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THE REPRESENTATION TYPE OF DETERMINANTAL VARIETIES
JAN O. KLEPPE, ROSA M. MIRO´-ROIG∗
Abstract. This work is entirely devoted to construct huge families of indecomposable arithmeti-
cally Cohen-Macaulay (resp. Ulrich) sheaves E of arbitrary high rank on a general standard (resp.
linear) determinantal scheme X ⊂ Pn of codimension c ≥ 1, n− c ≥ 1 and defined by the maximal
minors of a t × (t + c − 1) homogeneous matrix A. The sheaves E are constructed as iterated
extensions of sheaves of lower rank. As applications: (1) we prove that any general standard de-
terminantal scheme X ⊂ Pn is of wild representation type provided the degrees of the entries of
the matrix A satisfy some weak numerical assumptions; and (2) we determine values of t, n and
n− c for which a linear standard determinantal scheme X ⊂ Pn is of wild representation type with
respect to the much more restrictive category of its indecomposable Ulrich sheaves, i.e. X is of
Ulrich wild representation type.
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1. Introduction
The goal of this paper is to construct huge families of indecomposable maximal Cohen-Macaulay
A-modules E where A is the homogeneous coordinate ring of a standard determinantal scheme, i.e.
A is the quotient ring of codimension c of a polynomial ringK[x0, · · · , xn] by the homogeneous ideal
generated by the maximal minors of a homogeneous t× (t+c−1) matrix. Our interest in this topic
is based on the geometric counterpart. Given a projective variety X ⊂ Pn we would like to under-
stand the complexity of X in terms of the associated category of arithmetically Cohen-Macaulay
sheaves that it supports and, in particular, we are interested in the existence of projective vari-
eties supporting families of arbitrarily high rank and dimension of indecomposable arithmetically
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Cohen-Macaulay bundles, i.e. vector bundles E without intermediate cohomology (ACM bundles,
for short). In the case of linear standard determinantal schemes (i.e. schemes defined by the max-
imal minors of a matrix with linear entries) the ACM bundles E that we will construct will share
another important feature, namely, the associated maximal Cohen-Macaulay module E = H0∗(E)
will be maximally generated. In [39], Ulrich proved that the maximal number of generators m(E)
of a maximal Cohen-Macaulay module E associated to an ACM sheaf E on a projective ACM va-
riety X is bounded by m(E) ≤ deg(X) rk(E). ACM sheaves attaining this bound are called Ulrich
sheaves. The existence of Ulrich sheaves on a projective variety is a challenging problem which has
lately received a lot of attention. The interest on Ulrich sheaves relies among other things on the
fact that a d-dimensional scheme X ⊂ Pn supports an Ulrich sheaf (resp. bundle) if and only if
the cone of cohomology tables of coherent sheaves (resp. bundles) on X coincides with the cone of
cohomology tables of coherent sheaves (resp. bundles) on Pd (cf. [18]). From the algebraic point of
view the existence of an Ulrich R-module sheds light over the structure of R. In fact, we have the
following criterion of Gorensteiness: if a Cohen-Macaulay ring R supports an Ulrich R-module M
then R is Gorenstein if and only if ExtiR(M,R) = 0 for 1 ≤ i ≤ dimR (cf. [39]).
Since the seminal result by Horrocks characterizing ACM bundles on Pn as those that completely
split into a sum of line bundles (cf. [23]), the study of the category of indecomposable ACM bundles
on a projective variety X becomes a natural way to measure the complexity of the underlying
variety X. Mimicking an analogous trichotomy in Representation Theory, it has been proposed a
classification of ACM projective varieties as finite, tame or wild (see Definition 3.1) according to the
complexity of their category of ACM bundles. This trichotomy is exhaustive for the case of ACM
curves: rational curves are finite (see [6]; Theorem C and [16]; pg. 348), elliptic curves are tame
(see [1]; Theorems 7 and 10) and curves of higher genus are wild (see [13]; Theorem 16); and one
of the main achievements in this field has been the classification of varieties of finite representation
type in a very short list (cf. [6]; Theorem C and [16]; pg. 348). However, it remains open to find
out the representation type of the remaining ones.
The first goal of this paper is to construct families of indecomposable ACM bundles of arbitrary
high rank and dimension on standard determinantal schemes X and to conclude that X is of
wild representation type provided the degree matrix associated to X satisfies some weak numerical
hypothesis. As we pointed out before, among ACM vector bundles E on a variety X, it is interesting
to spot a very important subclass for which its associated module ⊕tH
0(X, E(t)) has the maximal
number of generators, which turns out to be deg(X)· rk(E). It is therefore a meaningful question
to find out if a given projective variety X is of wild representation type with respect to the much
more restrictive category of its indecomposable Ulrich bundles. In the second part of this paper,
we are going to focus our attention on linear standard determinantal schemes X ⊂ Pn associated to
a t× (t+ c− 1) matrix with entries linear forms and we are going to determine values of t, n and c
for which X is of wild representation type with respect to the much more restrictive category of its
indecomposable Ulrich sheaves (i.e. X has Ulrich wild representation type). As classical examples
of linear standard determinantal schemes we have rational normal scrolls, Segre varieties, etc.
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Let us briefly explain how this paper is organized. In Section 2, we fix notation and we collect
the background and basic results on (linear) standard determinantal schemes and the associated
complexes needed in the sequel. Section 3 contains one of the main results of this work (Theorem
3.13). In this theorem we prove that a general determinantal scheme X ⊂ Pn of codimension c ≥ 1
and dimension n − c ≥ 2 is of wild representation type provided the degree of the entries of its
associated matrix verify some weak numerical assumptions. To achieve our result we construct
huge families of indecomposable ACM sheaves on X of arbitrarily high rank as iterated extensions
of ACM sheaves of lower rank. The existence of such extensions is ensured by a series of technical
lemmas gathered in the beginning of the section.
In sections 4 and 5 we deal with standard determinantal schemes X ⊂ Pn of codimension c
defined by the maximal minors of a t × (t + c − 1) matrix with linear entries and we address the
problem of determining the values of c, n− c and t for which wild representation type is witnessed
by means of Ulrich bundles; i.e. values of c, n− c and t for which X has Ulrich wild representation
type. The approach is analogous to the one developed in section 3; starting with rank 1 Ulrich
sheaves instead of rank 1 ACM sheaves we are able to construct huge families of indecomposable
Ulrich sheaves of high rank and to conclude that under some numerical assumptions on c, n − c
and t, X is of Ulrich wild representation type (see Theorem 4.10, Remark 4.11 and Theorems 5.4
and 5.10). We end the paper with a Conjecture raised by this paper and proved in many cases (cf.
Conjecture 6.1).
We have become aware of the preprint [21] where the representation type of integral ACM vari-
eties is considered and it is shown that all ACM projective integral varieties which are not cones are
of wild CM type, except for a few cases which they completely classify. Our works are independent
and some of our proofs can be shortened (for instance Theorems 3.13 and 5.4). We decided to
keep at least a short sketch of all of them because for the case of standard determinantal varieties
the results that we get are slightly stronger. Indeed, under some weak numerical assumptions, we
prove that generic standard determinantal (resp. linear standard determinantal) varieties are not
only wild but also strictly wild. Moreover, our construction is explicit and it allows us to control
the rank of the ACM (resp. Ulrich) sheaves that we construct (they usually have lower rank than
the rank of the sheaves constructed in [21]) and we can explicitly compute a formula f(r) for the
dimension of the families of simple ACM (resp. Ulrich) sheaves of rank r that we build.
Acknowledgement. The first author would like to thank the University of Barcelona for its
hospitality during his visit to Barcelona in March 2015 where one of our final main theorems
(Theorem 3.14) was established. The authors thank the referee for his/her useful comments.
Notation. Throughout this paper K will be an algebraically closed field, R = K[x0, x1, · · · , xn],
m = (x0, . . . , xn) and Pn = Proj(R). Given a closed subscheme X ⊂ Pn, we denote by IX its
ideal sheaf and I(X) = H0∗ (P
n,IX) its saturated homogeneous ideal unless X = ∅, in which
case we let I(X) = m. If X is equidimensional and Cohen-Macaulay of codimension c, we set
KX = Ext
c
OPn
(OX ,OPn)(−n − 1) to be its canonical sheaf. Given a coherent sheaf E on X we are
going to denote the twisted sheaf E ⊗OX(l) by E(l). As usual, H
i(X, E) stands for the cohomology
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groups, hi(X, E) for their dimension and Hi∗(X, E) = ⊕l∈ZH
i(X, E(l)). We also set exti(E ,F) :=
dimK Ext
i(E ,F).
For any graded Cohen-Macaulay quotient A of R of codimension c, we let IA = ker(R ։ A)
and KA = Ext
c
R(A,R)(−n − 1) be its canonical module. When we write X = Proj(A), we let
A = R/I(X) and KX = KA. If M is a finitely generated graded A-module, let depthJ M denote
the length of a maximal M -sequence in a homogeneous ideal J and let depthM = depthmM .
2. Background and preparatory results
For convenience of the reader we include in this section the background and basic results on
standard determinantal varieties as well as on ACM and Ulrich sheaves needed later on. Let us start
gathering together the results on standard determinantal schemes and the associated complexes
needed in the sequel and we refer to [5], [15] and [32] for more details.
Definition 2.1. If A is a homogeneous matrix, we denote by I(A) the ideal of R generated by the
maximal minors of A and by Ij(A) the ideal generated by the j × j minors of A. A codimension c
subscheme X ⊂ Pn is called a standard determinantal scheme if I(X) = I(A) for some t×(t+c−1)
homogeneous matrix A. In addition, we will say that X is a linear standard determinantal scheme
if all entries of A are linear forms.
Denote by ϕ : F −→ G the morphism of free graded R-modules of rank t+ c− 1 and t, defined
by the homogeneous matrix A of X, and by Ci(ϕ) the (generalized) Koszul complex:
Ci(ϕ) : 0→ ∧
iF ⊗ S0(G)→ ∧
i−1F ⊗ S1(G)→ . . .→ ∧
0F ⊗ Si(G)→ 0.
Let Ci(ϕ)
∗ be the R-dual of Ci(ϕ). The dual map ϕ
∗ induces graded morphisms
µi : ∧
t+iF ⊗ ∧tG∗ → ∧iF.
They can be used to splice the complexes Cc−i−1(ϕ)
∗ ⊗∧t+c−1F ⊗∧tG∗ and Ci(ϕ) to a complex
Di(ϕ) :
(2.1) 0→ ∧t+c−1F ⊗ Sc−i−1(G)
∗ ⊗ ∧tG∗ → ∧t+c−2F ⊗ Sc−i−2(G)
∗ ⊗ ∧tG∗ → . . .→
∧t+iF ⊗ S0(G)
∗ ⊗ ∧tG∗
µi
−→ ∧iF ⊗ S0(G)→ ∧
i−1F ⊗ S1(G)→ . . .→ ∧
0F ⊗ Si(G)→ 0.
The complex D0(ϕ) is called the Eagon-Northcott complex and the complex D1(ϕ) is called the
Buchsbaum-Rim complex. Let us rename the complex Cc(ϕ) as Dc(ϕ). Denote by Im(ϕ) the ideal
generated by them×m minors of the matrix A representing ϕ. Letting S−1M := Hom(M,R/I(A))
we have the following well known result:
Proposition 2.2. Let X ⊂ Pn be a standard determinantal subscheme of codimension c associated
to a graded minimal (i.e. im(ϕ) ⊂ mG) morphism ϕ : F → G of free R-modules of rank t+ c− 1
and t, respectively. Set M = coker(ϕ). Then it holds:
(i) Di(ϕ) is acyclic for −1 ≤ i ≤ c.
(ii) D0(ϕ) is a minimal free graded R-resolution of R/I(X) and Di(ϕ) is a minimal free graded
R-resolution of length c of SiM , −1 ≤ i ≤ c .
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(iii) KX ∼= Sc−1M(µ) for some µ ∈ Z. So, up to twist, Dc−1(ϕ) is a minimal free graded
R-module resolution of KX .
(iv) Di(ϕ) is a minimal free graded R-resolution of SiM for c+ 1 ≤ i whenever depthIm(ϕ)R ≥
t+ c−m for every m such that t ≥ m ≥ max(1, t+ c− i).
Proof. See, for instance [5]; Theorem 2.20 and [15]; Theorem A2.10 and Corollaries A2.12 and
A2.13. 
Let us also recall the following useful comparison of cohomology groups. If Z ⊂ X is a closed
subset such that U = X \ Z is a local complete intersection, L and N are finitely generated
R/I(X)-modules, N˜ is locally free on U and depthI(Z) L ≥ r + 1, then the natural map
(2.2) ExtiR/I(X)(N,L) −→ H
i
∗(U,HomOX (N˜ , L˜))
∼= ⊕ν∈Z Ext
i
OX (N˜ , L˜(ν))
is a degree-preserving isomorphism, (resp. an injection) for i < r (resp. i = r) cf. [25]; expose´ VI.
Recall that we interpret I(Z) as m if Z = ∅.
We end this section setting some preliminary notions concerning the definitions and basic results
on ACM sheaves as well as on Ulrich sheaves.
Definition 2.3. Let X ⊂ Pn be a projective scheme and let E be a coherent sheaf on X. We
say that E is arithmetically Cohen Macaulay (shortly, ACM) if it is locally Cohen-Macaulay (i.e.,
depth Ex = dimOX,x for every point x ∈ X) and has no intermediate cohomology, i.e.
Hi(X, E(t)) = 0 for all t and i = 1, . . . ,dimX − 1.
Notice that when X is a non-singular variety, any coherent ACM sheaf on X is locally free. ACM
sheaves are closely related to their algebraic counterpart, the maximal Cohen-Macaulay modules.
Definition 2.4. A graded A-module E is a maximal Cohen-Macaulay module (MCM for short) if
depthE = dimE = dimA.
In fact, on any ACM scheme X ⊆ Pn, there exists a bijection between ACM sheaves E on X and
MCM A-modules E given by the functors E → E˜ and E → H0∗(X, E).
Definition 2.5. Given a closed subscheme X ⊂ Pn of dimension d > 0, a torsion free sheaf E on
X is said to be initialized if
H0(X, E(−1)) = 0 but H0(X, E) 6= 0.
If E is a locally Cohen-Macaulay sheaf then, there exists a unique integer k such that Einit := E(k)
is initialized.
Definition 2.6. Given a projective scheme X ⊂ Pn and a coherent sheaf E on X, we say that E is
an Ulrich sheaf if E is an ACM sheaf and h0(Einit) = deg(X) rk(E).
The following result justifies this definition:
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Theorem 2.7. Let X ⊆ Pn be an integral subscheme and let E be an ACM sheaf on X. Then the
minimal number of generators m(E) of the A-module H0∗(E) is bounded by
m(E) ≤ deg(X) rk(E).
Therefore, since it is obvious that for an initialized sheaf E , h0(E) ≤ m(E), the minimal number of
generators of Ulrich sheaves is as large as possible. Modules attaining this upper bound were studied
by Ulrich in [39] and ever since modules with this property are called Ulrich modules. In [17]; pg.
543, Eisenbud, Schreyer and Weyman left open the problem: Is every variety X ⊂ Pn the support of
an Ulrich sheaf? If so, what is the smallest possible rank for such a sheaf? The existence of Ulrich
sheaves on a projective variety is a challenging problem since few examples are known. For recent
results on Ulrich sheaves the reader can see [9], [11], [12], [20], [33], [35], [36] and the references
quoted there. This paper is entirely devoted to construct new families of indecomposable ACM
sheaves on standard determinantal varieties and Ulrich sheaves on linear standard determinantal
varieties.
3. The representation type of a determinantal variety
A possible way to classify ACM varieties is according to the complexity of the category of ACM
sheaves that they support. Recently, inspired by an analogous classification for quivers and for K-
algebras of finite type, it has been proposed the classification of any ACM variety as being of finite,
tame or wild representation type (cf. [13] for the case of curves and [7] for the higher dimensional
case). Let us introduce these definitions slightly modifying the usual ones (see also [33] and [34]):
Definition 3.1. Let X ⊆ Pn be an ACM scheme of dimension d.
(i) We say that X is of finite representation type if it has, up to twist and isomorphism, only a
finite number of indecomposable ACM sheaves.
(ii) X is of tame representation type if either it has, up to twist and isomorphism, an infinite
discrete set of indecomposable ACM sheaves or, for each rank r, the indecomposable ACM sheaves
of rank r form a finite number of families of dimension at most 1.
(iii) X is of wild representation type if there exist l-dimensional families of non-isomorphic inde-
composable ACM sheaves for arbitrary large l.
(iv) X is of Ulrich wild representation type if there exist l-dimensional families of non-isomorphic
indecomposable Ulrich sheaves for arbitrary large l.
For the sake of completeness we would like to comment the above definitions and other definitions
of wildness that we can find in the literature.
Remark 3.2. (1) Usually tameness is defined without allowing an infinite discrete set of indecom-
posable ACM sheaves. We enlarge the category of varieties of tame representation type because we
really want the trichotomy (i) - (iii) to be exhaustive for any d-dimensional projective ACM variety.
This trichotomy is exhaustive for the case of ACM curves: rational curves are finite, elliptic curves
are tame and curves of higher genus are wild. If we use the standard definition of tameness, then
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the trichotomy will not be exhaustive because in [8] it was proved the quadratic cone in P3 has an
infinite discrete set of indecomposable ACM sheaves.
(2) The notion of Ulrich wild representation type was introduced in [21] although in [11] the
authors already addressed the problem of finding out if a given projective variety X is of wild
representation type with respect to the much more restrictive category of its indecomposable Ulrich
vector bundles.
(3) In [13, Definition 1.4], Drozd and Greuel introduced two definitions of wildness: geometrically
wild and algebraically wild. Roughly speaking a projective variety X ⊂ Pn is geometrically wild if
the corresponding homogeneous coordinate ring A has arbitrarily large families of indecomposable
maximal Cohen-Macaulay A-modules. X is said to be algebraically wild if for every finitely gener-
ated K-algebra Λ there exists a family M of maximal Cohen-Macaulay A-modules over Λ (i.e. a
finitely generated (A,Λ)-bimodule such that for every finite-dimensional Λ-module L the A-module
M⊗Λ L is CM and M is flat over Λ) such that the following conditions hold:
(i) For every indecomposable Λ-module L the A-module M⊗Λ L is indecomposable.
(ii) If M⊗Λ L ∼=M⊗Λ L
′ for some finite dimensional Λ-modules L and L′, then L ∼= L′.
It is not difficult to check that if X is algebraically wild then it is also geometrically wild. It
is not known though conjectured whether the converse is true, i.e. if geometrically wild implies
algebraically wild.
The problem of classifying ACM varieties according to the complexity of the category of ACM
sheaves that they support has recently attracted much attention and, in particular, we would like
to know whether the trichotomy finite, tame and wild representation type is exhaustive.
Notwithstanding the fact that ACM varieties of finite representation type have been completely
classified into a short list: Pn, three or less reduced points on P2, a smooth hyperquadric, a cubic
scroll, the Veronese surface or a rational normal curve (cf. [6]; Theorem C and [16]; pg. 348); it
remains open to find out the representation type of the remaining ones. As examples of a variety of
tame representation type we have the elliptic curves and the quadric cone in P3 (cf. [8]; Proposition
6.1). Quite a lot of examples of varieties of wild representation type are known (cf. [38]) but so
far only few examples of varieties of Ulrich wild representation type are known. To our knowledge
the only examples of varieties of arbitrary dimension and of Ulrich wild representation type are
the Segre varieties and the rational normal scrolls other than the quadric in P3, the cubic scroll in
P4 and the quartic scroll in P5 (cf. [33] and [11]). In [34], the second author of this paper proved
that if X ⊂ Pn is a smooth ACM variety then the restriction ν3|X to X of the Veronese 3-uple
embedding ν3 : Pn −→ P(
n+3
3 )−1 embeds X as a variety of wild representation type. Once this paper
was finished we become aware of the preprint [21] where the authors prove that all projective ACM
integral varieties other than cones are of wild CM type except for a few cases that they classify.
In the following, we are going to prove that a general standard determinantal scheme defined by
the maximal minors of a t× (t+ c− 1) matrix A is of wild representation type provided the degree
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matrix associated to A satisfies weak numerical hypothesis. It is worthwhile to point out that our
construction proves the geometrical wildness of certain standard determinantal schemes X ⊂ Pn
(even more, it proves strict wildness, see Definition 2 in [21]) but we do not prove whether they
also are algebraically wild. As the referee pointed out us the algebraic wildness follows from [21].
In this section, X ⊂ Pn will be a general standard determinantal scheme of codimension c, A
the t× (t+ c− 1) homogeneous matrix associated to X, I = It(A), A = R/I,
ϕ : F :=
t+c−1⊕
j=1
R(−aj) −→ G :=
t⊕
i=1
R(−bi)
the morphism of free R-modules associated to A and M := coker(ϕ). Without lost of generality
we can assume
(3.1) bt ≤ · · · ≤ b1 and at+c−1 ≤ · · · ≤ a2 ≤ a1.
We set ℓ :=
∑t+c−1
i=1 ai −
∑t
j=1 bj . We have (Proposition 2.2 (iii)):
KX(n + 1) ∼= Sc−1M(ℓ).
We will assume t > 1 (X is a codimension c complete intersection if t = 1) and c ≥ 1. If t ≥ 2, M˜ is
a locally free OX-module of rank 1 over the open set U := X\Z where I(Z) := It−1(A) and U →֒ Pn
is a local complete intersection. Recall also that if aj > bi for any i, j, then V (I(Z)) = Sing(X)
(cf. [2] if the characteristic of the ground field is zero and [40] for the case of arbitrary characteristic),
codimX(Sing(X)) = c+ 2 and codimPn X = c for a general choice of ϕ ∈ Hom(F,G).
Remark 3.3. (i) Using Remark 2.1 of [28] with α = 2 we get codimX(Sing(X)) ≥ 3, whence
depthI(Z)A ≥ min(3,dimX+1) provided ac+i ≥ bi (resp. ac+i > bi), 1 ≤ i ≤ t−1, for c ≥ 2 (resp.
c = 1).
(ii) Notice that for a general choice of the entries of A all assumptions of Proposition 2.2 (iv) are
fulfilled. In fact, let B be the homogeneous matrix obtained deleting the last row of A. Since A is
general, B is also general and we have depthIt(A)R = c and c+1 = depthIt−1(B)R ≤ depthIt−1(A)R.
Therefore, Proposition 2.2 (iv) applies and we conclude that pdSc+1M = c+ 1.
Indeed Remark 3.3(i) is more generally stated in [27] where we shortly indicate a proof using
Chang’s filtered Bertini-type theorem, see [40]; Theorem 3 which also covers the characteristic p
case. Since we in [27] assumed that A was minimal, [27]; Remark 2.7 applies provided aj 6= bi for
all j, i. Using e.g. [26]; Proposition 5.1 which describes a general element of W (b; a) when aj = bi
for some j, i, and induction on the number of times an equality aj = bi occur, it is a rather easy
exercise to see that [27]; Remark 2.7 holds also for a non-minimal matrix A, i.e. that we may skip
the assumption aj 6= bi for all j, i above when c ≥ 2.
As a main tool for constructing families of ACM sheaves on X of arbitrary high rank, we will use
iterated extensions of ACM sheaves on X of lower rank. So, let us start with a series of technical
results that will allow us to ensure the existence of such extensions.
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Lemma 3.4. We keep the above notation and we assume depthI(Z)A ≥ 3. For any 0 ≤ j ≤ c and
i = 0, 1, we have
(3.2) ExtiOX (S˜jM,M˜
∨(µ)) ∼= 0Ext
i
A(SjM,M
∨(µ)) ∼= 0Ext
i+c
R (Sj+cM,R(µ − ℓ)).
Proof. Since S−1M ∼=M
∨ is MCM by Proposition 2.2 and S˜jM |X\Z is invertible, (2.2) with r = 2
yields
0Ext
i
A(SjM,M
∨(µ)) ∼= ExtiOX (S˜jM,M˜
∨(µ))
and
ExtiOX (S˜jM,M˜
∨(µ)) ∼= Hi(U,HomOX (S˜jM,M˜
∨(µ)))
∼= Hi(U,HomOX (S˜j+1M ⊗ S˜c−1M(−µ), S˜c−1M))
∼= Hi(U,HomOX (S˜c+jM(ℓ− µ), K˜A(n+ 1)))
∼= 0Ext
i
A(Sj+cM(ℓ− µ),KA(n+ 1))
∼= 0Ext
i+c
R (Sj+cM(ℓ− µ), R)
for i = 0, 1 where the second last isomorphism is due to (2.2) and the last isomorphism follows from
local duality used twice (both for A and R), or from a well known property of canonical modules
since the canonical module of R is KR = R(−n− 1). 
Proposition 3.5. We keep the above notation and we assume that depthI(Z)A ≥ 3 and
∑t+c−1
j=c+1 aj >
1 +
∑t−1
i=1 bi + b1 − bt. For µ = t+ 1−
∑t+c−1
j=c+1 aj +
∑t
i=1 bi + b1 we have:
(1) HomOX (M˜
∨(t− µ), M˜ ) = 0;
(2) HomOX (M˜ , M˜
∨(t− µ)) = 0;
(3) Ext1OX (M˜, M˜
∨(t− µ)) ∼= (∧c+1F ∗)(−b1 − 1−
∑c
j=1 aj)0.
Proof. (1) As in Lemma 3.4, we get that 0Hom(M˜
∨(t− µ), M˜ ) ∼= S2M(µ− t)0. Since
· · · −→ S2G = ⊕1≤i,j≤tR(−bi − bj) −→ S2M −→ 0
is exact we get 0Hom(M˜
∨(t− µ), M˜ ) = 0 provided µ − t− bi − bj < 0 for any 1 ≤ i, j ≤ t. Since
b1 ≥ · · · ≥ bt, this means t > µ − 2bt. But t > µ− 2bt = t+ 1−
∑t+c−1
j=c+1 aj +
∑t
i=1 bi + b1 − 2bt is
true by the hypothesis
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt.
(2) By Lemma 3.4 we have
ExtiOX (M˜, M˜
∨(t− µ)) ∼= 0Ext
i+c
R (S1+cM,R(t− µ− ℓ)) for i = 0, 1.
We compute the last Ext using the projective resolution of Sc+1M :
0 −→ ∧c+1F −→ ∧cF ⊗G −→ · · · −→ Sc+1G −→ Sc+1M −→ 0
given in [15] (see also Proposition 2.2 and Remark 3.3(ii)), and we get the exact sequences
−→ 0Hom(∧
cF⊗G,R(t−µ−ℓ))
e
−→ 0Hom(∧
c+1F,R(t−µ−ℓ)) −→ 0Ext
c+1
R (S1+cM,R(t−µ−ℓ)) −→ 0,
and
0Hom(∧
c−1F ⊗ S2G,R(t− µ− ℓ)) −→ ker(e) −→ 0Ext
c
R(S1+cM,R(t− µ− ℓ)) −→ 0.
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Using our hypothesis on µ, we obtain
0Hom(∧
cF ⊗G,R(t− µ− ℓ)) ∼= (∧cF ∗ ⊗G∗(t− µ− ℓ))0 ∼=⊕
1≤s1<···<sc≤t+c−1
1≤j≤t
R((
c∑
i=1
asi) + bj + t− µ− ℓ)0 = 0.
The last equality is true because substituting µ and taking into account that bt ≤ · · · ≤ b1 and
at+c−1 ≤ · · · ≤ a2 ≤ a1, we get
∑c
i=1 asi + bj + t− µ− ℓ =
∑c
i=1 asi + bj − 1− b1 −
∑c
i=1 ai < 0.
(3) We also have
0Ext
c+1
R (S1+cM,R(t− µ− ℓ))
∼= (∧c+1F ∗)(t− µ− ℓ))0 = (∧
c+1F ∗)(−b1 − 1−
c∑
j=1
aj)0.

Corollary 3.6. Let X ⊂ Pn be a general linear standard determinantal variety of codimension
c ≥ 1. Assume n− c ≥ 2 and t ≥ 3. Then, we have:
(1) HomOX (M˜
∨(t− 2), M˜ ) = 0;
(2) HomOX (M˜ , M˜
∨(t− 2)) = 0;
(3) Ext1OX (M˜, M˜
∨(t− 2)) ∼= (∧c+1F ∗)(−1− c)0 =
(
t+c−1
c+1
)
≥ 3.
Proof. It follows from Proposition 3.5 taking ai = 1 for all i and bj = 0 for all j and, hence,
µ = 2. 
Remark 3.7. (i) Note that if we assume aj > bi for any i, j (or, equivalently, at+c−1 > b1) then the
hypothesis
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt is a very weak assumption. Indeed, since aj ≥ bi + 1
for any j, i, we have
t+c−1∑
j=c+1
aj ≥ b1 +
t−2∑
i=1
bi + (t− 1).
Hence, if we assume t > 2 + bt−1 − bt, we get
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt because
b1 +
t−2∑
i=1
bi + (t− 1) > b1 +
t−2∑
i=1
bi + 1 + bt−1 − bt.
(ii) Assuming only ac+i ≥ bi for 1 ≤ i ≤ t−1 (cf. Remark 3.3 (i)) and that at least 2+b1−bt of the
inequalities are strict (or otherwise increase the sum
∑t+c−1
j=c+1 aj by 2+ b1− bt compared to
∑t−1
i=1 bi,
e.g. for t = 2, assume ac+1 ≥ 2 + 2b1 − b2) we easily prove that
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt.
By paying a little more extra attention to the cases t = 2, t = 3 and t ≥ 4 we get the following:
Corollary 3.8. We keep the above notation, we set µ := t+ 1−
∑t+c−1
j=c+1 aj +
∑t
i=1 bi + b1 and we
assume that depthI(Z)A ≥ 3 and
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt. If t = 3 and ac+1 ≤ 1 + b1 we
also assume ac+2 > b1 and ac = ac+1; and if t ≥ 4 and ac+1 ≤ 1 + b1 we assume ac+3 > b1 . Then,
it holds:
(1) 0Hom(M
∨(t− µ),M) = 0Hom(M,M
∨(t− µ)) = 0;
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(2) dim 0Ext
1
A(M,M
∨(t− µ)) ≥ 3.
Proof. (1) It follows from Proposition 3.5.
(2) By Proposition 3.5(3), we have
Ext1A(M,M
∨(t− µ)) =
⊕
1≤s1<···<sc+1≤t+c−1
R((
c+1∑
i=1
asi)− b1 − 1−
c∑
j=1
aj)
and we will carefully analyze how many non-zero summands we have. We distinguish 3 cases:
Case a: t = 2. The assumption
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi+ b1 − bt becomes ac+1 > 1 + 2b1 − b2 and
we get ac+1 > 1 + b1. By Proposition 3.5(3) with µ = 3− ac+1 + 2b1 + b2, we have
dim 0Ext
1
A(M,M
∨(t− µ)) = dimR(ac+1 − b1 − 1)0 ≥ dimR1 = n+ 1 ≥ 3.
Case b: t = 3. If we take µ = 4− (ac+1 + ac+2) + 2b1 + b2 + b3, we get
0Ext
1
A(M,M
∨(t− µ)) =
c+2⊕
j=1
R(−b1 − 1 + ac+1 + ac+2 − aj)0.
If ac+1 > b1 + 1 one of the direct summands is Rs for s ≥ 1 of dimension at least n + 1. If
ac+1 ≤ 1+ b1, we have 1+ b1 ≥ ac+1 ≥ ac+2 ≥ 1+ b1 and 1+ b1 = ac+1 = ac+2 = ac by hypothesis.
Therefore at least 3 direct summands are R0 and we get dim 0Ext
1
A(M,M
∨(t− µ)) ≥ 3.
Case c: t ≥ 4. By Proposition 3.5(3) we have
0Ext
1
A(M,M
∨(t− µ)) =
⊕
1≤s1<···<sc+1≤t+c+1
R((
c+1∑
i=1
asi)− b1 − 1−
c∑
j=1
aj)0.
Again if ac+1 > b1 + 1 one of the direct summands is Rs for s ≥ 1 of dimension at least n + 1. If
ac+1 ≤ 1 + b1, we have 1 + b1 ≥ ac+1 ≥ ac+2 ≥ ac+3 ≥ 1 + b1, i.e. 1 + b1 = ac+1 = ac+2 = ac+3. It
follows that at least 3 direct summands are R0, hence dim 0Ext
1
A(M,M
∨(t− µ)) ≥ 3 and we are
done. 
As we have seen in Corollary 3.6 and Remark 3.7 the assumption on aj and bi in Proposition
3.5 is often fulfilled for t ≥ 3 while there are several interesting cases where it may fail for t = 2
and ac+1 ≤ 1 + b1 or more generally for t = 2 and ac+1 ≤ 1 + 2b1 − b2. We therefore want to
improve upon Proposition 3.5 in the case t = 2 and ac+1 = 1 + 2b1 − b2 by using its proof with
µ1 := µ− 1 = 2− ac+1 + 2b1 + b2. Indeed, we have
Proposition 3.9. Let t = 2, µ1 = 2 − ac+1 + 2b1 + b2 and assume depthI(Z)A ≥ 3 and ac+1 =
1+2b1 − b2. Define α := #{i/ai = ac+1} and suppose 2α ≤ n− 2 in the case ac+1 = 1+ b1. Then,
we have:
(1) 0Hom(M
∨(2− µ1),M) = 0;
(2) 0Hom(M,M
∨(2− µ1)) = 0;
(3) dim 0Ext
1
A(M,M
∨(2− µ1)) ≥ 3.
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Proof. We follow the proof of Proposition 3.5.
(1) We have 0Hom(M
∨(2− µ1),M) = (S2M)µ1−2 = 0 because µ1 − 2− 2b2 = −1 < 0.
(2) and (3). The exact sequences involving 0Ext
c+i in the proof of Proposition 3.5 yields
(3.3) −→ (∧cF ∗ ⊗G∗)ν
e
−→ (∧c+1F ∗)ν −→ 0Ext
c+1
R (S1+cM,R(ν)) −→ 0
and a surjection ker(e)։ 0Ext
c
R(S1+cM,R(ν)) where ν := 2−µ1−ℓ = −b1−
∑c
j=1 aj , (∧
c+1F ∗)ν ∼=
R(ac+1 − b1)0 and
(3.4) (∧cF ∗ ⊗G∗)ν ∼=
⊕
1≤s≤c+1
1≤j≤2
R(
c+1∑
i=1
ai − as + bj + ν)0 =
⊕
1≤s≤c+1
1≤j≤2
R((ac+1 − as) + (bj − b1))0.
Since (ac+1−as)+ (bj − b1) is zero if and only if as = ac+1 and bj = b1, we deduce that the number
of direct summands equal to R0 in (3.4) is exactly αβ where β := #{j/bj = b1}.
To see that e : (∧cF ∗ ⊗G∗)ν −→ (∧
c+1F ∗)ν has maximal rank, we use again the pairing
∧iF ∗ × ∧t+c−1−iF ∗ −→ ∧t+c−1F ∗ ∼= R(
t+c−1∑
i=1
ai)
and describe the corresponding map
(3.5) δt : ∧
t−1F (
t+c−1∑
j=1
aj)⊗G
∗(ν) −→ ∧t−2F (
t+c−1∑
j=c+1
aj − b1)
where the restriction, δt|0, of δt to the degree zero parts of the free modules is e. Here, of course, t =
2, but to see the description more clearly, we keep t in (3.5). Let A = [ϕ(y1), ϕ(y2), · · · , ϕ(yt+c−1)]
where {y1, y2, · · · yt+c−1} is the standard basis of F . Then δt is given by
δt(g
∗ ⊗ y1 ∧ · · · ∧ yi ∧ · · · ∧ yt−1) =
t−1∑
i=1
(−1)i−1g∗(ϕ(yi))y1 ∧ · · · ∧ yˆi ∧ · · · ∧ yt−1.
If {g1, g2, · · · , gt} is the standard basis of G, then g
∗
j (ϕ(yi)) is just the j-th coordinate of the column
ϕ(yi) (see [15]; Appendix A or the explicit description in [30]). For t = 2 then δ2(g
∗
j⊗yi) = g
∗
j (ϕ(yi)),
and if we use B = {y1 ⊗ g
∗
1 , y1 ⊗ g
∗
2 , y2 ⊗ g
∗
1 , y2 ⊗ g
∗
2 , · · · , yc+1 ⊗ g
∗
1 , yc+1 ⊗ g
∗
2} as an R-basis for
F (
∑c+1
j=1 aj)⊗G
∗, a matrix of δ2 is given by the following 1× (2c+ 2) matrix
(3.6) A′ := [ϕ(y1)
tr, ϕ(y2)
tr, · · · , ϕ(yc+1)
tr]
where ϕ(yi)
tr is the transpose of the column ϕ(yi), whence A
′ is obtained from the 2×(c+1) matrix
A by converting each column ϕ(yi) of A to the row ϕ(yi)
tr = [g∗1(ϕ(yi)), g
∗
2(ϕ(yi))] consisting of 2
forms of degree (ai − b1, ai − b2).
Suppose ac+1 ≤ 1+b1. Then 1+2b1−b2 ≤ 1+b1 implies b2 = b1 and ac+1 = 1+b1, and the number
of direct summands equal to R0 in (3.4) is 2α because β = 2. Restricting δt in (3.5) to degree zero
and removing direct “summands” Rs with s < 0 there, we get the map δt|0 : R
2α
0 → R(1)0 whose
matrix is the following 1× 2α submatrix of A′:
(3.7) [ϕ(yc+2−α)
tr, · · · , ϕ(yc)
tr, ϕ(yc+1)
tr]
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consisting entirely of linear forms. Then using B1 = {yc+2−α⊗g
∗
1 , yc+2−α⊗g
∗
2 , · · · , yc+1⊗g
∗
1 , yc+1⊗
g∗2} and C = {x0, x1, · · · , xn} as K-basis of R
2α
0
∼= K2α and R1 ∼= K
n+1 respectively, the matrix of
(3.8) e : R2α0
∼= K2α −→ R1 ∼= K
n+1
relative to the basis B1 and C is just the following (n+ 1)× 2α matrix of entries in K;
(3.9) [g∗1(ϕ(yc+2−α))
C , g∗2(ϕ(yc+2−α))
C , · · · , g∗1(ϕ(yc))
C , g∗2(ϕ(yc))
C , g∗1(ϕ(yc+1))
C , g∗2(ϕ(yc+1))
C ]
where the column g∗j (ϕ(yi))
C is the coordinate vector of the linear form g∗j (ϕ(yi)) with respect to C.
Noting that the matrix A, hence also A′ is given by a random choice of homogeneous polynomials
of degree aj − bi, it is clear from (3.7) and (3.9) that the map e considered as a linear map of
K-vector spaces, is of maximal rank. This proves what we want because (3.8) and the assumption
n+1− 2α ≥ 3 imply 0 = ker(e)։ 0Hom(M,M
∨(2− µ1)) as well as dim coker(e) ≥ 3, and we are
done in the case ac+1 ≤ b1 + 1.
Finally, we suppose ac+1 = b1 + ν, ν ≥ 2. Since 1 + 2b1 − b2 = ν + b1 we get b1− b2 = ν − 1 > 0,
e.g. ac+1− b2 > ν and the number of R0’s in (3.4) is only α. In this case the map e of (3.3) is of the
form e : Rα0 −→ Rν , cf. (3.8) and the description leading to (3.7) shows that the 1×α matrix that
corresponds to e is A′′ := [ϕ1(yc+2−α), · · · , ϕ1(yc), ϕ1(yc+1)] where ϕ(yi)
tr = [ϕ1(yi), ϕ2(yi)]. If D =
{xν0 , x
ν−1
0 x1, · · · , x
ν
n} is a K-basis of Rν
∼= K(
n+ν
ν ) and E := [ϕ1(yc+2−α)
D, · · · , ϕ1(yc)
D, ϕ1(yc+1)
D]
the corresponding matrix of e with entries in K, we see that a general A, which has A′′ as a
submatrix, leads to a matrix E with randomly chosen entries. Hence E has maximal rank. Since
α ≤ c + 1 ≤ n − 1, we get that
(n+ν
ν
)
≥
(n+2
2
)
≥ n + 2 ≥ α + 3 for any ν ≥ 2, whence ker(e) = 0,
dim coker(e) =
(
n+ν
ν
)
− α ≥ 3 and we are done. 
We can also treat another case not covered by Corollary 3.8 (i.e. t = 3 and ac > ac+1 = 1 + b1)
by the ideas in the proof of Proposition 3.9. Note that if t = 3, ac+1 > b1 + 1 and ac+2 > b1, then
b3 ≥ b2 − 1 implies the inequality
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi+ b1 − bt and Corollary 3.8 applies. For
t = 3 and ac+1 ≤ b1 + 1 (i.e. ac+1 = b1 + 1 provided ac+2 > b1) we have
Proposition 3.10. Let t = 3, µ1 = 3 − ac+1 − ac+2 + 2b1 + b2 + b3 and assume depthI(Z)A ≥ 3,
ac > ac+1 = b1 + 1, ac+2 > b1 and b2 − 1 ≤ b3. Then, it holds:
(1) 0Hom(M
∨(3− µ1),M) = 0;
(2) 0Hom(M,M
∨(3− µ1)) = 0 and dim 0Ext
1
A(M,M
∨(3− µ1)) ≥ 3.
Proof. (1) As in the proof of Proposition 3.9 we have 0Hom(M
∨(3 − µ1),M) = (S2M)µ1−3 = 0
because µ1 − 3− 2b3 = −2 + b2 − b3 < 0.
(2) Using the exact sequence (3.3) with ν = 3 − µ1 − ℓ = −b1 −
∑c
j=1 aj and the pairing
∧iF ∗ ⊗∧c+2−iF ∗ −→ ∧c+2F ∗ ∼= R(
∑c+2
j=1 aj), the morphism e of (3.3) becomes
(∧cF ∗ ⊗G∗)ν ∼= ⊕ 1≤i≤3
1≤j1<j2≤c+2
R(ac+1 + ac+2 − aj1 − aj2 + bi − b1)0
∼= ⊕1≤i≤3R(bi − b1)0
↓ e
(∧c+1F ∗)ν ∼= ⊕1≤j≤c+2R(ac+1 + ac+2 − aj − b1)0 ∼= ⊕1≤j≤cR(b1 + 2− aj)0 ⊕R(1)
⊕2
0
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where e, with notations as in the proof of Proposition 3.9, is determined by δ3 restricted to
⊕1≤i≤3R(bi − b1). This restriction is given by
(3.10) δ3(g
∗
i ⊗ yc+1 ∧ yc+2) = g
∗
i (ϕ(yc+2))yc+2 − g
∗
i (ϕ(yc+1))yc+1 , 1 ≤ i ≤ 3 .
Indeed, every (j1, j2) 6= (c + 1, c + 2) of the index set 1 ≤ j1 < j2 ≤ c + 2 corresponds to direct
“summands” of the form R(s+ bi − b1)0 = 0 for some s < 0, and we may take
B := {g∗1 ⊗ yc+1 ∧ yc+2, g
∗
2 ⊗ yc+1 ∧ yc+2, g
∗
3 ⊗ yc+1 ∧ yc+2}
as an R-basis of ⊕1≤i≤3R(bi − b1), as well as a K-basis of ⊕1≤i≤3R(bi − b1)0 (if bi − b1 < 0, we
will later skip the “summand” R(bi − b1)0 and shrink the K-basis B correspondingly and call it
B′). Then a (c + 2) × 3 matrix L(A) of δ3 restricted to ⊕iR(bi − b1), relative to the R-basis B
and C := {y1, y2, · · · , yc+2}, is by (3.10) zero everywhere in the first c rows while the two lower
rows are just the transpose of the two last columns of A (up to sign). Skipping columns of L(A)
corresponding to R(bi − b1)0 with bi < b1, we get a matrix whose two lower rows consists of linear
forms. Replacing the R-basis C of length c + 2 by the K-basis C′ = {y1, · · · , yc, xpyc+1, xqyc+2},
1 ≤ p, q ≤ n + 1 of length m := c + 2(n + 1), we get a m × i matrix for some i, 1 ≤ i ≤ 3, that
represents e = δ3|0 as a K-linear map, e : K
i −→ Km, relative to the basis B′ and C′. A general
choice of A will, however, lead to a matrix L(A) whose entries of degree 1 are general. It follows
that e has maximal rank, whence e is injective and
dimcoker(e) = dim 0Ext
1
A(M,M
∨(3− µ1)) ≥ 2(n+ 1)− i ≥ 3
for every n ≥ 2 and i ≤ 3 and we are done. 
We now outline the approach that will allow us to construct huge families of ACM sheaves (resp.
Ulrich sheaves) on standard determinantal varieties (resp. linear standard determinantal varieties).
Construction 3.11. We keep the above notation and assuming depthI(Z)A ≥ 3 we set s :=
dimExt1OX (M˜, M˜
∨(t− µ)) (and replace µ by µ1 at places where we use Proposition 3.9 or Propo-
sition 3.10). We assume s > 0 and we take 0 6= e ∈ Ext1OX (M˜, M˜
∨(t− µ)). Using e we construct a
rank 2 sheaf E on X sitting into the exact sequence:
(3.11) 0 −→ M˜∨(t− µ) −→ E −→ M˜ −→ 0.
E is an ACM sheaf and arguing as in [11]; Theorem 4.4, we prove that E is simple and indecom-
posable. Let F be the irreducible family of rank 2 indecomposable ACM sheaves on X given by
the extension (3.11). By construction F ∼= P(Ext1(M˜ , M˜∨(t− µ))) and dimF = s− 1.
Proposition 3.12. We keep the above notation and we consider Ei the rank 2 ACM sheaves given
by non-splitting extensions
(3.12) ei : 0 −→ M˜
∨(t− µ) −→ Ei −→ M˜ −→ 0 for i = 1, 2.
Assume that depthI(Z)A ≥ 3. Then, it holds:
ext1(E1, E2) ≥ ext
1(M˜, M˜∨(t− µ))− 2.
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Proof. We have depthI(Z)A ≥ 3, hence Ext
1(M˜∨(t−µ), M˜∨(t− µ)) ∼= H1(U,Hom(M˜∨, M˜∨)) = 0.
Thus, applying Hom(−, M˜∨(t− µ)) to (3.12), we get for i = 1, 2 the exact sequences:
0 −→ Hom(M˜, M˜∨(t− µ)) −→ Hom(Ei, M˜
∨(t− µ)) −→
→ Hom(M˜∨(t− µ), M˜∨(t− µ)) ∼= K → Ext1(M˜, M˜∨(t− µ)) → Ext1(Ei, M˜
∨(t− µ))→ 0.
1 7→ ei
Using them together with Proposition 3.5(2), it follows that
(3.13) 0 = Hom(M˜, M˜∨(t− µ)) ∼= Hom(Ei, M˜
∨(t− µ)), for i = 1, 2; and
(3.14) ext1(Ei, M˜
∨(t− µ)) = ext1(M˜, M˜∨(t− µ))− 1 for i = 1, 2.
Applying the functor Hom(−, M˜) to (3.12) with i = 1 and using again Proposition 3.5, we get:
(3.15) Hom(E1, M˜ ) ∼= Hom(M˜, M˜ ) ∼= K.
Now, we apply the functor Hom(E1,−) to the exact sequence (3.12) and we get the exact sequence:
0 −→ Hom(E1, M˜
∨(t− µ)) −→ Hom(E1, E2) −→ Hom(E1, M˜) −→ Ext
1(E1, M˜
∨(t− µ)) −→ Ext1(E1, E2).
Thus, using (3.13)-(3.15), we obtain
ext1(E1, E2) ≥ − hom(E1, M˜
∨(t− µ)) + hom(E1, E2)− hom(E1, M˜) + ext
1(E1, M˜
∨(t− µ))
≥ ext1(M˜, M˜∨(t− µ))− 2.

Finally, we will construct families of indecomposable ACM sheaves on a standard determinantal
scheme of arbitrarily high rank and dimension. We will base our proof on the existence of low rank
ACM sheaves and on the existence of non trivial extensions. Indeed, recalling that t > 1, we have
Theorem 3.13. Let X ⊂ Pn be a general standard determinantal scheme of codimension c ≥ 1.
Assume that dimX ≥ 2,
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt and that ac+i ≥ bi (resp. ac+i > bi),
1 ≤ i ≤ t − 1, for c ≥ 2 (resp. c = 1). If t = 3 (resp. t ≥ 4) and ac+1 ≤ 1 + b1 we also assume
ac+2 > b1 (resp. ac+3 > b1). Then, X has wild representation type. This conclusion also holds if
t = 2 and ac+1 = 1 + 2b1 − b2 provided we in the case ac+1 = 1 + b1 assume 2α ≤ n − 2 where
α := #{i ∈ {1, c+ 1}/ai = ac+1}.
Remark 3.14. (1) According to Definition 2 and Corollary 1 in [21] we have proved a slightly
stronger result. In fact, we have proved that with the above assumptions X is strictly wild. We
thank the referee for pointing out this improvement.
(2) The wildness of X also follows from the main result of [21]. The result was obtained inde-
pendently and, in our case, we also get a lower bound for the dimension f(r) of the families Hr of
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rank r indecomposable, ACM sheaves that we build. Indeed, it follows from the proof of Theorem
3.13 and Propositions 3.5(3), 3.9 and 3.10, that
dimHr ≥ 3− 2r + (r − 1) dim(
⊕
1≤s1<···<sc+1≤t+c−1
R((
c+1∑
i=1
asi)− b1 − 1−
c∑
j=1
aj)0).
(3) The numerical assumptions in Theorem 3.13, see Corollary 3.18 for more natural assumptions,
summarize the requirements that allow us to construct huge families of MCM modules as iterated
extensions. We guess that these assumptions are not necessary and the following should be true:
Let X ⊂ Pn be a general standard determinantal scheme of codimension c ≥ 1 and dimension
n− c ≥ 2. Assume t ≥ 2. Then, X is of strictly wild representation type unless X is a cubic scroll
or a quartic scroll.
Proof. It is enough to prove that for any integer q > 0, there exists an integer r > q and a family
Hr of non-isomorphic indecomposable ACM sheaves E on X of rank r > q and dimHr ≥
r
2(s − 1)
being s := Ext1OX (M˜ , M˜
∨(t− µ)) and µ := t+ 1−
∑t+c−1
j=c+1 aj +
∑t−1
i=1 bi + b1 + bt. The hypothesis
dimX ≥ 2 and Remark 3.3(i) imply depthI(Z)A ≥ 3. Therefore all the hypothesis of Proposition
3.5 are satisfied and we have dimExt1OX (M˜, M˜
∨(t − µ)) ≥ 3 (see Corollary 3.8). For the final
conclusion and the case t = 3, ac > ac+1 we use Propositions 3.9 and 3.10 and we replace µ by µ1.
Given q > 0, we choose an integer p such that 2p > q and we will construct, using iterated
extension, a simple (hence indecomposable) ACM sheaf E on X of rank r := 2p. Notice that as an
immediate consequence of Proposition 5.1.3 of [37] we have Hom(E , E ′) = Hom(E ′, E) = 0 for any
two non-isomorphic rank 2 simple ACM sheaves E and E ′ of the family F built in Construction
3.11. On the other hand, by Proposition 3.5(3), the set of non-isomorphic classes of rank 2 ACM
sheaves in F has dimension s− 1 ≥ 2.
Set Ps−1 := P(Ext1OX (M˜ , M˜
∨(t − µ))) ∼= F and denote by U ⊂ Ps−1×
p)
· · · ×Ps−1 the non-
empty open dense subset parameterizing closed points [E1, · · · , Ep] ∈ Ps−1×
p)
· · · ×Ps−1 such that
Ei ≇ Ej for i 6= j. Given [E1, · · · , Ep] ∈ U , the set of sheaves E1, · · · , Ep satisfy the hypothesis of [37];
Proposition 5.1.3 and therefore, there exists a family of rank r simple sheaves E on X parameterized
by
P(Ext1(Ep, E1))× · · · × P(Ext
1(Ep, Ep−1))
and given as extensions of the following type
0 −→ ⊕p−1i=1 Ei −→ E −→ Ep −→ 0.
Since Ei are ACM sheaves, E is also an ACM sheaf and we have constructed a family Hr of
non-isomorphic rank r simple ACM sheaves E on X parameterized by a projective bundle over U
and its dimension is given by the following formula
dimHr = (p− 1) dim(P(Ext
1(Ep, E1))) + dimU.
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By Proposition 3.12 dimExt1(Ep, E1) ≥ s− 2 > 0. Hence, summing up, we conclude that
dimHr ≥ (p − 1)(s − 3) + p(s− 1) ≥
r
2
(s − 1)
which proves what we want. 
Remark 3.15. The assumption of generality of the determinantal scheme X is not needed in the
proofs of Lemma 3.4, Proposition 3.5 and Corollary 3.8, and since we can avoid using Remark
3.3 (i) and (ii) by including a stronger assumption on dimX, we get a variation of Theorem 3.13
valid for every standard determinantal scheme. Recalling that Z = V (It−1(A)) and depthI(Z)A =
dimA− dimR/I(Z), the proof of Theorem 3.13 above applies and we get the following result:
Let X ⊂ Pn be a standard determinantal scheme of codimension c ≥ 1 and suppose dimX ≥
2 + dimR/I(Z) and
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt. Moreover if t = 3 (resp. t ≥ 4) and
ac+1 ≤ 1 + b1 we also assume ac+2 > b1 and ac = ac+1 (resp. ac+3 > b1). Then, X has wild
representation type.
Corollary 3.16. Let X ⊂ Pn be a general linear standard determinantal scheme of codimension
c ≥ 1 defined by the maximal minors of a t × (t + c − 1) matrix. Assume n − c ≥ 2 and t > 2.
Then, X is of wild representation type.
Proof. It immediately follows from Theorem 3.13 taking bj = 0 for all j and ai = 1 for all i. Notice
that the hypothesis
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt is now equivalent to t > 2. 
Remark 3.17. The cases of linear determinantal varieties not covered in the above Corollary will
be treated in next section where a strong result will be obtained. Indeed, we will prove that if
n− c = 1 and t > 2, or t = 2 and (n− c, c) /∈ {(2, 2), (2, 3)}, then X has Ulrich wild representation
type (see Corollary 5.6 and Theorem 5.10).
The following result applies also to t = 2.
Corollary 3.18. Let X ⊂ Pn be a general standard determinantal scheme of codimension c ≥ 1.
Assume that dimX ≥ 2, aj > bi for any j, i and that bt−1 − bt ≤ max{0, t − 3}. Moreover if
ac+1 = 1 + b1 and t = 2 we also suppose that 2α ≤ n − 2 where α := #{i ∈ {1, c + 1}/ai = ac+1}.
Then, X has wild representation type.
Proof. Using Remark 3.7(i) we get
∑t+c−1
j=c+1 aj > 1 +
∑t−1
i=1 bi + b1 − bt provided bt−1 − bt ≤ t − 3.
Hence if t ≥ 3, X is wild by Theorem 3.13. For t = 2, X is wild by the final sentence in Theorem
3.13. 
4. Ulrich bundles of low rank
From now on, we will only deal with linear standard determinantal schemes X ⊂ Pn of codi-
mension c ≥ 1 and we will assume t ≥ 2 since the case t = 1 corresponds to a projective space
Pn−c ⊂ Pn and ACM bundles on projective spaces were classified by Horrocks.
18 JAN O. KLEPPE, ROSA M. MIRO´-ROIG
Recall that, in the particular case of a linear standard determinantal scheme X ⊆ Pn associated
to a t × (t + c − 1) matrix, the homogeneous coordinate ring A of X has a linear minimal free
resolution, i.e., its minimal graded free resolution has the following shape
0→ R(−t− c+ 1)(
t+c−2
t−1 ) → · · · → R(−t− i+ 1)ρi → · · · → R(−t)(
t+c−1
t ) → R→ A→ 0
where
ρi =
(
c+ t− 1
i+ t− 1
)(
i+ t− 2
t− 1
)
for 1 ≤ i ≤ c.
In particular, I(X) is generated by forms of degree t and, by [5]; Proposition 2.15, we have
(4.1) deg(X) =
(
t+ c− 1
c
)
.
Our aim is to address the problem whether X is of wild representation type with respect to
the much more restrictive category of its indecomposable Ulrich sheaves. Our approach will be
analogous to the one developed in §3. So, the first goal is to characterize all Ulrich line bundles on
a linear standard determinantal variety X defined by a t× (t + c − 1) matrix. As an application,
we will prove that, under some assumptions on n, c, and t, linear standard determinantal varieties
have Ulrich wild representation type. Indeed, as iterated extensions of Ulrich line bundles, we will
construct on X families of indecomposable Ulrich bundles of arbitrary high rank and dimension.
Let us first describe the Picard group of a smooth linear standard determinantal scheme X.
Assume that X ⊂ Pn is given by the maximal minors of a t × (t + c − 1) homogeneous matrix A
representing a homomorphism ϕ of free graded R-modules
ϕ : F =
t+c−1⊕
i=1
R(−1) −→ G =
t⊕
j=1
R.
Denote by H the general hyperplane section of X, by W ⊂ X the codimension 1 subscheme of X
defined by the maximal minors of the (t−1)× (t+ c−1) matrix obtained deleting the last row of A
and by Y ⊂ X the codimension 1 subscheme of X defined by the maximal minors of the t× (t+ c)
matrix obtained adding a column of general linear forms to A. Observe that Y ∼ W + H. The
following theorem computes the Picard group of X. Indeed, we have:
Theorem 4.1. Let X ⊂ Pn be a smooth standard linear determinantal scheme of codimension c ≥ 2
associated to a t×(t+c−1) matrix. If n−c > 2 or n−c = 2 and t ≥ 4, then Pic(X) ∼= Z2 ∼= 〈H,W 〉.
In addition, we have
KX ∼= (t− n+ c− 2)H + (c− 1)W ∼= (t− n− 1)H + (c− 1)Y.
Proof. See [14]; Corollary 2.4 for smooth standard determinantal varieties X ⊂ Pn of dimension
n− c ≥ 3 and [19]; Proposition 5.2 for the case n− c = 2 (see also [31]; Theorem III.4.2, for smooth
surfaces X ⊂ P4). 
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As an application of Proposition 2.2 and Theorem 4.1 we get an explicit list of all ACM line
bundles and all Ulrich line bundles on smooth linear standard determinantal varieties. In fact, we
have
Proposition 4.2. Let X ⊂ Pn be a smooth standard linear determinantal scheme of codimension
c ≥ 2 defined by the maximal minors of a t× (t+ c− 1) matrix A. Assume n− c > 2 or n− c = 2
and t ≥ 4. Let L be a line bundle on X. It holds:
(i) L is an ACM line bundle on X if and only if L ∼= OX(aY + bH) with −1 ≤ a ≤ c and
b ∈ Z;
(ii) L is an initialized Ulrich line bundle if and only if L ∼= OX(−Y +tH) or L ∼= OX(cY −cH).
Proof. (i) Since H0∗(OX(aY +bH))
∼= ˜SaM(δ) for a suitable δ, the results follows from [15]; Theorem
A2.10.
(ii) It follows from (i) and [15]; Theorem A2.10. 
The existence of rank 1 Ulrich modules on any linear determinantal scheme was first proved
in [3]; Proposition 2.8, and to our knowledge the first example of Ulrich module of high rank on a
linear determinantal variety was given in [29]; Theorem 3.2, where the authors prove that under
some mild hypothesis Ext1(M,Sc−1M) is an Ulrich module of rank c. The above Proposition gives
the complete list of rank 1 Ulrich bundles on smooth linear standard determinantal schemes of
dimension ≥ 2. Nevertheless, the hypothesis smooth as well as the hypothesis c ≥ 2 and n− c ≥ 2
can be dropped, and we have
Proposition 4.3. Let X ⊂ Pn be a standard linear determinantal scheme of codimension c defined
by the maximal minors of a t× (t+ c− 1) matrix A. Set R = k[x0, · · · , xn]/It(A) and denote by p
(resp. q) the ideal generated by the (t− 1)× (t− 1) minors of the first t− 1 rows (resp. columns)
of A. It holds:
(i) pℓ and qℓ represents all reflexive rank 1 modules
(ii) pℓ (resp. qℓ) is a CM ideal if and only if ℓ ≤ 1 (resp. ℓ ≤ c).
(iii) p and qc are the only Ulrich ideals.
Proof. Both (i) and (ii) follow from [4]; Theorem 4.3. 
Remark 4.4. (a) It is worthwhile to point out that Proposition 4.3 was stated in [4] in a more
general set up. Indeed, it was stated by linear determinantal schemes defined by the r × r minors
of a m× n matrix. In this paper we focus our attention in the particular case r = min{m,n}.
(b) With the previous notation, Proposition 4.3 implies:
(i) SiM is a maximal Cohen-Macaulay A-module if and only if −1 ≤ i ≤ c (we interpret S−1M
as HomA(M,A));
(ii) SiM is an Ulrich module if and only if i = −1 or c.
Notation 4.5. From now, we set L1 := OX(−Y + tH) and L2 := OX(cY − cH) if X = U ,
i.e. X is a local complete intersection in Pn. The corresponding R/I(X)-modules are denoted by
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L1 = H
0
∗(L1) and L2 = H
0
∗(L2). Note that L1 = M
∨(t − 1) and L2 = ScM . If X 6= U , we put
L1 = M˜
∨(t− 1), L2 = S˜cM and we let KX = S˜c−1M(t+ c− n− 2) be the canonical sheaf.
We observe that L1 ∼= L
∨
2 ⊗ KX ⊗ OX((n − c + 1)H) if X = U . This isomorphism suggests us
that maybe the fact of being Ulrich is invariant under dualizing and twisting by suitable twist of
the canonical sheaf. In fact, we have the following generalization of Lemma 2.4 in [7].
Lemma 4.6. Let E be an initialized Ulrich sheaf of rank r on an ACM projective scheme X and let
d = dimX. Then HomOX (E ,KX(d + 1)) is also an initialized Ulrich sheaf of rank r. Moreover if
X ⊂ Pn is a local complete intersection, then we have an isomorphism of initialized Ulrich sheaves;
E∨ ⊗KX ⊗OX((d+ 1)H) ≃ HomOX (E ,KX(d+ 1)).
Proof. It is well known that HomOX (E ,KX ) is ACM if and only if E is ACM. Moreover if E is an
initialized Ulrich sheaf, then the minimal resolution of E is linear with OPn(−c)
s as its leftmost
term where s = m(E). Indeed the minimal resolution of E is self-dual with regard to the graded
Betti numbers by [17]; Corollary 2.2. Since n− c = d, we get
HomOX (E ,KX (d+ 1)) ≃ Ext
c
OPn
(E ,OPn(−c))
by using duality twice (on X and on Pn). Applying HomOX (−,OPn) to the minimal resolution of
E(c), it follows that ExtcOX (E(c),OPn) is an initialized Ulrich sheaf and we get the lemma. 
Let us now move forward to the construction of initialized indecomposable Ulrich bundles of
higher rank on a linear standard determinantal variety X. The idea is to construct them as
iterated extensions of L1 by L2. So, we start collecting a series of technical lemmas and fixing some
extra notation which will allow us to conclude that under some numerical restrictions on n, c and
t, we have Ext1OX (L2,L1) 6= 0.
Lemma 4.7. We keep the above notation and we assume that depthI(Z)A ≥ 2, e.g. X a general
determinantal scheme and dimX ≥ 1. Then, it holds:
(1) HomOX (L1,L2)
∼= 0Hom(L1, L2) = Sc+1M(1− t)0 = 0;
(2) HomOX (L2,L1)
∼= 0Hom(L2, L1) = 0.
Proof. Since the proof of (1) and (2) are analogous we will only prove (1) and we leave (2) to
the reader. We have depthI(Z)A ≥ 2, see Remark 3.3 (i), hence depthmA ≥ 2, whence by (2.2);
0 = HomOU (L1,L2)
∼= HomOX (L1,L2)
∼= 0Hom(L1, L2) where the first equality comes from the
fact that it does not exist a non-zero morphism between two different rank 1 Ulrich sheaves. 
Lemma 4.8. We keep the notation and we set U := X \ Z where I(Z) = It−1(A). Assume
depthZ OX ≥ i+ 2. Then, we have
(4.2)
ExtiOX (L2,L1(ν))
∼= ExtiOU (L2|U ,L1|U (ν))
∼= Hi(U,L∨2 ⊗ L1(ν))
∼= Exti+cOPn (S˜2cM(c),OPn(ν)).
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Proof. Since L1 is ACM, using the exact sequence, cf. [25]; expose´ VI,
· · · → ExtiZ(L2,L1(µ))→ Ext
i
OX (L2,L1(µ))→ Ext
i
OU (L2|U ,L1|U (µ))→ Ext
i+1
Z (L2,L1(µ))→ · · ·
and the spectral sequence
ExtpOX (L2,H
q
Z(L1(µ)))⇒ Ext
p+q
Z (L2,L1(µ))
we get the two first isomorphisms because depthZ L1 ≥ 2+i implies that the sheaves H
q
Z(L1(µ)) = 0
for q ≤ i+1. To see the rightmost isomorphism we use Proposition 2.2 (iii), cf. the proof of Lemma
3.4, and we get that
HomOU (L2,L1)
∼= HomOU (S˜cM,M˜
∨(t− 1)) ∼= HomOU (S˜2cM(c− n− 1),KX ) .
Then the spectral sequence argument above and depthZ KX ≥ 2+ i imply the first isomorphism in
Hi(U,L∨2 ⊗L1(ν))
∼= ExtiOX (S˜2cM(c),KX (n+ 1 + ν))
∼= Exti+cOPn (S˜2cM(c),OPn(ν))
while the second isomorphism may be seen by e.g. using Serre duality twice. 
Lemma 4.9. We keep the notation and we assume depthZ OX ≥ i+ 2. Then we have
(4.3) ExtiOX (L2,L1(ν))
∼= νExt
i+c
R (S2cM(c), R) provided ν ≥ − dimX.
Proof. Let E := Hn+1m (R). As in the proof of Lemma 4.8 there is an exact sequence
→ νExt
i+c
m
(S2cM(c), R)→ νExt
i+c
R (S2cM(c), R)→ Ext
i+c
OPn
(S˜2cM(c),OPn(ν))→ νExt
i+c+1
m
(S2cM(c), R)→
and a spectral sequence that degenerates and leads to
(4.4) νExt
j+n+1
m (S2cM(c), R)
∼= νExt
j
R(S2cM(c), E) .
Hence if i+ c+ 1 < n+ 1, we get by (4.4) that the map
φ : νExt
i+c
R (S2cM(c), R)→ Ext
i+c
OPn
(S˜2cM(c),OPn(ν))
in the long exact sequence above is an isomorphism for every ν. For j := (i+ c+ 1) − (n + 1) ≥ 0
we get by (4.4) that φ is an isomorphism for those ν satisfying
νExt
j−1
R (S2cM(c), E) = 0 and νExt
j
R(S2cM(c), E) = 0 .
Recalling dimX = n−c it suffices to show that νExt
j
R(S2cM(c), E) = 0 for ν ≥ − dimX−j (because
only the last Ext-group must vanish for j = 0). To prove it we apply the functor νHomR(−, E) to
the free resolution of S2cM(c) deduced from Proposition 2.2 (iv), and we get the following complex
→ νHomR(∧
j−1F⊗S2c−j+1G(c), E)→ νHomR(∧
jF⊗S2c−jG(c), E)→ νHomR(∧
j+1F⊗S2c−j−1G(c), E)→
whose homology group in the middle is exactly νExt
j
R(S2cM(c), E). The whole group in the middle
is, however, isomorphic to E(j − c)⊕pν for some p and since Eq = 0 for q ≥ −n we get what we
want. Combining with the last isomorphism in Lemma 4.8 we are done. 
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From now, given integers t, c ≥ 2 we set
(4.5)
f(t, c) :=
∑t−1
i=0(−1)
i
(
t+c−1
t−i−1
)(
t+c−1−i
t−1
)(
c+2+i
i
)
= (4+12c+8c
2−5ct−7c2t−ct2+c2t2)(c+t−1)!
2(2+c)!(t−1)!
g(t, c) :=
∑t−1
i=1(−1)
i
(t+c−1
t−i−1
)(t+c−1−i
t−1
)(c+1+i
i−1
)
= c(−2−4c−t+ct)(c+t−1)!2(2+c)!(t−2)!
h(t, c) :=
∑t−1
i=2(−1)
i
(t+c−1
t−i−1
)(t+c−1−i
t−1
)(c+i
i−2
)
= (−c+c
2)(c+t−1)!
2(2+c)!(t−3)! , (h(t, c) := 0 for t = 2);
and, for any linear determinantal scheme X ⊂ Pn of dimension d = n− c ≥ 2, we define
χd(L21)(ν) := ext
0
OX (L2,L1(ν))− ext
1
OX (L2,L1(ν)) + ext
2
OX (L2,L1(ν)).
The simplification of the sums of products of binomials in (4.5) are performed using the program
Mathematica Wolfram.
Theorem 4.10. Let X ⊂ Pn be a general linear determinantal scheme of codimension c defined by
the maximal minors of a t× (t+ c− 1) matrix A. Assume c, d = n− c ≥ 2. Then, we have
(1) χd(L21)(0) ≤
(d−1
2
)
h(t, c) + (d− 2)g(t, c) + f(t, c),
(2) χd(L21)(−1) ≤ (d− 2)h(t, c) + g(t, c),
(3) χd(L21)(−2) ≤ h(t, c)
and, the inequalities become equalities if d = 2, or 2 ≤ t ≤ 3. In particular, Ext1OX (L2,L1) 6= 0
provided χd(L21)(0) < 0, e.g.(
d− 1
2
)
(c2−c)(t−1)(t−2)+(d−2)c(ct−2−4c−t)(t−1)+(4+12c+8c2−5ct−7c2t−ct2+c2t2) < 0.
Proof. First of all we observe that since X is a general linear determinantal scheme, we have
depthZ OX ≥ 4 being I(Z) = It−1(A) and the same inequality works when we replace X by X ∩P
r
where Pr is a general linear subspace Pr ⊂ Pn of dimension r ≥ c + 2 (i.e. dimX ∩ Pr ≥ 2).
Therefore, cutting X with a general hyperplane, we get an exact sequence
0 −→ OX(−1) −→ OX −→ OX∩H −→ 0
which induces an exact sequence
(4.6) · · · −→ Extj−1OX∩H (L2|H ,L1|H(ν)) −→ Ext
j
OX
(L2,L1(ν − 1)) −→ Ext
j
OX
(L2,L1(ν)) −→
ExtjOX∩H (L2|H ,L1|H(ν)) −→ · · ·
for j ≤ 2. Indeed, it easily follows from Lemma 4.8. Hence, letting
T3 := coker(Ext
2
OX
(L2,L1(ν)) −→ Ext
2
OX∩H
(L2|H ,L1|H(ν)))
we obtain
(4.7) χd(L21)(ν) = χd(L21)(ν − 1) + χd−1(L21)(ν)− dimT3.
It follows that for d ≥ 3 we have
(4.8) χd(L21)(ν) ≤ χd(L21)(ν − 1) + χd−1(L21)(ν)
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with equality if T3 = 0. Let us compute Ext
i
OX
(L2,L1(ν − 1)) for ν ≥ − dimX. By Lemma 4.9
we have ExtiOX (L2,L1(ν))
∼= νExt
i+c
R (S2cM(c), R) for any ν ≥ − dimX. Since by hypothesis X is
a general linear determinantal scheme, the complex associated to S2cM in [15]; Theorem A2.10 is
a free resolution of S2cM , see Remark 3.3(ii). In order to compute νExt
i+c
R (S2cM(c), R) we apply
the functor νHomR(−, R) to the resolution of S2cM(c). For −3 ≤ ν ≤ 0, we get
(4.9)
→νHomR(∧cF ⊗ ScG(c), R) → νHomR(∧c+1F ⊗ Sc−1G(c), R) → νHomR(∧c+2F ⊗ Sc−2G(c), R) → · · ·
↓≃ ↓≃ ↓≃
R
(t+c−1
c
)2
ν R
(t+c−1
c+1 )(
t+c−2
c−1 )
ν+1 R
(t+c−1
c+2 )(
t+c−3
c−2 )
ν+2
.
In particular, ExtiOX (L2,L1(−3)) = 0 for i ≤ 2 and d ≥ 3 and the inequality (4.8) implies
χd(L21)(−2) ≤ χd−1(L21)(−2) ≤ χd−2(L21)(−2) ≤ · · · ≤ χ2(L21)(−2),
χd(L21)(−1) ≤ χd(L21)(−2) + χd−1(L21)(−1)
≤ χd(L21)(−2) + χd−1(L21)(−2) + χd−2(L21)(−1)
≤ · · ·
≤ (d− 2)χ2(L21)(−2) + χ2(L21)(−1),
and, similarly,
χd(L21)(0) ≤ χd(L21)(−1) + χd−1(L21)(0)
≤ (d− 2)χ2(L21)(−2) + χ2(L21)(−1) + (d− 3)χ2(L21)(−2) + χ2(L21)(−1)
+χd−2(L21)(0)
≤ · · ·
≤
(
d−1
2
)
χ2(L21)(−2) + (d− 2)χ2(L21)(−1) + χ2(L21)(0).
Let us now compute χ2(L21)(ν) for−2 ≤ ν ≤ 0. For n = c+2, we have dimRν = dimK[x0, · · · , xn]ν =(
c+2+ν
ν
)
. Moreover, the rightmost term in the full complex given by (4.9) is
(4.10) νHomR(∧
t+c−1F ⊗ Sc+1−tG(c), R) ∼= R
(t+c−1t+c−1)(
c
t−1)
t−1+ν ,
whence we use that the sum defining f(t, c), g(t, c) and h(t, c) are precisely given as the alternating
sum of the dimension of the terms in the full complex given by (4.9). Thus, it follows that
χ2(L21)(0) = f(t, c), χ2(L21)(−1) = g(t, c), χ2(L21)(−2) = h(t, c)
since νExt
c+i
R (S2cM(c), R)
∼= ExtiOX (L2,L1(ν)) = 0 for i ≥ 3 and ν ≥ − dimX = −2 by Lemma
4.9.
Putting altogether we get
χd(L21)(0) ≤
(
d− 1
2
)
h(t, c) + (d− 2)g(t, c) + f(t, c),
χd(L21)(−1) ≤ (d− 2)h(t, c) + g(t, c)
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and
χd(L21)(−2) ≤ h(t, c)
with equalities for d = 2. We simplify the formulas and we get Ext1OX (L2,L1) 6= 0 provided(
d− 1
2
)
(c2−c)(t−1)(t−2)+(d−2)c(ct−2−4c−t)(t−1)+(4+12c+8c2−5ct−7c2t−ct2+c2t2) < 0.
Finally, it remains to prove that for 2 ≤ t ≤ 3 and d ≥ 3 the above inequalities turns out
to be equalities. In these cases, the complex (4.9) consists of 2 or 3 terms (cf. (4.10)) and
νExt
c+i
R (S2cM(c), R) = 0 for i ≥ 2 (resp. i ≥ 3) for t = 2 (resp. t = 3). Using once more
Lemma 4.9 for −3 ≤ ν ≤ 0, we get T3 = 0 and we conclude by (4.8). 
Remark 4.11. Let X ⊂ Pn be a general linear standard determinantal scheme of codimension c
defined by the maximal minors of a t× (t+ c− 1) matrix. Assume c, n− c ≥ 2. It holds:
(i) if t = 2, then χd(L21)(0) = c+ 1− c(n− c) < 0; and
(ii) if t = 3, then χd(L21)(0) =
(
c
2
)(
n+2
2
)
− (c+ 2)
(
c+1
2
)
(n+ 1) +
(
c+2
2
)2
.
In the following table we illustrate some values of t, c, n − c ≥ 2 for which Ext1OX (L2,L1) 6= 0.
t c d = n− c
2 any any
3 2 d ≤ 16
3 3 d ≤ 10
3 c ≤ 4 8
3 c ≤ 5 7
3 c ≤ 8 6
3 c ≤ 26 5
3 any d ≤ 4
4 c ≤ 23 3
5 c ≤ 5 3
6 c ≤ 3 3
t ≤ 9 2 3
4 c ≤ 5 4
t c d = n− c
5 c ≤ 3 4
6 2 4
4 c ≤ 3 5
5 2 5
4 2 d ≤ 8
t ≤ 17 2 2
t ≤ 11 3 2
t ≤ 9 4 2
t ≤ 8 5 2
t ≤ 7 c ≤ 8 2
t ≤ 6 c ≤ 26 2
t ≤ 5 any 2
The above table shows a list of triples (t, c, d) for which the inequality dimExt1OX (L2,L1) > 0
holds. We can also check that dimExt1OX (L2,L1) > 2 unless (t, c, d) ∈ {(2, 2, 2), (2, 3, 2), (3, 2, 16)},
since the polynomial χd(L21)(0) of Theorem 4.10 takes the values

−1 for (t, c, d) = (2, 2, 2)
−2 for (t, c, d) = (2, 3, 2)
−2 for (t, c, d) = (3, 2, 16).
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In the next Proposition we will deal with the case of curves and we will assume that t > 2. This
assumption is not at all restrictive since the case t = 1 corresponds to X = P1 and the case t = 2
corresponds to a rational normal curve in Pn both are varieties of finite representation type.
Proposition 4.12. Let X ⊂ Pn, n ≥ 3, be a general linear determinantal curve defined by the
maximal minors of a t× (t+ c− 1) matrix A. If t ≥ 3 then
dimExt1OX (L2,L1) ≥
−1
6
t(5 + 3t− 2t2) ≥ 2.
Proof. Since a general linear determinantal curve is smooth, L1 and L2 are line bundles and we have
Ext1OX (L2,L1) = H
1(X,L1⊗L
∨
2 ) and χ(L1⊗L
∨
2 ) = h
0(X,L1⊗L
∨
2 )−h
1(X,L1⊗L
∨
2 ). Therefore, it is
enough to check that χ(L1⊗L
∨
2 ) ≤
1
6t(5+3t−2t
2) ≤ −2. To this end, we will apply Riemann-Roch
theorem. Since pa(X) =
∑t−1
i=1(i− 1)
(
n+i−2
i
)
(cf. [22]), Y Hn−2 =
(
t+n−1
n
)
and Hn−1 =
(
t+n−2
n−1
)
(cf.
(4.1)), we have
χ(L1 ⊗ L
∨
2 ) = χ(OX(−nY + (n+ t− 1)H)
= deg(OX(−nY + (n+ t− 1)H) + 1− pa(X)
= −n
(t+n−1
n
)
+ (n + t− 1)
(t+n−2
n−1
)
+ 1−
∑t−1
i=1(i− 1)
(n+i−2
i
)
= ((−1− n(−2 + t) + t)(n+ t− 2)!/(n!·(t− 1)!)
≤ 16 t(5 + 3t− 2t
2)
which proves what we want. 
Finally we consider the case c = 1 and dimX ≥ 2. Since L2 = ScM = M and L1 = M
∨(t− 1),
we have
ExtiOX (L2,L1)
∼= 0Ext
1+i
R (S2M(c), R(−1)) for i = 0, 1
by Lemma 3.4 because ℓ =
∑t
j=1 aj −
∑t
i=1 bi = t. This implies
Proposition 4.13. Let X ⊂ Pn be a general linear determinantal hypersurface (c = 1) defined by
the determinant of a t× t matrix. Assume n − 1 ≥ 2. Then Hom(L2,L1) = Hom(L1,L2) = 0 and
dimExt1OX (L2,L1) =
(t
2
)
(n + 1) − t2. In particular if t > 2, then dimExt1OX (L2,L1) ≥ 3, and if
t = 2, then dimExt1OX (L2,L1) = n− 3.
Proof. Using Lemma 4.7, we see that the Hom-groups vanish. Now we argue as in the proof of
Proposition 3.5 and we use the resolution
0 −→ ∧2F −→ F ⊗G −→ S2G −→ S2M −→ 0
and Hom(L2,L1) ∼= 0Ext
1
R(S2M,R(−1)) = 0 to get the exact sequence
0 −→ (F ∗ ⊗G∗)(−1)0 −→ (∧
2F ∗(−1))0 −→ 0Ext
2
R(S2M,R(−1)) −→ 0
because (S2G)(−1)0 = R(−1)
β
0 = 0 for some β > 0. The exact sequence yields the following exact
sequence
0 −→ Rt
2
0 −→ R
(t2)
1 −→ 0Ext
2
R(S2M,R(−1)) −→ 0,
cf. (4.9) and recall ∧c+2F = 0. Therefore, we easily get the conclusions of the proposition. 
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5. Linear determinantal varieties of Ulrich wild representation type
The goal of this section is to prove that under some numerical assumptions on n, c and t, general
linear determinantal varieties will be examples of varieties of arbitrary dimension for which wild
representation type is witnessed by means of Ulrich sheaves. In other words, they will have Ulrich
wild representation type.
Construction 5.1. With Li as in Notation 4.5 we set s21 := dimExt
1
OX
(L2,L1). We assume
dimX ≥ 1 and s21 > 0, and we take r − 1 ≤ s21 K-linearly independent extensions e1, · · · , er−1 ∈
Ext1OX (L2,L1). We construct a rank r sheaf E on X sitting into the exact sequence:
(5.1) 0 −→ L1 −→ E −→ L
r−1
2 −→ 0
where ei is given by pullback of E → L
r−1
2 via the natural map L2 → L
r−1
2 that takes an element
onto its i-th coordinate. By construction E is a rank r initialized (H0(X, E(−H)) = 0) sheaf. Let us
check that E is an Ulrich sheaf. Since L1 and L2 are ACM, E is also ACM and E is Ulrich because
h0(E) = h0(L1) + h
0(L2) = (r − 1) deg(X) + deg(X) = rk E· degX. Moreover as in Construction
3.11 one may check that E is indecomposable.
Let Fr be the irreducible family of rank r indecomposable Ulrich sheaves on X given by (5.1). By
construction Fr ∼= Gr(r − 1,Ext
1(L2,L1)) being Gr(r, V ) the Grassmannian which parameterizes
r-dimensional linear subspaces of V and dimFr = (r − 1)(s21 − r + 1).
Finally, it is worthwhile to point out that any E ∈ Fr is µ-semistable since any Ulrich sheaf is
µ-semistable but it is not µ-stable because µ(L1) = c1(L1)H =
c1(E)H
2 = µ(E).
Proposition 5.2. We keep the above notation and we consider Ei the rank 2 Ulrich sheaves given
by non-splitting extensions
(5.2) ei : 0 −→ L1 −→ Ei −→ L2 −→ 0 for i = 1, 2.
Assume that dimX ≥ 2. Then, it holds:
ext1(E1, E2) ≥ ext
1(L2,L1)− 2.
Proof. It is analogous to the proof of Proposition 3.12 since dimX ≥ 2 implies depthI(Z)A ≥ 3 by
Remark 3.3(i) and we omit it. 
For the case of linear determinantal curves we have:
Proposition 5.3. Let X ⊂ Pn, n ≥ 3, be a general linear determinantal curve defined by the
maximal minors of a t× (t+ c− 1) matrix A. We consider Ei the rank 2 Ulrich bundles given by
non-splitting extensions
(5.3) ei : 0 −→ L1 −→ Ei −→ L2 −→ 0 for i = 1, 2.
If t ≥ 3 then, it holds:
ext1(E1, E2) ≥ ext
1(L2,L1) + pa(X)− 2 ≥ 3.
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Proof. Since a general linear determinantal curve X ⊂ Pn, n ≥ 3, is smooth we have
ext1(L1,L1) ∼= h
1(X,OX ) = pa(X) =
t−1∑
i=1
(i− 1)
(
n+ i− 2
i
)
where the last equality follows from [22]; pg. 196. We apply Hom(−,L1) to the exact sequences
(5.3), i = 1, 2, and we get the exact sequences:
0→ Hom(L2,L1) → Hom(Ei,L1) → Hom(L1,L1) ∼= K → Ext
1(L2,L1) →
1 7→ ei
→ Ext1(Ei,L1)→ Ext
1(L1,L1)→ 0.
Using them together with Lemma 4.7, it follows that
(5.4) 0 = Hom(L2,L1) ∼= Hom(Ei,L1), for i = 1, 2; and
(5.5) ext1(Ei,L1) = ext
1(L2,L1) + ext
1(L2,L1)− 1 = ext
1(L2,L1) + pa(X)− 1 for i = 1, 2.
Applying the functor Hom(−,L2) to the exact sequence (5.3) and using Lemma 4.7, we get the
exact sequence:
0→ Hom(L2,L2) ∼= K → Hom(E1,L2)→ Hom(L1,L2) = 0
which allows us to deduce that
(5.6) Hom(E1,L2) ∼= Hom(L2,L2) ∼= K.
Now, we apply the functor Hom(E1,−) to the exact sequence (5.3) and we get the exact sequence:
0→ Hom(E1,L1)→ Hom(E1, E2)→ Hom(E1,L2)→ Ext
1(E1,L1)→ Ext
1(E1, E2)→ Ext
1(E1,L2)→ 0.
Thus, using (5.4)-(5.6), we obtain
ext1(E1, E2) = − hom(E1,L1) + hom(E1, E2)− hom(E1,L2) + ext
1(E1,L1) + ext
1(E1,L2)
≥ − hom(E1,L1) + hom(E1, E2)− hom(E1,L2) + ext
1(E1,L1)
= ext1(L2,L1)− 2 + pa(X) ≥ 3
where the last inequality follows from the fact that for t ≥ 3, ext1(L2,L1) ≥ 2 (cf. Proposition
4.12) and pa(X) =
∑t−1
i=1(i− 1)
(n+i−2
i
)
≥ 3. 
We are now ready to state a theorem which together with Theorem 4.10, Remark 4.11 and
Proposition 4.12 lead to the main results of this section.
Theorem 5.4. Let X ⊂ Pn be a general linear standard determinantal scheme. Assume that
dimX ≥ 1. If dimExt1OX (L2,L1) > 2 then X is of Ulrich wild representation type.
Remark 5.5. According to Definition 2 and Corollary 1 in [21] we have proved a slightly stronger
result. In fact, we have proved that with the above assumptions X is strictly Ulrich wild. We
thank the referee for pointing out this improvement.
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Proof. First of all we observe that the hypothesis dimExt1OX (L2,L1) > 2 implies t ≥ 3 provided
dimX = 1. Therefore, we can use the family F2 above and dimExt
1(E1, E2) > 0, see Propositions
5.2 and 5.3, to construct iterated extensions leading to large families of simple Ulrich sheaves
similarly to what we did in Theorem 3.13. The proof is analogous to the proof of Theorem 3.13
and we omit it. 
Summarizing, we have got
Corollary 5.6. Let X ⊂ Pn be a general linear standard determinantal scheme of codimension c
defined by the maximal minors of a t× (t+ c− 1) matrix with linear entries. Assume that one of
the following conditions holds:
(1) (n− c, t) = (2, 2) and c > 3; or
(2) t = 2, n− c > 2 and c ≥ 2; or
(3) t = 2, n > 5 and c = 1, or
(4) t > 2, n > 2 and c = 1.
Then X is of Ulrich wild representation type.
Proof. (1) and (2) follow from Theorem 5.4 and Remark 4.11 (i), cf. the table and text after
Remark 4.11 for t = 2.
(3) and (4) follow from Theorem 5.4 and Proposition 4.13. 
Remark 5.7. The case (n − c, t, c) = (2, 2, 2) corresponds to a cubic scroll X in P4 which has
finite representation type. Also in the case (n− c, t, c) = (2, 2, 3) Theorem 5.4 does not apply since
dimExt1OX (L2,L1) = 2; it corresponds to a quartic scroll in P
5 which has tame representation type
(see [20]). Note that the case n = 3 of (4) is also proved in [10].
Corollary 5.8. Let X ⊂ Pn be a general linear standard determinantal scheme of codimension
c ≥ 1 defined by the maximal minors of a t × (t + c − 1) matrix with linear entries. Assume that
n− c ≥ 2, t = 3 and
−
(
c
2
)(
n+ 2
2
)
+ (c+ 2)
(
c+ 1
2
)
(n+ 1)−
(
c+ 2
2
)2
> 2.
Then X is of Ulrich wild representation type. In particular, X ⊂ Pn is of Ulrich wild representation
type if t = 3 and n ≤ 12.
Proof. This follows from Theorem 5.4, Theorem 4.10, Proposition 4.13 and Remark 4.11 (ii). More-
over, any (c, n − c) with c ≥ 2, n − c ≥ 2, n ≤ 12 and t = 3 is quoted in the table after Remark
4.11 and satisfies dimExt1OX (L2,L1) > 2, and we conclude by Theorem 5.4. 
Corollary 5.9. Let X ⊂ Pn be a general linear standard determinantal scheme of codimension
c defined by the maximal minors of a t × (t + c − 1) matrix with linear entries. Then X is of
Ulrich wild representation type provided (t, c, n − c) belong to the table after Remark 4.11 and
(t, c, n − c) /∈ {(2, 2, 2), (2, 3, 2), (3, 2, 16)}.
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Proof. This follows from Theorem 5.4, and the table and the text after Remark 4.11. 
Theorem 5.10. All general non-degenerated linear determinantal curves X ⊂ Pn, n ≥ 3, are of Ul-
rich wild representation type except for the rational normal curves which are of finite representation
type.
Proof. For general linear determinantal curves X ⊂ Pn other that P1 or a rational normal curve,
we have dimExt1(L2,L1) ≥ 2 (see Proposition 4.12). Hence X is of Ulrich wild representation type
by Theorem 5.4. 
6. Final comments and a Conjecture.
We end the paper with a Conjecture raised by this paper. In fact Theorems 5.4 and 5.10 and
Corollaries 5.6, 5.8 and 5.9 together with examples computed with Macaulay2 ( [24]) suggest - and
prove in many cases - the following conjecture:
Conjecture 6.1. A general linear standard determinantal scheme X ⊂ Pn of codimension c ≥ 2
defined by the maximal minors of a t × (t + c − 1) matrix is of Ulrich wild representation type
unless X is Pn−c, the rational normal curve in Pn or the cubic scroll in P4 which are of finite
representation type; or the quartic scroll in P5 which is of tame representation type.
Remark 6.2. (i) Using Macaulay2 we can enlarge the list of integers (t, c, d = n − c) such that
dimExt1(L2,L1) > 2 and conclude (using our approach of building families of Ulrich bundles of
arbitrary high rank and dimension) that, in addition to the cases covered by Theorems 5.4 and 5.10
and Corollaries 5.6, 5.8 and 5.9, there are many other cases which support Conjecture 6.1. Indeed,
for (t = 3, c = 2, 18 ≤ n ≤ 40) we have got dimExt1(L2,L1) > 2.
(ii) One of the first open cases corresponds to (t, c, d) = (5, 3, 5), i.e. a linear standard determi-
nantal variety X of dimension 5 in P8 defined by the maximal minors of a 5× 7 matrix with linear
entries.
(iii) It is worthwhile to point out that we do not claim that for any (t, c, d = n − c) we have
dimExt1(L2,L1) > 2. In fact, using Macaulay2, we have checked that for (t, c, n) = (3, 3, 14 ≤ n ≤
21) or (3, 4, 17 ≤ n ≤ 21) or (4, 2, 19 ≤ n ≤ 21) we have dimExt1(L2,L1) = 0. In these cases, to
prove Conjecture 6.1 we cannot proceed as in Theorem 5.4 and another approach is required.
As another interesting open problem we propose the construction of Ulrich sheaves on standard
determinantal varieties X ⊂ Pn of codimension c defined by the maximal minors of a t× (t+ c− 1)
matrix with entries homogeneous forms of degree dij ≥ 0. To our knowledge there are no known
examples of Ulrich sheaves on X unless X is either a complete intersection or a linear standard
determinantal scheme or a codimension 2 standard determinantal scheme.
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