INSTABILITY OF RAPIDLY-OSCILLATING PERIODIC SOLUTIONS FOR DISCONTINUOUS DIFFERENTIAL DELAY EQUATIONS by Marianne Akian
Di®erential and Integral Equations Volume 15, Number 1, January 2002, Pages 53{90
INSTABILITY OF RAPIDLY-OSCILLATING PERIODIC
SOLUTIONS FOR DISCONTINUOUS DIFFERENTIAL
DELAY EQUATIONS
Marianne Akian
INRIA, Domaine de Voluceau, Rocquencourt, BP 105
78153 Le Chesnay Cedex, France
Sophie Bismuth¤
P^ ole Universitaire L¶ eonard de Vinci, 92916 Paris la D¶ efense Cedex, France
(Submitted by: Roger Nussbaum)
Abstract. We study the equation
(?)_ x(t)=¡h(x(t ¡ 1)) + f(x(t)) for t ¸ 0;x j[¡1;0] = x0;
where h is an odd function de¯ned by h(y) is equal to a if 0 <y<c ,
equal to b if y ¸ c, a>b>0 and c>0 and f is an odd C
1 function such
that supjf(x)j <b . We ¯rst consider the equation _ x(t)=¡h(x(t ¡ 1)),
corresponding to f ´ 0. We ¯nd the admissible shapes of rapidly-
oscillating symmetric periodic solutions and we show that these periodic
solutions are all unstable. We then extend these results to our general
equation (?).
1. Introduction
We study here the scalar delay-di®erential equation
_ x(t)=¡h(x(t ¡ 1)) + f(x(t)) t ¸ 0;x j[¡1;0] = x0; (1)
where x0 2C ([¡1;0]), h is de¯ned as follows:
h : R ! R; odd;h (y)=
(
a if 0 <y<c
b if y ¸ c
with a>b>0 and c>0; (2)
f is an odd Lebesgue measurable function such that esssup
x2R
jf(x)j <b :
(3)
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The motivation for considering such systems comes from an automotive con-
trol problem, namely the fuel-air ratio regulation problem for spark ignition
engines, see [6].
Equation (1) is a particular case of a more general class of ¯rst order
systems given by
_ x(t)=g(x(t);x(t ¡ 1)); (4)
which arises in a variety of models in the literature, see Diekmann et al [4].
Say that g satis¯es a \negative feedback condition" if
g(x;y) < 0 for x>0 and y>0;
g(x;y) > 0 for x<0 and y<0; (5)
yg(0;y) < 0 for y 6=0 :
If g satis¯es some regularity conditions and in particular the negative feed-
back condition (5), then Equation (4) has a slowly-oscillating periodic solu-
tion, see Mallet-Paret and Nussbaum [12] and Mallet-Paret et al [13]. More
general results are proved in [11, 12, 13].
If g(x;y)=f(x) ¡ sgny, where f is C1 and supjf(x)j < 1, Condition (5)
is satis¯ed. Equation (4) can be rewritten as
_ x(t)=¡sgn(x(t ¡ 1)) + f(x(t)): (6)
Although g is not regular in this case, a complete study of (6) has been
realized by doing some explicit computations.
De¯ne V (t) as the number of zeros of x on [t0 ¡1;t 0) with t0 the ¯rst time
after t such that x(t0) = 0. Fridman et al [7] have shown that if V (0) is
¯nite then V (t) is even and nonincreasing. For any n 2 N, Equation (6) has
a unique periodic solution x with V (t) ´ 2n [7]. The slowest one (n =0 )i s
the only orbitally stable periodic solution, see [7, 2].
In addition, Shustin [17], Nussbaum and Shustin [16] and Akian and Bli-
man [1] have proved that, for any solution x, V is ¯nite after a ¯nite time
(there is no super-high-frequency). For related results, see [8, 9]. Thus, we
have a complete description of the asymptotic behavior of (6) in which the
slow cycle is the only stable part of the attractor.
Equation (1,2,3) is still a particular case of (4) such that g satis¯es the
negative feedback condition (5). In this paper, we try to generalize the
results of [7, 2] to our equation (1,2,3). We characterize some of rapidly-
oscillating 2-phase periodic solutions and we show that these solutions are
all unstable.instability of rapidly-oscillating periodic solutions 55
2. Previous results
First, we recall some de¯nitions:
De¯nition 2.1 (Rapidly-oscillating functions). A continuous function x de-
¯ned on [t0;+1) is called rapidly-oscillating (with respect to 1) if there exist
t;t0 >t 0, such that t 6= t0, jt ¡ t0j < 1 and x(t)=x(t0)=0 .
De¯nition 2.2 (2-phase periodic (2PP) functions). A T-periodic (T>0)
continuous function x de¯ned on [t0;+1) is called 2-phase periodic if there
exists t ¸ t0 such that xj(t;t+T) changes signs (strictly) exactly once.
De¯nition 2.3 (Symmetric periodic functions). A T-periodic (T>0) con-
tinuous function x de¯ned on [t0;+1) is called symmetric if x(t+T
2)=¡x(t)
for t ¸ t0.
The following result proves the existence of rapidly-oscillating periodic
solutions of Equation (1,2,3):
Theorem 2.4 (Nussbaum [15]). Let g : R2 ! R be a Lebesgue measurable
function. Assume that for each (x0;y 0) 2 R2, there exist R = R(x0;y 0)
> 0 and C = C(x0;y 0) > 0 such that for every y 2 BR(y0)=fy 2 R :
jy ¡ y0j <R g, the map x 7! g(x;y) is Lipschitzian with Lipschitz constant
C on BR(x0). Assume that there are positive constants m and M such that
¡M · g(x;y) ·¡ m for all (x;y) 2 R2 with y>0 and m · g(x;y) · M for
all (x;y) 2 R2 with y<0. Then, for every integer n ¸ 0, there exists a 2-
phase periodic Lipschitzian function xn which satis¯es Equation (4) almost
everywhere in R and has the property that, if xn(¿)=0for some ¿ then
cardft 2 (¿ ¡ 1;¿):xn(t)=0 g =2 n.
Example. Let us consider Equation (1) with f ´ 0 and h given by (2). We
seek some periodic solutions. If x(t) denotes a 2-phase periodic solution of
(1), then either (a) jx(t)j·c for all t, or (b) jx(t)j >cfor some t: If case
(a) holds, then h(x(t ¡ 1)) = asgn(x(t ¡ 1)) almost everywhere. Hence the
results on the periodic solutions of (6) and their stability can be applied. We
give an explicit form of the family of periodic solutions xn of Equation (1)
such that kxnk1 · c: for t 2 [0; Tn
2 ];x n(t)=¡aTn
4 +at; and for t 2 [Tn
2 ;T n];
xn(t)=aTn
4 ¡ a(t ¡ Tn
2 ) and the period Tn is equal to 4
4n+1. For a given n;
xn(t) solves (1) if and only if a
4n+1 · c.
Ivanov and Losson [10] claim that ¯rst order di®erential delay equations
with negative feedback can possess asymptotically stable rapidly oscillating
solutions. They present an analytically tractable example for Equation (1)
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Here, we are interested in symmetric 2-phase periodic solutions of (1)
which exceed c in magnitude (case(b) in the example). There are two changes
of slopes in each monotone phase of x. We start out with f ´ 0. The
evolution of system (1) around each periodic solution can be described with
a linear discrete dynamical system. We shall show that the ¯xed point of
the discrete system associated to our problem is unstable. Then, we extend
these results to the class of functions f verifying (3) for which the discrete
system is nonlinear.
3. Study of _ x(t)=¡h(x(t ¡ 1))
Let x be a solution of (1). We de¯ne the set Z of points where x vanishes
and changes sign, and the cardinality V of the number of zeros with changes
of sign: Z = ft ¸¡ 1:x(t)=0a n d8²>09t0 2 (t;t + ²];t 00 2 [t ¡
²;t)=x(t0)x(t00) < 0g;V (t) = card(Z \ [t0 ¡ 1;t 0)); where t0 = inffs ¸
t;s 2 Zg: We write V (t)=1 if Z \ [t0 ¡ 1;t 0) is not ¯nite.
Theorem 3.1. Let us consider the following equation
_ x(t)=¡h(x(t ¡ 1)) t ¸ 0;x j[¡1;0] = x0; (7)
where h is given by (2), and x0 2C ([¡1;0]) has ¯nitely many zeros.
For any x0 with a ¯nite number of zeros, there exists a unique func-
tion x 2C ([¡1;+1)), absolutely continuous on [0;+1), satisfying Equa-
tion (7) almost everywhere. For such a solution, V (t) is nonincreasing and
even-valued. For any periodic solution of (7), V (t) is constant. Rapidly-
oscillating symmetric 2-phase periodic solutions x, such that kxk1 >c ,a r e
characterized as in Cases #2; #20; #3; #30; #4; #40; #5 and #6, de¯ned
below. These periodic solutions are all unstable.
Proof. Existence and uniqueness of a solution of Equation (7) can be proved
by induction. Since x0 has a ¯nite number of zeros, ¡h(x(t¡1)) is a piecewise
constant function on [0;1], then a solution of (7) is easily determined.
The rest of the proof is done in the following subsections. ¤
3.1. Evolution of the number of zeros. The integer-valued Lyapunov
function V (t) has already been exploited for smooth function h by J. Mallet-
Paret, see [11]. In [11, Theorem A,(i)], it has been proved that V is non-
increasing and even-valued for any solution of (4) if g satis¯es the negative
feedback condition (5). Indeed, the proof can be applied for non smooth g.
Therefore, for any solution, V is constant after a ¯nite time. Moreover, for
any periodic solution, V is constant. This solution is rapidly oscillating if
and only if V> 0.instability of rapidly-oscillating periodic solutions 57
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Since we want to prove a result of local instability, we only consider per-
turbations of periodic solutions for which V does not change. From now
on, our argument reduces to the study of discrete systems describing the
evolution on each level V (t) ´ 2n, n 2 Nnf0g.
3.2. Shapes of rapidly-oscillating 2PP solutions. The reader can check
that any 2PP solution x of (7) increases strictly from its global minimum
to its global maximum, decreases from its global maximum to its global
minimum and then repeats. By exploiting the oddness of h, one obtains for
each n ¸ 0 a nonconstant periodic solution xn(t) of (7) as in Theorem 2.4
such that xn has minimal period Tn and xn is symmetric, i.e., xn(t + Tn
2 )=
¡xn(t) for all t. Consequently, Tn veri¯es 1
n+1=2 <T n < 1
n. We shall restrict
our attention to such symmetric rapidly-oscillating (thus n ¸ 1) periodic
solutions of (7) such that kxnk1 >c . In the following we draw all a priori
possible shapes of these solutions from their minimum to their maximum (so
in time interval of length Tn
2 ) . The key point is to determine where changes
of slope are situated with respect to the straight lines x = ¡c, x = 0 and
x = c. We only consider \non degenerate" solutions, that is solutions such
that the changes of slope do not intersect the straight lines x = ¡c, x =0
or x = c.
We show that Shapes #1 and #10 are impossible. The existence of a
symmetric 2PP solution of Equation (7) with a given other shape (shapes
#2 to #6 or #20 to #40) depends on the constants a;b;c and on n.
3.3. Evolution on level V (t) ´ 2n, n 2 Nnf0g. Let x be a solution of (7)
such that V (t)=2 n 8t ¸ 0 with n 2 Nnf0g. Let us consider an interval
I =[ t ¡ 1;t) with x(t)=0 .A sV (t)=2 n, the interval I \splits" in 2n +1
intervals (t ¡ 1;t 1), (t1;t 2),:::;(t2n;t) and on each of these intervals, x is of
constant sign. First of all, we consider (t ¡ 1;t 1) on which x is positive for
instance and x(t ¡ 1) 6= 0 and the interval (t1;t 2) on which x is negative.
We divide (t ¡ 1;t 1) into three parts (possibly empty) : the ¯rst part is the
time interval, with length a0
1 on which x is increasing and between 0 and
c, the second part is the time interval, with length a0
2 on which x is above
c and ¯nally the third one is the time interval, with length a0
3, on which x
is decreasing from c to 0. Concerning (t1;t 2), we divide it into three parts:
the ¯rst part is the time interval, with length a1, on which x(t) is decreasing
from 0 to ¡c, the second part is the time interval, with length a2, on which
x<¡c and the third part is the time interval, with length a3, on which x
is increasing from ¡c to 0. We de¯ne in a similar way a4;:::;a 6n. From theinstability of rapidly-oscillating periodic solutions 59
de¯nition of h, we see that the value of h(x(:))jI is uniquely determined by
the value of a =( a0
1;a 0
2;a 0
3;a 1;:::;a 6n).
Let us de¯ne the simplex
P
6n+3 =
©
¹ a =( a0
1;a 0
2;a 0
3;a 1;a 2;a 3;:::;a 6n¡2;
a6n¡1;a 6n) 2 R6n+3 : a0
i ¸ 0 for 1 · i · 3;
P3
i=1 a0
i > 0;a i > 0 for 1 · i ·
6n and
P3
i=1 a0
i +
P6n
i=1 ai =1
ª
and let ©n be the °ow on §6n+3 associated
with the evolution of (7) on the level V ´ 2n, corresponding to the map
xj[t¡1;t) 7! xj[t0¡1;t0), where t0 is the ¯rst time t0 >tsuch that x(t0)=0 . W e
have,
©n :§ 6n+3 ¡! R6n+3;
¹ a =( a0
1;a 0
2;a 0
3;a 1;:::;a 6n) 7¡! ©n(¹ a)=( a00
1;a 00
2;a 00
3;a 4;:::;a 6n+3):
(8)
In the following, we compute ©n(¹ a), when ¹ a is near ¹ a?, where ¹ a? corresponds
to a \nondegenerate" symmetric periodic orbit of Equation (7). Thus, we
can suppose that the shape of the solution x corresponding to ¹ a does not
change with time and that ¹ a is such that ©n(¹ a) 2 §6n+3.
If for instance x is negative on (t;t0) and if ¡x denotes the minimum of x
on [t;t0], then
x = aa0
1 + ba0
2 + aa0
3 = a(a1 ¡ a00
1)+b(a2 ¡ a00
2)+a(a3 ¡ a00
3): (9)
With the additional conditions 0 · a00
i · ai for 1 · i · 3 and (a00
i > 0 )
a00
i+1 = ai+1) for i =1 ;2, one determines a00
1;a 00
2 and a00
3. The values of a6n+1,
a6n+2 and a6n+3 can then be computed. Their formula depends on the chosen
shape. Indeed, for each shape, we shall obtain an a±ne function ©n(¹ a)o f
¹ a. For non degenerate cases, this function has at most one ¯xed point ¹ a,
which corresponds to the unique (if it exists) symmetric periodic solution of
Equation (7) with the corresponding shape. The ¯xed point ¹ a has to verify:
a00
1 = a0
1, a00
2 = a0
2, a00
3 = a0
3, ai = ai+3 for 1 · i · 6n,t h u sai = a6n+i for 1 ·
i · 3. If Tn is the minimal period of the periodic solution, then a1+a2+a3 =
Tn
2 and a0
1+a0
2+a0
3 =1 ¡nTn > 0. Thus, 1
n+1=2 <T n < 1
n: Now, we determine
more precisely the value of ©n corresponding to each shape. We compute
the corresponding ¯xed point and if it exists, we prove that it is unstable
for the dynamic ©n. This will imply the instability of the corresponding
symmetric 2PP solution of Equation (7). A su±cient condition is that the
tangent map of ©n at the ¯xed point has an eigenvalue of modulus strictly
greater than 1, or that the tangent map of ©¡1
n at the ¯xed point has an
eigenvalue of modulus strictly less than 1. We shall thus compute the matrix
associated to the tangent map of ©n and the characteristic polynomial of
this matrix. Then, we prove that this polynomial has at least one root with
modulus strictly greater than 1, using homotopy techniques. Since these60 Marianne Akian and Sophie Bismuth
characteristic polynomials are essentially of three types, we gather important
results concerning their roots into Section 3.5.
3.4. Study of ©n for all cases of shape.
3.4.1. Cases #1 and #10.
Lemma 3.2. ©n has no ¯xed point or equivalently, there is no symmetric
2PP solution with shape #1 or #10 .
Proof. For Case #1, a6n+2 ¸ a0
2 + a0
3 and a00
2 = a2. Since any ¯xed point
satis¯es a6n+2 = a2 and a0
3 > 0, we obtain a contradiction. So ©n has no
¯xed point. For Case #10, we get a6n+2 ¸ a1 + a2 and a1 > 0, thus ©n has
no ¯xed point. ¤
3.4.2. Case #2.
Proposition 3.3. Any ¯xed point of ©n with shape #2 is unstable.
Let us ¯rst compute the °ow ©n near a ¯xed point with shape #2. It is
given by (8), with a0
1 = a00
1 = 0 and
a00
2 = ¡a0
2 ¡
a
b
a0
3 +
a
b
a1 + a2 ;a 00
3 = a3 ;
a6n+1 =
c
b
;a 6n+2 = a0
2(1 +
b
a
)+2 a0
3 ¡
c
b
¡
c
a
;
a6n+3 = a1(1 ¡
a
b
)+a0
2(1 ¡
b
a
)+a0
3(¡1+
a
b
)+
c
a
:
The ¯xed point is de¯ned by the following equations:
a0
2 = ¡a0
2 ¡
a
b
a0
3 +
a
b
a1 + a2 ;a 0
3 = a3 ;a 1 =
c
b
;
a2 = a0
2(1 +
b
a
)+2 a0
3 ¡
c
b
¡
c
a
; 1=2 n(a1 + a2 + a3)+a0
2 + a0
3 ;
which solution is given by a0
2 = 1
d
¡
(2n+1)c
b(¡4+3a
b ¡ b
a)+2¡ a
b + c
b(3¡2a
b)
¢
;
a0
3 = 1
d
¡
(2n+1)c
b(3 b
a ¡ a
b)+1¡ b
a + c
b(1¡2 b
a)
¢
;a 1 = c
b;a 2 = 1
d
¡
2(2n+1)c
b(a
b ¡
b
a¡2)+3¡ a
b+2c
b(2¡ a
b)
¢
;a 3 = a0
3;d=( 2 n+1)(4¡ a
b¡ b
a)¡1: We suppose that
d 6= 0, so that the ¯xed point exists and is unique. To be compatible with the
shape #2, the ¯xed point ¹ a has to satisfy a0
2 > c
b, a0
3 > 0 and 0 <a 2¡a0
2 < c
b,
which are equivalent to the conditions a
b > 2 with (2n + 1)(4 ¡ a
b ¡ b
a) < 1;
2n+1 > (b
c(1¡ b
a)+1¡2 b
a)=(a
b ¡3 b
a) and (b
c+1)=(a
b + b
a) < 2n+1 < 1
2( b
2c+1);
or (2n + 1)(4 ¡ a
b ¡ b
a) > 1; 2n +1< (b
c(1 ¡ b
a)+1¡ 2 b
a)=(a
b ¡ 3 b
a) and
(b
c +1 ) =(a
b + b
a) > 2n +1> 1
2( b
2c +1 ) : These conditions can be satis¯ed for
some constants a;b;c and some n ¸ 1.instability of rapidly-oscillating periodic solutions 61
Let us now compute the tangent map of ©n. Any su±ciently small per-
turbation ¹ a of the ¯xed point (or any ¯xed point) of ©n satis¯es
a0
1 = 0 and a3k¡2 =
c
b
; for k =1 ;:::;2n: (10)
We thus restrict ©n to the subspace §4n+2 of §6n+3 de¯ned by (10) and we
replace ©n by the map e ©n :( a0
2;a 0
3;a 2;a 3;a 5;:::;a 6n)7!(a00
2;a 00
3;a 5;a 6;:::;
a6n+3): Let us denote by M 2 R(4n+2)£(4n+2), the matrix associated to the
tangent map of e ©n, its transposed matrix MT is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
@
¡10¢¢¢ ¢¢¢ ¢¢¢ 1+ b
a 1 ¡ b
a
¡a
b 0 ¢¢¢ ¢¢¢ ¢¢¢ 2 ¡1+a
b
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010 ¢¢¢ ¢¢¢ ¢¢¢ 0
. . .0
... ...
. . .
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
A
:
The following result will be useful to compute characteristic polynomials of
tangent map matrices of ©n.
Lemma 3.4. Let G and T be k £ k real matrices, with k a positive integer.
For any positive integer N, denote IN the identity N £ N matrix, and for
any real e, denote Me;N = GN + eTN with
GN =
0
B
@
G 0 0
IN¡k 0
1
C
A ; TN =
0
B
@
0 T
0 0
1
C
A :
Then, for any positive integer m such that N ¸ k(m+1), the characteristic
polynomial of Me;N satis¯es:
det(Me;N ¡ XIN)=( ¡X)kmdet(M e
Xm ;N¡km ¡ XIN¡km):
Proof. If N ¡ k ¸ k,w eh a v eGN =
Ã
GN¡k 0
0 Ik 0
!
; so
det(Me;N ¡ XIN) = det
0
@ GN¡k ¡ XIN¡k
eT
0
0 Ik ¡XIk
1
A ;
= det(¡XIk) £ det
µ
(GN¡k ¡ XIN¡k)+
1
X
µ
eT
0
¶
¡
0 Ik
¢
¶
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=( ¡X)k £ det
µ
(GN¡k ¡ XIN¡k)+
1
X
µ
0 eT
0 0
¶¶
;
=( ¡X)k £ det(M e
X ;N¡k ¡ XIN¡k):
One concludes by induction on m. ¤
Using Lemma 3.4 with N =4 n +2 ,k = 2 and m =2 n, we obtain:
Lemma 3.5. The characteristic polynomial of M is equal to:
R(X)=X4n+2 + X4n+1 ¡ (2 + B)X2n+1 + B;
where B = ¡2+a
b + b
a is such that B>0.
Proof of Proposition 3.3. The ¯xed point ¹ a of ©n found above is unstable
if the tangent map of ©n at ¹ a has an eigenvalue with modulus strictly greater
than 1, or equivalently if the characteristic polynomial R of M has one root
z, such that jzj > 1.
a) If B>1, then the product of all roots of R is greater than 1, so R
has clearly one root z, such that jzj > 1.
b) If 0 <B· 1, we use Theorem 3.19 below, which implies that, for
n ¸ 1, there exists at least one root z such that jzj > 1. ¤
3.4.3. Case #20.
Proposition 3.6. Any ¯xed point of ©n with shape #20 is unstable.
The °ow ©n near a ¯xed point with shape #20 is given by (8), with
a0
1 = a00
1 = 0 and
a00
2 = ¡a0
2 ¡
a
b
a0
3 +
a
b
a1 + a2 ;a 00
3 = a3 ;a 6n+1 = a0
2(1 ¡
b
a
)+
c
a
;
a6n+2 = a0
2(1 +
b
a
)+a0
3(1 +
a
b
)+a1(1 ¡
a
b
) ¡
c
b
¡
c
a
;a 6n+3 =
c
b
:
The ¯xed point is de¯ned by the following equations:
a0
2 =
1
d
¡
2n
c
b
(
b
a
+
a
b
)+
c
b
¡ 1
¢
a0
3 =
c
b
;a 1 =( 1¡
b
a
)a0
2 +
c
a
;
a2 =( 3¡
a
b
)a0
2 +
c
b
(
a
b
¡ 1);a 3 =
c
b
;d =2 n(
a
b
+
b
a
¡ 4) ¡ 1:
We suppose that d 6= 0, so that the ¯xed point exists and is unique. To be
compatible with the shape #20, the ¯xed point ¹ a has to satisfy 0 <a 0
2 < c
b,
a2 ¡ a0
2 > c
b and a1 > 0 which are equivalent to the conditions: a
b > 2 with
2n(a
b + b
a ¡4) > 1 and (b
c ¡1)=(a
b + b
a) < 2n<1
2
¡ b
2c ¡1
¢
,o r2 n(a
b + b
a ¡4) < 1instability of rapidly-oscillating periodic solutions 63
and (b
c ¡1)=(a
b + b
a) > 2n>1
2
¡ b
2c ¡1
¢
: These conditions can be satis¯ed for
some constants a;b;c and some n ¸ 1.
Any su±ciently small perturbation ¹ a of a ¯xed point satis¯es
a0
1 = 0 and a0
3 = a3k =
c
b
; for k =1 ;:::;2n: (11)
We thus restrict ©n to the subspace §4n+1 of §6n+3 de¯ned by (11) and we re-
place ©n by the map e ©n :( a0
2;a 1;a 2;a 4;:::;a 6n¡1)7¡!(a00
2;a 4;a 5;:::;a 6n+2):
The transposed MT of the matrix M 2 R(4n+1)£(4n+1) associated to the
tangent map of e ©n is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
@
¡10¢¢¢ ¢¢¢ ¢¢¢ 1 ¡ b
a 1+ b
a
a
b 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡ a
b
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010 ¢¢¢ ¢¢¢ ¢¢¢ 0
. . .0
... ...
. . .
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
A
:
Using Lemma 3.4 with N =4 n +1 ,k = 2 and m =2 n ¡ 1, we obtain:
Lemma 3.7. The characteristic polynomial of M is equal to:
R(X)=¡(X4n+1 + X4n ¡ (2 + B)X2n + B);
where B = ¡2+a
b + b
a is such that B>0.
The proof of Proposition 3.6 follows by the same arguments as for Propo-
sition 3.3, using Theorem 3.20 instead of Theorem 3.19.
3.4.4. Case #3.
Proposition 3.8. Any ¯xed point of ©n with shape #3 is unstable.
The °ow ©n near a ¯xed point with shape #3 is given by (8) and
a00
1 = ¡a0
1 ¡
b
a
a0
2 + a1 ¡ a0
3 ;a 00
2 = a2 ;a 00
3 = a3 ;
a6n+1 = a0
2(1 ¡
b
a
)+
c
a
;a 6n+2 =2 ( a0
1 +
b
a
a0
2 + a0
3 ¡
c
a
);a 6n+3 =
c
a
:
The ¯xed point is unique and de¯ned by the following equations:
a0
1 =
¡1
2
¡
b
a
¢
a2 ;a 0
2 = a2 ;a 0
3 =
c
a
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a1 =( 1¡
b
a
)a2 +
c
a
;a 2 =
1 ¡ (4n +1 )c
a
(2n + 1)(2 ¡ b
a) ¡ 1
2
;a 3 =
c
a
:
To be compatible with shape #3; the ¯xed point ¹ a has to satisfy aa0
1+ba0
2 <
c<a a 0
1 + ba0
2 + aa0
3, a0
1 > 0 and a2 > 0 which are equivalent to a
b > 2 and
( a
2c +1)=(3¡ b
a) < 2n+1< 1
2(a
c +1): Any su±ciently small perturbation ¹ a of
the ¯xed point satis¯es a0
3 = a3k = c
a for k =1 ;:::;2n. We thus restrict ©n
to the subspace §4n+1 of §6n+3 de¯ned by these conditions and we replace
©n by the map
(a0
1;a 0
2;a 1;a 2;a 4;:::;a 6n¡1)
e ©n 7¡! (a00
1;a 00
2;a 4;:::;a 6n+2): (12)
The transposed MT of the matrix M 2 R(4n+2)£(4n+2) associated to the
tangent map of e ©n is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
@
¡10¢¢¢ ¢¢¢ ¢¢¢ 02
¡ b
a 0 ¢¢¢ ¢¢¢ 01 ¡ b
a 2 b
a
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010 ¢¢¢ ¢¢¢ ¢¢¢ 0
. . .0
... ...
. . .
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
A
:
Using Lemma 3.4 with N =4 n +2 ,k = 2 and m =2 n, we obtain:
Lemma 3.9. The characteristic polynomial of M is equal to:
R(X)=X4n+2 + X4n+1 ¡ (2 + B)X2n+1 + B;
with B =2b
a ¡ 2 < 0.
Proof of Proposition 3.8. The proof of Proposition 3.8 follows by the
same arguments as for Proposition 3.3, using Theorem 3.19. Indeed, since
we know that a>2b, then jBj > 1 and R has clearly one root z such that
jzj > 1. This shows that the ¯xed point of ©n corresponding to shape #3 is
unstable. ¤
3.4.5. Case #30.
Proposition 3.10. Any ¯xed point of ©n with shape #30 is unstable.
The °ow ©n near a ¯xed point with shape #30 is given by (8), with
a0
1 = a00
1 = a0
2 = a00
2 = 0 and
a00
3 = ¡a0
3 + a1 +
b
a
a2 + a3 ;a 6n+1 =
c
a
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a6n+2 =2 ( a0
3 ¡
c
a
);a 6n+3 = a2(1 ¡
b
a
)+
c
a
:
The ¯xed point is unique and de¯ned by the following equations:
a0
3 =
1
2
a2 +
c
a
;a 1 =
c
a
;a 2 =
1 ¡ (4n +1 )c
a
2n(2 ¡ b
a)+1
2
;a 3 = a2(1 ¡
b
a
)+
c
a
:
To be compatible with the shape #30, the ¯xed point ¹ a has to satisfy a0
3a>
c>a 0
3a ¡ a1a, a0
3 <a 3 and a2 > 0 which are equivalent to a
b > 2 and
( a
2c ¡ 1)=(3 ¡ b
a) < 2n<1
2(a
c ¡ 1): Any su±ciently small perturbation ¹ a of
the ¯xed point satis¯es a0
1 = a0
2 = 0 and a3k¡2 = c
a for k =1 ;:::;2n.W e
thus restrict ©n to the subspace §4n+1 of §6n+3 de¯ned by these conditions
and we replace ©n by the map
(a0
3;a 2;a 3;a 5;:::;a 6n)
e ©n 7¡! (a00
3;a 5;a 6;:::;a 6n+3): (13)
The transposed MT of the matrix M 2 R(4n+1)£(4n+1) associated to the
tangent map of e ©n is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
@
¡10¢¢¢ ¢¢¢ ¢¢¢ 20
b
a 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡ b
a
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010 ¢¢¢ ¢¢¢ ¢¢¢ 0
. . .0
... ...
. . .
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 010 0
1
C
C
C
C
C
C
C
C
C
C
A
:
Using Lemma 3.4 with N =4 n +1 ,k = 2 and m =2 n ¡ 1, we obtain:
Lemma 3.11. The characteristic polynomial of M is equal to:
R(X)=¡(X4n+1 + X4n ¡ (2 + B)X2n + B);
with B =2b
a ¡ 2 < 0.
The proof of Proposition 3.10 may follow by the same arguments as for
Proposition 3.3, using Theorem 3.20, or by that of Proposition 3.8 (a>2b
implies jBj > 1).
3.4.6. Case #4.
Proposition 3.12. Any ¯xed point of ©n with shape #4 is unstable.66 Marianne Akian and Sophie Bismuth
The °ow ©n near a ¯xed point with shape #4 is given by (8) and
a00
1 = ¡a0
1 ¡
b
a
a0
2 ¡ a0
3 + a1;a 00
2 = a2;a 00
3 = a3;a 6n+1 = a0
1(1 ¡
a
b
)+
c
b
;
a6n+2 = a0
2(1 +
b
a
)+a0
1(1 +
a
b
)+2 a0
3 ¡
c
a
¡
c
b
;a 6n+3 =
c
a
:
The ¯xed point is unique and de¯ned by the following equations :
a0
1 =
1
d
³
(2n +1 )
c
a
(
a
b
+
b
a
) ¡
b
a
¡
c
a
´
;a 0
2 = a2;a 0
3 =
c
a
;
a1 =
1
d
³
(2n +1 )
c
a
(3
a
b
+
b
a
¡ 2) ¡
b
a
¡
c
a
+1
´
;
a2 =
1
d
³
¡ 4(2n +1 )
c
b
+1+
a
b
+2
c
b
´
;
a3 =
c
a
;d =( 2 n + 1)(2 +
a
b
¡
b
a
) ¡ 1 > 0:
To be compatible with the shape #4, the ¯xed point ¹ a has to satisfy 0 <
a0
1 < c
a <a 0
1 + a0
2
b
a and a1 > 0, which are equivalent to the conditions:
(b
c +1)=(a
b + b
a) < 2n+1< ( a
2c +1)=(3¡ b
a): These conditions can be satis¯ed
for some constants a;b;c and some n ¸ 1, but they imply a
b > 2:
Since any su±ciently small perturbation ¹ a of the ¯xed point satis¯es a0
3 =
a3k = c
a for k =1 ;:::;2n, we use the notations §4n+2 and e ©n de¯ned for
Case #3, see (12). The transposed MT of the matrix M 2 R(4n+2)£(4n+2)
associated to the tangent map of e ©n, is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
@
¡10¢¢¢ ¢¢¢ 01 ¡ a
b 1+a
b
¡ b
a 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 + b
a
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010 ¢¢¢ ¢¢¢ ¢¢¢ 0
. . .0
... ...
. . .
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
A
:
Using Lemma 3.4 with N =4 n +2 ,k = 2 and m =2 n, we obtain:
Lemma 3.13. The characteristic polynomial of M is equal to:
R(X)=X4n+2 + X4n+1 ¡ (2 + B)X2n+1 + B; with B =
b
a
¡
a
b
< 0.
The proof of Proposition 3.12 follows by the same arguments as for Propo-
sition 3.3, using Theorem 3.19 or by that of Proposition 3.8 (a>2b implies
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3.4.7. Case #40.
Proposition 3.14. Any ¯xed point of ©n with shape #40 is unstable.
The °ow ©n near a ¯xed point with shape #40 is given by (8), with
a0
1 = a00
1 = a0
2 = a00
2 = 0 and
a00
3 = ¡a0
3 + a1 +
b
a
a2 + a3 ;a 6n+1 =
c
a
;
a6n+2 = a0
3(1 +
a
b
)+a1(1 ¡
a
b
) ¡
c
a
¡
c
b
;
a6n+3 = a0
3(1 ¡
a
b
) ¡ a1(1 ¡
a
b
)+a2(1 ¡
b
a
)+
c
b
:
The ¯xed point is unique and de¯ned by the following equations:
a0
3 =
1
d
¡
1 ¡ 4n
c
a
(1 ¡
a
b
)
¢
;a 1 =
c
a
;a 2 =
1
d
¡
1+
a
b
¡ 2
c
b
¡ 8n
c
b
¢
;
a3 =
1
d
¡
1+
c
a
¡
b
a
+2 n
c
a
(¡2+3
a
b
+
b
a
)
¢
;d =2 n(2 +
a
b
¡
b
a
)+1:
To be compatible with the shape #40, the ¯xed point ¹ a has to satisfy a0
3a¡
a1a>c>a 3a ¡ a0
3a>0 and a2 > 0 which are equivalent to the conditions:
(b
c ¡ 1)=(a
b + b
a) < 2n<( a
2c ¡ 1)=(3 ¡ b
a): These conditions can be satis¯ed
for some constants a;b;c and some n ¸ 1, but they imply a
b > 2:
Since any su±ciently small perturbation ¹ a of the ¯xed point satis¯es a0
1 =
a0
2 = 0 and a3k¡2 = c
a for k =1 ;:::;2n, we use the notations §4n+1 and
e ©n de¯ned for Case #30, see (13). The transposed MT of the matrix M 2
R(4n+1)£(4n+1) associated to the tangent map of e ©n, is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
@
¡10¢¢¢ ¢¢¢ ¢¢¢ 1+a
b 1 ¡ a
b
b
a 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡ b
a
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010 ¢¢¢ ¢¢¢ ¢¢¢ 0
. . .0
... ...
. . .
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
A
:
Using Lemma 3.4 with N =4 n +1 ,k = 2 and m =2 n ¡ 1, we obtain:
Lemma 3.15. The characteristic polynomial of M is equal to:
R(X)=¡(X4n+1 + X4n ¡ (2 + B)X2n + B); with B =
b
a
¡
a
b
< 0.68 Marianne Akian and Sophie Bismuth
The proof of Proposition 3.14 may follow by the same arguments as for
Proposition 3.3, using Theorem 3.20, or by that of Proposition 3.8 (a>2b
implies jBj > 1).
3.4.8. Case #5.
Proposition 3.16. Any ¯xed point of ©n with shape #5 is unstable.
The °ow ©n near a ¯xed point with shape #5 is given by (8), with a0
1 =
a00
1 = 0 and
a00
2 = ¡a0
2 ¡
a
b
a0
3 +
a
b
a1 + a2;a 00
3 = a3;a 6n+1 = a0
2(1 ¡
b
a
)+
c
a
;
a6n+2 =2 (
b
a
a0
2 + a0
3 ¡
c
a
);a 6n+3 =
c
a
+( 1¡
a
b
)a1 +( 1¡
b
a
)a0
2 +(
a
b
¡ 1)a0
3:
If a
b 6= 2, the ¯xed point is unique and veri¯es:
a0
2 =
a2
2
;a 0
3 = a3;a 1 = a3;a 2 =
1 ¡ c
a(4n +1 )
(1 ¡ b
2a)(4n +1 )
;a 3 =
c
a
+
a2
2
(1¡
b
a
):
To be compatible with the shape #5, the ¯xed point ¹ a has to satisfy 0 <
a0
2b<c<a 0
2b + a0
3a,0< (a2 ¡ a0
2)b<cand a3 > 0 which are equivalent to
the conditions: b
2c < 4n +1< a
c: Since any su±ciently small perturbation
¹ a of a ¯xed point satis¯es a0
1 = 0, we restrict ©n to the subspace §6n+2 of
§6n+3 de¯ned by this condition and we replace ©n by the map
(a0
2;a 0
3;a 1;a 2;:::;a 6n)
e ©n 7¡! (a00
2;a 00
3;a 4;a 5;:::;a 6n+3):
The transposed MT of the matrix M 2 R(6n+2)£(6n+2) associated to the
tangent map of e ©n is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
@
¡10¢¢¢ 01 ¡ b
a 2 b
a 1 ¡ b
a
¡a
b 0 ¢¢¢ ¢¢¢ 02 a
b ¡ 1
a
b 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡ a
b
10 ¢¢¢ ¢¢¢ ¢¢¢
. . .0
0
... 0
. . .
. . .
. . .0
. . .
... ... ... 0
. . .
. . .
0 ¢¢¢ 01 0¢¢¢ 0
1
C
C
C
C
C
C
C
C
C
C
A
:
Using Lemma 3.4 with N =6 n +2 ,k = 3 and m =2 n ¡ 1, we get:
Lemma 3.17. The characteristic polynomial of M is equal to:
R(X)=X6n+2 + X6n+1 ¡ (2 + B)X4n+1 + B;instability of rapidly-oscillating periodic solutions 69
where B =2 ( a
b + b
a ¡ 2) is such that B>0.
The proof of Proposition 3.16 follows by the same arguments as for Propo-
sition 3.3, using Theorem 3.21 instead of Theorem 3.19.
3.4.9. Case #6.
Proposition 3.18. Any ¯xed point of ©n with shape #6 is unstable.
The °ow ©n near a ¯xed point with shape #6 is given by (8), with a0
1 =
a00
1 = 0 and
a00
2 = ¡a0
2 ¡ a0
3
a
b
+ a1
a
b
+ a2 ;a 00
3 = a3 ;
a6n+2 =2 a0
2 + a0
3(1 +
a
b
)+a1(1 ¡
a
b
) ¡ 2
c
b
;a 6n+1 =
c
b
;a 6n+3 =
c
b
:
The ¯xed point is unique and de¯ned by:
a0
2 =
1
2
a2;a 0
3 =
c
b
;a 1 =
c
b
;a 2 =
2
4n +1
¡
2c
b
;a 3 =
c
b
To be compatible with the shape #6, the ¯xed point ¹ a has to satisfy c<
a0
2b<a 2b ¡ c which is equivalent to the condition: b
2c > 4n +1: Since
any su±ciently small perturbation ¹ a of the ¯xed point satis¯es a0
1 = 0 and
a0
3 = a3k¡2 = a3k = c
a for k =1 ;:::;2n, we restrict ©n to the subspace
§2n+1 of §6n+3 de¯ned by these conditions and we replace ©n by the map
e ©n :( a0
2;a 2;a 5;:::;a 6n¡1)7¡!(a00
2;a 5;:::;a 6n+2):
The °ow e ©n has an inverse e ©¡1
n given by:
(a00
2;a 5;a 8;:::;a 6n+2)
e ©¡1
n 7¡! (a0
2 =
a6n+2
2
;a 2 = a00
2 +
a6n+2
2
;a 5;:::;a 6n¡1):
If M 2 R(2n+1)£(2n+1) denotes the matrix associated to the tangent map of
e ©, then M¡1 is that associated to e ©¡1
n . It is equal to:
M¡1 =
0
B
B
B
B
B
B
B
B
B
B
B
@
0 ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ 0 1
2
10¢¢¢ ¢¢¢ ¢¢¢ 0 1
2
01
... ¢¢¢ ¢¢¢ ::: 0
. . .
... 10 ¢¢¢ ¢¢¢ 0
. . .
. . .0
... ...
. . .0
. . .
. . .
. . .
... 10
. . .
0 ¢¢¢ 0 ¢¢¢ 01 0
1
C
C
C
C
C
C
C
C
C
C
C
A
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The matrix M¡1 has nonnegative coe±cients, and the sum of the columns
are 1. Thus, z = 1 is an eigenvalue associated to an eigenvector with positive
coe±cients. According to Perron{Frobenius'theorem, see for instance [3], the
other roots are of modulus strictly less than 1. Therefore, any ¯xed point
of e ©¡1
n is stable for the °ow e ©¡1
n and unstable for e ©n. The argument here
is related to that given in [7, 2] for the instability of rapidly-oscillating 2PP
solutions of a non linear equation (1) with h(y) = sgny (that is a = b = 1).
One can also prove, by the same technique as in the previous sections, that
the characteristic polynomial of the matrix of the tangent map of e ©n is equal
to R(X)=¡(X2n+1 + X2n ¡ 2). This polynomial corresponds to the limit
case a = b or equivalently B = 0 in any of the previous polynomials, up to
a product by a power of X. By Lemma 3.23, R has 2n roots with jzj > 1,
and the other root is 1.
3.5. Roots of the characteristic polynomials. The following results are
proved using homotopy techniques.
Theorem 3.19. Assume that ¡1 · B · 1. The equation
X4n+2 + X4n+1 ¡ (2 + B)X2n+1 + B =0
has precisely 2n solutions z (counting algebraic multiplicity) with jzj > 1.
Theorem 3.20. Assume that ¡1 · B · 1. The equation
X4n+1 + X4n ¡ (2 + B)X2n + B = 0 (14)
has precisely 2n solutions z (counting algebraic multiplicity) with jzj > 1.
Theorem 3.21. Assume that 0 · B · 1. The equation
R(X)=X6n+2 + X6n+1 ¡ (2 + B)X4n+1 + B =0
has precisely 2n solutions z (counting algebraic multiplicity) with jzj > 1.
Let us denote by R the polynomial of Theorem 3.19 and consider the
homotopy
ft(z)=Q(z) ¡ tP(z); (15)
with
P(X)=X2n + ¢¢¢+1=
X2n+1 ¡ 1
X ¡ 1
; (16)
Q(X)=X4n+1 +2 X4n + ¢¢¢+2 X2n+1 = X2n+1 S(X)
X ¡ 1
; (17)
S(X)=X2n+1 + X2n ¡ 2: (18)instability of rapidly-oscillating periodic solutions 71
We have R(X)=( X ¡1)fB(X). So if we denote D(0;1) = fz 2 C; jzj < 1g
and D(0;1)c = fz 2 C; jzj > 1g the complement of its closure, the roots of
R in D(0;1) or D(0;1)c are exactly that of fB (with same multiplicity).
Lemma 3.22. Consider n ¸ 1 and ft de¯ned by (15,16,17,18).I f jzj =1
and ¡1 <t· 1, then ft(z) 6=0 . Moreover, f¡1(z)=0, z = ¡1 and
z = ¡1 is a simple root of f¡1.
Proof. Consider z such that jzj = 1 and put w = z2n+1.I fft(z)=0 ,w e
get
w2 +
1
z
w2 ¡ (2 + t)w + t = ft(z)(z ¡ 1) = 0;
or
1
z
=
(2 + t)w ¡ t ¡ w2
w2 : (19)
Taking modulus on both sides of (19) gives 1 = jw2 ¡(2+t)w+tj2: Writing
w = eiµ and simplifying gives
(cosµ ¡ 1)(4tcosµ ¡ 2t ¡ 2t2 ¡ 4 )=0: (20)
Thus, for t 6= 0, we either have cosµ = 1 or cosµ = 1
t + t
2 + 1
2 = g(t). Note
that g(1) = 2 > 1, g(¡1) = ¡1 and g0(t)=¡ 1
t2 +1
2 < 0 for ¡1 · t · 1,
thus g(t) > 1 for 0 <t· 1 and g(t) < ¡1 for ¡1 <t<0. This implies
that the equality cosµ = g(t) is impossible for ¡1 <t· 1, t 6= 0. Then, for
¡1 <t· 1, cosµ =1 ,s ow = 1. But if w = z2n+1 = 1 and ft(z)=0 ,w e
¯nd by (19), z = 1, which is impossible since ft(1) = 4n +1¡ t(2n +1 )> 0
for n ¸ 1 and t · 1.
Suppose now that t = ¡1. Using (20), we obtain the two possibilities
cosµ = 1 or cosµ = ¡1. the ¯rst one is impossible as before, whereas the
second one implies z = ¡1, by using (19). Conversely, we have f¡1(¡1) = 0
and f0
¡1(¡1) = n +1> 0, so that z = ¡1 is a simple root of f¡1. ¤
Lemma 3.23. The equation S(z)=z2n+1 + z2n ¡ 2=0has no solutions
z with jzj < 1, 2n solutions z with jzj > 1 (counting algebraic multiplicity)
and 1 is the only root with jzj =1 .
Proof. For jzj·1, we have jz2n+1 + z2nj·2, with equality if and only if
jzj = 1 and jz +1 j = 2 or equivalently z =1 .S oz = 1 is the only root of S
such that jzj·1. It satis¯es S0( 1 )=4 n +1> 0 so that 1 is a simple root.
Since S is a polynomial with degree 2n + 1, this implies that S has exactly
2n roots such that jzj > 1 (counting multiplicity). ¤
Proof of Theorem 3.19 for B 6= ¡1. The function ft(z) de¯ned in (15),
(16), (17), (18) is continuous with respect to t and polynomial (thus analytic)72 Marianne Akian and Sophie Bismuth
with respect to z. By Lemma 3.23, S has no roots in D(0;1). So the only
root of f0 = Q in D(0;1) is 0 with multiplicity 2n + 1. This shows that
deg(f0;D(0;1);0 )=2 n+1. From Lemma 3.22, ft has no roots on @D(0;1)
if ¡1 <t· 1. Applying Rouch¶ e's theorem to the homotopy ft on D(0;1),
we get
deg(ft;D(0;1);0) = deg(f0;D(0;1);0 )=2 n + 1 for ¡ 1 <t· 1:
This implies that the equation ft(z) = 0 has (counting algebraic multiplicity)
2n + 1 solutions z in D(0;1). Since ft is a polynomial with degree 4n +1 ,
ft(z) = 0 has 2n solutions in D(0;1)c. ¤
Proof of Theorem 3.19 for B = ¡1. By Lemma 3.22, ft has no roots on
@D(0;1) when ¡1 <t· 1 and ¡1 is the only root of f¡1 on @D(0;1). Since
f0
¡1(¡1) 6= 0, the implicit function theorem shows that there exists ±>0,
½>0 and a C1 function Z :( ¡1 ¡ ±;¡1+±) ! C, such that ft(z) = 0 and
jz +1 j·½ if and only if z = Z(t). So Z(¡1) = ¡1 and
Z0(¡1) = ¡
@ft(z)
@t jt=¡1;z=¡1
@ft(z)
@z jt=¡1;z=¡1
=
P(¡1)
f0
¡1(¡1)
=
1
n +1
> 0;
which implies jZ(t)j < 1 for ¡1 <t<¡1+± (possibly by shrinking ±).
Therefore, when ¡1 <t<¡1+±, ft(z) = 0 and jz +1 j·½ imply jzj < 1.
Denote G½ = fz 2 C such that jzj < 1o rjz +1 j <½ g: The properties of
Z imply that for ¡1 · t<¡1+±, ft has no roots on @G½, and that for
¡1 <t<¡1+±, the number of roots of ft in G½ is the same as in D(0;1),
that is 2n + 1. Applying Rouch¶ e's theorem to the homotopy ft on G½,w e
get
deg(f¡1;G ½;0) = deg(ft;G ½;0) = 2n + 1 for ¡ 1 <t<¡1+±;
so that f¡1 has 2n + 1 roots in G½ and 2n roots outside the closure of G½
(ft is a polynomial with degree 4n + 1). Since f¡1 has no roots such that
0 < jz +1 j·½, it has exactly 2n roots in D(0;1)c. ¤
Theorem 3.20 is proved by the same technique as for the case B 6=1o f
Theorem 3.19, changing P and Q into:
P(X)=X2n¡1 + ¢¢¢+1=
X2n ¡ 1
X ¡ 1
; (21)
Q(X)=X4n +2 X4n¡1 + ¢¢¢+2 X2n = X2n S(X)
X ¡ 1
: (22)
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Lemma 3.24. Consider n ¸ 1 and ft de¯ned by (15), (21), (22), (18).I f
jzj =1and ¡1 · t · 1, then ft(z) 6=0 .
Proof. Consider z such that jzj = 1 and ft(z) = 0, and put w = z2n.W e
obtain
z =
(2 + t)w ¡ t ¡ w2
w2 ;
which leads, as in Lemma 3.22, to the only possibilities w = z =1 ,o r
w = z = ¡1 and t = ¡1. Since ft( 1 )=4 n +1¡ 2nt > 0 and f¡1(¡1) 6=0
(indeed w = z2n = 1 for z = ¡1), we obtain the result of the lemma. ¤
The arguments for the proof of Theorem 3.21 are essentially the same as
for Theorem 3.19, changing P and Q into:
P(X)=X4n + ¢¢¢+1=
X4n+1 ¡ 1
X ¡ 1
; (23)
Q(X)=X6n+1 +2 X6n + ¢¢¢+2 X4n+1 = X4n+1 S(X)
X ¡ 1
: (24)
Lemma 3.25. Consider n ¸ 1, and P and Q de¯ned by (23), (24), (18).I f
jzj =1and 0 · t<1, then tjP(z)j < jQ(z)j.
Proof. Indeed
¡
jQ(z)j2 ¡j P(z)j2¢
jz ¡ 1j2 = jz2n ¡ 1j2jz2n+1 ¡ 1j2 ¸ 0i f jzj =1; (25)
and Q( 1 )=4 n +1=P(1), so that
jP(z)j·j Q(z)j for jzj =1: (26)
Moreover, Q(z) = 0 and jzj = 1 imply S(z) = 0. But by Lemma 3.23, the
only root of S with jzj =1i sz = 1 for which Q(1) 6= 0. Thus, Q(z) 6= 0 for
all z such that jzj = 1, which with (26) leads to the result of the lemma. ¤
Proof of Theorem 3.21 for B 6=1 . Let ft be de¯ned by (15,23,24,18).
From Lemma 3.25, one deduces by Rouch¶ e's theorem that fB and f0 have
same number of roots in D(0;1) (counting multiplicity). By Lemma 3.23, 0
is the only root of f0 = Q in D(0;1) and it has multiplicity 4n + 1. Since
fB is a polynomial with degree 6n+1 and has no roots on @D(0;1) (due to
Lemma 3.25), fB has 2n roots in D(0;1)c.S od o e sR =( X ¡ 1)fB. ¤
Proof of Theorem 3.21 for B =1 . We use the same technique as for the
case B = ¡1 of Theorem 3.19. By Lemma 3.25, ft has no roots on @D(0;1)
for 0 · t<1. For t =1 ,f1(z) = 0 implies, by (25), z2n =1o rz2n+1 =1 .
Computing f1(z) for such a z, one obtains a contradiction, except for z =1
which is indeed the only root of f1 on @D(0;1).74 Marianne Akian and Sophie Bismuth
Since f0
1(1) = 12n2+6n+1> 0, the implicit function theorem shows that
there exists ±>0, ½>0 and a C1 function Z :( 1¡ ±;1+±) ! C, such that
ft(z) = 0 and jz ¡ 1j·½ if and only if z = Z(t). So Z(1) = 1 and
Z0(1) = ¡
@ft(z)
@t jt=1;z=1
@ft(z)
@z jt=1;z=1
=
P(1)
f0
1(1)
> 0;
which implies jZ(t)j < 1 for 1¡±<t<1 (possibly by shrinking ±). Denote
G½ = fz 2 C such that jzj < 1o rjz ¡ 1j <½ g: We obtain that for 1 ¡ ±<
t · 1, ft has no roots on @G½, and that for 1¡±<t<1, the number of roots
of ft in G½ is the same as in D(0;1), that is 4n+1. So by Rouch¶ e's theorem,
the number of roots of f1 in G½ is also 4n + 1, and then f1 has 2n roots
outside the closure of G½. Since f1 has no roots such that 0 < jz ¡ 1j·½,
f1 has exactly 2n roots in D(0;1)c. ¤
4. Study of _ x(t)=¡h(x(t ¡ 1)) + f(x(t)).
The following result generalizes [1, Theorem 1].
Theorem 4.1. Let f be a Lebesgue measurable function such that
esssup jf(x)j <b
and let h be given by (2). Then, for any x0 2C ([¡1;0]), such that1 measft 2
[¡1;0] : x0(t)=0 g =0 , there exists at least one function x 2C ([¡1;+1)),
absolutely continuous on [0;+1), such that the composition f±x is Lebesgue
measurable and satisfying (1) almost everywhere. For any Lebesgue measur-
able function ~ f such that ~ f(x)=f(x) a.e. in R, x satis¯es ~ f(x(t)) = f(x(t))
a.e. By de¯nition, such a function x is called a solution of Equation (1) on
[0;+1).
Sketch of Proof. We proceed by the same way as in [1]. We prove the
existence of a solution of Equation (1) on [0;1]. The global existence is
obtained by induction.
Let us denote g(t)=¡h(x(t ¡ 1)) for t 2 [0;1]. Since g is measurable on
[0;1] and takes its values in f¡a;¡b;a;bg a.e., one can construct a sequence
(gn)n¸1 of piecewise constant functions [0;1] !f ¡ a;¡b;b;ag such that kgn¡
gkL1 < C
n, with C>0. Indeed, let ®i,1· i · 4, be the elements of
f¡a;¡b;b;ag. De¯ne Ai = g¡1(®i) for 1 · i · 4. Since A1 is a measurable
1One can eliminate this condition by replacing the value of h in 0 (h(0) = 0 here due to
the oddness of h) by any value in f¡a;¡b;a;bg, or by replacing h(x(t¡1)) by h(t;x(t¡1)),
where t 2 (0;+1) 7! h(t;:) is Lebesgue measurable and (h(t;x) 2f ¡ a;¡b;a;bg8 x 2 R),
for a.e. t 2 (0;+1), see [1].instability of rapidly-oscillating periodic solutions 75
set, there exists a set On
1 such that ¸(On
1¢A1) < 1
n, where ¸ is the Lebesgue
measure, and On
1 is a ¯nite union of open intervals. We set A0
2 =( A1 [
A2)nOn
1 and for i =3 ;4, A0
i = AinOn
1. We have ¸(A0
i¢Ai) < 1
n for i =2 ;3;4.
In the same way, we modify successively A0
i, i =2 ;3;4 to ¯nd the associated
sets On
i , i =2 ;3;4, that are all ¯nite unions of intervals and such that
¸(On
i ¢Ai) < 3
n. Then, gn =
P4
i=1 ®i1On
i is a piecewise constant function
such that kgn ¡ gkL1 <
3
P4
i=1 j®ij
n .
For any n ¸ 1, the following equation
_ x(t)=gn(t)+f(x(t));t 2 [0;1]
admits a unique solution xn which is continuous and piecewise C1 in [0;1].
To prove this result, let us de¯ne the increasing functions
Fd(e)=
Z e
0
sgnd
d + f(x)
dx; e 2 R;d2f ¡ a;¡b;b;ag: (27)
The functions Fd are Lipschitz continuous and such that F0
d(x)=
sgnd
d+f(x) a.e.
Moreover, for d 2f ¡ a;¡b;b;ag,w eg e t
0 <
1
a + esssup x2R jf(x)j
·F 0
d(e) ·
1
b ¡ esssup x2R jf(x)j
; for a.e. e 2 R:
Hence Fd is invertible with Lipschitz continuous inverse. We deduce, by the
same way as in [1] that on any interval [t1;t 2] on which gn(t) ´ d, xn is given
by
xn(t)=F¡1
d (Fd(xn(t1) )+( t ¡ t1)sgnd): (28)
The rest of the proof is the same as for [1, Theorem 1]: there exists a limit
point x of the sequence xn in C([0;1]), this limit point is such that f ± x is
measurable, x is solution of (1) and f ± x = ~ f ± x a.e. when f = ~ f a.e. ¤
Theorem 4.2. Let us consider Equation (1), where h is given by (2), f
satis¯es (3) and x0 2C ([¡1;0]) has ¯nitely many zeros. For any x0 with a
¯nite number of zeros, there exists a unique solution x of (1). For such a
solution, V (t) is nonincreasing and even-valued. For any periodic solution
of (1), V (t) is constant. Rapidly-oscillating symmetric 2-phase periodic so-
lutions x, such that kxk1 >c , have qualitatively the same pictures as Shapes
#2; #20; #3; #30; #4; #40; #5 and #6, de¯ned above except that straight
lines are replaced by curves. These periodic solutions are all unstable.
Proof. Existence and uniqueness of a solution of (1) follows by Theorem 4.1
and its proof, see (28). For the evolution of the number V of zeros, see
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For the rest of the proof, we use the notations ¹ a,§ 6n+3 and ©n of Sec-
tion 3.3. The properties stated in Section 3.3 still hold here, except that
the °ow ©n near a ¯xed point is no more a±ne, and that (a00
1;a 00
2;a 00
3)i s
determined by the equation:
F¡1
¡a(F¡aF¡1
¡b (F¡bF¡1
¡a(¡a0
1) ¡ a0
2) ¡ a0
3)=¡x
= F¡1
a (FaF¡1
b (FbF¡1
a (a00
3 ¡ a3)+a00
2 ¡ a2)+a00
1 ¡ a1);
which replaces (9), and where the functions Fd, for d 2f a;b;¡a;¡bg, are
de¯ned in (27). Since f is odd, we have Fd(e)=¡F¡d(¡e). Thus, the °ow
©n is independent of the sign of x on (t;t0), where t and t0 are de¯ned in
Section 3.3.
In Section 4.1 below, we determine as in Section 3.4, the °ow ©n corre-
sponding to each shape (using the functions Fd) and prove that any ¯xed
point (if it exists) is unstable. We do not give the equations of the ¯xed
point, since they cannot be solved explicitly as before. We only determine
©n, the matrix M associated to the tangent map of its restriction e ©n at
some ¯xed point and the characteristic polynomial R of M. The restriction
e ©n is de¯ned in the same way as in the linear case and takes its values in
a similar subspace of §6n+3. As for the linear case, we shall prove that
R has at least one root with modulus strictly greater than 1, by using ho-
motopy techniques. We gather all results concerning roots of characteristic
polynomials into Section 4.2. ¤
4.1. Study of ©n for all cases of generalized shape.
4.1.1. Generalized cases #1 and #10.
Lemma 4.3. Generalized shapes #1 and #10 are impossible.
Proof. We proceed as for Lemma 3.2 to show that ©n has no ¯xed point
with shape #1 or #10. ¤
4.1.2. Generalized case #2.
Proposition 4.4. Any ¯xed point of ©n with generalized shape #2 is un-
stable.
The °ow ©n near a ¯xed point with generalized shape #2 is given by (8),
with a0
1 = a00
1 = 0 and
a00
2 = a2 + A(a0
2;a 0
3;a 1);a 00
3 = a3 ;a 6n+1 = ¡F¡b(¡c);
a6n+2 = a0
2 + a0
3 + F¡b(¡c)+Fa(¡c) ¡B(a0
2;a 0
3);
a6n+3 = a1 ¡F a(¡c)+B(a0
2;a 0
3) ¡A (a0
2;a 0
3;a 1);instability of rapidly-oscillating periodic solutions 77
where
B(a0
2;a 0
3)=FaF¡1
¡a(¡a0
3 + F¡aF¡1
¡b (¡a0
2));
A(a0
2;a 0
3;a 1)=FbF¡1
a (a1 + B(a0
2;a 0
3)):
Any point ¹ a in the image of the 2n-th iterate (©n)2n of ©n, and so any
su±ciently small perturbation ¹ a of a ¯xed point of ©n, satis¯es a0
1 = 0 and
a3k¡2 = ¡F¡b(¡c) for k =1 ;:::;2n. We thus restrict ©n to the subspace
§4n+2 of §6n+3 de¯ned by these conditions and use the notation e ©n de¯ned
for Case #2, see Section 3.4.2. The transposed MT of the matrix M 2
R(4n+2)£(4n+2) associated to the tangent map of e ©n at any point ¹ a 2 §4n+2
is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
B
@
A0
a0
2 0 ¢¢¢ ¢¢¢ 01 ¡B 0
a0
2 B0
a0
2 ¡A 0
a0
2
A0
a0
3 0 ¢¢¢ ¢¢¢ ¢¢¢ 1 ¡B 0
a0
3 B0
a0
3 ¡A 0
a0
3
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010
. . .
. . .
. . .0
. . .0
...
. . .
...
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
C
A
;
where for any function f, f0
x denotes the partial derivative of f with respect
to x.
Lemma 4.5. The characteristic polynomial of M is equal to:
R(X)=X4n+2 + AX4n+1 ¡ (1 + A + B)X2n+1 + B;
where A = ¡A0
a0
2 > 0 and B =( A0
a1 ¡ 1)(B0
a0
2 ¡B 0
a0
3) > 0.
Proof. We use the same arguments as for Lemma 3.5 and the property that
A0
a0
i = A0
a1B0
a0
i for i =2 ;3. In particular, B =( A0
a1 ¡ 1)(B0
a0
2 ¡B 0
a0
3)=
((FbF¡1
a )0(x) ¡ 1)B0
a0
3((F¡aF¡1
¡b )0(¡a0
2) ¡ 1) for some x 2 R. Since B0
a0
3 < 0
and
(FbF¡1
a )0(x)=
F0
bF¡1
a (x)
F0
aF¡1
a (x)
=
a + f(F¡1
a (x))
b + f(F¡1
a (x))
> 1
(F¡aF¡1
¡b )0(x)=
b ¡ f(F¡1
¡b (x))
a ¡ f(F¡1
¡b (x))
< 1
for any x 2 R when a>b , we obtain B>0. Indeed, as in Lemma 3.5, we
also obtain that B>0 when a<b(and esssup x2R jf(x)j <a ). ¤78 Marianne Akian and Sophie Bismuth
The proof of Proposition 4.4 follows by the same arguments as for Propo-
sition 3.3, using Theorem 4.20 below instead of Theorem 3.19.
4.1.3. Generalized case #20.
Proposition 4.6. Any ¯xed point of ©n with generalized shape #20 is un-
stable.
The °ow ©n near a ¯xed point with generalized shape #20 is given by (8),
with a0
1 = a00
1 = 0 and
a00
2 = a2 + A(a0
2;a 0
3;a 1);a 00
3 = a3 ;a 6n+1 = a0
2 + B(a0
2) ¡F ¡a(¡c);
a6n+2 = a0
3 + a1 ¡A (a0
2;a 0
3;a 1) ¡B(a0
2)+F¡a(¡c)+Fb(¡c);
a6n+3 = ¡Fb(¡c);
where
B(a0
2)=F¡aF¡1
¡b (¡a0
2); A(a0
2;a 0
3;a 1)=FbF¡1
a (a1 + FaF¡1
¡a(¡a0
3 + B(a0
2))):
Any point ¹ a in the image of (©n)2n+1, and so any su±ciently small pertur-
bation ¹ a of a ¯xed point of ©n, satis¯es a0
1 = 0 and a0
3 = a3k = ¡Fb(¡c) for
k =1 ;:::;2n. We thus restrict ©n to the subspace §4n+1 of §6n+3 de¯ned
by these conditions and use the notation e ©n de¯ned for Case #20, see Sec-
tion 3.4.3. The transposed MT of the matrix M 2 R(4n+1)£(4n+1) associated
to the tangent map of e ©n at any point ¹ a 2 §4n+1 is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
B
@
A0
a0
2 0 ¢¢¢ ¢¢¢ 01 + B0
a0
2 ¡B0
a0
2 ¡A 0
a0
2
A0
a1 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡A 0
a1
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010
. . .
. . .
. . .0
. . .0
...
. . .
...
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
C
A
;
Lemma 4.7. The characteristic polynomial of M is equal to:
R(X)=¡(X4n+1 + AX4n ¡ (1 + A + B)X2n + B);
where A = ¡A0
a0
2 > 0 and B =( A0
a1 ¡ 1)(1 + B0
a0
2) > 0.
Here also we obtain B>0 for any a 6= b, with esssup jfj < min(a;b).
The proof of Proposition 4.6 follows by the same arguments as for Propo-
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4.1.4. Generalized case #3.
Proposition 4.8. Any ¯xed point of ©n with generalized shape #3 is un-
stable.
The °ow ©n near a ¯xed point with generalized shape #3 is given by (8)
and
a00
1 = a1 + A(a0
1;a 0
2;a 0
3);a 00
2 = a2 ;a 00
3 = a3 ;
a6n+1 = a0
1 + a0
2 + B(a0
1;a 0
2) ¡F ¡a(¡c);
a6n+2 = a0
3 + F¡a(¡c) ¡B(a0
1;a 0
2) ¡A (a0
1;a 0
2;a 0
3)+Fa(¡c);
a6n+3 = ¡Fa(¡c);
where
B(a0
1;a 0
2)=F¡aF¡1
¡b (¡a0
2 + F¡bF¡1
¡a(¡a0
1));
A(a0
1;a 0
2;a 0
3)=FaF¡1
¡a(¡a0
3 + B(a0
1;a 0
2)):
Any su±ciently small perturbation ¹ a of a ¯xed point of ©n satis¯es a0
3 =
a3k = ¡Fa(¡c) for k =1 ;:::;2n. We thus restrict ©n to the subspace
§4n+2 of §6n+3 de¯ned by these conditions and use the notation e ©n de¯ned
for Case #3, see (12). The transposed MT of the matrix M 2 R(4n+2)£(4n+2)
associated to the tangent map of e ©n at any point ¹ a 2 §4n+2 is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
B
@
A0
a0
1 0 ¢¢¢ ¢¢¢ 01 + B0
a0
1 ¡B0
a0
1 ¡A 0
a0
1
A0
a0
2 0 ¢¢¢ ¢¢¢ ¢¢¢ 1+B0
a0
2 ¡B0
a0
2 ¡A 0
a0
2
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010
. . .
. . .
. . .0
. . .0
...
. . .
...
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
C
A
:
Lemma 4.9. The characteristic polynomial of M is equal to:
R(X)=X4n+2 + AX4n+1 ¡ (1 + A + B)X2n+1 + B;
with A = ¡A0
a0
1 > 0 and B =( 1¡A 0
a0
3)(B0
a0
1 ¡B 0
a0
2) > 0.
Here we obtain B>0 for a>band B<0 for a<b(with esssup jfj <
min(a;b)).
The proof of Proposition 4.8 follows by the same arguments as for Propo-
sition 4.4, that are the arguments of Proposition 3.3, using Theorem 4.20
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4.1.5. Generalized case #30.
Proposition 4.10. Any ¯xed point of ©n with generalized shape #30 is
unstable.
The °ow ©n near a ¯xed point with generalized shape #30 is given by (8),
with a0
1 = a00
1 = a0
2 = a00
2 = 0 and
a00
3 = a3 + A(a0
3;a 1;a 2);a 6n+1 = ¡F¡a(¡c);
a6n+2 = a0
3 ¡B(a0
3)+F¡a(¡c)+Fa(¡c);
a6n+3 = a1 + a2 ¡A (a0
3;a 1;a 2)+B(a0
3) ¡F a(¡c);
where
B(a0
3)=FaF¡1
¡a(¡a0
3); A(a0
3;a 1;a 2)=FaF¡1
b (a2 + FbF¡1
a (a1 + B(a0
3))):
Any su±ciently small perturbation ¹ a of a ¯xed point of ©n satis¯es a0
1 =
a0
2 = 0 and a3k¡2 = ¡F¡a(¡c) for k =1 ;:::;2n. We thus restrict ©n
to the subspace §4n+1 of §6n+3 de¯ned by these conditions and use the
notation e ©n de¯ned for Case #30, see (13). The transposed MT of the
matrix M 2 R(4n+1)£(4n+1) associated to the tangent map of e ©n at any
point ¹ a 2 §4n+1 is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
B
@
A0
a0
3 0 ¢¢¢ ¢¢¢ 01 ¡B 0
a0
3 B0
a0
3 ¡A 0
a0
3
A0
a2 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡A 0
a2
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010
. . .
. . .
. . .0
. . .0
...
. . .
...
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
C
A
;
Lemma 4.11. The characteristic polynomial of M is equal to:
R(X)=¡(X4n+1 + AX4n ¡ (1 + A + B)X2n + B);
where A = ¡A0
a0
3 > 0 and B =( A0
a2 ¡ 1)(1 ¡B 0
a0
3) < 0.
Indeed, B has same sign as b ¡ a (when esssup jfj < min(a;b)).
The proof of Proposition 4.10 follows by the same arguments as for Propo-
sition 4.6, that are the arguments of Proposition 3.3 using Theorem 4.21
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4.1.6. Generalized case #4.
Proposition 4.12. Any ¯xed point of ©n with generalized shape #4 is un-
stable.
The °ow ©n near a ¯xed point with generalized shape #4 is given by (8)
and
a00
1 = a1 + A(a0
1;a 0
2;a 0
3);a 00
2 = a2;a 00
3 = a3;a 6n+1 = a0
1 + B(a0
1) ¡F ¡b(¡c);
a6n+2 = a0
2 + a0
3 + F¡b(¡c) ¡B(a0
1)+Fa(¡c) ¡A (a0
1;a 0
2;a 0
3);
a6n+3 = ¡Fa(¡c);
where
B(a0
1)=F¡bF¡1
¡a(¡a0
1);A(a0
1;a 0
2;a 0
3)=FaF¡1
¡a(¡a0
3+F¡aF¡1
¡b (¡a0
2+B(a0
1))):
Any su±ciently small perturbation ¹ a of a ¯xed point of ©n satis¯es a0
3 =
a3k = ¡Fa(¡c) for k =1 ;:::;2n. We thus restrict ©n to the subspace
§4n+2 of §6n+3 de¯ned by these conditions and use the notation e ©n de¯ned
for Case #3, see (12). The transposed MT of the matrix M 2 R(4n+2)£(4n+2)
associated to the tangent map of e ©n at any point ¹ a 2 §4n+2 is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
B
@
A0
a0
1 0 ¢¢¢ ¢¢¢ 01 + B0
a0
1 ¡B0
a0
1 ¡A 0
a0
1
A0
a0
2 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡A 0
a0
2
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010
. . .
. . .
. . .0
. . .0
...
. . .
...
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
C
A
:
Lemma 4.13. The characteristic polynomial of M is equal to:
R(X)=X4n+2 + AX4n+1 ¡ (1 + A + B)X2n+1 + B;
with A = ¡A0
a0
1 > 0 and B =( 1+B0
a0
1)(1 ¡A 0
a0
2) < 0.
Indeed, B has same sign as b ¡ a (when esssup jfj < min(a;b)).
The proof of Proposition 4.12 follows by the same arguments as for Propo-
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4.1.7. Generalized case #40.
Proposition 4.14. Any ¯xed point of ©n with generalized shape #40 is
unstable.
The °ow ©n near a ¯xed point with generalized shape #40 is given by (8),
with a0
1 = a00
1 = a0
2 = a00
2 = 0 and
a00
3 = a3 + A(a0
3;a 1;a 2);a 6n+1 = ¡F¡a(¡c);
a6n+2 = a0
3 + a1 ¡B(a0
3;a 1)+F¡a(¡c)+Fb(¡c);
a6n+3 = a2 ¡A (a0
3;a 1;a 2)+B(a0
3;a 1) ¡F b(¡c);
where
B(a0
3;a 1)=FbF¡1
a (a1+FaF¡1
¡a(¡a0
3));A(a0
3;a 1;a 2)=FaF¡1
b (a2+B(a0
3;a 1)):
Any su±ciently small perturbation ¹ a of a ¯xed point of ©n satis¯es a0
1 =
a0
2 = 0 and a3k¡2 = ¡F¡a(¡c) for k =1 ;:::;2n. We thus restrict ©n
to the subspace §4n+1 of §6n+3 de¯ned by these conditions and use the
notation e ©n de¯ned for Case #30, see (13). The transposed MT of the
matrix M 2 R(4n+1)£(4n+1) associated to the tangent map of e ©n at any
point ¹ a 2 §4n+1 is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
B
@
A0
a0
3 0 ¢¢¢ ¢¢¢ 01 ¡B 0
a0
3 B0
a0
3 ¡A 0
a0
3
A0
a2 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡A 0
a2
10 ¢¢¢ ¢¢¢ ¢¢¢ 00
010
. . .
. . .
. . .0
. . .0
...
. . .
...
. . .
. . .
. . .
. . .
... ... 0
. . .0
0 ¢¢¢ ¢¢¢ 01 0 0
1
C
C
C
C
C
C
C
C
C
C
C
A
;
Lemma 4.15. The characteristic polynomial of M is equal to:
R(X)=¡(X4n+1 + AX4n ¡ (1 + A + B)X2n + B);
where A = ¡A0
a0
3 > 0 and B =( A0
a2 ¡ 1)(1 ¡B 0
a0
3) < 0.
Indeed, B has same sign as b ¡ a (when esssup jfj < min(a;b)).
The proof of Proposition 4.14 follows by the same arguments as for Propo-
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4.1.8. Generalized case #5.
Proposition 4.16. Any ¯xed point of ©n with generalized shape #5 is un-
stable.
The °ow ©n near a ¯xed point with generalized shape #5 is given by (8),
with a0
1 = a00
1 = 0 and
a00
2 = a2 + A(a0
2;a 0
3;a 1);a 00
3 = a3;a 6n+1 = a0
2 + B(a0
2) ¡F ¡a(¡c);
a6n+2 = a0
3 ¡B(a0
2) ¡C(a0
2;a 0
3)+F¡a(¡c)+Fa(¡c);
a6n+3 = a1 + C(a0
2;a 0
3) ¡A (a0
2;a 0
3;a 1) ¡F a(¡c):
where
B(a0
2)=F¡aF¡1
¡b (¡a0
2); C(a0
2;a 0
3)=FaF¡1
¡a(¡a0
3 + B(a0
2));
A(a0
2;a 0
3;a 1)=FbF¡1
a (a1 + C(a0
2;a 0
3)):
Any su±ciently small perturbation ¹ a of a ¯xed point of ©n satis¯es a0
1 =0 .
We thus restrict ©n to the subspace §6n+2 of §6n+3 de¯ned by this condition
and use the notation e ©n de¯ned for Case #5. The transposed MT of the
matrix M 2 R(6n+2)£(6n+2) associated to the tangent map of e ©n at any point
¹ a 2 §6n+2 is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
@
A0
a0
2 0 ¢¢¢ 01 + B0
a0
2 ¡B0
a0
2 ¡C 0
a0
2 C0
a0
2 ¡A 0
a0
2
A0
a0
3 0 ¢¢¢ ¢¢¢ 01 ¡C 0
a0
3 C0
a0
3 ¡A 0
a0
3
A0
a1 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡A 0
a1
10 ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ 0
0
... 0
. . .
. . .
. . .0
. . .
... ... ... 0
. . .
. . .
0 ¢¢¢ 01 0 ¢¢¢ 0
1
C
C
C
C
C
C
C
C
C
C
A
:
Lemma 4.17. The characteristic polynomial of M is equal to:
R(X)=X6n+2 + AX6n+1 ¡ (1 + A + B)X4n+1 + B;
with A = ¡A0
a0
2 > 0 and B =( 1+B0
a0
2)(1 ¡C 0
a0
3)(A0
a1 ¡ 1) > 0.
Here B>0 for any a 6= b (when esssup jfj < min(a;b)).
The proof of Proposition 4.16 follows by the same arguments as for Propo-
sition 3.3, using Theorem 4.22 below instead of Theorem 3.19.84 Marianne Akian and Sophie Bismuth
4.1.9. Generalized case #6.
Proposition 4.18. Any ¯xed point of ©n with generalized shape #6 is un-
stable.
The °ow ©n near a ¯xed point with generalized shape #6 is given by (8),
with a0
1 = a00
1 = 0 and
a00
2 = a2 + A(a0
2;a 0
3;a 1);a 00
3 = a3 ;a 6n+1 = ¡F¡b(¡c);
a6n+2 = a0
2 + a0 ¡ 3+a1 ¡A (a0
2;a 0
3;a 1)+F¡b(¡c)+Fb(¡c)=a0
2 + A(a0
2);
a6n+3 = ¡Fb(¡c):
where
A(a0
2;a 0
3;a 1)=FbF¡1
a (a1 + FaF¡1
¡a(¡a0
3 + F¡aF¡1
¡b (¡a0
2))):
Any su±ciently small perturbation ¹ a of a ¯xed point of ©n satis¯es a0
3 =
a3k = F¡b(c) and a3k¡2 = Fb(c) for k =1 ;:::;2n. We thus restrict ©n to the
subspace §2n+1 of §6n+3 de¯ned by these conditions and use the notation e ©n
de¯ned for Case #6. The transposed MT of the matrix M 2 R(2n+1)£(2n+1)
associated to the tangent map of e ©n at any point ¹ a 2 §2n+1 is given by:
MT =
0
B
B
B
B
B
B
B
B
B
B
B
B
@
A0
a0
2 0 ¢¢¢ ¢¢¢ ¢¢¢ 01 ¡A 0
a0
2
10 ¢¢¢ ¢¢¢ ¢¢¢ ¢¢¢ 0
01
... ¢¢¢ ¢¢¢ ::: 0
. . .
... 10 ¢¢¢ ¢¢¢ 0
. . .
. . .0
... ...
. . .0
. . .
. . .
. . .
... 10
. . .
0 ¢¢¢ 0 ¢¢¢ 01 0
1
C
C
C
C
C
C
C
C
C
C
C
C
A
:
Lemma 4.19. The characteristic polynomial of M is equal to:
R(X)=¡(X2n+1 + AX2n ¡ (1 + A));
with A = ¡A0
a0
2 > 0.
The proof of Proposition 4.18 may follow by the same arguments as for
Proposition 4.4, that is the arguments of Proposition 3.3, using Theorem 4.20
with B = 0 (that can be proved directly in a similar way as in Lemma 3.23).
Indeed, since A = ¡A0
a0
2 > 0, then 1 + A>1, and R has clearly one root z
such that jzj > 1. This shows that the ¯xed point of ©n corresponding to
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4.2. Roots of the characteristic polynomials. The following results are
proved using homotopy techniques.
Theorem 4.20. Assume that ¡1 · B · 1 and A>0.I f B 6=1or
A<2+ 1
n, then the equation
X4n+2 + AX4n+1 ¡ (1 + A + B)X2n+1 + B =0
has precisely 2n solutions z (counting algebraic multiplicity) such that jzj >
1. Otherwise it has 2n ¡ 1 such solutions.
Theorem 4.21. If ¡1 · B · 1 and A>0, the equation
X4n+1 + AX4n ¡ (1 + A + B)X2n + B =0
has precisely 2n solutions z (counting algebraic multiplicity) such that jzj >
1.
Theorem 4.22. Assume that 0 · B · 1 and A>0.I fA ¸ 1¡ 4n+1
2n (1¡B),
the equation
X6n+2 + AX6n+1 ¡ (1 + A + B)X4n+1 + B =0
has precisely 2n solutions z (counting algebraic multiplicity) such that jzj >
1. Otherwise it has 2n +1such solutions.
Let us denote by R the polynomial of Theorem 4.20 and consider the
homotopy
gs(z)=fB(z)+( s ¡ 1)P(z); (29)
with
P(X)=X4n + ¢¢¢+ X2n+1 =
X4n+1 ¡ X2n+1
X ¡ 1
; (30)
fB(X)=X4n+1 +2 X4n + ¢¢¢+2 X2n+1 ¡ BX2n + ¢¢¢¡B
=
X4n+2 + X4n+1 ¡ (2 + B)X2n+1 + B
X ¡ 1
: (31)
We have R(X)=( X ¡ 1)gA(X) and (X ¡ 1)fB(X) is the polynomial of
Theorem 3.19.
Using the same technique as for Lemma 3.22, we obtain:
Lemma 4.23. Consider n ¸ 1 and gs de¯ned by (29,30,31).I f jzj =1 ,
s>0 and ¡1 <B· 1, then gs(z) 6=0 .I fjzj =1 , s>0 and B = ¡1, then
gs(z)=0, z = ¡1.86 Marianne Akian and Sophie Bismuth
Proof. Consider z such that jzj = 1 and gs(z) = 0, and put w = z2n+1.W e
get
s
z
w2 = ¡w2 +( 1+s + B)w ¡ B: (32)
Taking modulus on both sides gives s2 = j¡w2 +( 1+s + B)w ¡ Bj2;
writing w = eiµ gives (1 ¡ cosµ)(1 + B2 +( 1+B)s ¡ 2B cosµ)=0 : Thus,
we have either cosµ =1o rB 6= ¡1 and s = ¡
(1+B2¡2B cosµ)
1+B · 0 which
is impossible, or B = ¡1 and cosµ = ¡1. The condition cosµ = 1 implies
w = 1. Plugging w = 1 in (32), we obtain z =1( s>0), which is impossible
since gs( 1 )=( 2 n + 1)(1 ¡ B)+2 ns > 0. So the only possibility is B = ¡1
and cosµ = ¡1, that is w = ¡1. With (32), this implies z = ¡1, which is a
root of gs when B = ¡1. ¤
Proof of Theorem 4.20 for B 6= ¡1. The function gs(z) de¯ned in (29),
(30), (31) is continuous with respect to s and polynomial with constant de-
gree 4n+1 with respect to z. From Lemma 4.23, gs has no roots on @D(0;1)
for s>0. So by Rouch¶ e's theorem, the number of roots of gs in D(0;1) (resp.
D(0;1)c) is constant with respect to s. According to Theorem 3.19, g1(z)=0
has precisely 2n solutions in D(0;1)c,s od o e sgs(z) = 0 for s>0. ¤
Proof of Theorem 4.20 for B = ¡1. When B is ¯xed equal to ¡1, z =
¡1i sar o o to fgs for all s>0 (see Lemma 4.23), so gs(z)=( z +1 ) ~ gs(z)
with
~ gs(z)= ~ fB(z)+( s ¡ 1)e P(z); (33)
and
e P(X)=
P(X)
X +1
= X4n¡1 + X4n¡3 + ¢¢¢+ X2n+3 + X2n+1; (34)
~ fB(X)=
fB(X)
X +1
(35)
= X4n + X4n¡1 + ¢¢¢+ X2n+1 + X2n + X2n¡2 + ¢¢¢+ X2 +1 :
We have ~ gs(¡1) = g0
s(¡1 )=2 n +1¡ sn 6= 0 for s 6=¹ s =2+1
n. So, with
Lemma 4.23, we obtain that, for s 6=¹ s,~ gs has no roots on @D(0;1). It
follows, by Rouch¶ e's theorem, that the number of roots of ~ gs (and thus of
gs)i nD(0;1) (resp. D(0;1)c) is constant with respect to s in each of the
intervals (0; ¹ s) and (¹ s;+1). According to Theorem 3.19, g1 has precisely 2n
roots in D(0;1)c,s od o e sgs for 0 <s<¹ s.
For s =¹ s, we have ~ g0
¹ s(¡1) =
g00
¹ s (¡1)
2 = n(2n +1 )> 0. The implicit
function theorem shows that there exists ±>0, ½>0 and a C1 functioninstability of rapidly-oscillating periodic solutions 87
Z :( ¹ s ¡ ±; ¹ s + ±) ! C, such that ~ gs(z) = 0 and jz +1 j·½ if and only if
z = Z(s). So Z(¹ s)=¡1 and
Z0(¹ s)=¡
@~ gs(z)
@s js=¹ s;z=¡1
@~ gs(z)
@z js=¹ s;z=¡1
= ¡
e P(¡1)
~ g0
¹ s(¡1)
=
1
2n +1
> 0;
which implies jZ(s)j < 1 for ¹ s<s<¹ s + ± and jZ(s)j > 1 for ¹ s ¡ ±<s<¹ s
(possibly by shrinking ±). Since the root Z(s)o f~ gs goes from D(0;1)c to
D(0;1) when s increases around ¹ s, this implies that
deg(~ gs;D(0;1);0) = 1 + deg(~ gs0;D(0;1);0) for ¹ s ¡ ±<s 0 < ¹ s<s<¹ s + ±
(one may use the set G½ = fz 2 C such that jzj < 1o rjz +1 j <½ g to prove
this result). Since ~ gA has 2n roots in D(0;1)c when 0 <A<¹ s, it follows
that ~ gA has 2n ¡ 1 roots when ¹ s<Aand also when A =¹ s.S od o e sgA and
R =( X ¡ 1)gA(X). ¤
Theorem 4.21 is proved by the same technique as the case B 6=1o f
Theorem 4.20, changing P and Q into
P(X)=
X4n ¡ X2n
X ¡ 1
; (36)
fB(X)=
X4n+1 + X4n ¡ (2 + B)X2n + B
X ¡ 1
: (37)
Indeed, using the same technique as for Lemma 3.24, one gets:
Lemma 4.24. Consider n ¸ 1 and gs de¯ned by (29,36,37).I f jzj =1 ,
s>0 and ¡1 · B · 1, then gs(z) 6=0 .
Proof. Consider z such that jzj = 1 and gs(z) = 0, and put w = z2n.W e
obtain
z
s
w2 = ¡w2 +( 1+
1
s
+
B
s
)w ¡
B
s
(38)
which leads, as (32), to the only possibilities w = z =1o rB
s = ¡1 and
w = z = ¡1. This last case is impossible since w = z2n. The ¯rst one also
since gs(1) = 1 + 2n(1 ¡ B + s) > 0. ¤
Theorem 4.22 is proved by the same technique as Theorem 4.20, changing
P and Q into
P(X)=
X6n+1 ¡ X4n+1
X ¡ 1
; (39)
fB(X)=
X6n+2 + X6n+1 ¡ (2 + B)X4n+1 + B
X ¡ 1
: (40)88 Marianne Akian and Sophie Bismuth
Lemma 4.25. Consider n ¸ 1 and gs de¯ned by (29,39,40).I f jzj =1 ,
s>0 and 0 · B · 1, then gs(z)=0) z =1 . Moreover, z =1is a root of
gs if and only if s =1¡ 4n+1
2n (1 ¡ B). In this case, it is a simple root and
g0
s(1) > 0.
Proof. Consider z such that jzj = 1 and gs(z) = 0, and put w = z2n+1,
v = z2n. We get
w + sv ¡ (1 + s + B)+B(wv)¡1 =0: (41)
Set w = eiµ, v = eiµ0
. Multiplying (41) by Bv ¡ 1, and taking the real part,
we obtain
(1¡B2)(1¡cosµ)+((1¡s)(s+B)+(s¡B)2)(1¡cosµ0)+2Bs(1¡cosµ0)2 =0:
Suppose ¯rst that 0 <s· 1 and 0 · B · 1. Since all the terms in the
previous sum are non negative, and the sum is zero, all the terms are zero.
This implies, in particular, cosµ0 =1o rv = 1. Plugging v = 1 in (41) and
taking the real part, we obtain (1+B)(cosµ¡1) = 0, so cosµ =1o rw =1 .
Equation (41) can be rewritten
v +
1
s
w ¡ (1 +
1
s
+
B
s
)+
B
s
(wv)¡1 =0
which is nothing but (41) with w;v;s;B replaced respectively by v;w; 1
s; B
s .
Hence, the same conclusion v = w = 1 is obtained when 0 < 1
s · 1 and
0 · B
s · 1, and in particular when 0 · B · 1 · s. Therefore, one deduces
z = w
v = 1 for any B and s such that 0 · B · 1 and s>0.
The last points of the lemma are obtained by simple computations: gs(1) =
2n(s ¡ 1) + (4n + 1)(1 ¡ B) for all s and 2g0
s(1) = (gs(z)(z ¡ 1))00(1) =
2n +1+B(4n + 1)(6n +1 )> 0 for s =1¡ 4n+1
2n (1 ¡ B). ¤
Proof of Theorem 4.22. Let gs be de¯ned by (29,39,40) with B ¯xed such
that 0 · B · 1 and denote ¹ s = max(0;1¡ 4n+1
2n (1¡B)). From Lemma 4.25,
gs has no roots on @D(0;1) for s 6=¹ s. It follows, by Rouch¶ e's theorem, that
the number of roots of gs in D(0;1) (resp. D(0;1)c) is constant with respect
to s in each of the intervals (0; ¹ s) and (¹ s;+1).
Suppose ¯rst that ¹ s = 0. According to Theorem 3.21, g1 has precisely 2n
roots in D(0;1)c,s od o e sgs for all s>0.
Suppose now that ¹ s>0. By Lemma 4.25, 1 is a simple root of g¹ s, so one
can apply the same technique as for the case B = ¡1 of Theorem 4.20. By
the implicit function theorem, there exists ±>0, ½>0 and a C1 function
Z :( ¹ s ¡ ±; ¹ s + ±) ! C, such that gs(z) = 0 and jz ¡ 1j·½ if and only ifinstability of rapidly-oscillating periodic solutions 89
z = Z(s). Then, Z(¹ s) = 1 and
Z0(¹ s)=¡
@gs(z)
@s js=¹ s;z=1
@gs(z)
@z js=¹ s;z=1
= ¡
P(1)
g0
¹ s(1)
= ¡
2n
g0
¹ s(1)
< 0;
which implies that the root Z(s)o fgs goes from D(0;1) to D(0;1)c when
s decreases around ¹ s. It follows that the number of roots of gs in D(0;1)c
is constant for s 2 [¹ s;+1), and thus equal to 2n by Theorem 3.21 (using
¹ s · 1), and that it is constant equal to 2n+1 for s 2 (0; ¹ s). The same result
holds for R =( X ¡ 1)gA(X) and s = A. ¤
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