Abstract-In this article we describe an optimization-based design method for non-uniform, planar, and circular antenna arrays with the objective of achieving minimum side lobe levels for a specific first null beamwidth and also a minimum size of the circumference. Central to our design is a hybridization of two prominent metaheuristics of current interest namely the Invasive Weed Optimization ( 
I. INTRODUCTION
In several occasions a single element antenna is unable to meet the gain or highly directive radiation pattern requirements especially suited for long distance communication. Antenna arrays are formed to circumvent such problems by combining many individual antenna elements in certain electrical and geometrical configurations. Antenna arrays have been widely used in diverse applications including radar, sonar, radios, and third generation wireless communication systems [1 -3] .
The primary design objective of antenna array geometry is to determine the positions of array elements that jointly produce a radiation pattern that matches the desired pattern as closely as possible [4] . In recent past design of non-uniformly spaced linear arrays received a great amount of attention from researchers working in electromagnetic optimization problems. The computational drawbacks of existing numerical methods have forced the researchers all over the world to rely on metaheuristic algorithms founded on simulations of some natural phenomena to solve antenna problems. Since the classical derivative-based optimization techniques are prone to getting trapped in local optima and are strongly sensitive to initialization, many modern metaheuristics were tried to achieve optimized Side Lobe Level (SLL) and null control from the designed arrays, e.g. see [5 -10] . However, the design of arrays with other geometrical shapes has not been studied to the same extent, although their importance has been steadily on the rise.
Circular shaped antenna arrays now find various applications in sonar, radar, mobile, and commercial satellite communication systems [11] [12] [13] . A first metaheuristic approach towards the design of circular arrays can be traced in the work of Panduro et al. [14] who applied the real-coded Genetic Algorithm (GA) for designing circular arrays with maximal side lobe level reduction coupled with the constraint of a fixed beam width. Shihab et al. in [15] applied the Particle Swarm Optimization (PSO) algorithm that draws inspiration from the intelligent collective behavior of a group of social creatures, to the same problem and achieved better results as compared to those reported in [14] . Recently Panduro et al. [16] compared three powerful population-based optimization algorithms -PSO, GA, and Differential Evolution (DE) on the design problem of scanned circular arrays. The algorithms were compared on a single instantiation of the design problem with number of antenna elements equal to 12 and for a uniform separation
, with an objective of studying the behavior of array factor for the scanning range of 0 0 to 360 0 in angular steps of 30 0 . In this article we propose to use an improved variant of one recently developed and very powerful metaheuristic algorithm, called the Invasive Weed Optimization (IWO) [17] , for designing non-uniform circular arrays with optimized performance with respect to SLL, directivity, and null control in a scanning range of ] 360 , 0 [°°. Since its inception, IWO has found successful applications in many electromagnetic optimization problems like design of E-shaped MIMO Antenna [18] , design of compact U-array MIMO antenna design [19] , aperiodic thinned aarray antennas [20] , time modulated antenna array synthesis [21] etc. In this paper, a modified IWO, whose standard deviation is modulated with individual fitness, has been hybridized with DE [22] and the resulting hybrid algorithm used (for the first time, to the best of our knowledge) to optimize the amplitude excitation and spacing between the elements of a circular antenna array to produce a radiation pattern with optimal performances. Three numerical instantiations of the design problem have been used to illustrate the application of the algorithm. Comparison with the results obtained with other best known real-parameter optimizers like GA, PSO, and DE reflect the superiority of the hybrid Differential IWO (DIWO) in a statistically meaningful way Here we will vary the current and phase excitations of the antenna elements and try to suppress sidelobes, minimize beamwidth and achieve null control at desired directions.
We consider a symmetrical excitation of the circular antenna array ie. the relations given below will hold, ( )
The objective function is taken as,
The first component attempts to suppress the sidelobes. 
III. DIFFERENTIAL INVASIVE WEED EVOLUTION ALGORITHM (DIWO)

A. Invasive Weed Optimization
Invasive Weed Optimization (IWO) is a meta-heuristic algorithm that mimics the colonizing behavior of weeds.
The basic characteristic of a weed is that it grows its population entirely or predominantly in a geographically specified area which can be substantially large or small. There are four steps of the algorithm as described below:
Initialization: A certain number of weeds are randomly spread over the entire search space (D dimensional). This initial population of each generation will be termed as
Reproduction: Each member of the population X is allowed to produce seeds within a specified region centred at its own position. The number of seeds produced by x i ,i∈{1, 2, …m}, depends on its relative fitness in the population with respect to the best and worst fitness. The number of seeds produced any weed varies linearly from min_seed to max_seed with min_seed for the worst member and max_seed for the best member in the population. The seed production profile is shown in Fig.2 . 
where nmi represents the non-linear modulation index. This step ensures that the probability of dropping a seed in a distant area decreases nonlinearly so that the algorithm gradually moves from exploration to exploitation with increasing generations.
Competitive Exclusion: If a plant leaves no offspring then it would go extinct, otherwise they would take over the world. Thus, there is a need of some kind of competition between plants to limit the maximum number of plants in a population. Initially, the plants in a colony will reproduce fast and all the produced weeds will be included in the colony, until the number of plants reaches a maximum value of pop_max. From then on, only the fittest plants, among the existing ones and the reproduced ones; are taken in the colony and the steps 1 to 4 are repeated until the maximum number of iterations (or function evaluations) have been reached. So, in every generation the population size must be less than or equal to pop_max. This method is known as competitive exclusion and is a selection procedure of IWO.
B. Differential Evolution
The Differential Evolution (DE), proposed by Storn and Price [24] , is also a formidable population-based optimization algorithm. 
"DE/best/1" :
In the above equations the indices 1 
In DE family there are two types of crossover techniques as exponential (or two-point modulo) and binomial (or uniform) [8] .
On the other hand binomial crossover is performed as follows:
where rand i,j [0, 1] is a uniformly distributed random number and Cr p is the crossover probability.
Selection: This step determines whether the target or the trial vector survives to the next generation G = G+1. The selection operation keeps the population size in each generation constant and it can be described as,
, if
where f(X) is the objective function to be minimized.
C. Modifications on IWO Algorithm
Modified Standard Deviation Profile: For better performance it is needed that σ iter should be high in the beginning to have much exploration and after certain generations σ iter is needed to be small for proper exploitation. To implement this, we have varied the nonlinear modulation index (n_m_i or nmi) with generations as follows: 
The variation of σ iter with generations is shown in Figure  3 . After a number of experiments on the values of nmi min and nmi max , we have found that the best choice for them is 0.5 and 9. , with which the produced seeds are dispersed, are not the same for all the weeds in the population rather it is made to vary for all the weeds. Considering σ iter of eqn. (1) as an average value that we assign to the weed I that appears as the median element of the sorted array (sorted according to fitness values) of the weeds at the t-th iteration and consider its fitness value to be F median,t . The weeds having fitness value less than F median,t (for minimization) will have σ i,iter less than σ iter and the others with higher fitness will have higher σ i,iter compared to σ iter . This is implemented as, 
(10) where F worst,iter and F best,iter denote the worst and best fitness in the population respectively at a particular iteration. This provides a chance to the worse weeds in the population to spread its seeds over wide range and find some solution with better fitness. With these modifications we call this algorithm as MIWO algorithm which is a improved version of the classical one.
D. Hybridization of M-IWO Algorithm with DE
To enhance the explorative power of M-IWO algorithm we incorporate the mutation and crossover schemes of the DE algorithm to produce new seeds from the weeds created by M-IWO. We have incorporated the features of "DE/best/1/bin" variant with our M-IWO algorithm. Here we describe our whole algorithm: 1. Initialization: A certain number of weeds are randomly spread over the entire search space (D dimensional). This initial population of each generation will be termed as X={x 1 , x 2 ,… x m }. 2. Seeds production: Each member of the population X is allowed to produce seeds is allowed to generate seeds according to classical IWO algorithm. Number of seeds to be generated by x i ,i∈ [1,m] is decided by,
where s max is the same as max_seed; and min_seed is taken to be zero. The standard deviation, with which the seeds of each weed will be distributed in the search space, σ i,iter is calculated by equation (10) . So for each x i we get s i seeds, generated using standard deviation σ i,iter . These seeds along with their parent weeds create a new intermediate population W of size n. Then the mutation and crossover operation is applied on each member w i , i∈ [1,n] to create another population Z as, 
IV. SIMULATION RESULTS
In this paper we will consider three problem instances. We have tried to find the optimal array pattern using a hybrid invasive weed differential evolution algorithm. The results are compared with invasive weed algorithm, particle swarm and differential evolution. A comparison of the results obtained by various algorithms is needed to justify the need of using a hybrid algorithm.
The parameters chosen for the DIWO algorithm are as follows: nmi min ,nmi max =0.5, 9 ; σ min , σ max =0.001, 5 ; max_seed, min_seed=6, 0 ; F, p Cr =0.5, 0.8 ; iter max =500 ; m (Initial population size)=100 ; pop_max=200 . 
Case A. 12 element array
In this problem instance we are required to find the optimal pattern for 12 element array with desired maximum at ο 180 and no null control. The array pattern obtained is shown in Figure 4 . From the results it is clear that DIWO finds an array pattern with the best minimized sidelobes and greatest directivity. From Table 2 we conclude that the results obtained from DIWO are statistically significant according to the Wilcoxon's ranksum test [23, 24] . 
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In this problem instance we try to find the optimal array pattern with minimum sidelobes, maximum directivity, maximum radiation power at 180 0 and array pattern nulls at 50 0 and 80 0 . From Table 5 it is clear that the sidelobe levels are best minimized by our hybrid algorithm in both 50 0 and 120 0 direction. Moreover Table 6 indicates that the results are statistivally significant also. Combinig these two facts we can say that the required optimal pattern synthesis is best achieved by our proposed DIWO algorithm. The array pattern for Case B and C are shown in Figure 5 and 6 respectively. 
V. CONCLUSIONS
Designing circular antenna arrays with minimum SLL, maximum directivity, and also minimum size of the circumference is a challenging optimization problem in electromagnetism. In this article, we proposed a synergistic coupling of DE and IWO and demonstrated through simulation experiments, the superiority of the resulting hybrid algorithm over three other state-of-the-art stochastic optimizers in the context of three standard instances of the circular antenna array design problem. We formulated the design problem as an optimization task on the basis of a cost function that takes care of the average side lobe levels, the null control, and the circumference of the array. Our simulation experiments indicated that the hybrid DIWO could comfortably outperform PSO, DE, and GA over 8, 10, and 12 element array design problems based on metrics such as average final accuracy, best obtained design figures of merit (like SLL, directivity, circumference size in terms of wavelength), convergence speed, and robustness, in a statistically significant manner. All these factors together (not just a single factor separately or a combination of some of the factors) have been considered for optimal results in our design problem and this accounts for the significance of this work. Future research will focus on exploring the design of other array geometries and concentric circular arrays with DIWO and its variants. Also treating the four different components of the cost function given in (10) as a multi-objective optimization problem may prove to be a significant avenue of future investigation, but some problem-specific expert's knowledge may have to be incorporated then for pointing out the best solution from the Pareto-optimal set produced by a multi-objective optimizer.
