Jackson's theorem is established in a new kind of holomorphic function space Q µ related to measures in any starlike circular domain in C n . Particularly, the result covers many spaces including B M O A, Q p , Q K , and F( p, q, s) spaces in the unit ball of C n . Moreover, we construct integral operators which give pointwise estimates for the gradient of the difference in terms of the gradient on the boundary. The gradient estimates are independent of the measures in question and give rise to Jackson's theorem.
Introduction
For the approximation theory, Jackson's theorem (c.f. [6] ) concerns an upper estimate for the best uniform approximation of a function in terms of polynomials. It has been established in various holomorphic function spaces in one complex variable (see [1, 4, 10, 11, 13, 16, 18, 19, 25] ). In several complex variables, Jackson's theorem was extended to Hardy spaces in polydiscs by Colzani [5] , and to Bergman-type spaces in polydiscs and in bounded symmetric domains by Ren and Wang [15, 20] .
The purpose of the article is to establish Jackson's theorem in a new kind of holomorphic function space Q µ related to measures in any starlike circular domain in C n . Specifically, the result covers many spaces as Q µ unifies B M O A, Q p , Q K , and F( p, q, s) spaces in the unit ball of C n with the same approach (see Section 5) . Practically, the existence of integral operators with pointwise estimates for the gradient is in the background (see Theorem 1.1). The gradient estimates are independent of the measures in question and give rise to Jackson's theorem.
To state our main results, we need some notations. Let D be a circular domain in C n , i.e., e iθ z ∈ D for all z ∈ D and 0 ≤ θ < 2π . In the circular domain, we can define the modulus of continuity of f as (see [6] )
where X is a function space in D equipped with the semi-norm · X , f ∈ X , and δ > 0. In this article we shall take X to be the holomorphic function spaces Q µ in D related to measures. Let {µ a } a∈Γ be a family of non-negative σ -finite Borel measures in D. Throughout we shall always fix 0
is the complex gradient of f at z and Γ is an arbitrary index set.
The measures {µ a (z)} a∈Γ are only restricted to ensure that (i) all polynomials are included in Q µ ; (ii) · Q µ is a semi-norm, i.e.,
Let H (D) be the collection of all holomorphic functions on D. If D is a circular domain with the origin, then for any f ∈ H (D) there exists an expansion of homogeneous polynomials
where F j (z) are homogeneous polynomials of degree j and the series is compactly convergent in D. Of most important are the operators
with the expansion of f in (1.3) for any k ∈ N. Clearly P k [ f ] is a polynomial of degree at most k − 1.
For the gradient estimates we need some measures on [−π, π ):
where s = min{1, p}, b is an integer greater than 2 s − 1, k ∈ N,
, (1.6) and the generalized Jackson kernels (see [6] )
, β > 0. 
If the domain D ⊆ C n is also starlike, i.e., λz ∈ D for all z ∈ D, λ ∈ C, and |λ| < 1, then we can consider the slice through any given point z ∈ D
Its boundary is given by
The pointwise gradient estimates of the difference concerning the operators P k shall be given in terms of the gradient on the boundary ∂ S z (see Theorem 1.2), which implies Jackson's theorem on Q µ spaces (see Theorem 1.1).
Our main results are as follows: 
for any f ∈ Q µ , then 
As a direct corollary of Theorems 1.1 and 1.2, the property in (1.7) allows us to obtain Jackson's theorem for Q µ spaces. 
where E k ( f, Q µ ) := inf f − L k Q µ is the best polynomial approximation in which the infimum takes over all polynomials L k of degree at most k.
Integral formulas
The operators P k introduced in (1.4) shall provide the best approximation of polynomials. The crucial facts for P k are two integral formulas of P k in any starlike circular domain. For the operators P k we associate to them the complex measures on [−π, π ):
where ρ ∈ (0, 1], k ∈ N, b > 0, and C b k are constants in (1.6). The measures dµ ρ k (ϕ) are all probability measures on [−π, π ) which follows from Lemma 2.1 below by taking f ≡ 1.
When ρ = 1, we also write
Its total variation is clearly given by the generalized Jackson kernels
Lemma 2.1. Let D be a starlike circular domain and f ∈ H (D). Then for any z ∈ D
Proof. By the transformation λ = ρe iϕ for any fixed ρ ∈ (0, 1), we have
Now we apply the binomial series
The second integrand in (2.3) can thus be split into two parts
Since the second term is holomorphic in the unit disc |λ| < 1, its integral over |λ| = ρ vanishes by the residue theorem so that the first term gives the formula
Denote the integrand in (2.2) by
Since g(λ) is holomorphic in the unit disc except at the origin, the residue theorem then yields
To calculate the residue above, we apply the Taylor expansion of f in (1.3) and the binomial series
to the left side of (2.4) and obtain the Laurent expansion
This yields
Combining this result with (2.5), we have
. This proves formulas in (2.1) and (2.2) for all ρ ∈ (0, 1). By taking ρ → 1 for any fixed point z ∈ D, we see that (2.1) also holds for ρ = 1 and complete the proof.
Jackson's theorem
Theorem 1.1 means that the existence of operators with appropriate properties implies the Jackson-type theorem. For its proof some lemmas are needed.
The measures we considered are σ -finite measures. The crucial fact for these measures is the Minkowski inequality: Proof. By definition,
Consider |θ − θ | < λδ < (m + 1)δ, where m = [λ] denotes the greatest integer less than or equal to λ. We may assume θ < θ and take an equidistant partition of interval
where θ 0 = θ and θ l+1 = θ l + 1 m+1 (θ − θ ), l = 0, 1, . . . , m. We can now write
By (3.1) and the Minkowski inequality,
By applying the simple inequality
(a + b) s ≤ a s + b s for 0 < s ≤ 1, we have ∇ f (e iθ z) − f (e iθ z) ≤ m l=0 ∇ f (e iθ l+1 z) − f (e iθ l z) s 1 s .
This yields the integral estimates
The last step used the fact p/s ≥ 1 and the Minkowski inequality. Now we take sup a∈Γ on both sides and apply (1.2) and (1.1) to obtain
Hence, ω s (λδ, f, Q µ ) ≤ (λ + 1)ω s (δ, f, Q µ ), as desired.
In the rest of the paper, we denote f g if there exists a positive constant C such that f ≤ Cg for any non-negative functions f and g. We also write f ∼ g if f g and g f . Now we can give the proof of Theorem 1.1.
Proof of Theorem 1.1. By definition
On applying (1.9) and the Minkowski inequality, we have
so that we can apply Lemma 3.2 and assumption (1.8) to obtain
This completes the proof.
Gradient estimates
Theorem 1.2 concerns the existence of integral operators with appropriate property and gradient estimates. Before its proof we will show the important property in (1.7) regarding the associated measures dm k (ϕ).
We consider the measures on [−π, π ):
where 0 < ρ < 1, η > 0, and b > 0. Then and b is an integer greater than 2 s − 1. 
Proof. We invoke the two simple inequalities
The last inequality follows by induction on k. Denote t = 2β. Then
By Lemma 4.1 with k + 1 in place of k, we have
Combining the above results we obtain the desired estimate.
Let U be the unit disc in C,Ū the closed unit disc. Now we can give the proof of Theorem 1.2.
Proof of Theorem 1.2. For simplicity, we write D j for ∂ ∂z j . The integral formula in (2.1) shows that for any fixed ρ ∈ (0, 1)
are probability measures on [−π, π ), we have
This implies
Notice that h(·, z) is holomorphic inŪ for any b ∈ N, Lemma 4.3 shows
where η ∈ (0, 1] and dv ρ,η,b k (ϕ) is defined as in (4.1). Since
We then apply (4.3) and Hölder's inequality to obtain
If we pick ρ = 1 − 1 k and η = s, then dv ρ,η,b k = dm k . This completes the proof.
Q µ spaces
In this section, the domain D is restricted to be the unit ball B of C n . We shall see that the Let v(z) be the normalized Lebesgue measure in the unit ball B of C n , λ(z) the invariant measure dλ(z) = (1 − |z| 2 ) −n−1 dv(z).
The invariant complex gradient for any f ∈ H (B) is defined as
where ϕ z is the biholomorphic Möbius transformation of B such that ϕ z (0) = z and ϕ z (z) = 0. The invariant Green function is given by G(z, a) = g(ϕ a (z)), where
BMOA is the space of holomorphic functions of bounded mean oscillation, which has the equivalent characterization (see [3] )
The generalization of BMOA is the Q p spaces
It is well known (see [2, 14] ) that the Q p spaces unify BMOA and the Bloch space since Q 1 = B M O A and Q p = Bloch space for 1 < p < n n−1 . Essén and Wulan [7, 21] considered the generalization of the Q p spaces by introducing Q K spaces
where K : (0, ∞) → [0, ∞) is right-continuous, non-decreasing, and not identical to zero.
Another generalization of Q p is F( p, q, s) (see [23] ):
where g(z, a) = log |ϕ a (z)| −1 is the Green function of B, 0 < p, s < ∞, and −n − 1 < q < ∞. The spaces F( p, q, s) unify many function spaces, including Q p spaces, Bergman spaces, and Hardy spaces (see [2, 23] ); particularly, in the unit disc (see [22] ),
The crucial fact to establish Jackson's theorem in Q p spaces is the characterization of Q p in terms of two equivalent semi-norms:
It is known (see [9, 12] ) that if n−1 n < p < n n−1 then f Q p < ∞ ⇐⇒ f * Q p < ∞.
Lemma 5.1. Let n−1 n < p < n n−1 . Then · * Q p ∼ · Q p . (5.1)
By the triangle inequality,
hence f ∈ Q p . This proves the completeness of Q p spaces with norm ||| f ||| * Q p . When n ≥ 2 and z ∈ B \ {a}, we have (see [14] ) G(z, a) = g(ϕ a (z)) ∼ (1 − |ϕ a (z)| 2 ) n |ϕ a (z)| −2(n−1) , so that
(1 − |ϕ a (z)| 2 ) n G(z, a).
Since ( Since the spaces Q µ unify the above spaces, we have the following direct corollary of Theorem 1.3. 
