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ABSTRACT
Strong magnetization in accretion discs could resolve a number of outstanding issues related
to stability and state transitions in low-mass X-ray binaries. However, it is unclear how real
discs become strongly magnetized and, even if they do, whether they can remain in such a
state. In this paper, we address the latter issue through a pair of global disc simulations. Here,
we only consider cases of initially purely toroidal magnetic fields contained entirely within a
compact torus. We find that, over only a few tens of orbital periods, the magnetization of an
initially strongly magnetized disc, Pmag/Pgas > 10, drops to . 0.1, similar to the steady-state
value reached in initially weakly magnetized discs. This is consistent with recent shearing
box simulations with initially strong toroidal fields, the robust conclusion being that strongly
magnetized toroidal fields can not be locally self-sustaining. These results appear to leave net
poloidal flux or extended radial fields as the only avenues for establishing strongly magnetized
discs, ruling out the thermal collapse scenario.
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— X-rays: binaries
1 INTRODUCTION
The importance of magnetic fields to the process of accretion is
now widely accepted. Magnetic fields are paramount to the opera-
tion of the magneto-rotational instability (MRI; Balbus & Hawley
1991), which drives turbulence within differentially rotating discs.
This turbulence acts as an effective viscosity, transporting angu-
lar momentum and dissipating energy to facilitate accretion onto
the central object. Magnetic fields also likely play a critical role
in powering the narrow, fast jets of outflowing gas often associ-
ated with discs (Blandford & Znajek 1977). These fields may also
launch wider, slower winds (Blandford & Payne 1982), observed in
multiple black hole low-mass X-ray binaries (LMXBs; Miller et al.
2006; Ponti et al. 2012).
Magnetic fields may also play a more subtle role in helping
stabilize accretion discs. For example, Begelman & Pringle (2007)
(also Oda et al. 2009) argued that strong magnetic fields can stabi-
lize thin discs against both thermal and viscous instabilities. There
are now numerical results to back up that claim (Sa¸dowski 2016b).
This is potentially very important as it may help explain why ac-
cretion discs in X-ray binaries generally show far less variability at
high luminosities than would be expected if these instabilities were
at play.
So far, models that advocate for strong magnetic fields in ac-
cretion discs have failed to demonstrate conclusively how those
? E-mail: fragilep@cofc.edu
fields get there in the first place and whether or not they can re-
main strong. For instance, discs threaded with a net vertical mag-
netic flux have been shown in shearing box numerical simulations
to achieve high magnetization (Pmag/Pgas > 1; Bai & Stone 2013;
Salvesen et al. 2016b). However, it is not clear in all cases that an
adequate supply of such flux exists (Sa¸dowski 2016a).
Another suggested avenue for achieving high magnetization
is through a thermal runaway (Pariev, Blackman & Boldyrev 2003;
Machida, Nakamura & Matsumoto 2006; Fragile & Meier 2009).
Rapid cooling of an initially hot, thick, weakly magnetized disc can
increase the magnetic flux by trapping magnetic field within the
collapsing disc. Yet, even if such a thermal runaway were to occur,
it would likely only produce a transient high-magnetization phase,
unless there is a mechanism that would allow the disc to persist in
such a state.
A third possibility was suggested by Johansen & Levin (2008),
who proposed a dynamo process mediated by the Parker instabil-
ity, in which buoyantly rising azimuthal field is replenished by the
stretching of radial field created as gas particles slide down inclined
field lines. This dynamo was predicted to maintain high disc mag-
netizations (Pmag/Pgas & 1), and the authors found support for this
claim through shearing box simulations. However, as pointed out
by Salvesen et al. (2016), those simulations used periodic bound-
ary conditions on the top and bottom of the box, thereby preventing
magnetic field from escaping. Shearing box simulations with more
realistic “open” vertical boundary conditions, on the other hand,
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found only weak magnetizations (Pmag/Pgas . 0.1; Salvesen et al.
2016), bringing the Parker-driven dynamo into question.
In this work, we report on simulations that are specifically
designed to test the question of whether discs are able to remain
strongly magnetized, assuming they are able to somehow achieve
this state. Similar to Johansen & Levin (2008) and Salvesen et al.
(2016), we focus on the case of initially purely toroidal field con-
figurations. However, unlike those works, we perform global sim-
ulations. Three important advantages of global simulations are: 1)
there are no concerns about about boundary issues since the do-
main is larger than the entire disc; 2) any global instabilities or
correlations with length scales larger than a typical shearing box
will be captured; and 3) global simulations naturally include the
curvature terms neglected in shearing boxes. Of course, two signif-
icant disadvantage of global simulations are: 1) the computational
cost of achieving adequate resolution; and 2) the limited duration
allowed when the simulation is initiated from a finite equilibrium
distribution, as in our study. For example, by the time we stop our
strongly magnetized simulation, the disc has lost over 80% of its
initial mass into the black hole. Nevertheless, we are able to clearly
demonstrate that the magnetization of such discs becomes weak on
the timescale of a few tens of orbits.
In the next section, we briefly describe our numerical set up.
Then, in Section 3 we present our results. In Section 4, we end with
some concluding thoughts. Throughout most of the text, we use
units where G = c = 1, so physical lengths and times are recovered
by multiplying by GM/c2 and GM/c3, respectively.
2 NUMERICAL SET UP
We consider two cases of magnetized tori, both initialized with
purely toroidal magnetic fields following the procedure described
in Komissarov (2006). Briefly, the Komissarov solution is uniquely
specified by the following parameters:
(i) black hole mass, M, and spin, a,
(ii) specific angular momentum of the torus gas, `,
(iii) surface potential, Win,
(iv) magnetization at the torus center, (Pmag/Pgas)c.
For both our cases, the dimensionless black hole spin is a∗ = a/M =
0.9. The mass of the black hole is left unspecified, as it simply sets
a scale for the problem. The solutions presented in Komissarov
(2006) all assumed a constant specific angular momentum; more
general solutions with power-law angular velocities were demon-
strated in Wielgus et al. (2015). In this work, we only consider
constant specific angular momentum cases with ` = 2.8. While
it is conceivable that one might be able to construct an initial an-
gular momentum distribution that would alter our conclusions, we
suspect that this would only be true for very unusual distributions.
The remaining parameters are Win = −0.030 and (Pmag/Pgas)c = 10
(case A) or 0.1 (case Aw). Case A comes directly from Komis-
sarov (2006) and was also studied in Wielgus et al. (2015); its ini-
tial configuration is shown in Fig. 1. Case Aw is a new case, which
has parameters identical to case A, except that it has a weak initial
magnetic field, Pmag/Pgas ≈ 0.1.
Both cases are purportedly stable according to the criteria
of Pessah & Psaltis (2005). However, those authors only consid-
ered axisymmetric perturbations. While the Komissarov strongly
magnetized torus solution is stable to axisymmetric perturbations,
it is unstable to non-axisymmetric ones, specifically the non-
axisymmetric MRI (Wielgus et al. 2015).
Figure 1. Pseudocolor plot of the magnetization, Pmag/Pgas, with contours
of gas density, ρ, for a poloidal slice of the strongly magnetized case (A).
The contours are spaced logarithmically over 4 orders of magnitude.
We use the Cosmos++ computational astrophysics code (An-
ninos, Fragile & Salmonson 2005; Fragile et al. 2012) to numer-
ically evolve three-dimensional simulations of both tori. This is
done on a 252 × 256 × 64 grid, with cells spaced evenly in co-
ordinates x1, x2, and φ. x1 is related to the normal radial coordinate
through the logarithmic transformation, x1 ≡ 1 + ln(r/rBH), where
rBH = (1 +
√
1 − a2∗)M = 1.44M is the black hole radius. x2 is re-
lated to θ as θ(x2) = pi/2[1 + (1 − ε)(2x2 − 1) + ε(2x2 − 1)n], where
we take ε = 0.7 and n = 29 (Noble, Krolik & Hawley 2010). Out-
flow boundaries are used at rmin = 0.95rBH and rmax = 50M, while
reflecting boundaries are employed at θ = 0 and pi. We evolve only
a quarter of the azimuthal domain, 0 6 φ 6 pi/2, with periodic
boundaries at φ = 0 and φ = pi/2. We use the orbital period at
rc = 4.62M, i.e., torb = 2pi/Ω(rc) = 68M, as a convenient unit
of time. Both simulations are run for > 10torb. Note that we also
performed a version of the case A simulation at half the standard
resolution. Comparison between the different resolutions suggests
that our conclusions are not sensitive to the resolution used.
3 RESULTS
3.1 Weakly magnetized torus – Case Aw
We start, first, by describing the results of the weakly magnetized
simulation, Aw. Consistent with numerous other simulations of
weakly magnetized tori in the literature (e.g. Hawley 2000; De Vil-
liers, Hawley & Krolik 2003; Fragile et al. 2007), including those
with weak toroidal fields (e.g. Beckwith, Hawley & Krolik 2008),
the magnetic field remains weak, even after the onset of the MRI. In
the top panel of Fig. 2, we plot the density-weighted, shell average
of Pmag/Pgas, i.e.
〈Pmag/Pgas〉ρ =
∫
(Pmag/Pgas)ρ
√−gdAR∫
ρ
√−gdAR
, (1)
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Figure 2. Space-time plot of the density-weighted, shell-averaged ratio of
magnetic pressure to gas pressure, 〈Pmag/Pgas〉ρ, for case Aw (top panel)
and case A (bottom panel). The white, dashed line shows the local orbital
period for reference.
where ρ is the gas rest-mass density and dAR is the area element
normal to the radial direction. Clearly, 〈Pmag/Pgas〉ρ remains less
than one and averages ∼ 0.1 at nearly all radii and times.
Fig. 3 presents a so-called “butterfly” diagram, which is in-
tended to show the cyclic decay and replenishment of the azimuthal
magnetic field owing to the action of the MRI dynamo. In shearing
box simulations with weak or no net vertical flux, such diagrams
show very regular field reversals about every 10 orbits (Branden-
burg et al. 1995; Davis, Stone & Pessah 2010; Simon, Beckwith
& Armitage 2012), producing the colorful pattern that gives these
diagrams their name. However, the pattern is not always so orderly.
In shearing box simulations with significant net vertical flux, the
behavior becomes more chaotic, with the dynamo behavior ceas-
ing altogether above a certain field strength (Fromang et al. 2013;
Bai & Stone 2013; Salvesen et al. 2016b). For our weakly mag-
netized case Aw (top panel), the behavior of Bφ is quite sporadic.
The field initially decays, but is replenished to roughly its initial
strength repeatedly and in multiple locations, though no clear peri-
odic behavior is seen. Importantly, Bφ does not grow significantly
stronger, consistent with the magnetization remaining weak.
Finally, in Fig. 4, we consider the dimensionless stress param-
Figure 3. Space-time diagram of the azimuthally averaged, azimuthal mag-
netic field, Bφ, at r = rc, normalized by its initial mid-plane value for case
Aw (top panel) and case A (bottom panel). Note the different scales on the
two plots. In case A, the magnetic field becomes significantly weaker with
time.
eter
αmag =
(Wrˆφˆ)mag
PTot
, (2)
averaged and weighted in the same manner as the magnetization
in equation (1), where Wrˆφˆ is the covariant rˆ-φˆ component of the
magnetic stress tensor and PTot = Pmag + Pgas represents the total
pressure. The top panel (representing case Aw) shows a fairly typi-
cal value for a weakly magnetized disc simulation (αmag ≈ 0.02).
3.2 Strongly magnetized torus – Case A
The results in the previous section were all consistent with previous
global simulations of weakly magnetized tori. The results of this
section will be more novel. First off, we claim that strong toroidal
magnetization can not be maintained within a disc for more than
∼ 10 orbital periods. The strongest evidence for this is presented
in Figs. 2 (bottom panel) and 5. Fig. 2 clearly shows that the mag-
netization within the disc drops steadily from 〈Pmag/Pgas〉ρ > 10 to
. 0.1, two orders of magnitude in roughly 20 orbital periods. Fig.
5 shows that, at small radii (r . 10M), the drop in 〈Pmag/Pgas〉ρ
is owing almost entirely to a very significant drop in 〈Pmag〉ρ. At
c© 0000 RAS, MNRAS 000, 000–000
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Figure 4. Space-time plot of the density-weighted, shell-averaged αmag for
case Aw (top panel) and case A (bottom panel).
larger radii (r & 10M), the drop in 〈Pmag/Pgas〉ρ is more attributable
to a rise in 〈Pgas〉ρ.
Our first consideration is that the drop in 〈Pmag〉ρ at small radii
may be due to advection of the magnetic field into the black hole.
In Figure 6, we compare the magnetic flux at the horizon, i.e.
E˙mag(t) =
∫ √−g(T rt )magdAR , (3)
with the mass flux, M˙(t) (calculated by replacing (T rt )mag in equa-
tion (3) with ρur). We also show the total integrated magnetic en-
ergy
Emag(t) = −
∫ √−g(T tt )magdV (4)
and mass, M (calculated by replacing (T tt )mag in equation (4) with
−ρut), on the grid as a function of time. We find that the flux of
magnetic field into the black hole is insignificant when compared
to the total drop in magnetic energy on the grid. This is unlike the
mass, where the flux at the event horizon nicely matches the drop in
total mass, as it should. (Magnetic energy losses through the outer
radial boundary are negligible in both cases.) Therefore, the signif-
icant drop in magnetic energy must have another cause.
Reconnection is another possibility to consider. In many MRI
turbulent disc simulations, magnetic energy is converted to gas in-
ternal energy (heat) through reconnection at the grid scale. How-
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Figure 5. Top panel: Space-time plot of the density-weighted, shell-
averaged value of magnetic pressure, 〈Pmag〉ρ, normalized by its initial
value, for case A. Bottom panel: Similar space-time plot, but for the density-
weighted, shell-averaged value of gas pressure, 〈Pgas〉ρ, normalized by its
initial value.
ever, given that our global field topology is purely azimuthal (and
in a uniform direction) and reconnection within the computational
domain can not change this topology, it is not possible to lower the
overall magnetic energy in this way. Reconnection can, and cer-
tainly does, take place during the MRI-driven turbulence phase, but
it can not, by itself, be responsible for the reduction of total mag-
netic energy that we see in case A.
It seems, in the end, that most of the drop in magnetic energy
in Figure 6 is owing to work being done by the magnetic field on
the gas. Whereas in weakly magnetized discs the MRI dynamo of-
ten increases the total magnetic energy (see case Aw in the lower
left panel of Figure 6), in the strongly magnetized case, it seems the
MRI facilitates a redistribution of the gas and magnetic field, such
that the magnetization drops and the disc becomes weakly magne-
tized in its interior. As a result of this redistribution, the magnetic
field that initially occupied the inner disc region is dispersed over a
much larger volume by the end of the simulation. This can be seen
in Fig. 7, where much of the field is found outside the disc, espe-
cially in the funnel region. This spreading of the field over a larger
volume necessarily results in a drop in magnetic pressure within
the disc.
Additional insight can be gained by looking again at Fig. 3.
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Figure 6. Magnetic (top) and mass (second) fluxes at the event horizon and
total magnetic energy (third) and mass (bottom), all in arbitrary units, as a
function of time for cases Aw and A.
Figure 7. Pseudocolor plot of the magnetic pressure normalized to its initial
maximum value, Pmag/(Pmag)0,max, with contours of gas density, ρ, for the
strongly magnetized case (A). The contours are spaced logarithmically over
4 orders of magnitude. Data are time averaged over the final orbital period,
torb = 68M, of the simulation.
As before, we see considerable variability in the strength of Bφ for
case A (bottom panel), but no well-organized cycle. Furthermore,
in this case, the field fails to return to anything close to its initial
value. Instead, the mean field strength is reduced by more than an
order of magnitude. This suggests that, similar to net poloidal flux
in shearing box simulations, strong toroidal fields in global simula-
tions can interfere with the MRI dynamo. There is also no evidence
for a Parker-driven dynamo.
One final note of interest regarding the strongly magnetized
torus case is that, for the brief period that the magnetization,
Pmag/Pgas, is high, the dimensionless stress, αmag, is also high (com-
pare Figs. 2 and 4). Bai & Stone (2013); Salvesen et al. (2016b)
showed that discs threaded with a net vertical flux exhibit system-
atically higher values of α as the flux increases, but this is the first
evidence that we are aware of a similar dependence of αmag on the
strength of the toroidal field. For our finite size torus, where the disc
never reaches a true steady state, this makes a noticeable difference
in how quickly material accretes onto the black hole (Figure 6 right
panels). However, this appears to be a transient effect in our case. If
we had run a longer simulation by either starting with a larger torus
or one located further from the black hole, then we anticipate that
the value for αmag would have steadily declined, as did the magne-
tization, to a value comparable to our weak magnetization case.
4 DISCUSSION AND CONCLUSIONS
In this work, we studied the evolution of magnetic fields in ini-
tially strongly magnetized (toroidal field) global simulations, sim-
ilar in nature to shearing box simulations of Johansen & Levin
(2008) and Salvesen et al. (2016). We started with magnetic fields
of differing strengths [(Pmag/Pgas)c = 0.1 or 10] and let the sim-
ulations run for many orbital periods. In both cases, we found
that the disc ultimately reached weakly magnetized configurations
c© 0000 RAS, MNRAS 000, 000–000
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(〈Pmag/Pgas〉ρ ∼ 0.1). This same limit has been reached in all weak
initial field configurations of which we are aware (see Hawley,
Guan & Krolik 2011; Hawley et al. 2013, and references therein)
and also for the strong, toroidal fields considered in Salvesen et al.
(2016). Only when large scale (i.e. non-local) fields are present, as
in the case of a net poloidal flux (Bai & Stone 2013; Salvesen et al.
2016b) or strong radial component (Sa¸dowski 2016b), are strong
magnetizations sustained within the disc.
In our initially high (toroidal) magnetization case, we find that
the magnetization drops mostly because of a redistribution of the
gas and magnetic fields. The strong magnetic fields do work against
the gas, pushing their way into the funnel region and out to large
radii. This happens over a few tens of orbital periods, and the az-
imuthal field in the disc is never fully replenished. Thus, this sim-
ulation shows no evidence of the Parker-driven dynamo predicted
by Johansen & Levin (2008).
Our work confirms the shearing box results of Salvesen et al.
(2016) that discs with predominantly toroidal magnetic fields can
not remain strongly magnetized (Pmag/Pgas > 1), at least not within
1-2 scale heights of the disc midplane. In other words, strong
toroidal magnetic fields are not locally self-sustaining within the
body of the disc. If strongly magnetized discs are then required to
explain the apparent stability of many accreting black hole X-ray
binaries at high luminosities, then the discs must be threaded by
some other dominant field component, either radial or vertical. Ad-
ditionally, the thermal collapse scenario for creating strongly mag-
netized discs, even if it is possible, must lead to only a temporary
increase in magnetization, lasting only a few tens of orbits.
5 ACKNOWLEDGEMENTS
This research was supported by the National Science Founda-
tion under grant NSF AST-1211230 and AST-1616185. This work
used the Extreme Science and Engineering Discovery Environ-
ment (XSEDE), which is supported by National Science Founda-
tion grant number ACI-1053575. We also thank the International
Space Science Institute, where part of this work was carried out,
for their hospitality.
REFERENCES
Anninos P., Fragile P. C., Salmonson J. D., 2005, Astrophysical
Journal, 635, 723
Bai X.-N., Stone J. M., 2013, Astrophysical Journal, 767, 30
Balbus S. A., Hawley J. F., 1991, Astrophysical Journal, 376, 214
Beckwith K., Hawley J. F., Krolik J. H., 2008, Astrophysical Jour-
nal, 678, 1180
Begelman M. C., Pringle J. E., 2007, Monthly Notices of the
Royal Astronomical Society, 375, 1070
Bisnovatyi-Kogan G. S., Ruzmaikin A. A., 1974, Astrophysics &
Space Science, 28, 45
Blandford R. D., Payne D. G., 1982, Monthly Notices of the Royal
Astronomical Society, 199, 883
Blandford R. D., Znajek R. L., 1977, Monthly Notices of the
Royal Astronomical Society, 179, 433
Brandenburg A., Nordlund A., Stein R. F., Torkelsson U., 1995,
Astrophysical Journal, 446, 741
Davis S. W., Stone J. M., Pessah M. E., 2010, Astrophysical Jour-
nal, 713, 52
De Villiers J.-P., Hawley J. F., Krolik J. H., 2003, Astrophysical
Journal, 599, 1238
Fragile P. C., Blaes O. M., Anninos P., Salmonson J. D., 2007,
Astrophysical Journal, 668, 417
Fragile P. C., Gillespie A., Monahan T., Rodriguez M., Anninos
P., 2012, Astrophysical Journal Suppl. Ser., 201, 9
Fragile P. C., Meier D. L., 2009, Astrophysical Journal, 693, 771
Fromang S., Latter H., Lesur G., Ogilvie G. I., 2013, Astronomy
& Astrophysics, 552, A71
Hawley J. F., 2000, Astrophysical Journal, 528, 462
Hawley J. F., Guan X., Krolik J. H., 2011, Astrophysical Journal,
738, 84
Hawley J. F., Richers S. A., Guan X., Krolik J. H., 2013, Astro-
physical Journal, 772, 102
Johansen A., Levin Y., 2008, Astronomy & Astrophysics, 490,
501
Komissarov S. S., 2006, Monthly Notices of the Royal Astronom-
ical Society, 368, 993
Machida M., Nakamura K. E., Matsumoto R., 2006, Publications
of the Astronomical Society of Japan, 58, 193
Miller J. M., Raymond J., Fabian A., Steeghs D., Homan J.,
Reynolds C., van der Klis M., Wijnands R., 2006, Nature, 441,
953
Narayan R., Igumenshchev I. V., Abramowicz M. A., 2003, Pub-
lications of the Astronomical Society of Japan, 55, L69
Noble S. C., Krolik J. H., Hawley J. F., 2010, Astrophysical Jour-
nal, 711, 959
Oda H., Machida M., Nakamura K. E., Matsumoto R., 2009, As-
trophysical Journal, 697, 16
Pariev V. I., Blackman E. G., Boldyrev S. A., 2003, Astronomy &
Astrophysics, 407, 403
Pessah M. E., Psaltis D., 2005, Astrophysical Journal, 628, 879
Ponti G., Fender R. P., Begelman M. C., Dunn R. J. H., Neilsen
J., Coriat M., 2012, Monthly Notices of the Royal Astronomical
Society, 422, 11
Salvesen G., Armitage P. J., Simon J. B., Begelman M. C., 2016,
Monthly Notices of the Royal Astronomical Society, 460, 3488
Salvesen G., Simon J. B., Armitage P. J., Begelman M. C., 2016b,
Monthly Notices of the Royal Astronomical Society, 457, 857
Sa¸dowski A., 2016a, Monthly Notices of the Royal Astronomical
Society, 462, 960
Sa¸dowski A., 2016b, Monthly Notices of the Royal Astronomical
Society, 459, 4397
Simon J. B., Beckwith K., Armitage P. J., 2012, Monthly Notices
of the Royal Astronomical Society, 422, 2685
Wielgus M., Fragile P. C., Wang Z., Wilson J., 2015, Monthly
Notices of the Royal Astronomical Society, 447, 3593
c© 0000 RAS, MNRAS 000, 000–000
