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MINIMALITY OF TENSORS OF FIXED MULTILINEAR RANK
ALEXANDER HEATON, KHAZHGALI KOZHASOV, AND LORENZO VENTURELLO
Abstract. We discover a geometric property of the space of tensors of fixed multilinear
(Tucker) rank. Namely, we show that real tensors of fixed multilinear rank form a minimal
submanifold of the Euclidean space of all tensors of given format endowed with the Frobenius
inner product.
1. Introduction
In the following by R
n1 ⊗ ⋅ ⋅ ⋅ ⊗ Rnd we denote the space of real (n1, . . . , nd)-tensors whose
elements are identified with arrays T = (ti1...id) of real numbers. The space Rn1 ⊗ ⋅ ⋅ ⋅ ⊗ Rnd is
endowed with the standard Frobenius inner product that is defined by
⟨T,S⟩ = d∑
j=1
nj∑
ij=1 ti1...idsi1...id ,(1.1)
where T = (ti1...id), S = (si1...id). The multilinear rank of T ∈ Rn1 ⊗⋯⊗ Rnd is the tuple
µrank(T ) = min{(r1, . . . , rd) ∈ Nd0 ∶ T ∈W1 ⊗⋯⊗Wd, Wj ⊆ Rnj , dimWj = rj} ,
where N0 = {0,1,2, . . .} and each Wj is a linear subspace of Rnj . The number rj is equal to
the rank of the nj ×∏k≠j nk matrix obtained by flattening or unfolding or matricizing the
tensor along mode j [13, Theorem 6.13]. In the case d = 2 the multilinear rank (r1, r2) of
a matrix T satisfies r1 = r2 = rank(T ), since the rank of the row and column space of any
matrix coincide. For tensors with more than 2 modes, the multilinear rank is different than
the classical rank
rank(T ) = min{r ∈ N0 ∶ T = r∑
i=1 v1,i ⊗⋯⊗ vd,i, vj,i ∈ Rnj} .
The latter notion of rank is also important for many applications (see [14], [17, Section 3]),
but will not be the focus of this article. For d ≥ 1 and r ∈ Nd0, let Td,r be the set of order d
tensors with multilinear rank r. It is well-known (see, for example, [25]) that this set is a
smooth submanifold of R
n1 ⊗⋯⊗ Rnd of dimension
dim(Td,r) = d∑
j=1 rj(nj − rj) + d∏j=1 rj.
The topology of Td,r was recently studied in [4]. They show, for example, that Td,r is path-
connected unless nj = rj =∏k≠j rj for some j. The notion of multilinear rank was introduced
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in [20] and popularized in [6] where it was used to show that the Tucker decomposition (see
[24] and [17, Section 4]) provides a convincing generalization of the matrix singular value
decomposition (SVD). The set Td,r and the Tucker decomposition in general have been used
in numerous interesting applications, including the technique TensorFaces in computer vision
[26]. Note that throughout this article we refer to the set of tensors of fixed multilinear rank,
rather than the related subspace variety consisting of all tensors with µrank(T ) ≤ (r1, . . . , rd),
which is also a well-studied object of interest [21, Chapter 7].
A common task is to find the best low-rank approximation of a tensor [7]. For matrices,
the celebrated Eckart-Young theorem [9] states that truncating the SVD yields a closed-form
solution, but for tensor rank the problem is ill-posed [8] due to the phenomenon of border
rank. The subspace variety is Zariski closed, providing a nice setting for existence, but is not
smooth. As a consequence, computing the best multilinear approximation over the subspace
variety becomes more difficult, since not all points admit tangent spaces.
In contrast, the problem of finding the best multilinear low-rank approximation is well-
posed on Td,r with a unique solution with respect to the Frobenius norm [8, Corollary 4.5].
The manifold structure of low-rank tensors has been used in numerical analysis and computa-
tional physics (see [12] for an overview) and, in general, methods of Riemannian optimization
can be utilized [1, 10]. In recent work [19], the authors studied the problem of tensor com-
pletion, filling in the missing entries of a tensor to achieve a low-rank tensor. Tensors of
fixed multilinear rank Td,r were used due to their manifold structure, implementing a ver-
sion of nonlinear conjugate gradient method, see also [5]. Td,r was also used in [11, 22] to
formulate the tensor approximation problem over a product of Grassmann manifolds. In
[16], the manifold structure of Td,r was used to derive nonlinear differential equations whose
solution is a time-varying family of tensors S(t) ∈ Td,r which provide the best multilinear
rank approximation to a given family T (t) ∈ Rn1⊗⋯⊗Rnd , a problem called dynamical tensor
approximation. Therefore the geometry of the set Td,r is important for applications.
Our main result discovers a new geometric property of Td,r, namely its minimality.
Theorem 1.1. For any r ∈ Nd0 the manifold Td,r is a minimal submanifold of the Euclidean
space (Rn1 ⊗ ⋅ ⋅ ⋅ ⊗ Rnd , ⟨⋅, ⋅⟩), that is, its mean curvature vector field is identically zero.
Minimal submanifolds are mathematical models of soap films: they minimize the volume
locally around every point. When d = 2 the manifold T2,r, r = (r, r), consists of n1 × n2
matrices of rank r. Its minimality was recently proved in [2, 18] and for n1 = n2 = r+1 earlier
in [23]. Thus Theorem 1.1 generalizes this property from matrices to higher order tensors.
2. Preliminaries
This section reviews basic concepts we will need. For more on tensors and tensor decom-
positions, see [17, 21], while for differential geometry see [3, 15]. We first recall a definition
of the mean curvature vector field of a submanifold of an Euclidean space, see [15, Ch. VII]
for more details.
Let (Rn, ⟨⋅, ⋅⟩) be an Euclidean space and let M ⊂ Rn be a smooth m-dimensional sub-
manifold. Consider a local parametrization r ∶ U →M of M , where U is an open subset of
R
m
. The first order partial derivatives ∂u1r(u), . . . , ∂umr(u) form a basis of the tangent space
Tr(u)M of M at r(u) and we denote by Gr(u) = (⟨∂uir(u), ∂ujr(u)⟩) the Gram matrix of the
2
metric of M with respect to this basis. Thus, Gr(u), u ∈ U , is a smooth field of positive defi-
nite matrices along r(U) ⊂M . The second fundamental form of M is a symmetric bilinear
form b on the tangent bundle TM to M with values in the normal bundle (TM)⊥ ⊂ Rn to
M defined at a point r(u) ∈M via
b(u, v) = m∑
i,j=1uivj (∂ 2uiujr(u))⊥ ,(2.1)
where u = ∑mi=1 ui∂uir(u), v = ∑mj=1 vj∂ujr(u) ∈ Tr(u)M are arbitrary tangent vectors and(∂ 2uiujr(u))⊥ ∈ (Tr(u)M)⊥ is the normal component of the vector ∂ 2uiujr(u) ∈ Rn. The mean
curvature vector of M at r(u) ∈M is defined to be
Hr(u) = m∑
i,j=1 (G−1r(u))ij b (∂uir(u), ∂ujr(u)) = m∑i,j=1 (G−1r(u))ij (∂ 2uiujr(u))⊥ ,(2.2)
where G−1
r(u) denotes the inverse to the positive definite matrix Gr(u). The definition depends
only on the embedding M ⊂ V and not on the choice of the local parametrization. The
smooth field Hr(u), u ∈ U , of normal vectors is the mean curvature vector field of M along
the open set r(U) ⊂M . By gluing “local” definitions of the mean curvature vector field along
open sets r(U) from an open cover of M one obtains the smooth field of normal vectors called
the mean curvature vector field of M . It will be convenient to adapt the following “formal”
writing of (2.2)
Hr(u) = Tr (G−1r(u) ⋅ (d2r(u))⊥) ,(2.3)
where d2r(u) is the symmetric matrix whose (i, j)-th entry is the vector ∂ 2uiujr(u) and (⋅)⊥
is applied entry-wise.
A submanifold M ⊂ Rn of the Euclidean space (Rn, ⟨⋅, ⋅, ⟩) is called minimal if the mean
curvature vector field vanishes. Thus, in order to prove minimality of M ⊂ Rn one can show
that for each point x ∈M there is a local parametrization r ∶ U →M with x = r(u) and such
that Hr(u) = 0.
Next, we state the definition of multilinear rank of a tensor in terms of ranks of its
flattening matrices.
For a tensor T = (ti1...id) ∈ Rn1 ⊗⋯⊗ Rnd and an index j ∈ [d] = {1, . . . , d} a j-th flattening
of T is the nj ×∏k≠j nk matrix whose rows are indexed by ij ∈ [nj], columns are indexed by(d − 1)-tuples (i1, . . . , ij−1, ij+1, . . . , id) ∈ [n1] × ⋯ × [nj−1] × [nj+1] × ⋯ × [nd] (ordered in
an arbitrary but a priori fixed way) and its (ij, (i1, . . . , ij−1, ij+1, . . . , id))-th entry equals
ti1...ij−1ijij+1...id . It is well known that T has multilinear rank r = (r1, . . . , rd) if and only if for
j ∈ [d] the j-th flattening matrix of T has rank rj, see [13, Theorem 6.13]. Finally, note that
the dot products between the rows of the j-th flattening of T with indices λ,λ′ ∈ [nj] equals
∑
k∈[d]∖j
nk∑
ik=1 ti1...ij−1λij+1...id ti1...ij−1λ′ij+1...id .(2.4)
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3. Proof of main theorem
The product of orthogonal groups O(n) = O(n1)×⋯×O(nd) acts on Rn1 ⊗⋯⊗Rnd . More
explicitly, g = (g1, . . . , gd) ∈ O(n) acts on the tensor T = (ti1...id) ∈ Rn1 ⊗ ⋅ ⋅ ⋅ ⊗ Rnd as
g∗T = ⎛⎝ d∑j=1
nj∑
kj=1 g
1
i1k1
. . . gdidkdtk1...kd
⎞⎠ ,
preserving the Frobenius inner product (1.1). This action also preserves the multilinear rank
and hence restricts to an action on manifolds Td,r. In the following, we fix an orthonormal
basis {ej1, . . . , ejnj} of Rnj . In view of the above we have HT = 0 if and only if Hg∗T = 0
for any g ∈ O(n). In particular, since the orthogonal group O(nj) acts transitively on the
Grassmannian Gr(rj, nj) of rj-planes in Rnj , to prove that the mean curvature vector HT at
T ∈ Td,r is zero we can first assume that T ∈W1 ⊗ ⋅ ⋅ ⋅ ⊗Wd with Wj = Span{ej1, . . . , ejrj},
T = d∑
j=1
rj∑
ij=1 ti1...id e
1
i1 ⊗⋯⊗ edid .
For 1 ≤ α,β ≤ nj let Ejαβ be the (α,β)-th matrix unit of size nj × nj,
(Ejαβ)α′β′ = { 1, if α = α′ and β = β′0, otherwise ,
and let Ljαβ = Ejβα − Ejαβ. Skew-symmetric matrices Ljαβ, 1 ≤ α < β ≤ nj, form a basis of
the tangent space T1O(nj) to the orthogonal group at the identity matrix 1 ∈ O(nj). For
L ∈ T1O(nj) let u ↦ euL be the one-parameter subgroup of orthogonal matrices such that
e0L = 1 and ddueuL = LeuL = euLL and define a family of matrices in O(nj) via
g(uj) = rj∏
α=1
nj∏
β=rj+1 e
uj
αβ
Lj
αβ , uj = (ujαβ),(3.1)
where orthogonal matrices eu
j
αβ
Lj
αβ in the product are ordered according to the order(1, rj + 1), (2, rj + 1), . . . , (rj, rj + 1), (1, rj + 2), . . . , (rj, rj + 2), . . . , (1, nj), . . . , (rj, nj)(3.2)
on the set of pairs (α,β). Note that the associated family g(uj)Wj ⊂ Gr(rj, nj) of rj-planes
contains a neighborhood of Wj ∈ Gr(rj, nj). We will need formulas for partial derivatives of
(3.1). By Leibniz’s rule we obtain for 1 ≤ j ≤ d and 1 ≤ λ ≤ rj, rj + 1 ≤ µ ≤ nj
∂g
∂ujλµ
(uj) = ⎛⎝ rj∏α=1
µ−1∏
β=rj+1 e
uj
αβ
Lj
αβ
⎞⎠(λ−1∏α=1 eujαµLjαµ) eujλµLjλµLjλµ (
rj∏
α=λ+1 eu
j
αµL
j
αµ)⎛⎝ rj∏α=1
nj∏
β=µ+1 e
uj
αβ
Lj
αβ
⎞⎠ .
Evaluation of the last expression at uj = 0 gives
∂g
∂ujλµ
(0) = Ljλµ.(3.3)
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Now, the second order partial derivatives of (3.1) evaluated at uj = 0 equal
∂2g
∂ujλµ∂u
j
λ′µ′
(0) = LjλµLjλ′µ′ = −δµµ′Ejλλ′ − δλλ′Ejµµ′ ,(3.4)
where (λ,µ) ≤ (λ′, µ′) with respect to the above defined order. Next we define a local
parametrization of Td,r around T = (ti1...id) by
(3.5) T (u1, . . . ,ud, S) = d∑
j=1
rj∑
ij=1(ti1...id + si1...id) g(u1)e1i1 ⊗⋯⊗ g(ud)edid ,
where uj ∈ Rrj(nj−rj), j ∈ [d], and S = (si1...id) ∈ Rr1 ⊗⋯⊗ Rrd together constitute a family of
parameters of dimension ∑dj=1 rj(nj − rj) +∏dj=1 rj = dim(Td,r).
Note that at 0 = (0, . . . ,0,0) = (u1, . . . ,ud, S) we have T (0) = T . The first order partial
derivatives of (3.5) evaluated at 0 equal
∂T
∂si1...id
(0) = e1i1 ⊗ ⋅ ⋅ ⋅ ⊗ edid(3.6)
and
(3.7)
∂T
∂ujλµ
(0) = d∑
k=1
rk∑
ik=1 ti1...id e
1
i1 ⊗ ⋅ ⋅ ⋅ ⊗ ej−1ij−1 ⊗Ljλµejij ⊗ ej+1ij+1 ⊗ ⋅ ⋅ ⋅ ⊗ edid
= ∑
k∈[d]∖j
rk∑
ik=1 ti1...ij−1λ ij+1...id e
1
i1 ⊗ ⋅ ⋅ ⋅ ⊗ ej−1ij−1 ⊗ ejµ ⊗ ej+1ij+1 ⊗ ⋅ ⋅ ⋅ ⊗ edid ,
where in (3.7) we use (3.3) and the formula
Ljλµe
j
ij
= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ejµ, if ij = λ−ejλ, if ij = µ
0, otherwise
.
Note that λ ∈ {1,2, . . . , rj}, µ ∈ {rj + 1, . . . , nj}, and the sum in (3.7) in the ij-th index runs
over ij ∈ {1,2, . . . , rj} so that ij = λ is the only relevant case. It immediately follows from
(3.6) and (3.7) that
⟨ ∂T
∂si1...id
(0), ∂T
∂sj1...jd
(0)⟩ = δi1j1 . . . δidjd ,(3.8)
⟨ ∂T
∂si1...id
(0), ∂T
∂ujλµ
(0)⟩ = 0,(3.9)
⟨ ∂T
∂ujλµ
(0), ∂T
∂uj
′
λ′µ′
(0)⟩ = δjj′δµµ′ ∑
k∈[d]∖j
rk∑
ik=1 ti1...ij−1λij+1...id ti1...ij−1λ′ij+1...id ,(3.10)
for every (i1, . . . , id), (j1, . . . , jd) ∈ [r1]× ⋅ ⋅ ⋅ × [rd], j, j′ ∈ [d], (λ,µ) ∈ [rj]× {rj + 1, . . . , nj} and(λ′, µ′) ∈ [rj′]×{rj′ +1, . . . , nj′}. With these formulas on hand we compute the Gram matrix
GT=T (0). The rows and columns of this symmetric dim(Td,r) × dim(Td,r) matrix are indexed
by the local coordinates in the parametrization (3.5), and each entry of GT is the inner
product of the corresponding partial derivatives of (3.5) evaluated at (u1, . . . ,ud, S) = 0.
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First, formulas (3.8), (3.9) and (3.10) imply that GT has a block diagonal structure, with
the d + 1 many blocks given as
GT =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
G ∂T
∂u1
(0) 0 ⋯ 0 0
0 G ∂T
∂u2
(0) ⋱ ⋱ ⋮
⋮ ⋱ ⋱ ⋱ ⋮
0 ⋱ ⋱ G ∂T
∂ud
(0) 0
0 ⋯ ⋯ 0 G∂T
∂S
(0)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Entries of the block G ∂T
∂uj
(0), j ∈ [d], are inner products (3.10) with j = j′, whereas the last
block G ∂T
∂S
(0) of inner products (3.8) is the (∏dj=1 rj ×∏dj=1 rj) identity matrix. If we order
the rows and columns of the block G ∂T
∂uj
(0) according to (3.2), then (3.10) with j = j′ implies
that G ∂T
∂uj
(0) has a further block structure,
G ∂T
∂uj
(0) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Aj 0 ⋯ 0
0 Aj ⋱ ⋮
⋮ ⋱ ⋱ 0
0 ⋯ 0 Aj
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
More precisely, G ∂T
∂uj
(0) is a block diagonal (rj(nj − rj) × rj(nj − rj)) matrix, with nj − rj
identical blocks Aj. It follows from (3.10) with j = j′, µ = µ′ and (2.4) that the rj ×rj matrix
Aj is the Gram matrix of the rows of the j-th flattening of the tensor T . Since the j-th
entry rj in the multilinear rank r = (r1, . . . , rj, . . . , rd) of T ∈ Td,r equals the rank of the j-th
flattening (see Section 2), the matrix Aj and hence G ∂T
∂uj
(0) are nonsingular. Repeating the
same argument for every block shows that also GT is nonsingular and hence vectors (3.6)
and (3.7) form a basis of the tangent space of Td,r at T .
The block diagonal structure of GT and of G ∂T
∂uj
(0), j ∈ [d], shows that the inverse matrix
G−1T is also block diagonal, with blocks of the same size. In particular we have(G−1T )αβ = 0,
in the following cases:
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- α corresponds to a parameter si1...id and β corresponds to a parameter u
j
λµ.
- α corresponds to a parameter ujλµ and β corresponds to a parameter u
j′
λ′µ′ , with j ≠ j′
or with j = j′ but µ ≠ µ′.
Next we concentrate on the computation of the mean curvature vector at the point T . By
(2.3) we need to show that
(3.11) HT = Tr (G−1T ⋅ (d2T (0))⊥) = 0,
where (d2T (0))⊥ is the dim(Td,r)×dim(Td,r) matrix whose entries are normal components of
second order partial derivatives of the parametrization (3.5) evaluated at 0 = (u1, . . . ,ud, S).
Taking into account the above discovered structure of G−1T , we note that the only second
order derivatives of (3.5) that are relevant for the computation of HT are
∂2T
∂si1...id∂sj1...jd
(0) = 0, (i1, . . . , id), (j1, . . . , jd) ∈ [r1] × ⋅ ⋅ ⋅ × [rd],
and
∂2T
∂ujλµ∂u
j
λ′µ
(0) = d∑
k=1
rk∑
ik=1 ti1...ide
1
i1 ⊗⋯⊗ ej−1ij−1 ⊗ ∂2g∂ujλµ∂ujλ′µ (0)ejij ⊗ ej+1ij+1 ⊗⋯⊗ edid ,(3.12)
where j ∈ [d], λ,λ′ ∈ [rj] and µ ∈ {rj + 1, . . . , nj}. Using (3.4) we obtain
∂2g
∂ujλµ∂u
j
λ′µ
(0)ejij = (−δλλ′Ejµµ −Ejλλ′) ejij = −δijλ′ejλ
and applying it to (3.12) gives
∂2T
∂ujλµ∂u
j
λ′µ
(0) = − ∑
k∈[d]∖j
rk∑
ik=1 ti1...ij−1λ′ij+1...id e
1
i1 ⊗⋯⊗ ej−1ij−1 ⊗ ejλ ⊗ ej+1ij+1 ⊗⋯⊗ edid .
Although this last computation reveals a nonzero vector we observe that all the indices(i1, . . . , ij−1, λ, ij+1, . . . , id) appearing in its expression range in [r1] × ⋯ × [rj] × ⋯ × [rd].
This implies that (3.12) lies in the tangent space TTTd,r, and hence its normal component⎛⎝ ∂2T∂ujλµ∂ujλ′µ (0)⎞⎠
⊥
is zero. Thus, (3.11) holds and this completes the proof.
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