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El desarrollo de sistemas de comunicaciones ópticas (OWC) ha ido creciendo en gran medida
en las dos últimas décadas, gracias a las caracteŕısticas benéficas de los diodos emisores de
luz (LED). Su convergencia en comunicaciones y en iluminación ha despertado interés en
millones de personas alrededor del mundo. Sin embargo, seleccionar los componentes y hacer
un sistema real, no es una tarea sencilla. Por esa razón diferentes organizaciones están moti-
vadas en el desarrollo eficiente de ésta tecnoloǵıa, aumentado el interés del autor para que se
continúe apoyando la investigación en el desarrollo eficiente de sistemas de comunicaciones
de un modo limpio y seguro.
Este estudio, forma parte de una rama de las comunicaciones ópticas inalámbricas (OWC),
particularmente las comunicaciones a través de la luz visible (VLC). Teniendo en cuenta
la evolución de la tecnoloǵıa, y las caracteŕısticas relevantes en la selección de los circuitos
opto electrónicos, se ha escogido un estudio realizado sobre sistemas VLC de acuerdo con
el estado del arte, y se ha usado para la implementación de la metodoloǵıa experimental de
pruebas, en donde serán validados algunos códigos de corrección de errores en el sistema de
comunicaciones escogido.
Una vez incorporado el sistema experimental, se selecciona un sistema embebido entre dispo-
sitivo programable de arreglo de compuertas (por sus siglas en inglés FPGA), o un dispositivo
de procesamiento de señales (por sus siglas en inglés DSP), un microprocesador o un micro-
controlador (MCU), de acuerdo a las capacidades y los requerimientos, para implementar
el protocolo de comunicaciones. Luego de los elementos combinados y seleccionados entre
hardware, se implementa el software para emplear las diferentes técnicas de detección y co-
rrección de errores, tales como chequeo de paridad de baja densidad (LDPC), codificación
convolucional y codificación turbo. De acuerdo a las pruebas de FEC, es ncesario el uso de un
protocolo, simple de comunicaciones o el UART. el protocolo de comunicaciones establece las
reglas necesarias para la comunicación half-duplex entre el transmisor y el receptor. Aśı, el
protocolo incluye: la codificación y decodificación de corrección de errores hacia delante (por
sus siglas en inglés FEC), la sincronización, la modulación y demodulación con codificación
de encendido y apagado sin retorno a cero (OOK-NRZ). El uso del protocolo de transmi-
sión y recepción aśıncrona universal (UART) es usado como alternativa del protocolo simple.
Para llevar a cabo la pruebas de relación de bit erroneos (BER) con cada uno de lo FEC
implementados, se propone una metodoloǵıa de pruebas, que permita comparar los bits
transmitidos (bits generados por un generador pseudo-aleatoria PRBS ' 107) y los datos
recibidos. La medición de BER, se hace a partir de un esquema: en configuración con ĺınea
de vista (LOS), adicionando patrones de bit volteados usando un montaje simple sobre el
x
sistema VLC.
Por otro lado, los resultados se mostrarán las gráficas correspondientes a la medición de la
relación de errores de bit en ĺınea de vista (LOS) a partir de el uso de codificación turbo,
codificación convolucional, y codificación LDPC. Se hace un análisis de la información obte-
nida y se concluye a partir de los resultados obtenidos.
Palabras clave: OOK-NRZ, FEC, opto electrónico, LED, VLC, BER, codificación Tur-
bo, LDPC, LDPC, Codificación convolucional.
Abstract
Development of optical wireless communication (OWC) has been growing to a great ex-
tent in the las two decades, thanks to the beneficial characteristics of light-emitting diodes
(LEDs). Its convergence in communications and lightening has aroused interest in millions
of people around the world. However, selecting the components and built a real system is not
an easy task. Meanwhile, different organizations are motivated in the efficient development
of this technology and have created collaborative groups around the world. Thus, this encou-
rage the author to work and trying to support researching on visible light communications
(VLC) focusing in a reliable and efficient communications systems.
This study is part of a branch of OWC, particularly communications through visible light
(VLC). Thus, ones the evolution of VLC has been explored, some relevant features such as:
opto-electronics devices, embedded systems and FEC technics are chosen, from the state of
art, to build a VLC system. Moreover, it has been used for implement and test an experi-
mental methodology to analyse some channel coding.
Once the experimental system has been selected and built it, an embedded system is cho-
sen among either programmable gate arrangement device (FPGA), signal processing device
(DSP), microprocessor (MP) or microcontroller (MCU), according to the capabilities and
requirements of the communications protocol. After devices and hardware are combined the
physical layer of VLC is built; block codes and convolutional codes such as: low density pa-
rity check (LDPC), convolutional coding and turbo coding and the simple communications
protocol are implemented in software as well. Communication protocol includes: the coding
and decoding scheme, synchronization, modulation and demodulation with on / off encoding
without return to zero (OOK-NRZ). Afterwards, improving the bit rate in the sample rate,
it was necessary to change the protocol by the universal asynchronous transmission and re-
ception protocol (UART) that showed better bit rate.
xi
Testing methodology consists in measuring bit error rate (BER), through compare transmit-
ted data message by a pseudo-random binary sequence generator (PRBS ' 10−15) and the
message received. Two set up are proposed: line of sight (LOS) and diffuse, to measure the
BER with variations of distance, angle, baud rate and bit flipping.
As results, after use turbo coding, convolutional coding, and LDPC coding, measure of BER
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xviii Lista de Tablas
Abreviatura Término
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UMTS Sistemas de administración de trafico universal
UART Protocolo de transmisión y recepción universal aśıncrona
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1. Introducción a VLC
Desde que se inventó la Internet en 1969, las comunicaciones han tenido un desarrollo tec-
nológico sorprendente a nivel mundial, ya que todos queremos estar más cerca de nuestros
semejante, desde cualquier lugar donde nos encontremos. Esto ha venido impulsando el desa-
rrollo económico en el sector de las telecomunicaciones y la tecnoloǵıa de dispositivos movi-
les [2]. Hasta ahora ha alcanzando incrementos de ingresos por el servicio movil de 15 % entre
principio de 2016 y finales del 2017. Sólo en America Latina, los operadores han alcanzando
un total de ingresos cercanos a los 75 billones de dolares. Adicionalmente, la adopción de
telefonos inteligentes (smarthphones) y la llegada de la generación 4G, para finales del 2017,
tuvo un crecimiento de 61 % y 25 % correspondientemente. En consecuencia es evidente que
cada vez más, usuarios desean conectarse a la red mundial a través de cualquier dispositivo,
ya sea movil o fijo, desde la oficina o el hogar, y a cualquier rincon del mundo, generando
alto volumen de tráfico de datos. Debido a lo anterior, hubo un incremento de 65 % en tráfico
de datos llegando a 7.2 exabyte de datos mensuales a finales del 2016. Teniendo en cuenta
que de 7.5 billones de personas en el mundo poco menos del 50 % de la población mundial
usa el internet movil [3], [4].
Con la popularidad de las tecnoloǵıas inalámbricas, para el 2021 se triplicara la velocidad
de conexión de redes moviles promedio, que pasará de 6.8 Mbps en 2016 a 20.4 megabits
por second (Mbps) [2], [5]. Este punto, describe la necesidad de buscar nuevas opciones tec-
nológicas moviles, que permitan ser compatibles y dar soporte a las nuevas generaciones de
redes inalámbricas e.g. 5G [6]. Entre esas alternativas aparecen las comunicaciones ópticas
inalámbricas de rango corto (SROWC). Que a pesar de que esta es sus etapas iniciales de
desarrollo promete una gran alta tasa de transmisión de datos (∼ Gbps) [7] y ser masiva-
mente usado como un estándar para el 2021 [5].
El conjunto de OWC hace referencia a todo tipo de comunicaciones inalámbricas ópticas,
abarcando FSO y VLC, sin embargo SROWC cubre un segmento de corto alcance. FSO des-
cribe las comunicaciones IR, (i.e., 780 - 1600 nm) y UV (10 nm - 400 nm) [8], mietras que a
VLC o LiFi, son decritas como comunicaciones inalambricas de corto rango (SROWC), más
espećıficamente la banda del espectro electromagnético entre de longitudes de onda (380nm
y 780nm), que incluye una pequeña franja de luz ultravioleta, luz visible y otra pequeña
franja de luz infraroja IR [9].
2 1 Introducción a VLC
En sus primeros frutos en el 2012, se publicó el primer estandar de VLC en América, el
cual tiene como propósito consolidar el estandar para Lifi (por sus siglas en ingles de Light-
Fidelity) [10], con el cual se soportarán las nuevas generaciones de comunicaciones [6], [11].
1.1. Justificación
Dada la importancia actual de las tecnoloǵıas inalámbricas para apoyar la constitución de
los diversos tipos de redes, que en estos momentos utilizan las comunicaciones mundiales, se
ha masificado el uso de las diferentes tecnoloǵıas inalámbricas por RF y microondas, lo que
conlleva a que exista mayor exposición a la radiación electromagnética, y a su vez, existan
problemas cada vez mayores de salud [12]. Debido a esto, nace una rama de las comunicacio-
nes ópticas inalámbricas que posibilita ambas aplicaciones: iluminación y telecomunicaciones
usando la tecnoloǵıa de los LEDs [5], [13], [14].
A lo largo del mundo, diferentes universidades e institutos de tecnoloǵıa han empezado a
centrase en el desarrollo de la tecnoloǵıa VLC o OWC (Comunicaciones inalámbricas ópti-
cas) formalmente desde el año 2003 [15], por lo tanto se hace importante e interesante que
la Universidad Nacional de Colombia sea pionera en Colombia y se una al equipo cient́ıfico
en esta área, formando parte de una investigación tan novedosa y necesaria para la humani-
dad. De esta manera nace una motivación del autor y de su equipo al interior del grupo de
investigación CMUN, por desarrollar un producto que pueda ser útil para el desarrollo de
este tipo de comunicaciones.
En el mundo cada vez es más grande la demanda del acceso a internet para comunicacio-
nes móviles, aśı como también el ancho de banda, por lo cual las comunicaciones ópticas
inalámbricas ofrecen una solución de conexión con un buen servicio de ancho de banda [16].
1.2. Objetivos
1.2.1. Objetivo General
Implementar y probar la metodoloǵıa de corrección de errores de Codificación-Turbo sobre
un prototipo conveniente para un sistema de comunicaciones a través de la luz visible usando
LED.
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1.2.2. Objetivos Espećıficos
Implementar un prototipo de comunicación a través de la luz visible, que permita ser
usado para programar algoritmos de corrección de errores sobre el sistema de comuni-
caciones, partiendo del estado del arte.
Proponer una metodoloǵıa necesaria para la realización de pruebas del sistema de
comunicaciones, teniendo en cuenta, el funcionamiento del mismo mediante mediciones
de distancia, ĺınea de vista y área de cubrimiento entre un receptor y el transmisor del
sistema.
Ajustar el prototipo seleccionado para realizar diferentes pruebas determinando la ca-
lidad del producto a diferentes velocidades de transmisión.
Realizar los algoritmos requeridos para implementar la corrección de errores según la
codificación-Turbo en el dispositivo de procesamiento digital de señales.
Determinar si los resultados de simulación hechos en estudios anteriores usando la
corrección de errores de Codificación-Turbo, pueden ser validados con datos reales
implementando un sistema f́ısico de comunicaciones a través de la luz visible.
1.3. Estructura de la Tesis
Este trabajo esta dividido en 6 capitulos establecidos de la siguiente manera: el caṕıtulo 2,
se hace una reseña histórica de las comunicaciones por OWC y los eventos importantes que
dieron lugar a este tipo de tecnoloǵıa hasta la actualidad. Aśı mismo, las organizaciones y
estándares que han nacido. Además, de la reseña histórica sobre la teoŕıa de la codificación y
lo que ha surgido en los últimos años. En el capitulo 3, se hace referencia al marco teórico so-
bre los dos bloques fundamentales de la tesis: VLC y la codificación de detección y corrección
de errores. Ambas partes, siguen el modelo OSI como el modelo conceptual de éste trabajo.
En el caṕıtulo 4, se hace un análisis de los componentes f́ısicos utilizados para lograr desa-
rrollar el sistema VLC. Se continua con el capitulo 5 donde se encontra la implementación
del sistema de capa f́ısica de VLC, las mediciones y la metodoloǵıa que se implementa para
realizar las mediciones de BER en diferente técnica de codificación FEC. Adicionalmente,
se nombran algunos problemas y las soluciones que se tuvieron en cuenta para resolverlos.
Finalmente en el caṕıtulo 6, se concluyen de acuerdo a los resultados de mediciones de BER
en cada técnica de codificación LDPC, convolucional y turbo. Adicionalmente, se realizan
una serie de recomendaciones, para continuar con ésta investigación teniedo en cuenta la
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experiencia con el desarrollo de sistemas VLC y códigos FEC.
Para la validación del uso de codificación FEC en un sistema de comunicaciones inalámbricas
por luz, se propuso la siguientes pasos:
En el primer paso, se seleccionaron los elementos necesarios para implementar el siste-
ma de comunicaciones, de acuerdo al estado del arte. La selección tuvo en cuenta la tasa
de transmisión, el ancho de banda de los elementos optoelectrónicos (e.g. > 5MHz)
y la distancia alcanzada entre el nodo transmisor y el nodo receptor. Aśı mismo, la
longitud de onda.
En el segundo paso se construye el prototipo transmisor y receptor, empleando un
traductor de niveles de voltajes, para convertir los niveles LVTTL del sistema embe-
bido a la interfaz LVPECL del circuito transmisor. Aśı mismo en el lado receptor,
la información recibida es entregada al sistema embebido, por medio del traductor
LVPECL a LVTTL, el cual recibe la trama de datos (bits) para luego emplear los
algoritmos de decodificación: propagación lineal (LP) para LDPC, Viterbi para código
convolucional y la máxima probabilidad a posteriori (MAP) para la codificación Turbo.
En el tercer paso, se comprueba el funcionamiento del sistema de comunicaciones en-
tre ambos sistemas embebidos usando un simple medio de transmisión con cable entre
la interfaz UART TX de la raspberry pi 2 model B, y la interfaz RX del mismo módulo.
En el cuarto paso, se unificó la capa f́ısica compuesta por el sistema VLC implementado
en el paso 1 y el sistema embebido del paso 2, para aśı, realizar las pruebas de pro-
babilidades de errores contra la tasa de bits, distancia y ángulo de vista. La secuencia
binaria es creada usando el software: ((Pattern Creator/Converter)), tomada de Maxim
Integrated Inc. en [17], el cual genera secuencia binaria pseudo-aleatorias (PRBS) con
igual probabilidad de 1s ó 0s.
De acuerdo a las pruebas, se aumenta la probabilidad de errores de bit, usando el vol-
teo de bits en el receptor, mostrando la afectación al canal visto de otro modo con el
propósito de verificar el desempeño de los tres tipos de codificadores de canal.
En el quinto paso, se tomaron las medidas y se graficaron los resultados de la medida
de BER, con el propósito de validar los datos propuestos por otras fuentes bibliográficas.
2. Estado del arte: OWC y Codificación
de canal
2.1. Referencias histórica sobre OWC y VLC
Desde principios de la humanidad, la luz siempre ha cautivado a los hombres. Sus usos son
diversos en todas las áreas del conocimiento, sin embargo aún existe mucho por conocer y
enteder sobre este fenómeno.
En el medio natural, el sentido de la vista en los seres humanos, es un ejemplo magńıfico
de las OWC. Las diversas formas y colores que se capturan con los globos oculares son re-
flexiones de los rayos de luz, que provienende del sol o de una fuente lumı́nica. A su vez,
esos rayos que interaccionan entre los objetos f́ısicos son captados por nuestros sensores ocu-
lares a diversas longitudes de onda del espectro electromagnético. Las longitudes de onda
son proyectadas en la retina, percibidas y recibidas por los fotosensores del ojo, para luego
ser transformadas en señales eléctricas que serán enviadas al cerebro, a través del nervio
óptico, el cual, las interpreta y las transforma en reacciones f́ısicas o información para alma-
cenar [18]. Con toda esa complejidad, la vista con un 83 %, es el sentido más desarrollado
sobre los demás [19], [20], por lo tanto, es el de mayor uso y aplicabilidad desde pricipios de
la humanidad.
En consecuencia, imitando el funcionamiento del ojo, lo seres humanos se han beneficiado
de la luz, usandolo para comunicarse entre śı. Un ejemplo de ello, ocurrió alrededor de 1200
AC, cuando los griegos enviaban 1 bit de información usando fuego, para comunicarse a
largas distancias con su pueblo [21]. Similarmente, los romanos y griegos en 800 AC, tam-
bién usaban la luz del fuego para señalización. Los ind́ıgenas en América en 150AC, usaban
las señales de luz sacadas de las brasas ardientes, como medio de comunicación entre sus
habitantes [16]. Todo lo anterior formó parte de un pequeño vislumbre de lo que seŕıan las
comunicaciones a través de la luz para el futuro.
Siglos más tarde, a principios de 1790s, la humanidad logra realizar una máquina para trans-
mitir información con luz visible. Claude Chappe inventó el telégrafo óptico, capaz de enviar
mensajes codificados a largas distancias cambiando la orientación de los brazos de señali-
zación situados sobre una torre alta [22]. Otro invento que marcó la historia en OWC fue
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desarrollado por Alexander Graham Bell en 1880, su invento llamado el fotófono usaba la
radiación de la luz del sol para comunicarse entre un punto a otro [23]. El sonido de la voz
era modulando, a través de un sustrato, para ser transmitido a una distancia de 200m hacia
el receptor. El receptor estaba compuesto por un espejo que enfocaba los rayos del sol en
una celda de selenio. En consecuencia, las vibraciones producidas por la concentración de
los rayos, recuperaba el sonido de la voz. Lamentablemente, la idea no fue tan popular por
la limitada exposición al sol.
Después de la olvidada idea e introduciendo elementos eléctricos, en 1955 se lanzó un inven-
to que popularizó el mando a distancia para los televisores de la época. con el Flash-Matic,
los cansados usuarios que llegaban a sus hogares, después de una larga jornada de trabajo,
cambian el método de pararse de su comoda silla a cambiar el canal por el mando a distancia
usando primer control remoto inalámbrico a través de la luz visible [24].
Años más tarde, el norte americano Nick holonyak (1962) inventó una nueva tecnoloǵıa llama-
da diodos emisores de Luz (LEDs), compuesto por fosfato de arseniuro de galio (GaAsP) [25].
Con éste descubrimiento se da un paso adelante para generar electroluminiscencia [26], [27]
usando dispositivos de estado sólido (SSL). Más adelante, los investigadores de IBM Gfeller
y Muller (1978), incubaron un concepto de redes inalámbricas para computadores portables
revolucionando las comunicaciones ópticas inalámbricas [8].
En consecuencia, Gfeller y Bapst (1979) en su trabajo describe la viabilidad de las comunica-
ciones inalámbricas a nivel teórico y práctico; y además, estudia como la tasa de transmisión
se ve afectada por otras fuentes ópticas en un canal difuso. En principio, el sistema usa-
ba una fuente óptica de luz infraroja (LED-IR), modulado a través de un código de pulso
(PCM), de ésta manera, enviaba señales de pulsos de información que luego seŕıan recibidos
por fotodiodos ubicados en cada terminal del experimento. Su máxima tasa de transmisión
fué de 1Mbps limitandose por las fuentes externas de luz [28]. En 1983, un equipo de Fujitsu
presenta un novedoso esquema de red, usando un modem y varios terminales que comparten
la red. Con fuente LED IR a 880nm, alcanzaba 19.21Kbps a un radio de 10m, bajo luz
fluorescente y con un BER < 10−6 [29]. Más tarde, en 1985, el mismo equipo, con Takahashi
y Touge, mejoran la tasa de transmisión alcanzando 48kbps [30]. En 1987, dos cientificos:
Ching Tang y Steve Van Slyke de la compañia Eastman Kodak, desarrollaron el primer led
organico llamado OLED. fabricado principalmente con materiales orgánicos como elementos
emisores, fabricados con capas muy delgadas que permite un menor voltaje de polarización
incrementando la intensidad de luz. En su trabajo logran una eficacia luminosa de 1,5lm/W
y niveles de iluminación mayor 1000 cd/m2 [31], [32].
En 1993, se demuestra exitosamente las luces de color azul y verde provenientes de LEDs
apartir de nitrido de indio (InN) y nitrido de galio (GaN) o indio galio (InGaN) [33], su tra-
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bajo hizo un gran aporte encuanto a eficacia luminosa por watio, logrando en los LEDs azules
90µW. Luego de 20 años, los cient́ıficos japoneses: Isamu Akasaki, Hiroshi Amano y Shuji
Nakamura, se les otorgó el premio nobel del 2014 por su desarrollo con los LED [34], [35]. En
1996, Nakamura, Mukai e Iwasa, patentan el primer LED de color blanco entregando 700µW,
con una luminancia de 1400mcd. El voltaje de polarización fue de 3.3V a 20mA [36], [37].
Con el desarrollo de los LEDs blancos, se abre una estrecha brecha entre la iluminación y las
comunicaciones en el espectro óptico visible. De esta manera, gracias al desarrollo cient́ıfi-
co llevado a cabo, nuevas combinaciones entre elementos de la tabla periódica, tales como:
ZNSe, SiC, del grupo II y VI, o InGaN, GaAlAs del grupo III y V. En consecuencia, se han
desarrollado nuevos tipos de LEDs, con mayor eficacia luminosa y diversidad de colores [38].
Aśı mismo, el crecimiento de la eficacia luminosa (n)1, al paso de los años ha sido un factor
relevante en iluminación [40]. Comparando las diferentes fuentes de luz conoćıdas la figura
2-1, muestra que en poco mas de una década la eficacia luminosa en los LEDs ha tenido
un crecimiento superior frente a cualquier otro tipo de iluminación, debida a la capacidad
de reciclajes de fotones que ocureen en los LEDs (InGaN/GaN) [41]. A nivel general, hubo
un crecimiento de 70lm/W , desde el 2010 al 2015 y se alcanzará una eficiencia luminosa
de 180lm/W para el 2020 [42]. La imagen muestra lo que se espera para el 2015, los LED-
RGB de temperatura fŕıa (e.g. > 3000◦K) sobresaldrán en eficiencia luminosa y alcanzarán
250lm/W , mientras los de un sólo chip (pc-LED formado por LED azul + una capa de
fósforo amarillo hecho de granate con aluminio e itrio (YAG), alcanzarán casi los 200lm/W
para ambas temperaturas de color. Teniendo en cuenta el potencial que tienne los LEDs en
temas de iluminación, se suman otras ventajas, tales como: tamaño reducido, bajo consumo
de enerǵıa, propiedad de sintonización de color, bajo costo y modulación directa a decenas
de MHz, una caracteŕıstica adecuada para VLC [43], [9], [41].
En consecuencia, Tanaka y Komine (2003) reporta bajo simulaciones un sistema VLC con
tasas de 100Mbps y 400Mbps. La simulación incluyó dos requerimientos: uno de ilumi-
nación y otro de comunicaciones. En el primero la iluminancia (Ehor) debe estar entre
200lx <= Ehor <= 1000lx, en el cual debe cumplir los estandares para sitios de oficina según
lo reporta la organización internacional para estándares (ISO) [44]. Y por otro lado, en co-
municaciones inalámbricas, la reducción de la tasa de errores de bit al ĺımite de BER trazado
a 10−6. Lo anterior, como resultado de lograr una relación señal a ruido (SNR = 13,6dB) [15].
Otro trabajo también sobresale en el 2009, un sistema de transmisión FSO con LASER-
infrarojo en campo abierto, logrando una tasa de transmisión: 1,28Tbps usando modulación
1La eficacia luminosa en términos de iluminación hace referencia a la Eficiencia Luminosa n, cuyas unidades
estan en lumens por watio, y se calcula dividiendo el flujo lu minoso producido por la lámpara y la potencia
eléctrica consumida de la misma [39].
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Figura 2-1.: Eficiencia luminosa en fuentes de luz visible
Fuente: [40], [42]
WDM, y 32 canales a 40Gbps alcanzando un tasa de BER por canal de 10−9 [45].
Un año después, Hoa Le Minh y su equipo reporta 100Mbps agregando algunos componentes
más a la investigación. Entre los componentes usados están: el LED blanco, analizando los
dos componentes con los que se construyen: el componente azul y el componente amarillo
(fósforo), la modulación on-off key sin retordo a cero (OOK-NRZ), la ecualización analógica
de 1er orden y el uso de filtro azul en el receptor. Éste último corrigiendo la baja respuesa del
componente de fósforo que cubre el LED. Aśı logra mayor tasa de bits en el experimento [46].
El siguiente año, Jelena Vucic y su equipo reportan 513Mbps usando LED blanco y fotodio-
do de avalancha (APD) con un formato de modulación de cuadratura de amplitud (QAM)
sobre modulación multitono discreta (DTM). Con los datos sin codificar, el BER alcanzó
2x10−3 con niveles de iluminación por el orden de 1000lx.
Más adelante, en 2012, se reporta 1Gbps a través de VLC usando modulación WDM basa-
do en LED blanco. Luego, a finales del mismo año, Fang-Ming Wu y su equipo, reportan
1,1Gbps a través de VLC basado en LED blanco, con modulación de fase y amplitud sin
portadora (CAP) alcanzando BER de 10−3 en 23cm aproximadamente [47]. Al siguiente
año, Fang-Ming Wu y su equipo alcanzan 3,22Gbps sobre 25cm de distancia, usando técni-
cas avanzadas de modulación WDM con un LED RGB de 10W y una modulation CAP,
logrando un BER de 10−3 [48].
En 2013, se logra 3,4Gbps con LED RGB y 1,5Gbps usando un canal simple, optimizando
WDM y se obtuvo un BER de 2−3 con niveles de iluminación de 410lx [49]. Posteriormente,
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en el 2014, se reporta 3Gbps usando un solo LED de Nitrido de galio (GaN) de 50µm, usando
la técnica de modulación por multiplexación por división de frecuencia ortogonal (OFDM).
También se usaron tecnicas de pre y post-ecualización, con carga adaptativa de datos. El
experimento se realizó con un alcance de 5cm por la limitada potencia del µLED [50]. Re-
cientemente, una tasa de transmisión de 7.36Gbps se logra alcanzar con arreglos de µLED de
GaN, cada uno con un ancho de banda de 655MHz, usando modulación OFDM y lentes para
guiar la onda de luz, alcanzan una distancia de 27.5 cm entre TX y RX [51]. por cada para
En la tabla 2-1, puede resumirse algunos eventos más relevantes en OWC al paso de los años.
Fecha Descripción
800 AC Faros de fuego, Práctica de antiguos griegos y romanos.
150 BC Señales de humo por ind́ıgenas Americanos.
1790’s Telégrafo óptico por Claude Chappe, Francia.
1880 Fotófono por Abraham Graham Bell, USA.
1955 1er. Control Remoto Inalámbrico llamado Flash-Matic, Zenith, USA
1960 Invención LASER, Arthur L. Schawlow y Charles H. Townes, USA [21].
1962 Primer diodo luminiscente rojo, LED - GaAsP, lanzado al mercado.
1970s FSO principalmente usado en aplicaciones militares de seguridad.
1979 OWC sistemas locales, F.R. Gfeller y G. Bapst
1980’s Introducción de Control remoto IR, Zenith, USA
1993 Abre el estándar para comunicaciones Infrarrojas IR, la asociación de datos infrarrojo (IrDA)
1993 Primer LED azul brillante (InGaN) - Shuji Nakamura, Japón.
2003 Establece el Consorcio sobre comunicaciones a través de la luz visible - VLCC, Japón
2003 Laboratorios Nakagawa usa LED para transmitir datos a través de luz visible, universidad de Keio, Japón.
2008 Estándares globales para las redes locales (tecnoloǵıa infrarrojo y VLC) OMEGA, EU.
2009 IEEE802.15.7 Estándar sobre VLC, USA.
2010 500Mbps sobre una distancia de 5 metros, Siemens y el Instituto Heinrich Hertz, Alemania.
2010 LVX Minnesota es la primera empresa en comercializar la tecnoloǵıa VLC, USA
2014 1er sistema bidireccional usando LED RGB a 300Mbps sobre 7.6m en laboratorio, USA.
2016 Hacia 10Gbps con VLC usando µLED violeta GaN, UK
Tabla 2-1.: Referencias históricas sobre OWC
Como se mencionó anteriormente, luego que se sustentara con simulaciones la viabilidad de
transmisión de información a través de luz visible, centros e institutos alrededor del mundo
promueven este alternativa a las comunicaciones por RF. Entre los centros de investigación
están: NASA en alianza con (LVX) System Corp. [52], Smart Lighting Engineering Research
Center (ERC), Instituto Fraunhofer Heinrich Hertz (HHI), la universidad de Edinburgh, la
universidad de ciencia y technologia del rey Abdullah (KAUST), la universidad de Toulouse,
la universidad de Oxford, el instituto tecnológico de illinois, Bytelight, GBI Research, Naka-
gawa Laboratories Inc., UMTS Society of Japan, Rensselaer Polytechnic Institute, OMEGA
research project, Visible Light Communications Consortium (VLCC), University of Califor-
nia, UC-Light Center, Oxford University, Disney research y la universidad nacional de Colom-
bia, entre otros; Adicionalmente, durante la realización de este trabajo, surgieron compañias
prestadoras de servicios y productos usando la luz visible como medio de transmisión (e.g.
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Lightbyte Corp., PureLiFi, VLX systems, NEC Corporation, Rise Inc, Gallium Lighting,
LLC, Sobal Corporation, Outstanding Technology Co Ltd, Casio Computer Co, Ltd., Intel
Corporation, LightBee, Disney, vlncomm, Avago Technologies, Axrtek, ByteLight, IBSEN-
telecom, Luciom, Panasonic, Plaintree Systems, Renesas Electronics, Supreme Architecture,
fSONA Networks Corporation, GE, LightPointe Communications, LVX System, Nakagawa
Laboratories, Oledcomm, Outstanding Technology, Koninklijke Philips, entre otros.
Por lo tanto, investigadores de todo el mundo ven a VLC como gran alternativa para las
nuevas comunicaciones inalámbricas, sin embargo existen retos que deben lidiar, tales como:
Maximizar la tasa de transmisión, esto involucra la tecnoloǵıa LED aplicada (ancho
de banda del LED) y las técnicas de ecualización [53].
Uso multiples entradas y multiples salidas (MIMO) en conjunto de sofisticadas técnicas
de modulación (e.g., WDM, OFDM) [43], [9].
Factores externos como la retro-reflexión y fuentes externas de luz.
Integración con otras tecnoloǵıas inalámbricas como radio frecuencia (RF) e IR, Aśı
como el uso conjunto con comunicaciones por ĺıneas de transmisión (PLC).
Soporte de atenuación y la mitigación del parpadeo [54], [9].
Confiabilidad del enlace: mimizar la probabilidad de errores mediante el uso de técnicas
de codificación de canal.
De acuerdo a los retos encontrados anteriormente, el último item, puede ser estudiado,
de acuerdo a los resultados de simulación encontrados en la bibliograf́ıa y adicionalmen-
te mediante la prueba de calidad del canal usando la medida de tasa de errores de bit
(BER) [55], [56] o diagrama de ojo. Estas dos medidas puede ser usadas como medida de
desempeño del sistema de comunicaciones siempre y cuando se vea reflejada una afecta-
ción externa que cambie la relación señal a ruido (SNR). Esta puede ser ante cambios de
distancia de comunicaciones o porcentaje de brillo del LED, o potencia recibida promedio,
etc. [55], [56], [57]. Para más información sobre BER, el apendice A se detalla más sobre esta
definición.
2.2. Referencia histórica sobre la teoŕıa de la códificación
La teoŕıa de la codificación nace en 1948 cuando Claude Shannon publica un art́ıculo llama-
do: ((Mathematical Theory of Communications)) [58] en donde se cuestiona sobre la mejor
manera de codificar la información para ser enviada a través de un canal de comunicaciones.
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Figura 2-2.: Ĺımite teórico Shannon -1.59dB y codificaciones de canal
Fuente: Tomado de [58]
En su trabajo se abren dos campos de estudio que escencialmente provienen de lo mismo ((la
entroṕıa )), popularmente llamados la teoŕıa de la información y la teoŕıa de la codificación.
Shannon teóricamente demostró que es posible la transmisión de un mensaje sobre un canal
no confiable con relativamente baja probabilidad de error proveniente del ruido aleatorio
en el canal. Manteniendo un equilibrio entre la tasa de transferencia del canal máxima y la
minima probabilidad de errores en el sistema. Para ello, Shannon propuso un ĺımite de la
capacidad del canal, posible de alcanzar, pero como dice Shannon utilizando buenos códigos
de canal [59].
Realmente ¿a qué se refeŕıa Shannon con buenos codigos?
Teóricamente un buen código es aquel que puede alcanzar el limite teórico propuesto por
Shannon o en la práctica acercarse a ese ĺımite, el cual tiene en cuenta la relación señal a
ruido o de un canal de comunicaciones digital, la relación de enerǵıa de bit y la densidad
de ruido (ver anexo A). La figura 2-2 muestra gráficamente los resultados teóricos de la
medición de BER en banda base BPSK sin codificar, aplicando la modulación BPSK con
codificación de canal BCH y turbo acercándose al limite shannon (∼< 3dB del ĺımite teórico).
Muchos autores han encontrado matemáticamente la manera de encontrar buenos códigos,
sin embargo en la vida práctica este mismo principio no es igualmente descrito, ya que esto
involucra factores de tiempo, costo computacional y la destreza en la corrección de errores.
Richard Hamming casi paralelamente a Shannon estudio la manera de codificar la informa-
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ción introduciendo la codificación Hamming(7,4) 1950 [60], popularmente reconocida en todo
el mundo por ser la primera codificacion de bloques con un codeword de longitud de 7 bits:
4 bits de mensaje y 3 de paridad, junto a los códigos Golay en 1950 [61] creando codewords
de 24 bits capaz de detectar 4 y corregir 3 bit errorneos. Estos códigos usados en memoria
de computadores (RAM) por su facil implementación práctica [62].
Tiempo más tarde, Elias Peter en 1955 [63], presenta los códigos convolucionales los cuales
muestran buen desempeño y rápidos en codificación/decodificación, funcionando no como
mensajes en bloques, sino bit a bit, mostrando excelentes resultados comparados con los
códgos de bloques [64].
Posteriormente, Irving Reed y Gustave Solomon en 1960, proponen un tipo de código de
bloques, ciclico no-binario, llamado Reed-Solomon basado en polinomios univariables sobre
campos finitos especificado en el RFC 5510, el cual lidia con errores en ráfaga usado en uni-
dades de disco ópticos y magnéticos [65] y actualmente usado en el estándar IEEE 802.15.7
como codificador externo concatenado con el código convolucional interno [9].
Durante la misma época (1960), Bose et al., presentaron los códigos BCH. Los cuales en su
época ofrećıa mejores resultados que los códigos Hamming, como lo demostró Mackay en [66]
al ser comparar el desempeño entre tres tipos de códigos: códigos de repetición, Hamming y
BCH. Aunque resulte mejor comparádolo con los otros dos códigos, un codeword BCH con
longitud 1023, no es tán eficiente en términos de tasa de bits, ya que se reduce cuando se
requiere baja probabilidad de errores sobre un canal BSC [67].
Años mas tarde, Robert Gallager en 1962 propone los códigos LDPC, propuesto teóricamente
usando matrices de chequeo de paridad para efectuar la correcctión de errores. Este código
llamó la atención por predecir su desempeño cercano al limite shannon como lo describe su
trabajo en [68].
En 1965, David Forney en [69] estudió los códigos concatenados fusionando el trabajo de dos
tipos de códigos de corrección de errores en serie. El verdadero sentido de la concatenación
es mantener la eficiencia del codificador, mejorando la complejidad de decodificación. Poste-
riormente Claude Berrou et al., en [70], comprobó la eficiencia de códigos concatenados en
paralelo con resultados muy cercanos al ĺımite Shannon [71].
En 1977, la administración espacial y aeronautica nacional (NASA) lanzó una sonda llama-
da Voyager para la exploración de Marte, Jupiter y Saturno, la cual para lograr un mejor
desempeño en la comunicación del sistema, se propusieron 2 tipos de códigos convoluciona-
les (2,1,6), (3,1,6) y Reed-Solomon (K = 7, R = 1/2), RS(255,223) concatenados en serie
diseñado por los laboratorios JPL. Estos códigos pertenecen a la lista de códigos de los sis-
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temas de estándares técnicos interplanetario de la NASA [72–74].
Claude Berrou en 1993, publica por primera vez su trabajo con los codigos Turbo [70] mos-
trando destacados resultados sobre otros tipos de códigos con longitudes de codewords cortas
y aplicando algoritmos de decodificación eficientes ((soft-desicion)).
Posteriormente, dada la necesidad de efectuar la comprobación de desempeño de los códi-
gos LDPC a nivel práctico, MacKay y Neal en 1997 proponene modificaciones a los códigos
LDPC de gallager, introduciendo matrices muy escasas en sus algoritmos de codificación
para reducir el complejo procesamiento de la decodificación, mostrando resultados cercanos
al ĺımite shannon [75]. A estos códigos los bautizaron codigos ((MN)), elogiando a sus autores,
resucitando los códigos LDPC olvidados en decadas pasadas. El uso de longitudes de code-
words largas demuestra un mejor desempeño que los códigos convolucionales concatenados
y cercano a los códigos Turbo [76].
En 2002, Michael Luby introdujo por primera vez los códigos LT, códigos usados para co-
rrección de simbolos borrados (erasure correcting codes). Dos caracteŕısticas primordiales de
éste tipo de códigos son: 1. No usa tasa de código por lo que los códigos generados tienen
longitud variable. y 2. Usan algoritmos simples para codificación/decodificación a través de
operación con OR exclusiva (XOR). Algo que los hace atractivos en aplicaciones multime-
dia y almacenamiento de datos confiables sobre multiples discos y difusión de datos hacia
vehiculos [67], [77].
En 2003, Amin Shokrollahi presentó los códigos Raptor como una extensión y mejoŕıa de los
códigos LT por su rápida codificación y decodificación [78]. Los códigos Raptor (RFC 5053)
y los códigos LT forman parte y son los más eficicientes de los códigos Fountain. Los códigos
fountain son códigos especiales cuando existen śımbolos borrados durante una transmisión
y usados en muchos estádares de comunicaciones e.g., servicios de multimedia multicast y
broadcast (MBMS) y para proveer una transmisión confiable [79]. Dos versiones comunes de
los códigos raptor son The R10 and RQ.
En 2009, Erdal Arikan descubre el código polar basado en polarización de canal, este tipo
de código nuevo en su tipo, con longitudes de codewords variables, usa menor requerimiento
de memoria y complejidad media en la decodificación en donde muestra mejores resultados
de desempeño en comparación a los codigos de canal descritos anteriormente y además ser
un candidato para escenario URLLC y mMTC propuestos para 5G [80], [81].
en 2018, los requerimiento para una codificacion de canal son agregados por la ITU para la
visión en IMT-2020. Entre esos requerimientos para IMT/5G, la codificación Polar, LDPC
y turbo están bajo estudio para soportar las nuevas generaciones de redes de celular [82].
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Los sistemas de comunicaciones digitales abarcan un tema amplio de estudio, sin embar-
go, los sistemas digitales punto a punto, son el enfoque de esta investigación debido a las
pruebas sobre la teoŕıa de codificación1 entre el transmisor y el receptor. Como es mostrado
por Tabebbaum en [83], un sistema de comunicación digital simple posee varios bloques,
de los cuales cada uno cumple una función espećıfica [83, pp. 20]. La figura 3-1, muestra
la secuencia de pasos, en el que un nodo transmisor enviá información a su destino en el
otro extremo. La transmisión de información sigue los siguientes pasos: los datos
pasan al bloque codificador FEC, según la codificación que se aplique, es decir,
la técnica con la cual el mensaje adquiere los bits de redundancia, luego es mo-
dulada en aplitud, frecuencia o fase y después amplificada para pasar a través
de un canal de comunicaciones. En el extremo receptor, la información recibida
es demodulada y decodificada, según las mismas técnicas de decodificación2 y de
demodulación que se usaron en el transmisor, para luego ser entregada al nodo
de destino. Con todo esta operación entre bloques, se hace necesario el uso de uno o varios
protocolos, que lleven a cabo la transferencia de información entre dos nodos.
Figura 3-1.: Sistema de comunicaciones digital canónico
Fuente: [74]
1El término codificación hacer referencia a la codificación de canal proveniente de la teoŕıa de la codificación
a no ser que se mencione otro tipo de codificación, e.g., ĺınea o fuente.
2En las ténicas de decodificación pueden existir diferentes tipos de algoritmos (e.g. Algoritmo BCJR o
MAP, Algoritmo Viterbi, entre otros)
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Figura 3-2.: Modelo de capas OSI: (a) enlace virtual y (b) enlace f́ısico de una conexión
punto a punto.
Fuente: [83, 87]
En aplicaciones más completas, como correo electrónico, video, streaming, protocolo de voz
sobre Internet (voIP), entre otras, no pueden ser soportadas por un único protocolo que
haga todas las tareas. Por lo tanto, la operación de funciónes esta segmentado por modelos
por capas. Cada capa tiene su pull de protocolos que cumplen las funciones espećıficas y
aśı llevar acabo la interoperabilidad entre capas y además hacer posible la comunicación
entre nodos de diferentes fabricantes [84]. En consecuencia, el modelo de capas OSI (Open
Systems Interconnections por sus siglas en inglés), introducido en 1980 por la Organización
Internacional de estándares ISO) [83], [85], estandariza el concepto de capas a nivel mundial.
Este modelo conceptual o variantes de ello, permite llevar a cabo comunicaciones en sistemas
computacionales que se usan inclusive hoy en d́ıa [13], [83], [86]. La figura 3-2, muestra cada
una de las capas que lo integra.
El diagrama de comunicaciones canónico hace parte de la estructura jerárquica por capas
como el modelo OSI, ilustrando a simple vista la primera capa (PHY). Del mismo modo, los
estándares de redes de área personal y local WPAN y WLAN correspondientemente, permite
la conexión de dispositivos a nivel personal o local, mediate una conexión inalambrica por
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RF, el estándar IEEE 802.15.7, correspondiente a VLC, describe la capa f́ısica (PHY) y la
subcapa de control de acceso al medio (MAC), mostrando las tasas de transmisión, las téni-
cas de modulación (e.g. OOK o CSK), aśı como las códificaciones FEC (e.g. Reed-Solomon)
y sus respectivas tasas de código [13].
La primera capa: la capa f́ısica define las caracteŕısticas y especificaciones f́ısicas y eléctricas
en la conexión de los datos, incluye el funcionamiento entre los dispositivos y el medio f́ısico
de transmisión, aśı como el canal de comunicaciones y los niveles de voltaje y codificación bi-
naria (e.g. IrDA, EIA RS232, SONET). Otro bloque fundamental es la corrección de errores
en dónde otros estándares como 802.11ah en la banda por debajo de 1GHz, es mencionada
como parte de la unidad de datos del protocolo de la capa f́ısica (PPDU), el cual usan una
tasa de codificación (e.g., 1/2 rep2, 1/2, 2/3, 3/4, 5/6) [88].
la segunda capa: la capa de enlace de datos tiene a su vez dos subcapas llamada control de
acceso al medio (MAC)− 802,3 y control de conexión lógica (LLC)− 802,2. Cada una tiene
su función espećıfica dentro del stack de capas del modelo OSI. La primera como su nombre
lo indica controla cómo una trama accede al medio de transmisión en una red o topoloǵıa
de red local compartida. Adicional a ello, se asignan direcciones locales como identificación
entre el medio compartido. De esta manera, la subcapa MAC, proporciona el control para
atender la primera solicitud en un medio compartido, descrito por Todd en [87].
Éste trabajo aborda la capa f́ısica (PHY) en donde se implementan los códigos FEC a través
de software, Por lo tanto, los aspectos mencionados sobre la capa de enlace de datos del
modelo OSI pueden ser profundizados en [9].
Aśı como en la capa de enlace de datos, las demás capas son transparentes para el usuario, la
información debe pasar por cada una de las capas adquiriendo la unidad de dato del protocolo
(PDU) correspondiente. Aunque se vea como una funcionalidad virtual, realmente la infor-
mación va entrelazada de capa en capa como lo ilustra la figura 3-2. Y finalmente el medio
f́ısico toma su lugar en donde las tramas viajaran desde un transmisor hacia el punto destino.
El medio f́ısico descrito para VLC es el espacio en donde viajan las ondas de luz visible, el
estándar 802.15.7 que lanzó la IEEE en 2011 detalla la capa f́ısica de VLC [9]. Este protocolo
decribe temas relacionados con las topoloǵıas, direccionamiento, abordaje de colisiones, acu-
ses de recibo, indicación de calidad de desempeño, soporte para el control de la intensidad
(dimming), entre otros, sobre un medio ópticamente transparente. Adicionalmente, relata
temas referentes al ruido y las técnicas para corregir errores de bit. Por lo tanto, Según las
caracteŕısticas dadas en este estándar, es viable la implementación de un sistema de comu-
nicaciones de pruebas punto a punto a nivel de capa PHY, usando el diagrama de bloques
de la figura 3-3.
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Figura 3-3.: Sistema de comunicaciones digital punto a punto half duplex.
Fuente: Adaptado de [65]
Tabla 3-1.: Modos de operación VLC estándar IEEE 802.15.7 [1]
Modo Reloj óptico Tasa FEC
PHY I 200 y 400 KHz 11.67 - 266kbps RS(15,2)(15,4)(15,7)(15,11)
PHY II 3.75 - 120 MHz 1.25Mbps-96Mbps RS(64,32)(160,28)
PHY III 12 y 24MHz 12 - 96Mbps RS(64,32)
3.1. Capa F́ısica (PHY)
Un sistema VLC, como lo muestra la figura 3-6, tiene bloques más espećıficos que permi-
ten desarrollar todo el sistema de comunicaciones entre TX y RX [14, 43]. Cada uno de los
bloques es implementado ya sea en hardware o en software. De acuerdo al estandar IEEE
802.15.7 la capa f́ısica ofrece 3 opciones para operar de acuerdo a la tabla 3-1, cada uno de
los modos contemplando las siguientes resposabilidades:
Activación y desactivación de los transceivers VLC.
Medición de la caracterización de longitud de onda pico para la calidad de las tramas
recibidas.
Selección de canal.
Transmisión y recepción de datos.
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Corrección de errores.
Sincronización.
Uno de los ejes centrales de éste trabajo, es la corrección de errores, por lo tanto sólo se
aborda en relevancia el quinto item mencionado en los tópicos del estándar 802.15.7 [9]. Por
otro lado, los bloques de hardware necesario para implelementar la capa f́ısica del sistema
se muestra en la figura 3-4. Cada bloque, posee elementos electrónicos u optoelectrónicos,
Además de componentes externos ópticos.
Figura 3-4.: Diagrama del Hardware y Software en el sistema VLC
El software necesario para llevar a cabo la experimentación VLC, se muestra en el diagrama
de bloques de la figura 3-3, Cada uno de los bloques cumple una función dentro del protocolo
de comunicaciones que se verá en la siguiente sección.
3.1.1. Descripción del Sistema VLC
Un sistema VLC, comprende tres componentes básicos: el transmisor, el receptor y el medio
o el canal como se muestra en la figura 3-6. Comúnmente, el transmisor puede contener uno
o varios LEDs para subir el nivel de potencia de salida, dependiendo de la aplicación. Para
asuntos de diseño, éste pueden ser modelado según la propagación de la luz que emite [28], El
receptor, en el lado extremo, puede contener un tipo de fotodiodo o varios (PD o APD) para
max́ımizar el área de recepción. Normalmente se acostumbra a usar un lente que enfoque
la luz en el PD. En otras aplicaciones, se usa la camara del celular en dispositivos móviles
(OCC) [89]. Y el tercer componente, es el medio por donde viaja la luz (espacio). La enerǵıa
recibida en el receptor, debeŕıa ser la misma que se transmite, sin embargo existen algunos
elementos en el canal que reducen la capacidad de recibir la enerǵıa en el receptor, (e.g. shot
noise, ruido térmico, interferencia intersimbólica y la distancia) y que pueden ser modelados
3.1 Capa F́ısica (PHY) 19
en el mismo canal usando varios métodos descritos más adelante [90].
La enerǵıa esta contenida por los fotones de luz que son emitidos desde la fuente de LED
hasta el receptor, es decir, la potencia de salida óptica radiante promedio, cuyo factor está en
función de la iluminancia, la eficiencia luminosa, la función de densidad de potencia radiante
espectral (ver Figura 3-5), y el orden de emisión lambertiano del LED [28].
Figura 3-5.: Curva de sensibilidad del ojo V (λ)
Fuente: Adaptado de [91]
De esta manera, la potencia (Popt) es a lo que Steve Hranilovic (2005) menciona sobre los sis-
temas ópticos: ((es indispensable reconocer que la información transmitida a través
de un canal óptico, no está contenida en la amplitud, la frecuencia ni la fase de
la forma de onda óptica, pero si en la intensidad)) [21].
Figura 3-6.: Diagrama de bloques básico de un sistema OWC y/o VLC.
Fuente: Adaptado de [16]
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Lo anterior sugiere, que para sistemas OWC en general, es necesaria una modulación de
intensidad con detección directa (IM/DD), o usando una modulación sencilla (OOK) - mo-
dulación por posición de pulso variable (VPPM) usadas en el estándar IEEE 802.15.7 [1] o
quizás algunas otras más sofisticada usando variantes de modulación por división de frecuen-
cia ortogonal (OFDM), (e.g. DCO-OFDM, ACO-OFDM) e inclusive modulación multitono
discreta con pulso de amplitud modulada (PAM-DMT), unipolar OFDM (U-OFDM) o flip-
OFDM. [92], [43].
Figura 3-7.: Espectro electromagnético
Fuente: [93]
La figura 3-7, muestra las longitudes de onda y en otros casos la enerǵıa. Por intuición se
reconoce que en el espectro visible, las longitudes de onda con mayor enerǵıa son los más
cercanos al violeta (400nm), por tal razón, los fotones de los LEDs azules poeen más enerǵıa
que los fotones de los LEDs rojos, en donde la potencia radiada emitida por un LED (Φe), es
un elemento importante en VLC [94]. Como lo describe la ecuación (3-1) de Albert Eintein
en 1905 sobre el efecto fotoeléctrico.
Ev = h.c/λ (3-1)
Donde h es la contante de plank ∼= 6,626x10−34, c es la velocidad de la luz y λ es la longitud
de onda, aśı, la Figura 3-7 muestra la notación de enerǵıa como eV en función de la longitud
de onda [95].
Principalmente la idea de usar LEDs en sistemas de comunicaciones e iluminación, es por efi-
ciencia luminosa y la rápida transición integrado en un solo dispositivo. Aunque no necesaria-
mente ambas cualidades existan en un mismo LED, como popularmente se conoce [21], [43].
Por lo tanto, para recibir mayor energia en el receptor, se debe incrementar la enerǵıa en la
fuente, sin embargo, en términos de iluminación, es fundamental conocer reglamentación de
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condiciones y regulaciones internacionales, que regulan la intensidad luminosa [44], [96] y la
radiación que puede afectar el ojo humano de fuentes ópticas de LEDs o LASER [97], para
aśı, evitar daños por la exposición. Los documentos técnicos que se refieren a la clasificación
y los limites de exposiciones a fuentes ópticas pueden ser consultados en [98], [99], ya que este
trabajo no se detalla este tema en profundidad. Sin embargo, analizando el modelo OWC
aplicado en FSO, permite teóricamente ser ajustado al modelo VLC, ya que su comporta-
miento y algunos modelos son similares [43], [21].
Para un diseño del sistema de VLC, el canal de comunicaciones debe ser estudiado más en
detalle, conforme al modelo matemático que se obtenga del modelo f́ısico seleccionado [22]
ya que las caracteŕısticas del canal dependen de su aplicación. Por ejemplo, uno de los retos
que se mencionó anteriormente, describe la limitación de VLC para sistemas mobiles ya que
las fuentes de luz tienen un FOV muy angosto. Para estos casos el analisis de fuentes de luz
difusa se hace indispensable [100]. Por lo tanto, para un estudio más profundo de las demás
configuraciones de enlaces VLC se puede revisar en [22], [16], [90], [10].
VLC es una excelente opción para alcanzar altas velocidades de transmisión de datos [101],
pero las configuraciones del medio son cláves para ajustar el modelo a proponer. Por ejemplo
para ambientes externos la luz del transmisor deberá pasar a través de obstáculos opacos
para ser detectada en el receptor, mientras que en los ambientes internos, la reflexión en las
paredes y techos juegan un papel importante a la hora de diseñar el sistema [16]. La figura
3-8, muestra las configuraciones de VLC encontradas en la bibliograf́ıa: punto a punto con
ĺınea de vista, difusa, y punto a punto guiada.
El uso de la configuración punto apunto con LOS, sirve para ajustar la tasa de tranmisión
de datos, aśı como para evaluar la codificación FEC, sin embargo, para un medio real, deben
tenerse otras configuraciones como la punto a punto sin LOS, la Difusa o la configuración
LOS guiada [8], [16], [102].
La configuración ((Non-LOS y difusa)), son similares porque no tienen la fuente de intensidad
de luz incidiendo directamente en el receptor y la configuración seguida es similar a la LOS,
con un elemento externo de seguimiento para lograr captar la mayor potencia óptica en el
receptor. En la tabla 3-2, se puede hacer un resumen comparativo de las caracteŕısticas de
los tipos de configuración más sobresalientes de enlaces OWC.
3.1.2. Etapas del sistema de comunicaciones VLC
Uno de los mayores retos en el VLC, es la selección de elementos eléctricos y optoelectróni-
cos, para realizar un sistema de pruebas.
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Figura 3-8.: Configuraciones básicas de un sistema OWC y/o VLC
Tabla 3-2.: Comparación de caracteŕısticas para diferentes tipos de configuración de enlaces
OWC.
Fuente: Adaptado de [8], [16]
Caracteŕıstica LOS directa Difusa
Tasa de transmisión Alta Baja
Eficiencia en potencia Buena Media
Movilidad Si, con seguimiento Si
Acceso confiable Si, con seguimiento Si
Rechazo a la luz ambiente Alto Bajo
Distorción multi-ruta Ninguno Alto
Apuntamiento previo Alto Bajo
Ángulo de Vista Reducido Amplio
Entorno de uso Externo Interno
Uso t́ıpico Punto a punto Punto a multipunto
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De acuerdo a la figura 3-1 de la sección 2, se necesitan tres componentes básicos de un
sistema de comunicaciones:
1- El transmisor óptoelectrónico
2- El medio óptico
3- El receptor óptoelectrónico
Medio Óptico: Canal de Comunicaciones OWC
Como se dijo anteriormente, en sistemas de comunicaciones el comportamiento y entendi-
miento del canal de comunicaciones es factor fundamental en el diseño de comunicaciones
VLC, ya que es en el canal visto como un bloque (ver figura 3-3) en donde se introduce ruido
proveniente de varios fenómenos e.g., fuentes externas de luz, reflexiones de la fuente y aśı
modelado como un proceso aleatorio [103]. El propósito de usar un modelo de canal, es para
acercarse matemáticamente a un sistema práctico real y al mismo tiempo ser entendido por
otras personas que deseen investigar sobre el mismo tema. Sino existiera estas limitaciones
no habria necesidad de crear un diagrama de bloques. Una de esas limitaciones, por ejemplo
es la que se vió en la sección 2.2, donde la señal óptica es atenuada o dispersada lo que hace
que en algunos casos sea dificil o inclusive imposible de percibir [8], [90].
El modelo del canal usado frecuentemente en VLC es el AWGN, sin embargo éste no es
el único. Otros modelos de canal como el desvanecimiento rayleigh (Rayleigh fading) usa-
do para comunicaciones inalámbricas de radio, canal binario con borrado (Binary Erasure
Channel - BEC) donde el transmisor env́ıa uno de dos śımbolos posibles: 0, 1 y el receptor
recibe el śımbolo correcto: 0, 1 o el śımbolo: ((e)), como un śımbolo borrado, o también el ca-
nal simétrico binario (Binary symmetric Channel - BSC) estudiado por muchos autores para
realizar otros análisis como probabilidades de errores de bit [67], [104] donde el transmisor
env́ıa uno de dos śımbolos binarios x ∈ 0, 1, y el receptor retorna uno de los dos simbolos en-
viados 0, 1 dependiendo del canal BSC quién voltea los bits con una probabilidad de errores
p (ver figura 3-21). Entre más se acerque un canal de comunicaciones al sistema f́ısico real
mejor será el modelo. Una caracteŕıstica principal de AWGN es la adición de ruido aleatorio
al canal, resultado de reflecciones de luz de la misma fuente y el espacio f́ısico descrito en
varias configuraciones entre el transmisor y el receptor (ver figura 3-8) experimentalmente
estudiado en [105]. Esto incluye estudiar, matemáticamente un modelo que describa el ca-
nal como punto de partida para examinar el comportamiento de las señales recibidas ante
factores externos. En términos matemáticos la caracterización del canal de comunicaciones
es determinada por su respuesta impulso, es decir, el comportamiento representado como si
fuera una ĺınea de transmisión con una función de transferencia [104].
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Figura 3-9.: Caracterización canal VLC
La caracterización del canal VLC puede ser llevado a cabo en el tiempo y en la frecuencia
como muestra la figura 3-9 analizando la respuesta impulso en el tiempo registrado en el re-
ceptor o el comportamiento de la potencia a diferentes frecuencia, como es descrito en [105],
donde el estudio de canal con luz infraroja puede ser analizados bajos los mismos paráme-
tros de reflexiones que VLC [106], ya que se describe el mismo fenómeno natural (la luz)
con las mismas técnicas de propagación, modulación y detección sin embargo VLC además
de tener en cuenta la potencia óptica radiada adicionalmente incluye la intensidad luminosa
ya que también es una variable sobre el modelo propuesto por Komine en 2004 [90]. Para
este análisis de diseño se deben tener en cuenta 3 elementos fundamentales en el sistema
VLC: los patrones de radiación del emisor, el modelo de propagación de la señal óptica y las
caracteŕısticas ópticas del receptor [107].
Consecuentemente la ecuación 3-2 describe la intensidad luminosa en términos del flujo











Donde Φe es el flujo luminoso emitido por un LED, como se describió en la sección 3.1.1, V (λ)
es la curva estándar [91] de luminosidad del ojo según la figura 3-5, Km es la sensibilidad
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pico del ojo ∼ 683lm/W a una longitud de onda de 555 nm. Por lo tanto, la potencia óptica







Donde ∧max y ∧min son establecidos por la curva de sensibilidad del PD [16]. Asumiendo
que el LED tiene un comportamiento lambertiano, descrito por Gfeller y Bapst en 1979 [28],
la intensidad luminosa sobre una superficie plana estaŕıa dada por:
I∅ = I(0)cos
m∅ (3-5)
Donde φ es el ángulo de radiancia con respecto al eje normal de la superficie del tranmsisor
(ver figura 3-10), I(0) es la intensidad luminosa en un ángulo de cero grados y m es el órden
de emisión lambertiano que ha sido utilizado en muchos modelos VLC [16] e IR [8], como
modelo práctico para transmisores con LOS. Este orden varia dependiendo del ángulo de





Donde φ el ángulo medio en la iluminancia media de un LED, es decir, usando la ecuación
3-6 donde para Φ1/2 = 70 seŕıa el orden igual a [8], [90].
Figura 3-10.: Modelo de propagación con ĺınea de vista (LOS)
Los niveles de intensidad luminosa sobre un plano (mesa de trabajo) vistos en la figura 3-10









cosm(∅)Ts(Ψ)g(Ψ)cos(Ψ), 0 ≤ Ψ ≤ Ψcons (3-8)
Teniendo en cuenta el modelo de propagación (3-4) y la ecuación 3-8, es posible modelar
un canal VLC como un canal AWGN donde la corriente del fotodetector está en función
de la potencia instantanea transmitida por la fuente de luz (LED) y la responsibidad del
fotodetector dada por la ecuación 3-9.
Ip = RPt(t)⊕ (t) + n(t) (3-9)
Donde Pt(t) es la potencia óptica instantánea transmitida, h(t) es la respuesta impulso del
canal, n(t) es el ruido agregado como señal independiente y el śımbolo ((⊕)), denota la con-
volución. Para ser más gráfico, el modelo se observa en la figura 3-11, donde la potencia
óptica ingresa al canal Rh(t) el cual es afectado por la el ruido externo del canal n(t) y la
salida es la corriente foto detectada Ip en el receptor.
Figura 3-11.: Modelo de canal VLC con IM/DD
Fuente: [16]
El Transmisor Optoelectrónico
Según la figura 3-6 de la sección 3.1.1, normalmente, el transmisor se compone de dos partes:
1. La fuente óptica y 2. El circuito driver.
Fuente óptica
Las fuentes comúnmente usadas en comunicaciones ópticas, son el LASER y el LED. Diferen-
tes clases de ellas pueden emitir luz visible o invisible, según la aplicacion. Ambos permiten
convertir señales (Enerǵıa) del dominio eléctrico al dominio óptico, sin embargo los LEDs son
candidatos más probables para actuar como fuentes transmisoras en VLC [50], ya que posee
ventajas como: larga vida útil (e.g., 100.000 horas) [95], menor potencia de consumo y su
bajo costo, entre otros [90], que favorecen la aplicación en ambientes internos de iluminación
y telecomunicaciones [6, 14].
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Generalmente, los LEDs son diodos compuestos por dos capas de materiales cargados con
electrones (p) y huecos (n) separados por una delgada barrera, que a través de un voltaje de
polarización directa, reduce la estrecha juntura entre ambas, permitiendo la recombinación
atómica entre electrón-hueco. En consecuencia, debida a la emisión espontánea, resulta un
coeficiente de generación de fotones y otro coeficiente de fótones que escapan del semiconduc-
tor al aire libre. Por lo tanto, ambos coeficientes y la enerǵıa producida en la recombinación
atómica, son expresadas en la ecuación 3-10 [108].
PLED = nintnext[I.(hv/q)] (3-10)
Donde nint corresponde a la tasa de fotones generados (eficiencia cuántica interna - [I/q]),
next los fótones que salen del dispositivo semiconductor hacia el exterior, I la corriente de
polarización y q la carga del electrón. Aśı, la longitud de onda y la frecuencia de los fotones,
dependerá de la enerǵıa Eg = E2 − E1 entre las dos bandas de conducción y de valencia de
los átomos de los semiconductores, a su vez, describe el proceso atómico y transformación
que da como resultado potencia óptica radiada del LED [108].
Entre tanto, otras caracteŕısticas propias de los LEDs, tales como color, tipos de fabricación,
espectro de emisión, vida útil, dependen a partir de su proceso de fabricación, y aśı las ne-
cesidades y requerimientos que se desean para diferentes aplicaciones, tales como: encoders
(en ĺıneas de producción), sistema de comunicaciones e información de veh́ıculos VICS, ilu-
minación, detección de gás, medición de humedad en la piel, comunicaciones ópticas, entre
otras [109].
Para radiar mayor enerǵıa en forma de fótones, debe existir una minusciosa selección de
elementos qúımicos y un delicado proceso de fabricación. Como se vió anteriormente, los
elementos son escogidos de acuerdo a Eg. Los que tengan mayor Eg y una directa transición
banda a banda o combinaciones entre ellas, serán los elementos preferiblemente seleccionados
que proveerán una alta eficiencia. Entre los elementos, la combinación más populares son:
GaN, GaAs e InN del grupo III y V de la tabla peródica por poseer mayor enerǵıa (eV 3.4,
1.95 y 1.42 correspondientemente) [110].
Una vez seleccionados los componentes qúımicos, comercialmente la fabricación de LEDs se
realiza mediante un crecimiento de agua y vapores (crecimiento epitaxial), con elementos
qúımicos de nitratos de aluminio, galio e indio, que contienen uniones entre electrónes y hue-
cos (p y n), sobre una oblea de safiro para los LEDs que contienen indio, galio y nitrógeno
(InGaN) o sobre arsenuro de galio para los que contienen aluminio, indio, galio y fósforo
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(AlInGaP). De esta manera, nano part́ıculas son depositadas sobre la oblea, bajo tempera-
turas y presión controladas, provocando reacciones qúımicas entre amoniaco y componentes
metalorgánicos para crear las diferentes capas (e.g. región p, región activa y región n) de
los LEDs. Los LEDs que entregan colores rojo, naranja y amarillo son generalmente fabri-
cados con elementos base como aluminio, indio, galio y fósforo (AlInGaP), mientras que los
colores azul y verde, usa la tecnoloǵıa de indio, galio y nitrógeno (InGaN) [111], [95]. Estas
uniones pueden ser hechas del mismo material, o materiales distintos que puedan aumentar
la eficiencia de emisión [112].
Existen dos maneras para crear los LEDs blancos. El primero mediante la combinación
precisa de colores, generalmente, producidos por chips indiviuales rojo, verde y azul, esta
combinación sirve para usar cada chip del LED para ser modulado independientemente (10-
20MHz) [113], sin embargo, debe usarse una técnica de modulación adecuada para manterer
el balanceo de colores [11]. Y la segunda, mediante un simple chip GaN, que genera el color
azul, combinado con el color amarillo producto de la capa de fósforo (YAG) que recubre
el LED, creando una combinación que da como resultado el blanco [90], [95]. sin embargo
existen limitaciones de ancho de banda ( 2− 3 MHz) y absorción de enerǵıa por la capa de
fósforo (YAG) [11].
Otro tipos de LEDs son investigados como posible alternativa ante la limitada respuesta
de los pc-LED.LosµLEDs fabricados con GaN, ha mostrado grandes avances en las comu-
nicaciones como lo muestra [50], [51]. También los LEDs de cavidad resonante (RC-LEDs),
fabricados con una capa reflectiva logra potencias hasta de 1,5mW y pueden alcanzar alta
velocidad de respuesta = 70MHz a If = 20mA. [109].
En comunicaciones, una de las más conocidas técnicas para enviar información binaria es
a través de la modulación ASK [95]. Sin embargo, para saber el comportamiento del LED
3-12, se necesitan ciertos componentes electrónicos que puedan manejar el voltaje y la co-
rriente de polarización de un arreglo de LEDs 3-12a o un sólo LED su punto ĺıneal de su
grafica caracteŕıstica de polarización como se muestra en la figura 3-12b.
El driver
Los LEDs son usados en variedad de aplicaciónes que requieren luz, tales como: iluminación
general, retroiluminación, indicadores simples o RGB, vehiculos, flash, señalización, grandes
pantallas LEDs, comunicaciones, entre otros. Sin embargo, debido a la carencia de controlar
su propia corriente y voltaje, se hace necesario un dispositivo externo que haga ese trabajo.
La manera más sencilla para limitar la corriente que circula en el LED, es través de una
sóla resistencia (R) en serie. Sin embargo, ésta configuración no es la más recomendable, ya
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(a) Diagrama polarización del LED (b) Corriente directa vs voltaje directo
Figura 3-12.: Corriente directa vs voltaje directo
que con variaciones de temperatura y de voltaje (Vf ), la resistividad puede verse afectada en
comportamientos no lineales, cambiando el flujo de corriente y en consecuencia la potencia
de salida del LED [114].
La configuración más sencilla puede ser útil, si la resistencia viene precesida por un am-
plificador procedente de la salida del DAC, como lo muestra la figura 3-13a. Éste enfoque
fue previamente estudiado en [115], [43], [116] y es comúnmente usado en comunicaciones
inalámbricas actuales [104]. Para calcular R, en la figura 3-13a, se despeja de la ecuación
3-11, el cual, la corriente que circula a través del LED (Iled), el voltaje de salida del buf-
fer (V out) y el voltaje medido entre el ánodo y el cátodo del LED (VLED), son conocidos [109].
R = (Vout − VLED)/ILED (3-11)
Entre más corriente Iled (ecuación (3-10)), circulando sobre el LED, mayor combinación
atómica en las uniones pn, en consecuencia mayor incremento de fotones de luz y potencia
radiada [108].
Existen otras variaciones de topoloǵıa de driver de LED comúnmente aplicadas en VLC.
El driver mostrado en la figura 3-13b, incluye transistores de RF para controlar el flujo de
corriente en el LED. Con configuraciones similares, se puede aplicar la modulación OOK,
mediante pulsos de onda cuadrada (5V y 0V ) a través de llevar el transistor de la zona de
saturación a la de corte, encendiendo y apagando (on/off) correspondientemente. Los ex-
perimentos reportados en [107], permite lograr una onda cuadrada hasta decenas de MHz.
Por lo tanto, la capacidad de manejar corriente y la velocidad de respuesta es limitada por
la máxima corriente soportada y el tiempo de respuesta correspondientemente del transis-
tor [107], [112].
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Existe una variedad de tipos de drivers de CI, que regulan la corriente y el voltaje para so-
portar el LED o la cadena de LEDs, dependiendo de la aplicación, estos pueden ser ĺıneales,
descendente (buck), ascendente (boost) o inclusive ambos (buck-boost) [114].
Los driver CI lineales mantienen un flujo de corriente estable sin que haya ruptura, además
de manejar la baja corriente de LEDs (∼ 150mA). Por otro lado, existen CI con regulador
de conmutación interna que entrega hasta (3A) a un número de LEDs, y adicionalmente con
controlador de conmutación externa puede entregar corrientes por encima dependiendo de
la aplicación.
Las topoloǵıas de paso descendente (buck) y paso ascendente (boost) son muy conocidos en
temas de iluminación. La topoloǵıa buck es ideales para aplicaciones donde el voltaje de la
fuente es mayor que el voltaje de polarización [117]. Esta topoloǵıa generalmente posee ca-
racteŕısticas de alta eficicencia, bajo ruido y espacio reducido en hardware. Los drivers boost
simplemente se usan en aplicaciones en dónde el voltage entregado a los led es superior al
de la fuente de polarización (e.g. cadena de LEDs en serie).
El enfoque de driver CI aplicado a VLC, brinda caracteŕısticas de estabilidad a altas y bajas
corrientes de carga, y adicionalmente soporta el cambio de atenuación a través de la modu-
lación por ancho de pulso (PWM), como lo muestra la figura 3-13c, el cual es incluido en el
estandar IEEE 802.15.7 [9], [118]. Aśı, aprovechando la capacidad de modular la luz de salida
de los LEDs, a través de la intensidad de corriente que fluye por los LEDs, es que puede
ser ampliamente funcional en comunicaciones [119], [120]. Otros fabricantes de drivers para
LEDs se especializan en comunicaciones (e.g., Hamamatsu, Vishay, etc.). El uso de driver
con CI aplicado a alta velocidad, es estudiado en [106], [121], con el que se demuestra la alta
tasa de transmisión hasta (∼ 300Mbps).
Otra topoloǵıa de driver para LED, usados en [120], [113], usa la ((te de polarización)), la cual
en una entrada, recibe la corriente constante del LED (ILED), y por otra, la señal portadora
de información análoga (AC), como se muestra en la figura 3-13d.
La T esta compuesta por un capacitor Cin que acopla la entrada de AC, el cual está asociado
con la frecuencia de corte fco [122]. La base matemática para el diseño de te de polarización
puede consultarse en [123], [22], ya que este tema no es visto en profundidad.
El Receptor Optoelectrónico
Normalmente VLC usa un fotodetector (PD) para convertir las señales ópticas insidentes en
señales eléctricas (corriente o voltaje) proporcionales a la potencia que inside, sin embargo
éste no es el único método. Apesar de que existen diversos tipos de fotodiodos, los más co-
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(a) Driver con buffer y resistencia R (b) Driver con transistores de RF
(c) CI driver boost DC-DC (d) Driver con te de polarización
Figura 3-13.: Variantes de drivers en VLC
nocidos son los de ((Si, PIN y los APD)) [124], ya que poseen unas caracteŕısticas apropiadas
para VLC que son la respuesta espectral, la alta sensibilidad, la baja corriente oscura y la
alta velocidad de respuesta [125]. Existen otras aplicaciones como comunicaciones ópticas
con camaras (OCC), el cual aprovecha la camara de los celulares o dispositivos con camaras
como sensores opticos (e.g., CCD) de baja respuesta, lo que significa baja tasa de datos. Las
celdas fotovoltaicas son usadas para capturar la mayor cantidad de potencia insidente, sin
embargo la capacitancia de la celda reduce la respuesta frecuencial. Las celdas fotovoltaicas
y la tecnoloǵıa OCC tienen otras aplicaciones que no son descritas en este trabajo.
Un fotoreceptor (PD), a nivel molecular funciona similarmente a un LED, sin embargo el PD
aprovecha la luz incidente para crear combinaciones atómica que generan corriente eléctrica
traducida como corriente fotodetectada (Ip), sin embargo la corriente fotodetectada no es
la única corriente entregada por el PD. La figura 3-15 ilustra la estructura interna de un
PD, en donde la corriente de salida (Io) entraga por el PD es igual a corriente fotodetectada
absorbida en la región de agotamiento dentro de la juntura del semiconductor al ser expuesto
el dispositivo ante una fuente de luz insidente externa, menos la corriente oscura (ID)(propia
del dispositivo) menos la corriente de la resistencia shunt (normalmente dspreciable cuando
no se incrementa drásticamente la temperatura) [125]. La ecuación (3-12) describe matemáti-
camente la corriente resultante de la figura 3-15. Adicionalmente otros elementos como la
capacitancia interna (Ci) reducen la respuesta frecuencial del dispositivo y las resistencia
interna (Rs) son parametros internos, dependientes de las caracteŕısticas de fabricación y
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materiales del PD.
Io = ID + IL + Ish (3-12)
La selección del fotodetector es una pieza clave para el desarrollo del sistema de comuni-
caciones de corto alcance, ya que el mismo puede limitar el desempeño del sistema para la
aplicación deseada e.g., un PD con mayor FOV permitirá mayor área de sensado, adecuado
para movilidad, sin embargo esta caracteŕıstica hace que sea susceptible a mayor potencia
de ruido ya que captará mayor cantidad de longitudes de onda indeseadas o externas [126]
(ver figura 3-6). Algunas caracteŕısticas de los PD y APD son descritas a continuación:
Respuesta espectral
La respuesta espectral define la respuesta de corriente en un amplio rango de longitudes de
onda. Normalmente este valor es mostrado en muchas hojas de datos de los dispositivos. La
relación de sensibilidad fotoeléctrica (S)y las longitudes de onda, generalmente es expresado







donde la fotosensibilidad está expresada en [A/W ] y λ corresponde a la longitudes de onda
en (nm). Normalmente esta relación de fotosensibilidad es graficada y entregada por los
fabricantes como lo muestra la figura 3-14.
Figura 3-14.: Respuesta espectral APD serie C12702 - Hamamatsu
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Corriente Oscura - ID
Esta corriente es una corriente residual, que fluye cuando el PD es polarizado con un voltaje
inverso. Normalmente la corriente oscura es una corriente indeseada presente como ruido en
todos los fotodiodos [125].
Fotosensitividad
Frecuentemente designada como ((S)), la fotosensitividad es la relación de la corriente o el
voltaje fotodetectada medida en amperios o voltios (A o V) sobre la potencia incidente (W ).
frecuentemente esta relación es expresada como una sensitividad absoluta o A/W o VW o
también como una medidad de sensitividad normalizada por la sensitividad en la longitud
de onda pico λp (ver figura 3-14).
Eficiencia cuántica
Es la relación (expresado en %) que describe la eficiencia de un fotodetector mediante el
número de electrónes o huecos detectados entre el número de fotones incidentes al PD y está
expresada por la ecuación 3-13.
Frecuencia de corte
Es la medida de frecuencia en donde la magnitud decrese 3dB con respecto a la salida de






La capacitancia interna proviene especialmente por las junturas P y N dentro del PD (ver
figura 3-15). La capacitancia es una de las principales caracteŕısticas que limita lan velocidad
de respuesta del PD. Entre mayor área de sensado, mayor capacitancia entre las junturas
PN.
Tiempo de respuesta de subida - tr
Es la medidad de respuesta de tiempo a la salida del fotodetector frente a un paso de
insidencia de luz. Esta medida es desde el punto minimo (10 %) al punto maximo (90 %)
(medido en segundos seg).
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Figura 3-15.: Estructura interna de un PD
Fuente: Adaptado de [112]
Voltaje máximo de polarización en inversa - VR
De acuerdo a las hojas de datos de los fotodetectores, el voltaje de reversa hace referencia
al voltaje máximo que puede soportar el dispositivo, antes de sufrir alguna alteración en
su funcionamiento o su destrucción. Las hojas de datos especifican lo ĺımites máximos de
operación para evitar el deterioro del dispositivo. Frecuentemente la polarización en inversa
provee mayor sensibilidad.
Sistemas Embebidos
En los últimos años a nivel experimental, ha existido un gran incremento en la tasa de
transmisión de datos a traves de sistemas VLC. Los sistemas embebidos juegan un papel
fundamental a la hora de realizar protocolos o pruebas de software y hardware de la capa
f́ısica y enlace de datos. En estos dispositivos, es posible implementar modulaciones robus-
tas, capaces de procesar altos flujos de datos mediante software de alto nivel (e.g. C, C++,
PythonTM). En estos procesos que requieren un alto procesamiento como el audio, streaming
o voIP, es importante usar el sistema embebido adecuado según su aplicación. En muchos
estudios, como [43], [16], [127], [128] usan algún dispositivo embebido, tales como: DSP, FP-
GA y uC, para implementar modulaciones robustas o para conseguir mejor desempeño en
el sistema VLC, asi como en [50] han consegido tasas de transmisión hasta 3.2Gbps con un
solo LED y usando estas herramientas.
Incrementar la tasa de transmisión para aplicaciones de tiempo real, puede ser posible me-
diante sistemas embebidos robustos, tales como FPGA [127], cuyo propósito es reducir al
minimo los tiempos de procesamiento. Los DSPs y microcontroladores, son también una he-
rramienta, pero a diferencia de las FPGA, su programación es netamente basado en software,
según las caracteŕısticas especificas de hardware del dispositivo [129].
En tiempo-real, el uso de FPGA brinda eficiencia espectral transmitiendo subportadoras en
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paralelo. Aśı mismo, combinaciones con modulaciones DTM mejora la tasas de trasmisión
hasta 500Mbps como se comprobó en [127]. Por otro lado, los dispositivos DSP, permiten
desarrollar más fácilmente los bloques del sistema de comunicaciones VLC usado por Engala
en [43]. Aśı, los bloques implementados (e.g., codificaciones de canal) en lenguaje de progra-
mación de alto nivel, requiere una menor complejidad para el programador que el lenguaje
basado en compuertas de las FPGA, adicionalmente, los DSPs ofrecen otras ventajas sobre
las FPGA, en temas relacionados al bajo consumo de enerǵıa, sin embargo esta tendencia
cada vez va siendo menor por el desarrollo tecnológico de FPGAs de ultra-bajo consumo [129].
A nivel experimental, muchos desarrolladores escojen los DSP por el uso de lenguaje de
alto nivel, como: C, C + + o Python, el cual, facilita el desarrollo en aplicaciones militares,
sistemas de emergencia, dispositivos mobiles y prosesamiento en tareas espećıficas como se
estudia en [130]. Una de las aplicaciones adecuadas, son los sistemas de comunicaciones en
banda base, adecuado para esta investigación.
En trabajos como [129] prueban sistemas embebidos, FPGA y DSP en el cual evalúa el
desempeño, procesamiento, reconfiguración y otras caracteŕısticas que muestran las FPGA
cómo mejor elección frente a DSPs y microcontroladores.
El microcontrolador, otro sistema embebido de bajo costo, no tan robusto como el DSP
pero también permite programar en software funciones espećıficas que no requieren un alto
desempeño. Hablita el desarrollo de cada una de las etapas del sistema de comunicaciones a
nivel experimental.
3.2. Protocolo simple de comunicaciones - Capa PHY
Los protocolos establecen un conjunto de reglas entre el transmisor y el receptor. Esas reglas
pueden comprender sin estar limitado a el tipo de codificación de caracteres, el orden de
sequencia de bits (e.g., LSB o MSB primero), representación de bits (e.g., 0 = LED apagado
ó 1 = LED encendido), número de muestras por bit (SPB), tasa de transmisión, tipo de
control de flujo, tipo de sinconización, sequencia de entrenamiento [131].
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Figura 3-16.: Elementos simples que conforman un protocolo de comunicaciones
Por lo tanto la teoŕıa que Lizhong Zheng propone en 2006 descrito en [132], varias compo-
nentes para mantener un sistema de comunicaciones con el menor número de errores posibles
durante la transmisión. Los elementos que contienen un protocolo simple de comunicaciones
puede resumirse y mostrarse en la figura 3-16 donde se involucran los siguientes elementos:
3.2.1. Secuencia y agrupación de bits
Antes de crear una forma de onda correspondiente a la información enviada, existen codifi-
caciones como la codificación americana estándar para el intercambio de información (ASCII
por sus siglas en Inglés). Este es uno de los estándares más usados para representar carac-
teres con datos binarios. Cada caracter se representa con siete [133] u ocho bits. El anexo
E, representa una tabla de la codificación ASCII en bits que puede servir para interpretar el
abecedario y los śımbolos numéricos.
Cada caracter ASCII tiene una representación binaria y puede ser armada como una secuen-
cia de bits en bloques.
3.2.2. Creación de la trama y forma de onda
Agrupando la secuencia binaria correspondiente a los caracteres ASCII, se arma el bloque con
tamaño espećıfico agregando sincrońıa con un bit de inicio y un bit de parada dependiendo
la configuración [132]. Con un bloque de bits contruye la forma de onda usando muestras
en cada bit (SPB). Ese tiempo de muestreo es llamado periodo de muestreo Ts con el
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cual el DAC de un sistema embebido contruye la onda con niveles de voltaje o corriente
correspondientes. Con estos parámetros es posible identificar el tiempo de bit y la tasa de
bits que ocurre en la transmisión de bits, como lo resume las equaciones (3-14) y (3-15).
Tb = Ts ∗ SPB (3-14)
donde Ts es el periodo de muestreo, SPB son las muestras por bit. Aśı, la tasa de transmisión





Una de las métricas comunmente conocida en la bibliograf́ıa es la tasa de bits versus BER,
aunque es necesario reconocer que la tasa de bits es diferente cuando se usa códificación de
canal, el cual se descrito en la sección 3.3.
3.2.3. Sequencia de entrenamiento
Según la figura 3-6 en la sessión 2, la atenuación se relaciona con la distancia entre el trans-
misor y el receptor, al observar que la potencia recibida esta en función de la distancia, como
lo muestra la equación 3-8 donde la potencia óptica recibida es inversamente proporcional al
cuadrado de la distancia, según el modelo de propagación lambertiano del LED [16], [107].
Se hace necesaria una comparación de la señal recibida con un umbral designado como σ, el
receptor puede determinar si el bit recibido es un 1 lógico o un 0 lógico. según la figura (3-
17), es intuitivo reconocer que se puede tomar el umbral como la media entre los niveles c y
c+k, ante una señal de entrada Pi(t) y una señal recibida Ip(t) como lo muestra la figura 3-11.
Figura 3-17.: Respuesta paso para caraterizar un canal de comunicaciones VLC.
Fuente: Adaptado de [134]
El protocolo de comunicaciones introduce una sequencia de encabezado que permite au-
tomáticamente determinar ese umbral al inicio de la trama, es decir, la secuencia de en-
trenamiento hace una evaluación de vez en cuando, para calcular el umbral y adecuarse al
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canal [132].
La escogencia de la duración de la secuencia de entrenamiento esta dada por la ecuación
(3-17), donde el pulso debe alcanzar al menos el 90 por ciento del pico máximo recibido.






La sincrońıa es otro elemento fundamental para el correcto funcionamiento del canal. Para
que un bit sea decodificado, el receptor tiene debe conocer cuántos SPB tiene cada bit.
Mediante el proceso de submuestreo, el receptor tiene la tarea de calcular cuándo empieza
una trama y aśı contar e interpretar la sequencia de bits. Para simplificación del sistema de
pruebas, los parametros iniciales SPB y longitud del mensaje, deben ser preconfigurados.
3.2.5. Equalización
El análisis usando el diagrama de ojo, permite identificar el punto deseable de submues-
treo, además de reconocer algunas condiciones de errores de bit que se introducen en el
sistema de comunicaciones VLC. A medida que aumenta la tasa de transmisión, existe un
fenómeno que empezará a introducirse en el comportamiento del canal y afectará de manera
negativa el desempeño del sistema de comunicaciones. Es la interferencia intersimbólica (ISI).
Muchas veces ISI ocurre como consecuencia a las caracteŕısticas intŕınsecas de los compo-
nentes y/o materiales, del medio u otros factores externos. ISI limita el tiempo de respuesta
del canal, por lo tanto esta directamente relacionado con el SPB, si este tiempo no es mayor
que el periodo de SPB, entonces se introduciran errores de bit. En la figura 3-18 se observa
que la degradación de la forma de onda ante ISI.
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Figura 3-18.: Interferencia Intersimbólica Vs SPB
Fuente: Tomado de [134]
Para reducir la ISI es necesario saber el tiempo de establecimiento (TE). Como una medida
aproximada, el tiempo TE es el tiempo necesario para que la respuesta impulso alcance
el 90 % del máximo valor de la respuesta impulso del canal. Este tiempo esta dado por la
ecuación(3-18). Fijando TE se puede lograr caracterizar el minimo cantidad de SPB que
puede emplearse para construir una forma de onda baja con bajo BER.
S(n) = 0,9 ∗ k (3-17)
donde S(ns) está dada por:
k(1− ans+1) ∗ u(n) = 0,9 ∗ k (3-18)





donde a es la variable de la respuesa exponencial del canal. Es decir, entre más grante sea
esta expresión logaŕıtmica, mayor tiempo tomará la respuesa del canal.
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En la figura 3-19, se puede observar la ecuación (3-19), donde muestra la duración de tiempo
discreto para alcanzar el nivel del 90 %.
La tasa de transmisión versus los errores de bit, es un equilibrio fundamental en el desempeño
de un sistema de comunicaciones. Por lo tanto, incrementando SPB, disminuye ISI, pero
reduce la tasa de transmisión. Una forma de establecer el ĺımite es estableciendo el tiempo
mı́nimo del bit, mediante la ecuación (3-20), igualando la ecuación (3-19), y la ecuación
(3-14).




Por lo tanto aumentar la tasas de transmisión involucra un incremento de ISI y en conse-
quencia mayor BER. Para reducir el ISI altas tasas de transmisión, el uso de equalizador
permite realizar el proceso inverso al canal de comunicaciones, es decir predecir la salida
dada una entrada. Para ello se usa el modelo de recursividad del canal en sistemas LTI.
El modelo de recursividad del canal [8], permite modelar el mismo sistema obteniendo re-
sultados semejantes. La ecuación (3-21) representa el modelo de recursividad para el canal
OWC.
y(n) = a ∗ y(n− 1) + (1− a) ∗ k ∗ x(n) (3-21)
donde a es la velocidad de respuesta del canal, k es la amplitud de la señal, x(n), es la en-
trada del canal y y(n), es la salida del canal. Ambos modelos cumplen algunas cacateŕısticas
de los sistemas LTI y puede ser aplicable a este simple modelo de comunicaciones. Para un
estudio profundo puede verse en [134].
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Figura 3-19.: Tiempo de asentamiento ISI
Fuente: Adaptado de [134]
Para crear el ecualizador, se usa la ecuación (3-21), donde se ilustra la operación inversa al
comportamiento del canal, es decir,la salida del canal y(n), es la entrada para el equalizador
x(n). En la ecuación (3-22) muestra que el equalizador depende de la salida del canal y
también de estados previos de la salida del canal. Por lo tanto, intuitivamente la reacción
del ecualizador, actua frente a estados actuales y se anticipa a un estado anterior, en función




∗ y(n) + 1
(1− a)
∗ [y(n)− y(n− 1)] (3-22)
3.3. Mitigación de errores
En sistemas de comunicaciones, un elemento fundamental que se introduce aleatoriamente,
es el ruido. Como se vió en la figura 3-11, la señal recibida es la suma de la respuesta
de la entrada (e.g. calculada de la respuesta paso en sistemas LTI), con la señal de ruido,
que puede traer consigo un nivel DC (e.g. fuentes ópticas, componentes electrónicos, entro
otros) [104].
El ruido es uno de los mayores factores que limitan el desempeño de un sistema de comuni-
caciones, ya que interfiere con el mensaje transmitido, aśı, determinando el ĺımite mı́nimo de
señal de ruido, el receptor puede decodificar las señales entrantes. Una vez la señal recibida
caiga por debajo de éste ĺımite, los errores se incrementarán significativamente. Por lo tanto,
entre más pequeñas sean las señales, menos enerǵıa se usará para transmitir la información
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(i.e reducción en el consumo de enerǵıa) [104].
Aśı, revisando la figura 3-11 de la sección 2.1.2, un canal o medio de transmisión (e.g. espa-
cio libre, cable coaxial o fibra optica) tiene asociado un ruido. Por consiguiente, el resultado
de la señal recibida, es la suma de la señal transmistida más la señal de ruido. Por otro lado,
el ruido, puede ser producido por interferencia óptica, electromagnética o por ruido térmi-
co [131]. Este a su vez, tiende a alterar la información transmitida a través del canal [85].
Normalmente el ruido se expresa en términos de la relación señal a ruido (SNR), el cual, la
potencia de la señal, es dividida por la potencia del ruido y se expresa en decibeles (dB),
sin embargo, en términos estad́ısticos, la probabilidad del error ρ es frecuentemente men-
cionado como la probabilidad de que los bits sean volteados en un canal simétrico binario
(BSC) y a su vez, la entroṕıa de ruido como la medida del ruido aleatorio H(ρ) [58], [64], [71].
Por otro lado, la teoŕıa de la información intenta describir las comunicaciones entre el trans-
misor y el receptor frente a un canal con ruido. Por lo tanto, la razón de ser es buscar cómo
mejorar la probabilidad de que un mensaje enviado, a través de un canal, pueda aportar en
su reconstrucción en el lado receptor y evitar la degradación del mensaje [135]. Existen va-
rios tipos de modelos de canales (e.g., canal simétrico binario -BSC, canal con ruido aditivo
blanco gaussiano - AWGN, canal con rafagas de errores - burst-error, entre otros.) descritos
en la teoŕıa de la codificación, que puede ser usados para estudiar el comportamiento de la
probabilidad de los errores y de su tasa de información [67].
El estudio de la teoŕıa de las comunicaciones, en principio se postuló por Hartley en 1928 y
posteriormente Shannon en 1948, en el cual estudiaron la entroṕıa de la fuente de informa-
ción y la capacidad del canal como una solución para describir la capacidad de un canal de
comunicaciones [59].
El enfoque de shannon describe por un lado, el análisis de la fuente de información (e.g. el
análisis de la cantidad de información entregada por la fuente), y por otro lado, establece las
condiciones para una comunicación confiable, sobre un canal de no confianza (e.g. el análsis
de las comunicaciones sobre un canal con ruido) todo relacionado con uno de los teoremas
de shannon, que dice: Teniendo un canal discreto (e.g. BSC) con capacidad C y una
fuente discreta con entroṕıa por segundo H. Si H < C, existe un código tal que
la salida de la fuente puede ser transmistido sobre el canal con una probabilidad
de errores arbitrariamente pequeño. Lo anterior infiere sobre el uso de teoŕıa de la
codificación para alcanzar el ĺımite de shannon, pero no especifica cómo implementar ese
código [58], [71], [104], [136].
Con el teorema de la codificación de la fuente, postulado por shannon en [58], resulta la
ecuación (3-23), la cual, resume la función de entroṕıa de la fuente de información H, medido
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en bits, como una distribución de probabilidad mostrado en la figura 3-20a. De ésta manera,
se cuantifica la menor información para ser transmitida en función de la probabilidad de los
posibles resultados obtenidos, en otras palabras el ĺımite inferior en el número de d́ıgitos





Donde p, es la probabilidad en un evento i. Entre más grande sea la probabilidad del evento,
menos información será necesaria para representarlo [137].
Ejemplo 1: la señal de una fuente discreta sin memoria, tiene un ancho de banda = 500KHz,
la cual es muestreada a la tasa de Nyquist, si la secuencia generada esta en el rango de A=-3,-
2, -1, 0, 1, 2, 3 con las probabilidades correspondientes a: 1/16, 1/16, 1/2, 1/8, 1/16, 1/8, 1/16,





= 4 ∗ 1/16 log2(16) + 1/2 log2(2) + 2 ∗ 1/8 log(8)
= 1,75bps
= (1,75bpsample)2 ∗ fN
= 1,75Mbps
(3-24)
Ahora, en términos de capacidad del canal, Shannon en [58] propuso la ecuación (3-25) para
calcular la capacidad de un canal AWGN teóricamente sobre un sistema continuo variante en
el tiempo [137], en el cual, enfatiza que una transmisión es confiable si se cumple la condición
de que R < C, donde R es la tasa de transmisión y C la capacidad del canal. La tasa del
código R esta dado por la relación k/n, donde k es la longitud del mensaje y n la longitud
de la palabra codificada. Esta tasa del código define la cantidad de redundancia relacionada
al codigo de corrección de errores.
C = W log2(1 + P/N) (3-25)
Volviendo a la figura 3-11, P es la varianza de la señal entrante (Pi), N es la varianza
del ruido (n) y C la capacidad del canal ante la presencia de ruido AWGN. Por lo tanto,
el cálculo de la capacidad del canal depende de esta relación. Aśı mismo, otra manera de
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(a) Función de entroṕıa binaria











(b) Capacidad del canal binario simétrico
Figura 3-20.: Capacidad del canal BSC en función de la entroṕıa
estudiar el canal de comunicaciones, es a través del canal simétrico binario (BSC), en don-
de el canal puede ser modelado usando la matriz de probabilidades condicionales Pch. Por
lo tanto, la ecuación (3-26) está definida por la entradas: (x1, x2, x3, x4, ..., xn) y las sali-








Las entroṕıas resultantes describiendo el canal sin memoria discreto, es mostrado en la figura
3-22. Este modelado, permite medir la confianza de la información en el receptor, a través del
valor máximo de información mútua promedio, el cual corresponde con la máxima cantidad
de información tranferido a través del canal. Para ello, es necesario revisar la información
mutua I(X, Y ) con la ecuación (3-27).
I(X, Y ) = H(Y )−H(Y/X) (3-27)
donde H(Y ) = (α+ρ−2αρ), es la entroṕıa de los śımbolos de destino, el cual esta en función
de las probabilidades α y ρ, que a su vez, son las probabilidades de la fuente y de volteo
de śımbolos correspondientemente. La resta de H(Y/X) corresponde a la entroṕıa de ruido
α(ρ). Las probabilidad nombradas α y ρ en el canal BSC son mostradas en la figura 3-21.
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Figura 3-21.: Probabilidades del canal BSC
Por lo tanto cuando existe una probabilidad de volteo ρ muy pequeña ∼ 0, La información
mútua estaŕıa dada por la ecuación (3-28).




En donde la información mutua transferida por el canal, es igual a la entropia de la fuente.
En caso contrario, cuando la entropia del ruido, alcanza su máximo valor (ρ = 1/2), se lle-
gaŕıa a la ecuación (3-29) no habŕıa transferencia de información entre la entrada y la salida
del canal BSC, como lo muestra la figura 3-20b.
I(X, Y ) = Ω(α + 1/2− α)− Ω(1/2)
I(X, Y ) = 0
(3-29)
Por lo tanto, máximizando la información mútua promedio de la ecuación (3-30) garantizan-
do la probabilidad de α y 1− α, igual a 1/2, se llegaŕıa a la ecuación (3-30). [137], [94].
Cs = 1−H(p) (3-30)
En donde H(p), corresponde a la función de entropia del ruido. La función de entroṕıa esta
dada por la ecuación (3-31).
H(p) = plog2(1/p) + (1− p)log2(1/(1− p)) (3-31)
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Figura 3-22.: Información mutua entre (X, Y ) basada en las entropias del canal modelado
BSC
Finalmente, la máxima tasa de simbolos por segundo, es decir, la capacidad del canal por
unidad de tiempo C esta expresado por la ecuación (3-32)
C = sCs (3-32)
Donde s es la tasa máxima de śımbolos por segundo y Cs la capacidad del canal. La idea de
usar un canal no confiable para llevar a cabo una transmisión de información confiable, se
ve limitada por la tasa de información entre el transmisor y el receptor.
La Figura 3-23, muestra la capacidad de un canal BSC de acuerdo a la tasa del código R y la
probabilidad de errores ρ. Según la grafica, existe un equilibrio entre la maximizar la tasa de
bits del canal y la de reducir las probabilidades de errores en el canal (R,ρ) que puntos son
alcanzables. Para ello shannon en [59] (pag. 14 sección 1.3) , relata este problema a través
de sus postulados. Aśı, la capacidad máxima del canal esta definida como la tasa máxima R
en la cual la comunicación es posible.
Con lo anterior, Shannon logró comprobar que existen técnicas de códificación capaces de
alcanzar una arbitrariamente pequeña probabilidad de errores a una tasa menor a la capa-
cidad del canal, es decir, sin que esa tasa de transmisión llegue a cero [75]. Esto traduce a
transmisiones libre de errores sobre canales ruidosos.
Ahora, con el objetivo de mitigar los errores, existen tres tipos de estrategias que pueden
ser aplicadas para el control de errores: los códigos de detección de errores (BEC), los códi-
gos de detección y corrección de errores (FEC), y los protocolos de solicitud de repetición
automática (ARQ). El primero, hace referencia a detectar errores con diferentes métodos
(e.g. chequeo de redundancia ćıclica - CRC, chequeo de paridad, etc.). El receptor hace un
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Figura 3-23.: Capacidad Shannon para un canal BSC
Fuente: Tomado de [67]
cálculo de verfificación sobre la trama y lo compara sobre un cálculo previo, si existe di-
rencia entre los dos cálculos, da como resultado errores en la transmisión del mensaje y el
bloque puede ser corregido o, descartado. Normalmente, los códigos de detección de errores
son aplicados sobre canales donde la probabilidad de error es pequeña p(10−12) o inclusi-
ve menor. Algunos sistemas e.g., unidades de disco ópticas, disco duro, comunicaciones por
fibra óptica o par trenzado, etc., requieren especificaciones mucho más bajas (p(10−16)) [138].
Por otro lado, los códificadores de canal (FEC), en el cual shannon demuestra la posibilidad
de trasnmitir datos a una tasa espećıfica libre de errores usando técnicas de codificación
FEC [71], [59]. Estas, son adecuados en canales con mayor probabilidad de ruido, como los
medios inalámbricos [85]. Estos aplican redundacia al bloque o bit a bit que se env́ıa, con el
objetivo de favorecer al receptor para que detecte y corrija los errores evitando la retrans-
misión del mensaje. Dependiendo de la configuración del codificador de canal, éste tendrá
un capacidad limite para corregir bits volteados [139]. La última estrategia, los protocolos
ARQ usa protocolos orientados a canales full duplex (e.g. Stop-and-wait ARQ, Go-Back-N
ARQ, y repetición selectiva ARQ.), en donde el receptor aplica la detección de errores e in-
forman a través de una solicitud (NAC) si se necesita la retransmisión de la trama o (ACK)
como acuse de recibo. Este tipo de estrategia es comúnmente usada en muchos protocolos
de comunicaciones entre computadores. Su implementación es económica, y no requiere de
alto procesamiento de los bloques transmisitos y recibidos. Los protocolos ARQ son preferi-
bles en sistemas donde los tiempos de latencia no son cŕıticos. Aśı, según como dice Couch
en [65]: el uso de cualquier estrategia contra la mitigación de errores BEC, FEC
o protocolos ARQ, dependerá del tipo de aplicación en particular que se requiera.
En teoŕıa de la codificación, los códigos FEC a nivel general se dividen en dos clases: los
códigos de bloques y los códigos convolucionales [139], [64]. Ambos tipos tienen diferentes
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aplicaciones prácticas. Según Morelos-Zaragoza en 2006, menciona que el uso de códigos
convolucionales ha prevalecido en el tiempo debido a la disposición del uso de decodifica-
cores de baja desición (soft-desition) cuyo desempeño es mejor frente a decodificadores de
gran esfuerzo (hard-desition) [64], [140], [104], sin embargo, esta clasificación hace referencia
a la creación de la palabra códificada y a la decodificación (soft-desición y Half-desición).
Los códigos de bloques procesan la información como un bloque completo de bits, mientras
que la salida de los codificadores convolucionales dependen no sólo del estado actual, sino
de estados anteriores y de la entrada al codificador, el cual puede procesar bloque a blo-
que o por bit a bit [141]. No obstante, Morelos-Zaragoza da una señal sobre el mejor ECC
de códigos de bloques para códigos largo e irregulares que seŕıa el chequeo de partidad de
baja densidad ”LDPC”, debido al reciente desarrollo en la teoŕıa y diseño de algoritmos
de decodifiáción de desición suave (soft-desition) [64]. Los trabajos por Hehn y Huber [142]
comparando los códigos de bloques y convolucionales, continuando con el trabajo Rachin-
ger y Huber en [143] demestran que los códigos extensamente conocidos (e.g. codificación
LDPC, convolucional y turbo) por acercarce a la capacidad shannon, pueden aplicarse a las
comunicaciones inalámbicas donde la latencia y el retardo estructural es cŕıtico. Los factores
que influyen para determinar qué codigo es mejor de otro depende de las caracteŕısticas del
código, e.g., tasa del código, longitud del código y tiempo de retardo corto.
En general, el proceso de agregar redundancia de bits al mensaje puede ser clasificado en dos
métodos: sistemático y no sistemático. El primero hace referencia a colocar la redundancia
n − k al lado derecho del mensaje k, donde n es la longitud de la palabra codificada, sin
embargo, popularmente es conocido que el BER para códigos convolucionales no sistemáticos
es más bajo que aquellos sistemáticos con igual número de memoria [70]. La figura 3-24,
muestra el mensaje incrustado en un codeword de manera sistemática.
Figura 3-24.: Palabra codificada sistemática
La figura 3-25, toma una sección resumida del diagrama de bloques completo de la figura
3-3. El codificador de bloques lineal, es un t́ıpico ejemplo que será introducido en la siguien-
te sección. El ejemplo de la figura muestra la tasa de codificador, es decir la relación de
cantidad de digitos binarios de entrada y salida aplicable para todos los codificadores FEC,
un parámetro importante en codificación de canal. Esta relación demuestra el incremento de
ocupación espectral del código [71].
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Figura 3-25.: Tasa de codificación FEC
3.3.1. Códigos de Bloque: bloques lineales
Un mensaje binario de longitud larga antes de ser codificado, es fracmentado en trozos in-
dividuales con mensajes mas cortos de longitud (k) bits (bloques), de ah́ı su nombre. Los
códigos de bloque adicionan bits de redundancia (n− k) (bits de chequeo o bits de paridad)
al mensaje, especialmente para convertirlos en un palabra codificada de longitud (n) para
brindarle capacidades de corrección al codeword. Este proceso (codificación) se lleva a cabo
mediante combinaciones lineales en la fuente mediante los bits de paridad [139], [67].
La tasa de codificación (R = k/n) especifica la redundancia del código, aśı como su desem-
peño siempre y cuando (n > k). Entre más larga sea la longitud del código, más compleja será
la construcción y mayor aún la complejidad de decodificación en el receptor [64], [103], [144].
El término lineal, se refiere a la construcción de la palabra codificada (c)1, el cual es válida
si la suma (modulo-2) de dos codeword es también otro codeword. Por lo tanto, la cons-
trucción de los codewords se realiza a través de combinaciones lineales fijas, formando un
vector espacial en el campo Galois GF (2), donde el 2 indica su orden. Aśı, las operacio-
nes: OR-exclusiva o suma en módulo-2, la multiplicación y sus inversas son definidas por
el GF(2) e introducida para realizar operaciones entre digitos binarios {1,0} [74], [104]. De
esta manera, el codificador puede generar hasta 2k combinaciones de codewords (codewords
válidos) y el decodificador en el receptor, puede recibir hasta 2n posibles codewords (válidos
y no válidos). El método de codificación pueden ser diferente, sin embargo, para codigos
de bloques lineales siguiendo las condicion de linealidad anterior, dará lugar a la operación
1A diferencia de C en mayúscula la cual hace referencia a la capacidad del canal, la c minúscula, indica la
palabra códificada.
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contraria (decodificación) en el destino. [74], [104], [103].
Los códigos de bloques son muy usados por su simplicidad y rapidez tanto en el codificador
como en el decodificador, su bajo requerimiento computacional (para códigos de longitud
corta) los hace muy llamativos en aplicaciones como: discos compactos (CD), transmisión
digital de satelites y comunicaciones de espacio profundo [74], [71]. Los códigos de bloques
más nombrados son los de repetición, el código hamming (e.g. H[7,4]), Reed-Solomon y el
código de chequeo de paridad de baja densidad (LDPC). Este último, aunque pertenece a
los códigos de bloques, puede manejar relativamente largas longitudes bits de mensaje de
una manera estructurada, ya que para longitudes largas de códigos éstas pueden volverse
imprácticas por la necesidad de manejar 2k codewords [67].
Para los codificadores de bloque, existe una nomenclatura básica que permitirá describir sus
caracteŕısticas y sus capacidades del código.
El peso Hamming
El peso Hamming se define como el número de elementos que son diferentes de cero que
poseé un codeword (e.g. Para un codeword c = [0100110], w = 3 [64]
La distancia Hamming
Con lo anterior, los códigos de bloques lineales, son especificados por las tres letras (n, k, dmin)
o simplemente con las dos primeras letras (n, k), el cual indica la longitud del código (n), la
longitud del mensaje (k) y (dmin), corresponde a la distancia mı́nima Hamming, denotada
con la expresión de la ecuación (3-33). La distancia mı́nima, hace referencia a los mı́nimos
elementos que un codigo, difieren de otro código, en otras palabras, la mı́nimo peso Hamming
(W) del código. La distancia Hamming es normalmente usada para decodificar la información
más probablemente correcta, mediante la suma modulo-2 ”
⊕




La distancia hamming mediante los teoremas del código de bloques lineal, define la capacidad
del código, en detectar o corregir errores [104], [64]. Entre mayor sea la distancia Hamming
exista entre dos códigos de bloques, mayor será la capacidad para el código para detectar
y corregir errores en el receptor [135]. Siguiendo los teoremas 5.1 y 5.4 en [104], los códigos
de bloques puede detectar como mı́nimo dmin − 1 errores de un patron de bits recibidos,
más allá no puede ser detectado confiablemente. Similarmente, para calcular la capacidad
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máxima de corrección de bits erroneos, es posible mediante la expresión [(dmin− 1)/2]. Adi-
cionalmente, existen varios métodos (algoritmos) de decodificación en el extremo receptor.
Los métodos más comunes en la decodificación de códigos de bloques son la decodificación
śındrome, list-decoding (LD), máxima probabilidad (ML) o programación lineal (LP).
Como ejemplo: un código de bloques (6,3,3), especifica que la longitud del codeword es n = 6,
la longitud del mensaje es k = 3, la tasa del código k/n = 1/2, por lo tanto, la capacidad
máxima de detectar errores es de 2 bits y finalmente, la capacidad máxima de corregir errores
es 1 bit por bloque.
Para adicionar la redundancia a mensajes corto con 2k posibilidades de mensaje y formar el
codeword (n), se puede usar una tabla designada manualmente, sin embargo, para grandes
cantidades de datos, es preciso generar una manera más eficiente teniendo en cuenta una
matriz de paridad (H). Por consiguiente, las operaciones lineales ayudan a reducir el pro-
ceso de codificación [71]. El ejemplo del anexo F, muestra un ejemplo con el proceso para
determinar las ecuaciones lineales necesarias para la codificación, partiendo de la matriz de
chequeo de paridad (H).
Los códigos de bloques lineales, están definidos por la matriz generadora y la matriz de
paridad. La construcción de un codeword, se hace mediante la combinación lineal de un
vector o matriz base o matriz generadora (G). Para un código lineal, la matriz generadora
tiene dimenciones (k x n) y es multiplicado linealmente con el mensage como lo muestra la
expresión (3-34).
c = m[1xk].G[kxn]
= m1.g1 ⊕m2.g2 ⊕ . . .mk.gk
(3-34)
Cada elemento del vector m, correspondinte al mensaje es multiplicado por una matriz
generadora G. En el siguiente ejemplo, un mensaje m con dimensiones [1xk], es operado
linealmente con la matriz generadora G con dimensiones [k x n], como se muestra en la












g11 g12 . . . g1n




gk1 gk2 . . . gkn

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(3-35)
Para un código de bloques lineal sistemático, la forma de la matriz generadora esta com-
puesta por por la expresión (3-36).
G = [P |Ik] (3-36)
Donde Ik es la matriz idéntidad de tamaño [kxk] y P , la sección de paridad.
Ejemplo 2: Un mensaje m = [0, 1, 0, 1], será codificado usando código de bloques lineal









1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1

(3-37)
LDPC perteneciendo a los tipos de codificación por chequeo de paridad, es una codificación
lineal donde involucra una matriz generadora, para crear el código y una matriz de paridad
para decodificar el código. Tal como funcionan los códigos lineales de bloques [145]. Por ello,
es importante conocer los códigos de bloques lineales antes que el LDPC.
La codificación de chequeo de paridad sistematica se contruye de la siguiente forma:
c = uG (3-38)
Donde u, es el mensaje, G es la matriz generadora y c, es el código creado.
La matriz de paridad en códigos lineales, compuestas por 1s y 0s, son capaces de generar
códigos alternos, uno de otro, con el objetivo de que al receptor se le facilite la manera de
detectar el mensaje. Incluso si un bit o más ha sido corrupto. La operación de checkeo en el
receptor, se hace a través de la suma en modulo 2 de cada bit en el codigo recibido [145], el
cual debe ser igual a 0, como lo explica la equación (3-38).
c = [1⊕ 0⊕ 0⊕ 0⊕ 1⊕ 1⊕ 0⊕ 1] = 0 (3-39)
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Sin embargo, para detectar y corregir errores en una palabra de código con más bit erro-
neos, es necesario adicionar más bit de redundancia o más equaciones de chequeo de pa-
ridad, como lo hace LDPC con su matriz de chequeo de paridad. Si se tiene un codigo
c = [c1, c2, c3, c4, c5, c6, c7, c8], el producto punto entre el código y la matriz de chequeo de
paridad debe generar una resultante llamada matriz sindrome igual a 0 como lo muestra la
equación (3-40) [145], [139].
 1 0 1 1 0 01 0 1 0 1 0















Donde la matriz resultante esta compuesto por ceros indicando que hay 0 errores. La matriz
H, que es la matriz binaria de chequeo de paridad (mxn), esta compuesta por cada fila
que indican las ecuaciones de paridad de chequeo y cada columna que corresponde a un bit
de la palabra codificada. Esta matriz de tamaño (mxn), donde m es el número de digitos
del mensaje y n el número de digitos del código, es usada para comprobar si una palabra
codificada es valida si y solo si satisface la equación (3-41)
HyT = 0 (3-41)
3.3.2. Proceso de codificación
Teniendo en cuenta la equación (3-41) se satisfizo, la palabra de código puede ser construida
de manera sistemática (n, k), donde n corresponde al número de digitos del código y k el
número de d́ıgitos del mensaje, con la ecuación (3-42)
v = u ∗G (3-42)
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donde u es el mensaje expresado como: [u1, u2, u3, ...uk] y de tamaño k bits, G es la matriz
generadora y v es la palabra codificada (codeword) de tamaño n. Entonces el producto en
el campo GF(2) la palabra codificada estaŕıa dada como se muestra en la expresión de la
ecuación (3-43).
[





]  1 0 0 0 0 00 1 0 0 0 0
0 0 1 0 0 0

(3-43)
3.3.3. Codificación de Chequeo de Paridad de Baja Densidad - LDPC
Low-Density Parity Check (LDPC) es un tipo de código de bloques lineal propuesto ini-
cialmente en 1962 por Robert Gallager [68], [146]. Gallager demostró teóricamente el buen
desempeño de los códigos LDPC, sin embargo, el trabajo práctico se vió limitado por el gran
requerimiento computacional para llevar a cabo los algoritmos de decodificación (message-
passing - MP) para códigos de longitud larga. El grado de complejidad en la codificación
y decodificacion, recae sobre la longitud de la palabra codificada, entre más largo sea el
codeword, más grande la matriz ((H)), y ((G)). Aśı, la multiplicación del mensaje con la ma-
triz generadora necesita de mayores cálculos cuando exista mayor cantidad de ((1s)), [147].
En consecuencia, para su época era casi imposible demostrar el desempeño de la codifica-
ción LDPC-Gallager referente al desempeño en terminos de BER y el acercamiento al ĺımite
Shannon [145], [144].
Décadas más tarde, el trabajo de MacKay y Neal en 1997, propusieron algoritmos más efi-
cientes de crear códigos y decodificar los códigos LDPC. A éstos lo llamaron códigos ((MN )),
(por sus autores Mackay y Neal) [76], [75]. Con esta nueva perspectiva, Mackay et al., logra
obtener resultados prácticos de decodificación usando algoritmos iterativos similares (e.g.,
belief-propagation o producto-suma) [75]. Adicionalmente, se usaron matrices aleatorias muy
escasas (sparse) con el objetivo de crear la matriz ((H)), y ((G)), con un número suficiente-
mente pequeño de ((1s)), para reducir el procesamiento (multiplicaciones en GF(2)). Con
estos nuevos códigos (MN), permitieron demostrar un mejor desempeño en comparación a
los códigos convolucionales y concatenados, más aún con el desempeño de BER cercano al
ĺımite Shannon y los códigos Turbo estudiado en [76].
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En otros trabajo, en simulaciones se han usado códigos LDPC irregulares alcanzando 0,046dB
al ĺımite Shannon con BER 10−6 [147]. Actualmente LDPC, es aplicado en diferentes estánda-
res de telecomunicaciones tales como: IEEE 802.16 (Mobile WiMAX) [148], IEEE 802.11n
(WIFI) [1], IEEE 802.20, IEEE 802.3 y en DVB-S2X, DVB-T2-Lite [149], con longitudes
de codewords desde 384 bits para estándares inalámbricos hasta 64800 bits para estándares
de televisión digital terrestre [150] y otras opcionales para IEEE 802.11ad (WiGig), IEEE
802.11ac (WiFi), entre otros. El desempeño de LDPC lo hace llamativo en aplicaciones que
requieren de altas tasas de transmisión [135].
La principal caracteŕıstica que diferencia un código de bloques a LDPC, es la decodificación.
Mientras que en el primero se usan algoritmos de Máxima probabilidad (ML), o decodifica-
dores de sindrome, la segunda generalmente usa programación lineal (LP) y algoritmos itera-
tivos e.g., belief-propagation (BPA) o message-passing (MPA), producto-suma (SPA) o min-
sum (MSA). Todos ellos basados en decodificación Hard-decision y soft-desición [104], [147].
Durante la creacion de códigos LDPC, basado en la ecuación (3-38), la matriz generadora
(kxn), mapea el vector del mensaje ((u)), ε F k2 en una palabra codificada cεF
n
2 de longitud n
a una tasa R = k/n. [144]. Generalmente, la creación de la matriz generadora ((G)). arranca
desde la la matriz de chequeo de paridad ((H)), en donde se debe cumplir la condición de la
ecuación (3-44).
HGT = 0. (3-44)
Existen dos maneras de representar los codigos LDPC: a través de matrices lineales o gráfi-
camente (Tanner).
La matriz de chequeo de paridad de la ecuación (3-45), tiene un número de filas n y un
número de columnas m definido por (nxm).
H =
 1 1 1 0 1 0 01 0 1 1 0 1 0
1 1 0 1 0 0 1
 (3-45)
Para que la matriz de paridad sea de baja densidad, debe poseer una cantidad de 1′s por filas
y por columna, nombrados como Wr y Wc, correspondientemente, que cumplan la condición
de: Wc << n y Wr << m [147]. Una representación grafica de la matriz ((H)), de la ecuación
3-45, puede ser vista en la figura 3-26.
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Otro tipos de códigos llamados códigos convolucionales (CC), inventado por Peter Elias
(1954) [63], realiza la codificación usando bloques con memoria. Su nombre se deriva porque
los bits de salida codificados, no depende solamente del bit de entrada al codificador, sino
también de estados anteriores del mensaje [64], [62], es decir la señal de salida, es la convo-
lución entre la señal de entrada y la respuesta impulso del codificador [139], Este proceso
combinatorio ćıclico crea la palabra codificada de acuerdo a los bits de paridad para que en el
receptor sea posible inferir el mensaje a través de la corrección de errores sobre un canal no
confiable. A diferencia de los códigos de bloques (con bloques de longitud finita), los códigos
CC, procesan la información bit a bit, ya sea visto como un filtro lineal [135], [62] o como un
registro de desplazamiento lineal realimentado (LFSR) [67] o como una máquina de estados
(finito o infinito), entregando un flujo de bits de paridad a la salida del codificador [104]. Las
operaciones que realiza el codificador CC, se basan en operaciones dentro de un campo finito
GF(q) o GF(2), en donde el śımbolo ((⊕)), corresponde a la suma en modulo-2 y los bloques
son los estados anteriores de bit (memoria) con restricción de longitud ((m)). La figura 3-27
muestra la estructura de un codificador convolucional.
Figura 3-27.: Estructura funcional de un codificador convolucional
Fuente: [87], [83]
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Donde X[n] simboliza el flujo de bits que entran al codificador CC, X[n− 1] y X[x− 2], son
estados anteriores del bit entrante y P0[n] y P1[n] es la paridad en un tiempo n cuando en
este caso es un codigo CC con tasa de datos R = 1/2.
Similarmente a los códigos de bloques, los códigos convolutionales usan bits de paridad, du-
rante el proceso de tranmisión [104]. La linealidad con que es calculado los bits de paridad
proviene de la respuesta impulso de los códigos convolucionales, aśı determinando la estruc-
tura lineal de funcionamiento del filtro se logra producir un codeword finito. En otro caso, la
realimentación seŕıa no lineal, en consecuencia el filtro del codificador generara secuencias de
sólo ceros a la salida del codificador con longitud infinita (catastrófico) [67], [62]. El elemento
fundamental que ayuda en la eficiencia del decodificador, es la linealidad del código. Por esta
razón, los códigos convolucionales lineales son más atractivos [71].
Deergha en 2015 expone la manera de reconocer cuándo un codificador convolucional es
catastrófico o no catastrófico a través del teorema 5.1 en [62], representado en la ecuación
3-46, donde si la función de transformación G(D) del codificador convolucional, expresado
en polinomios es igual a enteros no negativos ”l”, seŕıa un codificador no catastrófico.
GCD(G0(D), G1(D), ..., Gn−1(D)) = D
l (3-46)
Donde ((G(D))), indica la respuesta impulso del codificador convolucional (como una trans-
formada en el dominio D), aśı como ((n)), indica el sub́ındice de la cantidad de respuestas
impulso por salida del codificador. Donde la transformada o la salida del codificador, esta
dada por la ecuación resultante (3-47)
Y (D) = X(D)G(D) (3-47)
Cuya secuencia de salida esta dada por la transformada ((Y (D))). Para una mejor compren-
sión, en el anexo G hay un ejemplo que indica este punto.
Por otro lado, el desempeño de un codificador CC, pueden aproximarse al limite shannon a
medida que su restricción de longitud incrementa (i.e, mayor longitud de memoŕıas ((m))),
pero su complejidad en los algoritmos de decodificación también puede incrementan [75],
posiblemente con tendencia a ser no práctico.
58 3 Marco Teórico
Los parámetros que definen los código CC son: (n, k,m), donde ((k)), corresponden a las en-
tradas al codificador (normalmente este parámetro se define como k = 1 bit de entrada), ((n)),
el número de salidas de codificador para una tasa de delcódificador ((R = k/n)), y finalmente
((m)), el número de bloques de memoria que posee el codificador CC. Este último parámetro
es fundamental en los códigos CC, determina el poder del codificador [139], [71]. Aśı, entre
más grande sea ((m)), mejor desempeño en corregir errores debido a que existe mayor bits
de redundancia en el código. Aśı mismo, más complejo el proceso de decodificación en el
receptor y mayor tiempo de retardo durante el proceso de codificación y decodificación [104].
3.3.5. Proceso de codificación
El uso de la ventana de desplazamiento de la figura 3-28 aplicada por Balakrishnan et
al., [104] permite calcular de una manera más fácil los p > 1 bits de paridad generados por
el codificador, dada una secuencia de bit de entrada ((u)), y mediante la combinación de bits
(módulo-2 en GF (2)) dentro de la ventana de logitud ((m = 3)), a una tasa del codificador de
R = 1/2 sacará una secuencia ((p0 y p1)), correspondientes a los bits de paridad entregados
por el codificador CC.
Figura 3-28.: Cálculo de bits de paridad mediante desplazamiento de bits en un CC
Fuente: Adaptado de [104]
Las ecuaciones de paridad sacadas de acuerdo a la combinación de los bits de entrada ((u)),
junto a la combinación de los estados de las memoria, entregan los bits de paridad generados
por el codificador CC. Para la figura 3-27 con una tasa de ((R = 1/2)), las ecuaciones de
paridad son mostradas en la ecuación (3-48).
p0[n] = x[n]⊕ x[n− 1]⊕ x[n− 2]
p1[n] = x[n]⊕ x[n− 1]
(3-48)
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Una manera de representar los bits de paridad, es a través de generadores polinomiales ((g)),
en donde para el ejemplo de la figura 3-28 los coeficientes polinomiales seŕıan (1,1,1 y 1,1,0)
que a su vez, equivaldŕıan a las conexiones de los estados con la adición ((⊕)), en cada salida
del codificador o a la resuesta impulso del codificador. Otra manera de representar los bits





En donde la secuencia de salida estará asociada con la multiplicación de los estados: actual
X[n] y anteriores X[n− j] con una matriz generadora ((gi[j])), similarmente como los códigos
de bloques [135]. Otra representación de la ecuación (3-49), seŕıa la ecuación (3-50).
c = m ∗ g (3-50)
En donde ∗ denota la convolución y la secuencia resultante estaŕıa dada por la multiplicación
de los estados junto a la matriz generadora ((g)). La matriz generadora estaŕıa compuesta por








La técnica de perforación (puncturing) permite incrementar la tasa de un código usando la
tasa estándar del codificador/decodificador R = 1/2 [135], con el objetivo de eliminar re-
dundancia (eliminar bits antes de multiplexar los bits de paridad) i.e., reduce la complejidad
de procesamiento en el receptor. Por lo tanto, el proceso de perforación usa un vector o una
matriz de perforado alternando la secuencia de salida dependiendo de los eventos de salida
pares o impares. Normalmente, un códificador convolucional opera a una tasa de R = 1/2,
es decir, por cada bit de entrada genera dos bits de paridad a la salida del codificador.
Ahora, para crear un código con tasa 3/4, partirendo de un codificador con tasa estándar
”R = 1/2” y con el vector de perforación e.g., [1;1;0;1;1;0], las posición de unos indica los
bits transmitidos (e.g. 1,2,4 y 5) mientras los ceros indican los retirados o eliminados (e.g.,
3 y 6). Por lo tanto, de cada 3 bits que recibe, el proceso de perforación entrega 4 bits
resultantes. para entender mejor este punto el ejemplo en el anexo H se describe cada uno
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de los puntos mencionados anteriormente sobre la codificación sistemática de un codificador
Turbo. En el receptor, se debe incluir la etapa opuesta (depuncturing) para devolver los bits
de paridad faltantes. Aplicaciones usan la técnica de punturing para incrementar el rendi-
miento del códificador, entre ellas esta: UMTS, Wi-Fi, GPRS, EDGE, DVB-T and DRM
usano algoritmos de decodificación iterativos soft-desition (viterbi).
Dentro de las aplicaciones de los CC, incluye: las redes inalámbricas de telefońıa celular,
2G [139], 3G, y 4G LTE, comunicaciones de satélites, comunicaciones en el espacio pro-
fundo, redes WIFI (802.11) [104], asi como en el programa voyager [67], y aplicaciones de
corrección de errores en tiempo real [139], IMT-2000, GSM, IS-95, televisión digital terrestre,
entre otras [64].
Una manera de representar la codificación y la decodificación de los códigos convolucionales es
a través de la representación trellis o estructura trellis [71], [103], [62], en donde a dieferencia
de la tabla de estados y al diagrama de estados, éste aporta la variable de tiempo entre las
transiciones. En este diagrama, los nodos en el lado vertical de la figura 3-29 muestran los
estados actuales en el codificador y las transiciones obedecen a la entrada del codificador
sea (e.g., 0 ó 1) mientras que el eje horizontal representa la actualización de estados ante un
cambio [64]
.
Figura 3-29.: Estructura Trellis de un codificador convolucional
Fuente: Adaptado de [64]
3.3.6. Codificación Turbo
Los Códigos Turbo (TC), publicados por primera vez por C. Berrou et al., en 1993 [70] han
aportado enormemente al desarrollo en la teoŕıa de la códificación reduciendo la brecha de
0.7dB entre el ĺımite teórico y el práctico. Este avance ha permitido que la codificación turbo
sea uno de los FEC popularmente aplicados hoy en d́ıa en las comunicaciones inalámbricas.
Exite un equilibrio de cálculos complejos de decodificación y el desempeño del codificador,
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aśı, precediendo los códigos convolucionales es posible disminuir la complejidad de decodi-
ficación y mejorar el desempeño del codificador reduciendo el BER (10−5 o 10−6) [151], [152].
Los TC nacen con la idea de no crear codewords de larga longitud con buen desempeño (cer-
cano al limite shannon de 3 a 5dB), ya que esto los hace ineficientes, e incrementa su com-
plejidad, costo computacional y latencia en la codificación/decodificación [70], [135], [139].
Aquella idea de Berrou et al. fue incrementar la ganancia de codificación tomando el poten-
cial de los códigos concatenandos en paralelo por medio de un intercalador (interleaver) en
el codificador y el decodificador. A estos los llamó Códigos turbo [70], [135], [139].
Los TC son contruidos por dos códigos de bloques o codigos convolucionales recursivos (nor-
malmente ambos iguales) concatenados en paralelo [135] e.g., Turbo convolucional (PCCC).
La concatenación se hace a través del intercalador que a su vez, reordena el orden de los
bits de una manera pseudoaleatoria. La figura 3-30 muestra un ejemplo de un codificador
Turbo usado en la cuarta generación de comunicaciones móviles 4G LTE estándarizado por
3GPP [153].
Figura 3-30.: Estructura interna de un codificador Turbo
Fuente: Adaptado de [153]
En este punto, el funcionamiento del codificador Turbo, es similar a los códigos convolu-
cionales ya que proviene de ellos, sin embargo el uso del intercalador (interleaver) permite
que los bits de información se intercalen dependiendo de su diseño [153], [154] emparejando
el peso de los codewords genereados a la salida del segundo codificador, además de hacer
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Tabla 3-3.: Aplicaciones de Códigos Turbo
Aplicación Esquema de codificación Terminación Polinomios Tasas
Espacio Profundo
(CCSDS) [156]
Bin., K=16 Bits de cola 23, 33, 25, 37 1/6, 1/4, 1/3, 1/2
3GPP - 3G
(UMTS-HSPA-CDMA2000) [152]
Bin., K=8 Bits de cola 13, 15 1/4, 1/3, 1/2
3GPP - 4G
(LTE, LTE Adv.) [153], [157]
Bin., K=8 Bits de cola 13, 15 1/4, 1/3, 1/2
IEEE 802.16m
(WIMAX) [148]
Bin., K=8 Bits de cola 13, 15 Desde 1/2 a 7/8
DVB-RCS [158] Doble Bin., K=8 Circular 11, 13, 15 Desde 1/3 to 6/7
DVB-RCS2 [158] Doble Bin., K=16 Circular 11, 13, 15 Desde 1/3 to 6/7
frente a los errores en ráfaga (burst errors) [70]. Por lo tanto, la expresión (3-52), muestra
la relación entre los bits de entrada y los bits de salida del interleaver.
c′i = cπ(i), i = 0, 1, ..., (k − 1) (3-52)
Donde ((k)), es la longitud del mensaje que se quiere codificar, ((i)), el ı́ndice del mensaje,
c′iπ(i) la salida del intercalador en donde esra relación sigue la ecuación (3-53) [70].
πi = (f1.i + f2 i
2)mod(k) (3-53)
Por la buena aceptación y la variedad de aplicaciones de los CC, se ha extendido la aplica-
bilidad de los TC en estándares lanzados al mercado usados actualmente en comunicaciones
móviles (e.g., UMTS and 3G, LTE y 4G avanzado) [139], [104], [155], la tabla 3-3 muestra
algunas aplicaciones de los códigos Turbo en la actualidad. Por otro lado, los retardos en el
proceso de decodificación, cuando existen muchas iteraciones, los hace poco recomendables
para comunicaciones de voz en tiempo real [139], lo que perjudicaŕıa su aplicación en nuevas
generaciones de telecomunicaciones.
Actualmente existen otros códigos de canal que recientemente han sido desarrollados (e.g.,
Polar codes) y que es posible la reducción de retardo aplicable para nuevas generaciones de
telecomunicaciones mobiles (5G) en escenarios eMBB, URLLC, y mMTC [155], sin embargo
el estudio de tales códigos no son cubiertos en este trabajo.
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Existen varios métodos usados en la decodificación TC, iterativa (soft-desicion) usando en
TC son la máxima probabilidad a posteriori (MAP - BCJR) y otros algoritmos como vi-
terbi (hard-desicion) capaz de producir una secuencia con máxima probabilidad (ML). Sin
embargo ambos métodos no muestran resultados tan diferentes [135]. Adicionalmente, existe
otra alternativa de decodificación de TC usando el algortimo viterbi de salida suave (SOVA).
Sin embargo los algoritmos de decodificación no son mencionados en en profundidad en este
trabajo, debido al alcance del trabajo [62].
4. Metodoloǵıa: Materiales y Protocolo
Simple de Comunicaciones Digitales
4.1. Materiales
Como el objetivo de éste trabajo es la prueba de FEC sobre un sistema de comunicaciones
VLC, la configuración de VLC con LOS entre dos terminales punto a punto es arbitrariamente
escogida porque usa un modelo simplificado como si la fuente de luz se comporta como un
punto en el espacio [159], por lo que la mayor potencia óptica es captada en un ángulo sólido.
Más aún, las reflexiones de luz usando una configuración difusa no son tomados en cuenta,
ya que el orden de la respuesta impulso en el receptor requiere un estudio más profundo y no
esta cubierto en éste trabajo. Por otro lado, al usar una fuente de luz LED, las caracteŕısticas
del canal y las fuentes de luz y fotodetectores son similares a los sistemas de comunicaciones
punto a punto por IR descritos en [8], [16]. Aśı mismo, las fuentes de luz LED a diferencia
de los LASER y fuentes IR, emiten una radiación no coherente a una menor potencia (e.g.,
∼ mW ). Por lo tanto, radiar a menor potencia, involucra menor daño al ojo causado por
calentamiento de la retina a longitudes de onda cercanas al IR o daños en las celulas por los
rayor UV descrito por [160] y adicionalmente sobresale por la capacidad de cumplir ambos
propósitos: comunicar e iluminar.
4.1.1. Optoelectrónica: LED y PD
Los LED emiten la suficiente potencia óptica dentro del espectro de luz visible comprendido
entre 380nm - 780nm [93] para detección directa (DD) en el área activa del PD. Algunas
caracteŕısticas son nombradas de acuerdo a la tabla 4-1, en la que se comparan tres tipos
de leds usados en iluminación y un tipo de LED usado en telecomunicaciones (fibra óptica).
Elementos combinados de la tabla periódica (III y V) durante la fabricación del LED, ofrecen
una mejor recombinación directa, por lo tanto, los componentes como GaN con bangaps de
3.4eV, usados para la fabricación de LED ofrece una buena alternativa para el uso en VLC,
ya que ofrece mayor radiación de enerǵıa y mayor eficiencia. Como se vió en la sección 2 y 3,
VLC cumple dos funciones principales: iluminación (flujo luminoso Φe) y telecomunicaciones
(potencia radiada), aśı como la frecuencia de respuesta (altas velocidades), sin embargo éste
trabajo sólo aborda la caracteŕıstica de comunicación más que de iluminación.
De lo anterior, la tabla 4-1 muestra algunos LEDs comparados, que indican un alto brillo
4.1 Materiales 65
Tabla 4-1.: Comparación de LEDs
Osram Dragon: LCW W5AM-KYKZ-4R9T Philips Luxeon 3535L: MXA8 PW50 0000 Philips Luxeon Rebel: LXML PWC1 0100 Hamamatsu L10762:
Longitud de onda (@ pico máx.) 610nm 450nm 450nm 660nm
Respuesta en frecuencia <1.5MHz <1.3MHz <1MHz 70MHz
Eficiencia Luminosa 76lm/W @3000k – – –
Intensidad luminosa 30cd – – –
Flujo Luminoso (Phi) 83 lm @ 3000K 47 lm @ 5000K 180 lm @ 700mA
Angulo FHWD 170 115 2theta 120 2theta 20
precio USD 2.74 0.44 2.74 15.50
Componentes de fabricación ThinGaN ThinGaN Nitrido Indio Galio (InGaN). GaAs
Corriente polarización máx. 1A 200mA 1A 50mA
Voltaje en reversa No recomendado -5V No recomendado 3V
(flujo luminoso) ∼ 180lm en LEDs de iluminación de alto brillo o ∼ 47lm comunes, compara-
do con el LED de Hamamatsu, puesto que son especialmente diseñados con elementos como
((GaN y GaAs)), entregan menor enerǵıa eV en sus materiales que lo componen [110], según
la ecuación 3-1 poseen mayor enerǵıa de bandgap elementos que radian enerǵıa a menor
longtiud de onda, tales como los materiales que generan el color azul o violeta (400nm) de la
figura 3-7. otra factor importante como se nombró anteriormente es la fecuencia de respuesta
del LED. Una vez polarizado, usando cualquier configuración de la figura 3-13b, existen dos
maneras para saber la respuesta del LED: la primera es revisando la hoja de datos de los
dispositivos, y la segunda es a través de un barrido en frecuencia como lo muestra la figura
3-9, en donde es posible tomar la medida hasta donde alcance los −3dB de la enerǵıa en el
receptor. La respuesta en frecuencia de los LEDs, mostrados en la segunda fila de la tabla
4-1. muestra que los tipos de LEDs especialmente diseñados para iluminación, posee una
respuesta frecuencial menor que el LED de Hamamatsu, ya que son pc-LEDs cubiertos por
una capa de YAG que limita el ancho de banda del LED [161], [162], [124]. Adicionalmente,
la polarización del LED requiere de un voltaje y una corriente de polarización para su punto
de funcionamiento, sin embargo, las configuraciones de drivers para el LED, descritas en la
figura 3-13 deben garantizar la entrega de potencia requerida sin sobre pasar la corriente ni
el voltaje de polarización en directa máxima. Por lo tanto, el LED hamamatsu es escogido
para este trabajo, por su alta respuesta frecuencial (70MHz), su poca corriente y voltaje de
consumo (adecuado para usar el dirver CI) y también, poque no se requiere en el receptor
un lente de filtro azul adicional, para eliminar el componente de longitudes de onda azul.
Por consiguiente la poca frecuencia de respuesta de LED limita la tasa de transmisión del
sistema VLC seleccionado, reduciendo la tasa de bits en una modulación OOK. Por lo tanto,
para lograr altas tasas de transmisión, se considera el led L10762 de Hamamatsu, por su
alta respuesta en frecuencia para ser usado en las pruebas de FEC. Tratando de usar los
dispositivos con mejor respuesta en frecuencia, Los PD BPV10, BPW34, sin embargo otro
factor importante es el FWHM. Se escoje el PD BPV10, por su alta velocidad en este
sistema de comunicaciones de prueba. alcanza 250MHz, mientras que el BPW34, llega a
5MHz solamente, apesar de su angulo de sensibilidad media y su y su area de sensibilidad
mayor.
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Tabla 4-2.: Clasificación de sistemas embebidos
FPGA Arty Artix-7 DSP TMDSLCDK6748 MCU STM32F405 RASPBERRY Pi2 ModelB
Frecuencia de CPU 450MHz 456MHZ 168 MHz Cortex M4 ARM Cortex-A7 900MHz
Interfaces IO 49 144 29 40
Interfaces DAC/ADC – / 12 - 12 bits 2 - 24bits & 2 2x12-bit & 3x 12-bit –
tasa de muestreo 1MSPS 0.1 MSPS 2.41 - 7.2 MSPS –
Impedancia in/out 140 /NA 20k - 80k/ – 50k / >=5k ∼15k
Voltajes GPIO 0 - 3.3V 2.7V-3.6V/D:1.1V–3.6V 0 - 3.3V 3.3V
UART si si si si
Precio Unitario $99.00 $195.00 (USD) $29.1 $35
4.1.2. Sistemas Embebidos
Recintemente, en el mercado existe una variedad de productos computacionales embebidos,
diseñados para procesar información a altas velocidades. Aśı, diferentes fabricantes lanzan
sus kits de prueba para que programadores desarrollen sus proyectos y adquieran sus pro-
ductos en diversas aplicaciones, entre ellas: internet de las cosas (IoT), equipos de sensado de
fluidos, equipos de medicina, domótica, comunicaciones móviles, entre otros. Aprovechando
la gran variedad de productos computacionales embebidos, y la necesidad de usar uno o
varios dispositivo para implementa o usar el protocolo de comunicaciones simple aśı como
las pruebas de BER, se escoge uno o dos sistemas embebido para ser programados y aśı
mitigar los errores en la comunicación usando ténicas FEC. Para ello, el sistema embebido
seleccionado debe cumplir al menos con la mayóıa de los siguientes requerimientos:
Puertos de propósito general (GPIO).
Conversor análogico a digital (ADC).
Conversor digital a Analógico (DAC).
Frecuencia de muestreo alta (Fs ∼ 100Msps).
Frecuencia de procesamiento alta (∼ 400MHz)
Bajo costo.
Voltajes de operación entre 0 y 3,3V .
De acuerdo a las caracteŕısticas mı́nimas necesarias mencionadas anteriormente, se escoge
uno o dos dispositivos de cuatro, encontrados en el mercado, con caracteŕısticas similares
comparados en la tabla 4-2.
La FPGA, con procesamiento en paralelo con compuertas programables y alta velocidad
de la CPU, es la candidata pricipal sin vacilar, ya que ofrece el nivel de procesamiento
requerido para los códigos Turbo, LDPC y convolucionales y adicionalmente el alto nivel de
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procesamiento requerido en harddware. sin embargo, una tarjeta de desarrollo común posee
dos desventajas que lo hacen poco elejible en este trabajo:
Elevado costo.
Alto nivel de experiencia para la implementación de matrices y algoritmos que lleven
a cabo el protocolo de comunicaciones y códigos FEC.
Por otro lado, el DSP LCDK6748 es una herramienta con alto nivel de procesamiento de
la CPU (456MHz) y con cedecs para procesamiento de señales de audio. Adicionalmente
el lenguaje de programación de alto nivel permite trabajar más fácilmente la implementa-
ción de los códigos FEC y el protocolo de comunicaciones. Sin embargo, también posee dos
desventajas que lo hacen poco elegibles en este trabajo:
DAC y ADC de baja tasa de muestreo (∼ 0,1Msps).
Se requiere un ADC externo de alta velocidad (100Msps) para construir la forma de
onda en el receptor. El costo de los ADC de alta velocidad es elevado.
Requiere un DAC externo de alta tasa de muestreo (∼ 100Msps) que permita crear la
forma de onda a transmitir, el cual tiene un costo elevado.
Costo muy elevado.
Empleando ambos embebidos de la tabla, el microcontrolador STM32F4xx y la raspberry pi2
model b, permite complementar su funcionmiento usando la alta capacidad de procesamiento
de la raspberry, con los ADC y DAC del microcontrolador. El microcontrolador STM32F405x
de 32 bits con procesador que usa un reloj de maximo 168MHz es un dispositivo muy robusto
en su modelo, permite construir formas de onda continuas a través del DAC y recibir señales
analógicas con el ADC a una frecuencia de muestreo de maximo 2Msps usando un buffer
externo. Al mismo tiempo, el alto procesamiento de la CPU de la raspberry permite el uso de
librerias (e.g., Commpy, nummpy, scipy y pycodes) para procesar altos volumenes de datos.
La representación binaria de la información puede ser transmistida a la pyboard para ser
muestreada y aśı crear por foftware la forma de onda deseada. Otro elemento fundamental
para destacar en estos dos dispositivos, es el uso de software de alto nivel orientada a objetos
en ambos dispositivos (e.g., python y micropython), con el cual, es posible hacer uso de
libreŕıas de uso cient́ıfico escritas en Python.
4.1.3. Protocolo simple de comunicaciones digitales
Existen dos posibilidades de probar el bloque de corrección de errores de la figura 3-3. El
primero, es el protocolo descrito por [134] en 2016, en el cual, contiene un conjunto de
reglas (implementadas en software) que permite una secuencia binaria en forma de bloques
68 4 Metodoloǵıa: Materiales y Protocolo Simple de Comunicaciones Digitales
de tamaño fijo, ser transmitida y recibida. El segundo protocolo, muchos de los sistemas
embebidos lo incorporan en su hardware y software. Este es la transmisión serial aśıncrona
universal (UART), el cual transmiste bloques de información de 8 bits a una tasa de bits
preconfigurada (e.g., 115200bps, 921600bps, 4000000bps, etc.) entre las ĺıneas de TX y RX.
Ambos protocolos hace posible el uso de la modulación digital unipolar sin retorno a cero
(NZR) que será empleada para crear la modulación por intensidad (ON/OFF) y la detección
directa en el receptor. Una vez el protocolo es seleccionado, los bits a transmitir se codifican
usando la técnica FEC (e.g., codificación de bloques, convolucional, etc.) y se env́ıan a
través del canal de comunicaciones para luego ser decodificada la información y procesada
en el receptor. Por otro lado, la respuesta impulso sin reflexiones, propuesto por Shang et
al., [105] puede ser remplazado por la respuesta paso propuesta por Song et al., [134] en
donde se analiza la respuesta al sistema de comunicaciones IR, el cual permite realizar un
enfoque similar a VLC en cuanto a la respuesta real de la onda transmistida/recibida. El
protocolo simple descrito en [132], detalla cada uno de los bloques de la figura 3-16, para







Mitigación de errores (codificación de canal).
Secuencia de bits y bloques de datos
Los datos en códigos ascii son representados o codificados en bits de acuerdo a la tabla
del anexo E donde la secuencia de bits es organizada de acuerdo a MSB o LSB por ser
enviado. La figura 4-1a, muestra la representación binaria de la secuencia de códigos ascii
de la palabra ((beone)), organizada como un bloque de 35 bits y cuya representación binaria
equivale a ((11000101100101110111111011101100101)).
Como ejemplo se estableció 35 bits que corresponden a 5 caracteres representado por 7 bits
cada uno totalizando un bloque de 35 bits, pero normalmente un bloque contiene mucho
más que eso (e.g., la trama IEEE 802.3x posee 1500 bytes, es decir cada bloque tiene ∼
12000 bits). En este mismo sentido, un bloque de datos puede tener dos caracteŕısticas, que
el número de bits sea mayor o menor que el número máximo del bloque de datos prefijado.
La creación del a bloque de datos posee el siguiente criterio:
4.1 Materiales 69
(a) Codificación de bits de caracteres ASCII (b) Estructura de la trama para transmitir
Figura 4-1.: Creación de la forma de onda
Tamaño del bloque de bits ≤ tamaño fijado de bits =¿Se adicionan ceros (padding).
Tamaño del bloque de bits ¿tamaño fijado de bits =¿se dividen los bits en múltiples
bloques.
Creación de la trama
Luego de ser organizado como un bloque de datos, se hace necesario un bit de inicio (Bi) y
un bit de parada (Bs) para avisarle al receptor dónde empieza y termina el bloque de datos
que se enviará. Esté puede ser uno o varios bits, siendo Bi y Bs ε 0,1 como se observa en la
figura 4-1b. Una vez establecido el bloque de datos con su respectivo bit de inicio y parada,
a esta nueva estructura de bits se le conoce como trama y se observa en la figura 4-1b.
La representación de la forma de onda de la trama es basada en el cambio de magnitud
f́ısica de la variable de salida representada en el tiempo discreto. La señal de salida es
muestreada (sampling) con el conversor analógico digital (DAC), con un ı́ndice de muestreo
que corresponde a un número entero n y aśı mismo a un instante en el tiempo continuo es
expresado por la ecuación 4-1.
t = nTs (4-1)
Donde Ts, es el periodo de la señal. por consiguiente una señal x(t) muestreada tomaŕıa la
forma:
x(n) = As(nTs)
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Forma de onda
Inicialmente, se usa el microcontrolador STM32F400 con DAC conectado por SPI a la rasp-
berry pi 2 modelo B. A la frecuencia de muestreo Fs = 1MHz, según la ecuación (4-2) es
posible muestrear 1000000 veces por cada segundo la forma de onda.
Fs = muestras/segundo (4-2)
Con lo anterior, es posible crear formas de onda en tiempo discreto capaces de formar ondas
continuas y aśı medir la tasa de bits a partir de la frecuencia de muestreo Fs y las muestras
(SPB) por cada bit de acuerdo a la siguiente expresión:















Cada vez que se reduce el tiempo de bit, la tasa de bit incrementa puesto que se necesitan
menor cantidad de muestras para representar un bit. Sin embargo, existe una capacidad
máxima de canal, ya que inevitablemente a mayor tasa de transmisión, existen fenómenos
introducidos por el canal, que afectan el desempeño del sistema y aśı también incrementa
los errores de bit (BER). Por lo tanto, la representación equivalente de la forma de onda
de la señal a transmitir, involucra la función paso u(n), la cual mediante combinaciones
de suma y resta, teniendo en cuenta el SPB, es capaz de crear la forma de onda cuadrada
de la señal. Como se mencionó anteriormente, la secuencia de bits a transmitir es: x(n) =
[11000101100101110111111011101100− 101], donde n corresponde a cada unidad de tiempo
n = [1 2 3 4 5 6 7 8 9 10 11 12 13 . . . 35]. Aśı, la secuencia combinatoria de funciones paso
con tiempo de bit (SPB = 50) de la figura 4-1a tendŕıa la notación de la ecuación (4-4):
x(n) =u(n)− u(n− 100) + u(n− 250)− u(n− 300) + u(n− 350)− u(n− 450) + u(n− 550)
−u(n− 600) + u(n− 650)− u(n− 800) + u(n− 850)− u(n− 1150) + u(n− 1200)




Con la forma de onda representada con sumas y restas de funciones paso, es posible carac-
terizar el canal de comunicaciones a través de la respuesta paso, similarmente a la respuesta
impulso, mencionado en la figura 3-9, se hace un análisis de la afectación de naturaleza del
canal sobre la forma de onda introducida al canal, en función de algunas variables que son
mencionadas en [132], [134], presentadas a continuación:
La atenuación (k)
El retardo (d)
El nivel DC (c)
La transición exponencial (a)
El ruido (n)
Asumiendo que el canal se comporta como un sistema LTI propuesto por Song et al., en [134],
la respuesta paso del canal de comunicaciones se veŕıa afectada por las variables k, d y c
mostradas en la figura 3-17. Por lo tanto, la forma de onda resultante puede ser expresada
según la ecuación (4-5) como la respuesta matemática simple del canal de comunicaciones
discreto1. Sabiendo aśı, que la ecuación 4-5 no esta representa la forma del ruido real sino
una contante DC (c) y asumiendo que la transición es instantanea.
y(n) = kx(n− d) + c (4-5)
Sin embargo, las variable a y c si pueden ser incluidas representando un modelo matemático
que represente la forma de onda de salida del canal con la ecuación (4-6). Aśı, la transición
exponencial a, entrega una respuesta logaŕıtmica asemejando un sistema real2. Por lo tanto,
la ecuación (4-6) se acerca bastante al comportamiento discreto de la forma de onda recibida.
y(n) = c+ k(1− a(n+1))u(n) + . . . (4-6)
1La respuesta del canal discreto propuesto por Song et al., en [134] hace referencia al conjunto de los dos
tipos de canales (discreto y continuo) como uno solo: el canal continuo donde la forma de onda es enviada
y recibida es representada en el tiempo(s) y el canal discreto donde las formas de onda creadas y recibidas
eson expresadas en el tiempo disceto (n).
2En éste caso el valor de c es constante porque se hace un análisis con ruido constante, sin embargo, como
se analizará más adelante todo sistema de comunicaciones real tiene asociado un ruido
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(a) Forma de onda transmitida (b) Forma de onda recibida
(c) Submuestreo onda recibida (d) Secuencia de bits recibidos
Figura 4-2.: Simulación de un sistema de comunicaciones digital con protocolo de comuni-
caciones básico
Donde y(n) es la función de salida que representa la respuesa del canal, k es la amplitud,
a base logaritmica, u(n) el impulso unitario y c el nivel de ruido (c), representado como un
nivel constante DC. La ecuación 4-6 puede ser analizada en la figura 3-17 más en detalle.
Adicionalmente, la figura 4-2 muestra cada una de las formas de ondas simuladas transmitida
y recibida.
La modulación OOK-NRZ, generada por software con el protocolo descrito anteriormente
mapea la forma de onda en niveles digitales entre 0v y 3.3V a la frecuencia Fs, que a su vez,
a través del driver, entregará la corriente suficiente para polarizar el LED y aśı encenderlo
y apagarlo (IM). Por consiguiente, asumiendo que la forma de onda representado por un
SPB = 1, la máxima tasa de bits, según la ecuación (4-3), seŕıa teóricamente de 1Mbps.
Aunque la Pyboard puede entregar 2Msps usando un buffer externo al DAC, según la hoja
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de datos del microcontrolador, el incremento en la tasa de bits, produce errores de bit
sin que hayan sido enviados al canal de comunicaciones, como muestra la figura 4-3. En
esta figura, la baja respuesta del DAC en cada bit, no alcanzan a superar el umbral en el
circuito transmisor (TX), trazada con la ĺınea roja, para llegar a cero en todos los bits. En
consecuencia se crea una señal erronea afectada por la interferencia interśımbolica (ISI) sin
todav́ıa ser transmitida.
Figura 4-3.: Forma de onda creada por el DAC1 fs = 1MHz, Pyboard.
Por consiguiente, la baja respuesta del DAC y ADC del microcontrolador STM32F405 a una
frecuencia de muestreo de 1MHz, permitió hacer una forma de onda digital, a una tasa real
de ∼ 667Kbps con la desventaja de crear formas resultantes erroneas. Aśı, reduciendo la
frecuencia de respuesta, a 10KHz, se contruye una forma de onda digital, como se observa
en la figura 4-4, idónea para el circuito transmisor a una tasa de 192Kbps. De esta manera,
con el objetivo de enviar mayor tasa de bits se emplea el uso del protocolo UART de la
Raspberry pi 2 model B+ capaz de generar mayor tasa de bits (115Kbps - 4Mbps).
Figura 4-4.: Forma de onda creada por el DAC1 fs = 10KHz, Pyboard.
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La alternativa de usar el protocolo UART de la raspberry, es mediante el cambio de configu-
ración del reloj interno a 64000KHz en el archivo ((config.dat)). Aśı es posible generar tasas de
bit desde 115200bps hasta 4Mbps adicionalmente se elimina el uso de la pyboard conectada
y el proceso de muestreo. La figura muestra la forma de onda recibida en el circuito recep-
tor, para ser analizada por la etapa posterior (Rpi). Por otro lado, la implementación del
protocolo de comunicaciones simple visto anteriormente, de acuerdo a los bloques descritos
en la figura 3-16 se implementaron usando software libre con Python/micropython usando
la raspberry pi 2 model B+ y la pyboard [163], [164] correspondientemente [165]. En el caso
del uso del protocolo UART, sólamente se uso Python 2.7, haciendo uso de librerias, tales
como: Scikit, Numpy, Commpy, Matplotlib, entre otros.
5. Implementación y metodoloǵıa de
pruebas
5.1. Prototipos seleccionados
De acuerdo al primer objetivo de éste trabajo, se selecciona un prototipo de acuerdo al
estado del arte, según el ancho de banda, la fácil adquisición de componentes y el precio
de los componentes. De acuerdo a lo anterior, se tuvieron en cuenta tres esquemas factibles
para realizar el sistema de comunicaciones VLC.
5.1.1. Implementación circuito transmisor 1
El primer esquema, diseñado emṕıricamente por el autor y mostrado en la figura 5-1, consta
de dos etapas con 2 transistores BJT, configurado como amplificadores en emisor común y
multi-etapa con acoplamiento capacitivo. La corriente de salida esta expresada por Ic = βIB,
donde IC es la corriente de colector, IE es la corriente del emisor y β la ganancia del transis-
tor. El transistor de salida es el BD139, capaz de manejar una IE = 300mA que consumen los
3 LEDs en serie. por lo tanto, los capacitores de acoplamiento cumplen dos funciones: la limi-
tación de nivel DC de una etapa a la otra, y el acoplamiento de impedancias entre las etapas.
A finales del 2013, se presenta como trabajo final de comunicaciones ópticas y se realizó
una prueba en vivo con señales análogicas de audio. El sistema ténia un ancho de banda de
1KHz a 22KHz, con baja impedancia de entrada por la configuración de transistores y baja
impedancia de salida, lo hace adecuado para usarlo como amplificador entre un micrófono
y llevarlo a la entrada de un parlante o, para este caso, la conexión de arreglos de LEDs.
La corriente que circula a través del LED esta limitado por la resistencia de polarización
del LED, R6 = 220Ω, cuya corriente que circula por el LED es aproximadamente 300mA,
cosumiendo alrededor de 0,93W.
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Figura 5-1.: Diseno driver de LED basado en transistores BJT
Este diseño no se continúa desarrollando por la limitada respuesta frecuencial. Adicionalmen-
te el voltaje de polarización puede variar ya que se encuentra polarizado con una resistencia
en el emisor que limita la estabilidad de voltaje de polarización en el LED (ver sección 3.1.2).
Es decir, no existe una ((T de polarización)), que mueva la señal AC sobre una señal DC y se
mantenga estable. Además, la tasa de transmisión con ese ancho de banda seŕıa muy limitado
por las capacitancias de acoplamiento en la entrada y desacople en el emisor.
5.1.2. Implementación circuito transmisor 2
Luego de un profundo estudio, el segundo esquema seleccionado, desarrollado por la univer-
sidad de Aveiro [107], el cual usan transistores de RF para manejar LEDs en polarización
directa, generando formas de onda cuadradas obligando al LED funcionar siempre en pola-
rización directa.
El esquemático implementado, se muestra en la Figura 5-2 [107], el cual usa una polariza-
ción de emisor común junto a una configuración Darlington cuyo propósito es entregar gran
corriente a impedancias de entrada bajas, siempre manteniendo relativa estabilidad en el
circuito.
La corriente esta limitada por las resistencias de emisor, cuyo ĺımite de corriente esta en el
orden del 10 % menos del ĺımite de operación máxima del LED Im = 300mA. La figura 5-2,
muestra la implementación del circuito. El ancho de banda en pruebas de transmisión f́ısica
fué de 10MHz, a una distancia de 3m entre el transmisor y el receptor. En el Anexo C se
aprecia la forma de onda tomada en el osciloscopio.
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Figura 5-2.: Diseno driver de LED basado en transistores BJT
Fuente: Adaptado de [74]
5.1.3. Implementación circuito transmisor y receptor 3
El tercer esquema seleccionado es: en el transmisor el CI MAX3967A y en el receptor dos CI,
el pre-amplificador de transimpedancia MAX3658 y el amplificador limitador MAX3669 de
Maxim Integrated Inc. Los anteriores CIs son tranceiver diseñado para fibra óptica, adapta-
dos a VLC. La tasa máxima de transmisión de los CIs transmisor es 270Mbps y los receptores
622Mbps y 200Mbps respectivamente. Sin embargo, la limitación esta dada por el ancho de
banda del LED L10762 de Hamamatsu, cuyo valor oscila entre los 70MHz. Sin embargo, para
lograr mayor tasa de bits es posible usar un circuito ecualizador que mejore la respuesta del
LED, como se comprobó a 300Mbps en [106] en el 2013. El CI transmisor puede entregar has-
ta 100mA de corriente al LED, manteniendo una estabilidad en el funcionamiento del LED.
La entrada del MAX3967A, posee una interfaz PECL, la cual permite mayor inmunidad al
ruido, y alta respuesta en frecuencia. La salida del CI, adicionalmente tiene incorporado un
filtro RC, R = 35Ω y C = 12pF , que compensa los sobre picos causados por las inductancia
del empaquetado y el LED. El anexo D muestra el diagrama funcional del CI dividido en
5 etapas. La primera etapa la señal digital ingresa a un buffer con entrada diferencial de
impedancia de 50KΩ con interfaz PECL. La entrada es seguida por un multiplexor de acti-
vación que seguirá la secuencia se suministro de corriente a la estapa de salida. Antes que el
multiplexor habilite la corriente de salida hacia las terminales +OUT y −OUT conectadas al
LED, existen dos etapas previas llamadas generación de voltaje de referencia y modulación
de corriente. La primera entrega un voltaje de compensación de temperatura que aportará a
la modulación de corriente generada de la etapa siguiente. La temperatura de compensación
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Figura 5-3.: Diseño del driver de LED basado en CI
Fuente: Adaptado de [166], [106]
nominal o mı́nima puede ser configurada interconectado TC con uno de los dos. De esta
manera, la compensación de temperatura fijada será seguida por una etapa de generadora
de corriente con ganancia 4 que puede ser monitoreada mediante la una resistencia externa
Rmon. El multiplexor de entrada permitirá entregar la corriente en los ciclos habilitados a
la etapa de salida. Adicionalmente el CI tiene la quinta etapa de generación de corriente
pre-polarizada la cual entrega una corriente definida por PB1, PB2 y PB3, que ofrece una
respuesta más rápida. Para ver en más en detalle el circuito esquemático del transmisor,
consulte el anexo D.
Luego de que la señal sea recibida por el fotodiodo BPV10, la debil señal es preamplificada
por el TIA MAX3658 con ganancia de transimpedancia de 18KΩ y bajo ruido. Su diagrama
funcional es mostrado en la figura D donde esta compuesto por tres bloques principales: El
primer bloque el TIA descrito por un amplificador de alta ganancia y una resistencia Rf que
convierte la corriente del fotodiodo en voltaje y dos diodos shotcky que limitan el exceso
de corriente a la salida del TIA. El segundo bloque un circuito cancelador de niveles DC
(compuesto por un filtro pasa bajo) y el último bloque un buffer con salida diferencial a 75Ω
cada terminal.
Seguido por los dos capacitores de acople, la señal es tratada por el amplificador limitador
MAX3969ETP+, que amplifica la señal y corrige el offset con 4 buffers en la primera etapa,
adicionalmente los buffers permite una conexion externa de un capacitor (CAZ) para reducir
el jitter de la señal. Siguiendo el camino de la señal, se comparar la señal amplificada pre-
viamente con el voltaje VTH (ajustado manualmente) el cual permitirá fijar la salida en un
nivel alto (3.3V), en caso de que el nivel recibido de potencia esté por encima del umbral o
en (0V) en caso contrario. Este umbral de detección se fija a través de la resistencias RV 1
y RV 2 del circuito esquemático de la figura 5-3. Finalmente, la señal resultante es sacada
por la interfaz TTL (LOS o LOS invertido) o por la interfaz PECL, la cual entrega la forma
de onda resultante direrencial o LVTTL para ser procesada por el sistema embebido siguiente.
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En la tabla 5-1, se muestran los tres diseños implementados y el escogido para realizar las
pruebas de FEC es el diseño No 3, estudiado en [106], el cual permite una mayor tasa de
transmisión: desde 30kbps, hasta aproximadamente 200Mbps y aśı comprobar las técnicas
de codificación FEC (LDPC, Convolucional y Turbo) a diferente tasa de transmisón. Adi-
cionalmente, los voltajes de polarización del circuito es estándar entre el sistema embebido
y el Trasmisor/receptor (0V bajo y 3.3V alto). finalmente la corriente de salida (80mA) del
CI transmisor es adecuada para entregar la suficiente corriente al LED seleccionado L10762
de Hamamatsu.
Aśı podrá ser conectado a la raspberry pi 2 model B+ como se observa en el anexo D.
Tabla 5-1.: Diseños implementados VLC
Descripción
Circuitos Implementados en Laboratorio
1er Circuito 2do Diseño [107] 3er Diseño [106]
Ancho de Banda 21.2Kbps 20Mbps 200Mbps
Presupuesto de Fabricación 45.000 COP $63.000 COP $96.000 COP
Nivel de fabricación en laboratorio Sencillo Moderado Dificil
Banda de Funcionamiento Bandabase Bandabase y Pasabanda Bandabase
Consumo de Potencia 0,15W 0,13W 0,12W
5.2. Mediciones del sistema VLC seleccionado
1. Respuesta impulso del canal 2. Forma de onda transmitida y recibida. 3. Interferencia
Intersimbólica (Si existe en el sistema VLC) 4. Diagrama de ojo (Desempeño del sistema) a
diferentes SPB. 5. Medición Eb/No 6. Medición de BER usando FEC LDPC 7. Medición de
BER: usando código convolucional 8. Medición de BER usando codificación-turbo
El diagrama de ojo es una herramienta útil para observar el comportamiento del canal ante
ISI, aśı mismo, es de gran utilidad, para fijar el ı́ndice de muestreo. En esta sección, se rea-
lizarán las mediciones de diagrama de ojo, usando un Osciloscopio RIGOL DS1104.
Por otro lado, el hardware para VLC (transmisior y receptor) limita multiples niveles de vol-
taje y por la profundidad del tema en el uso de técnicas avanzadas de modulación [106], [16]
que se salen del alcance de este trabajo, se escoje la codificación NRZ unipolar.
El modelo del canal AWGN en tiempo discreto, descrito en la figura 3-11, es posible ser
usado en la teoŕıa de comunicaciones digitales y puede ser adaptado a este trabajo, sin em-
bargo por la limitación de hardware para introducir ruido aleatorio externamente se usa en
este caso el modelo de canal simétrico binario.
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5.3. Metodoloǵıa de Pruebas
En esta sección, se propone una metodoloǵıa de pruebas que consiste en una secuencia de
pasos para llevar a cabo la prueba de BER en distintas tasas de velocidad o distancias entre
dos terminales: el transmisor A y el receptor B según la figura 5-4. Para llevar a cabo la
metodoloǵıa, es necesario disponer de los cuatro elementos seleccionados previamente listados
a continuación:
Selección de los sistemas embebidos (Tx y RX): raspberry pi 2 model B+.
Selección del circuito transmisor y receptor VLC: tercer circuito.
Protocolo de comunicaciones: UART.
Algoritmos FEC: Low Density Parity Check (LDPC), Convolucional (CC) y Turbo
(TC).
Una vez hecho lo anterior, se propone una distribución f́ısica del hardware, partiendo de
las figuras 3-3, 3-4, 3-6, donde se ubican las diferentes terminales según la figura 5-4. El
protocolo y la codificación FEC se llevan a cabo en las raspberry pi model B+. El uso del
laptop, es sólo para efectos de visualización. También es posible cambiar el laptop por una
pantalla.
La metodoloǵıa propuesta sugiere tomar medidas de BER a varias distancias ((d)), variando
la tasa de transmisión en cada una de las distancias. De esta manera, es posible cuantificar el
BER empleando las tres codificaciones de canal. Para el caso de no usar lentes plano-convexos
entre los terminales A y B, se deben escoger distancias cortas, dependiendo de la potencia
del LED. Otra posibilidad de distribución del montaje de pruebas es el posicionamiento
paralelo entre los terminales A y B enfrentados a una superficie perpendicular opaca, como
se muestra la figura 5-5, sin embargo, esta configuración del montaje, ofrece desventajas en
la prueba por la poca potencia del LED y adicionalmente, a diferencia de la luz infraroja, la
poca reflexión de la luz visible sobre superficies opacas.
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Figura 5-4.: Montaje para la metodoloǵıa de pruebas VLC y FEC
Figura 5-5.: Montaje opcional para la metodoloǵıa de pruebas VLC y FEC
Siguiendo con la medición de errores de bit, se registraron la medidas de BER a diferente
distancia ((d)), entre el transmisor y el receptor (Terminal A y B). Inicialmente con el uso
de un lente convexo-plano el LED emisor, se obtuvo medidas de BER de 2cm hasta 100cm
en pasos de 10cm. Lastimosamente, la medida de BER fue 0 bits erroneos, ya que por la
limitación del hardware, se requeŕıa ajustes manuales continuos sobre el circuito receptor
para ajustar el umbral de recepción ante cambios de distancia. Similarmente, el cambio de
ángulo de vista presentaba el mismo resultado de errores de bit (cero errores de bit), ya
que para cambios de ángulo también se necesitaba el mismo ajuste mecánico. Los datos
registrados de potencia óptica y BER a distintas distancias fueron ubicados en la tabla B-1
del Anexo B.
El circuito receptor MAX3969, posee un umbral ajustado mecánicamente a través del voltaje
VTH , esto limita la autosuficiencia en la toma de medidas BER. Por tal razon, para la toma
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de medidas de BER a diferente tasa de bits, arbitrariamente se hace medición de BER a
una sola distancia (d = 7cm), entre el terminal A y B según el diagrama de pruebas de la
figura 5-4. Similarmente, transmitiendo los datos con y sin codificar, se evidencia que no







De acuerdo a la figura 5-4, El hardware usado en el terminal A y B tiene un ancho de banda
de casi 200Mbps, por lo tanto, transmitir 4Mbps con el protocolo UART, es poco probable
encontrar error de bits (BER = 0).
Por otro lado, otra prueba para hacer mediciones de BER para comparar las distintas técni-
cas de FEC, es a través de volteo de bits recibidos en el terminal B.
La prueba de volteo de bits sugiere hacer una modificación a los bits recibidos intercam-
biandolos de valor de acuerdo a una cantidad y posición aleatoria. Variando desde 100 bits
hasta 100000 bits. Adicionalmente, el incremento de la probabilidad de volteo de bits, re-
quiere pruebas reiteradas de medidas de BER entre ambos terminales. A continuación, se
muestran los resultados de medición de BER versus volteo de bits a través del sistema de
comunicaciones VLC implementado en el laboratorio.
5.4. Resultados
Cada código FEC es puesto a prueba usando un mensaje tomado del generador pseudo-
aleatorio (pattern generator converter) de Maxim Integrated Inc, [17] almacenado en un
archivo .txt para ser leido, transmitido y comparado en el receptor para la medida de BER.
El código LDPC requiere de un tamaño del mensaje por debajo del tamaño de la matriz
generadora y de paridad de Gallager < 504 bits. El tamaño del mensaje es igual para todos
los tres codificadores (504 bits), por lo tanto, para una tasa de codificación de 1/2 el tamaño
del codeword seŕıa de (1008 bits). La tabla 5-2, muestra algunos parámetros usados para
cada códificador FEC.
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Tabla 5-2.: Parámetros de configuración de los códigos FEC
Parámetro LDPC Codificador Convolucional Codificador Turbo
Tamaño mensaje 504 504 504
Tamaño Codeword 1008 1008 1008




Polinomio [05, 07] Polinomio [04, 07]
Algoritmo Decodificación Linear Programming Viterbi MAP
Tiempo de Cod./Dec. 153 min. 25 min. 17 min.
Usando el hardware implementado y la configuración de la figura 5-4 a una distancia d fija
de 7cm entre el transmisor y receptor, se obtuvo los resultados mostrados en la figura 5-6.
Figura 5-6.: Montaje opcional para la metodoloǵıa de pruebas VLC y FEC
De acuerdo a la figura 5-6, los tres codificadores muestran bueno desempeño al detectar y
corregir bits volteados por debajo de 100. De ésta manera, la gráfica no muestra ningún pun-
to por debajo de 100 bit volteados, porque el cálculo tiende a ser cercano de cero (BER∼0).
Para observar mejores resultados en la grafica, fue necesario introducir un vector de bits vol-
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teados y hacer incrementos proporcionales para alterar el codeword recibido. Para graficas
más precisas, se requiere una mayor cantidad de iteraciones e incremento en el tamaño del
codeword. Por otro lado, el nivel más bajo de errores de bit fue, el codificacor Turbo, el cual
muestra después de varias iteraciones, BER ∼ 10−5 con 10000 bits volteados. Es necesario re-
conocer que para hacer trazas de 10000 volteos de bits, fue necesario hacer varias iteraciones.
El código convolucional mostraba mejor resultado en comparación al LDPC, porque llegaba
a un BER 10−4 con 103 bits volteados, sin embargo éste se desempeñaba por debajo del
codificador Turbo. De esa manera, la alta eficiencia del codificador Turbo fue posible por el
uso de los dos codificadores convolucionales concatenados en paralelo funcionando al interior
del códificador Turbo. Para más información, los códigos pueden verse en más detalle en los
anexos I, J, K.
5.5. Solución de problemas
Teniendo en cuenta los problemas encontrados en el circuito seleccionado, se nombran algunos
problemas y su respectiva solución encontrada.
Dificultad para ensamblar CI con empaquetado QFN de 4mm x 4mm. Solución: Uso
de herramientas como microscópio electrónico, pinzas para elementos de montaje su-
perficial y caut́ın de estación de soldadura con punta fina y conexión antiestática.
Sobre pico de voltaje y corriente en señal de onda cuadrada recibida medida en el osci-
loscopio Rigol DS1104 (Impedancia entrada > 1MΩ). Solución: El circuito transmisor
y receptor esta diseñado para visualizar la forma de onda de salida con una impedancia
de 50Ω acoplado a un osciloscopio 50Ω. El incorrecto acoplamiento entre las terminales
de medida, genera reflexiones que crean corrientes de sobrepico en los flancos de subida
y de bajada de la onda.
Forma de onda digital generada y recibida por el DAC y ADC del microcontrolador
de poca variación de tasa de bits (desde 30Kbps hasta 119Kbps). Solución: Uso del
protocolo UART para sobrellevar la tasa desde 115200bps hasta 4000000bps.
Limitación por la introducción de ruido al sistema de comunicaciones digital con el
circuito transmisor y receptor implementados. La variación de distancia, ángulo de
vista y tasa de transmisión no fue satisfactoria para afectar el canal de comunicaciones.
Solución: Se implementa el volteo de bits (bit flipping) en el receptor, para afectar los
bits recibidos y demostrar una afectación sobre las tramas de bits recibidas. Haciendo
medida BER versus volteo de bits.
6. Conclusiones y recomendaciones
6.1. Conclusiones
Se comprueba que es posible transmitir y recibir información digital a través de LEDs
y PD a alta velocidad si se emplean los elementos adecuados que tengan alta respuesta
en frecuencia. La máxima tasa de bits alcanzada en este trabajo, fue de 4Mbps por
limitaciones del hardware del sistema embebido más que por el circuito transmisor y
receptor.
Se demuestra que a diferentes tasas de bit, distancias y cambio de ángulo de vista
entre el transmisor y el receptor, no es posible evidenciar la variación de la relación
de enerǵıa de bit sobre la densidad espectra de potencia de ruido (Eb/No) debido a la
prueba de principio en el hardware seleccionado (transmisor y receptor), el cual no es
el ideal para esta prueba.
La prueba de volteo de bits es una alternativa para introducir errores a los bits reci-
bidos, que permita comparar la eficiencia de diferentes FEC basado en la medición de
BER, demostrando el mejor desempeño con el códificador Turbo.
Es posible demostrar que la codificación turbo, ofrece superioridad frente a los demás
códigos respecto a tiempos más cortos de procesamiento durante la codificación y la
decodificación de codewords de mediana longitud. Por otro lado los códigos LDPC
tardan 6 veces el tiempo de un codificador convolucional, demostrando el alto grado
de procesamiento en códigos de longitud mediana y larga.
6.2. Recomendaciones
Las recomendaciones son puntos iniciales que pueden tomarse para desarrollar una investi-
gación futura o mejoŕıa del trabajo realizado. Dentro de ellos estan:
Uso de códigos de ĺınea RLL tales como Manchester, 4B6B, 8B10B y modulaciones
VPPM y CSK en multiples fuentes de LED, seŕıa una opción posible para mejorar la
tasa de transmsión tomada del estandar VLC IEEE 802.15.7.
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Implementación del protocolo de comunicaciones juega un papel fundamental a la
hora de realizar pruebas reales como la transmisión de información a través de bits. De
esta manera se evita la supreción de bits a la hora de que sea rechazado un paquete
a través del protocolo UART. Esta supreción recortaŕıa la trama y generaŕıa mayor
probabilidades de errores en la trama.
Medición de BER en codificaciones con diferente modelo de canal: de un modelo BSC a
otro como AWGN y Fayleight aplicado en comunicaciones reales que tienen en cuenta
la relación señal a ruido del sistema.
Se incluiŕıa el trabajo sobre ((códigos polar)), basado en un canal BSC o AWGN com-
puesto por dos bloques: un bloque de comunicaciones confiables y el otro bloque no
confiable formando un ((canal polarizado)). Este tipo de código es un posible candida-
to para redes 5G en esenarios Massive Machine Type comunication (mMTC), Ultra
reliable and Low latency communications (URLLC) y enhanced mobile broadband
(eMBB) [80, 81] y por ello vale la pena tenerlo en cuenta para una futura aplicación
real.
Para los codigos convolucionales y códigos turbo es preciso hacer un estudio profundo
sobre las propiedades de distancia y pesos para evaluar el desempeño de los codifica-
dores bajo criterios de algoritmos de decodificación ((soft-desision y hard-desision)).
A. Anexo: Tasa de errores de bit - BER
Uno de los métodos para verificar la calidad de equipos de comunicaciones, ya sea en pro-
ducción, instalación, mantenimiento o desarrollo, es a través de la medición de BER [167].
Un sistema óptimo es aquel que minimiza al máximo la probabilidad de errores de bit de
acuerdo a los ĺımites de enerǵıa transmistida y ancho de banda [65].
El BER a nivel teórico frecuentemente se refiere como la probabilidad de errores de bit (Pe),
y prácticamente consiste en contar el número de bit erroneos recibidos sobre el número total
de bits enviados, como lo muestra la ecuación (A-1). Donde #be es el conteo de errorres de





De acuerdo a la ecuación (A-1), si el transmisor env́ıa 100000 bits y de esos bits 10 estan
corruptos, existe un BER = 10/100000 = 10−4.
Aśı mismo, en sistemas analógicos, el BER se grafica en función de la relación señal a ruido
(SNR) y en sistemas de comunicaciones digitales se muestra en función de la relación de
enerǵıa por bit/densidad de ruido (Eb/No). De esta manera, la enerǵıa en el intervalo de un
bit esta dada por la ecuación (A-2):
E = A2 ∗ Tb/2 (A-2)
Donde A es la amplitud de la señal y Tb es el tiempo por un bit. Aśı, la enerǵıa promedio por
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Donde erfc[] es la función de error complementaria [168]. En consecuencia, resulta una
grafica de BER versus Eb/No como lo muestra la figura A-1.
Figura A-1.: Grafica de BER versus Eb/No
Fuente: Adaptado de [169]
B. Anexo: Mediciones de potencia
recibida y BER
Mediciones de potencia óptica y BER con el diseño implementado FireFlyTX - FireflyRx
usando python y el medidor de potencia óptica PM100D de Thorlabs.






Sin lentes Con lentes Con lentes
2 0,739m 0,987m 0
10 62,7u 0,962m 0
20 16,5u 0,934m 0
30 6,30u 0,93m 0
40 3,60u 0,913m 0
50 1,95u 0,845m 0
60 1,38u 0,718m 0
70 0,99u 0,633m 0
80 0,73u 0,565m 0
90 0,60u 0,462m 0
100 0,44u 0,369m 0
C. Anexo: Imágenes otros prototipos
propuestos
Los diagramas esquemáticos de los otros trabajos propuestos se muestran a continuación.
La figura C-1 contiene el primer circuito esquemático implementado, aśı como el receptor
en la figura C-2. El segundo circuito esquemático transmisor es mostrado en la figura C-3
y el circuito receptor en la figura C-4.
Figura C-1.: Circuito esquemático transmisor 1.
Figura C-2.: Circuito esquemático receptor 1.
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Figura C-3.: Circuito esquemático transmisor 2.
Fuente: Adaptado de [107]
Figura C-4.: Circuito esquemático receptor 2.
Fuente: Adaptado de [107]
D. Anexo: Driver LED MAX3967A
El diagrama del funcionamiento interno del MAX3967A puede ser revisado en la figura D-1,
el diagrama esquemático del circuito transmisor implementado puede ser revisado en la figura
D-2. Aśı mismo, el diagrama interno de los CIs MAX3658 y MAX3969 son mostrados en la
figura D-3 y D-4 correspondientemente. El circuito esquemático receptor implementado, se
muestra en la figura D-5.
Figura D-1.: Diagrama funcional MAX3967A.
Fuente: Tomado de [166]
Figura D-2.: Circuito driver seleccionado para VLC.
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Figura D-3.: Diagrama funcional interno MAX3658.
Fuente: Tomado de [166]
Figura D-4.: Diagrama funcional interno MAX3969.
Fuente: Tomado de [166]
Figura D-5.: Diagrama esquemático receptor seleccionado para VLC.
Fuente: Adaptado de [166]
E. Anexo: Código ASCII
Figura E-1.: Representación binaria de la códigos ASCII
Fuente: Tomado de [131, pp. 376]
F. Anexo: Generación de codewords:
Código de bloques Hamming
El codificador de bloques H(6, 3) tiene la matriz de chequeo de paridad (F-1), genera code-
words sistemáticos con estructura c = c1, c2, c3, c4, c5, c6, es decir, los primeros tres bits de
izquierda a derecha corresponden al mensaje y los demás bits son para el chequeo de paridad.
H =
 0 1 1 | 1 0 01 0 1 | 0 1 0
1 1 0 | 0 0 1

(F-1)
Las ecuaciones lineales, provienen de la matriz de paridad, en la cual, tiene una estructura
[P T |In−k], donde P T significa el componente de bits de chequeo de paridad y la parte In−k,
la matriz identidad de tamaño (n − k). Adicionalmente la matriz generadora tiene una
estructura G = [P |I], la cual estaŕıa representada por la ecuación (F-2)
G =
 0 1 1 | 1 0 01 0 1 | 0 1 0
1 1 0 | 0 0 1

(F-2)
Una vez teniendo la matriz generadora G y de paridad H, se hallan las ecuaciones de paridad,
armando un codeword dentro del conjunto de los 23 posibles. Los posibles codewords c, según
la ecuación (F-3), son construidos de acuerdo a la multiplicación y adición en modulo-2 dentro











96 F Anexo: Generación de codewords: Código de bloques Hamming
Tabla F-1.: Creación de codeword: codificación de bloques lineal
Mensaje Bits de paridad Palabra codificada (codeword) Peso Hamming
No. u0 u1 u2 P0 P1 P2 c1 c2 c3 c4 c5 c6 W = #1?
1 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 0 1 1 1 0 0 0 1 1 1 0 3
3 0 1 0 1 0 1 0 1 0 1 0 1 3
4 0 1 1 0 1 1 0 1 1 0 1 1 4
5 1 0 0 0 1 1 1 0 0 0 1 1 3
6 1 0 1 1 0 1 1 0 1 1 0 1 4
7 1 1 0 1 1 0 1 1 0 1 1 0 4
8 1 1 1 0 0 0 1 1 1 0 0 0 3
Las ecuaciones de paridad estan dadas por la ecuación (F-4). Aśı, los posibles vectores de
parida del códificador son listados en la tabla F-1.
c0 = u0(0) + u1(1) + u2(1)
= u1 + u2
c1 = u0(1) + u1(0) + u2(1)
= u0 + u2
c2 = u0(1) + u1(1) + u2(0)
= u1 + u2
(F-4)
Por lo tanto, teniendo las 2k = 8 posibilidades de mensajes, existirán 8 codewords válidos
para crear de acuerdo a la tabla F-1.
De acuerdo a lo anterior, la mı́nima distancia Hamming es el menor peso posible de los códigos
generados válidos (e.g., dmin = 3). Por lo tanto, la cantidad mı́nima de bits erroneos que
puede detectar el decodificador Hamming es lo muestra la expresión (F-5) y adicionalmente,
el número mı́nimo de bits que el decodificador puede corregir, esta dado por la expresión
(F-6)
dmin ≥ s+ 1




dmin ≥ 2t+ 1
3 ≥ 2t+ 1
t ≤ (3− 1)/2
t ≤ 1
(F-6)
G. Anexo: Generación de codeword con
Código Convolucional
Para un codificador convolucional (2,1,2) mostrado en la figura G-1, los polinomios genera-
dores en octal son [7,5]. Las ecuaciones de paridad están representadas por la ecuación (G-1)
.
P0 = x[n]⊕ x[n− 1]⊕ x[n− 2]
P1 = x[n]⊕ x[n− 2]
(G-1)
Las transiciones entre estados esta representado en la tabla G-1, en donde finalmente el
condificador CC entregaŕıa la secuencia de paridad dependiendo del estado actual de los
registros de desplazamiento (X[n− 1] y X[n− 2]) y los bits de entrada (ui).
Para un mensaje dado por u=(1100110111), se puede codificar el mensaje obedeciendo los
estados de la tabla G-1 o también a través del diagrama de estados visualizados a través de
diagrama Trellis.
Figura G-1.: Código convolucional (2,1,2)
Fuente: Adaptado de [64]
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00 0 0 0 00
00 1 1 0 11
01 0 0 0 11
01 1 1 0 00
10 0 0 1 10
10 1 1 1 01
11 0 0 1 01
11 1 1 1 10
Otra manera de analizar un codificador es a través de la transformada ”D” comentada
en [62], es donde dada una secuencia binaria x(n) = (101011) entrando a un codificador
convolucional (1,3,2) mostrada en la figura G-2, con tasa de codificación de R = 1/3, es
transformada en una ecuación polinomial X(D) = 1 + D2 + D4 + D5 y de acuerdo a la
respuesta impulso del codificador, estaŕıa compuesto por tres ecuación correspondientes a
cada salida, este estaŕıa transformado como G(D) = [1 +D1 +D21 +D+D2]. Por lo tanto,
la secuencia binaria en la salidas ”y1, y2 y y3” del codificador convolucional esta dada por






Finalmente, el codigo generado partiendo de la ecuación general Y (D) = X(D)G(D) resul-
taŕıa dada por la ecuación (G-3), donde Y (D) = [Y1(D)Y2(D)Y3(D)], X(D) = 1+D
2 +D4 +
D5 y G(D) = [1 +D1 +D21 +D +D2]
Y(D) = [1 +D
2 +D4 +D5][1 +D 1 +D2 1 +D +D2]
Y(D) = [1 +D +D
2 +D3 +D4 +D6 1 +D5 +D6 +D7 1 +D +D3 +D7]
(G-3)
Reinvirtiendo la transformada ”D”, el codificador entregaŕıa a su salida la secuencia ”Y (n)”
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Figura G-2.: Código convolucional (1,3,2)
Fuente: Adaptado de [62]





Finalmente, el codificador convolucional con R = 1/3 teniendo a su entrada una secuencia
e.g., x(n) = 101011, entregaŕıa una secuencia de salida igual a y(n) = 111 101 100 101 100 010 110 011.
H. Anexo: Generación de codeword con
Código Turbo
Una secuencia binaria descrita por X[n] = [1, 1, 0, 0, 1, 0, 1, 0, 1, 1] entra a un codificador
Turbo compuesto por dos codificadores convolucionales sistemáticos recursivos (ver figura
H-1a) Viedo el codificador Turbo con el bloque ”puncture” tendŕıa una tasa más alta para
funcionar (R = 1/2) que sin la técnica de puncturing (e.g., R = 1/3). Como se mencionó
anteriormente, el incremento de la tasa ayuda a reducir la reducndacia en los bits de paridad
y además al receptor a exigir menor proceso de datos. En la estructura interna del codificador
turbo muestra una salida sistemática X0[n] y dos salidas con secuencias de paridad de cada
salida de los codificadores convolucionales (RSC) X1[n] y X2[n] correspondientemente. El
intercalador Π(x) = (8, 3, 7, 6, 9, 0, 2, 5, 1, 4) produce una secuencia X’[n] dependiendo de su
configuración inicial.
(a) Codificador Turbo Punctured (b) Codificador Turbo R=1/3
Figura H-1.: Estructura interna de un codificador Turbo
Con la secuencia de entrada X[n] = [1, 1, 0, 0, 1, 0, 1, 0, 1, 1], el codificador Turbo con R = 1/3
(ver figura H-1b) entregaŕıa 3 secuencias de salida:
X0 = [1, 1, 0, 0, 1, 0, 1, 0, 1, 1]
X1 = [1, 1, 1, 1, 0, 1, 1, 1, 0, 0]
X2 = [1, 0, 1, 1, 0, 0, 0, 0, 1, 1]
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Entregando un codeword con secuencia de salida c = [111 110 011 011 100 010 110 010 101 101]
o aplicando la técnica de ((Puncturing))la secuencia codificada de salida seŕıa:
c = [11 11 01 01 10 01 10 01 11 10].
I. Anexo: Código en python Codificación
LDPC
Código disponible en ((https://gercha2@bitbucket.org/gercha2/coddingcommpyrpi.git))
#This script makes a Gallagers’s Generator matriz (pycodes)








from encoders import EncodeFromLinkArray
from converters import LinkArrayToMatrix
from converters import AlistToNKEL, AlistToNKH
from CodeMaker import make_H_gallager
from FormLP import *
import numpy as np
#Mensaje del PRBS = 504 ajustado para usar la matriz de gallager
#504.504.3.504.txt
#N = 12
N=1008 #Longitud del codeword
Wc = 3 #Peso de columnas
Wr = 6 #Peso de filas
K = N-N*Wc/Wr
numIter=10
#Read file to test BER
file = open("PRBS_7.txt","r")
msg_file = list(file.read())
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msg_vec = [int(item) for item in msg_file[:-1]]*(4) #Msg 508 bits
#print(msg)
#msg=[1,0,1,0,1,0]
msg = msg_vec[:-4] #4 bits son borrados para ajustarse a #la matriz de gallager
#print(msg)


















for j in range(K):
#print(H[j][j])
if (H_r[j][j] == 1):
for i in range(K):
if (j != i):
H_r[i] = H_r[i][j]*H_r[j] ^ H_r[i]
#print(H_r)
else:
for m in range(j+1, K):






for l in range(K):





for h in range(j+1, N):
if (H_r[j][h] != 0):
shift_col.append([j,h])




for s in range(K):
if (j!=s):





np.savetxt(’./H_r.txt’, H_r, delimiter = ’’, fmt = ’%1d’)
B = H_r[np.ix_(range(K), range((N-K), N))].copy()
#np.savetxt(’./B.txt’,B, delimiter = ’’, fmt = ’%1d’)
I_K = np.eye(K, dtype = int)
A = B.transpose().copy()
G = np.c_[A, I_K]
#np.savetxt(’./G.txt’,G, delimiter = ’’, fmt = ’%1d’)
for r in shift_row[::-1]:
G[r] = G[r[::-1]]
#print(np.array_str(G, precision=2, suppress_small = True))
for c in shift_col[::-1]:





np.savetxt(’./G.txt’,G, delimiter = ’’, fmt = ’%1d’)
#print(np.array_str(np.dot(G,np.asarray(H_mtrx).transpose())))
G_sub = [0]*K




#for z in range(len(H)):
# H_sub[z] = list(np.where(H[z]==1)[0])







#origSource = [int(item) for item in CodeWord] #It turns out a list to be decoded
#recSource = list(origSource)
#r = ECCLPFormer(N,K,H) #H = parity-check matrix
#r.FormLP(recSource)
#(v,s,o) = r.IterSolveLP(numIter,verbose = 0) #decoding by iteration
#print([int(round(itemrx)) for itemrx in v])
#errors = map(lambda x,y: int(x) != int(round(y)), origSource,v)














codeword_bin = ’’.join(str(e) for e in CodeWord)
#for i in range(10):






J. Anexo: Código en python Codificación
Convolucional
Código disponible en ((https://gercha2@bitbucket.org/gercha2/coddingcommpyrpi.git))
# Authors: Veeresh Taranalli <veeresht@gmail.com>




import numpy as np
from channels import *
import channelcoding.convcode as cc
from utilities import *
from random import *
# =============================================================================




# G(D) corresponding to the convolutional encoder
generator_matrix = np.array([[05, 07]])
#generator_matrix = np.array([[03, 00, 02], [07, 04, 06]])
#generator_matrix = np.array([[171, 133]])
# Number of delay elements in the convolutional encoder
M = np.array([2])
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# Create trellis data structure
trellis = cc.Trellis(M, generator_matrix)
print(’states number = ’, trellis.number_states)
print(’table of states = ’, trellis.next_state_table)
# Traceback depth of the decoder









#Read file to test BER
file = open("./PRBS_15.txt","r")
msg_file=list(file.read())
msg_vec=[int(item) for item in msg_file[:-1]]*(4)
#message_bits = [1,0,1,0,1,0,1,0,1,0]
message_bits=msg_vec[:-4]
for i in range(1):
# Generate random message bits to be encoded
#message_bits = np.random.randint(0, 2, 1000) #Minimum length message = 10 bits
N = len(message_bits)
print(’message: ’, message_bits)
# Encode message bits
coded_bits = cc.conv_encode(message_bits, trellis)
print(coded_bits)
codeword_bin = ’’.join(str(e) for e in coded_bits)
for j in range(len(codeword_bin)):
ser.write(codeword_bin[j])
print(codeword_bin[j])
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ser.write(’\n’)
# Decode the received bits





#num_bit_errors = hamming_dist(message_bits, decoded_bits[:-M])
#print(’num_bit_errors = ’, num_bit_errors)
#if num_bit_errors !=0:






# print "No Bit Errors :)"
#print "==== Message Bits ==="
#print message_bits
#print "==== Coded Bits ====="
#print coded_bits
#print "==== Decoded Bits ==="
#print decoded_bits[tb_depth:]
K. Anexo: Código en python
Codificación Turbo
Código disponible en ((https://gercha2@bitbucket.org/gercha2/coddingcommpyrpi.git))
# Authors: Veeresh Taranalli <veeresht@gmail.com>
# License: BSD 3-Clause
import sys
sys.path.append(’../CommPy/commpy’)
from numpy import array, arange, power, log10, zeros, sqrt
from numpy.random import randint, randn
from channelcoding import turbo_encode, map_decode, Trellis
from utilities import hamming_dist
from channelcoding.interleavers import *
import time
import serial
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# Noise Variance
noise_var = 1/power(10, arange(0, 0.5, 0.05))
# Compute Eb/No using noise variance and Eb = 2 (for BPSK)




g_matrix = array([[04, 07]])
feedback = 05
trellis = Trellis(memory, g_matrix, feedback, ’rsc’)
interlv_seed = 64




#for i in xrange(len(noise_var)):
for i in range(1):
print "======== Iteration " + str(i) + " ========="
print "Progress: "
for block_num in xrange(num_blocks):
msg_bits = coded_bits_tx
#print(’sago’)
[sys_stream, non_sys_stream_1, non_sys_stream_2] = \
turbo_encode(msg_bits, trellis, trellis, interlv_obj)
#awgn = sqrt(noise_var[i]) * randn((block_size+2)*2)
coded_bits=list(np.concatenate([sys_stream,non_sys_stream_1]))
#rx_sys_stream = (2*sys_stream - 1) + awgn[0:block_size+2]
#rx_non_sys_stream_1 = (2*non_sys_stream_1 - 1) + awgn[block_size+2:]
codeword_bin = ’’.join(str(e) for e in coded_bits)
113








#[L_ext, decoded_bits] = map_decode(rx_sys_stream,
# rx_non_sys_stream_1,
# trellis, noise_var[i], L_int)
#print sys_stream
#print decoded_bits
#block_bit_errors = hamming_dist(sys_stream, decoded_bits)
#total_bit_errors += block_bit_errors
#if block_num+1 % 20 == 0:
# print ".",
#prob_bit_error[i] = total_bit_errors / ((block_size+2)*num_blocks)
#print
#print " ================================"
#print "SNR: " + str(Eb_No_dB[i])
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