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ABSTRACT 
We derive structural, numerical, and enumerative results concerning nearly 
reducible and nearly decomposable matrices of O’s and l’s, elucidating the similarities 
and differences between these two types of matrices. 
1. INTRODUCTION 
Let A = [ait] be an n X n matrix of O’s and 1’s. The matrix A is called 
reducible if there exists a partition cxi, os of { 1,. . . , n} into non-empty sets 
such that the submatrix A[a,, (as] of A formed by rows i (i E aJ and columns 
i (i E CQ) is a zero matrix. The matrix A is irreducible if it is not reducible. 
The n X n irreducible matrices of O’s and l’s can be partially ordered using 
the coordinatewise ordering. A nearZy reducibZe matrix [8] is an irreducible 
matrix which is a minimal element of this partially ordered set. The matrix A 
is called pa&y decomposable if there exist non-empty sets (pi, (us c { 1,. . . , n} 
with 1~~~1 +ia,l = n such that the matrix A[a,,(rs] is a zero matrix. The matrix 
A is fully indecomposable if n = 1 and A = [l] or n > 1 and it is not partly 
decomposable. The n X n fully indecomposable matrices of O’s and l’s can 
also be partially ordered using the coordinatewise ordering. A nearly decom- 
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posable matrix [9] is a fully indecomposable matrix which is a minimal 
element of this partially ordered set. Irreducible and fully indecomposable 
matrices are of fundamental importance in the theory of non-negative 
matrices (with a non-negative matrix B = [b,,] there is associated a matrix 
A = [aif] of O’s and l’s, where uii = 1 if and only if bij >O). The purpose of this 
note is to present a unified treatment for counts of l’s in nearly reducible 
and nearly decomposable matrices. 
The fact that irreducible and fully indecomposable matrices, and nearly 
reducible and nearly decomposable matrices, are closely related is well 
known. This relationship results from the following elementary though 
fundamental result (see [4] and [5]). Let A be an n x n matrix of O’s and l’s, 
and let B be the matrix obtained from A by replacing all O’s on the main 
diagonal by 1’s. Then A is irreducible if and only if R is fully indecompos- 
able. If all main diagonal entries of A are O’s, and B=A + Z is nearly 
decomposable, then it follows that A is nearly reducible. If A is nearly 
reducible, then all main diagonal entries of A are O’s and B = A + Z is fully 
indecomposable, but Z? need not be nearly decomposable. It is this latter 
property which prevents theorems about nearly reducible matrices and 
nearly decomposable matrices from being directly derivable from one 
another. 
We prove that an n X n nearly reducible matrix of O’s and l’s has at most 
2(n - 1) l’s and characterize the cases of equality. This result has an 
equivalent form in the theory of directed graphs, since irreducible matrices 
are the matrices associated with strongly connected graphs. Indeed, our 
proofs are formulated in terms of directed graphs, since they are most 
naturally viewed in that way. We also characterize the n X n nearly reduc- 
ible matrices with 2n - 3 l’s and then use these characterizations to prove 
that an n X n (n > 3) nearly decomposable matrix of O’s and l’s has at most 
3(n - 1) l’s and to characterize the essentially unique case of equality. These 
results on nearly decomposable matrices have been obtained already by 
Mint [ll], but our derivations, we believe, give new insight. 
2. NEARLY REDUCIBLE MATRICES 
In this and the remaining sections all matrices will be matrices of O’s and 
1’s. In order to obtain the characterization of n X n nearly reducible matrices 
with the largest number of l’s, we need some facts about symmetric 
irreducible matrices. But first we complete our definitions of matrices of 
special types. 
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Let A be an n X n matrix. Then A is compbtely reducible if there exists a 
partition (pi, (as of { 1 , . . . ,n} into non-empty sets such that both matrices 
A[a,, CQ] and A[a,, CYJ are zero matrices. A completely reducible matrix is 
reducible,’ while a symmetric reducible matrix is completely reducible. The 
matrix A is called completely decomposable if there exist partitions (pi, crs and 
Pi, Pz of {I , . . . , n} into non-empty sets such that both A[ (pi, /?a] and A[ CQ, pi] 
are zero matrices. Since either Jcri] + 1 &I > n or ]cY~]+ I pII > n, it follows that 
a completely decomposable matrix is partly decomposable. 
LEMMA 2.1 [3, Lemma 61. Let A be an nXn symmetric irreducible 
matrix. Then one of the following holds: 
(1) A is not completely decomposable. 
(2) There existi a permutation matrix P such that 
PAP’= o B 
[ 1 Bt 0’ 
where B is not completely decomposable. 
(In the statement of Lemma 6 in [3] there is a matrix A,. This was an 
oversight, for if A, were non-vacuous, the matrix A would be reducible, 
contrary to assumption.) An n X n matrix A = [aij] is said to have total support 
provided that for each r, s such that a, = 1 there exists a permutation matrix 
P= [ pij] such that prS = 1 and P < A. A fully indecomposable matrix has total 
support. It is well known that if A has total support, there exist permutation 
matrices R and S such that RAS = A, CI3. . . CBA,, where t > 1 and Ai is a fully 
indecomposable matrix (i = 1,. . . , t). The matrices A,, . . . , A, are unique up to 
permutations of their rows and columns, and are called the fully in&corn- 
posable components of A. 
THEOREM 2.2. Let A =[aij] be an nXn symmetric irreducible matrix 
with total support such that aii = 1 for at least one i. Then A is fully 
indecomposable. 
Proof. Suppose A is not fully indecomposable. Then since A has total 
support, it follows that A is completely decomposable. Hence it follows from 
Lemma 2.1 that (2) holds, which contradicts the hypothesis that aii = 1 for at 
least one i. n 
We observe that Theorem 2.2 is false if we drop the assumption that A 
‘This terminology is not entirely standard. To some an irreducible matrix is completely 
reducible, because aI or ns is allowed to be empty. 
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has total support. For instance, the matrix 
1 
*=O I 
0 1 0 
0 11 
1 1 0 0 
0 1 0 0 1 
is a symmetric, irreducible, and partly decomposable matrix which does not 
have total support. 
COROLLARY 2.3. Let A = [uij] be an n x n symmetric irreducible matrix 
with total support. Suppose that there is an integer k such that the entry a,, 
of A is an entry of some fully in&composable component of A. Then A is 
fully indecomposable. 
Proof Suppose A is partly decomposable. Then by Theorem 2.2, a,, = 0. 
Let B be tbe matrix obtained from A by replacing a,, with 1. Then it follows 
from Theorem 2.2 that B is fully indecomposable. Since the number of fully 
indecomposable components of A is the number of such components of B, 
this is a contradiction. Hence A is fully indecomposable. n 
Let G be a graph with vertex set V and edge set E. A pendant vertex v of 
G is a vertex which is incident with exactly one edge (degree of 0 equals 1). 
If G is a graph with exactly one vertex and no edges, we regard its vertex as 
pendant. A loop is an edge whose vertices coincide. A matching of G is a set 
of edges (not loops), no two of which have a vertex in common. A matching 
is said to meet a vertex u if u is a vertex of one of its edges. In some of our 
proofs we shall use other standard concepts of graph theory, and the 
uninitiated reader is referred to [l] or [6] for definitions. A directed graph D 
has a set of vertices V and a set of arcs U. A directed loop is an arc whose 
initial vertex and terminal vertex coincide. A directed graph is called 
strongly connected, provided for each ordered pair of vertices x, y there is a 
path from x to y. We partially order the set of strongly connected graphs 
whose vertex set is V by inclusion of their set of arcs. A minimal element of 
this partially ordered set is called a minimally connected directed graph. 
Corresponding to each graph G there is a directed graph G obtained by 
replacing each edge of G with two oppositely directed arcs (a loop is 
replaced by one directed loop). Let the vertices in V be ordered vi, vs, . . . , v,. 
The n x n symmetric matrix A(G) = [ aif], w h erein uii = 1 if and only if there is 
an edge joining vi and of (1 < i,i < n), is called an adjacency matrix of G. Tbe 
n X n matrix A(D) = [ biJ wherein bii = 1 if and only if there is an arc from ui 
to vj, is called a matrix associated with D. We note that A(G) = A( G). The 
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graph D is strongly connected (minimally connected) if and only if A(D) is 
irreducible (nearly reducible). 
A tree is a connected graph with n vertices and n - 1 edges. A rooted tree 
is a tree in which one vertex (the root) has been distinguished. 
LEMMA 2.4. Let T be a rooted tree with n > 2 vertices. Then T has a 
matching M which meets all vertices except possibly for some of the pendant 
vertices different from the root. 
Proof. The proof is by induction on n. The conclusion is obvious for 
n = 2. Let n > 2. Let T be rooted at r, and let v be a pendant vertex different 
from T. Let the unique edge incident with v be e = [v, w]. Remove the vertex 
v and edge e from T to obtain a tree TO rooted at r. By the inductive 
hypothesis, TO has a matching MO which meets all vertices of T,, except 
possibly for some of its pendant vertices different from r. If MO meets w, 
then M= MO is the required matching. If M,, does not meet w, then 
M = MO u {e} is the required matching. Hence the lemma is true by induc- 
tion. n 
LEMMA 2.5. Let T be a tree and e an edge of T. Then there is a 
matching M of T such that e E M and M meets every vertex of T except 
possibly fm some of the pendant vertices. 
Proof. Let e = [u, v]. Let x1,. . . , xp ( p > 1) be the vertices of T which are 
joined to either u or v. Remove from T the edge e, all edges incident with 
either u or v, and the vertices u and v. The result is a graph whose 
connected components are trees T,, . . . , Tp rooted at x1,. . . ,x,, respectively. If 
xi is the only vertex of Ti, then xi is a pendant vertex of T, and we set Mi =0 
(1 < i < p). If lJ has at least 2 vertices, then by Lemma 2.4, q has a 
matching q which meets all vertices of Ti except possibly for some of its 
pendant vertices different from xi (1 < i < p). It follows that M = M, u * * . u 
M,, u {e} is a matching of T with the required properties. n 
LEMMA 2.6. Let T be a tree with n > 2 vertices, and let v be a pendant 
vertex of T. Then T has a matching M which does not meet v but otherwise 
meets all vertices of T except possibly fm some of the other pendant vertices 
of T. 
Proof. If n = 2, then M = 0 has the required properties. Let n > 3. Let 
e = [v, w] be the edge of T incident with v. Let I” be the tree obtained from 
T by removing the vertex v and the edge e. We root T’ at w. It follows from 
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Lemma 2.4 that T’ has a matching M’ which meets all vertices of T’ except 
possibly for some of its pendant vertices different from W. The matching 
M = M’ of T has the required properties. n 
LEMMA 2.7. Let T be a rooted tree with n > 2 vertices. Then T has a 
matching M which does not meet the root but otherwise meets all vertices of 
T except possibly for some of the pendant vertices. 
Proof. If n = 2, then M = 0 has the required properties. Let n > 2. Let r 
be the root of T, and let ui, . . . , up ( p > 1) be the vertices of T which are 
joined to r. The graph obtained from T by removing r and all edges of T 
incident with r has connected components T,, . . . , Tp, which are trees rooted 
at u r, . . . , up, respectively. If T has at least 2 vertices, then by Lemma 2.4, Ti 
has a matching Mi which meets all vertices except possibly for some of its 
pendant vertices different from U, (1 < i < p). If T has only 1 vertex, we set 
M, = 0 (1 < i < p). It follows that M, u . . . u Mp is a matching of T with the 
required properties. n 
THEOREM 2.8. Let T be a tree with n vertices. Let TO be the graph 
obtained from T by putting a loop at each pendant vertex of T. Let T* 
denote a graph obtained from T by putting a loop at some vertices of T. 
Then 
(1) A( ?*) is fully indecomposable if and only if T, has a loop at each 
pendant vertex of T. 
(2) A(?e) is nearly akcornposable. 
Proof We first prove (1). Suppose A( Y?*) is fully indecomposable. Then 
A( T,) has at least two l’s in each row and column, and it follows that T, has 
a loop at each pendant vertex of T. Now_ suppos_e that T, has a loop at least 
at e_ach pendant vertex of T. Since A( T,,) Q A( T,), it suffices to prove that 
A ( TO) = [ aii] is fully indecomposable. 
Consider integers r,s with 1 < r,s < n, r# s, such that a, = 1. It follows 
from Lemma 2.5 that there is a symmetric permutation matrix P= [ pij] G 
A( TO) such that p, = 1. Now consider an integer r with 1 < r < n such that 
a, = 1. It follows from Lemma 2.6 that there is a symmetric permutation 
matrix Q=[qii]<A(?,,) such that qW = 1. Hence A( i;b) has total support. In 
addition, A( FO) is a symmetric marix which is irreducible, since fO is strongly 
connected. Since a tree has at le$ one pendant vertex, aii = 1 for at least 
one i. Thus by Theorem 2.2, A(T,) is fully indecomposable. This completes 
the proof of (1). 
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Since A( ?a) is fully indecomposable, to prove (2) it suffices to show that 
each matrix obtained from A(?,,) by replacing a 1 with a 0 is partly 
decomposable. Suppose arS = 1. If T = s, then the matrix obtained from A( ?,,) 
by replacing a, with 0 has exactly one 1 in the rth row and is partly 
decomposable. Now let r# s. Let G be the graph obtained from T by 
removing the edge joining v, and 0,. Then G is not connected, and it follows 
that there exists a partition (pi, cya of { 1,. . . , n} into non-empty sets such that 
A(G)[a,,4 and +(GN a,,a,] are zero matrices. Hence if B is the matrix 
obtained from A( T,) by replacing a, with 0, then at least one of B[a,,cu,] 
and B [ az, aI] is a zero matrix, and B is partly decomposable. This proves (2) 
and completes the proof of the theorem. n 
LEMMA 2.9 [2; 1, p, 30-321. Let D be a minimally connected directed 
graph having a set V of n > 2 vertices. Then there exist vertices u, vl,. . . , v,, w 
(t > 1) such that 
(1) u,v1,.** ,vt, w are distinct except that u may coincide with w; 
(2) both the indegree and the outdegree of vi equal 1 (i = 1,. . . , t); 
(3) u, VI,..., v,, w is a path in D; 
(4) the directed graph D’ obtained from D by removing the vertices 
01,. . *, v, and the arcs (u, vl), (q, v2), . . . , (vt, w) is minimally connected. 
For a directed graph D we let m(D) denote the number of its arcs. The 
following theorem is essentially due to Gupta [lo]. Our derivation is dif- 
ferent. 
THEOREM 2.10. Zf D is a minimally connected directed graph with n > 2 
vertices, then 
n < m(D) < 2(n-1). 
A directed graph D with n > 2 vertices and m(D) = n is minimally connected 
if and only if D is a circuit of length n. A directed graph D with n > 2 
vertices and m(D) = 2(n - 1) is minim$ly connected if and only if there is a 
tree T with n vertices such that D = T. 
Proof First let D be a minima.lly connected graph with n vertices. If 
n > 2, then every vertex is the initial vertex of some arc so that m(D) > n. 
If m(D) = n, then every vertex is the initial vertex of exactly one arc, and 
it follows that D is a circuit of length n. We prove that m(D) < 2(n - l), with 
equality implying the existence of a tree T such that D= T by induction on 
n. Since this is obvious for n= 1 and 2, we assume n >2. Then using the 
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notation and conclusions of Lemma 2.9, we see that 
m(D) < (t+1) + m(D’). 
By the inductive assumption, m(D’) < 2(n- t- l), so that 
m(D) < (t+1) +2(n-t-1) = 2(n-1) - (t-1). 
Since t > 1, m(D) < 2(n - 1). Suppose m(D) =2(n - 1). Then it follows that 
t = 1. By the inductive assumption there is a tree T’ with n - 1 vertices such 
that D’= ?‘. Suppose that u# w. Then in T’ there is an elementary chain 
w = xi,. . . ) xp=u (p>2) joining w to U. It follows that u,q,xl,...,xP is an 
elementary circuit in D. The arc (x2,x,) is an arc of D’, and hence of D, 
whose removal from D leaves a strongly connected graph. This contradicts 
the assumption that D is minimally connected. Hence u = w. Let T be the 
graph obtained from T_’ by adjoining the vertex ui and edge [u,v,]. Then T is 
a tree such that D = T. 
Now suppose that D is a directed graph with n > 2 vertices. If m(D) = n 
and D is a circuit, then clearly D is minimally connected. Suppose that 
m(D)_=2(n- 1) and that there exists a tree T with n vertices such that 
D = T. Let (x, y) be an arc in D. Then in the directed graph obtained from D 
by removing the arc (x, y) there is no path from x to y. It follows that D is 
minimally connected. The proof of the theorem is now complete. n 
COROLLARY 2.11. Let n > 2, and let k be an integer. Thea there exists a 
minimally connected directed graph with n vertices such that m(D) = k if 
and only if n < k d 2(n - 1). 
Proof. It follows from Theorem 2.10 that if D is a minimally connected 
graph with n vertices and k arcs, then n < k < 2(n - 1). Now suppose 
n < k < 2( n - 1). Let T be the tree with the n vertices vi, us,. . . , v,, and the 
n--I edges [q,qJ,[~2,~31,..., [onpI, v,,]. Let Dk be the directed graph ob- 
tained from T by replacing each of the edges [v,, vs], . . . , [ vk_,, vk_ n+ J with 
two oppositely directed arcs and the remaining edges with the arcs 
(0 - k n+l,uk~n+2),...,(~n-1,~n),(v),,v~-n+l). Then Dk is minimally connected 
and 
m(D,) = 2(k-n) + n-(k-n+l)+l=k. n 
We now formulate Theorem 2.10 and Corollary 2.11 in terms of matrices 
of O’s and 1’s. We define a matrix A to be permutation congruent to a matrix 
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B provided there is a permutation matrix Q such that QAQ’= B. For a 
matrix A of O’s and l’s, a(A) is the number of entries of A equal to 1. 
THEOREM 2.12. Let A be an n X n nearly reducible matrix with n > 2. 
Then 
n < a(A) < 2(n- 1). 
An n X n matrix A with a(A) = n is nearly reducible if and only if A is 
permutation congruent to 
An n X n matrix A with a(A) = 2(n - 1) is nearly reducible if and only if 
there is a tree T with n vertices such that A is an ad@zncy matrix of T. If k 
is an integer, then there exists an nXn nearly reducible matrix B with 
u(B)=k if andonly if n<k<2(n-1). 
COROLLARY 2.13. The number of n x n nearly reducible matrices A with 
u(A) =2(n - 1) which pairwise are not permutation congruent equals the 
number of pairwise non-isomorphic trees with n vertices. 
We conclude this section with some results concerning principal sub- 
matrices of nearly reducible matrices. Let D be a directed graph with vertex 
set V, and let W c V. By D, we denote the directed graph whose vertex set 
is W and whose arcs are all those arcs of D both of whose vertices are in W. 
By D@, we denote the directed graph obtained by contracting W to a 
single vertex. Thus the set of vertices of D,, is (V- W) u {w}, where w is 
a new vertex. Each arc of D which joins two vertices of V- W is an arc in 
D Bw. In addition, each arc of D with one vertex in V- W and the other in 
W gives rise to an arc in D,, if one replaces the vertex in W with w. 
According to this definition, D@,, may have several arcs with the same 
initial and terminal vertices. 
LEMMA 2.14. Let D be a strongly connected directed graph with vertex 
set V, and let W c V. If D, is strongly connected, then the directed graph 
D’ obtained from D by replacing the arcs of D, by the arcs of another 
strongly connected directed graph with vertex set W is also strongly con- 
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netted. In particular, if D is minimally connected and D, is strongly 
connected, then D, is minimally connected. 
The proof of this lemma is straightforward and is left to the reader. 
LEMMA 2.15 [l, p. 311. Let D be a minimally connected directed graph 
with vertex set V, and let W c V. If D, is strongly connected (thus 
minimally connected, by the above lemma), then D,, is minimally con- 
nected. 
THEOREM 2.16. Let A be an n X n nearly reducible matrix, and let B be 
a principal submatrix of A which is irreducible. Then B is nearly reducible. 
Proof The theorem is an immediate consequence of Lemma 2.14. n 
THEOREM 2.17. Let D be a minimally connected directed graph with 
vertex set V. If WC V with 1 WI =p#O, then m(D,) <2( p-l), with 
equality only if D, is minimally connected. 
Proof Let 1 VI = n. We prove the theorem by induction on n, noting 
thatitholdsforn=lor2.Letn>2,andlet WcVwithIWj=p.IfDwis 
strongly connected, then by Lemma 2.14 D, is minimally connected, and 
hence it follows from Theorem 2.10 that m(D,) < 2( p- 1). Hence the 
conclusion holds in this case. Now suppose that D, is not strongly con- 
nected, so that in particular W# V. Let Dw,, . . . , D, (k > 2) be the strong 
components of D,. In particular, W,, . . . , W, is a partition of W into 
non-empty sets. It follows from Lemma 2.14 that D, is minimally connected 
(i=l,... ,k). Let DV ,..., D,, (r > 1) be the strong components of D,_ w’ Let 
D* be the directed graph with k + r vertices obtained by contracting in turn 
each of W,, . . . , W,, Vi,. . . , V, to vertices wi,. . . , w,, q,. . . ,v,, respectively. It 
follows from Lemma 2.15 that D* is minimally connected. Let U= 
{W i,...,wk}. Then since D, is not strongly connected, 0: is not strongly 
connected, and it follows from the inductive assumption that m( D:) < 2( k - 
1). Hence using Theorem 2.10 we have 
k 
m(D~) <2(k-l) + izlm(Dw) 
< 2(k-1) + i~~2~lwil~1~ 
< 2(p-1). 
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Hence the theorem follows by induction. n 
THEOREM 2.18. Let A be an n X n nearly reducible matrix. Zf B is an 
m X m principal submatrix of A, then a(B) < 2(m - 1) with equality only if B 
is nearly reducible. 
Proof. Theorem 2.18 is the matrix formulation of Theorem 2.17. n 
Of course, a principal submatrix of a nearly reducible matrix need not be 
irreducible, as shown by the matrix 
0 1 1 
1 1 10 0. 1 0 0 
It is tempting to conjecture that an n x n irreducible matrix A satisfying 
a(B) < 2(m - 1) for every m X m principal submatrix B of A (m = 1,. . . , n) is 
nearly reducible. That such a conjecture is false is demonstrated by the 
matrix 
: 0  1 0 1 0 1 0 1’ I 
3. NEARLY DECOMPOSABLE MATRICES 
In this section we relate nearly decomposable matrices with nearly 
reducible matrices. We use Theorem 2.8 and the upper bound for the 
number of l’s in an n X n nearly reducible matrix given in Theorem 2.12 to 
obtain an upper bound for the number of l’s in an n X n nearly decompos- 
able matrix. In order to examine the cases of equality it does not suffice to 
know the cases of equality in the upper bound for nearly reducible matrices. 
It is also necessary to know the cases of equality for the upper bound 
diminished by 1. It will become clear in our development why there are 
many essentially different nearly reducible matrices with the maximum 
number of l’s, while there is an essentially unique nearly decomposable 
matrix with the maximum number of 1’s. 
LEMMA 3.1 [4,5]. Let A = [uij] be an n X n matrix such that Z < A. Then 
A is fully indecomposable if and only if A - Z is irreducible. 
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Let A be an nX n nearly decomposable matrix. It follows from the 
Frobenius-K&rig theorem that there exist permutation matrices P, Q such 
that Z < PAQ. Since A is nearly decomposable if and only if PAQ is, there is 
no loss in generality in assuming that Z < A. By Lemma 3.1 the matrix A - Z 
is irreducible. Let C < A - I, Cf A - I, be an irreducible matrix. Then it 
follows from Lemma 3.1 that C-t- Z is fully indecomposable. Since C+ Z < A, 
C+ I# A; this contradicts the fact that A is nearly decomposable. Hence 
A - Z is nearly reducible. Hence we have proved the following. 
LEMMA 3.2. Let A be an n X n nearly decomposable matrix. Then there 
exist permutation matrices P,Q such that Z < PAQ; and far all such P,Q, 
PAQ- I is a nearly reducible matrix. 
Now let B = [ bi i] be an n X n nearly reducible matrix. Then it follows that 
bii = 0 (for i = 1 , , . . , n). By Lemma 3.1, B + Z is fully indecomposable, but it 
need not be nearly decomposable, as Theorem 2.8 already implies. For 
instance, if 
0 
B=l I 
1 1 
0, 1 i 1 1 1 0 A=Z+B= I I 0, 1 0 0 1 0 1 I 
then B is nearly reducible, but A is not nearly decomposable, for 
I 0 1 0 1 0 1  
is fully indecomposable. It follows from Lemma 3.1 that if C < B + Z is fully 
indecomposable, then Z3 < C. 
THEOREM 3.3. Let A be an n x n nearly decomposable matrix. Then 
Proof, We may assume Z < A. It follows from Lemma 3.2 that B = A - Z 
is nearly reducible. By Theorem 2.12, o(B) < 2(n- l), with equality if and 
only if there is a tree T with n vertices such that B is the adjacency matrix of 
T. Now a tree with n vertices has 2 pendant vertices if n = 2, and at most 
n- 1 pendant vertices if n > 3. Hence it follows from Theorem 2.8 that 
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a(B)<2(n-1) for n=2, while a(B)<2(n-1) for n>3. Hence o(A)<2(n- 
l)+n=3n-2forn=2,anda(A)<2(n-l)+n=3n-2forn)2.Thelower 
bound for u(A) when n > 2 follows from the fact that an Nan fully 
indecomposable matrix with n > 2 has at least two l’s in each row. For n = 1 
the conclusion is trivial, and the theorem follows. n 
Let T be the tree with n > 3 vertices, of which one is of degree n - 1 and 
the others are of degree 1. Let A = A(T) be the n x n adjacency matrix of T. 
Then it follows from Theorem 2.11 that A is nearly reducible and u(A) =2(n 
- 1). Let T,, be the graph obtained from T be putting a loop at each of_the 
n - 1 pendant vertices of T. Then it follows from Theorem 2.8 that A( T,,) is 
nearly decomposable and 
u(A(?,,)) = 2(n-1) + (n-l) = 3(n-1). 
Hence the upper bound in Theorem 3.3 is attainable. For a suitable ordering 
of the vertices of T, 
I 0 1 1 *** 1 A(?,,) = : ; ; ::: 0 I . (34 
. . . . . . . . . . . . 
1 0 0 ... 1 
Two matrices B and C are called pemutation equivalent provided there exist 
permutation matrices P, Q such that B = PCQ. We shall show that if B is an 
n X n nearly decomposable matrix with u(B) = 3(n - 1) (n > 3), then B is 
permutation equivalent to the matrix (3.1). Before doing this we explore 
further the number of l’s a nearly decomposable matrix can have and the 
relation between nearly reducible and nearly decomposable matrices. 
THEOREM 3.4. Let n be a positive integer. If n < 2 and A is an n X n 
nearly decomposable matrix, then u(A)=3n-2. If n > 3 and k is an integer 
with 2n < k < 3(n - l), then there exists a nearly dmnnposabb matrix A, 
such that u(A,J = k. 
Proof. The conclusion for n < 2 is obvious. Let n > 3, and let s be an 
integer with 2 < s < n - 1. Then the graph in Fig. 1 is a tree T” with n 
vertices exactly s of which are pendant vertices. Let T,S be the graph 
obtained from T by putting a loop at each pendant vertex. It follows from 
Theorem 2.8 that A( T,“) is nearly decomposable. Moreover, 
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u(A(T,“))=2(n-l)+s=2n+s-2. 
As s varies from 2 to n-l, 2n+s-2 varies from 2n to 3n-3, and the 
theorem follows. a 
The following lemma is well known and easy to prove. 
LEMMA 3.5. Let n > 2 and A be an n X n fully indecomposable matrix. 
Then the (n + 1) X (n + 1) matrix 
1 1 0 .-- 0 
1 
B= 0 c 
b 
where C is obtained from A by replacing the (1, 1) entry of A with zero, is 
fully indecomposable. 
To elucidate the relation between nearly reducible and nearly decompos- 
able matrices we derive the following. 
THEOREM 3.6. Let n, p, q be positive integers with n 23, n < p 
< 2(n - l), and 2n <q G 3(n - 1). Then there exists an n x n nearly reducible 
matrix A and a matrix I’ & 1 such that 
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(1) 44) = P, 
(2) a(A + I’) = 9, 
(3) A + I’ is nearly decomposable, 
if and only if one of the following holds: 
(4) p<2(n-1) and2n<q< p+n, 
(5) p=2(n-1) and 2n<q< p+n-1. 
Proof. Let A be an n X n nearly reducible matrix with a(A) = p, and let 
I’ < Z be such that A + Z’ is nearly decomposable, where a(A + I’) = 9. Then 
using the lower bound in Theorem 3.3 we see that 2n < 9 < p+ n. If 
p = 2(n - l), then using the upper bound in Theorem 3.3 we conclude that 
9 < p + n - 1. We now investigate the converse. First suppose that p < 2( n - 
1) and 9 = p + n. Consider the directed graph D with n vertices pictured in 
Fig. 2. Then m(D) =2n - p +2( p - n) = p. It is easily seen that D is strongly 
connected. Since for each arc of D either the indegree of its terminal vertex 
is 1 or the outdegree of its initial vertex is 1, D is minimally connected. 
Hence the matrix A(D) is nearly reducible, and u( A( D )) = p. Since the 
indegree or outdegree of each vertex of D is 1, for each integer i = 1,. . . ,n 
either row sum i or column sum i of A(D) is 1. It now follows from the 
discussion following Lemma 3.2 that A(D) + Z is nearly decomposable. Now 
suppose that 9 < p + n - 1. Consider the graph G with n vertices, which 
consists of a cycle of length k (k=2,3,...,n), and a tree T with n-k+1 
vertices, rooted at a vertex u of the cycle, of which i vertices different from 
u are pendant (i=O,..., n - k) (see Fig. 3). Let D be the directed graph 
obtained from G by directing the edges of the cycle so that it becomes a 
circuit and by replacing T with ?. It is readily verified that D is a minimally 
connected directed graph with m(D) = 2n - k. Hence A = A(D) is nearly 
reducible, and u(A) = 2n - k. Let D’ be the directed graph obtained from D 
by inserting a directed loop at each vertex of the circuit of length k of D 
different from u and at each pendant vertex of T different from U. If k = n, 
SO that T is the trivial tree with a single vertex U, we also put a directed loop 
at u. Let A’=A(D’). ThenA’=A+Z’, whereI’< Zand 
u(A’) = m(D’) = 2n+j-1 if k<n-1, 
2n if k=n. 
It follows from Theorem 2.8 and repeated application of Lemma 3.5 that A’ 
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is fully indecomposable. Let I” < I’, where I” # I’. Then A + I” has a row 
with only one 1. Hence it follows from the discussion after Lemma 3.2 that 
A’ is nearly decomposable. 
Since n < p < 2(n- l), there is an integer k with 2 < k < n such that 
p=2n-k. If k= n, and q = 2n, then a(A’) =2n. Now suppose that 2 < k < n 
-1, so that p>n+l. Since 2n<q< p+n-1=3n-k-l, there is an 
integer j with 1 < j < n - k, such that q =2n + j- 1. The theorem now 
follows. n 
Let A be an n x n (n > 3) nearly decomposable matrix. We may assume 
Z < A. By Theorem 3.3, a(A) Q 3n -3. It follows from Lemma 3.2 that A - Z 
is nearly reducible, where a(A - I) < 2n -3. This motivates us to char- 
acterize n X n nearly reducible matrices B with a(B) =2n -3. We do this by 
means of the minimally connected directed graphs associated with such 
matrices B. 
LEMMA 3.7. Let n > 3, and let D be a minimally connected directed 
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graph with n vertices such that m(D) =2n -3. Then D has an ekmentay 
circuit of bngth 3 but no elementary circuits of length greater than 3. 
Proof. Let the set of vertices of D be V. Let ur,. . .,u,,u, be an 
elementary circuit of length p, and let U = { ui, . . . , up}. Then D, is strongly 
connected and hence minimally connected by Lemma 2.14. Thus m( 0”) = p. 
By Lemma 2.15, D@, is a minimally connected directed graph with n - p + 
1 vertices, where m(D,“) = 2n - 3 - p. It follows from Theorem 2.10 that 
m(D@,) <2(n--p). Hence 
2n-3-p < 2(n-p) or p < 3. 
Hence D has no elementary circuit of length greater than 3. Suppose D has 
no elementary circuit of length 3. Since each arc of a strongly connected 
graph is an arc of some elementary circuit, it follows that for each arc (WV) 
of D, (v,u) is also an arc. It now follows that-there is a tree T such that each 
arc of T is an arc of D. Hence m(D) > m(T) = 2(n - 1). This contradiction 
completes the proof of the lemma. n 
LEMMA 3.8. Let q > 3, and let D be a minimally connected directed 
graph with q vertices, where m(D) =2q - 3, such that D has rw elementary 
circuit of length 2. Then D is isomorphic to the directed graph of Fig. 4. 
Proof. It follows from Lemma 3.7 that all elementary circuits of D have 
length 3. Let ui, ~a, us, ui be an elementary circuit, and let U = { ur, us, us}. It 
follows from Lemma 2.14 that m(Du) =3 and from Lemma 2.15 that D*, is 
minimally connected. If q = 3, we are done. Let q > 3. Since D,, has q -2 
vertices and m(D, “) = 2q - 3 - 3 = 2(q - 3), it follows from -Theorem 2.10 
that there exists a tree T with q - 2 vertices such that D, u = T. Let u be the 
9 . 
. 
* 
4* 
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vertex to which U is contracted in D,,. Since D has no elementary circuits 
of length 2, it follows that all vertices of T different from u are pendant 
vertices of T. Let o be a vertex of D different from ui,ua, ua. Then (u~,D) and 
(v,z+) are arcs of D for some distinct i,i E { 1,2,3}. We may choose the 
notation so that (ui,u) is an arc of D. If (u, ~a) were an arc, then ui,o,ua, 
~a, ui would be an elementary circuit of D. Hence (II, us) is an arc of D. Let 
w be any vertex of D with w G! { ul, u2, ug, v}. Suppose (~a, w) were an arc of 
D. Then either (w, ui) or (w,uJ would be an arc of D. If (w,ui) were, then 
DC U,,UZ,UR,O,W) would be strongly connected but not minimally connected, 
contradicting Lemma 2.14. If (w,uJ were an arc, then a similar contradic- 
tion would arise upon considering D~,,,,2,,n,,~. Hence (~a, w) is not an arc. In 
a similar way one shows that (us, w) is not an arc. Hence (u,, w) is an arc, 
and it follows as for o that (w, ~a) is an arc. Thus D is isomorphic to the 
directed graph of Fig. 4. n 
THEOREM 3.9. Let n > 3, and let D be a minimally connected directed 
graph with n vertices, where m(D) =2n -3. Then there is an integer q with 
3< q< nand trees T,,..., T4 such that D is obtained from the directed graph 
of Fig. 4 by rooting c at vertex i (1 < i 6 q). Moreover, every directed graph 
obtained this way is a minimally connected directed graph with n vertices 
and 2n - 3 arcs for some integer n > 3. 
Proof By Lemma 3.7, D has an elementary circuit of length 3 but no 
elementary circuits of length more than 3. If D has no elementary circuits of 
length 2, then it follows from Lemma 3.8 that D has the required structure 
(q = n and the trees Ti have a single vertex). Suppose D has an elementary 
circuit of length 2. Let D,, . . . , Dy be the connected components of the 
directed graph D’ whose arcs are all arcs of D which are arcs of an 
elementary circuit of length 2 and whose vertices are all the vertices of D. 
Let the set of vertices of Di be Ui (1 < i f q). Then Di is strongly connected, 
and hence by Lemma 2.14 minimally connected. From Lemma 2.14 again 
we conclude that Di z D, (i Q i < q). Hence it follows that there is a tree 71, 
such that D, = Di = Ti (1 < i < q). It follows from Lemma 2.15 that the graph 
~=(~+~,)~~~)o~~ obtained from D by successively contracting 
i,. . . , U, to vertices ui,. . ., u, is minimally connected. Let 1 Vi1 = n{ (i = 
1 , . . . , q). Then D* has q vertices and 
m(D*) = 2n -3 - i$12(ni-l) 
=2n-3-2n+2q=2q-3. 
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Suppose there exist i, j (1~ i < i < 4) such that ( ui, ui) and (uj, ui) are arcs of 
D*. Then there exist vertices u, w E Ui and vertices x, y E q such that (u, X) 
and ( y, w) are arcs of D. If c = w and x= y, we contradict the fact that Di 
and D. are connected components of D’. Hence we may assume 0 # w. Since 
J 
Di = Ti, there exist s > 2 and distinct vertices ui = 0, va, . . . , v, =_w such that 
( vk,vk+J and (t++i,t+J are arcs of Di (k=l,...,s). Since Di=Y$ there exist 
t > 1 and distinct vertices xi = X, ;r,, . . . , X~ = y such that (x,, x,, i) and (x,, 1, x,J 
are arcs of Di. It now follows that if W= {q,. . . , u, x1,. . . ,x,}, then D, is 
strongly connected but not minimally connected, contradicting Lemma 2.14. 
It now follows that D* has no elementary circuits of length 2, and an 
application of Lemma 3.8 completes the proof of the theorem. n 
The converse is readily verified. 
LEMMA 3.10. Let n > 2, and let A = [aii] be an n x n nearly decompos- 
able matrix with a,, = 1. Let T be a positive integer, and let A’ be the matrix 
obtained from A by replacing a,, with 0. Then the (r + n) X (r + n) matrix 
is nearly decomposable. 
Since the proof of this lemma is straightforward and similar lemmas have 
occurred in the literature, the proof is omitted. 
THEOREM 3.11. Let n > 3, and let D be a minimally connected directed 
graph with n vertices and 2n -3 arcs. Let D,, be the directed graph obtained 
from D by patting a directed loop at each vertex of D either whose inakgree 
or outdegree is 1. Let D, denote a directed graph obtained from D by 
putting a directed loop at some vertices of D. Then A(D,) is fully in&corn- 
posable if and only if A(D,,) <A(D,). moreover, A(D,) is nearly decompos- 
able. 
Proof. The proof is similar to that of Theorem 2.8, and we shall be brief. 
Suppose first that A = A( D,) is fully indecomposable. Then A( D,) has at 
least two l’s in each row and column, and hence D, has a directed loop at 
each vertex of D which has indegree or outdegree equal to 1. Now consider 
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A(D,). By Theorem 3.9 there are an integer 9 with 3 f 9 < n and trees 
T 1,. . . , Tq such that D, is obtained from the directed graph of Fig. 4 by 
rooting z at vertex i (1 < i < 9). First suppose that T,, . . . , T, each have 
exactly one vertex. Then 
i 
1 1 0 0 **. 
0 1 1 1 *.* 
1 0 1 0 .** 
A(Da)= 1 0 0 1 ..a 
L 
. . . . . . . . , . ; 0 0 ;, . . . 
which is permutation equivalent to 
0 1 1 ... 1 
1 1 0 .** 0 
10 1 *.* 0, 
. . . . 
. . . 9. 
; ;, (j . . . ; 
0 
1 
0 
0 ’ 
i 
(3.2) 
and it follows easily that A(D,) is nearly decomposable. A straightforward 
inductive argument making use of Lemma 3.10 shows that in general A(D,) 
is nearly decomposable, and the proof of the theorem is complete. n 
The following theorem is due to Mine [ 111. 
THEOREM 3.12. Let n > 3, and let A be an n X n nearly decomposable 
matrix. Then a(A) B 3(n - l), with equality if and only if A is permutation 
equivalent to the matrix (3.2). 
Proof. It follows from Theorem 3.3 that a(A) < 3(n - 1). Suppose a(A) = 
3(n-1). We may assume that IGA. The matrix A-I is an nXn nearly 
reducible matrix with a(A - I) = 2n - 3. Let D be a directed graph such that 
A = A(D). Then D is minimally connected with n vertices and m(D) = 2n - 
3. The matrix A is the matrix associated with the directed graph D, obtained 
from D by putting a directed loop at each vertex. According to Theorem 
3.11, A is nearly decomposable if and only if each vertex of D has indegree 
or outdegree equal to 1. By Theorem 3.9 the latter is true if and only if D is 
isomorphic to the directed graph of Fig. 4 with 9 = n. Hence the theorem 
follows. n 
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Let A be an n X n nearly decomposable matrix. Since for all permutation 
matrices P,Q, PAQ is also nearly decomposable, a direct analogue of 
Theorem 2.15 might assert that every square fully indecomposable submatrix 
B of A is nearly decomposable. That such an analogue is false can be seen by 
taking 
I 
1001000000 
1100000000 
0110001000 
0011000000 
A =[uii] =) 0001100000 
0000110001 
I 
0000011000 
0000001100 
1000000010 
0000000111 
The directed graph D such that A(D) = A - Z is easily checked to be 
minimally connected. Hence A-Z is nearly reducible, and thus A is fully 
indecomposable. For i = 1,. . . , 10, uii = 1 implies that row i or column i of A 
contains only two l’s; thus A is nearly decomposable. The submatrix Z? 
obtained by striking out row 1 and column 10 is a nearly decomposable 
matrix with an additional entry equal to 1. This example is a modification of 
one by E. J. Roberts. 
If B is a submatrix of an n X n matrix A with B = A[a,, a,], where 
“1,“2C{I,..., n}, then the complement B” of B in A is the submatrix 
A[cr;, ah], where o; = { 1,. . . , n} - q (i = 1,2). The following theorem is then 
true. 
THEOREM 3.13. Let A be an n X n nearly decomposable matrix, and let 
B be a fully indecomposable submutrix of A such that Q < B” for sm 
permutation matrix Q. Then B is a nearly decomposable matrix. 
Proof. If n = 1, the theorem is clearly true. Let n > 1. Because of the 
assumptions we may assume without loss in generality that IS A and that 
B = [bii] is a principal submatrix of A. It follows from Lemmas 3.1 and 3.2 
that A - Z is nearly reducible and that B - Z is irreducible. By Theorem 2.16, 
B - I is nearly reducible. Suppose C = [ ciiJ is a fully indecomposable matrix 
with C< B, C# B. It follows from the discussion after Lemma 3.2 that 
B - Z < C. Let r be an integer such that b, = 1 and c,., =O. Since B is fully 
indecomposable, there is an integer s # T such that b, = 1 and a permutation 
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matrix P= [ pij] < I3 such that p, = 1. It follows as above that since P% < PtB 
andI~PtA,PtB-Z<P%orB-P~C.Sinceb,=1whilec,=O,wehavea 
contradiction, and the theorem follows. n 
For m a positive number we define p(m) =3m - 2 if m < 2 and p(m) = 
3(7n - 1) if m > 3. 
THEOREM 3.14. Let A be an n x n nearly decomposable matrix, and let 
B be an mXm s&matrix of A such that P< B and QGB” for some 
permutation matrices P and Q. Then o(B) 6 p(m). 
Proof. There is no loss in generality in assuming that I < A and that B is 
a principal submatrix of A. Hence A - Z is nearly reducible and B - I is a 
principal submatrix of A - I. By Theorem 2.18, a(B - I) < 2(m - l), with 
equality only if B - I is nearly reducible. First suppose a(B - I) < 2m -3. 
Then a(B)<3m-3< p(m). Now suppose a(B-I)=2(m-1). Then B-I is 
nearly reducible. Since B = (B - I) + I is nearly decomposable, it follows 
from Theorem 2.8 that m < 2, and hence u(B) =2(m- 1) + m = p(m). Thus 
the theorem holds. n 
We are indebted to Jeffrey Ross for pointing out several inaccuracies in a 
handwritten version of the manuscript. 
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