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The Use of Control Angles with MART (Multiplicative Algebraic Reconstruction Technique)
www.tcrt.org MART (Multiplicative Algebraic Reconstruction Technique) is an iterative CT (computed tomography) algorithm [1] . A cycle is completed when all projections have been processed at least once. Iterations of each projection are performed within cycles. In this work, we explore the concept that one or more projections can be iterated multiple times within one cycle. The basic equation is:
where ρ q ij is the q th estimate of the grey value ρ for pixel (i,j), P kθ is the raysum of the k th ray of the projection at angle θ, which intersects (i,j), and P q kϑ is the raysum of the same ray prior to the correction made by Equation [1] . Note that, immediately after application of Equation [1] to a ray, P q+1 kϑ = P kθ . In other words, MART forces a match of each ray to its raysum.
MART and other ART algorithms converge at different rates, depending on the order in which the rays are considered. The worst case seems to be considering the angles consecutively, as in our original work (1) and we and others have devised projection orderings that are better than random (2-7), though not yet optimal (8). All projection orderings proposed so far have only used each projection once per cycle. Here we repeat orthogonal pairs of certain projections (cf. (9)) using three ray tracing methods to define the relationship between the pixels and the projection data (10-12), i.e., the weights w ijkθ in:
Most of our testing with our C++ test bed software is with fan beams, -120º to 120º, with a projection every 6º, and equal pixel and detector widths. We define a "control pair" to be two mutually perpendicular projections. We considered three "Control Angle" options:
I. Horizontal/Vertical: The control pair is set to (0º, 90º). II. Midpoint: The perpendicular control pair is in the middle of the range of angles. For example in a scan from 0 to 180º, with projections every 6º, the control pair would be (-45º, 45º). III. Alternating: Two control pairs are used, the low end pair of right angles, and the high end right angles, in our example (-120º, -30º) , and (30º, 120º).
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For fan beams, when one ray in one projection of a control pair is processed, the corresponding ray in the other projection of the control pair that is close to perpendicular to it is processed next. This improved results compared to sequential processing within each fan beam.
In between the control pairs, we process the remaining projections in one of three different ways:
I. Sequential processing. II. Non-control projection angles are alternated between low and high, working towards the middle. III. Non-control projection angles are alternated between low and high, and a third angle oscillating about the center angle is added to the mix. For our example, control angles are processed, then projections 6º, 174º, 84º. Control angles are processed, then projections 12º, 168º, 96º, and so on until each projection is processed.
In each case, the number of non-control projections processed, before returning to the control projections, could be specified. A cycle is complete when all non-control projections have been processed once.
In The motivation of this work is to present an alternative focusing method for breast imaging, coupled with the use of digital signal processing techniques for increasing the spatial resolution in microwave breast imagery. The department of Electrical and Computer Engineering at the University of Manitoba has developed a Stepped Frequency Continuous Wave Ground Penetrating Radar (GPR) test system with a bandwidth of 11 GHz based on a vector network analyzer and a horn antenna that are connected to a PC laptop that uses a GPIB communications protocol. This type of system allows the synthetization of different pulse shapes that can be more appropriate for the application mentioned above. Another advantage of such a type of system is the possibility of working at different operational frequencies that can be more suitable for the different target compositions.
We have investigated the use of the Frequency-wavenumber (F-K) migration technique -a popular method for focusing targets in GPR used by the Geological Sciences community -using a phantom that consists of saline water and a corn syrup mixture to model cancer and breast tissue respectively as suggested by P. M. Meaney of Dartmouth College. This algorithm analyzes the frequency behavior of the scans both in the range and the scan direction in order to converge the scatter responses to its original position on the image. In GPR, the hyperbolic signatures usually seen in GPR images can be collapsed to represent the spatial geometry of for example, a landmine. Essentially, F-K migration is designed to back propagate the wave equation so that the position of a point source or an ensemble of point sources, i.e., the target, can be visualized. The algorithm involves a simple mapping from the frequency domain to the vertical wavenumber by means of an interpolation procedure for the data samples known as the Stolt interpolation. The F-K algorithm only requires the propagation speed on the medium, and unlike GPR, in BMI this value can be known a priori.
In order to increase the spatial resolution of our system, a digital signal processing algorithm based on AutoRegressive (AR) modeling was used. The coefficients of the AR model were calculated using the Burg method, and the order was obtained using the minimum square error, variance and mean differences between the model output and the original signal. Our initial results have generated focused images with higher resolution when scanning in a configuration similar to stripmap Synthetic Aperture Radar.
With the development of innovative signal and image processing techniques, the ultra wideband microwave system already available in our department has the potential to detect very small cancer tumors before metastatis occurs.
compared to the other two. Most importantly, the V105 (cc) for external was substantially reduced with the technique.
The maximum dose of T-IMRT is the largest. The maximum dose of the 3D plan was comparable to PT-IMRT, but its V105 (cc) was usually the largest. Also, for each patient, the V30 for heart and lung was comparable for all three techniques but the V10 and V20 was higher for PT-IMRT compared to T-IMRT and 3D. The V60 (cc) for heart and V40 (cc) for left lung were comparable for all three techniques. The point reference dose to the right breast was about 1.8% higher for the PT-IMRT technique compared to 3D.
Conclusion:
The PT-IMRT technique resulted in the most homogenous dose distribution for PTV, the lowest maximum dose for each of the 6 patients. The higher V10 and V20 for the heart and lung are at fairly low doses (at about 5 Gy and 10 Gy, respectively) and as such would be clinically insignificant because the excessive risks for heart and lung were aroused from V60(cc) and V40(cc), respectively. Improved dose distribution thus achieved with PT-IMRT showed less acute effects and is expected to cause less late side effects as well.
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Technology Advances in computing have reinvigorated Computed Tomography (CT, also known as image reconstruction from projections) as a promising technique for many 3D radiological applications and computed assisted surgery. In CT, an xray projection of an object is first taken. The x-ray source emits radiation, and the detector array collects the radiation that is not absorbed and passes through the object. CT estimates the absorption of radiation at each small portion of the object, based on the total amount of radiation detected through each path. Each portion becomes a pixel or voxel in the image representation. Several projections are taken as the x-ray source and detector array rotate around the object, with projections sampled at varying angles. In practice, the projection angles are usually equally spaced and taken in consecutive order, although this need not be the case. Then, using a computer, the image is reconstructed.
There are basically two major categories of image reconstruction algorithms: Fourier (filtered or convolution backprojection) and iterative methods. Fourier methods are based on the fast Fourier transform (FFT) and are derived from the well-known Fourier Slice Theorem (1). These algorithms are based on a frequential decomposition of the data. In many situations, one is restricted in the number of projections (views), in their angular coverage and the number of rays within a view. An example of this is in using CT for screening impending signs on heart attacks. In this case, the motion of the heart limits the number of views that can be taken for any given position of the heart (2, 3). In CTM (CT Mammography), fewer views mean lower dose and higher acceptability for screening. Under these circumstances, iterative techniques have been shown to produce better reconstructions from either few or incomplete views (4) and to produce better performance with noisy and dynamic data. For this reason, iterative techniques are preferred over Fourier based algorithms.
The Algebraic Reconstruction Technique (ART) is one of a variety of iterative reconstruction algorithms. It was the first iterative algorithm proposed for CT (5). ART compares the computed projections or ray sums of an estimated image with the original projection measurements and uses the error obtained from this comparison to correct the estimated image.
In routine clinical CT screening, fast Fourier algorithms are the choice by practitioners and manufacturers because iterative algorithms are generally slow. In recent years, however, iterative techniques have been revisited due to the availability of high performance computing making them practical to implement. Wide angle cone beam CT has necessitated a switch to iterative algorithms, and the 3D nature of the reconstructions demands more computer power than ever before.
We have developed a parallel ART algorithm for CT (6). The algorithm has been implemented on a distributed memory architecture using Message Passing Interface (MPI). In this parallel algorithm the projection data is partitioned and distributed to the processors. However, the results were not very impressive. The algorithm produced poor speed due to high overhead in communication between the processors.
A technique that we are currently investigating is a form of localized computed tomography. It is based on our empirical observation that, when one alters one region of a reconstructed image, and then uses the resulting image as the "initial guess" for an iterative CT algorithm, the surrounding regions hardly change at all upon reconvergence (7). In our new approach to parallel CT computation, we partition the image into regions and apply CT within each of the localized regions, using only those rays that pass through the local region, as in local CT (8). Each individual region is distributed to the processors. Several research issues needs to be considered: (i) What is the convergence strategy? (ii) Does the algorithm converge? (iii) Since the borders between regions are shared and each region is executed upon by one processor, how often should the computed values in this border be transmitted between the processors? (iv) Is it better to have the local processors address a common stored image? This might avoid the feature of ordinary local CT, which reconstructs a function of the image, rather than the image itself. (v) What is the termination condition? (vi) Should the data be a straightforward rectangular partitioning or should we alternate with other partitioning strategies, say based on dual graphs? (vii) What size should the partitions be? (viii) How does the computer architecture and its resources such as the speed of the processors, network bandwidth, memory, etc., affect the algorithm?
The search for an effective way to parallelize CT computations must begin in earnest, with the high demands for patient throughput and real-time CT to be met. We think that taking advantage of properties of CT images, such as the partial local independence we have discovered, may be the key to success.
A compact desktop four degree-of freedom spherical parallel hand-controller has been designed with back-drivability, large and singularity-free workspace, and force reflecting capability. The structure is light, yet rigid, and the actuators are all placed on the base, providing independent control of each degree of freedom. All degrees of freedom are kinematically decoupled from each other. The first two degreesof-freedom are generated by two identical pantographs pivoted together to provide a hemispherical motion of a handle about an interior fixed point. The third degree-of-freedom represents a sliding motion along the created hemisphere.
The forth degree-of-freedom represents the rotational motion of the handle. The operator is able to control the position and orientation of a remote wrist holding an ultrasound or a palpating probe and receive the interaction forces between the patient and the probe at the remote site. A simplified version of this design with three degrees of freedom has been fabricated (see Fig. 1 ).
A compact, spherical, parallel, modular, robotic wrist with four degrees of freedom has also been designed, having similar unique characteristics as in the hand-controller. The wrist has two exchangeable modules to provide standard clinical motions for palpation and ultrasound imaging. The first two degrees-of-freedom are generated by two identical pantographs pivoted together to define a hemispherical motion of a probe about an exterior fixed point. The third degree-offreedom is linear motion along the radius of created hemisphere. The forth degree-of-freedom is a rotational motion of the probe about the radius of the created hemisphere. A simplified prototype of the design having three degrees of freedom has been constructed (see Fig. 2 ). Due to the type of its movements, the developed prototype is presently most suitable for performing ultrasound examination.
Both systems are interfaced to a computer and simple control schemes have been applied for controlling them. When operated together, both mechanisms are kinematically similar. This property simplifies control algorithms, increases force transparency and generates a user-friendly robotic system for tele-medicine applications.
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Technology Breast cancer is the leading cause of morbidity and mortality among women in many parts of the world, and it is the major cause of cancer death among women, next only to lung cancer (1). Early detection and timely medical intervention are two key factors that impact long-term survival and quality of life of breast cancer patients. X-ray mammography remains the primary screening method for detecting non-palpable early-stage breast tumors. However, despite significant progress on mammographic techniques, well-recognized limitations do persist (2). Magnetic Resonance Imaging (MRI) has shown promise as a Breast Imaging technology, but it has its shortcomings as a screening tool due to its limited availability and its failure to distinguish between cancerous and non-cancerous abnormalities. There are two key scientific requirements needed for any imaging technique to be accepted as a robust screening tool: i) high detection rate, so that correct classification of women with cancer can be obtained, and ii) specificity, which deals with proper determination of the type of the cancer, and how far it has spread. So far, no single imaging modality or method has both high sensitivity and specificity for this disease. With this background, this modality, namely, microwave imaging using very low power microwave signals (comparable to that of our present day cell phones), sensitive to tumors and specific to malignancies shows promise for the early detection and screening of breast tumors.
This work is related to active microwave imaging that exploits the significant dielectric contrast between malignant breast tumor and normal breast tissue. As a forerunner of an ongoing experimental investigation on microwave scattering (3) in a multilayered breast phantom using ultra-wideband (UWB) ground penetrating radar (GPR) system at the Department of Electrical and Computer Engineering, University of Manitoba, this simulation study was performed in both time domain (TD) and frequency domain (FD).
A hemispherical breast model with a spherical tumor was simulated using FEKO, a commercial Method of Moment package for electromagnetics simulation. A Gaussian pulse was used for excitation (E iz ) defined by: E(t)=exp{-(a(t-t 0 )) 2 }, where a = 13E09(s -1 ) and t 0 = 6 (ns). The time response died out within 40 lightmetre or 133 ns. The permittivity chosen for the early tumor was 16 and that of the normal tissue was 8, to comply with the ratio needed for the contrast. Other pertinent data: σ tumor = 1.72 S/m, σ normal = 0.87 S/m, Diameter (Hemisphere) = 90 mm , and Diameter (Tumor) = 5 mm. TD-FD simulations for the backscattered nearfield for this near-field imaging modality with time-in-points, were obtained. Specific absorption rate (SAR) obtained for hemispheres with tumor and without a tumor validates the multicompartmental dielectric losses (using surface equivalent principle) in this simulation study while meeting the standard C95.1-1999 for SAR.
