Abstract. For accurate predictions of the temperature distribution during hyperthermia treatment a thermal model should incorporate the individual impact of discrete vessels. In clinical practice not all vessels can be reconstructed individually. This paper investigates five possible strategies to model the thermal impact of these missing vessels.
Introduction
Treatment planning can be used to predict and evaluate the 3D temperature distribution resulting from hyperthermia treatment. For calculations of the temperature distribution in vivo blood flow contributes to heat transfer and needs to be accounted for (Lagendijk 1990 , Roemer 1990 . To do so correctly, a thermal model should incorporate the thermal impact of discrete vasculature (Lagendijk 1982 , Crezee and Lagendijk 1992 , Rawnsley et al 1994 , Kolios et al 1995 , Raaymakers et al 1998 . Our DIscrete VAsculature (DIVA) model (Kotte et al 1996) accounts for these heat transport phenomena. It uses a gridindependent vessel description in which every modelled vessel segment is supplied to the model as a three-dimensional curve with associated diameter and blood flow. Van Leeuwen et al (1997a, b) presented theoretical verification of DIVA. Experimental validation of DIVA is described by Raaymakers et al (1998 Raaymakers et al ( , 2000a where temperature distributions were measured in an interstitially heated, isolated, perfused bovine tongue. The tongue, heating implant and vasculature were reconstructed. Thermal simulations yielded good correspondence with the measurements at various perfusion levels.
The number of discretely modelled vessels is only limited by practical limitations, e.g. computer performance or the laborious description of the three-dimensional curve of the numerous small vessels. The capabilities of DIVA are nicely demonstrated by Van Leeuwen et al (1999) , in which the temperature rise due to a mobile phone was simulated in a segmented head with a realistic, artificially generated, detailed discrete counter-current vasculature.
For clinical applications ideally all thermally significant vessels are taken into account in thermal simulations, i.e. all vessels that contribute to the heat transfer need to be modelled. To determine which are the smallest thermally significant vessels the equilibration length (Chen and Holmes 1980) needs to be noted, characterizing the distance it takes for the blood in a vessel to thermally equilibrate to the temperature of the surrounding tissue. Main arteries typically have a high flow and large equilibration length of the order of metres (Crezee and Lagendijk 1992) . Capillaries have low flow, very short equilibration lengths (0.1 µm (Crezee and Lagendijk 1992) ) and are therefore always in thermal equilibrium with the surrounding tissue. Chen and Holmes (1980) and Van Leeuwen et al (2000) showed that vessels with a diameter between 0.2 and 0.5 mm take care of a major part of the thermal equilibration of the arterial blood and are therefore thermally significant.
With current data acquisition techniques, the position and flow of the smallest vessels is not retrievable. In clinical practice 3D phase contrast MR angiography is used to reconstruct the patient-specific vasculature (Raaymakers et al 1999 (Raaymakers et al , 2000b ) because this also yields a 3D anatomy in the same coordinate system. Typically the scan resolution is 0.8 mm 3 and reconstruction of discrete vasculature is limited to vessels of diameter 0.6 mm (Börjesson and Stöcker 1997) . Therefore thermal simulations need a method for accurately modelling the thermal impact of these undetected, i.e. not discretely modelled, vessels. Kotte et al (1999) presented various methods to compensate for missing branches. These methods were presented by modelling a tissue volume (6 × 6 × 6 cm 3 ), heated by a central cubic power deposition (4 × 4 × 4 cm 3 ). A heterogeneous perfusion distribution was modelled by a realistic, computer-generated, detailed discrete vasculature (Van Leeuwen et al 1998) . The perfusion in the high-perfusion area was 21.0 ml (100 g) −1 min −1 and in the low-perfusion area 10.5 ml (100 g) −1 min −1 (see figure 2 ). Then the smallest branches were removed from the vasculature, the various compensation methods were used and the resulting temperature distribution was compared with the full tree simulation.
Three methods are used to compensate for the removed branches. Basically, blood from terminating arteries is forced to equilibrate to the tissue temperature of a subvolume attached to each terminating vessel. This equilibration is done by a heat sink approach (Pennes 1948) completing the thermal impact of the blood. This conventional heat sink is a collective means of accounting for the removal of heat by the blood. Pennes (1948) stated that the amount of energy withdrawn from tissue with a temperature T tis [K] by blood with a temperature
] the specific heat capacity of blood and W b [kg m −3 s −1 ] the volumetric perfusion rate. In the conventional heat sink the temperature of the blood is equal to the core body temperature, the underlying assumption is that arterial blood of core body temperature only and instantaneously exchanges heat in capillaries. In this paper the thermal equilibration of the blood from the discrete vessels is completed in the attached subvolumes using a heat sink. However, here the local arterial out-flow temperature is used instead of a global core body temperature. Ideally these subvolumes, so called local sink sets, would be the anatomical territory perfused by this vessel (Cormack and Lamberty 1986) . In practice it is very hard to determine these territories and an alternative strategy is used to approximate the ideal situation. First Kotte et al (1999) divided the volume into 10 × 10 × 10 subvolumes. The subvolume in which an artery terminates is assigned as its local sink set. The remaining subvolumes are added to the local sink set of the closest terminating vessel. This way the local sink sets will vary in size but the entire volume is covered. Figure 1(a) illustrates the formation of local sink sets for a simplified situation. Using 1000 subvolumes yields acceptable computation times, increasing the number of subvolumes will result in a more detailed delineation of the local sink sets but also in basically the same local sink sets. The blood from a terminating artery is distributed over its local sink set, as shown schematically in figure 1(b) . In fact the blood is distributed over the local sink set using a relative perfusion map, in this case the relative perfusion distribution as present in the full tree simulation. So the perfusion level in the local sink set is defined by the amount of out-flowing blood and the size of the local sink sets. Kotte et al (1999) presented two possible strategies to match the blood flow of the terminating vessels and the cumulative perfusion in their local sink sets: (a) Flow defined. The blood flow in the incomplete vasculature is used to determine the perfusion distribution. The blood flow in the root segment of the limited vasculature is the same as for the full tree. Using flow conservation at junctions, the flow in terminating segments is set. Approximately the correct blood flows are used but the sizes of the local sink sets may vary as mentioned previously. Therefore the resulting effective perfusion distribution will be different from the one used in the full tree simulation. (b) Perfusion defined. Another way is using the correct perfusion distribution as used in the full tree situation. The blood flow in the terminating segments is altered in such a way as to yield the correct perfusion distribution when the out-flowing blood is distributed over their local sink sets. This is done by determining the cumulative perfusion of a local sink set in case of the correct absolute perfusion map and using this as the blood flow in the terminating arteries. By using flow conservation at junctions the blood flow in the entire vasculature can be set. In this way the correct perfusion distribution is used but due to the variation in local sink set size the blood flows in the terminating vessels now vary. Note that the blood flow in the root segment will have the same value as the flow-defined situation, only the flow distribution over all vessel segments has altered.
The third method presented by Kotte et al (1999) was referred to as Cube1. Cube1 is in fact a special case of the flow defined method as described above. Now the simulated volume is not divided in 1000 subvolumes which build up the local sink sets, instead the entire volume (that is, 1 cubic volume, hence the name Cube1) is the local sink set of each terminating vessel. The blood from the discrete vasculature is distributed over the entire volume. This way the effective perfusion distribution is exactly the same as in the full tree simulation. Effectively Cube1 applies a heat sink which uses the mean arterial out-flow temperature additional to the discretely modelled vessels. Kotte et al (1999) found that Cube1 yielded the best correspondence with the full tree simulation followed by the flow defined and the perfusion defined simulation. However, it turned out that the software implementation of the formation of the local sink sets from the 1000 subvolumes was incorrect. Therefore the conclusions about the performance of the compensation methods are not valid, as will be shown in this paper. The paper of Kotte et al (1999) must be seen merely as a demonstration of possible compensation methods, and further research is necessary to find the optimal strategy.
The aim of this paper is to investigate various methods for modelling missing branches. The flow defined and perfusion defined method, the Cube1 and two new strategies will be investigated. All methods will be studied at various strip levels. The simulation set-up is basically the same as used by Kotte et al (1999) . The various strategies will be compared with the full tree simulation and mutually. The number of branches removed from the full tree is increased in four steps. After the last step no discrete vasculature is left. At each stage the performance of the various strategies is studied. To model the situation without discrete vasculature a heat sink model (Pennes 1948) , an effective conductivity model (Chen and Holmes 1980 , Lagendijk et al 1984 , Weinbaum and Jiji 1985 , Baish et al 1986 and a combination of these models is used.
Van Leeuwen et al (2000) have already compared two compensation methods offered by DIVA. That work focused on the impact of different discrete vessel generations on the temperature distribution. To do so the thermal effect of a very detailed, fully equilibrated, artificial discrete vessel tree (main artery 2.4 mm in diameter, 712 terminating branches of 0.27 mm diameter) in a simple homogeneously perfused tissue geometry was simulated. The resulting steady-state temperature distribution was used as a reference for simulations with gradually stripped trees. That is, repeatedly removing the smallest branches, until the sparsest tree had terminating branches of diameter 1 mm. This way the thermal impact of the different vessel generations was investigated. To compensate for the missing branches Cube1 was used as well as a more intuitive strategy: all terminating arteries were assigned a spherical local sink set of equal size. The size was determined by dividing the entire volume by the number of terminating branches. Overlapping local sink sets cause a heterogeneous, incorrect perfusion distribution, especially for very sparse vasculatures and Cube1 yielded better correspondence with the full tree simulation. Therefore the strategy of spherical local sink sets is not taken into account in this study.
Methods
In summary, the simulations are basically the same as presented by Kotte et al (1999) . A tissue volume is modelled using DIVA. The heterogenous perfusion is taken care of by a detailed, computer-generated vasculature. The vasculature is gradually stripped, i.e. the smallest vessels are removed in four steps and the temperature distributions after each step are compared with the full tree simulations. The missing branches are compensated for in five different ways.
DIscrete VAsculature (DIVA) model: DIVA models the heat transfer in perfused tissue. The thermal impact of each discrete vessel is taken into account individually (Kotte et al 1996) . Vessel segments can be coupled to build an entire vessel network . Both arterial and venous vessel trees can be modelled. The tissue is discretized on a 3D grid and thermal interaction between tissue voxels is modelled using a finite difference time domain approach. Vessel segments are supplied as 3D geometric curves with an associated diameter. The vessel description is independent of the grid resolution. The temperature profile along a segment is discretized one dimensionally. The interaction with the tissue is calculated using tissue temperature samples, a blood temperature sample and the distance between the centre of the vessel and the location of the tissue temperature sample. The heat flow across the vessel wall is calculated using an analytical expression that describes the heat flow from a central tube (the vessel) inside a larger cylinder (the surrounding tissue).
The blood flow is defined per segment. Therefore flow conservation at junctions is not mandatory. This enables the modelling of bleed-off along the vessel tree. DIVA offers various strategies to model the thermal impact of the out-flowing blood from these bleed-off locations or from terminating vessels. These strategies will be studied in this paper and are described in detail below.
Volume: A tissue volume of 0.06 × 0.06 × 0.06 m 3 is heated by a central power deposition of 0.04 × 0.04 × 0.04 m 3 . The volume boundary is kept at a constant temperature of 0 K. A heterogeneous perfusion distribution is applied as shown in figure 2 . Two values occur, 10.5 and 21.0 ml (100 g) −1 min −1 for respectively the low-and high-perfusion half. Table 1 shows the tissue properties used.
Vasculature: The perfusion is handled by a realistic, detailed, counter-current vasculature generated using the Vasculature Assembly through Modifiable Potential (VAMP) program (Van Leeuwen et al 1998) . The root segment of the arterial tree had a diameter of 1.5 mm and the 960 terminating segments are 0.15 mm in diameter. The venous tree consists of 938 terminating segments of diameter 0.3 mm with a root segment of diameter 3 mm. The distribution of the endpoints is according to the relative perfusion distribution (see figure 3(a) ). The arterial inflow temperature is equal to the volume boundary temperature, 0 K.
To simulate the use of incomplete vessel trees the vasculature was gradually stripped, as shown in figure 3 . The first stripping removed all arterial branches with a diameter less than 0.3 mm and venous branches less than 0.6 mm in diameter. This results in an arterial tree with 50 terminating branches of diameter 0.3 mm and a venous tree with 47 terminating branches of 0.6 mm. This tree is referred to as strip 0.3 (see figure 3(b) ). In the second strip level all arterial branches with a diameter smaller than 0.6 mm and all venous branches smaller than 1.2 mm diameter are removed. Both the arterial and the venous tree have eight terminating branches. This vasculature is referred to as strip 0.6 (see figure 3(c)). In strip 1.2 vasculature all arterial branches with a diameter smaller than 1.2 mm and all venous branches smaller than 2.4 mm diameter are removed, resulting in a single terminating artery and vein (see figure 3(d) ). The fourth and last strip level leaves no discrete vasculature.
Bleed-off in stripped vasculature
In the full tree the blood flow in the root segment is set and flow conservation at junctions is applied to set the flow in all other branches. By stripping the tree, junctions will disappear and the blood flow in the remaining segments is not altered. Flow conservation along the remaining segment is not automatic. By not adapting the flow in the remaining vasculature in fact a bleed-off is modelled.
The exact blood flow in all remaining segments of a stripped vasculature is only known because it is built using the full tree. For each strip level the situation without bleed-off is also modelled. By using the blood flow rate in the root segment and applying flow conservation at all junctions a stripped tree without bleed-off can be constructed.
Note that vasculature with or without bleed-off both have the same blood flow in their root segment. The same amount of blood is used to perfuse the volume. The difference is in the location where the blood leaves the discrete vasculature. Without bleed-off all blood leaves the discrete vasculature from terminating branches. With bleed-off the blood leaves the discrete vasculature along the entire tree (at former junctions) and at the terminating branches.
The formation of local sink sets from the 1000 subvolumes in case of bleed-off is basically the same as described in section 1 for trees without bleed-off. All locations where blood leaves the discrete vasculature are treated similarly. So in case of bleed-off, all bleed-off locations plus terminating branches get a local sink set. First the subvolume in which they are located is assigned as their local sink set. Then all remaining subvolumes are added to the local sink set of the closest bleed-off location or terminating branch.
Modelling blood that left the discrete vasculature
The aim of this study is to compare the performance of various strategies to complete the thermal equilibration of blood at various strip levels in addition to the discrete vessel model. In section 1 the Cube1, flow defined and perfusion defined methods were introduced. The two other possible strategies to compensate the thermal effect of missing vessels are absolute perfusion and vessels plus heat sink.
(a) Flow defined. As described in section 1, the perfusion in each local sink set is defined by the amount of blood flowing into that local sink set. The blood is thermally equilibrated to the temperature of the tissue in the local sink set. In this way an additional heat sink is applied in which the local arterial temperature and a locally defined perfusion are used. The use of bleed-off will change the number and size of the local sink sets and therefore the effective perfusion distribution. Terminating veins use the average tissue temperature of a local sink set as their inflow temperature. At bleed-off locations (for veins rather bleed-in locations) the blood temperature is determined by (flow weighted) averaging of the temperature of the blood from the local sink set and from the supplying vessel segment. (b) Perfusion defined. Here also the perfusion in each local sink set is defined by the amount of blood flowing into that local sink set. Only now the blood flows in the vasculature are altered to yield the correct perfusion distribution, as explained in section 1. The blood flow of veins is set in the same way as arteries and the venous in-flow temperature is determined in the same way as in the flow defined strategy. This again applies an additional heat sink in which the local arterial temperature and a locally defined perfusion are used. The difference with the flow defined situation is that the blood flows in the vasculature and therefore the effective perfusion distribution are different. (c) Absolute perfusion. In this strategy the perfusion in the local sink set is not defined by the amount of blood coming from the corresponding vessel but from an absolute perfusion map as defined by the full tree situation. The blood flows in the vasculature are the same as for the flow defined situation. Also the local arterial temperature of each terminating vessel is used for the additional heat sink. Veins are treated as described for the flow defined strategy. In this strategy the cumulative perfusion of a local sink set does not necessarily equal the blood flow from the corresponding vessel. (d) Vessels plus heat sink. This strategy resembles the absolute perfusion strategy. Only here a global (0 K) temperature is used for the additional heat sink instead of the local arterial out-flow temperature. In fact a fully conventional heat sink is added to the discrete description of the vasculature. The veins are treated as described for the flow defined strategy. (e) Vessels defined sink. This strategy was introduced by Kotte et al (1999) as Cube1 (see section 1). Like the vessels plus heat sink strategy, vessels defined sinking also uses the correct absolute perfusion map. Only here the global blood temperature used in the additional heat sink is defined by the vessels rather than setting it to a default of 0 K. Instead, the average arterial out-flow temperature is used. The veins use the average tissue temperature of the entire volume as their in-flow temperature. Vessels defined sinking was introduced by Kotte et al (1999) to solve the incorrect perfusion map in the flow defined strategy.
No discrete vasculature/continuum models: After the final stripping, no discrete vasculature is left. Continuum models are used to model the thermal impact of blood flow. Both the conventional heat sink model (Pennes 1948) and a thermal conductivity model (Chen and Holmes 1980 , Lagendijk et al 1984 , Weinbaum and Jiji 1985 , Baish et al 1986 are applied as well as a combination model. Chen and Holmes (1980) , Weinbaum and Jiji (1985) and Baish et al (1986) present analytically deduced formulae to describe the thermal conductivity of a specific generation of vessels. The result is, amongst others, dependent on the thermal equilibration length of the vessels, the actual length and their orientation towards the temperature gradient present. Van Leeuwen et al (2000) determined the contribution of the various vessel generations in a vasculature similar to the one used here. For small vessels a very small contribution to the thermal conductivity was found. For larger vessels the value could not be determined accurately. The computation of the contribution to effective thermal conductivity of multiple generations together or the entire vasculature is currently not feasible using the theoretical formulae. Empirically Crezee et al (1994) found that the thermal conductivity of the entire vasculature is determined by the volumetric perfusion (see also section 3.4). In this paper the optimal value for the thermal conductivity is found empirically (as done in section 3.4).
Evaluation of the temperature distributions
The results from simulations with incomplete vessel trees are compared with the full tree simulation. The temperature distributions are subtracted from the full tree distribution. Both the absolute temperature difference and the plain temperature difference distribution are determined. Only the heated volume of 4 × 4 × 4 cm 3 is evaluated. The absolute temperature difference distributions are presented in cumulative temperature difference histograms, the fraction of voxels is plotted against the absolute temperature difference (e.g. figure 7(a) ). A steep decreasing graph indicates good correspondence with the full tree simulations. In this way the various methods can be compared easily. A drawback of absolute temperature differences is that distinction between positive and negative temperature differences is not possible.
Therefore plain temperature differences are also used, presented as histograms; the percentage of voxels of the 4 × 4 × 4 cm 3 heated volume is plotted against the temperature difference (e.g. figure 7(b) ). The best correspondence with the full tree is when the histogram is a small peak centred around 0 K difference. If the temperatures are consistently higher (respectively lower) than in the full tree simulation the histogram shows mainly negative (respectively positive) temperature differences. Figure 4 shows the 3 K isotemperature surface of the full tree simulation. The temperature distribution is clearly affected by the discrete vasculature, penetrating the isotemperature surface. The maximum temperature reached in the full tree simulation was 7.6 K. Figure 5 shows slices through the temperature distribution as obtained from the full tree, the strip 0.3 vessels defined sink with bleed-off and the heat sink simulation. The full tree simulation yields high heterogeneity caused by the discrete vasculature and the heterogeneous perfusion map. The remaining vasculature in the strip 0.3 vessel defined sinking with bleedoff shows roughly the same pattern. The heat sink shows only heterogeneity due to the heterogeneous perfusion map. The results will be discussed in a more quantitative manner in sections 3.3 and 3.4. Figure 6 shows the cumulative temperature-volume histogram of the full tree simulation, the strip 0.3 vessels defined sink with bleed-off, the strip 0.3 flow defined with bleed-off and the heat sink simulation. The histograms of the vessels defined sink and the flow defined simulations resemble the histogram of the full tree simulation best. A more quantitative comparison is made below.
Results

Full tree
Qualitative comparison between DIVA and the heat sink model
Simulation with incomplete discrete vessel trees
As explained in section 2, our DIVA model offers various strategies to cope with the out-flowing blood from terminating vessels or at bleed-off locations. Each strategy is compared with the full tree simulation and per strategy the strip level is increased from 0.3 mm to 1.2 mm. This is done both with and without bleed-off.
Flow defined. In figure 7(a) and table 2 a deterioration with increasing strip level is shown. Only for the strip 0.3 does a bleed-off result in better correspondence. Note that the strip 1.2 without bleed-off coincides with the heat sink simulation. When the strip level is increased, as well as when bleed-off is introduced, the histograms are shifted towards the negative temperatures, i.e. yield higher temperatures (see figure 7(b) and table 3) .
The quantitative information from these histograms is well captured in tables 2 and 3. Therefore for convenience of comparison the results of the remaining four strategies are only presented in tables 2 and 3.
Perfusion defined. The results show a similar picture as the flow defined simulations. With increasing strip level the correspondence with the full tree deteriorates (see table 2) and the temperatures rise as shown in table 3. Bleed-off also deteriorates the correspondence with the full tree simulation for all strip levels. Also here, when the strip level is increased as well as when bleed-off is introduced, higher temperatures are reached in the simulations (see table 3). Absolute perfusion. The strip 0.3 simulation improves dramatically by using a bleedoff whereas the strip 0.6 and 1.2 deteriorate by a bleed-off, as shown in table 2. The strip 1.2 deteriorates by the bleed-off and becomes worse than the heat sink simulation. These simulations show that the use of a vessel tree with more branches (strip 0.3 without bleedoff) yields worse correspondence than strip 0.6 without bleed-off. Table 3 shows that as well increasing the strip level as the use of bleed-off causes higher temperatures.
Vessels plus heat sink. The use of bleed-off hardly affects the temperature distribution (see tables 2 and 3). The strip 0.6 without bleed-off coincides with the strip 0.6 with bleed-off and the strip 1.2 simulations with and without bleed-off coincide with the heat sink simulation. The strip 0.6 yields better correspondence than the strip 0.3 simulations which show temperatures which are too low. Also here increasing the strip level yields higher temperatures. Vessels defined sink. Also in the last compensation strategy increasing the strip level yields higher temperatures (see table 2). For the strip 0.6 and 1.2 the results with bleedoff are worse than the heat sink simulation as shown in table 3, and bleed-off causes higher temperatures. For strip 0.3 the bleed-off causes lower temperatures (table 3) but also a slightly better correspondence with the full tree simulation (table 2).
Continuum models and choosing the optimal continuum parameters
Continuously stripping the discrete vasculature will result in thermal simulations without any discrete vessels, i.e. using a continuum model. In figure 8 (a) the heat sink simulation is plotted together with the strip 0.3 vessels defined sink without bleed-off simulation; the latter performs better. From figure 8(b) we can see that the heat sink yields temperatures which are too high, i.e. the histogram is not centred around 0 K but shifted towards negative temperatures. The heat sink simulation can be improved by adding an increased thermal conductivity (Chen and Holmes 1980). The optimal correspondence with the full tree simulation is obtained when the histogram of the plain temperature differences is centred around 0 K and is determined empirically. By increasing the value in the low-perfusion half from 0.6 to 0.75 W −1 m −1 K −1 and in the highperfusion half to 0.9 W −1 m −1 K −1 the histogram becomes centred around 0 K (see figure 8(b) and table 3). When the blood flow is modelled by an increased thermal conductivity alone the optimal values are higher-1.65 and 2.7 for the respectively low-and high-perfusion half. Coincidentally the optimal values for the thermal conductivity are predicted by a linear dependency of the perfusion as found by Crezee et al (1994) ,
. Adding an increased thermal conductivity as described above is also applied on the flow defined simulations for strip 0.6 without bleed-off and strip 1.2 with bleed-off. The enhancement is largest for the strip 1.2 simulation as shown in figure 9(a). Figure 9 (b) shows that it is possible to centre the histograms around 0 K by adapting the thermal conductivity (see also table 3). For the strip 1.2 simulation the thermal conductivity was increased to 0.9 and 1.2 W −1 m −1 K −1 for respectively the low-and high-perfusion half of the volume. For the strip 0.6 simulation the optimal correspondence was found for 0.675 and 0.75
for respectively the low-and high-perfusion half of the volume. Choice and optimization of the thermal conductivity is only possible by comparing the results with the full tree simulation. If the normal histogram of the plain temperature differences is centred around a 0 K temperature difference the optimal match is found. Obviously in clinical practice this cannot be done since information about the full tree is lacking. This illustrates the limitations of thermal simulations with incomplete discrete vasculature. Table 2 summarizes the results of the cumulative histograms. Each simulation is characterized by a single temperature: the temperature difference under which 90% of the heated volume lies, or in other words the temperature difference that is exceeded by only 10% of the heated volume. Perhaps unnecessarily, the lower the indicated temperature difference the better the correspondence with the full tree simulation. As noted in section 3.1, the maximum temperature reached in the full tree simulations was 7.6 K. Table 3 shows the mean temperature difference and the variance with the full tree simulation. Since the normal histograms are approximately symmetric around the maximum, the mean temperature difference indicates the position of the peak (see figure 7(b) ). A positive (respectively negative) mean temperature difference means that the temperature distribution is higher (respectively lower) than the full tree temperature distribution. The variance is a measure for the width of the peak.
Summary of results
The flow defined simulation with bleed-off yields the best correspondence with the full tree simulation. Increasing the strip level deteriorates the correspondence for all simulations except for absolute perfusion without bleed-off and the vessels plus heat sink, with and without bleed-off. For all strip 0.6 and strip 1.2 simulations the use of a bleed-off deteriorates the correspondence. For the strip 0.3 simulations (still using a quite detailed discrete vasculature) the use of a bleed-off yields varying results. The vessels defined sink, flow defined and the absolute perfusion simulations benefit from a bleed-off. The perfusion defined and vessels plus heat sink show worse results when using a bleed-off.
Discussion
Increasing the strip level deteriorates the correspondence with the full tree simulation in two ways. Firstly, the temperature heterogeneity due to discrete vessels disappears, as illustrated in figure 5. Secondly the temperature distribution yields higher temperatures for reduced vasculatures (see figure 7(b) and table 3). This is irrespective of the compensation method used and is also valid for a pure heat sink simulation (see figure 8(b) ).
Modelling the temperature heterogeneities due the missing vasculature is hard. Very local compensating methods are necessary which will require more knowledge about the missing vasculature than is usually available. An approximation is done by using local sink sets and local out-flow temperatures such as flow defined and perfusion defined simulations, rather than a global compensation method such as vessels defined sink or a pure heat sink simulation. The various methods are discussed below.
Compensating the second effect, i.e. the temperature rise for increasingly stripped trees, can be done globally. Increasing the thermal conductivity improves the results both for the heat sink simulation (see figure 8 ) and the simulations with discrete vessels (see figure 9 ). This shows that the missing vasculature contributes to the thermal conductivity as already stated by Chen and Holmes (1980) . The problem is that these optimizations can only be done when information about the full tree is available for comparison and are therefore not useful in clinical applications. This is a fundamental limitation of compensating limited discrete vasculatures in thermal simulations as long as reliable, prospective knowledge about the increase of the thermal conductivity due to a specific generation of vessels is lacking.
Flow defined. The strip 0.3 simulation with bleed-off yields the best correspondence with the full tree simulation of all simulations (see table 2). Ninety per cent of the evaluated volume differs by less than 0.52 K from the full tree simulation. Without bleed-off the temperatures are too low (see table 3 and figure 7(b) ). In figure 7(b) the strip 0.6 both with and without bleed-off is located around approximately the same temperature as the heat sink simulation. However, the correspondence with the full tree is better because of the correctly modelled temperature heterogeneity by the remaining vasculature. When the number of vessels is further reduced, as done in strip 1.2 without bleed-off, only a single local sink set remains and thus the correct perfusion distribution is used. This is in fact the same situation as the strip 1.2 perfusion defined, absolute perfusion and vessels defined sink simulation. These all approach the heat sink simulation (see table 2 ).
Introduction of bleed-off for the strip 1.2 yields the worst results of all simulations. Bleedoff causes the number of local sink sets to be increased, the 1000 subvolumes are added to the local sink set of the closest terminating point or bleed-off location. The terminating point of the artery gets assigned the major part of the volume. However, only a small part of the blood flow is left at the end of the vessel and the major part of the volume will get too low an effective perfusion. The local sink sets near the beginning of the artery are smaller and get too high an effective perfusion. However, these local sink sets are mainly located outside the heated area, and this explains the too high temperature distribution.
Perfusion defined. Here the correct perfusion distribution is used. The use of a bleed-off affects the arterial out-flow temperature but does not affect the effective perfusion distribution. The effect of using a bleed-off is small (see tables 2 and 3). For the strip 0.3 tree the performance is slightly worse than the flow defined simulation. For this strip level the correct blood flow is more important than using an exactly correct perfusion map. The correspondence between the strip 0.6 simulation with the full tree simulation is comparable with correspondence of the strip 0.6 flow defined simulation (see table 2 ). The errors in the blood flow and arterial out-flow (perfusion defined) cause similar errors to using an incorrect perfusion distribution (flow defined). Also for the perfusion defined simulation the strip 1.2 simulation almost equals the heat sink simulation. Altering the blood flow by introducing a bleed-off shows no effect; using the correct perfusion distribution is more important than using the correct blood flow in the single remaining vessel.
Absolute perfusion. For the strip 0.6 and 1.2 tree the results are comparable with the flow defined (except for the strip 1.2 with bleed-off) and perfusion defined simulations (see table 2 ). Absolute perfusion simulations use the same blood flows as the flow defined simulation together with perfusion distribution as used by the perfusion defined simulations. The flow defined and perfusion defined simulations are mutually comparable for these strip levels and so is the absolute perfusion simulation.
For the strip 0.3 tree the performance is worse than the flow defined and perfusion defined simulations. The amount of out-flowing blood from a specific vessel or bleed-off location does not correspond to the amount of blood that is thermally equilibrated in its local sink set, since the local perfusion level is determined by an absolute perfusion map and not by the amount of out-flowing blood. Cumulatively over all local sink sets the correct amount of blood is used, but locally the incorrect arterial temperatures are used in the additional heat sink.
The effect of a bleed-off is most noticeable for the strip 0.3 simulation (see table 2 ). The bleed-off increases the number of local sink sets. This increases the correspondence between arterial out-flow and the perfusion in the local sink set. This situation approaches the perfusion defined simulation.
Vessels plus heat sink. The conventional heat sink (Pennes 1948 ) is added to a discrete description of the vasculature. For the strip 0.3 simulation this causes too much cooling since both the vasculature and the full heat sink are present (see table 3 ). The strip 0.6 performs better than the strip 0.3 simulation because the erroneous high cooling is reduced by reducing the number of discrete vessels. The strip 1.2 simulation has only a single vessel left and is nearly equal to the heat sink simulation.
The presence of bleed-off hardly influences the temperature distribution. The arterial outflow temperatures are not used, nor is the effective perfusion distribution affected by a bleed-off. The only difference is the blood flow inside the vessels and therefore the temperature of the vasculature. The difference is only visible for the strip 0.3 simulation. For the strip 0.6 and 1.2 only large vessels with high blood flow are left. They will have low blood temperatures irrespective of a bleed-off.
Vessels defined sink. Adding a full heat sink as done in the vessels plus heat sink caused too much cooling. The vessels defined sink strategy adds a heat sink which uses a blood temperature defined by the global average out-flow temperature of the vessels. Thus the impact of the additional heat sink is decreased by using the temperature of the pre-heated blood. For the strip 0.3 this improves the results as shown in table 3. Because the global arterial out-flow temperature is used instead of the local arterial out-flow temperature the results are not as good as flow defined or perfusion defined simulations. Using a bleed-off yields a more realistic average out-flow temperature and improves the results.
Without bleed-off, the strip 0.6 tree yields comparable results to the vessels plus heat sink simulation. Using a bleed-off causes lower blood flows and therefore higher outflow temperatures. This again decreases the cooling by the additional heat sink and causes temperatures which are too high (see table 3 ).
Conclusions
Various strategies were used to compensate incomplete vessel trees. Irrespective of the method used, the more vessels available the better the correspondence with the full tree simulation. Using a bleed-off in an incomplete vessel tree yields more realistic blood flows in the vasculature but can cause an erroneous effective perfusion distribution if too few discrete vessels are present. The strip 0.3 flow defined simulation with bleed-off yielded the best correspondence.
In these simulations determination of the bleed-off was done using information from the full tree. In clinical practice determination of the correct bleed-off in a incomplete vessel tree is not feasible yet since then the blood flow in each individual vessel has to be measured. Without bleed-off the flow defined and perfusion defined simulations yield the best results at all strip levels. Which method is most useful depends on the available angiographic data. If a perfusion distribution is available from for example MRI (Vonken et al 1999) the perfusion defined method is the first choice. If the blood flow in the root segment of the vasculature can be measured, for example with ultrasound (Aaslid 1986) or quantitative flow MRI , the flow defined strategy is preferred.
When no discrete vessels are available a heat sink simulation yields an overestimation of the temperature distribution, i.e. temperatures which are too high. Theoretically this can be compensated by increasing the thermal conductivity. This can also be done for incomplete discrete vasculatures. In practice this optimization is not yet possible. The necessary reliable, prognostic knowledge about the contribution to the thermal conductivity or effective perfusion level of the missing branches is lacking.
