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Penelitian ini membahas bagaimana perbandingan KNN dan Naive Bayes dalam 
memprediksi potensi putus kuliah pada mahasiswa. Data yang dijadikan variabel independen 
adalah data akademik yaitu nilai semester 1 hingga 6. Hasil dari penelitian ini diharapkan 
menjadi pedoman dalam menerapkan algoritma ke dalam sistem deteksi dini putus kuliah. 
Algoritma-algoritma ini diterapkan dengan library Scikit-learn pada Python. Nilai akurasi yang 
dihasilkan dari penelitian ini menunjukkan Naive Bayes (92%) lebih unggul dalam memprediksi 
status putus kuliah mahasiswa dibandingkan dengan algoritma KNN (85%). Namun perlu 
dilakukan penelitian lanjutan lagiuntuk menguji konsistensi dan akurasi pada data yang lebih 
besar dan lebih beragam. 
 





erdasarkan laporan Statistik Pendidikan Tinggi Indonesia 2017 [1] dan 2018 [2] oleh 
PDDIKTI dari laman pddikti.ristekdikti.go.id, tingkat putus kuliah atau dropout di 
Indonesia mengalami peningkatan di tahun 2018. Tren peningkatan jumlah mahasiswa yang 
putus kuliah ini perlu ditekan dengan mewaspadai mahasiswa-mahasiswa yang memiliki potensi 
putus kuliah tersebut. 
Karena pentingnya kewaspadaan tersebut, maka perlu dibangun suatu sistem deteksi dini 
mahasiswa putus kuliah, agar di semester 7 menjelang skripsi, mahasiswa-mahasiswa ini 
diberikan kontrol dan pengawasan lebih oleh pengelola program studi. Selain bertujuan 
menurunkan angka putus kuliah, deteksi dini ini diharapkan dapat meningkatkan kinerja 
program studi dan dapat meningkatkan poin akreditasi. 
KNN (K-Nearest Neighbors) dan Naive Bayes merupakan algoritma yang termasuk dalam 
10 algoritma datamining yang banyak digunakan dalam penelitian learning machine[3]. Pada 
penelitian sebelumnya, telah dilakukan prediksi predikat prestasi mahasiswa menggunakan 
KNN[4]. Prediksi dalam penelitian tersebut menggunakan faktor penentu jenis kelamin, umur, 
jenis tinggal, jumlah nilai mutu, dan jumlah satuan kredit SKS dengan hasil akurasi 82%. 
Penelitian lain berupa prediksi hasil pembelajaran mahasiswa dengan algoritma Naive Bayes 
dan C4.5[5]. Variabel yang digunakan antara lain jenis kelamin, umur, asal kota (domestik/ non-
domestik), status sekolah (negeri/swasta), IPK semester 1-4, partisipasi kegiatan organisasi dan 
menghasilkan status kelulusan (terlambat/ tepat waktu/ cepat). Dalam penelitian ini algoritma 
Naive Bayes menghasilkan rata-rata akurasi dan presisi lebih tinggi dari algoritma C4.5. 
Beberapa algoritma data mining lain juga telah teruji setelah diterapkan sebagai algoritma 
prediksi dengan data akademik siswa/ mahasiswa [6][7].  
Tujuan dari penelitian ini untuk mengetahui bagaimana perbandingan algoritma KNN dan 
Naive Bayes dalam memprediksi potensi putus kuliah pada mahasiswa program studi 
Pendidikan Komputer Universitas Mulawarman. Variabel yang digunakan adalah nilai-nilai 
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mata kuliah wajib yang diambil mahasiswa dari semester 1 sampai 6. Hasil perbandingan 
tersebut diharapkan dapat menjadi motivasi dalam menerapkan salah satu algoritma dalam 
sistem deteksi dini putus kuliah di lingkungan program studi Pendidikan Komputer Universitas 
Mulawarman. KNN dan Naive Bayes digunakan karena telah terbukti memiliki performansi 
yang baik dalam memprediksi prestasi siswa di Palestina[8].  Meskipun algoritma prediksi 
prestasi siswa/ mahasiswa biasanya dijalankan dengan Rapid Miner [8] atau Weka [9][10], 
penelitian ini memilih menggunakan library Scikit-learn untuk KNN dan Naive Bayes di 
Python. 
Penggunaan KNN dan Naive Bayes dalam prediksi prestasi siswa memang bukan baru 
dalam penelitian data mining. Namun penelitin ini menekankan penggunaan variabel profil 
akademik, yaitu nilai-nilai mata kuliah (tanpa unsur non akademik seperti jenis kelamin atau 
umur) sebagai variabel independen sebagai kebaruan dalam penelitian. Dalam penelitian ini 
juga dapat juga dilihat apakah data profil akademik ini bisa dijadikan faktor penentu status 
potensi putus kuliah mahasiswa atau tidak. 
 
 
2. METODE PENELITIAN 
2.1 Data dan Variabel 
Data yang digunakan dalam penelitian ini adalah data akademik berupa nilai-nilai mata 
kuliah wajib semester 1 sampai 6 untuk mahasiswa angkatan 2013 hingga 2015. Dari data 
tersebut akan didapat status putus kuliah mahasiswa ‘aman’, ‘kurang aman’, ‘tidak aman’. 
Penetapan status ini berasal dari data mahasiswa putus kuliah dan data mahasiswa lulus dengan 
waktu tunggu skripsi (tepat waktu, terlambat, sangat terlambat).  Data angkatan 2013-2014, 
sebagian data angkatan 2015 (untuk 2015 hanya yang lulus saja) merupakan data training, yang 
nantinya akan diujicobakan ke mahasiswa angkatan 2015 hingga 2017. Data mahasiswa lulus 
per bulan Juli 2019 adalah 23 orang yang merupakan 20,7% dari total of mahasiswa angkatan 
2013 sampai 2015. Pengambilan keputusan didapat dari data yang tersedia. Mahasiswa yang 
putus kuliah sebelum memasuki semester ke-enamnya tidak dimasukkan dalam data training. 
Meskipun data yang diambil relatif kecil, namun hasil dari penelitian ini dapat menjadi tonggak 
awal untuk melakukan penelitian dengan data yang lebih banyak dan metode yang lebih 
beragam dalam memprediksi potensi kuliah mahasiswa.  
Variabel dependen merupakan variabel yang diuji dan diukur dalam suatu penelitian. 
Variabel dependen bergantung dari variabel-variabel independen. Variabel independen dalam 
penelitian ini adalah nilai-nilai mata kuliah wajib semester 1 sampai 6. Data angkatan 2013 
hingga 2015 dipilih karena pada tahun-tahun tersebut tidak terdapat perubahan kurikulum yang 
signifikan sehingga tidak ada perubahan nama atau jumlah mata kuliah wajib dan pilihan. Pada 
program studi Pendidikan Komputer, terdapat 45 mata kuliah wajib (termasuk PPL dan KKN) 
yang harus diambil agar dapat mengambil mata kuliah skripsi. Format data dalam penelitian 
dapa dilihat pada Tabel 1. 
Tabel 1. Contoh Format Data 
MKWajib1 MKWajib2 MKWajib3 ... MKWajib45 Status 
   
 3   4  3   ...  3 
 





Hampir Putus Kuliah 
 
 
Nilai matakuliah yang dimaksud adalah nilai bobot (bukan nilai huruf) sesuai ketentuan 
akademik fakultas, dan belum dikalikan dengan jumlah SKS. Bagaimana representasi data 
training bisa dilihat pada Gambar 1. 
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Gambar 1. Gambaran data yang digunakan dalam penelitian 
2. 2 Pengolahan Data 
Python telah terbukti memiliki tingkat permormansi yang baik pada segi correct/incorrect 
instances, precision, dan recall jika dibandingkan dengan menggunakan Weka[11]. Penelitian 
ini menggunakan library KNN dan Naive Bayes. Sebelum data training yang diproses, data 
tersebut dikonversi terlebih dahulu dalam format CSV. Selanjutnya data dalam format ini akan 
disimpan dan diproses dengn library numpy dan pandas. Library  Scikit-learn adalah library 
utama yang digunakan untuk menjalankan algoritma machine learning beserta analisis 
datanya[12]. Library ini sangat berguna untuk para pengguna yang memiliki pemahaman yang 
kurang dalam pemrograman machine learning[13] karena hanya dengan kode-kode sederhana, 
para pengguna tersebut dapa melihat hasil serta analisis algoritma dengan lengkap. Sedangkan 
library matplotlib dapat digunakan untuk analisis dan pemodelan prediksi dengan diagram dan 
grafik.  
Algoritma KNN dan Naive Bayes digunakan untuk pemrosesan  data training dan 
membangun model prediksi agar dapat digunakan untuk memprediksi data baru dalam hal ini 
data mahasiswa angkatan 2015-2016. Dua algoritma ini dijalankan dengan library Scikit-learn. 
2.3 Algoritma KNN 
KNeighborsClassifier dari Scikit-learn digunakan dalam penelitian ini untuk 
mengimplementasikan proses pembelajaran knearest neighbors dari tiap tahap dalam data 
training, di mana k adalah jumlah neighbor berupa bilangan bulat yang telah ditentukan 
sebelumnya. Tahapan prosesnya meliputi : 
a. Buka data training (dalam penelitian ini disimpan dalam bentuk csv) 
b. Tentukan jumlah neighbor k  
c. Untuk setiap data training: 
i. Hitung Euclidean distance 
 
 
ii. Tampilkan hasil perhitungan Euclidean distances dan urutkan  
iii. Klasifikasikan neighbor terdekat berdasarkan nilai k (misal k=3 artinya jumlah 
neighbor terdekat adalah 3 atau 3 data yang hasil  Euclidean distances terkecil 
tersebut dijadikan satu kelas) 
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2.4 Algoritma Naive Bayes 
Pada library Scikitlearn, algoritma Naive bayes diterapkandengan fungsi GaussianNB yang 
di dalamnya  terdapat perhitungan klasifikasi dengan Gaussian Naive Bayes. Perhitungan 
kemiripan atau kedekatan Gaussian ini dinyatakan dalam : 
 
Dengan parameter σy dan µy diasumsikan dengan kemiripan atau kedekatan tertinggi[14]. 
 
3. HASIL DAN PEMBAHASAN 
 
Hasil penerapan algoritma KNN untuk data training dapat dilihat pada Gambar 2 dan 
Gambar 3. Sedangkan hasil penerapan algoritma Naive Bayes dapat dilihat pada Gambar 4. Dari 
gambar tersebut kita dapat lihat bahwa library Scikit-learn juga menyediakan analisis akurasi 
(accuracy), presisi (precision), recall, f1-score dan support. 
 
 
Gambar 2 Hasil algoritma KNN k=2 
 
Ganbar 3 Hasil algoritma KNN k=1 
 
Gambar 4 Hasil Algoritma Naive Bayes 
Dari 10 percobaan pengosongan secara acak dengan masing masing algoritma didapatkan 
nilai akurasi (accuracy score) yang dapat dilihat pada Tabel 2.  
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Tabel 2 Percobaan Pengosongan Acak 





























































Rata-rata hasil akurasi dari percobaan yang dilakukan dapat dilihat di Tabel 3. 
Tabel 3 Hasil Akurasi 






Dari hasil yang didapatkan, meskipun dengan data yang kurang, potensi dari kedua algoritma 
ini sangat baik untuk diterapkan ke dalam sistem deteksi dini putus kuliah di program studi 
Pendidikan Komputer. Meskipun begitu, perlu dilakukan penelitian lanjutan, dengan data yang 
lebih banyak dan lebih update, untuk memastikan konsistensi dan akurasi dari algoritma yang 
digunakan. Untuk penerapan prediksi potensi putus kuliah mahasiswa angkatan 2015-2016, 
dapat dilihat pada Gambar 5 
 
 
Gambar 5 Prediksi dengan data baru (hasil: status 2 “hampir putus kuliah”) 
Setelah diujicobakan, sebagian data mahasiswa berada pada status potensi ‘hampir putus 
kuliah’. Hal ini berarti perlu diwaspadai dan dilakukan sebuah prosedur dan perlakuan baru agar 
mahasiswa dapat fokus untuk melanjukan kuliah dan skripsi. 
Karena kurangnya data historis profil akademik mahasiswa, penelitian selanjutnya perlu 
dikembangkan dengan variabel lain yang lebih beragam. 
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Penelitian ini telah menelaah penggunaan algoritma machine learning untuk deteksi 
mahasiswa berpotensi putus kuliah di Indonesia. Penerapannya fokus pada data akademik (nilai-
nilai akademik) terutama nilai mata kuliah wajib. Penggunaan library KNN dan Naive Bayes 
dalam Python sangat mudah diaplikasikan dan menghasilkan akurasi yang cukup baik. Hasil 
menunjukkan nilai akurasi algoritma Naive Bayes lebih unggul daripada KNN dalam 
memprediksi status potensi putus kuliah mahasiswa. Namun, penelitian ini perlu ditingkatkan 
lagi dengan data mahasiswa yang lebih banyak dan beragam agar hasil akurasinyaa lebih 
meyakinkan dan konsistensinya tidak perlu ditanyakan lagi. Analisis yang dilakukan juga perlu 





Penelitian selanjutnya perlu dilakukan kembali dengan data yang lebih banyak dan beragam. 
Perlu juga dilakukan perbandingan dengan algoritma lain untuk melihat perbandingan 
penggunaan variasi algoritma seperti SVM atau jaringan syaraf tiruan. Selain itu sebaiknya data 
profil non-akademik seperti latar belakang keluarga, status perkawinan, status pekerjaan dan 
motivasi belajar, perlu dipertimbangkan untuk menjadi faktor dan dimasukkan sebagai variabel 
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