Facial features are the basis for the emotion recognition process and are widely used in affective computing systems. This emotional process is produced by a dynamic change in the physiological signals and the visual answers related to the facial expressions. An important factor in this process, relies on the shape information of a facial expression, represented as dynamically changing facial landmarks. In this paper we present a framework for dynamic facial landmarking selection based on facial expression analysis using Gaussian Processes. We perform facial features tracking, based on Active Appearance Models for facial landmarking detection, and then use Gaussian process ranking over the dynamic emotional sequences with the aim to establish which landmarks are more relevant for emotional multivariate time-series recognition. The experimental results show that Gaussian Processes can effectively fit to an emotional time-series and the ranking process with log-likelihoods finds the best landmarks (mouth and eyebrows regions) that represent a given facial expression sequence. Finally, we use the best ranked landmarks in emotion recognition tasks obtaining accurate performances for acted and spontaneous scenarios of emotional datasets.
number of AU descriptors [11] ), it is not surprising that an increasing number of studies on human spontaneous facial behavior are based on automatic AU recognition [6, 33] . Furthermore, facial landmarks are used to compute these AUs in order to perform the facial expression analysis [7, 39] . The typical facial features used to perform the facial expression analysis are either morphological features such as shapes of the facial regions (eyes, nose, facial contour, mouth, etc.), and the location of facial salient points (corner of the eyebrows, mouth, chin tip, etc.) [28] . However, these methods do not address which points are most relevant in the analysis of a sequence of facial expressions.
Pantic and Valstar have reported different studies for facial action units recognition and their temporal segments [35] . In all their studies only a specific set of facial landmarks (corners of the eyebrows, eyes, mouth and nose tip) are used to compute the action units [26] . Since facial expressions are different for every subject, due to characteristic features of each person in the manifestation of a particular emotion, it would be important to propose a methodology to study a wide range of facial points and their temporal dynamics, in order to recognize a much larger range of expressions (apart from the prototypic ones i.e spontaneous facial expressions) [14] . Moreover, most of the works in the emotion recognition field are based on using the entire facial shape model (or use some salient points such as nose tip, corners of eyes, mouth and eyebrows) [34] . Since spontaneous emotional behaviors vary depending from how people perceive their environment [31] , it is required to analyze which specific facial landmarks brings more relevant information in an emotional sequence. The main research topic in this paper, is to model the temporal activity of each facial landmark, and to rank those facial features that describe an emotional process [14] .
Furthermore, it is worth mentioning that there is a number of works in the state-of-the-art, in which dynamic analysis is used for emotion recognition [42] . Here, most of these works used physiological signals such as electroencephalogram, electromyogram, respiration and heart rate in order to perform the recognition [25, 29, 38] . However, works that uses facial expressions features for dynamical analysis, are based only in computing Action Units as features, but discards modeling the temporal changes of the facial landmarks [29] .
Due to the need of modeling the dynamics of facial features in an emotional sequence, we use supervised learning for regression tasks. Commonly parametric models have been used for this purpose. These have a potential advantage of ease of interpretability, but for complex data sets, simple parametric models may lack generalized performance. Gaussian processes (GP) [22, 30] , offer a robust way to implement approaches to quantify the dynamic facial features embedded in a facial expression time-series, and thus allow us to rank the set of facial features that best depicts a dynamical facial expression.
In a dynamic facial expression framework, a Gaussian process coupled with the squared-exponential covariance function or radial basis function used in regression tasks, can efficiently perform dynamic facial feature selection in emotional time-series [31] . This property outfit the GP with a wide degree of flexibility in capturing the dynamic landmark variations of facial features. Moreover, this property makes the GP an attractive novel tool for affective computing applications [18] .
In this work, we develop a novel technique for facial landmarking selection by analyzing the dynamical visual answers of the facial expressions (specially those in regions of FACS [27] ) using Gaussian processes. Those features are detected by using statistical models as Active Appearance Models (AAM) proposed in [23] , which from the prior object knowledge (face to be analyzed), allow us to estimate the object shape with high accuracy. From the facial features detected, it is possible to estimate which landmarks are more relevant in a specific dynamic facial expression. The proposed method employs a Gaussian process for regression over the dynamical facial features with the aim to identify which landmarks are more relevant in the dynamical emotional process. Facial features are ranked according to the signal to noise ratio (SNR), which is captured by fitting a Gaussian process. In addition, a statistical analysis on multiple datasets is performed to verify the generalizability of the proposed method. Finally, we use the best ranked facial landmarks for every emotional-time series, and then perform a dynamic classification task based Hidden Markov Models (HMM) for validation purposes. The main contribution of this work is the development of a methodology that is able to rank the facial landmarks that are more relevant in a dynamic emotion sequence when it comes to emotion recognition.
The paper includes the following sections. Section 2.2 presents the facial feature extraction model used in this work. Section 2.2 presents our facial landmarking selection method. Sections 2.4 and 3 discuss the experimental setup and results respectively. The paper concludes in Sect. 4, with a summary and discussion for future research.
Materials and methods

Database
In this work four databases were used (see Table 1 for a description). The first database is the Cohn-Kanade AUCoded Facial Expression Database. It was developed for research in automatic facial image analysis and synthesis for perceptual studies [21] . It includes both posed and non-posed (spontaneous) expressions and additional types of meta-data (files with images, facial landmarks, action units and emotional labels). The target expression for each sequence is sions at all are recorded. Altogether, this gives an amount of 399 sequences. The third database is the Oulu-CASIA facial expression database [40] . This database was developed by the Machine Vision Group of the University of Oulu, which consists of six typical expressions (surprise, happiness, sadness, anger, fear and disgust) from 80 people between 23 to 58 years old. Subjects were asked to make a facial expression according to an expression example shown in a given sequence (acted facial expression) (see Fig. 3 ). Finally, the fourth database, is the RML emotion database, for which we used 60 (ten for each emotion) spontaneous audiovisual emotional expression samples that were collected at Ryerson Multimedia Lab at the Ryerson University (see Fig. 4 ). Six basic human emotions are expressed: Anger, Disgust, Fear, Happiness, Sadness, Surprise. The RML emotion database is suitable for audio-based, static image-based, and video-based 2D and 3D dynamic analysis and recognition [37] .
Active Appearance Models for facial feature extraction
An Active Appearance Model (AAM) is built through a process of learning marked features for a class of objects. An AAM allows us to find the parameters of such a model which generates a synthetic image as close as possible to a particular target image, assuming a reasonable starting approximation [23] . 
Landmarking the training set
In order to build our facial feature extraction method (AAM), we select the facial images to incorporate into the training set. Here, an important task is to decide which facial images will be included in the training set. To this end, the desired variations of facial expressions must be considered (i.e. prototypic facial expressions and those that include particular facial gestures). Therefore, we labeled the facial expressions defined by Ekman's study in which the basic emotions are covered (i.n. happiness, anger, fear, disgust, sadness, contempt and surprise) [9] . However, due to the need of modeling spontaneous emotional behaviors, we landmark those facial expressions related to the RML database. Here, ten subjects were labeled in order to add these spontaneous facial expressions in the recognition process. To build the AAM model, we used 50 emotional sequences from the CK database, 50 sequences from the FEEDTUM and 50 sequences from the RML database. From these sequences, we model all those shape variations related with the prototypical emotions and the spontaneous ones (i.e. a given facial expression). In addition, we add 50 sequences of the Oulu-CASIA database in order to model more complex scenarios (i.e. weak illumination). We use the parametrized face model used for the CK database [21] . Here, a set of 68 landmarks were labeled for each image in the dataset, in order to describe the facial shape (landmarks for describing eyes, nose, mouth and eyebrows regions). Figure 5 , shows an example of the shape model used to depict a facial expression. 
Facial landmark detection
An AAM contains a statistical model of the shape and greylevel appearance of the object of interest which can generalize to almost any valid example (labeled facial expression).
Matching to an image involves finding model parameters (shape and appearance descriptors) which minimize the difference between the image and a synthesized model example, projected into the image. The potentially large number of parameters makes this a difficult problem. We use the proposed facial landmarks detection method proposed by Matthews and Baker [23] . An AAM algorithm is applied for building the shape and appearance models. Then, facial landmarking detection is performed by fitting the built model to a facial sequence. We use the Active Appearance Model Face Tracker library using OPENCV in C++, to perform the facial tracking. 1 Figure 6 shows an example about how landmarks are located in the shape model for every emotion prototype.
To perform an error analysis over the landmark detection process, we compute the average error of the distance between the manually labeled points p i and points estimated by the modelp i for all training and test images. Also, to perform a quantitative analysis of the accuracy in adjusting of the AAM, we calculate the relative error between the manually labeled facial landmarks, and the points estimated by the AAM model for the eyelids and mouth regions. 
Gaussian processes
A Gaussian Process (GP) is an infinite collection of scalar random variables indexed by an input space such that for any finite set of inputs [24] . A GP is completely specified by a mean function m (x) = E [ f (X)] (usually defined as the zero function) and a covariance function given by
We use a squared exponential kernel (Radial Basis Function (RBF) kernel) given by
where σ 2 f controls the variance of the functions and l 2 controls the lengthscale which specifies the distance beyond which any two inputs (x i , x j ) becomes uncorrelated. Besides, if there are n inputs, we can write Eq. (1) in a matrix form, where K (X, X) denotes the n × n matrix of the covariance evaluated at all pairs of inputs. Moreover, by making predictions using noisy observations, 2 given by y = f (x) + , the prior on the noisy observations becomes
where K (X, X) denotes the covariance matrix. By using the multivariate Gaussian properties, it is possible to obtain a predictive distribution f * for new inputs x * [4] . The Gaussian process regression is given by 
wherē
To estimate the kernel parameters, we maximize the marginal likelihood which is faster than using exhaustive search over a discrete grid of values, with validation loss as an objective [2, 24] . Here, the marginal likelihood refers to marginalize the function values f [4] .
Due to the fact that the prior for a Gaussian process is Gaussian, f|X ∼ N (0, K), and the likelihood is a factorized Gaussian y|f ∼ N f, σ n 2 I the log marginal likelihood is given by
From the Eq. (4), we can learn the hyperparameters, θ , from the data by optimizing the log-marginal likelihood function of the GP [4] .
Ranking with likelihood-ratios
In this paper, we used the approach presented in [15] , to estimate continuous trajectories of gene expression time-series through Gaussian process (GP) regression. Here, the differential expression of each profile were ranked via a log-ratio of marginal likelihoods. This approach was also used by [1] , for selecting meaningful outputs from a motion capture dataset. To this end, we compute the Bayes factor with a log-ratio of marginal likelihoods (LML), 3 this factor is given by
with each LML being a function of different instantiations of θ . 3 We use this Bayes factor instead of integrating out the hyperparameters θ (compute a posterior over hyperparameters). See Eq. (4).
In order to rank with likelihood-ratios, we first set two different hypotheses 4 [15] . First, H 1 , represents how the facial expression time-series (for each landmark) has a significant underlying signal (i.e. facial landmark that shows relevant changes in an emotional sequence). Second, H 2 represents the fact that there is no underlying signal in the facial expression, and the observed facial sequence for a given emotion is just the effect of random noise.
From these hypotheses, we relate H 2 with the hyperparameter θ 1 = (∞, 0; var(y)) to model a function constant in time (l 2 → ∞), with no underlying signal (σ 2 f = 0). This process generates a facial landmark time-series, with a variance that can be solely explained by noise (σ 2 n = var (y)) white kernel in the GP). Finally on H 1 , the hyperparameters θ 2 are set to model a facial landmark sequence that fits an emotional process. Here, we use a distinct signal variance that solely explain the observed facial sequence variance (σ 2 f = var (y)) and with no noise (σ 2 n = 0).
Procedure
After estimating facial landmarks belonging to an emotional sequence, 5 we proceed to train Gaussian processes to measure dynamically which of these landmarks are more relevant in a given emotional sequence. We use the GPmat toolbox for Gaussian process ranking developed in [15] . 6 The following steps depicts the proposed method for facial landmarking selection using Gaussian processes. . Here, The facial landmark ranking is based on how likely H 1 in comparison to H 2 , given a facial expression sequence from the signal-to-noise ratio SNR = σ 2 f /σ 2 n . 2. Rank the log-like ratios for every landmark in all dynamical emotional expressions. Figure 7 shows the scheme of the facial landmarking selection process. Moreover, Fig. 8 shows the labels related with every landmark of the shape model. The figure depicts the labels that represents all landmarks of the shape model. Labels 1-17 correspond to the facial contour; labels 18-27 correspond to the eyebrows region; labels 28-36 correspond to the nose region; labels 37-48 correspond to the eyes, and labels 49-68 correspond to the mouth region The table shows a more descriptive analysis of those landmarks that proved to be more relevant in all emotional sequences of the CK database Table 2 , shows the facial landmark detection accuracy. We compute the average of the mean square error between manual landmarks of both databases (CK and FEEDTUM) and the facial landmarks estimated by the AAM model. Also, the standard deviation was computed, as well as the time average of the facial landmarking detection process. In Table 2 , it can be seen that although the accuracy in the facial landmarks detection is greater for images of the training set in CK database, the average error is also small for the test images. This is due to a rigorous procedure in the training of the AAM model, in which we considered facial expressions (emotional process starting from neutral expression to apex 7 ) for all prototypical emotions. Moreover, it is noted that although the average error for images with FEED database is a bit higher than in the case of CK database, the accuracy of the estimated model is still higher and fulfills the facial landmark detection task. Also, it is noted that the 
Results
Appearance model estimation error
Distribution on the relative error
In order to measure the level of matching of the facial landmark to a given expression, we compute the relative error between the manually labeled landmarks and the landmarks points estimated by the AAM model, for eyes and mouth regions respectively. To this end, we compute the euclidean distance for the set of landmarks for each region (distance between manually landmarks and estimated landmarks). Then, we rank all of these distances for all images in the dataset. We follow the criterion of successful detection rate, in which a given estimated contour, corresponds to a plausible region (mouth and eyes respectively) [13] . This criteria establishes that if the relative error, Rerr = 0.25, (when the successful detection rate for the euclidean distances reaches 100%), the match of the AAM model to the face is considered to be successful. Figure 9 , shows the distribution function of the relative error against successful detection rate, on which it is observed that for a relative error of 0.1 in the case of the matching of the right eye, 0.098 for the left eye and 0.12 for the mouth region in CK db images, the detection rate is 100%, indicating that the accuracy in the matching process of the AAM model is high. The relative error shows the accuracy in which the facial features are estimated in the facial image. Furthermore, it can be seen that the shape model is fitted robustly due to low values of relative errors (less than 0.12), that ensures the correct location of the facial landmarks.
Besides, in Fig. 9 , it can be seen that relative errors for FEEDTUM db, reaches 100% of the detection rate, for relative errors such as 0.118 and 0.119 for the eyes and 0.12 for the mouth region respectively; being these errors much more lower than the established criterion of 0.25.
In order to test our trained model in more complex scenarios, we used the Oulu-CASIA dataset to modeling the facial expression in a given facial image. Figure 9 shows that when the illumination of the scenario is weak (Oulu-CASIA db) the appearance model reaches the 100% of the detection rate, for relative errors between 0.165-0.18 for the eyes and the mouth regions; which gives us an acceptable error (weak illumination) in comparison with the criterion of 0.25. Moreover, the results show that the trained model can fit accurately a given facial expression even when the illumination scenario is weak.
Furthermore, some other works considered that the criterion of Rerr < 0.25 is not suitable for facial features detection in images with lower resolution. Here, relative errors of Rerr < 0.15 are considered in order to perform a successful detection [13] . Based on this assumption, we show that the AAM model used in this work is efficient and fulfills this requirement.
Facial landmarking selection
In this section, we present the experimental results using the proposed facial landmarking selection method described above (see Sect. 2.4). Figure 10 shows the signal noise ratio (SNR) results for both databases, and shows which facial landmarks are more relevant in an emotional sequence. The results show the existence of landmarks that present a high SNR, and can be more relevant in an emotional recognition task. For a quantitative measure of the discriminative landmarks, we perform the GP regression using the best landmarks that represent an emotional sequence. Figure 12 shows the regression process that fits each emotion sequence. This process leads to the best landmarks that represent all emo- In order to perform a quantitative analysis in the regression process, we compute the effect of the length scale parameter l 2 over the GP. Figure 11 shows that a small length scale means that f varies rapidly along time, and a large length scale, means that f behaves almost as a constant function. Moreover, by using the RBF kernel, we can show that the regression process becomes very powerful when combined with hyperparameter adaptation (see Sect. 2.3) (Fig. 12 ). Figure 13 , shows the best SNR landmarks located in the shape model for each emotion in all databases. We select the best landmarks as those of who shown higher SNR values in comparison with the average of the SNR value for each emotion. We set a threshold by computing the mean of the SNR for all landmarks (one threshold for each axis). These results show that the facial landmarks more discriminant in emotional sequences are located in mouth, eye and eyebrow facial regions.
To summarize the results derived in the facial landmarking discrimination process, Tables 3 and 4 show the best SNR values for each emotion in the databases used. In both tables it can be seen that the best SNR values correspond to the eyes, eyebrows, and mouth regions (see Fig. 8 to find the labels reported in the tables). The results also show that landmarks that exhibit high SNR ratios, can model accurately an emotional process, and would help in affect recognition applications. 
Spontaneous emotions
After studying the emotional sequences on databases in which the emotional process was acted, the RML emotion database was used in order to perform the dynamic facial landmarking selection with likelihood ratios. Here, spontaneous emotional sequences were used to model the facial landmark dynamics. Results are shown in Fig. 14 . The results show that even for spontaneous emotional sequences, the GP model fits every sequence with high SNR values. Besides, the The results show that when the selected facial landmarks are used, the recognition performance increases The results show that the entire set of facial landmarks is less representative for emotion recognition processes (low recognition rates) landmarks ranked in this process correspond with the more relevant landmarks found in the landmark selection process for the other databases (which means that spontaneous emotional process has similar facial expressions with prototypical emotions). Figure 15 shows the best SNR landmark rate for all subjects in the database. The histograms were computed from SNR values from all subjects (analyzing both x-axis and y-axis of the landmarks). We set a threshold by computing the mean of the SNR for all landmarks. Moreover, from this threshold we can establish the SNR level at which a given landmark may be considered relevant in an emotional process.
The main reason for this experiment was to quantify which SNR values (for each landmark), were similar for all subjects in a spontaneous emotional process. The results show that landmarks located in eyebrows, nose-tip and mouth area, are more relevant in a spontaneous emotional sequence.
Emotion recognition using facial landmarks
In order to test our facial landmarking selection method, we evaluate the selected landmarks for each emotional timeseries by performing an emotion recognition task for the selected features. To this end, we use Hidden Markov Models (HMM) to perform the emotion recognition. The observations are the time-series for all selected landmarks computed in the ranking process. Tables 5 and 6 show the emotion recognition accuracy for the four databases used in this work (CK, FEEDTUM, Oulu-CASIA and RML). The results show that by using those landmarks selected in the ranking process, the recognition accuracy increases (94.53% for the proposed method with CK database and 93.60 for the FEEDTUM database). Another important result is that the recognition accuracy increases, even when the spontaneous database is used (91.39% for the proposed method with RML database). In addition, the results also show that the recognition rate is accurate even when the illumination scenario is weak (91.75% of accuracy for the Oulu-CASIA database). However, when the model performs the recognition using the entire set of facial features, the recognition rate decreases substantially (see Table 6 ). The main reason is that when the AAM model fits the facial shape in those scenarios with low illumination, landmarks located in facial contour (i.e. chin landmarks) causes inaccurate recognitions. Besides, the results obtained in this work show that our approach fulfills the results in the state-of-art in emotion recognition tasks in which a given method for facial feature selection is used (see [34, 41, 42] ). Finally, Table 7 shows an experimental comparison between common emotion recognition approaches in the state-of-art. The table shows that most of the works analyze only 6 prototypical emotions, since the contempt emotion has a similar expression that disgust and anger emotions, making the recognition method less accurate. However, the work developed by Khan et al. [17] shows a slightly better performance than our approach (96.7% against 94.53%), that might be due to the temporal segmentation of the emotional sequence (selecting the frames which cover the status of onset to apex) rather than using the entire emotional timeseries. Furthermore, the experimental results show that by modeling the temporal behavior of the facial expressions the dynamic features become more representative than the static ones (i.e. appearance and geometric features used in works such as [8, 16, 17, 19, 20] ).
Conclusions and future works
In this paper, we have proposed a method for dynamic facial landmarking selection for emotion recognition by using Gaussian Processes and ranking with log-likelihood ratios. We have shown that the proposed method brings to the stateof-the art, a novel way to analyze which landmarks are more relevant in an emotional sequence. The results show that the facial landmarking detection method is exact and complies with the requests for this type of systems. Through quantitative analysis, the robustness of the AAM model in facial feature detection is evaluated. The results shows that the errors of the AAM model in the matching process remain in nominal values of RMSE (satisfy the criterion of the relative error).
The results shown in the dynamic facial landmarking selection process, prove that supervised learning for regression tasks, offers a robust way to quantify the dynamical facial changes in an emotional sequence. Besides, using GPs to model facial expression time-series, allow us to rank the best SNR landmarks embedded in emotional sequence. Our approach, proves that works developed in the affective computing field, can be improved, since most of these works only use some facial features that belongs to the shape model (i.e. corners of eyes, eyebrows and mouth respectively).
Furthermore, the results show that any emotional sequence exhibits a sets of landmarks that can vary in an given emotional process. Moreover, the proposed method supports works like [31] in which the emotional characterization includes only a few landmarks related to the shape model that are included in the emotion recognition process [3, 31] . In addition, due to high accuracy in the dynamic facial landmarking selection process, the proposed method shows accurate performances for emotion recognition tasks.
For future works, we plan to analyze the dynamic changes related to 4D Facial expressions datasets in order to extend our framework for 3D Facial shapes. Moreover, we plan to study, if the facial appearance descriptors (facial landmarks and texture information) present relevant information in an emotional time-series. Finally, we plan to build an emotional ranking process based on multi-output Gaussian process regression framework.
