Abstract
Introduction
Classical radar tracking methods take as an input thresholded measurements, so called plots, that typically consist of range measurements, bearing measurements, elevation measurements and range rate (doppler) measurements, see [1] and [2] . In this classical tracking setting tracking consists of estimating kinematic state properties, e.g. position, velocity and acceleration on the basis of these measurements.
In the classical setup the measurements are the output of the extraction, see figure 1. In this setup there is a processing chain before the tracking, this processing chain can consist, e.g. in case of radar, of a detection stage, a clustering stage and an extraction stage, see figure 1.
In the method, that we propose here, we will use as measurements the raw measurement data, e.g. reflected power, see figure 1. The method is called Track Before Detect (TBD), see also [7] , [13] and [14] . If we look at figure 1 we see that in classical tracking (i.e. the separate blocks) a threshold decisions are already made directly on the basis of the raw measurement from one single scan. This means that already at the beginning of the processing chain a hard decision is made w.r.t. relevance of information. Note that this decision is made instantaneously,
i.e without using information from the near past.
In TBD the decision is made at the end of the processing chain, i.e. when all information has been used and integrated over time. Note that information in a track has been obtained by integrating over time. This method is especially suitable 2 for tracking weak targets, i.e. targets that in the classical setting often will not lead to a detection. The gain, that can be obtained by integrating the 'raw' measurements versus measurements after thresholding, i.c. plots, has been investigated for a typical search radar setup in [9] for the single target case.
Furthermore, the TBD setup avoids the classical data association problem, i.e. the problem of measurement to track association.
In this paper a particle filter will be used to perform the TBD. In [15] it has been shown that for a single target the detection can be based on the output of this filter.
Somewhat related to the work here, is the work in [8] , where a multiple target approach for TBD on the basis of camera observations for well separated targets has been presented. Also in [10] a track-before-detect-like approach is being proposed, this work is a first attempt to describe a general multi target track before detect particle filter setup. The authors, however, remain pretty vague about certain modelling issues, i.c. the birth and dead of targets and about the implementation.
Thus, in this paper we will present a TBD algorithm that can deal with the situation of multiple, possibly closely spaced, targets. Furthermore, targets are assumed to be able to pop up and disappear, according to a birth-dead process that, is modelled as a jump Markov process. So during the scenario the number of targets may vary over time.
System setup
Consider a general nonlinear jump Markov system:
Where
is the base state of the system.
• m k ∈ M ⊂ N is the modal state of the system.
• z k ∈ R p is the measurement.
• t k ∈ R is time.
• w k is the process noise and p w(k,d k ) (w) is the probability distribution of the process noise.
• v k is the measurement noise and p v(k,d k ) (v) is the probability distribution of the measurement noise.
• f is the system dynamics function.
• h is the measurement function.
• Π(t k ) is the Markov transition matrix.
The optimal hybrid filtering problem, see [16] , can be formulated as follows.
Problem 2.1 (Optimal filtering problem)
Consider the system represented by the equations (1), (2) and (3) . Assume that the initial pdf p(s 0 , m 0 ) is available. The hybrid filtering problem is the problem of constructing the a posteriori pdf
Note that given the solution to problem 2.1, the mean of the state (
Actually for any function of the state, φ(s k , m k ), the mean
can be calculated on the basis of the filtering solution.
3 Particle filter solution
The following algorithm will result in an approximation of the a posteriori filtering distribution, see also [5, 16] 
Consider the system represented by the equations (1), (2) and (3) .
Assume that an initial pdf
is given.
Choose an integer N , the sample size.
..,N and Π(t k−1 ).
Draw {w
i k−1 } i=1,...,N according to p w (w) and obtain {(s i k , m i k )} i=1,...,N using s i k = f (t k−1 ,s i k−1 ,m i k−1 , w i k−1 ) 4. Given z k , defineq i k = p(z k | s i k , m i k , t k ), i = 1, . . . , N
Normalize
The above algorithm is a 'standard' particle filter implementation, without bells and whistles. Different and more efficient algorithms for (multiple model) particle filters exist, see e.g. [5] .
It is known that the above algorithm guarantees convergence, in a certain sense, of the empirical distribution
, if the number of particles, N , tends to infinity. See [4] , for more detail and a good overview of convergence results.
TBD system setup
In this section we will describe the models that will be used in the TBD application. We will describe the system dynamics models and the measurement models.
System dynamics
A widely used model is the constant velocity model, see e.g. [1, 2] . This model is used to describe the position and velocity using Cartesian coordinates. Furthermore the model has an additive process noise term. The discrete-time system dynamics of this model is of the form:
where
with the state vector
T where x k and y k are the positions andẋ k andẏ k are the velocities. The process noise w k is assumed to be standard white Gaussian noise. T is the revisit time, which has been assumed to be constant here, this assumption can be relaxed, however.
The process noise input model is given by
with maximum accelerations a x,max and a y,max .
Measurement model
The In figure 4 we have plotted power measurements for a fixed bearing angle, but as a function of different range and doppler.
The power measurements in this figure correspond to a target that has a SNR of 13 dB.
The power measurements per range-doppler-bearing cell are defined by
where z ijl A,k is the complex amplitude data of the target which is
where The noise is defined by
which is complex Gaussian, where n I (t k ) and n Q (t k ) are independent, zero-mean white Gaussian with variance σ 2 n .
In the proceeding we will assume thatÃ k is a constant, this corresponds to the so called non-fluctuating target amplitude case. However, other target fluctuation models, i.e. the so called Swerling cases, see [11] , are modelled and treated in a similar way.
In this way the power measurements in a range-doppler-bearing cell are defined by
These measurements, conditioned on the state, s k , are now exponentially distributed
which describes the power contribution of a target in every range-doppler-bearing cell.
Multiple target setting
In this section we consider the (possible ) presence of two targets, where one target can originate (spawn) from the other.
Think, e.g. of a missile being fired from a fighter airplane.
We can consider the general system introduced in section 2, i.e.
Furthermore, for this problem it is convenient to define a base state vector that consists of the base states of both targets.
Thus,
The discrete mode m k represents one of three hypotheses
• m k = 0: There is no target present.
• m k = 1: There is one target present.
• m k = 2: There are two targets present.
Measurements models
For the multi target setup the measurement models need to be extended.
The complex amplitude data that is received from two targets can be modelled by
where A
(1)
A and A
A are the amplitude and reflection form of the first and second target respectively. Thus, the power measurements are
These will, again be exponentially distributed
using this we obtain for the mode dependent likelihood
Example
In this section we give a demonstration of a particle filter that is capable of tracking multiple targets.
In the scenario, initially there is no target present, the first target appears after 5 seconds at a position of 88. The transition probability matrix is assumed to be This choice of a transition matrix implies that we assume that there is no direct transition from the situation of zero targets present to two targets present and vice versa. We emphasize that this assumption is not crucial for the correct working of the algorithm.
The update time, T , is set to 1 sec. We assume that the power of both targets is known, P (1) = 10 and P (2) = 1. The SNR for the first target is defined by only difference is that we have 'artificially' increased the power of the secondary target, for display purposes only. Thus, the measurement data, shown in the figures 5 and 7, is data that is provided to the TBD algorithm. figure 17 , i.e. these give information on the presence of the target(s) and the evidence that the filter has for the presence. The particle cloud in figure 9 and 10 is still more or less uniformly distributed over the area of possible target positions and velocities, reflecting the fact that no target is present at this moment, see also figure 17. The same clouds at time step 10, see figure 11 and 12 are concentrated on the target location and velocity. Looking at figure 17, for time step 10, we see that the filter is certain about the presence of a target, but it is uncertain whether there is a single target or whether there a two targets, the probability for either two of the options is about a half. The explanation for this is that the filter is unable to rigorously conclude whether the data have been generated by one strong Furthermore, we stress the fact that only 1000 particles have been used and that a plain vanilla particle filter implementation has been used. Even with these 'limitations' the algorithm runs much faster than real time on a 800 Mhz machine under MATLAB tm .
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Also in order to add a true detection stage to the algorithm, the filter output could be used the to construct different types of detectors, e.g. a Maximum A Posteriori detector, see [3] , or a likelihood ratio based detector, see [3] and [15] .
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