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a b s t r a c t
An independent set of a graphG is a set of pairwise non-adjacent vertices.G is well-covered
if all its maximal independent sets have the same size, denoted by α(G). Let fs(G) for
0 ≤ s ≤ α(G) denote the number of independent sets of s vertices in G. The independence
polynomial I(G; x) =α(G)i=0 fs(G)xs defined first by Gutman and Harary has been the focus
of considerable research recently. Motivated by a result of Gutman for some compound
graphs, we extend the result for more general compound graphs. In particular, we use
our main results to determine the coefficients fs(G) for some well-covered graphs and
present the exact independence polynomials of several well-covered graphs. Using the
independence polynomials we derive some interesting combinatorial identities and give
exact values of the Merrifield–Simmons index for some special classes of graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper G = (V , E) is a finite simple undirected graph with vertex set V = V (G) and edge set E = E(G).
Let |G| or |V | denote the cardinality of V . For S ⊆ V (G) we use G − S for the subgraph induced by V (G) − S and
use G − F for the subgraph of G obtained by deleting F when F ⊆ E(G). The neighborhood of a vertex v ∈ V (G) is
the set N(v) = NG(v) = {w : w ∈ V (G), vw ∈ E(G)}, and let dG(v) = |N(v)|,N[v] = N(v) ∪ {v}. We define
δ(G) = min{dG(v) : v ∈ V (G)}. For an edge e = uv, set N(e) = N(u) ∪ N(v). Let G1,G2 be two disjoint graphs. We
use G1 ∪ G2 for the graph with V (G1 ∪ G2) = V (G1) ∪ V (G2) and E(G1 ∪ G2) = E(G1) ∪ E(G2), and use G1 + G2 for the join
of G1 and G2 such that V (G1 + G2) = V (G1) ∪ V (G2) and E(G1 + G2) = E(G1) ∪ E(G2) ∪ {v1v2 : v1 ∈ V (G1), v2 ∈ V (G2)}.
We use Kn, Pn, Cn and S1,n−1 for a clique, a path, a cycle and a star, all of order n, respectively.
An independent (or stable) set in a graph G is a set of pairwise non-adjacent vertices. The independence number α(G)
is the cardinality of a maximum independent set of G. Let fs = fs(G) be the number of independent sets of cardinality s of
G. The idea of counting independent sets in graphs seems to begin with a paper of Prodinger and Tichy [12] in which they
defined, for a graph G, the Fibonacci number f (G) to be the total number of independent sets of G, that is, f (G) =α(G)s=0 fs.
The polynomial
I(G; x) =
α(G)
s=0
fsxs = f0 + f1x+ f2x2 + · · · + fα(G)xα(G)
is called the independence polynomial [3,1], the independent set polynomial [4] or the Fibonacci polynomial [5]. Since its
introduction in the early 1980s, the independence polynomial has been the focus of considerable research. Because from the
coefficients of a specific graph polynomial one can obtain many aspects of combinatorial information concerning structure
of the graph, independence polynomials are not only related to some interesting theoretical problems in graph theory
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and combinatorics, but also have been used in studying statistical physics and combinatorial chemistry. For example, the
Fibonacci number also known as the Merrifield–Simmons index [9,10] and the Hosoya index [6] are two important graph
invariants used in mathematical chemistry for quantifying relevant details of molecular structures.
The following equalities which are easy to check have proven to be very useful in calculating independence polynomials
of graphs.
Proposition 1. Let G = (V , E) with |V | = n and |E| = m. Then
(i) f0(G) = 1, and f1(G) = n.
(ii) f2(G) =
 n
2
−m;
(iii) [3] I(G; x) = I(G− w; x)+ x · I(G− N[w]; x) for anyw ∈ V (G) and consequently, fs(G) = fs(G− w)+ fs−1(G− N[w])
for any 1 ≤ s ≤ α(G).
(iv) [4] I(G; x) = I(G− e; x)− x2 · I(G−N(e); x) for any e = uv ∈ E(G) and consequently, fs(G) = fs(G− e)− fs−2(G−N(e))
for any 2 ≤ s ≤ α(G).
(v) I(G; x) = I(G1; x)+ I(G2; x)− 1, when G = G1 + G2;
(vi) I(G; x) = I(G1; x)I(G2; x), when G = G1 ∪ G2.
For S1,n−1, one can easily deduce that I(S1,n−1; x) = x +n−1s=0  n−1s  xs. For Pn and Cn (n ≥ 3), Hopkins and Staton [5]
showed the following.
Theorem 1. (i) I(Pn; x) =⌊(n+1)/2⌋s=0  n+1−ss  xs;
(ii) I(Cn; x) = 1+⌊n/2⌋s=1 ns  n−1−ss−1  xs.
Recently, Song et al. [13] have generalized the above results to the graphs defined as follows.
Definition 1. Let Kk be a k-clique and S be an independent set of n − k vertices. A k-star, denoted by Sk,n−k, is defined as
Sk,n−k = Kk + S.
Definition 2. A k-path, denoted by Pkn , begins with k-clique v1, v2, . . . , vk. For i = k + 1 to n, let vertex vi be adjacent to
vertices vi−1, vi−2, . . . , vi−k.
Definition 3. A k-cycle, denoted by Ckn , begins with a k-path v1, v2, . . . , vn defined as above and add one edge joining v1 to
vn, where n ≥ k+ 2.
Theorem 2. For any integers n ≥ k ≥ 1, we have
(i) I(Sk,n−k; x) = kx+ (1+ x)n−k;
(ii) I(Pkn; x) =
⌊ n+kk+1 ⌋
s=0

n−k(s−1)
s

xs;
(iii) I(Ckn; x) = 1+
⌊ n+k−1k+1 ⌋
s=1
n+s−1−k(s−1)
s

n−2−k(s−1)
s−1

xs.
In general, finding the independence polynomial of a graph is a very difficult problem. It is only in a few classes of graphs
that exact determination of the coefficients has appeared in the literature. Most of the literature consists of inequalities and
asymptotic results. For more results not given here, we refer the reader to a nice survey paper by Levit and Mandrescu [7].
A graph G is well-covered (introduced by Plummer [11]) if all its maximal independent sets have the same size α(G).
Motivated by a result of Gutman [2], we investigate the independence polynomials of some generalized compound graphs.
In Section 2,we first introduce a formula for compound graphswhich generalizes Gutman’s result and then focus on applying
the new formula to find fs(G) if G is in a class of well-covered graphs and present some new independence polynomials of
some well-covered graphs. In Section 3, we further determine the exact independence polynomials for some well-covered
graphs and then derive some interesting combinatorial identities by using the fact that

s≥0 fs(G) = f (G) for any graph G.
This simple observation seems to have originated in [5]where it was used for paths and cycles. The corollaries to Theorem10
provide identities arising from application of this idea to certain classes of well-covered graphs. Several exact values of the
Merrifield–Simmons index for some special classes of graphs will also be presented.
2. Independence polynomials of some compound graphs
Because of the nice structures ofwell-covered graphs, wewill investigate the independence polynomials for some special
well-covered graphs. To this end, we first introduce the following graph.
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The corona of the graphs G and H is the graph G ◦ H obtained from G and |V (G)| copies of H , such that each vertex of G is
joined to all vertices of a copy of H . G ◦H can be looked as a compound graph of G and H . Gutman [2] obtained the following
result connecting the independence polynomials of G,H and the independence polynomial of G ◦ H .
Theorem 3 (Gutman [2]). I(G ◦ H; x) = (I(H; x))n · I

G; xI(H;x)

, where n = |V (H)|.
Motivated by Gutman’s result, we find that this idea can be extended to study the following more general compound
graphs.
Definition 4. IfG is a graphwhose vertex set is the disjoint union of r cliques, J1, J2, . . . , Jr , and if r newgraphsH1,H2, . . . ,Hr
are added and for each i, every vertex in Ji is adjacent to every vertex of Hi, the resulting graph is called a compound graph
of G and H1,H2, . . . ,Hr , denoted by G ◦ (J,H), where J = {J1, J2, . . . , Jr} andH = {H1,H2, . . . ,Hr}.
Notice that if we let |Ji| = 1 and Hi = H for any 1 ≤ i ≤ n, we have G◦ (J,H) = G◦H . In this paper we focus on the case
when Hi = H for any 1 ≤ i ≤ r and denote the resulting graph by G ◦ (J, rH). The following theorem gives the relationship
between the independence polynomials of G,H and the independence polynomial of G ◦ (J, rH):
Theorem 4. I(G ◦ (J, rH); x) = (I(H; x))r · I

G; xI(H;x)

.
Proof. Let k = n+ r , where n = |V (G)|. Notice that n ≥ r . We will use induction on k.
If r = 1, then G is a clique and by Proposition 1(v), we have
I(G ◦ (J, rH); x) = I(H; x)+ (1+ nx)− 1 = I(H; x)

1+ n x
I(H; x)

= I(H; x) · I

G; x
I(H; x)

.
Thus we may assume that r ≥ 2. If n = r = 2, let V (G) = {u, v}, then G ◦ (J, rH) − u = H ∪ (H + {v}) and
G ◦ (J, rH)− N[u] = H . By Proposition 1(v) and (vi), we have
I(G ◦ (J, rH)− u; x) = I(H; x) · I(H; x) ·

1+ x
I(H; x)

and I(G ◦ (J, rH)− N[u]; x) = I(H; x).
Applying Proposition 1(iii), we obtain
I(G ◦ (J, rH); x) = I(G ◦ (J, rH)− u; x)+ x · I(G ◦ (J, rH)− N[u]; x)
= (I(H; x))2

1+ 2 x
I(H; x)

= (I(H; x))2 · I

G; x
I(H; x)

.
Now, we assume that for some k ≥ 4, Theorem 4 holds and consider the case for k+ 1. Choose u ∈ J1.
If J − {u} ≠ ∅, then using the induction hypothesis, we have
I(G ◦ (J, rH)− u; x) = (I(H; x))r · I

G− u; x
I(H; x)

.
Suppose that (G ◦ (J, rH)− N[u]) consists of s copies of H for 0 ≤ s ≤ r − 1 and a compound graph F (F = ∅ provided
s = r − 1). By Proposition 1(vi) and induction hypothesis, we obtain
I(G ◦ (J, rH)− N[u]; x) = (I(H; x))s ·

(I(H; x))r−1−s · I

G− NG[u]; xI(H; x)

= (I(H; x))r−1 · I

G− NG[u]; xI(H; x)

.
Hence, by Proposition 1(iii), we have
I(G ◦ (J, rH); x) = I(G ◦ (J, rH)− u; x)+ x · I(G ◦ (J, rH)− N[u]; x)
= (I(H; x))r

I

G− u; x
I(H; x)

+ x
I(H; x) · I

G− NG[u]; xI(H; x)

= (I(H; x))r · I

G; x
I(H; x)

.
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If J1 = {u}, then G◦ (J, rH)−u = H ∪ ((G−u)◦ (J, rH)). Using the induction hypothesis and Proposition 1(vi), we have
I(G ◦ (J, rH)− u; x) = I(H; x) · (I(H; x))r−1 · I

G− u; x
I(H; x)

= (I(H; x))r · I

G− u; x
I(H; x)

.
Now for (G ◦ (J, rH)− N[u]), we can use the same arguments as above to derive
I(G ◦ (J, rH); x) = (I(H; x))r · I

G; x
I(H; x)

.
Therefore, Theorem 4 is true. 
Theorem 4 shows that the independence polynomial G ◦ (J, rH) only depends on r and H . Thus Theorem 4 is useful to
build many different graphs with the same independence polynomial. For example, if r and H are fixed, different partitions
of V (G) into r cliques will result in different graphs with the same independence polynomial. Especially, if H is a clique,
G ◦ (J, rH) is a well-covered graph with α(G ◦ (J, rH)) = r , since any maximal independent set containing no vertex in
Ji must contain exactly one vertex in Hi for 1 ≤ i ≤ r . In the rest of the paper, we assume that H is a clique and focus on
applying Theorem 4 to find independence polynomials for well-covered graphs. If |H| = q ≥ 1, we write G ◦ (J, rq) for
G ◦ (J, rH) and if |H| = q and |Ji| = p for all 1 ≤ i ≤ r , we write G(p, q, r) for G ◦ (J, rH). For example if G is Pn with r = n
and each Ji is a single vertex, then G(1, 1, n) is the comb or centipede.
The next result expresses the coefficients of I(G ◦ (J, rq); x) in terms of the coefficients of I(G; x).
Theorem 5. For each s(0 ≤ s ≤ r),
fs(G ◦ (J, rq)) =
s
i=0
fi(G)

r − i
s− i

qs−i.
Proof. An independent set of s vertices in G ◦ (J, rq) contains some number i of vertices in G along with s− i vertices each
from one of J1, J2, . . . , Jr . There are, by definition fi(G) ways to choose the i independent vertices of G. These vertices come
from different cliques, and each of the vertices is adjacent to all vertices in one of the Jj’s. Thus, exactly r − i of the Jj’s are
available to fill the remaining s− i slots, and since the Jj’s are disjoint cliques, there are exactly

r−i
s−i

qr−i ways to make this
choice. Therefore, fs(G ◦ (J, rq)) =si=0 fi(G)  r−is−i qs−i. 
Notice that for a given graph G different partitions of V (G) into disjoint cliques and different values of q will result in
different well-covered graphs. Using the above theorem we can obtain some new independence polynomials for well-
covered graphs. Theorem 5 generalizes a recent result by Levit and Mandrescu [8] for the case when r = n and q = 1.
As the first application, we set p = 1(that is, r = n) and consider the situation where G is Pn, Cn or S1,n−1, respectively.
Theorem 6. (i) I(Pn(1, q, n); x) =ns=0(si=0  n+1−ii   n−is−i  qs−i)xs;
(ii) I(Cn(1, q, n); x) = 1+ns=1( ns  qs +si=1 ni  n−1−ii−1   n−is−i  qs−i)xs;
(iii) I(S1,n−1(1, q, n); x) = 1+ (q+ 1)nx+ns=2(si=0  n−1i   n−is−i  qs−i +  n−1s−1  qs−1)xs.
Proof. (i) Since fi(Pn) =

n+1−i
i

by Theorem 1, we can derive (i) by applying Theorem 5.
(ii) Since f0(Cn) = 1 and fi(Cn) = ni

n−1−i
i−1

for i ≥ 1 by Theorem 1, fs(Cn(1, q, n)) =
 n
s

qs +si=1 ni  n−1−ii−1   n−is−i  qs−i
by Theorem 5. Thus (ii) holds.
(iii) By Proposition 1(i), f0(S1,n−1(1, q, n)) = 1, f1(S1,n−1(1, q, n)) = |S1,n−1(1, q, n)| = (q + 1)n. Since f1(S1,n−1) = n =
n−1
1

+ 1, fi(S1,n−1) =

n−1
i

for i ≠ 1, we obtain fs(S1,n−1(1, q, n)) = si=0( n−1i   n−is−i  qs−i +  n−1s−1  qs−1) for
s ≥ 2 by Theorem 5. Thus (iii) holds. 
Now, we use different partitions for paths and cycles with even number of vertices. Let P2n or C2n be a path or cycle
with vertices v1, v2, . . . , v2n, where vivi+1 ∈ E for 1 ≤ i ≤ 2n − 1 and in addition v1v2n ∈ E only for C2n. Let
Ji = {v2i−1, v2i} (i = 1, 2, . . . , n). Denote the resulting compound graph by P2n(2, q, n) or C2n(2, q, n), each of which is
a well-covered graph of (q+ 2)n vertices with α(P2n(2, q, n)) = n or α(C2n(2, q, n)) = n.
Theorem 7. (i) I(P2n(2, q, n)) =ns=0(si=0  2n+1−ii   n−is−i  qs−i)xs;
(ii) I(C2n(2, q, n); x) = 1+ns=1( ns  qs +si=1 2ni  2n−1−ii−1   n−is−i  qs−i)xs.
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Proof. Since fi(P2n) =

2n+1−i
i

for 0 ≤ i ≤ n, and f0(C2n) = 1, fi(C2n) = 2ni

2n−1−i
i−1

for 1 ≤ i ≤ n by Theorem 1, one can
very easily verify Theorem 7 by applying Theorem 5. 
Notice that Pn or Cn is just a 1-path or 1-cycle. Wewill try to generalize the above two theorems to the case when G = Pkn
or G = Ckn for any 1 ≤ k ≤ n − 1. By Definitions 2 and 3, we know that for any 1 ≤ p ≤ k and 1 ≤ i ≤ n − p + 1,
vi, vi+1, . . . , vi+p−1 form a clique in Pkn or Ckn .
Definition 5. A (p, q)-comb (denoted by Pkn(p, q, r)) is defined as follows: let n be a multiple of p for some 1 ≤ p ≤ k, say
n = rp. Let G be a k-path with rp vertices v1, v2, . . . , vp, vp+1, . . . , v2p, v2p+1, . . . , v(r−1)p+1, . . . , vrp, where these vertices
are arranged as in Definition 2. Let J1, J2, . . . , Jr be disjoint cliques with |Ji| = q ≥ 1 for 1 ≤ i ≤ r . Add all the edges between
the vertices in Ji and in {v(i−1)p+1, . . . , vip−1, vip} for 1 ≤ i ≤ r .
Similarly, we can define Ckn(p, q, r) as a graph obtained by adding an edge v1vn to P
k
n(p, q, r). It is easy to check that both
Pkn(p, q, r) and C
k
n(p, q, r) are well-covered graphs of order (p+ q)r with independence number r .
Theorem 8. Let k, n, p, q and r be integers with 1 ≤ p ≤ k and n = rp. Then
(i) I(Pkn(p, q, r); x) =
r
s=0(
s
i=0

rp−k(i−1)
i
 
r−i
s−i

qs−i)xs.
(ii) I(Ckn(p, q, r); x) = 1+
r
s=1(
 r
s

qs +si=1 rp+i−1−k(i−1)i  pr−2−k(i−1)i−1   r−is−i qs−i)xs.
Proof. Since fi(Pkrp) =

rp−k(i−1)
i

for any 0 ≤ i ≤ α(Pkrp) by Theorem 2(ii), we have fs(Pkn(p, q, r)) =
s
i=0

rp−k(i−1)
i


r−i
s−i

qs−i. Since f0(Ckn(p, q, r)) = 1, f0(Ckrp) = 1 by Proposition 1 and fi(Ckrp) = rp+i−1−k(i−1)i

rp−2−k(i−1)
i−1

for any
1 ≤ i ≤ α(Ckrp) by Theorem 2(iii), we get fs(Ckn(p, q, r)) =
 r
s

qs +si=1 rp+i−1−k(i−1)i  pr−2−k(i−1)i−1   r−is−i qs−i for s ≥ 1.
Applying Theorem 5 one can easily verify (i) and (ii) of this theorem. 
Properly choosing k, p, q in the above theorems, one can get independence polynomials for many different well-covered
graphs. On the other hand, for any graph G, one can easily build some well-covered graphs related to G. If one knows the
independence polynomial of G, then one can also find the independence polynomials of its related well-covered graphs by
using Theorem 5. For this reason, if we choose G to be Kn or the balancedmultipartite graph etc., we can derive some similar
results to the above theorems. Here we leave the details for the interested reader.
3. Exact forms and combinatorial identities
By Theorem 2(i), one can write the independence polynomial of Sk,n−k (k ≥ 1) exactly, that is I(Sk,n−k) = kx+ (1+x)n−k.
But, in general, finding exact forms for the independence polynomials of graphs is a very difficult task. Even if one knows
the coefficients of a polynomial, one may still have problems writing nice closed form for the polynomial. Only a few results
for some very simple graphs are known. Hopkins and Staton [5] got the exact forms of the independence polynomials
for Pn and Cn. In this section, we derive several new exact forms of the independence polynomials of graphs found in
Section 2 and present some new combinatorial identities by using the new exact forms. For convenience, let Pn(1, q, n) =
Pn(1, q), Cn(1, q, n) = Cn(1, q), An(q) = P2n(2, q, n) and Bn(q) = C2n(2, q, n).
Theorem 9. (i) I(Pn(1, q); x) = (1+ qx)I(Pn−1(1, q); x)+ x(1+ qx)I(Pn−2(1, q); x) for n ≥ 2;
(ii) I(Cn(1, q); x) = (1+ qx)I(Pn−1(1, q); x)+ x(1+ qx)2I(Pn−3(1, q); x) for n ≥ 3;
(iii) I(An(q); x) = (1+ (2+ q)x)I(An−1(q); x)− x2I(An−2(q); x) for n ≥ 2;
(iv) I(Bn(q); x) = I(An(q); x)− x2I(An−2(q); x) for n ≥ 2.
Proof. (i) Define P0(1, q) as an empty graph and set I(P0(1, q); x) = 1. By inspection we have I(P1(1, q); x) = 1+ (1+q)x
since it is a clique of order q + 1 and I(P2(1, q); x) = 1 + (2q + 2)x + q(q + 2)x2 since it is a graph formed by two
disjoint Kq+1 joined by one edge. It is easy to check that I(P2(1, q); x) = (1+ qx)I(P1(1, q); x)+ x(1+ qx)I(P0(1, q); x).
Now, for n ≥ 3, use vertex reduction (Proposition 1(iii)) on v1 of Pn. Since Pn(1, q)−{v1} = Pn−1(1, q)∪Kq, and Pn(1, q)−
N[v1] = Pn−2(1, q)∪Kq, we obtain by Proposition 1, I(Pn(1, q); x) = (1+qx)I(Pn−1(1, q); x)+x(1+qx)I(Pn−2(1, q); x).
(ii) Use vertex reduction (Proposition 1(iii)) on v1 of Cn. Since Cn(1, q) − {v1} = Pn−1(1, q) ∪ Kq and Cn(1, q) − N[v1] =
Pn−3(1, q) ∪ Kq ∪ Kq, we obtain by Proposition 1, I(Cn(1, q); x) = (1+ qx)I(Pn−1(1, q); x)+ x(1+ qx)2I(Pn−3(1, q); x).
(iii) Define A0(q) as an empty graph and set I(A0(q); x) = 1. By inspection we have I(A1(q); x) = 1+ (q+ 2)x since it is a
clique of order q+ 2 and I(A2(q); x) = 1+ (2q+ 4)x+ (q+ 1)(q+ 3)x2 since it is a graph formed by two disjoint Kq+2
joined by one edge. One can check that I(A2(q); x) = (1+ (2+ q)x)I(A1(q); x)− x2I(A0(p); x).
Now, for n ≥ 3, let e be the edge joining v2 and v3 on P2n. Since An(q)− e = An−1(q)∪Kq+2 and An(q)−N(e) = An−2(q),
we obtain by Proposition 1, I(An(q); x) = (1+ (2+ q)x)I(An−1(q); x)− x2I(An−2(q); x).
(iv) Let n ≥ 2 and e be the edge joining v2 and v3 on C2n. Since Bn(q)− e = An(q) and Bn(q)− N(e) = An−2(q), (iv) can be
verified by Proposition 1. 
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Using the above theorem, we now determine exactly, in closed form, the independence polynomials for Pn(1, q),
Cn(1, q), An(q) and Bn(q) for any integer q ≥ 1.
Theorem 10. For n ≥ 3,
(i) I(Pn(1, q); x) =

1+(q+2)x+
√
(1+qx)2+4x(1+qx)
2
√
(1+qx)2+4x(1+qx)

λn1 +

−1−(q+2)x+
√
(1+qx)2+4x(1+qx)
2
√
(1+qx)2+4x(1+qx)

λn2, where
λ1 = 1+qx+
√
(1+qx)2+4x(1+qx)
2 , λ2 = 1+qx−
√
(1+qx)2+4x(1+qx)
2 ;
(ii) I(Cn(1, q); x) =

1+(q+2)x+
√
(1+qx)2+4x(1+qx)
2
√
(1+qx)2+4x(1+qx)

((1 + qx)λn−11 + x(1 + qx)2λn−31 ) +

−1−(q+2)x+
√
(1+qx)2+4x(1+qx)
2
√
(1+qx)2+4x(1+qx)

((1+ qx)λn−12 + x(1+ qx)2λn−32 ), where λ1 = 1+qx+
√
(1+qx)2+4x(1+qx)
2 , λ2 = 1+qx−
√
(1+qx)2+4x(1+qx)
2 ;
(iii) I(An(q); x) = [1+(q+2)x+
√
q(q+4)x2+2(q+2)x+1]n+1−[1+(q+2)x−
√
q(q+4)x2+2(q+2)x+1]n+1
2n+1
√
q(q+4)x2+2(q+2)x+1 ;
(iv) I(Bn(q); x) = [1+(q+2)x+
√
q(q+4)x2+2(q+2)x+1]n+1−[1+2(q+2)x−
√
q(q+4)x2+(q+2)x+1]n+1
2n+1
√
q(q+4)x2+2(q+2)x+1
− x2

[1+(q+2)x+
√
q(q+4)x2+2(q+2)x+1]n−1−[1+(q+2)x−
√
q(q+4)x2+2(q+2)x+1]n−1
2n−1
√
q(q+4)x2+2(q+2)x+1

.
Proof. (i) The characteristic polynomial of the recursion of Theorem 9(i) is λ2 − (1 + qx)λ − x(1 + qx) = 0 with roots
λ1 = 1+qx+
√
(1+qx)2+4x(1+qx)
2 , λ2 = 1+qx−
√
(1+qx)2+4x(1+qx)
2 . Hence
I(Pn(1, q); x) = c1(x)λn1 + c2(x)λn2
with c1(x) and c2(x) not depending on n. Using the initial conditions I(P0(1, q); x) = 1, I(P1(1, q); x) = 1+ (q+ 1)xwe get
1 = c1(x)+ c2(x),
1+ (1+ q)x = c1(x)λ1 + c2(x)λ2
= 1+ qx
2
(c1(x)+ c2(x))+

(1+ qx)2 + 4x(1+ qx)
2
(c1(x)− c2(x)).
Thus, c1(x) + c2(x) = 1 and c1(x) − c2(x) = 1+(q+2)x√
(1+qx)2+4x(1+qx) . Solving for c1(x) we get c1(x) =
1+(q+2)x+
√
(1+qx)2+4x(1+qx)
2
√
(1+qx)2+4x(1+qx)
and solving for c2(x)we get c2(x) = −1−(q+2)x+
√
(1+qx)2+4x(1+qx)
2
√
(1+qx)2+4x(1+qx) . Therefore,
I(Pn(1, q); x) =

1+ (q+ 2)x+(1+ qx)2 + 4x(1+ qx)
2

(1+ qx)2 + 4x(1+ qx)

λn1
+

−1− (q+ 2)x+(1+ qx)2 + 4x(1+ qx)
2

(1+ qx)2 + 4x(1+ qx)

λn2.
(ii) Applying (i) and Theorem 9(ii), one can easily verify (ii).
(iii) The characteristic polynomial of the recursion of Theorem 9(iii) is λ2 − (1 + (q + 2)x)λ + x2 = 0 with roots
λ1 = 1+(q+2)x+
√
q(q+4)x2+2(q+2)x+1
2 , λ2 = 1+(q+2)x−
√
q(q+4)x2+2(q+2)x+1
2 . Hence
I(An(q); x) = c1(x)λn1 + c2(x)λn2
with c1(x) and c2(x) not depending on n. Using the initial conditions I(A0(q); x) = 1, I(A1(q); x) = 1+ (q+ 2)xwe get
1 = c1(x)+ c2(x),
1+ (q+ 2)x = c1(x)λ1 + c2(x)λ2
= 1+ (q+ 2)x
2
(c1(x)+ c2(x))+

q(q+ 4)x2 + 2(q+ 2)x+ 1
2
(c1(x)− c2(x)).
Thus, c1(x)+ c2(x) = 1 and c1(x)− c2(x) = 1+(q+2)x√
q(q+4)x2+2(q+2)x+1 . Solving for c1(x)we get c1(x) =
1√
q(q+4)x2+2(q+2)x+1λ1 and
solving for c2(x)we get c2(x) = −1√
q(q+4)x2+2(q+2)x+1λ2. Therefore
I(An(q); x) = 1
q(q+ 4)x2 + 2(q+ 2)x+ 1λ
n+1
1 −
1
q(q+ 4)x2 + 2(q+ 2)x+ 1λ
n+1
2 .
(iv) Applying (iii) and Theorem 9(iv), one can easily verify (iv). 
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By setting x = 1 in Theorem 10, we obtain the Fibonacci number or the Merrifield–Simmons index, that is the total
number of independent sets, for Pn(1, q), Cn(1, q), An(q) and Bn(q) respectively.
Corollary 1. For n ≥ 3,
(i) f (Pn(1, q); x) =

q+3+√(1+q)(5+q)
2
√
(1+q)(5+q)
 
1+q+√(1+q)(5+q)
2
n + −3−q+√(1+q)(5+q)2√(1+q)(5+q)   1+q−√(1+q)(5+q)2 n;
(ii) f (Cn(1, q); x) =

q+3+√(1+q)(5+q)
2
√
(1+q)(5+q)

(1+ q)

1+q+√(1+q)(5+q)
2
2 + (1+ q)2 1+q+√(1+q)(5+q)2 n−3
+
−q−3+√(1+q)(5+q)
2
√
(1+q)(5+q)

(1+ q)

1+q−√(1+q)(5+q)
2
2 + (1+ q)2 1+q−√(1+q)(5+q)2 n−3;
(iii) f (An(q); x) = (q+3+
√
(1+q)(5+q))n+1−(q+3−√(1+q)(5+q))n+1
2n+1√(1+q)(5+q) ;
(iv) f (Bn(q)) = (q+3+
√
(1+q)(5+q))n+1−(q+3−√(1+q)(5+q))n+1
2n+1√(1+q)(5+q) − (q+3+
√
(1+q)(5+q))n−1−(q+3−√(1+q)(5+q))n−1
2n−1√(1+q)(5+q) .
Since q is an arbitrary positive integer, combining Theorems 6, 7 and 10 we have a new way to derive many interesting
combinatorial identities. As a flavor, we only present the following result for the case when q = 1 and x = 1.
Corollary 2. For n ≥ 3,
(i)
n
s=0
s
i=0

n+1−i
i
 
n−i
s−i

= 3+2
√
3
6 (1+
√
3)n + 3−2
√
3
6 (1−
√
3)n;
(ii) 1+ns=1( ns +si=1 ni  n−1−ii−1   n−is−i )= 30+18√33 (1+√3)n−3 + 30−18√33 (1−√3)n−3;
(iii)
n
s=0
s
i=0

2n+1−i
i
 
n−i
s−i

=
√
3
6 (2+
√
3)n+1 −
√
3
6 (2−
√
3)n+1;
(iv) 1+ns=1( ns +si=1 2ni  2n−1−ii−1   n−is−i ) = (2+√3)n + (2−√3)n.
Note that in the formulas above the binomial coefficients
 n
s

will be taken to be zero if n < s.
Theorem 4 provides a relation between the independence polynomials of G,H and G ◦ (J, rH). Although we obtain
some results on the independence polynomials for some compound graphs G ◦ (J, rH) by choosing H as a clique, it is very
interesting to consider the case when H is another special graph, such as a path, a cycle or a star etc.
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