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ON THE STABILITY PHENOMENON
OF THE NAVIER-STOKES TYPE EQUATIONS
FOR ELLIPTIC COMPLEXES
ANDREI PARFENOV, ALEXANDER SHLAPUNOV
Abstract. Let X be a Riemannian n-dimensional smooth compact closed
manifold, n ≥ 2, Ei be smooth vector bundles over X and {Ai, Ei} be an
elliptic differential complex of linear first order operators. We consider the
operator equations, induced by the Navier-Stokes type equations associated
with {Ai, Ei} on the scale of anisotropic Ho¨lder spaces over the layer X ×
[0, T ] with finite time T > 0. Using the properties of the differentials Ai
and parabolic operators over this scale of spaces, we reduce the equations to
a nonlinear Fredholm operator equation of the form (I + K)u = f , where
K is a compact continuous operator. It appears that the Fre´chet derivative
(I +K)′ is continuously invertible at every point of each Banach space under
the consideration and the map (I +K) is open and injective in the space.
Introduction
The problem of describing the dynamics of incompressible viscous fluid is of great
importance in applications. Despite enormous efforts of many mathematicians, the
existence theorem for classical solutions was proved for two-dimensional case only
(see, for instance, [15], [16], [11], [10], [12], [6] among essential contributions).
In this paper we focus attention on the stability phenomenon for the Navier-
Stokes Equations discovered by O.A. Ladyzhenskaya. Namely, she proved (see
[12, Theorems 10 and 11]) that if for a rather regular datum there is a sufficiently
regular unique solution to the Navier-Stokes equations then for all sufficiently small
perturbations of the datum there are unique solutions of the same regularity. For
infinitely smooth data and solutions this phenomenon was indicated in [7] in the
case of zero exterior forces. Recently, the phenomenon was verified for the Navier-
Stokes equations on the scale of anisotropic Ho¨lder spaces over the layer Rn× [0, T ],
weighted at the infinity with respect to the space variables, see [21].
We want to investigate the stability property in the context of Navier-Stokes
type equations associated with elliptic differential complexes, see [19]. Namely, let
X be a Riemannian n-dimensional smooth compact closed manifold with metric g
and let Ei be smooth vector bundles over X . Let C∞Ei(X ) denote the space of all
smooth sections of the bundle Ei. Consider an elliptic complex
(0.1) 0 −→ C∞E0(X ) A
0−→ C∞E1(X ) A
1−→ . . . AN−1−→ C∞EN (X ) −→ 0
of first order differential operators Ai on X , see for instance, [23] or [20, §10.4.3].
This means that Ai+1 ◦ Ai ≡ 0 and the Laplacians ∆i = (Ai)∗Ai + Ai−1(Ai−1)∗
are the second order strongly elliptic operators at each step i, 0 ≤ i ≤ N , where
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(Ai)∗ is the formal adjoint differential operator for Ai; here we tacitly assume that
Ai = 0 for i < 0 or i > N − 1.
If the variable t enters to a section of the bundle Ei as a parameter, then we
easily may define the operator ∂t acting on sections of the induced bundle E
i(t)
over the cylinder X × [0,+∞). Then the second order operators Liµ = ∂t+µ∆i are
parabolic on X × [0,+∞) for each positive number µ, see, for instance, [4].
Fixing two bilinear mappings Mi,j, satisfying
(0.2) Mi,1,x : Ei+1x ⊗ Eix → Eix, Mi,2,x : Eix ⊗ Eix → Ei−1x ,
at each point x ∈ X , we set for a differentiable section v of the bundle Ei:
(0.3) N i(v)(x) =Mi,1,x((Aiv)(x), v(x)) +Ai−1Mi,2(v(x), v(x)).
In this paper we consider the following initial problem over the cylinder XT =
X × [0, T ] with a finite time T > 0: given section f of the induced bundle Ei(t)
and section v0 the bundle E
i, find a section v of the induced bundle Ei(t) and a
section p of the induced bundle Ei−1(t) such that
(0.4)


Liµv +N i(v) +Ai−1p = f in X × (0, T ),
(Ai−1)∗ v = 0, (Ai−2)∗ p = 0 in X × [0, T ],
v(x, 0) = v0 in X .
We note that the gradient operator ∇, the rotation operator rot and divergence
operator div represent the operators di included to the de Rham complex and
acting as the differentials between the bundles Λi and Λi+1 of exterior differential
forms over R3 of degrees i and i + 1, i = 0, 1, 2, respectively. Let us express the
standard non-linearity N 1(v) = v · ∇v in the so-called Lamb form (see [14, § 15]):
(0.5) N 1(v) = v · ∇v = (rot v)⊗ v +∇|v|2/2.
Taking the 3-dimensional torus T3 as X , the de Rham complex {di,Λi}2i=0 over it
and choosing i = 1 and N 1(v) = v · ∇v, we may treat (0.4) as the initial problem
for the Navier-Stokes equations for incompressible fluid in the so-called periodic
setting, with the dynamical viscosity µ of the fluid under consideration, the density
vector of outer forces f , the initial velocity v0 and the search-for velocity vector
field v and the ’pressure’ p of the flow, see, for instance, [26]; for i = 1 we have
(d−1)∗ ≡ 0 and the pressure p is not a subject for additional equation in this case.
The first paper to consider the Navier-Stokes equations on Riemannian manifolds
is the classical paper [2] (see also [24], [1], [17] for the development of the story,
where the authors deal precisely with the issue of non-uniqueness for the Navier-
Stokes equations on manifolds). However, we do not discuss here relations of (0.4)
to the Hydrodynamics and thus, under the imposed restrictions, we obtain the
uniqueness of solutions to (0.4). Then we reduce (0.4) to a nonlinear Fredholm
operator equation of the form (I +Ki)u = f on a scale of anisotropic Ho¨lder type
Banach spaces over the cylinder X × [0, T ], where Ki is a compact continuous
operator. It appears that the Fre´chet derivative (I +Ki)
′ is continuously invertible
at every point of each Banach space under the consideration and the map I +Ki
is open and injective.
1. The anisotropic Ho¨lder spaces
We begin with the definition of proper function spaces.
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Since X is a compact closed Riemannian manifold, choosing a volume form dx on
X and a Riemannian metric (·, ·)x,i in the fibres of Ei, we equip each bundle Ei with
a smooth bundle homomorphism ∗i : Ei → Ei∗ defined by 〈∗iu, v〉x,i = (v, u)x,i for
u, v ∈ Eix, and the space C∞Ei(X ) with the unitary structure
(u, v)i =
∫
X
(u, v)x,idx
giving rise to the Hilbert space L2Ei(X ) with the norm ‖u‖i =
√
(u, u)i.
As usual, we say that (Ai)∗ is the formal adjoint differential operator for Ai if,
for all u ∈ C∞Ei(X ) and v ∈ C∞Ei+1(X ),
(Aiu, v)i+1 = (u, (A
i)∗v)i.
Besides, the Riemannian metric g defines a natural metric structure on X . Thus,
for any smooth vector bundle E over X equipped with a metric h and compatible
connection ∇ we may introduce the spaces of s times continuously differentiable
sections of E for s ∈ Z+ and the Ho¨lder spaces Cs,λE (X ) with 0 < λ < 1, see, for
instance, [20, Ch. 10]. These are known to be Banach spaces with the norms:
‖u‖Cs,λE (X ) = ‖u‖Cs,0E (X ) + sign(λ)
s∑
j=0
〈∇ju〉λ,X ,E,
where
‖u‖Cs,0E (X ) =
s∑
j=0
sup
x∈X
|∇ju(x)|, 〈u〉λ,X ,E = sup
x,y∈X,x 6=y
d(x,y)≤d0
|u(x)− u(y)|
dλ(x, y)
.
Here d(x, y) is the geodesic distance between points x, y ∈ X , d0 = min (1, dX ), dX
is the injectivity radius of X , providing that the points x, y can be connected by a
unique minimal geodesic Γx,y, and, for each ζ ∈ Ex, η ∈ Ey,
|η − ζ| = |ζ − Tx,yη|x = |η − Ty,xζ|y
with ∇-parallel transport Tx,y : Ey → Ex along the geodesic Γx,y. In this way the
space Cs,λE (X ) is independent on the metrics g, h and the connection ∇ as the set
of sections, see [20, Theorem 10.2.36]. It is also known that these Banach spaces
admits the standard embedding theorems.
Theorem 1.1. Suppose that s, s′ ∈ Z+, and λ, λ′ ∈ [0, 1). If s+ λ ≥ s′ + λ′ then
the space Cs,λE (X ) is embedded continuously into the space Cs
′,λ′
E (X ). Moreover,
the embedding is compact if s+ λ > s′ + λ′.
Let us introduce the anisotropic Ho¨lder spaces over XT adopted to the parabolic
theory see, for instance, [13], [12]. Namely, for s ∈ Z+ and λ ∈ [0, 1), γ ∈ [0, 1)
let C2s,λ,s,γE (XT ) be the space of sections of the induced bundle E(t) over XT with
continuous partial derivatives ∇mx ∂jtu, for m+ 2j ≤ 2s and the finite norm
‖u‖C2s,λ,s,γE (XT ) =
∑
m+2j≤2s
sup
t∈[0,T ]
‖∂jt∇mx u(·, t)‖C0,λE (X ) + γ
∑
m+2j≤2s
〈∇mx ∂jtu〉γ,XT ,E .
where, for γ > 0,
〈u〉γ,XT ,E = sup
t′,t′′∈[0,T ]
t′ 6=t′′
‖u(·, t′)− u(·, t′′)‖C0,0E (X )
|t′ − t′′|γ .
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We also need a function space whose structure goes slightly beyond the scale of
function spaces C2s,λ,s,γE (XT ). Namely, given any integral k ≥ 0, we denote by
C2s+k,λ,s,γE (XT ) Namely, given any k ∈ Z+, we denote by C2s+k,λ,s,γE (XT ) the space
of all continuous functions u on XT with ∇lxu belonging to C2s,λ,s,γE (XT ) for all
l ∈ Z+ satisfying 0 ≤ l ≤ k. This is a Banach space with the norm
‖u‖C2s+k,λ,s,γE (XT ) =
k∑
l=0
‖∇lxu‖C2s,λ,s,γE (XT ).
As it is customary in the parabolic theory, we use these spaces for γ = 0 and γ = λ2 ,
only. The following embedding theorem is rather expectable.
Theorem 1.2. Let k, s, s′ ∈ Z+, λ, λ′ ∈ [0, 1). If s + λ ≥ s′ + λ′ then the space
C
2s+k,λ,s, λ2
E (XT ) is embedded continuously into C
2s′+k,λ′,s,λ
′
2
E (XT ). The embedding
is compact if s+ λ > s′ + λ′.
We also need the following expectable lemmata.
Lemma 1.3. Suppose that s, k ∈ Z+ and λ ∈ [0, 1). Then it follows that
(1) any differential operator of order k′ ≤ k on X acting between vector bundles
E and F maps C
2s+k,λ,s, λ2
E (XT ) continuously into C
2s+k−k′,λ,s,λ2
F (XT )
(2) if 0 ≤ j ≤ s then the operator ∂jt maps C2s+k,λ,s,
λ
2
E (XT ) continuously into
C
2(s−j)+k,λ,s−j, λ2
E (XT );
(3) operator ∆i maps C
2(s+1)+k,λ,s+1, λ2
Ei (XT ) continuously into C
2s+k,λ,s, λ2
Ei (XT ).
In the sequel we will always assume that there are constants ci,j(M) such that
(1.1) |Mi,1,x(v, u)| ≤ ci,1(M)|u| |v|, |Mi,2,x(w, u)| ≤ ci,2(M)|u| |w|
for all x ∈ X and all v ∈ Ei+1x and u,w ∈ Eix.
Lemma 1.4. Let s, k ∈ Z+ and λ ∈ [0, 1). If (1.1) holds then forms (0.2) induce
continuous bilinear operators
(1.2) Mi,j : C2s+k,λ,s,
λ
2
E· (XT )× C
2s+k,λ,s, λ2
Ei (XT )→ C
2s+k,λ,s, λ2
E· (XT ),
satisfying ‖Mi,j(v, u)‖
C
2s+k,λ,s, λ
2
E·
(XT )
≤ c ‖u‖
C
2s+k,λ,s,λ
2
Ei
(XT )
‖v‖
C
2s+k,λ,s,λ
2
E·
(XT )
with
a constant c > 0 independent of u and v.
Proof. Indeed, since Mi,j,x are bilinear forms,
(1.3) Mi,j(v, u)−Mi,j(v(0), u(0)) =
Mi,j(v − v(0), u(0)) +Mi,j(v(0), u− u(0)) +Mi,j(v − v(0), u− u(0)),
at each points v, v(0), u, u(0) of the Banach spaces under the consideration. Then
Lemma 1.3 implies that (1.2) are continuous operators because of (1.1), (1.3). 
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2. Elliptic complexes over the Ho¨lder spaces
The behaviour of the elliptic complexes on the Ho¨lder scale is well known (see
[23, Ch. 2, §2.2], [20, §10.4.3]. Namely, consider the bounded linear operator
(2.1) ∆i : Cs+2,λEi (X )→ Cs,λEi (X )
induced by the Laplacian ∆i. Let Hi stand for the so-called ‘harmonic space’ of
complex (0.1), i.e.
Hi = {u ∈ C∞Ei(X ) : Aiu = 0 and (Ai−1)∗u = 0 in X}.
Denote by Πi the orthogonal projection from L2Ei(X ) onto Hi.
Theorem 2.1. Let 0 ≤ i ≤ N , s ∈ Z+, 0 < λ < 1. Then operator (2.1) is
Fredholm:
(1) the kernel of operator (2.1) equals to the finite-dimensional space Hi;
(2) given v ∈ Cs,λEi (X ) there is a form u ∈ Cs+2,λEi (X ) such that ∆iu = v if and
only if (v, h)i = 0 for all h ∈ Hi;
(3) there exists a pseudo-differential operator ϕi on X such that the operator
ϕi : Cs,λEi (X )→ Cs+2,λEi (X ),
induced by ϕi, is linear bounded and with the identity I we have
(2.2) AiΠi = 0, (Ai−1)∗Πi = 0, Πi+1Ai = 0, Πi−1(Ai−1)∗
Πi ◦Πi = Πi, ϕiΠi = 0, Πiϕiv = 0,
ϕi∆i = I −Πi on Cs+2,λEi (X ), ∆iϕi = I −Πi on Cs,λEi (X ).
Proof. For C∞-smooth sections see, for instance, [23, Theorem 2.2.2] or [20, The-
orem 10.4.29]. For the extension to the Ho¨lder spaces we refer to the standard
procedure using apriori estimates for elliptic operators, see, for instance, [8, Ch.
4–6] or [20, Theorem §10.3, 10.4]. 
Next, for a differential operator A acting on sections of the vector bundle Ei over
X , we denote by Cs,λEi (X ) ∩ SA the space of all the sections u ∈ Cs,λEi (X ) satisfying
Au = 0 in the sense of the distributions in X . This space is obviously a closed
subspace of Cs,λEi (X ) and so this is a Banach space under the induced norm.
Corollary 2.2. Let s ∈ Z+, 0 < λ < 1. Differential complex (0.1) induces contin-
uous linear operators
(2.3) Ai ⊕ (Ai−1)∗ : Cs+1,λEi (X )→ Cs,λEi+1(X ) ∩ SAi+1 × Cs,λEi−1(X ) ∩ S(Ai−2)∗ .
These operators are Fredholm. More precisely,
(1) the kernel of (2.3) coincide with the finite-dimensional space Hi;
(2) the (closed) range of operator (2.3) consists of all pairs (f, g) ∈ Cs,λEi+1(X )∩
SAi+1 × Cs,λEi−1(X ) ∩ S(Ai−2)∗ , satisfying for all hˆ ∈ Hi−1 and all h ∈ Hi+1
(f, h)i+1 + (g, hˆ)i−1 = 0.
Proof. It follows from Theorem 2.1 that the kernel of operator (2.3), coincides with
the space Hi. Moreover Theorem 2.1 implies the following simple lemma.
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Lemma 2.3. Let s ∈ Z+, λ ∈ (0, 1). The pseudo-differential operators Φi =
(Ai)∗ϕi+1, Φˆi = Aiϕi on X induce continuous maps
Φi : C
s,λ
Ei+1(X )→ Cs+1,λEi (X ) ∩ S(Ai−1)∗ , Φˆi : Cs,λEi (X )→ Cs+1,λEi+1 (X ) ∩ SAi+1 ,
satisfying
(2.4) ΦiΠ
i+1 = 0, ΠiΦi = 0, Φˆ
iΠi = 0, Πi+1Φˆi = 0,
(2.5) ΦiA
iu+Ai−1Φi−1u = u−Πiu if u ∈ Cs,λEi (X ), Aiu ∈ Cs,λEi+1(X ),
(2.6) Φˆi−1(A
i−1)∗v+ (Ai)∗Φˆiv = v−Πiv, if v ∈ Cs,λEi (X ), (Ai−1)∗v ∈ Cs,λEi−1(X ).
Proof. Indeed, by the definition of the complex (0.1),
(2.7)
Ai∆i = Ai(Ai)∗Ai = ∆i+1Ai, (Ai−1)∗∆i = (Ai−1)∗Ai−1(Ai−1)∗ = ∆i−1(Ai−1)∗.
Thus, we conclude that, on the sections with sufficient differentiability,
(2.8) Aiϕi = ϕi+1Ai, (Ai−1)∗ϕi = ϕi−1(Ai−1)∗,
and the statement follows from Theorem 2.1. 
This lemma proves the statement on the range of operator (2.3). 
This corollary just reflects the well-known fact that the space Hi represents i-th
cohomologies of complex (0.1) over the scale Cs,λEi (X ), see [23, Ch. 2].
Now we start to study complex (0.1) over the scale C
2s+k,λ,s, λ2
Ei (XT ). As elliptic
operators are not fully consistent with the parabolic dilation principle on XT , we
should expect some loss of regularity of solutions to the elliptic system
Aiu = f, (Ai−1)∗u = g,
on this scale of function spaces.
Again, for a differential operator A acting on sections of the induced vector
bundle E(t) over X , we write C2s+k,λ,s,γE (XT ) ∩ SA for the space of all sections of
E over X of the class C2s+k,λ,s,γE (XT ) satisfying in the sense of distributions
Au (·, t) = 0 in X for all fixed t ∈ [0, T ].
This space is obviously a closed subspace of C2s+k,λ,s,γE (XT ), and so it is a Banach
space under the induced norm.
Actually, we want to extend Corollary 2.2 to operator Ai ⊕ (Ai−1)∗ on the
anisotropic scale C
2s+k,λ,s, λ2
Ei (XT ). Similarly to the scale Cs,λEi (X ), we use the po-
tentials Φi, Φˆi on sections of the induced bundles over XT . The variable t enters
into the potentials (Φif)(x, t), (Φˆig)(x, t) as a parameter and the pair (x, t) is as-
sumed to be in the layer XT . However, elements of the space C2s+k,λ,s,
λ
2
Ei (XT ) have
additional smoothness with respect to t that can not be improved by the potentials
Φi, Φˆi. To avoid this difficulty, we introduce C
2s+k,λ,s, λ2
Ei (XT )∩DAi to be the space of
all sections u from C
2s+k,λ,s, λ2
Ei (XT ) with the property that Aiu ∈ C
2s+k,λ,s, λ2
Ei+1 (XT ).
We endow this space with the so-called graph norm
‖u‖
C
2s+k,λ,s,λ
2
Ei
(XT )
+ ‖Aiu‖
C
2s+k,λ,s,λ
2
Ei+1
(XT )
.
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Lemma 2.4. Suppose that k, s ∈ Z+, 0 < λ < 1. Then the spaces
C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi , C
2s+k,λ,s, λ2
Ei+1 (XT ) ∩ D(Ai)∗ , C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi⊕(Ai−1)∗
are Banach spaces and the operator Ai ⊕ (Ai−1)∗ maps boundedly as
(2.9)
C
2s+k,λ,s, λ2
Ei (XT )∩DAi⊕(Ai−1)∗ → C
2s+k,λ,s, λ2
Ei+1 (XT )∩SAi+1×C
2s+k,λ,s, λ2
Ei−1 (XT )∩S(Ai−2)∗ .
Proof. If {uν} is a Cauchy sequence in C2s+k,λ,s,
λ
2
Ei (XT ) ∩DAi , then it is a Cauchy
sequence in the space C
2s+k,λ,s, λ2
Ei (XT ) and {Aiuν} is a Cauchy sequence in the space
C
2s+k,λ,s, λ2
Ei+1 (XT ). As the spaces are complete we conclude that the sequence {uν}
converges in C
2s+k,λ,s, λ2
Ei (XT ) to an element u and the sequence {Aiu} converges
in C
2s+k,λ,s, λ2
Ei+1 (XT ) to an element f . Obviously, Aiu = f is fulfilled in the sense of
distributions and thus Ai+1f = 0 in the sense of distributions because of Ai+1◦Ai ≡
0. Hence, u belongs to C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi and it is the limit of the sequence
{uν} in this space. Thus, we have proved that the space C2s+k,λ,s,
λ
2
Ei (XT ) ∩ DAi
is a Banach space. The proof for other two spaces is similar. Moreover, by the
very definition of the space, the operator Ai ⊕ (Ai−1)∗ induces a continuous linear
operator as is shown in (2.9). 
Now, let Cs,γ([0, T ],Hi) stands for the set of sections of the induced bundle Ei(t)
over XT of the form
u(x, t) =
dim(Hi)∑
q=1
cq(t)bq(x)
where cq ∈ Cs,γ [0, T ] and {bq}dim(H
i)
q=1 is an L
2
Ei(X )-orthonormal basis in Hi.
Corollary 2.5. Suppose that k, s ∈ Z+, 0 < λ < 1. Operator (2.9) has closed range
consisting of all pairs (f, g) ∈ C2s+k,λ,s, λ2Ei+1 (XT )∩SAi+1×C
2s+k,λ,s,λ2
Ei−1 (XT )∩S(Ai−2)∗ ,
satisfying for all h ∈ Hi+1, all hˆ ∈ Hi−1 and all t ∈ [0, T ]
(2.10) (f(·, t), h)i+1 + (g(·, t), hˆ)i−1 = 0.
The kernel of operator (2.9) equals to Cs,
λ
2 ([0, T ],Hi).
Proof. We begin with the following lemma.
Lemma 2.6. The pseudo-differential operator Πi induces continuous maps
(2.11) Πi : C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi → C
2s+k′,λ,s,λ2
Ei (XT ) ∩ DAi
for any k′ ∈ N. The range of operator (2.11) coincides with Cs,λ2 ([0, T ],Hi).
Proof. Indeed, as the space C
2s+k,λ,s, λ2
Ei (XT ) is continuously embedded to L2Ei(X )
we see that
(Πiu)(x, t) =
dim(Hi)∑
q=1
(u(·, t), bq)i bq(x)
for each u ∈ C2s+k,λ,s, λ2Ei (XT ). Set cq(t) = (u(·, t), bq)i. Then
‖(djcq(t))/dtj‖C0,0[0,T ] = sup
t∈[0,T ]
|(∂jt u(·, t), bq)i| ≤ CX ‖∂jtu‖C0,0,0,0
Ei
(XT )
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for each 0 ≤ j ≤ s, i.e. Πiu ∈ Cs,0([0, T ],Hi). Moreover,
〈(djcq)/dtj〉λ
2 ,[0,T ]
= 〈(∂jt u(·, t), bq)i〉 ≤ CX ‖u‖
C
2s+k,λ,s,λ
2
Ei
(XT )
for each 0 ≤ j ≤ s, i.e. Πiu ∈ Cs,λ2 ([0, T ],Hi).
If the section v belongs to Cs,
λ
2 ([0, T ],Hi) then, obviously, Πiv = v. Moreover,
(2.12) ‖v‖
C2s+k
′,λ,s,0
Ei
(XT )
≤ c
dim(Hi)∑
q=1
‖cq(t)‖Cs,0([0,T ])‖bq‖C2s+k′,λ
Ei
(X )
,
with a constant c > 0 independent on v, i.e. v ∈ C2s+k,λ,s,0Ei (XT ). Moreover, as
cq ∈ Cs,λ2 [0, T ] then, for all j ≤ s
sup
t′,t′′∈[0,T ]
t′ 6=t′′
‖∂jt′v(·, t′)− ∂jt′′v(·, t′′)‖C2(s−j)+k′,0
Ei
(X )
|t′ − t′′|λ2 ≤
dim(Hi)∑
q=1
sup
t∈[0,T ]
〈(djcq(t))/dtj〉λ
2 ,[0,T ]
‖bq‖C2(s−j)+k′ ,0
Ei
(X )
,
i.e. v ∈ C2s+k
′,λ,s,λ2
Ei (XT ). This proves that the range of operator (2.11) coincides
with the space Cs,
λ
2 ([0, T ],Hi).
As Πi is a bounded linear operator from L2Ei(X ) to the finite-dimensional space
Hi ⊂ C∞(X ) we see that, for any s′ ∈ N, 0 ≤ λ′ < 1,
sup
t∈[0,T ]
‖∂jt [Πiu(·, t)‖Cs′,λ′
Ei
(X )
= sup
t∈[0,T ]
‖Πi∂jtu(·, t)‖Cs′,λ′
Ei
(X )
≤
c1 sup
t∈[0,T ]
‖Πi∂jt u(·, t)‖L2
Ei
(X ) ≤ c2 sup
t∈[0,T ]
‖∂jtu(·, t)‖L2
Ei
(X ) ≤
c3 sup
t∈[0,T ]
‖∂jt u(·, t)‖C2(s−j)+k,λ
Ei
(X )
for all 0 ≤ j ≤ s and u ∈ C2s+k,λ,s, λ2Ei (XT ) where the existence of the constant c1 is
granted by the well known property of the finite-dimensional spaces, the constant
c2 is granted by the continuity of the projection Π
i on L2Ei(X ) and the constant c3
is granted by the continuity of the embedding C
2(s−j)+k,λ
Ei (X )→ L2Ei(X ).
Similarly, for any k′ ∈ N,
sup
t′,t′′∈[0,T ]
t′ 6=t′′
‖Πi∂jtu (·, t′)−Πi∂jtu (·, t′′)‖C2(s−j)+k′ ,0
Ei
(X )
|t′ − t′′|λ2 ≤
c1 sup
t′,t′′∈[0,T ]
t′ 6=t′′
‖Πi(∂jt u(·, t′)− ∂jt u(·, t′′))‖L2
Ei
(X )
|t′ − t′′|λ2 ≤
c2 sup
t′,t′′∈[0,T ]
t′ 6=t′′
‖∂jt u(·, t′)− ∂jt u(·, t′′)‖C2(s−j)+k,0
Ei
(X )
|t′ − t′′|λ2
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where the existence of the constant c1 is granted by the well known property of
the finite-dimensional spaces, the constant c2 is granted by the continuity of the
projection Πi and the continuity of the embedding C
2(s−j)+k′ ,0
Ei (X )→ L2Ei(X ). 
Now, if u belongs to the kernel of operator (2.9) then
(2.13) Aiu(·, t) = 0 and (Ai−1)∗u(·, t) = 0 for each t ∈ [0, T ].
This is equivalent to the fact that Πiu(·, t) = u(·, t) for each t ∈ [0, T ]. Hence the
kernel of operator (2.9) equals to Cs,
λ
2 ([0, T ],Hi).
Lemma 2.7. The pseudo-differential operator Φi induces continuous maps
(2.14) Φi : C
2s+k,λ,s, λ2
Ei+1 (XT )→ C
2s+k,λ,s, λ2
Ei (XT ) ∩ S(Ai−1)∗ ,
(2.15) Φi : C
2s+k,λ,s, λ2
Ei+1 (XT ) ∩ DAi+1 → C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ ,
satisfying (2.4), (2.5) on the space C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi .
Proof. The use of Lemma 2.3 yields
sup
t∈[0,T ]
‖∂jtΦif(·, t)‖C2(s−j)+k+1,λ
Ei
(X )
= sup
t∈[0,T ]
‖Φi∂jt f(·, t)‖C2(s−j)+k+1,λ
Ei
(X )
≤
c sup
t∈[0,T ]
‖∂jt f(·, t)‖C2(s−j)+k,λ
Ei
(X )
for all 0 ≤ j ≤ s and f ∈ C2s+k,λ,s, λ2Ei+1 (XT ). Besides,
sup
t′,t′′∈[0,T ]
t′ 6=t′′
‖Φi∂jt f (·, t′)− Φi∂jt f (·, t′′)‖C2(s−j)+k,0
Ei
(X )
|t′ − t′′|λ2 ≤
c1 sup
t′,t′′∈[0,T ]
t′ 6=t′′
‖∂jt f(·, t′)− ∂jt f(·, t′′)‖C2(s−j)+k−1,λ
Ei+1
(X )
|t′ − t′′|λ2 ≤
c2 sup
t′,t′′∈IT
t′ 6=t′′
‖∂jt f(·, t′)− ∂jt f(·, t′′)‖C2(s−j)+k,0
Ei+1
(X )
|t′ − t′′|λ2
for all f ∈ C2s+k,λ,s, λ2Ei+1 (XT ), where the constant c1 is granted by the continuity of
the operator Φi on the scale C
s,λ
Ei (X ) and c2 is a constant granted by Embedding
Theorem 1.2. Thus we conclude that operator (2.14) is bounded.
Identities (2.4), (2.5), are still valid for each t ∈ [0, T ] with t regarded as a
parameter if f ∈ C2s+k,λ,s, λ2Ei+1 (XT ) ∩ DAi+1 . Then the definition of the operator Φi
and (2.5) imply that for each f ∈ C2s+k,λ,s, λ2Ei+1 (XT ) ∩ DAi+1
(Ai−1)∗Φif = 0, A
iΦif = f − Φi+1Ai+1f −Πi+1f.
Thus, Φi maps C
2s+k,λ,s, λ2
Ei+1 (XT ) ∩ DAi+1 continuously to C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi
because of the continuity of operators (2.11), (2.14). 
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Lemma 2.8. The pseudo-differential operator Φˆi induces continuous maps
(2.16) Φˆi : C
2s+k,λ,s, λ2
Ei (XT )→ C
2s+k,λ,s, λ2
Ei+1 (XT ) ∩ SAi+1 ,
(2.17) Φˆi : C
2s+k,λ,s, λ2
Ei (XT ) ∩D(Ai−1)∗ → C
2s+k,λ,s, λ2
Ei+1 (XT ) ∩D(Ai)∗ ∩ SAi+1 ,
satisfying (2.4), (2.6) on the space C
2s+k,λ,s, λ2
Ei (XT ) ∩ D(Ai−1)∗ .
Proof. Similar to the proof of lemma 2.8. 
The statement on the range of the operator (2.9) follow because formulas (2.5),
(2.6) are still valid on the spaces C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi and C
2s+k,λ,s, λ2
Ei (XT ) ∩D(Ai−1)∗ respectively. 
Now we are ready to define the Leray-Helmholtz type projection onto the spaces
Cs,λEi (X ) ∩ S(Ai−1)∗ and C
2s+k,λ,s, λ2
Ei (XT ) ∩ S(Ai−1)∗ .
Lemma 2.9. Let s, k ∈ Z+, 0 < λ < 1. The pseudo-differential operator πi =
(Ai)∗Aiϕi +Πi on X induce continuous surjective maps
(2.18) πi : Cs,λEi (X )→ Cs,λEi (X ) ∩ S(Ai−1)∗ ,
(2.19) πi : C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi → C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ ,
(2.20) πi : C
2s+k+1,λ,s, λ2
Ei (XT )→ C
2s+k,λ,s, λ2
Ei (XT ) ∩DAi ∩ S(Ai−1)∗ ,
satisfying
(2.21) πi ◦ πiu = πiu, (πiu, u)i = (u, πiu)i, (πiu, (I − πi)u)i = 0,
for all u ∈ Cs,λEi (X ) or u ∈ C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi .
Proof. Using (2.7), (2.8) we see that
(2.22) πi = ΦiA
i +Πi on C
2s+k,λ,s, λ2
Ei (XT ) ∩DAi .
Therefore the continuity of operators (2.18), (2.19), (2.20) follows from Lemmata
2.3, 2.7, formula (2.2) and the property of complex (0.1): (Ai−1)∗ ◦ (Ai)∗ ≡ 0.
The surjectivity of the operators follows from formula (2.6). Indeed, if v ∈
Cs,λEi (X ) ∩ S(Ai−1)∗ then (2.6) and Lemma 2.3 imply
v = (Ai)∗Φˆiv + Πiv = (Ai)∗Aiϕiv +Πiv.
If v ∈ C2s+k,λ,s, λ2Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ then, using (2.6) and Corollary 2.5, we
again conclude that
v = (Ai)∗Aiϕiv +Πiv = πiv.
Next, using (2.2), (2.7), (2.8), we see that
πi ◦ πiu = ((Ai)∗Aiϕi +Πi) ◦ ((Ai)∗Aiϕi +Πi)u =
((Ai)∗Ai(Ai)∗ϕi+1Aiϕi +Πi)u = πiu
for all u ∈ Cs,λEi (X ) or u ∈ C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi .
Finally, we recall that πiu ∈ S(Ai−1)∗ and then, by (2.2),
(πiu, u)i = (π
iu, πiu+Ai−1(Ai−1)∗ϕi)i =
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= (πiu, πiu)i = (u, π
iu)i,
(πiu, (I − πi)u)i = (πiu, u)i − (πiu, πiu)i = 0
for all u ∈ Cs,λEi (X ) or u ∈ C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi . 
We finish the section with two important lemmata specifying the action of the
non-linear operator N i and its linearisations.
Lemma 2.10. Let s, k ∈ N, 0 < λ < 1. Bilinear forms (0.3) induce continuous
non-linear operators
(2.23) N i : C2s+k,λ,s, λ2Ei (XT ) ∩ DAi → C
2s+k−1,λ,s, λ2
Ei (XT ) ∩ DAi ,
(2.24) πiN i : C2s+k,λ,s, λ2Ei (XT ) ∩ DAi → C
2s+k−1,λ,s, λ2
Ei (XT ) ∩ DAi .
Proof. By the definition of πi, we see that
(2.25) (Ai−1v, πiu)i = (v, (A
i−1)∗πiu)i−1 = 0
for all v ∈ C1,λ,0,0Ei−1 (XT ), u ∈ C1,λ,0,0Ei (XT ), i.e.
(2.26) πiN i(u) = πiMi,1(Aiu, u)
for all u ∈ C2s+k,λ,s, λ2Ei (XT ). Hence Lemma 1.4 and formulas (1.1), (1.3) imply that
operatorsN i and πiN i map C2s+k,λ,s, λ2Ei (XT )∩DAi continuously to C
2s+k−1,λ,s, λ2
Ei (XT ).
Finally, as Ai ◦Ai−1 ≡ 0, then, according to Lemmata 1.4, 2.7 and (2.22),
AiN i(u) = AiMi,1(Aiu, u) ∈ C2s+k−1,λ,s,
λ
2
Ei (XT ) ∩ DAi+1 ,
AiπiN i(u) = AiΦiAiMi,1(Aiu, u) ∈ C2s+k−1,λ,s,
λ
2
Ei (XT )
if u ∈ C2s+k,λ,s, λ2Ei (XT )∩DAi . Thus, the continuity of operators (2.23), (2.24) follows
again from Lemma 1.4 and formulas (1.1), (1.3). 
Lemma 2.11. Let s, k ∈ N, 0 < λ < 1. The Fre´chet derivatives (N i)′
|u(0)
and
(πiN i)′
|u(0)
of continuous operators (2.23) and (2.24) at the point u(0) ∈ C2s+k,λ,s, λ2Ei (XT )∩
DAi equal to
(N i)′|u(0)v =Mi,1(Aiv, u(0))+Mi,1(Aiu(0), v)+Ai−1
(
Mi,2(v, u(0))+Mi,2(u(0), v)
)
,
(πiN i)′|u(0)v = πi
(
Mi,1(Aiv, u(1)) +Mi,1(Aiu(1), v)
)
,
respectively; these are the bounded linear operators
(2.27) (N i)′|u(0) : C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi → C
2s+k−1,λ,s, λ2
Ei (XT ) ∩ DAi ,
πi(N i)′|u(0) : C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi → C
2s+k−1,λ,s, λ2
Ei (XT ) ∩ DAi .
Proof. It follows from (1.3) that
N i(u)−N i(u(0)) =
Mi,1(Ai(u− u(0)), u(0)) +Mi,1(Aiu(0), u− u(0)) +Mi,1(Ai(u− u(0)), u− u(0))+
Ai−1
(
Mi,2(u− u(0), u(0)) +Mi,2(u(0), u− u(0)) +Mi,2(u− u(0), u− u(0))
)
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if u, u(0) ∈ C2s+k,λ,s, λ2Ei (XT ) ∩ DAi . Then the statement follows from Lemmata 1.4,
2.7 and 2.10 because Mi,j are bilinear forms,
Ai
(
N i(u)−N i(u(0))
)
=
Ai
(
Mi,1(Ai(u−u(0)), u(0))+Mi,1(Aiu(0), u−u(0))+Mi,1(Ai(u−u(0)), u−u(0))
)
and, according to formula (2.22) and Lemmata 1.4, 2.7,
Ai
(
Mi,1(Aiv, u(0)) +Mi,1(Aiu(0), v)
)
∈ C2s+k−1,λ,s, λ2Ei (XT ) ∩ DAi+1
Aiπi
(
Mi,1(Aiv, u(0)) +Mi,1(Aiu(0), v)
)
=
AiΦiA
i
(
Mi,1(Aiv, u(0)) +Mi,1(Aiu(0), v)
)
∈ C2s+k−1,λ,s, λ2Ei (XT ) ∩ DAi+1
if v, u, u(0) ∈ C2s+k,λ,s, λ2Ei (XT ) ∩ DAi . 
3. Parabolic operators over the Ho¨lder spaces
As usual, we denote by γt0u the restriction of a continuous function u in the layer
XT to the set {t = t0} in XT , where t0 ∈ [0, T ]. The following lemma is obvious.
Lemma 3.1. Let s, k ∈ Z+ and λ ∈ [0, 1). The restriction γ0 induces a bounded
linear operator γ0 : C
2s+k,λ,s, λ2
Ei (XT )→ C2s+k,λEi (X ).
Consider the following Cauchy problem: given a section u0 of the bundle E
i over
X , find a section u of the induced bundle Ei(t) over XT , such that
(3.1)
{
Liµu(x, t) = 0 for (x, t) ∈ X × (0, T ),
(γ0u)(x) = u0(x) for x ∈ X ,
where Liµ = ∂t + µ∆
i is an evolution operator on semiaxis t > 0 with µ > 0.
If µ > 0 then it is easily seen that the endomorphism of Eix given by the prin-
cipal symbol −µ (σ2(∆i)(x, ξ)) of the operator Liµ at any nonzero vector ξ of the
cotangent bundle T ∗xX has only real eigenvalues strictly less than zero. Therefore,
the operator Liµ is actually one of the well-known type of partial differential opera-
tors, called parabolic, which enjoy a behaviour essentially like that of the classical
equation of the heat conduction. For instance, one has as a smoothing operator the
fundamental solution t 7→ ψiµ(x, y, t) ∈ C∞(X × X , Ei ⊗ Ei∗) which generates the
solution of the Cauchy problem (3.1) for any u0 ∈ C∞Ei(X ),
(Ψ (i,in)µ u0)(x, t) =
∫
X
(u0, ∗−1ψiµ(x, ·, t))ydy.
The fundamental solution Ψ iµ is here unique by virtue of the compactness of X .
We recall briefly the Hilbert-Levi procedure for constructing the fundamental
solutions for parabolic operators, and state certain basic estimate for them, only to
the extent which we shall need later. For the details we refer the reader to [3], [4]
and elsewhere.
We can cover X by a finite number of coordinate patches U such that over each
U the bundle Ei is trivial, i.e., the restriction Ei ↾U is isomorphic to the trivial
bundle U ×Cki , where ki is the fibre dimension of Ei. Let x = (x1, . . . , xn) be local
coordinates in U . Then any section of Ei over U can be regarded as a ki-column
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of complex-valued functions of coordinates x. Under this identification, for any
u ∈ C∞Ei(U), the ki -column ∆iu of functions in U is represented by
∆iu =
∑
|α|≤2
∆iα(x) ∂
αu,
where ∆iα(x) are (ki × ki) -matrices of C∞ functions of x, by ∂α is meant the
derivative (∂/∂x1)α1 . . . (∂/∂xn)αn . So, the principal symbol of ∆i is given by
σ2(∆i)(x, ξ) = −
∑
|α|=2
∆iα(x) ξ
α
for (x, ξ) ∈ U × Rn, where ξα = ξα11 . . . ξαnn . As already mentioned, the map
σ2(∆i)(x, ξ) has only strictly negative eigenvalues for each nonzero vector ξ and
hence the following matrix is well defined for all x, y ∈ U and t > 0:
(3.2) P iU (x, y, t) =
1
(2π)n
∫
exp
(
t µσ2(∆i)(x, ξ) +
√−1 〈x− y, ξ〉 I) dξ;
here I stands for the unity matrix of type ki × ki.
It will be seen below that piU describes the principal part of singularity for the
fundamental solution of the parabolic operator Liµ in U . For that reason p
i
U is said
to be a local parametrix for this operator. Letting now∑
φ2U ≡ 1
be a quadratic partition of unity on X subordinate to a covering {U }, and consid-
ering the expression φU (x)P
i
U (x, y, t)φU (y) as a section of E
i ⊗ (Ei)∗ with support
in U × U , we define a global parametrix for Liµ by
P i(x, y, t) =
∑
U
φU (x)P
i
U (x, y, t)φU (y).
The fundamental solution ψiµ(x, y, t) of L
i
µ will then be given as the unique solution
of the integral equation of Volterra type
ψiµ(x, y, t) = P
i(x, y, t)−
∫ t
0
dt′
∫
X
(LiµP
i(·, y, t′), ∗−1ψµ(x, ·, t− t′))zdz,
the operator Liµ acting in z. Since the singularities of P
i and LiµP
i are relatively
weak, we can solve the integral equation by the standard method of successive
approximation. The kernel ψiµ(x, y, t) obtained in this way is easily verified to be
of class C∞, when t > 0, and,
u(x, t) =
∫
X
(u0, ∗−1ψiµ(x, ·, t))ydy
satisfies Liµu = 0 for t > 0 and u(x, 0) = u0(x) for all x ∈ X .
As for the estimates, note that if we define, relative to a Riemannian metric ds
on X , a distance function to be
d(x, y) = inf
∫
x̂y
ds
for x, y ∈ X , where x̂y is a path from x to y, then
(3.3) |∂αx ∂βy ψµ(x, y, t)| ≤ c
1
t
n+|α|+|β|
2
exp
(
− c′ (d(x, y))
2
t
)
14 A. PARFENOV, A. SHLAPUNOV
locally on X ′ and for each entry of the matrix. Also, as can be inferred and in fact
easily proved from (3.2) and (3.3), we get
|ψiµ(x, y, t)− P iU (x, y, t)| ≤ c
1
t
n−1
2
exp
(
− c′ (d(x, y))
2
t
)
uniformly on each compact subset of U × U , showing that locally pU yields a first
approximation to the fundamental solution ψiµ(x, y, t).
Lemma 3.2. Suppose that µ > 0 and u ∈ C∞Ei(XT ). Then, for all (x, t) ∈ XT ,
(3.4) u(x, t) = (Ψ (i,in)µ u(·, 0))(x, t) +
∫ t
0
dt′
∫
X
(Liµu(·, t′), ∗−1ψiµ(x, ·, t− t′))ydy.
Proof. As is well known, the Cauchy problem
(3.5)
{
Liµ u(x, t) = f(x, t) for (x, t) ∈ X × (0, T ),
(γ0u)(x) = u0(x) for x ∈ X .
has a unique solution in C∞Ei(XT ) for all smooth data f in XT and u0 on X . By
the above, the first term on the right-hand side of (3.4) is a solution of the Cauchy
problem with f = 0 and u0 = u(·, 0). Hence, we shall have established the lemma
if we prove that the second term is a solution of the Cauchy problem with f = Lµu
and u0 = 0. To this end, we rewrite the second summand on the right-hand side of
(3.4) in the form ∫ t
0
Ψ (i,in)µ
(
Liµu(·, t′)
)
(x, t− t′) dt′
for (x, t) ∈ XT . Obviously, the initial value at t = 0 of this integral vanishes, and
so it remains to calculate its image by Lµ. Thus, we get
Liµ
∫ t
0
Ψ (i,in)µ
(
Liµu(·, t′)
)
(x, t− t′) dt′ =
Ψ iµ
(
Liµu(·, t)
)
(x, 0) +
∫ t
0
Liµ Ψ
i
µ
(
Liµu(·, t′)
)
(x, t− t′) dt′ = Liµu(x, t).
as desired. 
For f ∈ C∞Ei(XT ), u0 ∈ C∞Ei(X ) we set
(Ψ (i,v)µ f)(x, t) =
∫ t
0
Ψ (i,in)µ (f(·, t′)) (x, t− t′) dt′,
(Ψ (i)µ (f, u0))(x, t) = (Ψ
(i,v)
µ f)(x, t) + (Ψ
(i,in)
µ u0)(x, t).
We can extend the action of the operator Ψ iµ to the scale C
2s+k,λ,s, λ2
Ei (XT ).
Lemma 3.3. Problem (3.5) has at most one solution in C
2,λ,1,λ2
Ei (XT ).
Proof. Cf. Theorem 16 in [5, Ch. 1, § 9]. 
The solution of the Cauchy problem in Ho¨lder spaces is recovered from the data
by means of the Green formula.
Lemma 3.4. Assume that µ > 0. Then, for each function u ∈ C2,λ,1,λ2Ei (XT ), it
follows that u = Ψ iµ (L
i
µu, γ0u).
Proof. See ibid. 
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Lemma 3.5. Let µ > 0, s be a positive integer, k ∈ Z+ and 0 < λ < 1. The
parabolic potentials Ψ
(i,v)
µ and Ψ
(i,in)
µ induce bounded linear operators
Ψ
(i,v)
µ : C
2(s−1)+k,λ,s−1, λ2
Ei (XT ) → C
2s+k,λ,s, λ2
Ei (XT ),
Ψ
(i,in)
µ : C
2s+k,λ
Ei (X ) → C
2s+k,λ,s, λ2
Ei (XT ) ∩ SLiµ .
Proof. See ibid. 
The next result describes the crucial property of the volume parabolic potential
Ψ iµ which we need in the sequel.
Theorem 3.6. Let µ > 0, s ∈ N, k ∈ Z+ and 0 < λ < 1. For any data f ∈
C
2(s−1)+k,λ,s−1, λ2
Ei (XT ) and u0 ∈ C2s+k,λEi (X ) the potential Ψ iµ(f, u0) is the unique
solution to problem (3.5) in the space C
2s+k,λ,s, λ2
Ei (XT ).
Proof. See ibid. 
4. The linearised Navier-Stokes type equations
Now we begin to study the operators related to a linearisation of the Navier-
Stokes equations. For this purpose, consider the following linear initial problem:
(4.1)


∂tu+ µ∆
iu+ V i0u+A
i−1p = f in X × (0, T ),
(Ai−1)∗ u = 0, (Ai−2)∗ p = 0 in X × [0, T ],
u(x, 0) = u0 in X ,
where (cf. Lemma 2.11)
V i0u =Mi,1(Aiu(0), u) +Mi,1(Aiu, u(0)) + (Ai−1)∗
(
Mi,2(u, u(0)) +Mi,2(u(0), u)
)
is the linear first order term in XT with a fixed sections u(0) of the bundle Ei(t).
Theorem 4.1. Suppose that (1.1) holds. If u(0) ∈ C0,0,0,0Ei (XT )∩DAi then for any
pair (u, p) satisfying (4.1) with f = 0 and u0 = 0,
(4.2) u ∈ C2,0,1,0Ei (XT ) ∩ S(Ai−1)∗ , p ∈ C0,0,0,0Ei−1 (XT ) ∩ DAi−1 ,
the sections u and Ai−1p are identically zero.
Proof. One may follow [15] or the proofs of Theorem 3.4 for n = 3 of [25], Theorem
5.1 below, proving the uniqueness result with the use of integration by parts. 
Lemma 4.2. Let s, k ∈ N and 0 < λ < 1. If u(0) ∈ C2s+k,λ,s, λ2Ei (XT )∩DAi then the
Leray-Helmholtz projection πi, the Fre´chet derivative (N i)′
|u(0)
and the fundamental
solution Ψ iµ induce linear bounded operators
(4.3) Ψ (i,v)µ π
i : C
2(s−1)+k,λ,s−1, λ2
Ei (XT ) ∩DAi → C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ ,
(4.4) Ψ (i,in)µ : C
2s+k+1,λ
Ei (X ) ∩ S(Ai−1)∗ → C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ ,
(4.5)
Ψ (i,v)µ π
i(N i)′|u(0) : C
2s+k,λ,s, λ2
Ei (XT )∩DAi → C
2(s+1)+k−1,λ,s+1, λ2
Ei (XT )∩DAi∩S(Ai−1)∗ .
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Proof. According to Lemmata 2.9, 2.11, 3.5, and the Embedding Theorem 1.2, for
each u(0) ∈ C2s+k,λ,s, λ2Ei (XT ) ∩ DAi we have bounded linear operators:
Ψ (i,v)µ π
i : C
2(s−1)+k,λ,s−1, λ2
Ei (XT ) ∩ DAi → C
2s+k,λ,s, λ2
Ei (XT ) ∩DAi ,
Ψ (i,in)µ : C
2s+k+1,λ
Ei (X )→ C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi ,
Ψ (i,v)µ π
i(N i)′|u(0) : C
2s+k,λ,s, λ2
Ei (XT ) ∩DAi → C
2(s+1)+k−1,λ,s+1, λ2
Ei (XT ) ∩DAi .
On the other hand,
(Ai−1)∗Liµ = L
i
µ(A
i−1)∗, ΠiLiµ = L
i
µΠ
i, ΦiL
i+1
µ = L
i
µΦi
(Ai−1)∗γ0 = γ0(A
i−1)∗,Πiγ0 = γ0Π
i, Φiγ0 = γ0Φi
by the very construction and then
πiLiµ = L
i
µπ
i, πiγ0 = γ0π
i.
Hence πiΨ
(i)
µ = Ψ
(i)
µ πi because Ψ
(i)
µ represents the inverse operator for (Liµ, γ0) on
the scale C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi . In particular,
πiΨ (i,v)µ = Ψ
(i,v)
µ π
i, πiΨ (i,v)µ = Ψ
(i,v)
µ π
i
that proves the continuity of the operators (4.3), (4.4) and (4.5). 
According to Uniqueness Theorem 4.1, the ‘pressure’ p is defined by (4.1) up
to the finitely-dimensional space Hi−1. In order to achieve the uniqueness we will
look for p being L2Ei−1(X )-orthogonal to Hi−1, i.e.
(4.6) Πi−1p(·, t) = 0 for each t ∈ [0, T ].
Now, let C
2s+k,λ,s λ2
Ei−1 (XT ) ⊖ Hi−1 stand for all sections from C
2s+k,λ,s λ2
Ei−1 (XT ),
satisfying (4.6). Then we introduce the following Banach spaces: Bk,s,λi,1 =
(4.7)
C
2s+k,λ,s, λ2
Ei (XT )∩DAi∩S(Ai−1)∗×C
2(s−1)+k,λ,s−1, λ2
Ei−1 (XT )∩DAi−1∩S(Ai−2)∗⊖Cs,
λ
2 ([0, T ],Hi−1),
(4.8) Bk,s,λi,2 = C2(s−1)+k,λ,s−1,
λ
2
Ei (XT ) ∩ DAi × C2s+k+1,λEi (X ) ∩ S(Ai−1)∗
The following lemma is just an adaptation to the particular function spaces of
the standard reduction of the linearized Navier-Stokes types equation to a pseudo-
differential equation that does not involve the ‘pressure’ p.
Lemma 4.3. Assume that s, k ∈ N and u(0) ∈ C2s+k,λ,s, λ2Ei (XT )∩DAi . Let moreover
(f, u0) be an arbitrary pair of Bk,s,λi,2 . Then there is a solution (u, p) of class Bk,s,λi,1 to
problem (4.1) if and only if there is a solution v ∈ C2s+k,λ,s, λ2Ei (XT )∩DAi ∩S(Ai−1)∗
to pseudo-differential equation
(4.9) v + Ψ (i,v)µ π
i(N i)′|u(0)v = F
with the datum F = Ψ iµ(π
if, u0) ∈ C2s+k,λ,s,
λ
2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ . Besides,
(4.10) u = v, p = Φi−1(I − πi)
(
f − (N i)′|u(0)v
)
.
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Proof. First of all, we note that πiV i0 = π
i(N i)′
|u(0)
in this case, see Lemma 2.11.
If (u, p) is a solution to problem (4.1) from class (4.7) then, applying the bounded
linear operator Ψ iµπ
i to (4.1) we see that the section u = v is a solution to (4.9)
with the datum F = Ψ iµ(π
if, u0) ∈ C2s+k,λ,s,
λ
2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ .
Let v ∈ C2s+k,λ,s, λ2Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ be a solution to (4.9) with the datum
F = Ψ iµ(π
if, u0) ∈ C2s+k,λ,s,
λ
2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ . Then by Lemma 3.4 we
conclude that
(4.11)


Liµv + π
i(N i)′
|u(0)
v = πif in X × (0, T ),
(Ai−1)∗v = 0 in X × [0, T ],
γ0 v = u0 on X .
Set (u, p) as in (4.10). As (Ai−1)∗(Ai)∗ ≡ 0, we have πi(Ai)∗ = (Ai)∗ and then(
(I − πi)
(
f − (N i)′|u(0)v
)
, (Ai)∗w
)
i
= 0
for all w ∈ C∞Ei+1(X ), i.e.
(I − πi)
(
f − (N i)′|u(0)v
)
∈ C2(s−1)+k,λ,s−1, λ2Ei (XT ) ∩DAi ∩ SAi .
Moreover, since Hi ⊂ C2(s−1)+k,λ,s−1, λ2Ei (XT )∩S(Ai−1)∗ , formula (2.21) implies that
Πi(I − πi)
(
f − (N i)′|u(0)v
)
= 0.
Then, according to Lemma 2.7 and Corollary 2.5, the section p belongs to the space
C
2(s−1)+k,λ,s−1, λ2
Ei−1 (XT ) ∩ DAi−1 ⊖Hi−1 and satisfies
(4.12) Ai−1p = (I − πi)
(
f − (N i)′|u(0)v
)
, (Ai−2)∗p = 0.
Thus, adding (4.12) to (4.11), we conclude that the pair (u, p) is a solution to (4.1)
from space (4.7) that was to be proved. 
Now we note that the scale of Ho¨lder spaces C
2s+k,λ,s, λ2
E (XT ) is coherent with the
elliptic and parabolic linear theories but it does not take into account the structure
of nonlinearity N i. We are going to slightly modify the scale C2s+k,s,λ, λ2E (XT ) by
introducing an additional Ho¨lder exponent λ′ in order to gain some ‘smoothness’
in t. Namely, for s, k ∈ Z≥0 and 0 < λ < λ′ < 1, we introduce
(4.13) C
k,s(s,λ,λ′)
E (XT ) := C
2s+k+1,s,λ, λ2
E (XT ) ∩ C
2s+k,s,λ′,λ
′
2
E (XT )
When given the norm
‖u‖
C
k,s(s,λ,λ′)
E (XT )
:= ‖u‖
C
2s+k+1,s,λ,λ
2
E (XT )
+ ‖u‖
C
2s+k,s,λ′, λ
′
2
E (XT )
.
this is obviously a Banach space. To certain extent these spaces are similar to those
with two-norm convergence which are of key importance for ill-posed problems.
Corollary 4.4. Let s, k ∈ N, 0 < λ < λ′ < 1. The following embedding is compact:
C
k,s(s,λ,λ′)
E (XT ) →֒ Ck+1,s(s−1,λ,λ
′)
E (XT ).
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Proof. By Theorem 1.2, we have 1) the space C
2s+k+1,λ,s, λ2
E (XT ) is embedded
compactly into the space C
2(s−1)+k+1,λ′,s−1,λ
′
2
E (XT ) since s + λ > s − 1 + λ′;
2) the space C
2s+k,λ′,s,λ
′
2
E (XT ) is embedded compactly into C
2s+k,λ,s, λ2
E (XT ) for
0 < λ < λ′; 3) the space C
2s+k,λ,s, λ2
E (XT ) is embedded continuously into the space
C
2(s−1)+k+2,λ,s−1, λ2
E (XT ).
Hence it follows that if S is a bounded set in the space C
k,s(s,λ,λ′)
E (XT ) given by
(4.13) then any sequence from S has a subsequence converging in the space
C
k+1,s(s−1,λ,λ′)
E (XT ) := C
2(s−1)+k+2,s−1,λ, λ2
E (XT ) ∩ C
2(s−1)+k+1,s−1,λ′,λ
′
2
E (XT ),
as desired. 
Remark 4.5. As the space C
k,s(s,λ,λ′)
Ei (XT ) is defined as an intersection of the spaces
from the scale C
2s′+k,s′,λ,λ2
Ei (XT ), we conclude that all the results on the continuity
for elliptic and parabolic potentials are still valid for it, too.
Thus, we denote by C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi the Banach space
C
k,s(s,λ,λ′)
Ei (XT ) :=
(
C
2s+k+1,s,λ, λ2
Ei (XT ) ∩ DAi
)
∩
(
C
2s+k,s,λ′,λ
′
2
Ei (XT ) ∩ DAi
)
with the norm
‖u‖
C
k,s(s,λ,λ′)
Ei
(XT )∩DAi
:= ‖u‖
C
2s+k+1,s,λ,λ
2
Ei
(XT )∩DAi
+ ‖u‖
C
2s+k,s,λ′, λ
′
2
Ei
(XT )∩DAi
.
Lemma 4.6. Let s, k ∈ N and 0 < λ < λ′ < 1. If u(0) ∈ Ck,s(s,λ,λ′) ∩ DAi then
Leray-Helmholtz projection πi, the Fre´chet derivative (N i)′
|u(0)
and the fundamental
solution Ψ iµ induce linear bounded operators
(4.14) Ψ (i,v)µ π
i : C
k,s(s−1,λ,λ′)
Ei (XT ) ∩ DAi → Ck,s(s,λ,λ
′)
Ei (XT ) ∩DAi ∩ S(Ai−1)∗ ,
(4.15) Ψ (i,in)µ : C
2s+k+2,λ
Ei (X ) ∩ S(Ai−1)∗ → Ck,s(s,λ,λ
′)
Ei (XT ) ∩DAi ∩ S(Ai−1)∗ ,
and linear compact operators
(4.16) (N i)′|u(0) : Ck,s(s,λ,λ
′)
Ei (XT ) ∩ DAi → Ck,s(s−1,λ,λ
′)
Ei (XT ) ∩ DAi .
(4.17) Ψ (i,v)µ π
i(N i)′|u(0) : Ck,s(s,λ,λ
′)
Ei (XT )∩DAi → Ck,s(s,λ,λ
′)
Ei (XT )∩DAi ∩S(Ai−1)∗ .
Proof. As operators (2.27), (4.3) and (4.5) are bounded and linear, then operators
(4.14), (4.16), (4.17) are bounded, too (see Remark 4.5). The compactness of
operators (4.16) and (4.17) follows from the continuity of operators (2.27), (4.5)
and the compact embedding described in Corollary 4.4.
Next, according to Lemma 3.5, the operator Ψ
(i,in)
µ maps the space C
2s+k+2,λ
Ei (X )
continuously to C
2s+k+2,λ,s, λ2
Ei (XT ) and Theorem 1.2 provides the continuous em-
bedding of the last space to C
2s+k+1,λ,s, λ2
Ei (XT ) ∩ DAi . On the other hand, by
Theorem 1.1, the space C2s+k+2,λEi (X ) is continuously embedded to C2s+k+1,λ
′
Ei (X )
and Lemma 3.5 implies that the operator Ψ
(i,in)
µ maps the space C
2s+k+1,λ′
Ei (X )
continuously to C
2s+k+1,λ′,s,λ
′
2
Ei (XT ). Finally, it follows from Theorem 1.2 that
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C
2s+k+1,λ′,s,λ
′
2
Ei (XT ) is continuously embedded to C
2s+k,λ′s,λ
′
2
Ei (X )∩DAi . Hence the
operator (4.15) is bounded, too. 
Theorem 4.7. Let s, k ∈ N, 0 < λ < λ′ < 1, and u(0) ∈ Ck,s(s,λ,λ′)Ei (XT ) ∩ DAi .
Then the following operator is continuously invertible:
(4.18)
I+Ψ (i,v)µ π
iV i0 : C
k,s(s,λ,λ′)
Ei (XT )∩DAi ∩S(Ai−1)∗ → Ck,s(s,λ,λ
′)
Ei (XT )∩DAi ∩S(Ai−1)∗ .
Proof. First we observe by Lemma 4.6 that the operator (I + Ψ
(i,v)
µ πiV i0 ) is a con-
tinuous selfmapping of C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ . Our next goal is to show
that this mapping is one-to-one.
Lemma 4.8. Let s, k ∈ N, u(0) ∈ C2s+k,λ,s, λ2Ei (XT )∩DAi . If v ∈ C
2s+k,λ,s, λ2
Ei (XT )∩
DAi ∩ S(Ai−1)∗ satisfies (I + Ψ iµπiV i0 )(v) = 0, then it is identically zero.
Proof. Indeed, using Lemma 4.3 we deduce that the pair (u, p), with the entry
p given by (4.10), belongs to the space Bk,s,λi,1 . It is a solution to the linearized
Navier-Stokes Equation (4.1) with the zero data f and u0. Finally, according to
the Uniqueness Theorem 4.1, we see that v ≡ 0. 
Let us finish the proof of Theorem 4.7. According to Lemma 4.6, the operator
(4.18) is Fredholm and its index equals to zero. Then the statement of the corollary
follows from Lemma 4.8 and Fredholm theorems. 
Let us introduce the following Banach spaces: Bk,s,λ,λ
′
i,1 =
(4.19)
C
k,s(s,λ,λ′)
Ei (XT )∩DAi∩S(Ai−1)∗×Ck,s(s−1,λ,λ
′)
Ei−1 (XT )∩DAi−1∩S(Ai−2)∗⊖Cs,
λ′
2 ([0, T ],Hi−1),
(4.20) Bk,s,λ,λ
′
i,2 =
(
C
k,s(s−1,λ,λ′)
Ei (XT ) ∩ DAi
)
×
(
C2s+k+2,λEi (X ) ∩ S(Ai−1)∗
)
.
By the very definition, the space Bk,s,λ,λ
′
i,j is continuously embedded to Bk,s,λi,j .
Corollary 4.9. Assume that s, k ∈ N, 0 < λ < λ′ < 1 and u(0) ∈ Ck,s(s,λ,λ′)Ei (XT )∩
DAi . Then (4.1) induces bounded linear continuously invertible operator Ailin be-
tween the Banach spaces Bk,s,λ,λ
′
i,1 and B
k,s,λ,λ′
i,2 .
Proof. Indeed, As Ai ◦Ai−1 ≡ 0, the operator
(4.21) Ai−1 : C
k,s(s−1,λ,λ′)
Ei−1 (XT ) ∩ DAi−1 ∩ S(Ai−2)∗ → Ck,s(s−1,λ,λ
′)
Ei (XT ) ∩DAi
is linear and bounded. Moreover, by (2.7), we have AiLiµ = L
i+1
µ A
i an then
(4.22) Liµ : C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ → Ck,s(s−1,λ,λ
′)
Ei (XT ) ∩ DAi
is linear and bounded, too, because of Lemma 1.3. The continuity of the operator
(Liµ + (N i)′|u(0) , Ai−1) : Bk,s,λ,λ
′
i,1 → Ck,s(s−1,λ,λ
′)
Ei (XT ) ∩ DAi ,
induced by (4.1), follows from Lemma 4.6.
Next, by the definition the operator γ0 maps the space C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi ∩
S(Ai−1)∗ continuously to the space C2s+k+1,λEi (X ) ∩ DAi ∩ S(Ai−1)∗ . But complex
(0.1) is elliptic and hence Theorem 2.1 and (2.7), (2.8) imply
γ0u = A
∗
iϕ
i+1Aiγ0u ∈ C2s+k+2,λEi (X ) ∩ S(Ai−1)∗
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and then the operator
(4.23) γ0 : C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ → C2s+k+2,λEi (X ) ∩ S(Ai−1)∗
is bounded. Therefore the operator Ailin, induced by (4.1), is bounded, too.
It is left to prove that for each pair (f, u0) from the space B
k,s,λ,λ′
i,2 , defined by
(4.20), there is a unique solution (u, p) to problem (4.1) from the space Bk,s,λ,λ
′
i,1 ,
defined by (4.19), and, moreover,
‖(u, p)‖
B
k,s,λ,λ′
i,1
≤ cµ‖(f, u0)‖
B
k,s,λ,λ′
i,2
with a positive constant cµ independent on (f, u0). But the first statement follows
from Lemmata 4.3 and 4.6, Theorems 4.7 and 4.1 and the estimate follows from
the Banach Closed Graph Theorem. 
5. The Navier-Stokes type equations as an open map
We plan to treat the Navier-Stokes equations as a nonlinear injective Fredholm
operator with open range in proper Banach spaces. Recall that a nonlinear operator
A : B2 → B2 in Banach spaces B1, B2 is called Fredholm if it has a Freche´t
derivative at each point x0 ∈ B1 and this derivative is a Fredholm linear map from
B1 to B2 (see [22]). We begin with the Uniqueness Theorem for (0.4).
Theorem 5.1. Suppose that (1.1) holds. Then for each pair (f, u0) ∈ C0,0,0,0Ei (XT )×
C0,0Ei (X ) ∩ S(Ai−1)∗ nonlinear Navier-Stokes type equations (0.4) have at most one
solution in the space C2,0,1,0Ei (XT )∩S(Ai−1)∗×C0,0,0,0Ei−1 (XT )∩DAi−1 , satisfying (4.6).
Proof. Again, one may follow the original paper [15] or the proof of Theorem 3.4
for n = 3 in [25], showing the uniqueness result by integration by parts.
Indeed, let (u′, p′′) and (u′′, p′′) be any two solutions to (0.4) from the declared
function space. Then for the difference (u, p) = (u′ − u′′, p′ − p′′) we get
(5.1) Liµu+A
i−1p = N i(u′′)−N i(u′).
As u ∈ C2,0,1,0Ei (XT ) ∩ S(Ai−1)∗ , p ∈ C0,0,0,0(XT ) ∩ DAi−1 , the sections u, Aiu,
∂tu, L
i
µu and A
i−1p are square integrable over all of X for each fixed t ∈ [0, T ].
Furthermore, the integrals (N i(u′), u)i and (N i(u′′), u)i converge, for both N i(u′)
and N i(u′′) are of class C0,0,0,0Ei (XT ) (see Lemmata 1.4 and 1.3). Then
(5.2) ∂t‖u(·, t)‖2i = 2 (∂tu, u)i,
and, since (Ai−1)∗u = 0 we easily obtain,
(5.3) (Liµu+A
i−1p, u)i =
1
2
∂t‖u(·, t)‖2i + µ‖Aiu(·, t)‖2i+1.
Therefore (5.1), (5.2) and (5.3) imply
1
2
∂t ‖u(·, t)‖2i + µ‖Aiu(·, t)‖2i+1 = (N i(u′′), u)i − (N i(u′), u)i.
As (Ai−1)∗u = 0, trivial verification shows that
(Ai−1Mi,2(u′, u′), u)i = (Ai−1Mi,2(u′′, u′′), u)i = 0.
Then, as the form Mi,1 is bilinear, we obtain
(N i(u′), u)i − (N i(u′′), u)i = (Mi,1(Aiu′, u′), u)i − (Mi,1(Aiu′′, u′′), u)i =
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(Mi,1(Aiu, u′), u)i + (Mi,1(Aiu′′, u), u)i,
and so, for all t ∈ [0, T ],
∂t ‖u(·, t)‖2i + 2µ‖Aiu(·, t)‖2i+1 = 2(Mi,1(Aiu, u′), u)i + 2(Mi,1(Aiu′′, u), u)i.
As u′, u′′ and u are of class C2,0,1,0Ei (XT ), by property (1.1) we have
2|(Mi,1(Aiu, u′), u)i| ≤ 2c(M)‖Aiu‖i+1‖u‖i‖u′‖C0,0,0,0
Ei
(XT )
≤
2µ‖Aiu‖2i+1 +
c(M)2
2µ
‖u‖2i ‖u′‖2C0,0,0,0
Ei
(XT )
,
|(Mi,1(Aiu′′, u), u)i| ≤ c(M)‖Aiu′′‖C0,0,0,0
Ei+1
(XT )
‖u‖2i ,
whence for all t ∈ [0, T ] we have
∂t ‖u(·, t)‖2i ≤
(c(M)2
2µ
‖u′‖2
C0,0,0,0
Ei
(XT )
+ c(M)‖Aiu′′‖C0,0,0,0
Ei+1
(XT )
)
‖u(·, t)‖2i .
Now we note that from the inequality x′(t) ≤ z(t)x(t) for all t in some interval of
the real axis it follows that
d
dt
(
e−Z(t)x(t)
)
≤ 0,
where Z is a primitive function for z. Therefore, since Z(t) = 2c t is a primitive for
the function z(t) = 2c, we conclude that, for all t ∈ (0, T ],
d
dt
(
e−2c t‖u(·, t)‖2i
)
≤ 0.
Pick any t ∈ (0, T ]. Then∫ t
0
d
ds
(
e−2c s‖u(·, s)‖2i
)
ds = e−2c t‖u(·, t)‖2i − ‖u(·, 0)‖2i =
e−2c t‖u(·, t)‖2i ≤ 0
because u(x, 0) = 0 for all x ∈ X . Thus, u ≡ 0 because
‖u(·, t)‖2i ≤ 0 for all t ∈ [0, T ].
It follows that Ai−1p(·, t) ≡ 0 for each t ∈ [0, T ]. As p is L2Ei(X )-orthogonal to Hi−1
we see that p ≡ 0, i.e., the solutions (u′, p′) and (u′′, p′′) coincide, as desired. 
The nonlinear Navier-Stokes equations can be reduced to a non-linear pseudo-
differential Fredholm type equation in much the same way as the corresponding
linearised equations. We proceed with an explicit description.
Lemma 5.2. Let s, k ∈ N and 0 < λ < λ′ < 1. The Leray-Helmholtz projection πi
and the fundamental solution Ψ iµ induce nonlinear continuous operators
(5.4)
Ψ (i,v)µ π
iN i : C2s+k,λ,s, λ2Ei (XT ) ∩ DAi → C
2(s+1)+k−1,λ,s+1, λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗
and nonlinear continuous compact operators
(5.5) N i : Ck,s(s,λ,λ′)Ei (XT ) ∩ DAi → Ck,s(s−1,λ,λ
′)
Ei (XT ) ∩ DAi .
(5.6) Ψ (i,v)µ π
iN i : Ck,s(s,λ,λ′)Ei (XT ) ∩ DAi → C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ .
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Proof. The continuity of operators (5.4), (5.6) follows from Lemmata 2.10 and 3.5.
Then the compactness of operators (5.5) and (5.6) follows from the continuity of
operators (5.4), (2.23) and the compact embedding described in Corollary 4.4. 
The following lemma is just an adaptation to the particular function spaces of
the standard reduction of the Navier-Stokes types equation to a pseudo-differential
equation that does not involve the ‘pressure’ p.
Lemma 5.3. Suppose that s, k ∈ N and 0 < λ < λ′ < 1. Let moreover (f, u0)
be an arbitrary pair of Bk,s,λi,2 , defined by (4.8), Then there is a solution (u, p) of
class Bk,s,λi,1 , defined by (4.7), to problem (0.4) if and only if there is a solution
v ∈ C2s+k,λ,s, λ2Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ to pseudo-differential equation
(5.7) v + Ψ (i,v)µ π
iN iv = F
with the datum F = Ψ iµ(π
if, u0) ∈ C2s+k,λ,s,
λ
2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ . Besides,
(5.8) u = v, p = Φi−1(I − πi)
(
f −N iv
)
.
Proof. It is similar to the proof of Lemma 5.3. 
We are already in a position to state an open mapping theorem for (5.7).
Theorem 5.4. Let s, k ∈ N, 0 < λ < λ′ < 1. Then the following mapping is
continuous, Fredholm, injective and open:
(5.9)
I+Ψ (i,v)µ π
iN i : Ck,s(s,λ,λ′)Ei (XT )∩DAi ∩S(Ai−1)∗ → Ck,s(s,λ,λ
′)
Ei (XT )∩DAi ∩S(Ai−1)∗ .
Proof. First we note that Lemma 5.2 implies that the operator Ψ
(i,v)
µ πiN i maps
the space C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ continuously and compactly into itself.
In particular, the mapping (5.9) is continuous. We now turn to the one-to-one
property of the mapping (5.9).
Lemma 5.5. Let s, k ∈ N and 0 < λ < 1. If F ∈ C2s+k,λ,s, λ2Ei (XT )∩DAi ∩S(Ai−1)∗
then (5.7) has no more than one solution in C
2s+k,λ,s, λ2
Ei (XT ) ∩DAi ∩ S(Ai−1)∗ .
Proof. Suppose that v′, v′′ ∈ C2s+k,λ,s, λ2Ei (XT ) ∩DAi ∩ S(Ai−1)∗ are two solutions to
(5.7). Using Lemma 3.4 we conclude that both v′ and v′′ are solutions to

Liµw + π
iN iw = LiµF in X × (0, T ),
(Ai−1)∗w = 0 in X × [0, T ],
γ0 w(x) = F (x, 0) on X .
Now Lemma 5.3 implies that the pair (v′, p′) and (v′′, p′′) are solutions to (0.4)
with f = LiµF , u0(x) = F (x, 0), x ∈ X where u′ = v′, u′′ = v′′ and
p′ = Φi−1(I − πi)
(
f −N iv′
)
, p′′ = Φi−1(I − πi)
(
f −N iv′′
)
.
Thus, by the uniqueness of Theorem 5.1, we get v′ = v′′, p′ = p′′. 
Lemma 5.5 implies immediately that the mapping in (5.9) is actually one-to-
one. Now Theorem 4.7 shows that the Freche´t derivative (I + Ψ iµπ
iN i)′
|u(0)
of the
mapping (I+Ψ iµπ
iN i) at an arbitrary point u(0) ∈ Ck,s(s,λ,λ′)Ei (XT )∩DAi ∩S(Ai−1)∗
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is a continuously invertible selfmapping of the space C
k,s(s,λ,λ′)
Ei (XT )∩DAi∩S(Ai−1)∗ .
In particular, the mapping (5.9) is Fredholm one. Then the openness of (5.9) follows
from the Implicit Mapping Theorem in Banach spaces, see for instance Theorem
5.2.3 of [9, p. 101]. 
When combined with Lemma 5.3, Theorem 5.4 implies that the Navier-Stokes
equations induce an open mapping in the function spaces under consideration.
Corollary 5.6. Let s, k ∈ N, 0 < λ < λ′ < 1. Then (0.4) induces continuous
nonlinear open injective mapping Ai from Bk,s,λ,λ
′
i,1 to B
k,s,λ,λ′
i,2 , see (4.19), (4.20).
Proof. As operators (4.21), (4.22), (4.23) (5.5) are continuous we conclude that the
mapping Ai, induced by (0.4), maps Bk,s,λ,λ
′
i,1 continuously to the space B
k,s,λ,λ′
i,2 .
It is left to prove that for any pair (u(0), p(0)) from Bk,s,λ,λ
′
i,1 , there is δ > 0 with
the property that for all data (f, u0) from B
k,s,λ,λ′
i,2 , satisfying the estimate
(5.10) ‖(f, u0)− Ai(u(0), p(0))‖
B
k,s,λ,λ′
i,2
< δ,
nonlinear equations (0.4) has a unique solution (u, p) in Bk,s,λ,λ
′
i,1 .
By Lemma Lemma 4.6, the parabolic potential Ψ iµ induces the bounded linear
operator
(5.11) C
k,s(s−1,λ,λ′)
Ei (XT ) ∩ DAi × C2s+k+2,λEi (X )→ Ck,s(s,λ,λ
′)
Ei (XT ) ∩ DAi .
We now apply Lemma 5.3 to see that u(0) is a solution to the operator equation
(I + Ψ iµπ
iN i)u(0) = g(0)0 ,
with the right-hand side g
(0)
0 := Ψ
i
µ((L
i
µ + +π
iN i)u(0), γ0u(0)), belonging to the
space C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ . Set g0 = Ψ iµ(πif, u0) which belongs to
C
k,s(s,λ,λ′)
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ by Lemmata 3.5 and 4.2.
An immediate calculations shows that
‖g0 − g(0)0 ‖Ck,s(s,λ,λ′)
Ei
(XT )∩DAi
≤ ‖Ψ iµ‖|(f, u0)− Ai(u(0), p(0))‖Bk,s,λ,λ′i,2
where ‖Ψ iµ‖ is the norm of bounded linear operator (5.11).
If δ > 0 in the estimate (5.10) is small enough, then Theorem 5.4 shows that
there is a unique solution v ∈ Ck,s(s,λ,λ′)Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ to the operator
equation v + Ψ iµπ
iN iv = g0. The pair u = v, p = Φi−1(I − πi)
(
f −N iu) belongs
to Bk,s,λ,λ
′
i,1 satisfies nonlinear equations (0.4), which is due to Lemma 5.3. Finally,
the uniqueness of the solution (u, p), follows from Theorem 5.1. 
We would like to spread the results to the case of infinity differentiable sections.
With this purpose, let us prove a theorem on the improvement of the regularity for
solutions to operator equation (5.7).
Theorem 5.7. Let s, k ∈ N, 0 < λ ≤ λ′ < 1. If v ∈ C3,λ,1,λ2Ei (XT ) ∩DAi ∩ S(Ai−1)∗
is a solution to (5.7) with datum F ∈ C2s+k,λ,s, λ2Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ then v ∈
C
2s+k,λ,s, λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ , too.
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Proof. For s = k = 1 there is nothing to prove.
Let first s = 1 and k > 1. According to Lemma 5.2, the potential Ψ iµπ
iN iv
belongs to the space C
4,λ,2,λ2
Ei (XT )∩DAi ∩S(Ai−1)∗ . Again it follows from (5.7) that
the section v belongs to C
4,λ,1,λ2
Ei (XT ) ∩DAi ∩ S(Ai−1)∗ .
If k = 2 then the statement of the theorem is proved for s = 1. If k > 2 then we
may repeat the arguments. Indeed, according to Lemma 5.2, the potential Ψ iµπ
iN iv
belongs to the space C
5,λ,2,λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ . It follows from (5.7) that the
section v belongs to C
5,λ,1,λ2
Ei (XT )∩DAi ∩S(Ai−1)∗ . Repeating the arguments (k−1)
times , we see that the section v belongs actually to C
2+k,λ,1, λ2
Ei (XT )∩DAi∩S(Ai−1)∗ .
This proves the theorem for s = 1 and k > 1.
Now we may finish the prove by the induction with respect to s. Assume that
the statement of the theorem holds true for s = s′. Let us show that it is valid
for s = s′ + 1, too. Indeed, let the datum F belong to C
2(s′+1)+k,λ,s′+1,λ2
Ei (XT ) ∩DAi ∩S(Ai−1)∗ . By the Embedding Theorem 1.2 the solution v belongs to the space
C
2s′+k+2,λ,s′,λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ . Then, according to the inductive assump-
tion, the solution v to (5.7) belongs to C
2s′+k+2,λ,s′,λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ , too.
Now it follows from Lemma 5.2 that the potential Ψ iµπ
iN iv belongs to the space
C
2(s′+1)+k+1,λ,s′+1,λ2
Ei (XT )∩DAi ∩S(Ai−1)∗ and then (5.7) implies that v belongs to
C
2(s′+1)+k,λ,s′+1,λ2
Ei (XT ) ∩ DAi ∩ S(Ai−1)∗ , which was to be proved. 
Next, fix a real number λ′ ∈ (0, 1) and consider the Fre´chet spaces C∞Ei(XT ) and
C∞Ei(X ) endowed with the family of the semi-norms{
‖ · ‖
C
s(s,λ′/2,λ′)
Ei
(XT )
}
s∈Z+
{
‖ · ‖
Cs,λ
′
Ei
(X )
}
s∈Z+
,
respectively. Embedding Theorem 1.1 and 1.2 imply that the Ho¨lder semi-norms
on these spaces may be replaced by the standard families of the semi-norms{
‖ · ‖C2s,0,s,0
Ei
(XT )
}
s∈Z+
,
{
‖ · ‖Cs,0
Ei
(X )
}
s∈Z+
,
respectively, defining the same topologies (see, for instance, [9, Chapter II, Example
1.1.4, p. 134]).
Corollary 5.8. The mapping
(5.12) I+Ψ iµπ
iN i : C∞Ei(XT ) ∩ S(Ai−1)∗ → C∞Ei(XT ) ∩ S(Ai−1)∗
is injective and open. Moreover, its range is connected.
Proof. Let v(0) ∈ C∞Ei(XT ) ∩ S(Ai−1)∗ be an element belonging to the range of the
map (5.12).
Fix λ′ ∈ (0, 1). It follows from Theorem 5.4 that there exists a number δ > 0
such that section v(1) ∈ C∞Ei(XT ) ∩ S(Ai−1)∗ satisfying
(5.13) ‖v(1) − v(0)‖
C
1,s(1,λ′/2,λ′)
Ei
(XT )
< δ,
belongs to the range of the map (5.9) with s = k = 1, i.e. there is a section
v ∈ C1,s(1,λ′/2,λ′)Ei (XT ) satisfying
(5.14) (I + Ψ iµπ
iN i)v = v(1).
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Therefore v ∈ C∞Ei(XT ) ∩ S(Ai−1)∗ because of the Regularity Theorem 5.7.
Finally, as the space C∞Ei(XT ) ∩ S(Ai−1)∗ is connected. the range is connected,
too, because the map is continuous, which was to be proved. 
Corollary 5.9. Equations (0.4) induce a continuous, injective mapping Ai from
C∞Ei(XT )∩S(Ai−1)∗×C∞Ei−1(XT )∩S(Ai−2)∗⊖C∞([0, T ],Hi−1) to the space C∞Ei(XT )×
C∞Ei(X ) ∩ S(Ai−1)∗ . The range of this mapping is open and connected.
Proof. The continuity of map follows from Lemma 5.2. Its injectivity follows from
Uniqueness Theorem 5.1. Finally, the statement on the open and connected range
follows from Lemma 5.3 and Corollary 5.8. 
According to Lemma 5.3, an Existence Theorem for mapping (5.9) on the scale
C
k,s(s,λ,λ′)
Ei (XT )∩DAi immediately results on an Existence Theorem for the Navier-
Stokes type Equations (0.4). Similar conclusion can be made on mapping (5.12)
and the mappings from Corrolaries 5.6, 5.9. Thus, Theorem 5.4 and Corollary 5.8
suggest a clear direction for the development of the topic: one can take into account
the following property of the so-called clopen set.
Corollary 5.10. Let s, k ∈ N and 0 < λ < λ′ < 1. If the range of the mapping
(5.9) (or (5.12) or the mappings from Corrolaries 5.6, 5.9) is closed then it coincides
with the whole destination space.
Proof. Since the destination space is convex, it is connected. As is known, the only
clopen (closed and open) sets in a connected topological vector space are the empty
set and the space itself. Hence, the range of the mapping I + Ψ iµπ
iN i is closed if
and only if it coincides with the whole destination space. For other mappings the
proof is similar. 
As we noted in the introduction, the main motivative example of this paper
is concerned with the Navier-Stokes type Equations associated with the de Rham
complex {di,Λi} over the manifold X , see, for instance, [23, §1.2.6], where
(5.15) M1,1(w, u) = ⋆(⋆w ∧ u), M1,2(v, u) = ⋆(u ∧ ⋆v)/2,
with ⋆ being the ⋆-Hodge operator acting on exterior differential forms. In this
way, taking the 3-dimensional torus T3 as X and identifying 1-differential forms on
T3 with periodic vector fields over R3, Corollaries 5.6 and 5.9 are Open Mapping
Theorems for the Navier-Stokes Equations in the so-called periodic setting, see [26,
Ch. 1, §2, §3] because in this situation we have
A0 = d0 = ∇, A1 = d1 = rot, (A0)∗ = (d0)∗ = −div, (A−1)∗ = (d−1)∗ = 0
and N 1(v), defined by (0.3) and (5.15), gives precisely (0.5), see [21].
It is worth to note that no apriori estimates for solutions to the non-linear Navier-
Stokes type equations were used to achieve the stability property – it is sufficient to
use the standard estimates for solutions to linear elliptic and parabolic equations in
a uniqueness class for the original non-linear problem that is fit for any dimension
n ≥ 2. However, for the existence of even weak solutions to (0.4) one should assume
that the bilinear forms Mi,1 have additional properties, see [12], [25], [19] for the
properties of the so-called trilinear form. This means that the stability property is
only a first step toward an Existence Theorem for regular solutions to (0.4).
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