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Abstract
Explicit expressions for the well-known Szegö limits are obtained for the cases when the
upper and lower triangular parts of the Toeplitz matrix are determined separately by the Taylor
series of rational matrix functions and the exponential growth of the entries is permissible. ©
2002 Elsevier Science Inc. All rights reserved.
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0. Introduction
The infinite Toeplitz (or block Toeplitz) matrices are matrices of the form S ={
sj−k
}∞
k,j=1 with the m×m (1  m <∞) entries sp. The asymptotics of the deter-
minants
Dn := det S(n)
(
S(n) := {sj−k}nk,j=1)
is essential for the characterization of S. Fundamental results on the asymptotics of
Dn have been obtained by G. Szegö for nonnegative matrices S (S(n)  0, n > 0).
Various generalizations of the famous Szegö limit theorems constitute an important
and interesting domain of the linear algebra of stuctured matrices (see [2–4,10,13] for
E-mail address: al_sakhnov@yahoo.com (A. Sakhnovich).
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some references). Most of the results are formulated in terms of the matrix function
(ξ) (|ξ | = 1) of which the matrix Fourier coefficients are the entries s−p of S. This
matrix function is traditionally called the symbol of S. A special attention was paid
and more explicit formulas were obtained for the case of the rational symbol  (see
[1,5–8] and references therein). In the pioneering [5] paper, where the scalar case
m = 1 was treated, the determinants Dn = det S(n) were expressed via the zeros of
the numerator and denominator of the rational . A “realization” technique from the
system theory was used in [7] and beautiful results in terms of the realization of the
rational matrix function  were obtained. (One can find some of these results in
the book [4].) An important subclass of Toeplitz matrices denoted by Pκ is formed by
the matrices S = S(∞) such that all the reductions S(n)(n > n0(S)) have precisely
κ negative eigenvalues. If S(∞) ∈ Pκ , then the series ∑∞p=−∞ spξp diverges on
T = {ξ : |ξ | = 1} and one cannot speak about the symbol in the traditional sence.
The analogues of the Szegö limit theorems for S(∞) ∈ Pκ(m = 1) were given in
[11] (see also [12]). The case S(∞) ∈ Pκ (m  1) and a more general situation when
S is determined by two holomorphic at zero matrix functions
ϕ(λ) = sϕ +
∞∑
p=1
s−pλp, ψ(µ) = sψ +
∞∑
p=1
spµ
p (s0 := sϕ + sψ), (0.1)
was treated in [13]. Finite rank Toeplitz perturbations of the initial Toeplitz matrices
have been included in the theory in this way, in particular. Here we shall consider
a special case where ϕ(1/λ) and ψ(1/µ) are proper rational. The conditions, the
determinants Dn and the Szegö limits will be expressed explicitly via realizations of
ϕ and ψ , which was impossible for the general case considered in [13].
We shall put also
(ξ) = ϕ(ξ)+ ψ(1/ξ). (0.2)
If the rational functions ϕ(λ) and ψ(µ) have no poles in the closed unit circle, then
(ξ) =∑∞p=−∞ s−pξp, i.e.,  is a symbol in the traditional sence. Moreover, if we
suppose additionally that ψ(µ) is a proper rational function, then (ξ) is a rational
function without poles on T and at ξ = 0. Conversely, if (ξ) is a rational function
without poles on T and at ξ = 0 it can be presented in the form (0.2), where a rational
function ϕ and a proper rational function ψ have no poles in the closed unit circle.
Under certain restrictions the case of Toeplitz matrices determined by such ϕ and
ψ was treated in [7]. Namely, it was supposed additionally that (0) = Im, where
Im is an m×m identity matrix, that arg det(eit )|πt=−π = 0 and that det(ξ) /= 0
on T. In terms of the minimal realization (ξ) = Im + ξC(Ir − ξA)−1B the con-
dition det(ξ) /= 0 on T means that A× := A− BC does not have eigenvalues on
T. Under this condition we modify the arguments of [7] for the essentially more
general situation, where ϕ(λ) and ψ(µ) can have poles in the closed unit circle. The
condition arg det(eit )|πt=−π = 0 used in [7] to show that the matrices A and A×
have the same number of eigenvalues outside the counter-clockwise oriented T is not
necessary for our purposes.
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In Section 1 the determinants Dn, their asymptotics and the Szegö limits are ex-
pressed explicitly via realizations of ϕ and ψ . The connections between the Szegö
limits and matrix functions  given by (0.2) are studied in Section 2. Some simple
examples are given in Section 3.
1. Szegö limits
Let ψ(µ) and ϕ(λ) be holomorphic at zero rational m×m matrix functions and
suppose additionally that ψ(µ) is a proper rational matrix function. Then ψ and ϕ
admit [9] the representations (so-called realizations)
ψ(µ) = sψ + µC1(Ir1 − µA1)−1B1,
ϕ(λ) = sϕ + λC2(Ir2 − λA2)−1B2, (1.1)
where sψ and sϕ are m×m matrices, Ck are m× rk matrices, Bk are rk ×m matri-
ces, Ak are rk × rk matrices (k = 1, 2) and detA1 /= 0. In view of (0.1) representa-
tions (1.1) are equivalent to the representations
sp =


C1A
p−1
1 B1, p > 0,
sψ + sϕ, p = 0,
C2A
−p−1
2 B2, p < 0.
(1.2)
Introduce now matrices
R1 :=


C1A
−1
1
C1A
−2
1
...
C1A
−n
1

 , R2 :=
[
B1 A1B1 · · · An−11 B1
]
,
H = {hkj}nk,j=1 := S(n)− R1R2.
(1.3)
Notice that by (1.2) and (1.3) matrix H is lower triangular:
hkj = 0 for k < j, detH =
n∏
k=1
det hkk. (1.4)
Recall that n1 × n2 and n2 × n1, respectively, matrices X and Y satisfy the identity
det(In1 +XY) = det(In2 + YX). (1.5)
Then, supposing that detH /= 0, by (1.3) and (1.4) we have
Dn=det(H + R1R2) = detH det(Imn +H−1R1R2)
=
(
n∏
k=1
dethkk
)
detVn, Vn := Ir1 + R2H−1R1. (1.6)
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Put now
A =
[
A−11 0
0 A2
]
, B =
[
A−11 B1
B2
]
, P =
[
Ir1 0
0 0
]
, (1.7)
C = h−10
[−C1A−11 C2] , h0 = hkk = s0 − C1A−11 B1,
A× = A− BC, (1.8)
where A and P are r × r matrices (r = r1 + r2). (Notice that the condition detH /= 0
is equivalent to the condition deth0 /= 0.) Suppose that det(A× − ξIr ) /= 0 on T and
denote by P× the Riesz projection for A× corresponding to the eigenvalues outside
T (T is counter-clockwise oriented). The important asymptotics of Dn = det S(n)
similar to the one from [7] is the main result of the paper:
Theorem 1.1. Let matrix S = {sj−k}∞k,j=1 be determined by the rational ϕ and ψ
of the form (1.1), i.e., the entries sp be determined by (1.2). Suppose additional-
ly that det h0 /= 0, detA1 /= 0 and det(A× − ξIr ) /= 0 on T. Then the asymptotical
relation
lim
n→∞Dn(det h0)
−n(detA1)−n
(
det
(
Ir − P× + P×A×
))−n
= det ((Ir − P)(Ir − P×)+ PP×) (1.9)
is valid.
Proof. As deth0 /= 0 the lower triangular matrix H given by (1.3) is invertible. In
view of (1.2), (1.3), (1.7) and (1.8) we derive
hkj = C2Ak−j−12 B2 − C1Aj−k−11 B1 = h0CAk−j−1B for k > j, (1.10)
and it can be checked now by the direct calculation that
H−1 = H× :=
{
h×kj
}n
k,j=1 ,
where
h×kj = 0 for k < j,
h×kk = h−10 ,
h×kj = −C
(
A×
)k−j−1
Bh−10 for k > j.
(1.11)
Indeed, in view of A× = A− BC it follows
k−1∑
i=1
(A×)k−i−1BCAi−1 = Ak−1 − (A×)k−1 (k  1). (1.12)
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From (1.4), (1.10), (1.11) and (1.12) we get the result
n∑
i=1
hkih
×
ij =


0 for k < j,
Im for k = j,
h0C
(
Ak−j−1 −∑k−1i=j+1 Ak−i−1
×BC(A×)i−j−1 − (A×)k−j−1
)
Bh−10 = 0 for k > j,
(1.13)
i.e., H−1 = {h×kj}nk,j=1. Supposing for a while that detA2 /= 0 and taking into
account (1.8) we rewrite the first two formulas in (1.3) as
R1 = −


h0C
h0CA
...
h0CAn−1

P, P =
[
Ir1
0
]
, (1.14)
R2 = P∗
[
A−1B A−2B . . . A−nB
]
.
According to (1.11), (1.12) and (1.14) we have
H−1R1=−
{
C
(
(A×)k−1
)
P
}n
k=1 ,
R2H
−1R1=−P∗
(
n∑
i=1
A−iBC
(
A×
)i−1)
P (1.15)
=P∗ (A−n (A×)n − Ir)P.
Relations (1.6), (1.7) and (1.15) yield
Vn = An1P∗
(
A×
)n
P. (1.16)
Passing to the limit we prove (1.16) without the restriction detA2 /= 0. Thus, ac-
cording to (1.16) and the second equality in (1.8), the first relation in (1.6) takes the
form
Dn = (det h0)n det
(
An1P
∗ (A×)nP) . (1.17)
Let us consider detP∗
(
A×
)n
P now. Recall the definition of P in (1.7) and notice
that
detP∗
(
A×
)n
P = det (Ir − P + P (A×)n) . (1.18)
We shall use a representation(
Ir − P + P
(
A×
)n) = Qn (Ir − P× + P×A×)n , (1.19)
where
Qn =
(
Ir − P + P
(
A×
)n) (
Ir − P× + P×A×
)−n
. (1.20)
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The invertibility of Ir − P× + P×A× follows from the fact that P× is the Riesz pro-
jection for A× corresponding to the eigenvalues outside T. In view of (1.17)–(1.19)
the statement of the theorem will be proved if we show that
lim
n→∞Qn = (Ir − P)
(
Ir − P×
)+ PP×. (1.21)
For this purpose rewrite (1.20) as
Qn=(Ir − P)
(
Ir − P× + P×A×
)−n + P (A×)n (Ir − P× + P×A×)−n
=(Ir − P)
(
Ir − P× + P×A×
)−n + P ((Ir − P×)A× + P×)n . (1.22)
Here we used the following equalities:((
Ir − P×
)
A× + P×) (Ir − P× + P×A×) = A×,
i.e.,
A×
(
Ir − P× + P×A×
)−1 = (Ir − P×)A× + P×,
A×
(
Ir − P×
) = (Ir − P×)A×,
and
A×P× = P×A×.
As (1.22) yields (1.21) the theorem is proved. 
Corollary 1.2. Supposing that the conditions of Theorem 1.1 are fulfilled and
det
(
(Ir − P)
(
Ir − P×
)+ PP×) /= 0 both Szegö limits, the first and the second,
respectively, are given by the formulas
G(S) := lim
n→∞
Dn+1
Dn
= det h0 detA1 det
(
Ir − P× + P×A×
)
, (1.23)
lim
n→∞
Dn
G(S)n
= det ((Ir − P) (Ir − P×)+ PP×) . (1.24)
Proof. By the asymptotical formula (1.9) we can rewrite limn→∞Dn+1/Dn in the
form
lim
n→∞
Dn+1
Dn
= limn→∞Dn+1
(
det h0 detA1 det
(
Ir − P× + P×A×
))−n−1
limn→∞Dn
(
det h0 detA1 det
(
Ir − P× + P×A×
))−n
× deth0 detA1 det
(
Ir − P× + P×A×
)
,
which yields (1.23). By (1.23) we can rewrite the left-hand side of (1.24) in the form
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lim
n→∞
Dn
G(S)n
= lim
n→∞
Dn(
det h0 detA1 det
(
Ir − P× + P×A×
))n
and apply (1.9) to get (1.24). 
Remark. One can easily notice that similar to [7] the condition
det
(
(Ir − P)
(
Ir − P×
)+ PP×) /= 0
is equivalent to the two equalities
kerP ∩ ImP× = 0, kerP× ∩ ImP = 0, (1.25)
where Im means image. In particular, the necessary condition dim ImP× = dim ImP
= r1 follows from (1.25). By the definition of P equalities (1.25) can be rewritten in
the form
ker[Ir1 0]P× = kerP×, ker[0 Ir2](Ir − P×) = ker(Ir − P×). (1.26)
2. Connections with 
The widely used formula on the connection between the Szegö limit G(S) and
the symbol  of S:
G(S) = exp
{
1
2π
∫ π
−π
ln det(eit )dt
}
(2.1)
was proved by G. Szegö for S ∈ P0, m = 1 and under some other additional condi-
tions. In many interesting papers the validity of (2.1) was proved for other classes
of Toeplitz matrices (see the Refs. in [2–4,10,13]). In this section we shall consider
the connection between G and the generalization  of the symbol that we define in
(0.2). Following [7] we shall at first derive the equality
det(ξ) = det h0 det
(
(Ir − ξA)−1
(
Ir − ξA×
))
. (2.2)
Indeed, from (0.2) and (1.1) it follows that
(ξ)=s0 + ξC2
(
Ir2 − ξA2
)−1
B2 + C1
(
ξIr1 − A1
)−1
B1
=h0 + ξC2
(
Ir2 − ξA2
)−1
B2
+C1
(
A−11 +
(
ξIr1 − A1
)−1)
B1. (2.3)
Simple calculations show that
A−11 +
(
ξIr1 − A1
)−1 = −ξA−11 (Ir1 − ξA−11 )−1 A−11 . (2.4)
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Thus, in view of (1.8), relations (2.3) and (2.4) yield
(ξ) = h0
(
Im + ξC (Ir − ξA)−1 B
)
. (2.5)
Using identity (1.5) we obtain now
det
(
Im + ξC (Ir − ξA)−1 B
)
= det (Ir − ξA)−1 (Ir − ξA+ ξBC) . (2.6)
From (2.5) and (2.6) follows (2.2).
Denote now the eigenvalues of A and A× by ξi(A) and ξi(A×), respectively. By
(2.2) we have
det(ξ) = (det h0)
r∏
i=1
1 − ξξi
(
A×
)
1 − ξξi (A) . (2.7)
Therefore, we can define ln det on T so that
ln det(ξ) = ln deth0 +
r∑
i=1
ln(1 − ξξi(A×))−
r∑
i=1
ln(1 − ξξi(A))
where the functions ln(1 − ξξi) are continuous on T (except possibly one point). One
can easily compute the equalities
exp
{
1
2π
∫ π
−π
ln
(
1 − ceit
)
dt
}
=
{
1 for |c|  1,
−c for |c| > 1. (2.8)
Assume further without loss of generality that
|ξi(A)| > 1 for 1  i  l(A), |ξi(A)|  1 for l(A) < i  r,
|ξi(A×)| > 1 for 1  i  l(A×), |ξi(A×)| < 1 for l(A×) < i  r.
Then by (2.8) the right-hand side of (2.1) admits the representation
exp
{
1
2π
∫ π
−π
ln det(eit )dt
}
= (−1)l(A)+l(A×) (deth0)
∏l(A×)
i=1 ξi
(
A×
)
∏l(A)
i=1 ξi(A)
. (2.9)
Notice that
det
(
Ir − P× + P×A×
) = l(A
×)∏
i=1
ξi
(
A×
)
. (2.10)
From (2.9) and (2.10) it follows:
(−1)l(A)+l(A×)

l(A)∏
i=1
ξi(A)

 (detA1) exp
{
1
2π
∫ π
−π
ln det(eit )dt
}
= (det h0) (detA1) det
(
Ir − P× + P×A×
)
. (2.11)
Compare the right-hand sides of (1.23) and (2.11) to obtain:
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Corollary 2.1. Suppose that the conditions of Corollary 1.2 are fulfilled. Then we
have
G(S)=(−1)l(A)+l(A×)

l(A)∏
i=1
ξi(A)


× (detA1) exp
{
1
2π
∫ π
−π
ln det(eit )dt
}
, (2.12)
where  is defined in (0.2), l(A×) = r1.
Recall now that in view of (1.7) we have
detA = detA2
detA1
. (2.13)
Remark. If detA2 /= 0, then detA /= 0 and ∏ni=l(A)+1 ξi(A) /= 0, in particular. So
by (2.13) we have
l(A)∏
i=1
ξi(A) = detA∏n
i=l(A)+1 ξi(A)
= detA2
(detA1)
∏n
i=l(A)+1 ξi(A)
,
and formula (2.12) can be rewritten as
G(S)=(−1)l(A)+l(A×) detA2∏n
i=l(A)+1 ξi(A)
× exp
{
1
2π
∫ π
−π
ln det(eit )dt
}
. (2.14)
Formulas (2.12) and (2.14) generalize the expressions for the first Szegö limit G via
symbol  for the case of  of the form (0.2). It would be interesting to generalize
for this case different other symbol related results. For S ∈ Pκ some analogues of
formulas (2.12) and (2.14), with the poles of ϕ(λ) in the unit circle being used instead
of the eigenvalues of A outside the unit circle, one can find in [11–13].
3. Examples
Example 1. Consider matrix S with the entries s0 = c + 1 (c /= 0), sp = ap (a /= 0,
|a| /= 1) for p /= 0. Then we put
ψ(ξ) = c + 1
2
+
∞∑
p=1
apξp = c + 1
2
+ aξ
1 − aξ ,
(3.1)
ϕ(ξ) = c + 1
2
+
∞∑
p=1
a−pξp = c + 1
2
+ a
−1ξ
1 − a−1ξ .
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Thus, functions ψ and ϕ admit realizations (1.1) with C1 = a, A1 = a, B1 = 1 and
C2 = a−1, A2 = a−1, B2 = 1. Taking into account (1.7) and (1.8) we obtain now
A = a−1I2, h0 = c,
B =
[
a−1
1
]
, C = c−1 [−1 a−1] ,
A× =
[(
1 + c−1) a−1 −c−1a−2
c−1
(
1 − c−1) a−1
]
.
(3.2)
According to (3.2) we have ξ1
(
A×
) = ξ2 (A×) = a−1 and either P× = 0 or(
I2 − P×
) = 0. So det ((I − P) (I − P×)+ PP×) = 0 and the conditions of Cor-
ollary 1.2 are not fulfilled. Nevertheless we can use formula (1.17). Notice that
CB = 0. Therefore we have (A×)n = (A− BC)n = An − na1−nBC, i.e.,
P∗
(
A×
)n
P = a−n
(
1 + c−1n
)
.
By (1.17) we get
Dn = cn
(
1 + c−1n
)
. (3.3)
Example 2. Here we shall consider S determined by the rational ψ and ϕ:
ψ(ξ) = 1 +
∞∑
p=1
a
p
ψξ
p = 1
1 − aψξ (aψ /= 0),
(3.4)
ϕ(ξ) = 1 +
∞∑
p=1
apϕ ξ
p = 1
1 − aϕξ .
Then, according to (0.2), (1.1), (1.7) and (1.8) we have
(ξ) = ϕ(ξ)+ ψ
(
1
ξ
)
= aϕξ
2 − 2ξ + aψ
(aϕξ − 1)(ξ − aψ) , (3.5)
C1 = aψ, A1 = aψ, B1 = 1,
C2 = aϕ, A2 = aϕ, B2 = 1, h0 = 1,
A =
[
a−1ψ 0
0 aϕ
]
, B =
[
a−1ψ
1
]
,
C = [−1 aϕ] , A× =
[
2a−1ψ −a−1ψ aϕ
1 0
]
.
(3.6)
From (3.6) it follows
ξ1,2
(
A×
) = a−1ψ ±
√
a−1ψ
(
a−1ψ − aϕ
)
. (3.7)
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Suppose further that we can choose the branch of the square root so that∣∣ξ1 (A×)∣∣ > 1, ∣∣ξ2 (A×)∣∣ < 1.
As the eigenvectors of A× have the form[
ξ1
(
A×
)
1
]
and
[
ξ2
(
A×
)
1
]
,
respectively, we see that
P× = 1
ξ1
(
A×
)− ξ2 (A×)
[
ξ1
(
A×
)
1
] [
1 −ξ2
(
A×
)]
,
(I2 − P)
(
I2 − P×
)+ PP×
= 1
ξ1
(
A×
)− ξ2 (A×)
[
ξ1
(
A×
) −ξ1 (A×) ξ2 (A×)
−1 ξ1
(
A×
) ] .
So
det
(
(I2 − P)
(
I2 − P×
)+ PP×) = ξ1
(
A×
)
ξ1
(
A×
)− ξ2 (A×) /= 0
and the conditions of Corollary 1.2 are fulfilled. Therefore, formulas (1.23) and
(1.24) imply:
G(S) = aψξ1
(
A×
)
, lim
n→∞
Dn(
aψξ1
(
A×
))n = ξ1
(
A×
)
ξ1
(
A×
)− ξ2 (A×) , (3.8)
where ξ1,2
(
A×
)
are given by (3.7). Moreover (3.5) can be rewritten as
(ξ) =
(
1 − ξ1
(
A×
)
ξ
) (
1 − ξ2
(
A×
)
ξ
)
(
1 − aϕξ
) (
1 − a−1ψ ξ
)
and in view of (2.8) the same result G(S) = aψξ1
(
A×
)
follows from (2.12).
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