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RÉSUMÉ
Dans un syste`me temps re´el multitaˆches, le partage de struc-
tures de donne´es impose la synchronisation des ope´rations
de mise a` jour et conduit a` des acce`s se´quentiels. Ce qui ne
permet pas de profiter pleinement des ressources processeur
disponibles. Dans cet article, nous pre´sentons un nouveau
type de structure de donne´es adapte´ aux environnements
temps re´el multiprocesseur. Les donne´es sont stocke´es dans
les feuilles permettant une synchronisation locale. L’e´qui-
librage de la structure n’est plus effectue´ lors des mises a`
jour mais dans les temps creux du syste`me. Nous montrons
son efficacite´ en mesurant les temps de re´ponse moyen et en
estimant le comportement pire cas.
Mots clés
Structures de donne´es, concurrence, multi-processeur, temps
re´el.
1. INTRODUCTION
La spe´cification RTSJ (Real-Time Specification for Java) [6]
offre les outils permettant le de´veloppement d’applications
temps re´el avec le langage Java sans limitation quand aux
structures propose´es par Java. Ces dernie`res n’offrent tou-
tefois pas le de´terminisme ne´cessaire au temps re´el.
Lors de la conception d’une application, le choix du type
de structure de donne´es utilise´ de´pend des proprie´te´s re-
cherche´es. L’utilisation d’une table d’association (ou table
de hachage) peut s’ave´rer inte´ressante pour stocker un gros
volume de donne´es avec une contrainte forte sur les temps
d’acce`s. Mais si on ne dispose que d’une tre`s faible capa-
cite´ me´moire – dans le cadre d’applications embarque´es par
exemple – et que le volume de donne´es est limite´, on pre´fe´-
rera utiliser un tableau.
Et bien que bon nombre de structures propose´es par Java
soient conc¸ues pour une utilisation concurrente, les me´ca-
nismes mis en oeuvre se limitent souvent a` la pose d’un ver-
rou global sur la structure. Mais des efforts sont fait pour
proposer des API plus adapte´es aux contraintes temps re´el.
Dans [3], Dautelle propose un ensemble de structures pour
Java dont le comportement est de´terministe. Nous allons
pre´senter une structure de donne´es d’arbre binaire de re-
cherche relaˆche´, l’arbre chromatique, propose´e par Guibas
et Sedgewick [7] et nous allons montrer que son utilisation
est de´terministe. Cette dernie`re est de´rive´e de l’arbre rouge-
noir, structure permettant entre autre d’implanter une table
d’association cle´-valeur ou` les donne´es sont trie´es par ordre
de cle´ croissante. Nous verrons comment une telle structure
relaˆche´e peut ame´liorer les performances d’une application
les utilisant dans un contexte multiprocesseur.
Le reste de cet article est organise´ comme suit. Dans la Sec-
tion 2, nous pre´sentons la spe´cification pour Java temps
re´el. Dans la Section 3, nous pre´sentons notre conception
des structures de donne´es pour le temps re´el. Nous expli-
quons le fonctionnement de l’arbre rouge-noir et nous voyons
comment il peut eˆtre modifie´ pour re´duire les temps de blo-
cage dans un environnement multiprocesseur. Dans la Sec-
tion 4, nous commentons les re´sultats des simulations que
nous avons re´alise´es avec nos implantations de ces struc-
tures. Enfin, dans la Section 5, nous concluons en proposant
quelques perspectives a` ce travail.
2. RTSJ
Les objectifs de la Spe´cification Java pour le Temps Re´el
(RTSJ) [6] sont doubles : e´tendre les APIs de Java pour
programmer des applications temps re´el et spe´cifier les ca-
racte´ristiques d’une machine virtuelle Java Temps Re´el (RT-
JVM). Les solutions retenues portent sur la gestion des prio-
rite´s et l’ordonnancement des thread. De nouveaux mode`les
de thread sont propose´s en fonction de leur mode d’activa-
tion : synchrones (RealtimeThread) et asynchrones (AsyncE-
ventHandler). La spe´cification permet de leur associer des
parame`tres temporels (couˆt, pe´riode, e´che´ance). Un controˆle
de la charge du syste`me peut eˆtre effectue´ a` priori par appel
a` une me´thode d’analyse d’ordonnanc¸abilite´ mais aussi en
ligne par le jeu de de´tecteurs de fautes et des handler de
traitement associe´s. On pourra par exemple de´tecter des de´-
passements de couˆt ou le non respect de la pe´riodicite´ mini-
male d’un thread sporadique ainsi que le de´passement d’une
e´che´ance. Second e´le´ment important, les moniteurs utilise´s
pour les synchronisations doivent implanter un algorithme
qui borne les inversions de priorite´ [14]. Enfin RTSJ revisite
la gestion de la me´moire Java et divise la me´moire en re´-
gions. Le tas ge´re´ par le garbage collector du syste`me qu’il
soit temps re´el ou pas. La me´moire scope qui peut eˆtre de´-
truite si et seulement si aucune entite´ ordonnanc¸able ne lui
est associe´e. La me´moire immortelle pour laquelle les objets
asocie´s ont la meˆme dure´e de vie que l’application. L’utilisa-
tion d’un garbage collector temps re´el n’est pas obligatoire,
toutefois de nombreux travaux comme ceux de´crit dans [12]
ont conduit a` l’inte´gration de ce type d’objets dans plu-
sieurs RTJVM (Perc,JamaicaVM). Pour aller plus loin dans
la compre´hension de cette spe´cification, les lecteurs pourront
se re´fe´rer aux ouvrages [13] et [4]. Plus re´cemment un nou-
vel appel a` spe´cification (JSR-282) a e´te´ publie´e et ouvre la
spe´cification aux environnements multiprocesseurs.
3. STRUCTURE DE DONNÉES POUR LE
TEMPS RÉEL
Dans cette section nous pre´sentons la structure d’arbre rouge-
noir dans un premier temps. Nous de´crivons ensuite les mo-
difications apporte´es a` cette structure pour obtenir un arbre
chromatique. Enfin, nous voyons pourquoi cette structure est
plus performante dans un environnement multiprocesseur.
Avant de pre´senter ces structures de donne´es, nous de´finis-
sons ce qui pour nous caracte´rise une structure de donne´es
temps re´el.
De´finition 1. Une structure de donne´e temps re´el est
une structure de donne´e :
– dont le comportement est de´terministe ;
– pour laquelle on dispose des outils ne´cessaires au calcul de
son couˆt d’exe´cution pire cas.
3.1 Coût d’exécution pire cas (WCET)
L’estimation des dure´es pire cas d’exe´cution est un proble`me
complexe. La sous estimation des cette dure´e pire cas peut
conduire a` des de´passements (fautes temporelles) lors de
l’exe´cution du syste`me voire des de´faillances dans certains
cas (non respect de l’e´che´ance). Il existe deux manie`res d’es-
timer la dure´e d’exe´cution pire cas (WCET) d’une taˆche [8]
. L’une repose sur l’analyse dite statique du code, me´thode
tre`s complexe et non portable car les instructions analyse´es
de´pendent de l’architecture sous jacente (binaire). Dans le
cas de syste`mes Java, le binaire ne sera produit que lors
de l’exe´cution. Dans certains cas, l’analyse du bytecode est
toutefois possible comme dans certains cas ou` le processeur
e´xe´cute en natif du code Java (JOP) [11] . Nous utilisons
une approche plus empirique dite dynamique qui consiste a`
effectuer un ensemble d’exe´cutions et a` extraire de ces me-
sures la pire valeur.
3.2 Arbre rouge-noir
La structure d’arbre rouge-noir est connue depuis longtemps
et a e´te´ pre´sente´e pour la premie`re fois par Bayer et al. [1].
Il s’agit d’un arbre binaire de recherche. Un arbre est une
structure compose´e de noeuds relie´s entre eux par des arreˆtes
et qui est de´pourvu de cycle. Un arbre binaire est un arbre
ou` chaque noeud peut avoir au plus 2 noeuds fils. Un arbre
binaire de recherche est un arbre binaire ou` chaque noeud n
est soumis aux contraintes suivantes :
– tout noeud n doit posse´der une donne´e servant de cle´ ;
– tout noeud appartenant au sous-arbre gauche de n doit
avoir une cle´ dont la valeur est infe´rieure ou` e´gale a` la
valeur de la cle´ de n ;
– tout noeud appartenant au sous-arbre droit de n doit avoir
une cle´ dont la valeur est supe´rieure a` la valeur de la cle´
de n.
Dans le cas d’un arbre binaire de recherche e´quilibre´, c’est-
a`-dire lorsque la diffe´rence des hauteurs de deux sous-arbres
n’exce`de pas 1, les ope´rations de recherche et de mise a`
jour prennent un temps O(log(N)) ou` N est le nombre de
noeuds dans l’arbre. Un arbre rouge-noir est un arbre bi-
naire de recherche qui a la proprie´te´ de s’e´quilibrer apre`s
chaque ope´ration de mise a` jour pour pouvoir garantir ce
temps O(log(N)). Les noeuds de l’arbre contiennent une va-
leur binaire (rouge ou noir) en plus de la cle´ qui permet
de renseigner sur l’e´tat de l’arbre. Apre`s une insertion ou
une suppression au niveau du noeud ni, la couleur de ni
est mise a` jour, et cette mise a` jour peut se re´percuter jus-
qu’a` la racine. Dans le cas ou` un de´se´quilibre est de´tecte´, en
fonction de la couleur des noeuds, un balancement est ope´re´
pour re´tablir l’e´quilibre de l’arbre. Bien que les ope´rations
de maintenance d’un arbre rouge-noir puissent paraˆıtre com-
plique´es, cette structure offre de bonnes performances et est
toujours utilise´e. En effet, l’API de Java fournit une struc-
ture de donne´es, TreeMap, qui est une table d’association
ou` les cle´s sont trie´es suivant un ordre donne´. Tre`s re´cem-
ment, un nouvel ordonnanceur de processus a e´te´ ajoute´ au
noyau Linux, le Completly Fair Scheduler, qui utilise comme
structure de donne´e sous-jacente un arbre rouge-noir [10, 9].
Au regard de la De´finition 1, l’arbre rouge-noir ne nous
apparaˆıt pas comme e´tant une structure temps re´el. En ef-
fet, il est tre`s difficile de pre´voir en fonction de l’ope´ration
de mise a` jour si un e´quilibrage sera fait et quel serait le
couˆt de cet e´quilibrage. Il reste tout de meˆme la possibite´ de
calculer un couˆt d’exe´cution ou` on conside`re que l’arbre est
toujours dans le pire e´tat de de´se´quilibre. Une ope´ration de
mise a` jour (insertion ou suppression), dans le pire cas, peut
induire un rebalancement complet de l’arbre. Cela signifie
qu’une taˆche voulant effectuer une mise a` jour ou simple-
ment une recherche dans l’arbre devra attendre qu’aucune
autre taˆche n’utilise l’arbre. Il faut donc mettre en place un
me´canisme de verrouillage global sur l’ensemble de la struc-
ture. Plus le nombre de taˆche voulant avoir acce`s a` l’arbre est
grand, et plus le temps de blocage sera important. Ce phe´-
nome`ne peut avoir des conse´quences dramatiques s’il s’agit
d’une application temps re´el car certains protocoles de syn-
chronisation e´changent les priorite´s des taˆches pour e´viter
les interblocages. Une taˆche de forte priorite´ peut ainsi eˆtre
bloque´e par une taˆche de priorite´ plus faible pendant un
temps tre`s long.
3.3 Arbre chromatique
Les arbres chromatiques sont aussi des arbres binaires de re-
cherche. A` la diffe´rence des arbres rouge-noir, ils ne sont pas
automatiquement e´quilibre´s. De plus, les noeuds ne contiennent
plus une valeur binaire (rouge ou noir) pour spe´cifier leur
structure interne, mais une valeur entie`re spe´cifiant un poids.
Ils ont e´te´ propose´s en re´ponse aux inconve´nients des arbres
rouge-noir expose´s a` la fin de la sous-section pre´ce´dente.
Dans un arbre chromatique, les donne´es sont stocke´es dans
les feuilles – les noeuds qui n’ont pas fils – et les noeuds in-
ternes servent uniquement a` guider la recherche. Ainsi, une
10
6
8
42
6
2 4
6 108
2 6
4
8
10
2
4
8
6 10
8
4
2
6
84
2
red
black
a)
b)
Figure 1: E´quilibrage a) d’une arbre rouge-noir, b)
d’un arbre chromatique
taˆche peut inse´rer ou supprimer une donne´e dans l’arbre sans
en changer la structure interne. Lorsqu’une donne´e doit eˆtre
inse´re´e (ou supprime´e) et que la recherche de l’emplacement
de cette donne´e s’est termine´e dans le noeud nf , un verrou en
e´criture doit eˆtre pose´ sur nf pour empeˆcher tout autre mo-
dification de ce noeud. Plusieurs taˆches peuvent ainsi faire
des recherches dans l’arbre pendant qu’une autre taˆche faire
une mise a` jour de l’arbre. Ce comportement est rendu pos-
sible car aucun e´quilibrage n’est effectue´ apre`s une mise a`
jour et l’arbre reste donc dans un e´tat stable. Nous pou-
vons tout de meˆme remarquer que dans le pire cas, a` cause
de l’absence d’e´quilibrage, l’arbre chromatique peut devenir
une liste. Cela se produit notamment lorsque toutes les don-
ne´es sont inse´re´es de manie`re ordonne´e (suivant l’ordre des
cle´s). Pour pallier a` ce phe´nome`ne, un algorithme a e´te´ pro-
pose´ pour e´quilibrer un arbre chromatique apre`s plusieurs
ope´rations de mise a` jour succcessives. Cet algorithme ne´-
cessite le verrouillage complet de l’arbre. Il consiste a` par-
courir l’arbre et a` effectuer des rotations lorsque les poids
des noeuds ont des valeurs particulie`res. Il faut donc pro-
ce´der a` cet e´quilibrage pendant qu’aucune taˆche n’utilise
la structure. C’est pourquoi nous avons propose´ d’effectuer
cet e´quilibrage dans les temps creux du syste`me, c’est-a`-dire
lorsqu’aucune taˆche de l’application n’est active [5]. Enfin,
pour pouvoir estimer le couˆt d’exe´cution pire cas d’utilisa-
tion d’un arbre chromatique, il faut pouvoir estimer le couˆt
pire cas de l’e´quilibrage. Heureusement, le nombre d’ope´ra-
tions de l’algorithme est borne´ en fonction du nombre de
mises a` jour effectue´es dans l’arbre.
The´ore`me 1. (Boyar et Larsen [2]) Soit un arbre conte-
nant initialement |T | noeuds. Conside´rons que k insertions
et s suppressions ont e´te´ faites dans l’arbre. Alors le nombre
de rebalancements ne´cessaires pour e´quilibrer l’arbre est borne´
par (k + s)(blog2(N + 1)c − 1)− s, ou` N = |T |+ 2k.
Dans la Figure 1, nous donnons un exemple d’arbre rouge-
noir et chromatique.
4. RÉSULTATS DE SIMULATION
Pour nos premie`res simulations, nous avons implante´ une
structure respectant l’interface de la collection TreeMap, mais
utilisant un arbre chromatique a` la place d’un arbre rouge-
noir (disponible a` l’adresse http ://igm.univ-mlv.fr/AlgoTR/
codes/javartstruct.tar.bz2 ) . Nous l’avons compare´ avec la
collection TreeMap originale sur une architecture monopro-
cesseur. Nous montrons dans la Figure 2 que le couˆt des
insertions dans le pire cas, c’est-a`-dire des donne´es dont les
cle´s sont trie´es. Nous voyons que le couˆt de l’insertion dans
l’arbre chromatique est le´ge`rement plus faible mais qu’il
tend a` se confondre avec celui de l’insertion dans un arbre
rouge-noir. Dans cette simulation, nous n’avons pas e´quilibre´
l’arbre chromatique. C’est pourquoi les performances se de´-
gradent si vite. En effet, la` ou` le parcours de l’arbre ne´cessite
log(N) ope´rations de comparaison de cle´ dans l’arbre rouge-
noir, il en ne´cessite N dans l’arbre chromatique. Bien que le
couˆt d’une ope´ration de mise a` jour dans l’arbre chromatique
soit alle´ge´ du couˆt de l’e´quilibrage, la hauteur de l’arbre peut
augmenter plus vite que celle d’un arbre rouge-noir. Il faut
donc mettre en place un me´canisme d’e´quilibrage lorsque
l’arbre chromatique est trop de´se´quilibre´.
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Figure 2: Comparaison des couˆts d’insertion pire cas
entre un arbre rouge-noir et un arbre chromatique
Nous avons fait d’autres test d’exe´cution sur une architec-
ture multiprocesseur / multicoeur. Comme nous ne dispo-
sons pas encore de machine virtuelle Java respectant les
contraintes ne´cessaires pour faire du temps re´el multipro-
cesseur, nous avons implante´ une version en C/POSIX des
arbres rouge-noir et chromatiques pour pouvoir profiter des
me´canismes de priorite´ et de synchronisation temps re´el (dis-
ponible a` l’adresse http ://igm.univ-mlv.fr/AlgoTR/codes/crtstruct.tar.bz2 ).
Pour e´viter les proble`mes de mesure lie´s a` l’allocation dyna-
mique de me´moire, nous avons implante´ pour ces structures
un allocateur me´moire en temps constant. Nous avons exe´cu-
ter la simulation sur une machine disposant de 2 processeurs
incluant chacun 4 coeurs. Nous avons fait varier le nombre de
(thread) de 2 a` 64 pour pouvoir e´valuer les performances des
structures dans un environnement fortement concurrent. Les
donne´es inse´re´es sont ge´ne´re´s ale´atoirement. Nous montrons
donc dans la Figure 3 le couˆt d’insertion moyen. Encore une
fois, nous n’avons pas proce´de´ a` l’e´quilibrage de l’arbre chro-
matique. Nous pouvons constater que dans le cas de l’arbre
rouge-noir, le couˆt des ope´rations est fortement impacte´ par
les temps de blocage.
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matique
5. CONCLUSIONETDÉVELOPPEMENTFU-
TUR
Nous avons pre´sente´ une structure de donne´es utilise´e dans
des applications re´elles (TreeMap ou ordonnanceur CFS de
Linux). Nous avons montre´ que cette structure n’e´tait pas
force´ment adapte´e pour une utilisation dans une application
temps re´el devant s’exe´cuter sur une architecture multipro-
cesseur. Nous avons donc pre´sente´ une structure modifie´e
et montre´ en quoi elle est mieux adapte´e pour l’estimation
du couˆt d’utilisation dans le pire cas. Nous avons aussi pre´-
sente´ nos re´sultats de simulation base´es sur des implanta-
tions en C et en Java. Notre objectif est maintenant de pro-
poser d’autres structures modifie´es permettant d’ame´liorer
des structures existantes.
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