Let f ∈ S k (Γ 0 (N ), ψ) be a newform that is p-ordinary (i.e. a p (f ) is coprime to p), and ρ f the associated Galois representation. We find the special value L p (1, ρ f ⊗ ρ f ). We define the analytic L-invariant of a "motivic" Galois representation, and show how this special value relates to work of Greenberg and Hida on finding L p (Ad(ρ f )). In particular, we reduce finding this value to showing an equality of p-adic L-functions similar to a well-known relation of archimedean L-functions. This provides evidence for a conjecture of Greenberg, which is originally based on a conjecture of Mazur, Tate, and Teitelbaum.
Overview and History
Beginning in [MTT86] , L-invariants arise as an obstruction to using p-adic L-functions to study special values of archimedean L-functions. Following the historical development, we'll start by recalling the case of elliptic curves.
Elliptic curves
Let E be an elliptic curve defined over Q, and suppose that E has good ordinary or multiplicative reduction at an odd prime p. Let a p (E) = p + 1 − #E(F p ), and let Ω E be a real period for E. In [Maz72] , Mazur uses modular symbols to construct a p-adic L-function L p (s, E) associated to E, with the following interpolation property:
where L ∞ (s, E) is the usual Hasse-Weil L-function for E. Now, in the case that a p (E) = 1, i.e. E has split multiplicative reduction at p, one conjectures that L p (s, E) vanishes to higher order at s = 1 than its archimedean counterpart. In this case, we say that L p (s, E) has an exceptional zero (or trivial zero) at s = 1. In [MTT86] , Mazur, Tate, and Teitelbaum define the (p-adic) L-invariant of E, L p (E), to be the quantity satisfying
and further conjecture that
Here log p is Iwasawa's p-adic logarithm, and q E is a Tate period for E (see [Sil94] , Thm. V.5.3). Greenberg and Stevens prove this conjecture in [GS93] by the following approach. Since E is defined over Q, it must be modular. Let f E be the associated newform. As a p (f E ) = a p (E) = 1 is coprime to p, we know f E is p-ordinary, so it must live in a Hida family. Mazur, Tate, and Teitelbaum construct a p-adic L-function associated to a modular form f satisfying fairly general conditions (actually to a pair (f, α) where α is an "allowable" p-root; see §I.12 of their paper), in particular for f E . Looking at the p-adic L-function L p (s, f E ), Greenberg and Stevens view both s and f as variables, with s varying over Z p , f varying over the Hida family containing f E , and use this extra degree of freedom to prove the above formula for the L-invariant. One has that L p (s, E) satisfies a functional equation relating its values at s and 2 − s. The fact that their evaluation point s = 1 is exactly the "center" for this functional equation is a crucial ingredient in their argument.
In [MTT86] , Mazur, Tate, and Teitelbaum point out that the definition of the L-invariant as in (1) is really an invariant of the Galois representation ρ E,p attached to E at p (even to its restriction to a decomposition group at p). They show (see §I.15 of their paper) that the phenomenon of exceptional zeros should arise in many other cases. However, they conjecture a proposed formula for the L-invariant only in the case corresponding to an elliptic curve with split multiplicative reduction, as above. In general, let us call the value satisfying an equation like (1) the analytic L-invariant, which we will denote by L an
In [Gre94] , Greenberg considered the question of when a compatible system V = {V } of Galois representations should give rise to an exceptional zero, in the case that V is ordinary at p. In order to do this, one must first attach a p-adic L-function to V , which can only be done conjecturally in most cases. Following the motivic framework described in [CPR89] and [Coa91] , Greenberg outlines when an exceptional zero should arise, and what the definition of an L-invariant should be in terms of relating an archimedean and p-adic L-value, which we will call L an p (V ). Then, by carefully studying V and various Selmer groups attached to it, Greenberg gives a recipe for producing a value which he conjectures is the L-invariant for V . Let us call this L-invariant defined by Greenberg (see Equation (23) in [Gre94] ) the arithmetic L-invariant, which we denote L arith p (V ). Then Greenberg's conjecture (see Equations (5) and (25), loc. cit.) is the statement that
We should point out that this is by no means the only conjecture for the value of the L-invariant; for a survey of other definitions, mostly relating to p-adic Hodge theory, see Colmez's survey [Col05] .
Analytic L-invariants of p-adic motivic L-functions
We now briefly describe the (usually conjectural) definition of L an p (V ), following [Gre94] and [CPR89] , referring to the latter for all needed definitions. Note, however, the following unfortunate coincidence of notation: in [CPR89] , they write L ∞ (V, s) for the Euler factor of an archimedean L-function at infinity (i.e. a product of gamma factors), whereas we use L ∞ (s, V ) to denote the archimedean L-function for V . As suggested by the title of the section, we have in mind a family of representations coming from a motive defined over Q.
Let V = {V } be a strictly compatible system of Galois representations (in the sense of Serre [Ser97] ). Suppose that p is unramified for V , and that V is p-ordinary. Suppose also that 1 is a critical value for V . Choose a Deligne period Ω V (or Ω(V )) for V (which is only well-defined up to units). Let µ n represent the group of n th roots of unity, and µ p ∞ be the group of all p-power roots of unity. Let
We write φ 0 for the trivial character, and
One can also associate a p-adic L-function to V , which is in fact a function on Hom(Γ, Q × p ). This function is defined by an interpolation property, relating its value L p (φ) at φ of finite order to the value L ∞ (1, V, φ). Let κ : Γ → (1 + pZ p ) be the restriction of the p-adic cyclotomic character to Γ. Then we have a (p-adic analytic) map
where E(V p ) is a product of "Euler-like" factors associated to the local representation at p.
Definition. We say that V has an exceptional zero at s = 1 if E(V p ) = 0.
As in [Gre94] , by examining the conjectural shape of the factor E(V p ), one can define a subproduct E (V p ) which does not vanish. It is worth noting that once one does this, in fact |E (V p )| p = 1, i.e. it is a p-adic unit. Let e be the number of factors one removes from E(V p ) to obtain E (V p ). If L ∞ (s, V ) vanishes to order r, then r + e is the conjectured order of vanishing of L p (s, V ) at s = 1.
Definition. With notation as above
Note that in the case that L ∞ (1, V ) does not vanish, we have that the order of L p (s, V ) at s = 1 is e if and only if L an p (V ) = 0. In general, one expects that e is exactly the difference between the order of vanishing of L p and L ∞ at the exceptional zero.
Adjoint square Galois representations
We now state our results. First, we fix once and for all embeddings Q → Q p for each p and Q → C, and identify elements of Q with their images under these embeddings whenever appropriate. Let | · | p be the valuation on Q p normalized so that |p| p = p −1 . Let f ∈ S k (Γ 1 (N ), ψ) be a newform of weight k ≥ 2, i.e. a normalized eigenform for all the Hecke operators, with Nebentypus character ψ having conductor prime to p. Let n≥1 a n (f )q n be its Fourier expansion. We can associate to f a strictly compatible family
(If {V } is a system of strictly compatible Galois representations, we often abbreviate this as V .) We suppose in all that follows that f satisfies the following two conditions:
2. The primitive Hecke algebra homomorphism associated to f satisfies one of the equivalent conditions (4.5a,b) in [Hid88] . This is equivalent to saying that a certain deformation ring associated to ρ f be Gorenstein. As in the remarks following Theorem 1.1 of [Hid04] , this condition has been verified in many cases.
Let ρ f be the contragredient representation to ρ f , i.
This acts trivially on the subspace of trace zero matrices, and we call this subrepresentation the adjoint representation Ad(ρ f ). That is, one has the well-known identity
Here 1 denotes the trivial representation. (A word of caution: some authors use the term "adjoint representation" for the representation on all matrices, and call Ad 0 (ρ f ) what we have called Ad(ρ f ).) This identity immediately gives rise to the identity of archimedean L-functions
A natural question is to ask whether a similar statement holds in the case of p-adic L-functions, i.e. do we also have an identity of the form
In this case, since f is ordinary at p, our question is not merely a conjectural one -all of the L-functions above have been constructed. In [Hid88] , Hida constructs the p-adic L-function associated to ρ f ⊗ ρ f , and in [Hid90] , he constructs L p (s, Ad(ρ f )). (The construction of L p (s, Ad(ρ f )) interpolating only along the cyclotomic line (i.e. the s-line) had previously been done by Coates and Schmidt in [CS87] .) In both cases, Hida creates several variable p-adic L-functions, which view f as a variable as well, running over the Hida family containing it. We will state these results more precisely below. While we suspect that the equality (4) might be true, it is probably too hasty to conjecture this for all s. Instead, let us consider the behavior as s → 1. We know that ζ p (s) has a simple pole at s = 1, with residue (1 − p −1 ). Furthermore, we know that L p (s, Ad(ρ f )) has an exceptional zero at s = 1, i.e. 1 is a critical value for Ad(ρ f ) and the interpolation factor E(Ad(ρ f )) vanishes. This means that we have a formula
Now, if a statement like (4) were to hold, it would mean that the value of L p (s, ρ f ⊗ ρ f ) at s = 1 would be the product of the residue of ζ p at s = 1 and the value of the first derivative of L p (s, Ad(ρ f )) at s = 1, or
In [Hid04] , Hida uses Greenberg's "recipe" to calculate
where a p (f ) only makes sense once one views a p as a function on the Hida family containing f . Here γ is a (multiplicative) generator for Γ ∼ = 1 + pZ p . We can now state our result. If Greenberg's conjecture is true for
(Ad(ρ f )), then this would allow one to calculate the value of L p (1, ρ f ⊗ ρ f ) based on an equality like (4) at s = 1. Using previous work of Hida, we show that this value is correct. Theorem 1. Let f be a newform satisfying the two hypotheses above. Then one has the evaluation formula
We make a few short remarks about the method of proof. The proof begins with the same basic idea as that in [GS93] , which is to vary f and g in p-adic families, and exploit a relationship between a twovariable and three-variable p-adic L-function (similar to the one-variable and two-variable functions used by Greenberg and Stevens). However, this is the only common ingredient to the two proofs. In our case the point of evaluation is no longer the "reflex point" for our functional equation, which relates the values at s and 1 − s. As a result, we make no appeal to the functional equation for
Hida's p-adic L-functions
We describe the p-adic L-functions constructed by Hida in [Hid88] , briefly recalling some of the notations, and referring to that paper for all undefined symbols and terminology. Let f ∈ S k (Γ 0 (N ), ψ) and g ∈ S l (Γ 0 (N ), ξ) be newforms with k, l ≥ 2, where the conductors of ψ and ξ are prime to p, and suppose that f , g are both ordinary at p. Write the Fourier expansions as f = n≥1 a n (f )q n , g = n≥1 a n (g)q n .
Consider the Hida families F and G containing f and g. We can view F as a family of p-adic modular forms {F w } w∈U , which satisfies a number of important properties. Here U is an open p-adic neighborhood of k. For our purposes, we need only know that F k = f , F w is associated to a classical newform of weight w for w ∈ U ∩ Z, and a p (F w ) is a p-adic analytic function of w. Let O, I, and Λ be as in [Hid88] , so that O is a valuation ring finite flat over
] is the Iwasawa algebra, and I is a normal integral domain finite flat over Λ. By replacing O by a finite extension, we may assume that O is integrally closed in I. Then we can view our set U as a subset of the dual Hom O (I, Q p ). Given γ ∈ Γ a topological generator, we can identify O[[X]] ∼ = Λ → I via 1 + X ↔ γ. We call P ∈ U an arithmetic point if it induces 1 + X → γ k · ε(γ) on Λ, for ε a finite order character of Γ. Given an arithmetic point P , we often write P k,ε for k, ε as above. In particular, for F the Hida family containing f , we write F P for the member of the family corresponding to P , which is associated to a newform of weight k and character εψω −k , where ω is the Teichmüller character. Our choice of generator γ ∈ Γ also gives an identification
as a subalgebra of I⊗I. We write P , Q for the parameters on the Hida family corresponding to F, G, respectively.
Hida defines two different p-adic L-functions for the pair F, G. The primary function he introduces is written D(P, Q, R), and roughly corresponds to what we would call L p (s, ρ F P ⊗ ρ G Q ). It p-adically interpolates the values of Shimura's imprimitive function D(s, f, g) times an Euler factor at p, which are closely related to the values of L ∞ (s, ρ F P ⊗ ρ G Q ). The construction of this p-adic L-function is the primary purpose of [Hid88] . The second L-function he introduces is written D (P, Q), and basically interpolates the values of L ∞ (1, ρ F P ⊗ ρ G Q ), times a different Euler factor at p. The importance of D is that it is not just the restriction of D(P, Q, R) to the "plane" corresponding to s = 1. Write P 0 = P 0,id , which is the value of R corresponding to s = 1. (It might be better to call this point P 1 , since it corresponds to evaluating at s = 1; however, since this would likely cause confusion, we refrain.) The key formula for our purposes is the one relating these two functions in the case F = G. In this case, the formula reads
where
Clearly, E (P, Q) has a zero along the line P = Q, so in order to evaluate D(P, Q, P 0 ) anywhere on this line, we need to understand the behavior of D (P, P ). Hida provides a formula for doing exactly that. We summarize the results we need in the following theorem, which is all contained in Thms. 5.1d and 5.1d' from [Hid88] , along with some of the surrounding discussion. Here we write X(P ) for P (X).
Theorem 2 (Hida). Suppose that F = G. Then D (P, Q) has a simple pole along the line P = Q, and we have that
Note that the formula as stated here is not precisely the one in [Hid88] , as the factor of 1/2 does not appear there. This is because in this paper, he normalizes the Λ-adic Eisenstein series so that its constant term is ζ p (s), as opposed to the usual normalization with constant term ζ p (s)/2. The 1/2 exactly compensates for this. This is also the normalization used later, for example in [Hid93] , Thm. 7.4.3.
Proof of Theorem 1
We now prove Theorem 1. We begin by expanding a p (F P ) in a power series, which we can do as a p is analytic. We let P k,ε be the point corresponding to our original form f , and fix a generator γ ∈ Γ. Notice that given an identification with 1 + X(P k,ε ) = ε(γ)γ k , we can compose with the automorphism of X) ), the formula in Theorem 2 above is invariant under this change of coordinates (it simply scales both sides by the same factor of ε(γ) −1 γ −k ). We expand a p (F) in a power series as
Then, using the identification of Λ⊗Λ ∼ = O[[X, Y ]] as above, we have
Now, on the line P = Q (i.e. X = Y ) we write E = (X − Y )Ẽ, and we havẽ
We combine this with Hida's theorem above, and we have
Now, as we mentioned above, D(P, Q, R) differs slightly from the normalization of p-adic L-functions used by Greenberg. Specifically, D(P, Q, R) interpolates the values of Shimura's so-called "imprimitive" Lfunction D(s, f, g) (defined, e.g., on the first page of [Hid88] ). In the case that g = f ρ (the complex conjugate form to f ), this function is the product of L ∞ (s, ψξ) with an L-function that matches that of Sym 2 (ρ f ) up to finitely many Euler factors. However, Greenberg's conjecture is formulated in the framework of [CPR89] , which means it uses the "complete" L-function L ∞ (s, ρ f ⊗ ρ g ) instead of D(s, f, g); we need to adjust our values accordingly.
All of the tools we need for the calculation are already nicely presented elsewhere, so we content ourselves with giving references. The relationship between these two functions, and in particular the calculation of their Euler factors at every prime (not just the unramified ones) is carefully done in [Sch88] , §1-2. The calculation of Deligne periods for all of the motives involved here is clearly presented in §4 of [Hid88] . We will need a handful of special value calculations for L ∞ (s, Ad(ρ f )) and D(s, f, g), all of which can be found in §5 of [Hid81] . Let H be a generator of the annihilator of the module of congruences for F (see [Hid88] , (4.3a) and surrounding discussion for the precise definition, or see [Gha02] for an excellent introduction to the study of congruences between modular forms in general). Then Theorem 4.5 in [Hid88] and the surrounding discussion give very precise formulas for H(P ) and the Deligne periods for ρ f ⊗ ρ g and Ad(ρ f ).
We now look at the interpolation property of D(P, Q, R), which is given in Thm. 5.1d of [Hid88] . This says that H(P )D(P, Q, R) is a p-adic analytic function (in some neighborhood of the weights of f and g) interpolating the values of D divided by a suitable period. (One can view H(P ) as a factor that adjusts between the period Ω(P, Q, R) of D and the product of the periods of ψξ and Ad(ρ f ), corresponding to the definition of D as a product of these.) Then the p-adic L-function we want to work with is given by L p (s, ρ f ⊗ ρ g ) = (cw) −1 S(P )H(P )D(P, Q, R).
We now specialize this to the case P = Q = P k,ε , R = P 0 . Combining a number of computations in [Hid00] with Thm. 4.5 of [Hid88] , we find that (cw) −1 H(P k,ε ) gives the value −4 · L ∞ (1, Ad(ρ f ))/Ω(Ad(ρ f )). This factor of -4 looks suspicious at first, but writing it as (2i) 2 , we see that it comes from the difference between the choice of π versus 2πi as the period for the zeta function. (Indeed, Shimura's standard choice is generally π, whereas Deligne's is generally 2πi; this explains many of the seemingly mysterious factors of 2 and i appearing in these formulas.) To see where this factor comes from in this case, we can compare the formula for (cw)
−1 H(P k,ε ) in [Hid88] to the formula for L ∞ (1, Ad(ρ f )) found in Theorem 5.16 of [Hid00] . These two differ exactly by a factor of −4. Of course, the Deligne period is merely a choice up to units, so as p > 2, one could simply absorb the "spurious" factor of −4 into our period and disregard the −4 altogether.
Finally, looking at the definition of S(P ) in (5.6) of [Hid88] , we find that this is exactly the modified interpolation factor E (Ad(ρ f )) (which is also found in [Hid90] ). Combining all of the above computations together, we have that
This completes the proof of Theorem 1.
