Abstract. The Hat Game (Ebert's Hat Problem) got much attention in the beginning of this century; not in the last place by its connections to coding theory and computer science. This paper studies Ebert's hat problem with three persons and three colors, where the probabilities of the colors may be different (asymmetric case) . All players guess simultaneously the color of their own hat observing only the hat colors of the other players. It is also allowed for each player to pass: no color is guessed. The team wins if at least one player guesses his hat color correct and none of the players has an incorrect guess. Our goal is to maximize the probability of winning the game and to describe winning strategies. Exact winning probability in case of three or more players and three or more colors is only known in the symmetric case with three players and three colors. In this paper we extend the notion of adequate set to more colors. The construction of adequate sets is independent of underlying probabilities and we can use this fact in the analysis of the asymmetric case. Another point of interest is the fact that computational complexity using adequate sets is much less than using standard methods.
1
Introduction Hat puzzles were formulated at least since Martin Gardner's 1961 article [8] . They have got an impulse by Todd Ebert in his Ph.D. thesis in 1998 [6] . Buhler [2] stated: "It is remarkable that a purely recreational problem comes so close to the research frontier". Also articles in The New York Times [17] , Die Zeit [1] and abcNews [16] about this subject got broad attention. The symmetric hat problem (two colors) with = 2 − 1 players is solved in [7] , using Hamming codes, and with = 2 players in [5] using extended Hamming codes. Lenstra and Seroussi [15] show that in symmetric case (two colors), and for any value of , playing strategies are equivalent to binary covering codes of radius one. Combining the result of Lenstra All results are for the symmetric game. ( , 1) is smallest size of a binary covering code of radius 1. Lower bound on (9,1) was found in 2001 by Östergård-Blass, the upper bound in 2005 by Östergård. Krzywkowski [13] describes applications of the hat problem and its variations, and their connections to different areas of science.
Johnson [11] ends his presentation with an open problem with N players and two colors: If the hat colors are not equally likely, how will the optimal strategy be affected? Van Uem [18] has answered this question up to 5 players. Lenstra and Seroussi [15] extend to games with hats of more than 2 colors, where 1-coverings are not sufficient to characterize the best strategies. They introduce strong coverings, and show efficient constructions of these coverings, which achieve winning probabilities approaching unity. This paper studies Ebert's hat problem with three persons and three colors, where the probabilities of the colors may be different (asymmetric case) . All players guess simultaneously the color of their own hat observing only the hat colors of the other players. It is also allowed for each player to pass: no color is guessed. The team wins if at least one player guesses his or her hat color correct and none of the players has an incorrect guess. Our goal is to maximize the probability of winning the game and to describe winning strategies. Exact winning probability in case of three or more players and three or more colors is only known in the symmetric case with three players and three colors.
In this paper we extend the notion of adequate set to more colors. The construction of adequate sets is independent of underlying probabilities and we can use this fact in the analysis of the asymmetric case. Another point of interest is the fact that computational complexity using adequate sets is much less than using standard methods. A consequence is that our analysis can be completely done on a standard laptop. 
Definition:
A is adequate to S if:
, ∈ ∃ ∈{ , ,… } ∶ , = , = ⋯ = , = Such a set always exists: S is adequate to itself. This definition is the result of the same reasoning as in case of two colors (see [18] ): we have GOOD and BAD cases and every GOOD element must have at least q-1 counterparts to get a solution which contributes in a positive way to the winning probability. This definition is implemented in an adequate set generator (Appendix A). The definition of adequate set in case of more than two colors is the same idea as the concept of strong covering, introduced by Lenstra and Seroussi in [15] . And: also the original definition of adequate set with two colors in [18] are two sides of the same medal.
3
Optimal winning probabilities (N=q=3) We execute the program of Appendix A with values N=3, Q=3, p=0.7, q=0.2, r=0.1, das=12 (das=dimension adequate set: number of elements in an adequate set; das is independent of , , and we know the optimal winning probability in symmetric case is so probability of an optimal adequate set is 1 − = = = ). The result is a collection of 324 adequate sets. There are 3 optimal adequate sets, each with probability 0,242: 4 So maximal winning probability of this game is 1-0.242=0.758 But we can do much more with the 324 adequate sets. We notice that with each probability there is a unique function = ∑ , where the summation is over all elements of the adequate set and , , are the ternary digits of each element of the adequate set (this is exact the way the probability, sum in appendix A, is defined). We define Ψ as the optimal winning probability of our game. We have:
Who is the winner? We first notice that because of + + = 1 and ≥ ≥ ≥ 0, we have:
Ψ is the winner when Ψ ≥ Ψ and Ψ ≥ Ψ . Optimal strategies. Each of the optimal adequate sets generates his own optimal strategy. We define a decision matrix = , where ∈ {1,2,3} (players); ∈ {0,1, . . , 3 − 1} (Scode of one player); , {−1,0,1,2}. The meaning of , is: player i sees Scode j and takes decision , (-1=pass, 0=guess color 0, 1=guess color 1, 2=guess color 2). We start with filling each element of the decision matrix with -1 (pass). Proceed as follows. Let ( ∈ {0,1,2}, = 1,2,3) be an element of S-A (GOOD CASE) with decimal Scode . The definition of adequate set tells that ∃ ∈{ , , } such that there are hits in position i of our Scode with two elements of A (BAD CASES). From the definition of our decision matrix it follows: , = . Executing this procedure for each element of S-A gives the desired result. We are now ready for the construction of optimal strategies. We start with region A. We take a point in A (e.g. = 0.7, = 0.2, = 0.1 ), execute the program in Appendix A and we find three optimal adequate sets: 00  01  02  10  11  12  20  21  22  1  0  2  2  2  2  2  0  0  0  0  1  3  0  0  0  0  1   00  01  02  10  11  12  20  21  22  1  1  0  0  0  0  2  1  0  0  0  0  3  0  2  2  2  2   00  01  02  10  11  12  20  21  22  1  0  0  0  0  1   2  0  2  2  2  2  3 1 0 0 0 0
We consider a point in B (e.g. = , = , = ) and we get 3 optimal adequate sets: 4  5  7  8  9  11  15  18  22  23  25  26  1  2  7  12  14  15  17  19  21  23  24  26  3  5  6  10  11  16  17  19  20  21  25  26   Decision matrices:  00  01  02  10  11  12  20  21  22  1  0  1  1  1  1  2  0  0  1  0  0  3  0  0  1  0  0   6   00  01  02  10  11  12  20  21  22  1  1  0  0  0  0  2  1  0  0  0  0  3  0  1  1  1  1   00  01  02  10  11  12  20  21  22  1 CASE p=q=r All 324 adequate solutions are optimal: each optimal solution in foregoing is also optimal here. There will be a lot of isomorphic optimal adequate solutions: each permutation of the three colors in an optimal strategy gives an optimal adequate solution. The probability of each if the 324 adequate sets is , so optimal winning probability of our game is in this case 1 − = .
5
Computational complexity. We consider the number of strategies to be examined to solve the hat problem with players and colors. Each of the players has possible situations to observe and in each situation there are +1 possible guesses. So we have (( + 1) ) possible strategies. Krzywkowski [14] shows that is suffices to examine (( + 1) ) strategies. The adequate set method has to deal with { , , . . , } with 0 ≤ < <. . < ≤ − 1.
The number of strategies is the number of subsets of dimension das of {0,1,…, -1}: . Cells(x, k) = i(k) Cells(x, 1 + das) = som Cells(x, das + 3 * k + 1) = count1 Cells(x, das + 3 * k + 2) = count2 Next k End If 1  3  0  1  0  0  3  0  3  1  69   1  2  0  1  1  0  3  0  3  1  70   1  1  0  1  2  0  3  0  3  1  71   1  0  0  1  3  0  3  0  3  1  72 
