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Diplomová práce pojednává o problémech komprese toků v síťových zařízeních. Od řešení se 
očekává úspora paměti toků a ulehčení zpracování síťového provozu. V úvodu jsou popsány 
protokoly sloužící pro ukládání a manipulaci s daty, následuje rozprava o možnostech současných 
kompresních metod. V další části je podrobná analýza zdrojových dat, která odhaluje jejich strukturu 
a složení. Přináší užitečné poznatky, které jsou dále použity při testování, zkoumání možností a 
využití existujících kompresních metod při kompresi toků. Práce posléze experimentuje se ztrátovou 
kompresí, kde na základě výsledků testů, dojde k popsání nového přístupu komprese založeného na 
ztrátové kompresi a klustrování toků. Závěrečná část práce obsahuje zhodnocení této metody 




My Master's thesis deals with the problems of flow compression in network devices. Its outcome 
should alleviate memory consumption of the flows and simplify the processing of network traffic. 
As an introduction I provide a description of protocols serving for data storage and manipulation, 
followed by discussion about possibilities of compression methods that are employed nowadays.  
In the following part there is an in-depth analysis of source data that shows the structure and 
composition of the data and brings up useful observations, which are later used in the testing 
 of existing compression methods, as well as about their potential and utilization in flow compression. 
Later on, I venture into the field of lossy compression and basing on the test results a new approach is 
described, created by means of flow clustering and their subsequent lossy compression.  
The conclusion contains an evaluation of the possibilities of the method and the final summary of the 
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V súčasnej dobe je využitie počítačových sietí veľmi rozsiahle, od jednotlivcov, ktorí využívajú 
sieťové pripojenie ako prístup k internetu a informáciám, až po nadnárodné firmy, ktoré pomocou 
sietí spájajú svoje jednotlivé pobočky rozosiate po celom svete, vymieňajú si informácie, pristupujú 
k dátovým centrám a vykonávajú množstvo ďalších aktivít. Každým rokom sa zvyšuje počet 
užívateľov a aj počet poskytovaných služieb v počítačových sieťach, pričom tak rastú požiadavky na 
siete. Práve s rastom nárokov na atribúty sietí, ako sú rýchlosť, bezpečnosť, zabezpečenie kvality 
spojenia, rastie aj potreba na kvalitu nástrojov a prostriedkov, ktoré slúžia na správu siete, ako sú 
nástroje na monitorovanie, analýzu a sledovanie sietí. 
 Prečo monitorovať siete? Najdôležitejším hľadiskom je finančná otázka, kedy poskytovateľ 
sieťového spojenia vďaka nástrojom na monitorovanie môže presne spoplatniť svojich klientov, ďalej 
je to bezpečnosť siete, ktorú vedie snaha ochrániť užívateľské dáta pred ich vyzradením a zneužitím,  
kvalita spojenia, kedy pri určitom type služieb stačí aj malá strata a služba prestáva fungovať,  
sledovanie premávky v sieti a pod. Motiváciou práce je hlavne skutočnosť, že stavové informácie 
o premávke vo forme tokov sa udržiavajú vo všetkých prvkoch siete, ktoré sa podieľajú na jej 
spracovaní, ako sú napr. kontrola TCP tokov (TCP flow control), firewall, traffic shaping 
mechanizmy, prepínače, smerovače, akcelerátory a ďalšie. Práve kompresiou tokov by sa mohla 
dosiahnuť úspora pamäte, a tým aj väčšia efektivita jednotlivých prvkov. 
Základnou jednotkou sieťovej premávky je paket, ktorý obsahuje všetky potrebné informácie, 
ako sú odkiaľ paket prichádza, kam má doraziť, kto ho inicioval, aké dáta prenáša a množstvo iných 
informácií, avšak sledovať a analyzovať siete na základe jednotlivých paketov je nemožné, pre veľké 
množstvo paketov a taktiež málo vypovedajúce, pretože paket obsahuje len niektoré informácie a nie 
je možné zistiť celkovú charakteristiku sieťovej premávky, ako napríklad veľkosť prenesených dát 
a dĺžku prenosu a práve preto je nutné udržiavať stavovú informáciu, ktorá sa bude upravovať 
s každým paketom, ktorý príde. Udržiavať informáciu o celkovej premávke v sieti nie je vhodné, 
pretože tento spôsob nie je dostatočne podrobný (všetky informácie o viacerých nezávislých 
sieťových spojeniach sú uložené spoločne) a preto sa používa postup, kedy sa identifikuje sieťový tok 
páru komunikujúcich uzlov a všetky pakety, ktoré patria do tohto toku sa podieľajú na procese 
vytvárania stavovej informácie o tomto toku. Tok sa identifikuje na základe určitých vlastností 
jednotlivých paketov, najčastejšie sa jedná o zdrojovú a cieľovú adresu, porty a ďalšie informácie, 
ktoré závisia od zvoleného protokolu. V konečnom dôsledku je takto možné získať značné množstvo 
informácií o tom, aká bola komunikácia medzi dvoma uzlami v sieti.  
Pri monitorovaní sa takto uchovávajú informácie pre všetky dvojice komunikujúcich uzlov, 
čo však znamená najmä značné nároky na pamäť, taktiež rýchlosť príchodu paketov a ich nutné 
spracovanie. Upravovanie stavovej informácie pre daný tok je náročné na výpočtové a stále najmä  
pamäťové prostriedky, a preto sa používajú rôzne protokoly a metódy na ich kompresiu a kódovanie. 
S ich využitím sa jednak zníži množstvo informácií, ktoré sa budú ukladať a taktiež aj samotné 
pamäťové nároky, pretože pamäťová kapacita je oveľa drahšia ako prostriedky potrebné na realizáciu 
výpočtov (rýchle pamäte s dostatočnou kapacitou). Taktiež rôzne platformy môžu podporovať rôzne 
metódy, a preto vývoj a počet metód na kompresiu je rozsiahly. Existuje viacero typov protokolov 
a kompresných metód, ktoré sú v súčasnosti bežne používané a táto práca v úvodných kapitolách 
prináša ich stručný prehľad. 
Cieľom tejto práce je podať prehľad o tom, akým spôsobom sú dáta o sieťovej premávke 
reprezentované, ako sa získavajú a na čo slúžia a tiež o tom, ktoré kompresné metódy sa môžu 
použiť, resp. sú používané na kompresiu, či už priamo v sieťach, alebo iných oblastiach. Práca 
prináša analýzu vzorových dát z hľadiska toho, aké informácie sa najčastejšie vyskytujú v paketoch 
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a teda, ktoré dáta sú vhodné na kompresiu. Snaží sa preskúmať možnosti jednotlivých metód, 
poukázať na prípadné slabé miesta, osvetliť, kde majú jednotlivé metódy rezervu a na základe týchto 
poznatkov bude navrhnutý nový spôsob riešenia. Vyhodnotenie analýzy metód  by malo ukázať smer, 
ktorým je možné sa uberať a výsledkom práce by mal byť nový spôsob prístupu ku kompresii, ktorý 
bude pracovať s parametrami, ktoré sa ukážu ako dôležité pre popis premávky. Následná 
implementácia tejto metódy by mala overiť jej možnosti, ukázať problematické miesta a možnosti 
budúceho rozvoja. 
V prvej kapitole sú popísané protokoly, ktoré sa používajú na zaznamenávanie 
a reprezentáciu dát, konkrétne NetFlow protokol, ktorý je v súčasnosti asi ten najpoužívanejší a to 
najmä vďaka svojej jednoduchosti a potom tiež protokol IPFIX, ktorý prináša štandard pre oblasť 
monitorovania dát a pomaly sa dostáva aj do reálnych prostredí.  
Druhá kapitola popisuje indexačné metódy, ktoré sa používajú na ukladanie dát,  
vyhľadávanie v nich a vzájomné porovnávanie. Popísané a ukázané sú princípy hašovacích tabuliek, 
Cockcoo hašovania a ďalších metód.  
Nasleduje kapitola o kompresných metódach a ich princípoch, v ktorej sú vysvetlené metódy 
ako Huffmanovo kódovanie, Deflate, ZL77, ale aj metódy, ktoré sa zameriavajú práve na riešenie 
monitorovacích problémov v sieťovej premávke, ako identifikácia veľkých tokov pomocou metódy 
viacstupňových filtrov, alebo riešenie problematiky čítačov pomocou metódy Counter Braids, ktoré 
dosahujú zaujímavé výsledky.  
Štvrtá kapitola popisuje základnú analýzu dát, ktorá prináša užitočné poznatky o dátach z 
reálneho prostredia, ukazuje ich štruktúru a umožňuje náhľad na ich využitie. 
Na túto kapitolu nadväzuje piata kapitola, ktorá podrobnejšie analyzuje dáta, testuje 
bezstratové kompresné metódy, skúma ich vlastnosti a prináša záver, ktorý určil ďalšie smerovanie 
práce.  
Šiesta kapitola popisuje návrh možného riešenia, v úvode je zhrnutie získaných poznatkov 
a náčrt možností, ktoré sú ďalej podrobnejšie popísané. Je v nej popísaný proces vývoja práce, ktorý 
vrcholí návrhom samotného nového algoritmu, jeho popisom a uvedením výsledkov, ktoré boli 
dosiahnuté pri testovaní jeho funkčnosti.  
Záver obsahuje konzistentné zhrnutie celej práce, jej výsledkov, možností ďalšieho 




1 Sledovanie tokov  
Sledovanie a monitorovanie tokov sa využíva napríklad v smerovačoch (routers), ktoré obsahujú 
smerovaciu tabuľku pre riadenie premávky. Tieto tabuľky majú komplexnú softvérovú časť a rýchlu 
hardvérovú časť, ktorá však obsahuje len časť pravidiel uložených v softvérovej časti, od ktorej sa 
učia najpoužívanejšie pravidlá. Prepínače (switches) s otvoreným tokom (open flow) sa používajú 
ako jednoduché a lacné riešenie na náhradu smerovačov, kedy sa pri smerovaní prvého paketu použije 
pevná cesta a zároveň sa prepínač pýta okolitých zariadení, či nevedia, ako a kam paket smerovať.  
V celom tomto procese sa udržuje IP adresa a port cieľa a zdroja. Stavový firewall používa 
stavové informácie na kontrolu sekvenčných čísiel, aby odhalil prípadné útoky a pod. Tiež pri NAT-
ovaní je potrebné udržiavať informácie o tom, ktoré privátne adresy sa prekladajú na ktoré verejné 
adresy. Pri všetkých týchto sieťových operáciách je nutné udržiavať stavovú informáciu, na ktorej 
reprezentáciu sa v súčasnosti používa najmä NetFlow protokol, no postupne sa začína presadzovať aj 
protokol IPFIX. 
Oba tieto protokoly slúžia na špecifikáciu toho, aké informácie o IP premávke v sieti sa budú 
zaznamenávať a určujú aj to, aký formát tieto dáta budú mať a ako sa s nimi má zaobchádzať. Ako už 
bolo naznačené, existujú dva hlavné protokoly, prvým je NetFlow, ktorý vyvinula firma Cisco,  
ale jeho špecifikácia je voľne dostupná [31]. Tento protokol je priemyselným štandardom, využívajú 
ho aj rôzne iné platformy ako Juniper, Linux, FreeBSD a pod. a má viacero verzií. Jeho 
nasledovníkom je protokol Internet Protocol Flow Information export (IPFIX) [3], ktorý ho prekonal 
a má cieľ stať sa štandardom.  Hoci mnohí výrobcovia už začínajú pridávať jeho podporu do 
zariadení, ale stále ešte nedosahuje také používanie ako NetFlow. Táto kapitola čerpá z viacerých 
relevantných zdrojov [3, 7, 9, 22, 23, 24, 28, 29 a 31], ktoré sú vhodnou formou skombinované, aby 
sa dosiahla prehľadnosť, úplnosť a najmä pertinencia informácií. 
1.1 NetFlow 
Tento protokol je vstavaný priamo do operačného systému Cisco zariadení a umožňuje 
charakterizovanie sieťových operácií, čo je v súčasnosti nenahraditeľný nástroj umožňujúci pochopiť 
ako sa siete správajú, ako sú využívané, ktoré aplikácie ako komunikujú, postihuje tiež dopad zmien v 
sieti, ale aj odhaľovanie slabých miest a bezpečnostných rizík. 
Tradične sa pri monitorovaní sietí používal Simple Network Management Protocol (SNMP),  
ktorý bol síce dostatočný pre meranie a sledovanie základných vlastností sietí, avšak neumožňoval 
charakterizovanie sietí, určenie vzorov a hlavne pochopenie, ako dobre sieť vyhovuje požiadavkám 
užívateľov – toto umožňujú aplikácie založené na protokole NetFlow. 
NetFlow protokol charakterizuje IP premávku a jeho hlavnými prínosmi sú rozšírené 
možnosti monitorovania, možnosť odhaliť slabé miesta a sledovať výkonnosť. Ponúka prehľad 
využívania siete a sieťových zdrojov (ktoré aplikácie, ako a kedy využívajú sieť a sieťové zdroje 
a zároveň ako jednotliví užívatelia používajú sieť), plánovanie rozširovania a zdokonaľovania siete, 
zlepšovanie návrhu siete a určenie, kedy je dôležité zaistiť kvalitu služieb (QoS), bezpečnostná 
analýza, účtovanie, ukladanie podrobných dát a ich následná analýza.   
Ako už bolo v úvode povedané, súčasné protokoly sa zameriavajú na sledovanie IP tokov, 
medzi dvomi koncovými uzlami a jednotlivé pakety sa na základe svojich vlastností priradia danému 
toku. Tok paketov je definovaný ako množina paketov, ktoré prechádzajú pozorovacím miestom v 
sieti počas určitého času, pričom všetky zdieľajú množinu spoločných vlastností a každá vlastnosť je 
výsledkom aplikácie funkcie nad hodnotami obsiahnutými buď v hlavičkách paketov (zdrojová, 
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cieľová adresa, a pod.), alebo v charakteristike samotných paketov (počet MPLS), alebo v jednom, 
prípadne vo viacerých položkách vybraných na základe zaobchádzania s paketom (adresa ďalšieho 
skoku, výstupné rozhranie). Paket patrí do príslušného toku paketov, ak spĺňa definované požiadavky.
 Pozorovacie miesto (pozorovacia doména) je miesto v sieti, kde môžu byť IP pakety 
pozorované, napríklad miesto, kde sa pripojí pozorovacie zariadenie, jedno rozhranie na smerovači, 
prípadne viacero rozhraní. Ak sa jedná o značný počet rôznych pozorovacích miest, ktorých 
informácie je možno zlúčiť, jedná sa o pozorovaciu doménu. 
Kľúč toku je množina hodnôt, ktorá určuje ako sa tok identifikuje. Sú to hodnoty, ktoré sú 
obsiahnuté v hlavičke paketu, sú vlastnosťou paketu ako takého alebo sú určené podľa zaobchádzania 
s paketom. 
Tradične je tok dát založený, na skupine 5-tich až 7-mich vlastností paketu, ktoré sú dopredu 
určené, napríklad to môžu byť nasledovné vlastnosti [7]: 
• Zdrojová IP adresa. 
• Cieľová IP adresa. 
• Port zdroja. 
• Cieľový port. 
• Typ protokolu. 
• Typ služby. 
• Rozhranie zariadenia. 
Maska toku je užívateľom preddefinovaná množina hodnôt kľúča toku, pomocou ktorej 
sa vykoná automatická agregácia dát. 
Tento spôsob označovania a zoskupovania paketov do tokov je škálovateľný, pretože 
umožňuje uložiť veľké množstvo informácií pomocou databázy NetFlow informácií, ktorá sa nazýva 
NetFlow cache. Táto databáza obsahuje informácie o všetkých aktívnych tokoch, pričom každý 
záznam obsahuje kľúčové položky, podľa ktorých sa neskôr dáta exportujú. Kľúčom 
pre škálovateľnosť a výkonnosť je manažment pamäte, ktorý obsahuje algoritmy, umožňujúce 
efektívne spracovanie paketov a taktiež dynamickú obnovu informácie o jednotlivých tokoch. 
Dáta, ktoré NetFlow zaznamená, je možné spracovať priamo v reálnom čase pomocou 
príkazov v príkazovom riadku, alebo ich exportovať reportovaciemu serveru (NetFlow kolektor), 
ktorý ich zaznamená, spracuje a poskytne výstup, ktorý sa analyzuje. Tento výstup je veľmi dobre 
využiteľný pri skúmaní správania sa sietí, poskytuje informácie o tom, kto začal komunikáciu, kto je 
príjemca, na ktorých portoch komunikujú, aké služby sa využívajú, množstvo dát, ktoré si uzly 
vymieňajú a taktiež ďalšie užitočné informácie, ako časové známky toku, adresy ďalších skokov, 
autonómnych systémov a iné. 
Tok dát je pripravený na export, ak obsahuje tie toky, ktoré už v NetFlow pamäti (cache) 
expirovali, sú to toky, ktoré sú určitý čas neaktívne, alebo sú aktívne, avšak presiahli čas životnosti, 
alebo prišiel TCP paket značiaci ich ukončenie. Prípadne pri zaplnení cache sa používajú rôzne 
heuristiky, ktoré spôsobia simultánne zostarnutie skupín tokov. Celkovo toky expirujú pri ukončení 
toku (TCP FIN, alebo RST), po vypršaní časovačov, počítajúc aj časovač životnosti toku a dáta 
sú exportované, aby sa predišlo ich strate. 
Exportované dáta majú viacero formátov, ktoré sa nazývajú verzie exportu. Exportované dáta 
sú vo forme datagramov, ktoré sa skladajú z hlavičky a sekvencie záznamov o tokoch. Hlavička 
obsahuje informácie ako sekvenčné číslo, počet záznamov a ďalšie pričom jednotlivé záznamy tokov 
obsahujú informácie o tokoch ako IP adresy, porty a smerovacie informácie.    
Existuje viacero verzií protokolu NetFlow, verzia 1 - t.j. pôvodná verzia, obsahovala 
základný formát datagramu a dnes už sa nepoužíva. Najpoužívanejšia je verzia 5, ktorej formát bol 
rozšírený o informácie o autonómnych systémoch prostredníctvom protokolu Border Gateway 
Protocol (BGP) a pribudli sekvenčné čísla tokov. Verzia 7 doplnila formát tak, aby bolo možné 
používať NetFlow aj na prepínačoch v špeciálnych módoch. Verzie 2, 3, 4, 6 buď neboli vydané, 
alebo nie sú podporované. Verzia 8 obsahuje formát, ktorý používajú smerovače, ktoré majú 
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monitorovanie nastavené na veľkom množstve rozhraní a na danom smerovači je možné na základe 
agregačnej schémy zlúčiť tieto dáta predtým, ako sa exportujú a tým ušetriť prenosové pásmo. 
Najnovšia používaná je verzia 9, jej najdôležitejšou vlastnosťou je, že používa formát  
definovaný vzormi, ktoré poskytujú návrh formátu záznamu a mala by do budúcna umožniť ďalšie 
rozšírenia protokolu, bez zmeny základného formátu (viď podkapitoly 1.1.1 a 1.1.2).  
NetFlow môže byť implementovaný na rôznych miestach sietí, ale typicky je to v centrálnej 
časti, pretože touto časťou siete prechádza celá premávka. Umiestnenie môže závisieť aj od riešenia 
monitoringu siete, topológie siete a umiestnenia reportovacieho servera, pretože ak sú zariadenia od 
tohto serveru vzdialené, je nutné počítať s tým, že zasielanie dát na reportovanie zaberie určitú šírku 
pásma. (1-5 %). 
 
Obrázok 1.1 Základný formát datagramu NetFlow (verzie 1, 5, 7, 8, upravené z [9]). 
 
Takmer všetky Cisco zariadenia podporujú NetFlow, takže v princípe je možné monitorovať 
sieť z ktoréhokoľvek zariadenia v sieti a existuje veľké množstvo kolektorov nielen od Cisca, ale aj 
od iných autorov, dokonca aj freewarové aplikácie, je však dôležité presne vedieť čo chceme 
reportovať a za akých podmienok. 
NetFlow je dôležitý nástroj, ktorý poskytuje podrobný prehľad o tom ako sa sieť využíva, 
ako sa sieť správa, pomáha znížiť náklady, uľahčuje hľadanie problémov a bezpečnostných rizík, 
ponúka rozsiahle reporty a hlavne umožňuje pochopiť, kto používa sieť a ako. 
Monitorovanie má veľké nároky na pamäťové prostriedky a na výkon zariadení, na ktorých je 
spustené. Tieto nároky môžu byť pre hustú sieťovú premávku veľmi vysoké, preto Cisco predstavilo 
vzorkovaný NetFlow (Sampled NetFlow) [9], ktorý umožňuje zaznamenávať do štatistík len 
podmnožinu všetkých paketov a znížiť tým hardvérové požiadavky, a pritom zachovať prehľad 
o väčšine tokov.  
Existujú tri typy vzorkovania: 
• deterministické, v ktorom sa zaznamená každý N-tý paket, pričom N určí užívateľ, 
• časové, paket sa zaznamená každých N milisekúnd, 
• náhodné, kedy sa vyberie jeden z N paketov, N určuje užívateľ.  
 
Jeho použitím však už nedostaneme presný, ale iba približný popis premávky sieti, ktorý 
je však dostatočný. Je tiež dôležité vhodne zvoliť miesto, kde sa bude monitoring vykonávať, 
aby získané dáta boli tie, ktoré užívateľ potrebuje a aby sa napríklad zabránilo redundancii, teda, že 
budú vznikať duplikáty. 
Možnosť monitorovania priamo na smerovači, alebo prepínači má viacero nevýhod, ako 
napríklad zvýšenie záťaže CPU či obmedzený počet paketov, ktorý je schopné zariadenie 
monitorovať kvôli nedostatku výkonu a veľkosti pamäte. Tieto nedostatky možno obísť vzorkovaním, 
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ale potom sú problémy s možnou nedostatočnou presnosťou pre účely, ktoré požaduje zákazník. Preto 
sa uplatnil spôsob monitoringu pomocou osamotených sond, ktoré sú transparentne pripojené k sieti, 
sú pasívne a vďaka používaniu dedikovanej linky na posielanie exportov neviditeľné pre sieť. Sieťová 
sonda má však tiež niekoľko nevýhod, napríklad sonda musí byť na každej linke, ktorú chceme 
monitorovať,  a reportuje všetky dáta -  nie samostatne vstupné a výstupné dáta, a. i.. 
Exportované dáta sa posielajú na užívateľom definované destinácie a to buď keď počet tokov, 
ktorým vypršala životnosť, presiahne definovaný prah, alebo každú sekundu, resp. ktorá z možností 
nastane skôr. Pre zaujímavosť, datagram verzie 1 umožňuje poslať až 24 tokov v jednom UDP 
datagrame (približne 1200 bajtov) a datagram verzie 5 až 30 tokov jednom UDP datagrame (približne 
1500 bajtov). 
1.1.1 NetFlow verzia 5 
Základnou vlastnosťou verzie 5 je, že má fixný formát dátovej štruktúry – t.j. informácie, ktoré 
obsahuje, nemôžu byť rozšírené a ani nemôžu byť pridané nové, jedine za cenu porušenia štruktúry 
a následnej straty funkčnosti. 
Táto verzia a tiež aj všetky ostatné verzie (okrem verzie 9) používajú datagramy, ktoré sú 
zložené z hlavičky a viacerých záznamov o tokoch. Prvé pole hlavičky obsahuje verziu 
exportovaného datagramu a prijímajúca strana rezervuje na základe tejto informácie miesto o veľkosti 
maximálneho datagramu a až potom na základe hlavičky určí, ako budú dáta interpretované. Druhé 
pole obsahuje informáciu o počte záznamov v datagrame a zároveň sa používa ako index pri hľadaní 
v záznamoch. Datagram môže obsahovať aj sekvenčné číslo, pomocou ktorého sa určí či sa určitý 
datagram nestratil (je aj vo verzii 9).  
 
 
Obrázok 1.2 Príklad exportovaného záznamu (upravený z [9]). 
 
Záznam môže obsahovať širokú škálu informácií o sieťovej premávke daného toku, verzia 5 
obsahuje napríklad nasledujúce informácie [9]: 
• Číslo verzie. 
• Sekvenčné číslo. 
• Vstupné a výstupné rozhranie. 
• Časové známky začiatku a konca toku v milisekundách od posledného reštartu. 
• Počet  bytov a paketov zarátaných do toku. 
• Hlavičky tretej vrstvy: 
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o Zdrojová a cieľová IP adresa. 
o Zdrojový a cieľový port. 
o IP protokol. 
o Typ služby. 
• V prípade TCP - zoznam všetkých TCP značiek pozorovaných počas toku. 
• Smerovacie informácie tretej vrstvy: 
o IP adresy ďalšieho skoku a cesta k cieľu. 
o Masky zdrojovej a cieľovej IP adresy. 
 
Vo verzii 8 ešte do tohto diagramu pribudne zdrojové a cieľové číslo autonómneho systému, 
alebo susedný autonómny systém. 
Táto verzia je stále najpoužívanejšia aj vďaka tomu, že v kombinácii s vhodným kolektorom 
poskytuje všetky informácie o sieti, ktoré užívatelia potrebujú, presnosťou sa veľmi blíži k verzii 9 
a preto momentálne nie je príliš veľká potreba na používanie najnovšej verzie 9 [23]. 
1.1.2 NetFlow verzia 9 
Touto verziou chcelo Cisco ponúknuť možnosť sieťovým správcom exportovať takmer akékoľvek 
dáta, ktoré potrebujú. Prevratnou vlastnosťou tejto verzie oproti predošlým je to, že nemá fixný 
formát dát a používa dátové vzory, teda paket, ktorý obsahuje dátový vzor a tento paket podrobne 
popisuje formát dát záznamu toku, ktorý ho nasleduje a tieto vzory sú periodicky posielané. 
Ktokoľvek môže pridať ďalšie položky do NetFlow verzie 9 a to veľmi jednoducho, zmenou vo 
vzorovej množine. Umožňuje to mať rôzne typy tokov posielaných jednému kolektoru z jedného 
exportéra a každý z týchto tokov môže obsahovať širokú škálu rôznych informácií. 
Verzia 9 je jednoducho rozšíriteľná, obsahuje omnoho viac informácií ako predošlé verzie 
a hlavne používanie vzorov prináša viacero kľúčových výhod – napríklad, že takmer každá 
informácia môže byť exportovaná (od vrstvy 2 až po vrstvu 7 v ISO modeli, zdrojovú a cieľovú MAC 
adresu, smerovacie informácie, Ipv4, Ipv6, MPLS, informácie o Vlan-ách a iné) [28], pričom medzi 
ďalšie nesporné výhody patria jednoduché pridávanie monitorovacích položiek, bez porušenia 
aktuálnej implementácie a veľká prispôsobivosť so zameraním na budúci vývoj. 
Formát záznamu pozostáva z paketu obsahujúceho hlavičku, nasledovaného minimálne 
jedným vzorom dát, ktorý popisuje formát dát. Vzor je kľúčovou položkou záznamu, výrazne 
rozširuje možnosti pretože umožňuje kolektoru alebo zobrazovacej aplikácii spracovať dáta bez 
potreby vedieť ich formát dopredu. Vzory popisujú typ a dĺžku jednotlivých položiek v nasledujúcom 
dátovom zázname, ktorý sa zhoduje s ID vzoru. ID vzorov po určitom čase vypršia, ak sa 
nepoužívajú, je preto nutné periodicky ich obnovovať a to buď po určitom počte exportovaných 
paketov, alebo po určitom čase pomocou časovača. 
Nevýhodami tejto verzie je možno až príliš veľké množstvo informácií, ktoré dokáže 
poskytnúť, čo v prvom momente môže zmiasť užívateľov. Taktiež nutnosť kvalitnejších kolektorov, 
ktoré dokážu poskytnúť dáta z verzie 9, pretože inak je výstup rovnaký ako pre verziu 5, 
alebo konfigurácia exportu, ktorá je oveľa náročnejšia [28]. 
Práve problém s dostatočne kvalitnými kolektormi viedol k vzniku rozšírenia, tzv. 
flexibilného NetFlow verzie 9, ktoré prináša rôzne optimalizácie, znižuje náklady a zlepšuje kapacitu 
a bezpečnosť. Je možné presne špecifikovať, čo chceme monitorovať na sieťovej vrstve (napríklad 
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akýkoľvek ofset IP premávky a pod.), pri monitorovaní paketov tiež ponúka možnosť ísť viac do 
hĺbky a spája viacero účtovacích techník do jedného mechanizmu. 
1.2 IPFIX 
Akronym IPFIX (Internet Protocol Flow Information Export) je označením pre protokol, 
ktorý vznikol na základe potreby univerzálneho štandardu pre monitorovanie, zaznamenávanie 
a export dát IP toku z smerovačov, sond a ďalších zariadení, je definovaný v [3] a export dát tohto 
formátu v [24] a ako jeho vzor bol vybraný práve  protokol NetFlow verzie 9. Ide v princípe o snahu 
IETF o štandardizáciu procesu monitorovania dát, špecifikáciu ich tvaru, funkcie a protokolov, 
ktoré sa môžu používať. 
Existuje celá rada dokumentov, ktoré definujú formát dát, spôsob prenosu, výber toku, 
vzorkovanie paketov, formáty exportovaných štruktúr, ktoré obsahujú detailný popis vlastností, 
v tejto časti sú uvedené len niektoré základné fakty o tomto protokole a tiež, keďže autori vychádzali 
z NetFlow a ich cieľom bolo vytvoriť normu pre celý proces získavania dát, sú tu popísané niektoré 
procesy, ktoré zostali doteraz nepredstavené, alebo boli brané ako samozrejmé. 
Proces merania je proces, ktorý generuje záznamy tokov, vstupom sú hlavičky paketov 
zaznamenané v pozorovacom bode a aj spracovanie paketov v pozorovacom bode. Je to množina 
funkcií, ktorá pozostáva zo zachytenia hlavičky, časového značkovania, vzorkovania, klasifikácie 
a udržiavania záznamov, pričom klasifikácia a vzorkovanie môže byť použité viackrát. 
Tento proces musí byť schopný na základe konfigurácie vyhodnotiť určité vlastnosti paketu 
a byť tak schopný rozhodnúť, do ktorého toku paket patrí. Ktoré vlastnosti to budú, závisí na 
konfigurácii meracieho procesu a tá je závislá na type prostredia a potrebách merania. Ak je použité 
kódovanie, proces merania nemusí byť schopný pristúpiť k všetkým položkám hlavičky, musí však 
byť schopný rozlíšiť ich na základe portov, IP hlavičiek, transportných hlavičiek, MPLS značiek 
a mal by byť schopný rozlíšiť IP verziu. Musí byť spoľahlivý, schopný riešiť preťaženie - napríklad 
počtu meraných tokov, ich vzorkovaním, alebo zastavením merania. 
Proces exportovania dát už bol vysvetlený v predchádzajúcej časti, jeho výsledkom je záznam 
toku, resp. záznamy toku, ktoré sú spracované kolektorom, procesom zbierania. Požiadavkou pri 
exporte dát je existencia informačného modelu,  ktorý je zoznamom vlastností toku, ktoré bude report 
obsahovať aj so sémantikou a sú v ňom definované vlastnosti, ktoré musí a ktoré by mal proces 
exportovania zvládnuť odoslať. Dátový model popisuje, ako sú dáta reprezentované v zázname toku, 
musí byť flexibilný, aby záznam mohol byť rozšírený o ďalšie informácie, taktiež musí byť nezávislý 
na transportnom protokole. 
Existujú tri spôsoby ako zvoliť tok a to buď počas procesu merania, pri zaznamenávaní toku, 
alebo pri jeho exporte. Pri meraní sa orientujeme najmä na zníženie nárokov na pamäť a výpočtové 
prostriedky, pri výbere počas zaznamenávania sa používajú algoritmy, ktoré rozhodnú či zahodiť 
prichádzajúci paket, alebo zrušiť celý tok, s tým, že ideálne by bolo uchovávať informácie o čase 
príchodu prvého a posledného ešte neexportovaného paketu, taktiež udržiavať informáciu o počte 
rušení, ktoré by sa používali na monitorovanie a kontrolu výkonnosti zvolenej politiky spracovania 
paketov. Voľba toku pri exporte, sa môže použiť tak, že sa exportuje len časť toku, založená 
napríklad na požiadavke, aby premávka bola pod určitou hranicou, alebo sa majú šetriť zdroje. 
Problémom je, ako identifikovať, ktoré toky sa oplatí zachovať, v tomto prípade sú dve možnosti, 
ak ešte tok nebol exportovaný a už neprichádzajú nové pakety, tak sa zahodí, aby uvoľnil miesto. Ak 
sa môže exportovať, ale sa ešte neexportoval, tak sa nahrá a exportuje sa v budúcnosti.  
Transport dát musí byť spoľahlivý (problémy s limitmi pamätí, CPU výkonu, problémy 
pri prenose, zahltenie a pod.), predvídať zahltenia (zabezpečí vhodný protokol) a spĺňať bezpečnostné 
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požiadavky. Bol zavedený bezpečný prenos informácii pomocou Secure Stream Transport (SCTP) 
protokolu a tento sa môže používať namiesto TCP, alebo UDP protokolov, tiež je možné používať 
IPsec alebo TLS a umožňuje aj vzorkovanie dát.  
Pri procese merania je dôležitá autentifikácia, kódovanie, ktoré môže byť poskytnuté 
transportnou vrstvou. Rozoznávajú sa dva módy reportovania: push a pull mód. Pri push móde, sa 
exportér samostatne rozhodne poslať záznamy tokov, v prípade pull módu, sú záznamy poslané na 
základe požiadavky od kolektora.  
Tento protokol je otvorený, sú tak možné jeho ďalšie úpravy, ako napríklad rozšírenie 
konfigurácie, procesu merania, exportovanie a taktiež modifikácia dátového modelu. Je škálovateľný, 
teda podporuje zbieranie dát z množstva zdrojov a je schopný ich aj rozlíšiť. Tiež ponúka možnosť 
exportovať dáta viacerým kolektorom a zaisťuje rozpoznateľnosť tokov, aby sa predišlo duplikátom. 
Definuje najpoužívanejšie typy aplikácií, pretože požiadavky na export dát sa odvíjajú od 
aplikácií, ktoré ich potrebujú. 
 Na základe vykonávaných funkcií tak rozdeľuje aplikácie do kategórií:  
• aplikácie so zameraním na účtovníctvo (Usage-based Accounting), či profilovanie premávky 
(Traffic Profiling), ktoré sa používajú pri plánovaní sietí, ich dimenzovaní, rozvoji a pod.. 
• aplikácie pre premávkové inžinierstvo (Traffic Engineering), zamerané na meranie a kontrolu 
s cieľom optimalizovať sieť. 
• aplikácie na zisťovanie útokov (Attack/Intrusion Detection), umožňujúce detekciu, získanie 
informácií o útoku, pre potreby návrhu vhodnej obrannej stratégie. 
• a taktiež aplikácie zamerané na monitorovanie kvality (QoS Monitoring), ktoré pasívne 
monitorujú kvalitu tokov, čo zároveň umožňuje analyzovať premávku siete bez zvýšenej 
záťaže vyvolanej testovacou premávkou, avšak často je potrebná sieť  korelácia dát 
z viacerých pozorovacích bodov. 
Bezpečnosť protokolu je veľmi dôležitá, pretože dáta útočníkovi poskytnú prehľad o sieti, 
ktorý môže využiť, či už len pasívne, aby zistil a pochopil sieť, alebo aktívne priamo plánovaním 
útoku. IPFIX umožňuje používanie kódovania a teda ochranu dát, tiež poskytuje možnosti na ochranu 
súkromia užívateľov a to pomocou anonymizácie, kedy proces exportovania anonymizuje zdrojovú 
a cieľovú IP adresu, porty alebo iné položky a indikuje to procesu zbierania, táto možnosť sa ale nedá 
plne využiť pretože anonymizačné algoritmy sú stále v štádiu vývoja. 
V [31] je popísaný výber protokolu na export záznamov dát z monitorovacích zariadení, 
jednotlivé protokoly sú tu podrobne preskúmané a porovnané so štandardom, ktorý definuje IPFIX 
protokol. Cieľom protokolu IPFIX bolo a je štandardizovať súčasnú situáciu v oblasti exportu IP 
tokov a preto sa ukázal vhodným NetFlow protokol, poukazuje sa na to, že je to aj vďaka tomu, že 
Cisco zariadenia sú rozšírené, ale hlavne NetFlow protokoly sa dajú charakterizovať ako jednoduché 
a efektívne, keď robia len jednu vec, ale robia ju dobre. Je veľmi jednoduché vytvárať vzory, 
konfigurovať procesy zbierania, avšak tieto sú nedostatočné, ak je požadovaná vyššia spoľahlivosť 
a premenlivá sémantika exportovaných dát. Najväčšou nevýhodou NetFlow je neschopnosť 
samostatne sa rozhodnúť a vyžadovať spoľahlivý transport. To sa však dá pomerne jednoducho 
odstrániť, napríklad tak, že sa nebudú periodicky posielať dátové vzory tokov a voliteľné dátové 
vzory budú viac univerzálne z pohľadu reportovania nameraných dát. Výsledkom bolo, že sa bude 
vychádzať z NetFlow verzie 9 a postupne sa dopracujú potrebné mechanizmy, ktoré v tomto 
protokole chýbajú (transportné, bezpečnostné, spoľahlivosť, redundantná konfigurácia) a že sa to 
spraví opatrne so zameraním na zachovanie jednoduchosti protokolu a jeho nepreťaženia. 




Dôležitou je možnosť používania voliteľných vzorov záznamov, ktoré ponúkajú exportérom 
možnosť poskytnúť ďalšie dáta, ktoré nie je možné získať len s pomocou záznamov tokov a to tak, že 
sa správne použije položka zameranie, ktorá je prítomná iba v tomto formáte a dodáva kontext 
informačným elementom dátových záznamov. 
Protokol IPFIX je navrhnutý tak, aby bol nezávislý na transportnom protokole, pre zvolený 
protokol používaný v danom prostredí je však potrebné určiť, čo musí byť v protokole 
implementované a čo by malo byť implementované, aby bol kompatibilný a mohol sa voľne používať 
(napríklad SCTP možnosť čiastočnej spoľahlivosti, UDP nutnosť riešiť zahltenie, spoľahlivosť, 
maximálna veľkosť paketu, čísla portov, TCP proces nadviazania spojenia a ukončenie spojenia, 
spúšťanie prerušených spojení, rýchlosť spojenia a zahltenie). 
IPFIX musí poskytnúť mechanizmy, ktoré zaistia bezpečnosť, integritu a autenticitu 
prenášaných dát, pretože sú podporované protokoly Transport layer security (TLS) pre TCP prenos 
a Datagram TLS (DTLS) pre SCTP a UDP prenos, ktoré poskytnú autentifikáciu a ochranu pred DoS 
útokmi.  
Najväčšou výhodou tohto protokolu, keď bude plne funkčný, bude, že pôjde o štandard, ktorý 
bude použiteľný na všetkých zariadeniach, výsledky budú navzájom kompatibilné a nebude potrebné 
transformovať dáta z rôznych výstupov. 
Aj napriek tomu, že väčšina veľkých výrobcov deklarovala ochotu podporovať rozvoj tohto 




2 Indexačné metódy 
V tejto časti sú vymenované a v základných rysoch popísané metódy indexácie dát, ktoré sú 
používané pri sledovaní tokov. Pretože niektoré z metód priamo používajú vlastnosti tokov pre ich 
indexáciu a zároveň aj kompresiu, v prípade týchto metód, ide o konkrétnejšie resp. špecifickejšie 
charakteristiky . Aj napriek faktu, že niektoré metódy sú teda popísané podrobnejšie, v globálnom 
poňatí sa však jedná skôr len o informatívny prehľad, aby čitateľ získal predstavu o situácii v súčasne 
používaných spôsoboch indexácie. 
2.1 Indexovanie s použitím hašovacích funkcií 
Hašovacia funkcia [4, 17] je dobre definovaná procedúra, alebo matematická funkcia, ktorá 
konvertuje veľké, premenlivé dáta do malej hodnoty, často jediného integera, ktorý slúži ako index na 
vyhľadávanie. Hodnoty, ktoré vracia hašovacia funkcia sú haše (hašové hodnoty, hašové kódy) a 
používajú sa na urýchlenie vyhľadávania v tabuľkách, alebo pri porovnávaní dát. 
Môže nastať situácia, že hašovacia funkcia priradí dvom alebo viacerým kľúčov tú istú 
hodnotu, čím vzniká kolízia. Pre niektoré aplikácie je nutné minimalizovať tieto kolízie a teda 
hašovacia funkcia musí kódovať kľúče tak, aby bol počet kolízií minimálny. Navrhnúť dobrú 
hašovaciu funkciu nie je jednoduché a v tejto oblasti stále prebieha rozsiahly výskum. 
Hašovacie funkcie možno použiť na vyhľadávanie podobných záznamov, alebo podobných 
podreťazcov, tak že tieto funkcie mapujú podobné kľúče na haše, ktoré sa navzájom líšia len o veľmi 
malú hodnotu. 
Dobrá hašovacia funkcia musí byť nenáročná na výpočet a mala by spĺňať aj ďalšie atribúty, 
ako napríklad determinizmus, keď pre rovnakú vstupnú hodnotu musí vždy vytvoriť rovnaký výstup. 
Zároveň tieto funkcie musia byť uniformné, musia mapovať všetky vstupné hodnoty tak blízko vedľa 
seba, ako je to len možné, resp. výstupy by mali byť generované s približne rovnakou 
pravdepodobnosťou, pretože ak by sa častejšie vyskytovali len niektoré hodnoty, tak by vzrástol počet 
kolízií. Reálne, ak sa zakóduje m hodnôt na n položiek v tabuľke, musí byť pravdepodobnosť, že 
niektorý sektor dostane viac záznamov ako m/n zanedbateľný. 
Ďalšou vlastnosťou je premenlivý rozsah výstupných hodnôt, keď sa zohľadnia dva 
parametre, počet vstupných dát a počet povolených hašov na výstupe. Bežným riešením je mať veľký 
rozsah, ten potom vydeliť počtom požadovaných výstupov a použiť zvyšok po delení ako rozsah, čo 
v prípade, že počet hašov je mocnina 2, sa dá urobiť jednoducho pomocou maskovania bitov, 
prípadne bitovým posunom.  
Pojem perfektné hašovanie, resp. perfektná hašovacia funkcia označuje takú funkciu, ktorá 
mapuje každý vstup na rôzny haš a nevznikajú žiadne kolízie, avšak takéto hašovacie funkcie sú 
účinné len, keď sú vstupy dopredu známe. 
2.1.1 Hašovacie tabuľky 
Je to primárne použitie hašovacích funkcií, ktoré umožňuje rýchlo lokalizovať dáta podľa zadaného 
kľúča. Hašovacie funkcie sa používajú k mapovaniu vyhľadávacích kľúčov do hašu[2]. Hašovacia 
funkcia môže mapovať viacero kľúčov na rovnaký index a teda každá bunka hašovacej tabuľky je 
asociovaná s množinou záznamov, preto sa bunka označuje ako sektor a hašovacie funkcie teda iba 
ukážu, kde sa asi nachádza požadovaná hľadaná hodnota. Ak sa hľadajú duplicitné záznamy, po 
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naplnení tabuľky budú v tom istom sektore a teda stačí prejsť všetky sektory s viacerými položkami 
a porovnať ich. Kolízie sú nevyhnutné (narodeninový paradox) a riešia sa viacerými spôsobmi: 
• Oddelené reťazenie (priame reťazenie, reťazenie) je metóda, kedy je prvá položka v sektore 
ukazovateľom zreťazeného zoznamu, ktorý obsahuje kľúčové hodnoty párov hašovaných do 
rovnakej lokácie (sektora). Vyhľadávanie vyžaduje kontrolovanie zoznamu s danou hodnotou 
kľúča, vkladanie zasa pridanie novej hodnoty na koniec zoznamu hodnôt pre daný sektor. 
Táto metóda je populárna, pretože vyžaduje iba základné dátové štruktúry, jednoduché 
algoritmy a jednoduché hašovacie funkcie. Najhoršou možnosťou je, keď všetky položky sú 
v jednom sektore, čo v danom prípade spôsobí neefektívnosť riešenia. Prehľadávanie 
zreťazeného zoznamu má zlú výkonnosť v pamäti cache a tento nedostatok sa rieši napríklad 
tak, že prvý záznam sa uloží do nového sektora, výsledkom potom je, že tabuľky majú toľko 
sektorov, koľko majú uložených hodnôt, alebo sa použijú iné štruktúry, ako samovyvažovací 
strom, dynamické polia a pod., kedy sa veľkosť zväčšuje o presne daný počet bajtov,  
resp. blok, čo je náročnejšie na priestor, ale zvyšuje to účinnosť ukladania. 
  
 
Obrázok 2.1 Oddelené reťazenie (upravené z [34]). 
• Otvorené adresovanie je metóda, kedy sa každá nová položka ukladá do samostatného 
sektora. Pred pridaním novej položky sa postupne preskúmajú sektory, počnúc tým, do 
ktorého by sa mala táto položka uložiť a skúša sa, až kým sa nenájde jeden voľný sektor, 
kde sa táto nová zložka uloží. Prehľadávanie je sekvenčné, ide sa vždy postupne, podľa 
skúšobnej sekvencie. Základné typy týchto sekvencií sú lineárne skúšanie, kedy sa nová 
lokácia určí ako zvyšok po delení súčtu počiatočnej hodnoty (tam kam sa mal záznam uložiť) 
a veľkosti kroku (väčšinou jedna) a veľkosti poľa. Výhodou tejto formy riešenia je dobrá 
práca s cache pamäťou, ale zvyšuje sa počet kolízií. Ďalšou možnosťou je kvadratické 
skúšanie, ktoré zoberie pôvodnú hodnotu a pridá nasledujúce hodnoty podľa ľubovoľného 
kvadratického polynómu, riešenie síce nemá takú dobrú prácu s cache pamäťou, 
ale výraznejšie znižuje kolízie. Poslednou a najpoužívanejšou metódou je dvojité hašovanie, 
kedy sa na výber intervalu použije iná hašovacia funkcia,  teda závisí na dátach, znižuje 
kolízie ale nemá takú dobrú prácu s cache ako predchádzajúce metódy. 
Problémom je, že počet uložených hodnôt nemôže presiahnuť počet položiek v poli 
sektorov, ak by to nastalo, je potrebné dynamicky rozšíriť hašovaciu tabuľu čo zvýši nároky 
tohto riešenia. Tiež kladie prísnejšie požiadavky na hašovacie funkcie, ktoré musia byť ešte 
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viac uniformné a minimalizovať zhlukovanie hašových hodnôt a tým znižovať počet kolízií. 
Táto metóda je vhodnou voľbou pre malé vstupné hodnoty, ktoré môžu byť uložené priamo 
v hašovacej tabuľke a zmestia sa do cache pamäte. 
 
 
Obrázok 2.2 Otvorené adresovanie (upravené z [33]). 
 
• Existujú ďalšie metódy ako Robin Hood hašovanie, Coalesced hašovanie, Hopscotch 
hašovanie, ktoré sa snažia vylepšiť tieto metódy, prípadne používajú niektoré vlastnosti 
z oboch typov. 
 
Dynamické rozširovanie tabuľky [12] sa v princípe robí dvoma spôsobmi. Buď sa tabuľka 
rozšíri tak, že sa skopírujú všetky položky do novo alokovanej tabuľky, alebo ide o inkrementálne 
zväčšovanie,  kedy sa alokuje nová tabuľka, pričom stará sa nezruší a vyhľadáva sa v oboch súčasne, 
ale operácie vkladania sa robia už len v novej tabuľke, pričom sa zároveň s vložením presunie určitý 
počet záznamov zo starej tabuľky do novej tabuľky a po presunutí všetkých elementov sa stará 
tabuľka zruší. Ďalšou možnosťou je lineárne hašovanie, ktoré umožňuje rozšírenie o jeden slot 
v určitom čase, pričom výpočtové nároky na rozšírenie sa rozložia medzi všetky vstupné operácie 
tabuľky. 
Výhodou hašovacej tabuľky je najmä jej rýchlosť, ktorá je najlepšia, ak sa dá dopredu určiť 
počet hodnôt, ktoré v nej budú a tak alokovať dostatočný priestor, alebo ak je tiež dopredu známy tvar 
a hodnota kľúčov, je možné prispôsobiť hašovacie funkcie a veľkosti sektorov. 
Nevýhodou je, že môžu byť náročnejšie na implementáciu, tiež výber vhodnej hašovacej 
funkcie nie je triviálny. Pri malom množstve dát, nemusia byť až také efektívne. Vyhľadávanie 
podobných hodnôt nemusí byť také efektívne, ako pri binárnych stromoch, majú slabú lokalizáciu dát 
v pamäti a ak sú dáta umiestnené náhodne, môže to viesť k výpadkom v cache pamäti mikroprocesora 
a tým k zdržaniu celého procesu. Tieto sektory by sa dali komprimovať bezstratovou kompresnou 
metódou a teda napríklad ak by sa pomocou x položiek podarilo komprimovať dáta x-krát tak sa tieto 




2.1.2 Cuckoo hašovanie 
Používa sa na riešenie kolízií pri hašovaní, pri vkladaní hašovacích hodnôt do hašovacej tabuľky. 
Základnou myšlienkou je použiť dve hašovacie funkcie namiesto jednej, čím je možné mať dve 
lokácie pre každý kľúč. Keď sa nový kľúč vkladá, použije sa nasledovný algoritmus [21]: 
Nový kľúč sa vloží na jednu z dvoch možných lokácií, pričom ak sa tam už nachádza iný 
kľúč, tak ho vyhodí. Tento kľúč sa potom uloží na druhú lokáciu a ak je aj tam iný kľúč opäť ho 
vyhodí a tento proces trvá až kým sa nenájde voľná pozícia pre nový kľúč. Môže dôjsť k zacykleniu a 
preto sa používa čítač cyklov, ktorý keď dosiahne definovanú hranicu, tak sa hašovacia tabuľka 
obnoví pomocou nových hašovacích funkcií. 
Tento princíp pri kompresii viacerých záznamov nie je príliš výhodný, pretože ak sú 
spracovávané dve veľmi podobné hodnoty tak namiesto toho aby boli uložené blízko pri sebe, sa 
vďaka princípu Cuckoo hašovania môže stať že budú uložené na úplne opačných koncoch dát a to 
môže viesť k neskoršiemu horšiemu spracovaniu. 
 
 
Obrázok 2.3 Príklad Cuckoo hašovania, (a) ukazuje keď je možné vložiť nový kľúč, (b) 
situácia kedy dôjde k zacykleniu (prevzaté z [21]).  
2.2 Bloomove filtre 
Tento typ je trochu odlišný od predošlých, používa sa na testovanie záznamov a samotné dáta v ňom 
nie sú uložené. Je to pravdepodobnostná dátová štruktúra, ktorá efektívne využíva miesto a používa 
sa na testovanie či element patrí do určitej množiny. Je možný výskyt falošne pozitívnych, ale nie 
falošne negatívnych elementov. Elementy môžu byť pridávané, ale odstraňované byť nemôžu, jedine 
ak sa použije adresovanie pomocou počítacích filtrov a čím viac je entít v štruktúre, tým je väčšia 
pravdepodobnosť výskytu falošne pozitívnych údajov. 
Bloomov filter je bitové pole, ktorého elementy sú na začiatku vynulované a tiež obsahuje 
taký počet nezávislých hašovacích funkcií, ktoré mapujú určitú množinu elementov do jednej pozície 
v poli, s uniformnou náhodnou distribúciou. Pri pridávaní elementu sa použije každá z k hašovacích 
funkcií, ktoré určia k pozícií v poli a tie sa nastavia na 1. Testovanie elementu prebieha tak, že sa 
vypočíta haš každou z hašovacích funkcií a pozície, ktoré dostane sa skontrolujú v poli a ak je niekde 
nula, tak element nepatrí do množiny. 
Požiadavka na návrh určitého počtu rôznych hašových funkcií nemusí byť vždy nevyhnutná, 
ak je ich počet príliš veľký, pretože ak je dobrá hašovacia funkcia so širokým výstupom, jej korelácia 
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medzi rozdielnymi bitovými položkami takýchto hašov je veľmi malá alebo žiadna a preto tento haš 
môže byť použitý na generovanie viacerých rôznych hašovacích funkcií tak, že sa jej výstupy rozdelia 
do viacerých bitových polí. 
Odstraňovanie elementov z jednoduchého Bloomovho filtra je nemožné, pretože elementy sa 
mapujú do viacerých bitov a ich nastavenie na nulu nielen zmaže element, ale sa tým zmažú aj iné 
elementy, ktoré sa mapujú do toho istého bitu a nie je možné určiť ktoré a vznikali by tak falošné 
pozitívne elementy. Dá sa to simulovať použitím sekundárneho Bloomovho filtra, ktorý obsahuje 
položky, ktoré už boli odstránené. Nevýhodou je, že falošne pozitívne v druhom filtri sa stanú falošne 
negatívne v prvom a to nie je povolené. Tiež nie je povolené pridávať už odstránené elementy. Často 
sú prístupné všetky kľúče, ale ich výpočet je veľmi náročný, pretože vyžaduje viacnásobný prístup na 
disk. Keď je výskyt falošne pozitívnych elementov príliš vysoký, tak sa celý filter vygeneruje znova, 
to sa však nestáva často. 
 
Obrázok 2.4 Bloomov filter (prevzaté z [35]). 
 
Aj napriek riziku falošne pozitívnych výsledkov Bloomove filtre prinášajú veľké priestorové 
úspory v porovnaní s binárnymi stromami, hašovacími tabuľkami, alebo poliami. Bloomov filter 
potrebuje len malý počet bitov v porovnaní s veľkosťou elementu, za čo vďačí sčasti vlastnostiam, 
ktoré má z polí a sčasti svojmu pravdepodobnostnému princípu. Avšak, keď je počet potenciálnych 
hodnôt malý, môžu byť lepšou voľbou bitové polia, ktoré potrebujú len jeden bit na element.  
Nezvyčajnou vlastnosťou je, že čas potrebný na pridanie elementu, alebo zistenie príslušnosti 
elementu do množiny je konštantný a nezávislý na počte elementov v množine. Ďalšou vlastnosťou 
je, že cykly, ktoré prebiehajú vnútri sú nezávislé a môžu sa jednoducho paralelizovať. Podrobnosti 
v [32]. 
Tieto filtre sa môžu použiť napríklad k zachytávaniu kľúčov tokov a teda každý nový tok sa 
postupne uloží do Bloomovho filtra a na konci meraného intervalu sa môže filter testovať na 
prítomnosť tokov v premávke. Nevýhodou je, že testované toky musia byť známe a tiež aj možnosť 
generovania falošne pozitívnych hodnôt a tým skresľovanie informácie, ktoré však vzhľadom na 















3 Kompresné a kódovacie metódy 
V tejto kapitole sú v hlavných rysoch popísané najznámejšie a najpoužívanejšie metódy  z oblasti 
monitorovania. Popísané kompresné a kódovacie metódy väčšinou používajú niektorú indexačnú 
metódu, prípadne kombinujú viacero metód. Pre zvýšenie prehľadnosti spracovania a najmä ilustráciu 
praktického aspektu jednotlivých metód, preto niektoré z charakteristík popri vykreslení hlavných 
rysov, obsahujú aj praktickú ukážku. 
3.1 Huffmanove kódovanie 
Je to všeobecne používaná metóda kompresie [25], ktorá začína vytvorením zoznamu abecedných 
symbolov vo vzostupnom poradí podľa ich pravdepodobnosti. Následne sa vytvorí strom so 
symbolom v každom liste a to zdola nahor, pričom sa postupuje tak, že sa vždy pre 2 symboly 
s najmenšou pravdepodobnosťou vytvorí nový uzol, ich pravdepodobnosť sa sčíta, pričom hrany sa 
ohodnotia 0 a 1 a to tak, že hrana k symbolu s väčšou pravdepodobnosťou sa ohodnotí ako 1, 
pri rovnakej pravdepodobnosti listov sa dolnému listu dá 0 a hornému 1. Výška stromu udáva dĺžku 
najdlhšieho kódu stromu. 
 
Obrázok 3.1 Huffmanov strom, desatinné čísla označujú pravdepodobnosť výskytu. 
 
Pred začiatkom kompresie musí kóder určiť kód a to na základe pravdepodobnosti 
(frekvencií) výskytu symbolov a tento údaj musí byť uvedený v komprimovanom toku, aby bol 
dekodér schopný kód dekomprimovať. Dekodér musí vedieť, čo je na začiatku toku, prečítať to 
a skonštruovať Huffmanov strom pre abecedu. Až potom môže dekódovať zvyšok toku. Algoritmus 
štartuje pri koreni a načíta prvý bit, ak je to nula, ide po dolnej hrane ak jednotka ide po hornej hrane. 
Postupne číta ďalšie bity, až sa dostane k listu stromu, teda dekóduje symbol, odošle ho a celý proces 
sa spustí znovu. 
Kanonický Huffmanov kód je kód, ktorý bol vybratý z viacerých Huffmanových kódov za 
účelom dosiahnutia určitej špecifickej vlastnosti kódu, napríklad aby bolo rýchle dekódovanie pre 
veľké abecedy. 
Tento kód predpokladá znalosť počtu výskytov symbolov, čo v praxi nie je vôbec obvyklé, 
riešením je napríklad čítanie vstupných dát dva krát, kedy sa najskôr zistí počet výskytov symbolov 
a potom sa komprimuje. Toto je semiadaptívna metóda, ale je príliš pomalá a preto sa používa 
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adaptívna metóda. Jej hlavnou myšlienkou je začať s prázdnym Huffmanovým stromom a v priebehu 
čítania a spracovávania symbolov ho upravovať. Na začiatku kóder vytvorí prázdny Huffmanov 
strom, prvý symbol sa zapíše nekomprimovane na výstup a dá sa do stromu s určitým kódom. Ak sa 
pri čítaní naň opäť narazí, použije sa tento kód a jeho frekvencia sa zvýši o jedna. Keďže sa takto 
strom modifikuje, musí sa overiť či je to ešte Huffmanov strom a prípadne sa kód znova usporiada. 
Dekodér postupuje zrkadlovo, jediným problematickým miestom je, aby dekodér vedel či sa jedná 
o nekomprimovaný symbol, alebo o kód s premenlivou dĺžkou. To sa rieši tak, že pred každý 
nekomprimovaný symbol sa vloží únikový kód s premennou dĺžkou a dekodér potom vie, že symbol 
za ním nasledujúci je kód symbolu, ktorý sa objavuje prvý krát. Tento únikový kód musí byť vhodne 
zvolený, aby sa nezhodoval a pri úpravách stromu sa musí zachovať. 
Úpravy stromu, nutné k jeho aktualizácii, začínajú vždy v aktuálnom uzle (práve prečítanom 
symbole) a cyklus je nasledovný. Najskôr sa aktuálny uzol porovná s nasledovníkmi (zľava doprava 
a zdola nahor), ak má bezprostredný nasledovník frekvenciu výskytu o jedna väčšiu, nemusí sa nič 
meniť. Inak sa tento uzol vymení s posledným nasledovníkom s rovnakou, alebo menšou frekvenciou. 
Následne sa zvýši jeho frekvencia výskytu o jedna a tiež frekvencie jeho rodičov. Ak je tento uzol 
koreň, celý cyklus končí, ak nie opakuje sa s rodičom tohto uzlu.  
Problémy tejto varianty sú napríklad preplnenie čítača alebo preplnenie kódu, kedy je už 
strom príliš vysoký, čo sa rieši napríklad ukladaním bitov kódu vo viazanom zozname a pod. Existujú 
rôzne metódy na vylepšenie tohto kódovania ako Vitterova metóda (o. i. minimalizuje súčet 
vzdialeností od koreňa k listom), MNP5 (popisuje ako vysielať komprimované bity sériovo 
v asynchrónnom a synchrónnom móde), MNP7 (využíva Markovského model) a ďalšie [25]. Túto 
metódu používa aj v súčasnosti „najlepšia“ kompresná metóda Bzip2, používajúca viacero vrstiev 
kompresných techník, ktoré sú navzájom na seba naviazané  a Huffmanove kódovanie a v nich hrá 
dôležitú úlohu (viac [37]). 
3.2 LZ77 
Patrí do skupiny tzv. Slovníkových metód, ktoré vyberú reťazec symbolov a pomocou slovníka ho 
zakódujú ako token. Slovník udržuje reťazce symbolov a môže byť statický, teda pripúšťa pridávanie 
reťazcov, ale nie ich mazanie, alebo dynamický, kedy sa reťazce môžu aj mazať a zadaný reťazec n 
symbolov zakódujú na n*H bitov, kde H je entropia reťazca. Obecne sa používajú adaptívne 
slovníkové metódy, ktoré majú na začiatku prázdny, alebo veľmi malý slovník a postupne sa doň 
pridávajú nové slová vyskytujúce sa v toku a mažú sa staré slová. Prebieha to v cykle, kedy každá 
iterácia začne čítaním vstupného toku a jeho rozkladom na slová. Potom sa vyhľadá každé slovo, ak 
sa nájde, na výstup sa dá token, ak nie, pridá sa do slovníka a pošle sa nekomprimované. Na záver sa 
testuje, či je možné odstrániť staré slovo.  
Základnou myšlienkou metódy je použitie skôr načítaného vstupného toku dát ako tzv. 
slovníka, kóder potom udržuje nad vstupným tokom okno a načíta vstup do tohto okna, sprava doľava 
a postupne kóduje, používa pohyblivé okno. Toto okno je rozdelené na dve časti a to na vyhľadávací 
buffer, kde je uložený aktuálny slovník a na predvídací buffer, kde sú dáta, ktoré sa budú kódovať. 
Veľkosť vyhľadávacieho buffra je rádovo väčšia ako predvídavého (niekoľko tisíc bytov oproti 
desiatkam).  
Kóder sa snaží nájsť zhodu dát v predvídacom buffri s dátami, ktoré sú v už vo 
vyhľadávacom. Postupuje tak, že začne s jedným symbolom a snaží sa nájsť čo najväčšiu zhodu čo 
vedie k zjednodušeniu kódera, avšak ak sa bude ukladať prvá zhoda, s malým ofsetom, tak spolu 
s použitím napríklad Huffmanovho kódovania môže byť kompresia tiež dobrá (verzia LZH). Po 
nájdení zhody zapíše značku do komprimovaného toku, kedy značka je trojica ofset, dĺžka 
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a nasledujúci symbol, ktorý je potrebný v prípadoch, keď sa nenájde žiadna zhoda čo znižuje 
výkonnosť. Ak sa nenašla zhoda, zapíše sa táto značka ako nasledujúci symbol s nulovou dĺžkou 
a ofsetom. 
Táto metóda sa dá zdokonaliť napríklad použitím premennej dĺžky pre značky ofset a dĺžka, 
alebo zväčšiť veľkosť oboch buffrov, prípadne posúvanie okna a to nahradiť kruhovou frontou, 
v ktorej sa okno realizuje nastavením dvoch ukazovateľov (je to pole, v ktorom dva ukazovatele 
ukazujú jedny na začiatok a druhé na koniec poľa). Tiež je možné pridať ku každej značke vlastnú 
značku a tak zrušiť tretie pole. 
Nevýhodou tejto verzie je napríklad to, že využíva predpoklad, že vzorky sa vo vstupných 
dátach vyskytujú blízko seba a toky, ktoré to nespĺňajú sa ťažko komprimujú. Prekážkou môže byť 
tiež aj obmedzená veľkosť predvídacieho a vyhľadávacieho buffra. 
Existuje veľa verzií, ktoré túto pôvodnú vylepšujú ako LZSS, ktorá používa kruhovú frontu, 
udržiava vyhľadávací buffer v binárnom strome a vytvára značky len s dvoma poľami. QIC-122 
variant pre kompresiu textov na ¼ palcové dátové pásky, LZX, ktorej hlavným rysom je spôsob 
kódovania ofsetov zhody, kedy tieto ofsety môžu byť veľké na základe segmentácie rozsahu 
vyhľadávacieho buffra. LZ78 nepoužíva pohyblivé okno a ani buffre ako predošlá verzia, ale má 
slovník skôr nájdených reťazcov, tento je obmedzený veľkosťou poskytnutej pamäte a kóder vysiela 
značky s dvoma časťami a to ukazovateľom do slovníku a kódom symbolu. Viac v [25]. 
Existujú aj rôzne modifikácie pre konkrétne použitie v spojení s iným protokolom ako 
napríklad LZS a LZS-DCP. 
LZS [14] je stavová kompresná metóda, čo znamená, že metóda udržuje históriu kódovania 
čo prináša lepšiu úroveň kompresie. Používa posuvné okno veľkosti 2048 bajtov a počas kompresie 
sa nájdené redundantné sekvencie dát nahradia tokenmi kratšej dĺžky, ktoré ich reprezentujú, ak sa 
nájde vo vstupných dátach rovnaký reťazec, vytvorí sa token, ktorý obsahuje ukazovateľ na 
predchádzajúci reťazec. Pri rozkódovaní sú pôvodné sekvencie nahradené tokenmi takým spôsobom, 
že originálne dáta sú presne obnovené. 
Ponúka možnosť jedinej, alebo viacnásobnej kompresnej histórie, kedy jediná história 
vyžaduje minimum pamäti, ale neposkytuje taký kompresný pomer ako viacnásobná kompresia. 
 
 



















Formát komprimovaných dát pozostáva z literálov a skomprimovaných tokenov. Literály sú 
reťazce, ktoré nemôžu byť skomprimované. Tokeny pozostávajú z ofsetu k lokácii uloženej 
v kompresnej histórii,  ktorá obsahuje odpovedajúci reťazec a dĺžky vyjadrujúci počet bajtov, ktoré 
zodpovedajú veľkosti reťazca. Na konci kompresie sú všetky skomprimované dáta dané na výstup 
a na koniec sa dá špeciálna značka, aby dekompresor vedel kde končia komprimované dáta. 
Dekompresia potom prebieha tak, že sa zoberú skomprimované dáta a hľadajú sa zhody pre každý 
token. Následne sa prečíta ofset, prejde sa na lokáciu v kompresnej histórii a na výstup sa dá dĺžka 
bajtov začínajúca ofsetom. Pre dáta prenášané cez nespoľahlivé médium, napríklad IP, je nutné 
pre každý paket vyčistiť históriu a začať ju vytvárať odznova. 
LZS-DCP [26] ponúka niektoré možnosti, ktoré protokol LZS nemá, ako možnosť 
nekomprimované dáta preniesť bez upravenia kompresnej histórie, používa bity na reset požiadavku 
a potvrdenie požiadavku v každom pakete a ponúka simultánne použitie sekvenčných čísiel a LCB 
pre detekciu chýb kompresie. 
3.3 Deflate 
Je to bezstratový kompresný formát, ktorý používa kombináciu algoritmu LZ77 a Huffmanovho 
kódovania, s efektivitou porovnateľnou s najlepšími všeobecnými kompresnými metódami. Je 
nezávislý na type procesora a operačného resp. súborového systému, môže byť použitý na ľubovoľne 
dlhé sekvenčné vstupné dátové streamy, využívajúc iba dopredu určené množstvo dočasnej pamäte 
a je kompatibilný s formátom používaným pre formát GZIP. 
Skomprimované dáta pozostávajú zo série blokov, korešpondujúcich s blokmi vstupných dát 
a ich veľkosť je limitovaná na 65,535 bajtov. Každý blok sa komprimuje pomocou kombinácie LZ77 
algoritmu a Huffmanovho kódovania, pričom Huffmanove stromy sú v každom bloku nezávislé od 
stromov v predchádzajúcom bloku, ale algoritmus LZ77 môže používať odkaz na reťazec, ktorý sa 
vyskytol v predchádzajúcom bloku (35 KB vstupných dát predtým). 
Každý blok pozostáva z dvoch častí, prvou je pár kódových Huffmanových stromov,  
skomprimovaných pomocou Huffmanovho kódovania, obsahujúcich popis reprezentácie 
komprimovaných dát a druhou časťou sú samotné komprimované dáta, pozostávajúce zo série 
unikátnych reťazcov, ktoré sa ešte nevyskytli vo vstupných dátach, vzdialeností (odkazy na 
predchádzajúce reťazce) a dĺžok, s maximálnou dĺžkou 258 bajtov. 
Všetky typy hodnôt ako reťazce, odkazy a dĺžky sú v komprimovaných dátach zakódované 
pomocou Huffmanovho kódu, pričom sa vytvárajú samostatné stromy pre reťazce spolu s dĺžkami 
a pre vzdialenosti. 
Pri komprimovaní bitov do bajtov sa postupuje od najmenej významného bitu po ten 
najvýznamnejší, avšak pre Huffmanov kód je to naopak. Prefixové kódy reprezentujú symboly 
z dopredu známej abecedy, sekvenciou bitov rôznej dĺžky, v tomto prípade pomocou binárneho 
stromu s hranami ohodnotenými buď 0, alebo 1 a symbolmi ako listami stromu, pričom dekodér 
postupuje od koreňa stromu podľa hodnôt v zakódovanom slove, až sa dostane k listu, kde je pôvodný 
symbol. Na ich konštrukciu sa používa Huffmanovo kódovanie s dvoma špeciálny pravidlami a to, že 
kódy rovnakej dĺžky sú lexikograficky postupné podľa poradia symbolov a kratšie kódy sú 
lexikograficky pred dlhšími kódmi – to umožňuje definovať Huffmanov kód pre abecedu iba 
pomocou určenia dĺžky kódov pre každý symbol abecedy podľa poradia. 
Algoritmus je nasledovný, najskôr sa vypočíta počet potrebných kódov pre každú dĺžku kódu, 
potom sa nájde numerická hodnota nasledujúceho kódu tak, že sa sčíta hodnota aktuálneho kódu 
s počtom bitov potrebných pre dĺžku slova o jeden bit kratšiu a bitovým posunutím o jednotku vľavo. 
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Následne sa podľa dĺžky slova a hodnoty nasledujúceho kódu priradia symbolom kódové slová. 
Podrobnejšie aj s príkladom je algoritmus ukázaný v Prílohe C. 
Deflate ponúka tri režimy kompresie, pričom každý blok kódu môže byť v inom režime. 
Konkrétne bezkompresný režim, kedy sú dáta nekomprimovateľné, potom kompresia s fixnými 
kódovými tabuľkami, kedy kóder aj dekodér majú zabudované dve kódové tabuľky, ktoré sa neustále 
používajú a urýchľujú tak kompresiu a dekompresiu a tiež kódové tabuľky sa nemusia zapisovať do 
komprimovaného toku. Tretím typom je kompresia s individuálnymi kódovacími tabuľkami, ktoré sú 
generované pre určité dáta, ktoré sa komprimujú. 
Každý komprimovaný blok začína 3-bitovou hlavičkou, ktorá obsahuje informácie o tom či sa 
jedná o posledný blok dát a o tom ako sú dáta komprimované. Ak nie je kompresia, bajt sa preskočí, 
potom nasleduje dĺžka určujúca počet bajtov v toku. Ak ide o prvý typ kompresie, po hlavičke 
bezprostredne nasledujú kódy s pevným prefixom pre reťazce a dĺžky a špeciálne kódy pre 
vzdialenosti. So špeciálnymi kódmi je ten problém, že je len 29 hodnôt na ich zapísanie, ale je 256 
dĺžok a preto sa používajú špeciálne bity, ktoré umožnia splniť tento rozsah. Pre druhý typ kompresie 
sa použije spôsob, ktorý je pomerne zložitý a pre záujemcov je podrobne rozpísaný v nasledovnej 
literatúre [10, 15, 18, 25]. 
Algoritmus na dekódovanie je nasledovný, postupne sa prechádzajú všetky bloky dát, 
skontrolujú sa bity v hlavičke, ak sú dáta nezakódované, len sa skopírujú, ak je kódovanie, načítajú sa 
reprezentácie kódových stromov a potom sa až do konca bloku dekódujú literály, ktoré sú menšie ako 
256, ak sú väčšie, jedná sa buď o koniec bloku (256), alebo o vzdialenosť, ktorá sa dekóduje 
a skopíruje sa dĺžka dát v predchádzajúcich dátach. 
Zhoda vo vyhľadávacom buffri sa hľadá pomocou metódy založenej na hašovacej tabuľke, 
kedy Deflate dáta v buffri nepresúva, ale presúva ukazovateľ a určuje tak bod, kde končí predvídací 
buffer a začína vyhľadávací buffer. Krátke reťazce z predvídacieho buffra sa hašujú do hašovacej 
tabuľky, čím sa minimalizuje počet kolízií. Pre veľké reťazce však stráca význam, čo je ošetrené tak, 
že ak sa prekročí veľkosť reťazca, staré dáta sa odstránia. 
Kóder rozhodne o ukončení starého bloku,  má pocit, že nový blok by bol užitočný, alebo keď 
veľkosť bloku naplní buffer kódera. Kóder používa zreťazenú hašovaciu tabuľku na nájdenie 
duplicitných reťazcov, používa hašovacie funkcie operujúce s 3-bajtovými sekvenciami. Povedzme 
že XYZ tvoria takúto sekvenciu, najskôr kóder preskúma reťaz hašovania tejto sekvencie, ak je 
prázdna, vypíše X ako literál a prejde na ďalší bajt, ak nie je prázdna, indikuje to, že sekvencia sa už 
vyskytla, kóder porovná všetky reťazce v hašovacej reťazi XYZ s aktuálnymi dátami vstupnej 
sekvencie a vyberie najdlhší zhodný reťazec. 
Kóder prehľadáva hašovaciu reťaz od najaktuálnejších reťazcov, aby uprednostnil krátke 
vzdialenosti medzi reťazcami a tým aj zvýhodnil použitie Huffmanovho kódu, hašovacie reťazce sa 
nikdy nemažú, len sa označia za neplatné, ak sú príliš staré.  
Kvôli zlepšeniu kompresie, kóder občas odloží výber zhodných sekvencií tak, že ak nájde 
zhodu určitej dĺžky N, kóder pokračuje v hľadaní zhody väčšej dĺžky od ďalšieho vstupného bajtu, 
ak ju nájde rozkúskuje predchádzajúcu najväčšiu dĺžku na reťazce veľkosti jedna a potom vyšle dlhší 
zhodný reťazec. Inak vyšle pôvodný reťazec a posunie sa dopredu o N bajtov. V normálnom prípade, 






Je to bezstratový kompresný formát, ktorý v súčasnosti používa Deflate ako kompresnú metódu, 
podrobnejšie informácie možno nájsť v [11, 25]. Formát dát možno popísať nasledovne. Prvý bajt 
určuje kompresnú metódu a informácie o kompresii, pre Deflate je to logaritmus so základom pre 
LZ77 veľkosti okna. Potom nasleduje jeden bajt značiek, najskôr 4 kontrolné bity pre správnosť 
formátu, potom bit na určenie súčasného slovníka a následne úroveň kompresie. Ak je nastavený bit 
pre zvolený slovník, bezprostredne za značkami nasleduje sekvencia bajtov, ktoré sú kontrolným 
súčtom adresy na konci prúdu dát. Úroveň kompresie určuje či bol použitý najrýchlejší algoritmus, 
alebo štandardný, alebo či je maximálna kompresia, táto informácia sa využije, ak je potrebná 
opätovná kompresia, dekompresia ju nepotrebuje. Dáta sú uložené vo formáte definovanom v Deflate. 
Adresa na konci obsahuje kontrolný súčet nekomprimovaných dát, počítaný podľa algoritmu, ktorý 
pozostáva z dvoch súm akumulovaných v každom bajte, prvou je suma všetkých bajtov, druhou je 
suma všetkých prvých súm. (Adler-32, 32 bitové rozšírenie Fletcherovho algoritmu). 
Kóder musí byť schopný produkovať prúd dát v správnom tvare, pričom možnosť aktuálneho 
slovníka nemusí byť podporovaná, pre dekodér musí skontrolovať dáta a poskytnúť chybové hlásenie, 
ak je niektorá zložka dát nesprávna.  
3.5 Viacstupňové filtre 
Vychádza z myšlienky, že premávka na sieti je z podstatnej časti tvorená nie príliš veľkou skupinou, 
tzv. veľkých prúdov (heavy hitters) a zameriava sa práve na identifikáciu týchto prúdov, pričom 
oproti NetFlow táto metóda zohľadňuje každý paket, ktorý príde a teda poskytuje väčšiu presnosť 
a zároveň zaberá menej miesta v pamäti. Podrobnejšie v [13]. 
Veľký prúd je definovaný ako prúd, ktorý presiahne určitú hranicu kapacity prenosového 
média v meranom čase. V ideálnom prípade algoritmus presne identifikuje tieto prúdy, v praxi však 
buď chybne označí malý prúd ako veľký, čo je falošne pozitívny prúd, alebo nezapočíta veľký prúd, 
to je nepravo negatívny prúd. 
Tento prístup je možné použiť v aplikáciách, ktoré vyžadujú škálovateľné účtovanie, 
monitorovanie v reálnom čase, škálovateľný manažment požiadavkou a pod. 
 
Obrázok 3.3 Viacstupňový filter (upravené z [13]). 
Predpokladom pre túto metódu bolo, že veľkosť použitej pamäti bude väčšia ako počet 
veľkých tokov, takže bude možné pozrieť každý paket, určiť do ktorého toku patrí, zvýšiť čítač, alebo 
alokovať novú položku a to všetko v SRAM pamäti. Najväčším problémom je ako identifikovať 
veľké toky, sú dva princípy identifikácie. V prvom vždy, keď príde nový paket pre nový tok, tak sa 
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mu vyhradí nové miesto na úkor toku s najmenšou premávkou, to však môže viesť k tomu, že veľký 
tok sa bude neustále vyradzovať z pamäte, pretože nerastie dostatočne rýchlo. Druhou možnosťou je 
použiť náhodné vzorkovanie, podobné ako v NetFlow, avšak s menšími pamäťovými nárokmi, ktoré 
dokáže identifikovať veľké toky. 
Princíp je vidieť na predchádzajúcom Obrázku č. 3.3, základom sú hašové stupne, ktoré 
pracujú paralelne, každý stupeň je vlastne tabuľka čítačov, ktorá je indexovaná hašovacou funkciou, 
ktorá sa počíta pre každý paket, ktorý príde. Všetky čítače sú na začiatku vynulované, po príchode 
paketu sa vypočíta haš ID toku, do ktorého paket patrí, čím sa určí jeho umiestnenie v tabuľke 
a veľkosť paketu sa priráta k príslušnému čítaču. Keďže pakety pre jeden tok sa budú hašovať na 
jeden index, je takýmto spôsobom možné identifikovať veľké toky. Problémom však je, že nemôžeme 
mať toľko čítačov, koľko je tokov a preto sa viaceré toky budú mapovať na rovnaké indexy, čo môže 
spôsobiť to, že malý tok sa pripočíta k veľkému, alebo veľa malých tokov sa identifikuje ako jeden 
veľký. A práve preto sa používa viacero stupňov, každý používa vlastnú, nezávislú hašovaciu funkciu 
a iba pakety, ktoré presiahnu určitú veľkosť vo všetkých stupňoch sa pridajú do pamäti tokov. 
Počet prístupov je jeden na zápis a jeden na čítanie, tiež je potrebné počítať hašovacie 
funkcie, čo sa dá jednoducho spraviť v hardvéri, pre softvér sa to môže stať úzkym hrdlom. 
Zaujímavý variant je sériový viacstupňový filter, ktorý používa jednotlivé stupne sériovo  
a pakety musia postupne prejsť všetkými vrstvami. Prináša to lepšie filtrovanie, ale úroveň veľkosti 
pre jednotlivé stupne je nižšia, čo naopak oslabuje filtrovanie. Paralelné filtre pracujú lepšie. 
Základný algoritmus bol vylepšený o nasledujúce optimalizácie: 
• Uchovávanie hodnôt – znamená, že pri periodickom mazaní pamäte toku, sa hodnoty 
namerané v tomto intervale uchovajú a len sa vynulujú čítače, čo umožní jednak zachovať 
dlho bežiace toky, ale tiež v budúcnosti rozpoznať nové veľké toky, ktoré v tomto čase iba 
vznikajú. 
• Včasné mazanie – pridala sa nová hranica pre veľkosť nameraných dát v určitom intervale, 
ktorá je nižšia ako celková hranica a teda pri periodickom mazaní sa zachovajú toky, ktoré 
prekročili pôvodnú hranicu a aj toky, ktoré v tomto intervale prekročili novú, nižšiu hranicu. 
• Ochrana – pakety, ktoré patria do tokov, ktoré už bežia dostatočne dlho a sú uložené v pamäti 
toku, už neprechádzajú filtrom. 
• Konzervatívne zvyšovanie čítačov – je to snaha o to čo najmenej zvyšovať čítače. Najmenší 
čítač sa normálne zvýši, ostatné sa však zvýšia len tak, aby neboli väčšie ako najmenší čítač 
po prirátaní nového paketu. Pre paralelné a sériové filtre, ak paket prejde filtrom a uloží sa do 
pamäti, tak sa hodnoty čítačov nezvyšujú.  
Cieľom týchto optimalizácií bolo znížiť počet falošne pozitívnych tokov a zvýšiť rozlišovacie 
schopnosti filtrov a oproti NetFlow prináša výhody, ako presnejšiu identifikáciu veľkých tokov 
a presné hodnoty, tiež zaručuje presnú dolnú hranicu pre toky, spotrebúva menej zdrojov 
ako NetFlow, čím znižuje možnosti zahltenia pri práci s pamäťou, využívaní CPU a pri prenosoch. V 
[13] bolo ukázané, že v reálnych dátach táto metóda má veľmi dobrú škálovateľnosť odhadu chyby 
oproti NetFlow, že je tiež oveľa presnejšia pri práci s malými intervalmi tokov. Jediným výraznejším 
problémom je, že v porovnaní s NetFlow, ktorý umožňuje definovať prehľadávanie v dátach až po 
prebehnutí merania, v tomto prípade musia byť hľadané vlastnosti určené dopredu, čo môže pri 
nesprávnom nastavení viesť k zaplaveniu médií premávkou.  
 25 
 
3.6 Counter Braids  
V skratke je princípom tejto metódy, podrobne popísanej v [19], kompresia počas počítania. Metóda 
tiež rieši problém s pamäťovým miestom a asociáciu čítača s pamäťou pomocou zapletenej (braid = 
zapletanie) hierarchie čítačov, s náhodnými grafmi. Vedie k výraznej redukcii miesta tým, že sa čítače 
zdieľajú a použitie náhodných grafov spoločne s hašovacími funkciami vedie k zníženiu nárokov na 
pamäť, resp. nie je potreba ukladať asociácie medzi čítačmi a tokmi. 
Sú dva základné pamäťové nároky, jeden je na veľkosť čítačov a druhý je veľkosť pamäte 
potrebnej na uloženie asociácií medzi tokom a čítačom, teda na to, ktorý čítač má informácie, 
o ktorom toku (pre malé toky – CAM – content addressable memory, pamäť adresovaná podľa 
obsahu). 
Pri presnom meraní je potrebná hybridná pamäť, v ktorej sú plytké čítače v SRAM a hlboké 
v DRAM, a prebieha to tak, že po pretečení plytkého čítača sa použije hlboký čítač. Vznikajú však 
problémy pri rýchlosti komunikácie medzi čítačmi a tiež asociácie medzi pamäťou nie sú ideálne. 
Druhou možnosťou je približné meranie, ako sa používa v NetFlow, alebo viacstupňových filtroch. 
Táto metóda má nasledujúce vlastnosti: 
• Na asociáciu tokov a čítačov používa malé množstvo hašovacích funkcií. 
• Inkrementálna kompresia postupne prichádzajúcich paketov, každý paket prechádza len 
malým počtom čítačov. 
• Asymptotická optimálnosť, asymptotický kompresný pomer. 
• Lineárne komplexné správy prechádzajúce dekódovacím algoritmom, ktorý obnovuje veľkosť 
komprimovaných tokov s nulovou chybou. 
• Algoritmus na predávanie správ je analyzovateľný a umožňuje vybrať si dizajn parametrov. 




Obrázok 3.4 Základná schéma systému (upravené z [19]). 
 
Myšlienka tejto metódy je príbuzná k metóde komprimovaného vnímania (compressed 
sensing), ktorej princípom je, že väčšina dát sa dá zahodiť pričom aj tak budeme schopní ich znova 
obnoviť bez straty - tak prečo nemerať len tie dáta, ktoré sa nezahodia? V prípade CB je to vektor 
hodnôt čítačov, získaných pomocou Counter Braids z tokov určitej veľkosti. Inšpiráciou sú aj 
náhodné, rozptýlené grafové kódy, konkrétne riedke paritné kódy LDPC, ktorými sú inšpirované 
napríklad Tornádové a Fontánové kódy, tieto kódy musia byť pre uplatnenie v tejto oblasti upravené, 




LDPC (low density parity check codes) sú lineárne kódy, ponúkajú vysokú výkonnosť 
blížiacu sa kapacite väčšine lineárne komplexných algoritmov na kódovanie a sú vhodné aj na 
paralelizáciu zápisu pomocou matíc alebo grafov. 
Stratégia riešenia je nasledovná, použije sa malé množstvo hašovacích funkcií, zapletú sa 
čítače a použije sa lineárne komplexný algoritmus posielania správ na obnovenie veľkostí tokov. 
Na predchádzajúcom Obrázku číslo 3.4 je základná štruktúra celého systému, samotné 
Counter Braids majú vrstvovú štruktúru, ktorá je ukázaná na nasledujúcom Obrázku číslo 3.5. 
Stavový bit sa používa na identifikáciu, že daný čítač už pretiekol. Náhodné hašovanie 
prebieha medzi tokmi a prvou vrstvou a medzi vrstvami čítačov a prebieha tak, že sa inicializujú 
čítače na 0, potom sa pre každý tok vypočíta haš, zvýši sa hodnota čítača a ak pretečie vypočítajú sa 
opäť haše a uložia sa do čítačov druhej vrstvy a nastaví sa stavový bit. 
Každé náhodné mapovanie v Counter Braids je biparitný graf, ktorého hrany sú generované 
hašovacími funkciami. Toto mapovanie je náhodné, pretože počet hrán je lineárny k počtu uzlov, 
oproti kvadratickému počtu hrán pre biparitné grafy a to otvára možnosti na používanie algoritmov 
zasielajúcich správy na rekonštrukciu veľkosti tokov. Tieto algoritmy sú iteratívne, na každej úrovni 
vzniká biparitný graf, medzi tokom a čítačom, do ktorého sa mapuje a správy sa posielajú medzi 
tokom a čítačom tam a spať. 
 
 
Obrázok 3.5 Dvojvrstvový CB so stavovým bitom a dvoma hašovacími funkciami (prevzaté z [19]). 
 
Algoritmus pre jednu vrstvu funguje tak, že sa najskôr správy od tokov smerom k čítačom 
nastavia na 0. Potom správa od čítača smerom k toku predstavuje odhad čítača o veľkosti toku, na 
základe informácie, ktorú dostal od susedných tokov, iných ako ten, ktorému ju posiela. Naopak 
správa od toku k čítaču je odhad toku o svojej vlastnej veľkosti na základe správ, ktoré dostal od 
ostatných čítačov, okrem toho, ktorému ju posiela. Viacvrstvové Counter Braids sa dekódujú 
rekurzívne, jedna vrstva po druhej, pričom ak sú použité stavové bity, tak sa asociácia s druhou 
vrstvou vytvára len ak je práve stavový bit nastavený a teda nie pre všetky čítače a ušetrené miesto je 
kompenzácia za miesto použité na stavové bity. Pre optimálnu výkonnosť je dostatočné používať dve 
vrstvy čítačov, 3 hašovacie funkcie, pričom hĺbka čítačov v prvej vrstve je od 5 do 8 bitov a čítače 
v druhej vrstve postačuje 64 bitov a oplatí sa využívať stavové bity. 
Táto metóda je efektívna, jej architektúra zaberá málo miesta, inkrementálne komprimuje  
veľkosť tokov, ktoré počíta a zároveň ich veľkosti dokáže skoro perfektne obnoviť. Minimalizuje 
priestor pre čítače, rieši asociácie medzi tokmi a čítačmi pomocou náhodných grafov (ukážkový 
príklad v Prílohe B).  
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4 Analýza dát 
Vzhľadom na fakt, že dôležitým predpokladom pre návrh a tvorbu kompresných metód toku je 
znalosť dát, ktoré premávajú v sieti, problematike ich analýzy a identifikácie takých vlastností, ktoré 
sú pre určitú skupinu dát, resp. tokov spoločné, alebo určitých vzorov, ktoré sa v dátach opakujú, 
prípadne určitej reprezentácie dát a iných vlastností, je venovaná táto kapitola. 
Získať dostatočne veľké a pestré dáta nie je až také jednoduché ako by sa mohlo zdať, ale 
existujú voľne dostupné dáta, ktoré boli pre potreby praktickej realizácie práce použité. Konkrétne 
bola použitá časť dát, ktorá má predstavovať reprezentatívnu vzorku, pretože spracovať celé dáta 
o premávke z jedného dňa by bolo výpočtovo náročné. Z tohto dôvodu boli vybrané 3 hodiny dňa, 
ktoré reprezentujú najväčšiu premávku, najmenšiu premávku v sieti a tiež dáta, ktoré sú v strede 
medzi týmito extrémami (konkrétne sa jedná o 3 hodiny z jedného dňa) a sú dostupné na odkaze [20]. 
Na tomto odkaze sú umiestnené záznamy tokov na danej monitorovanej linke vždy v 15 minútových 
intervaloch.  Ako druhá vzorka dát  boli použité voľne dostupné záznamy tokov[41], ktoré 
predstavujú 15 minútový záznam na meranej linke. Charakteristika oboch použitých vzoriek je 
prehľadne uvedená v nasledujúcej Tabuľke 4.1. 
 
Tabuľka 4.1 Vzorové dáta. 
 Prvá vzorka Druhá vzorka 
Počet tokov 18691689 16184407 
Počet paketov [milión] 241.5 17.9 
Počet prenesených bajtov [Gb] 157.6 545.6 
Bitov za sekundu [Mbps] 26.0 73.7 
Paketov za sekundu [pps] 4980 302 
Bajtov na paket [bpp] 652 30473 
 
Tieto dáta predstavujú dostatočne veľkú vzorku a vykonané experimenty môžu priniesť 
dostatočne relevantné závery, ktoré sa budú môcť uplatniť, resp. použiť pri práci v reálnych 
prípadoch. 
Analýza prebehla nasledovným spôsobom. Zdrojové dáta sa pomocou programu tcpreplay 
odosielali na vybrané sieťové rozhranie, na ktorom boli dáta zachytávané sondou, ktorá 
zaznamenávala a spracúvala dáta, konkrétne bola použitá sonda fprobe. Tá po presne stanovených 
intervaloch exportovala NetFlow dáta, ktoré odosielala na výstupné rozhranie. Na výstupnom 
rozhraní bol pripojený kolektor, ktorý dáta zachytil a uložil ako binárne súbory. Ako kolektor bol 
použitý nfcapd. V poslednom kroku boli binárne záznamy dát analyzované pomocou programu 
nfdump[26], ktorý poskytol základné charakteristiky dát ako najčastejšie IP adresy, porty a pod. a na 
podrobnejšiu analýzu dát boli použité programy awk a grep a to najmä na podrobnejšiu analýzu IP 
adries. 
V Tabuľke 4.2 a Tabuľke 4.3. sú uvedené výstupy analýzy na výskyt najčastejších portov, 
služieb a protokolov. Ako je vidieť, najčastejšie sa používajú porty 80 a 53, ktoré sa používajú pre 
http protokol a DNS protokol, potom porty 0, 1 a 3, ktoré sú rezervované pre TCP, alebo UDP 
prenos, a potom nasledujú hlavne dynamické a privátne porty, ktoré síce majú menší podiel v tokoch, 





Tabuľka 4.2 Najpoužívanejšie porty podľa výskytu. 













53 (26.3) 80 (43.1) 80 (58.7) 5556 (99.3) 5556 (99.3) 5556 (99.1) 
0 (15.3) 0 (18.8) 58584 (16.8) 43872 (99.2) 43872 (99.2) 43872 (99.0) 
80 (13.5) 58584 (18.2) 0 (13.9) 0 (1.1) 0 (1.1) 0 (1.3) 
768 (5.4) 22 (3.0) 443 (1.2) 24747 (0.3) 24747 (0.3) 24747 (0.5) 
58584 (5.3) 53 (2.5) 53010 (1.0) 43396 (0.1) 43396 (0.1) 43396 (0.1) 
445 (5.2) 44 3(1.5) 5556 (0.9) 1 (0.0) 1 (0.0) 1 (0.0) 
22 (4.0) 25 (1.3) 1935 (0.8) 3 (0.0) 3 (0.0) 3 (0.0) 
2816 (3.0) 3124 (1.0) 53 (0.6) 63509 (0.0) 768 (0.0) 63509 (0.0) 
36141 (2.0) 53010 (0.9) 59902 (0.6) 21 (0.0) 63509 (0.0) 21 (0.0) 
3124 (1.9) 445 (0.9) 22 (0.6) 248 (0.0) 248 (0.0) 248 (0.0) 
 
Tabuľka 4.3 Najpoužívanejšie typy služieb a protokoly v tokoch podľa výskytu. 
Prvá vzorka Druhá vzorka 
Protokol (%) TOS (%) Protokol (%) TOS (%) 
UDP (48.0) 0 (99.9) ISOIP (19.9) 253 (9.4) 
TCP  (36.2) 192 (0.0) 187 (2.7) 247 (4.7) 
ICMP (10.6) 1 (0.0) 234 (1.9) 254 (4.6) 
GRE (3.0) 3 (0.0) 255 (1.9) 233 (3.0) 
IPv6 (2.0) 2 (0.0) IPCV (1.7) 255 (2.5) 
ESP  (0.1) 224 (0.0) Leaf1 (1.6) 244 (2.3) 
IPIP (0.0) 16 (0.0) 153 (1.4) 246 (2.2) 
0 (0.0) 0 (99.9) XNET (1.2) 245 (2.1) 
RSVP (0.0) 192 (0.0) ARIS (1.0) 2 (2.0) 
- 1 (0.0) SDRP (0.8) 211 (1.8) 
 
Typ služieb [1, 8] indikuje cieľovému zariadeniu ako sa má spracovať prichádzajúci 
datagram, kedy 0 značí, že ide o normálny datagram a stačí rutinné spracovanie, zatiaľ čo hodnoty 1, 
2 a 3 postupne určujú, že bude potrebné prioritné spracovanie, okamžité spracovanie resp. bude 
potrebné využitie flash pamäti. Povolený rozsah je 0..255 a vyššie čísla indikujú aj potrebu zníženia 
oneskorenia, väčšej priepustnosti a spoľahlivosti. Hodnota 192 označuje InternetWork Control a 224 
Network control služby. Ako vidieť v drvivej väčšine prípadov prevažuje informácia o rutinnom 
spracovaní v prvej vzorke a špecifické požiadavky v druhom vzorku dát  Protokoly indikujú aký 
protokol bol použitý, v prvej vzorke je pomerne málo protokolov a jedná sa hlavne o prenos dát zatiaľ 
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čo v druhej je väčšie množstvo protokolov a obsiahnutá je iná forma premávky, ktorá je zameraná 
skôr na riadiace protokoly a služby ako na prenos dát. ISO-IP je protokol ktorý je používaný na 
sieťovej vrstve a je slúži na správu a údržbu vzájomných spojení medzi otvorenými systémami v sieti 
[36]. 
Veľmi zaujímavá je analýza tokov podľa IP adries, kedy Tabuľka 4.4 ukazuje najčastejšie sa 
vyskytujúce adresy a ako je vidieť adresy sú si navzájom podobné, opakujú sa ich oktety, čo 
podnietilo podrobnejšiu analýzu so zameraním práve na zhodnosť oktetov adries. 
 
Tabuľka 4.4 Najčastejšie IP adresy podľa tokov a prenesených dát. 
Prvá vzorka Druhá vzorka 
V tokoch (%) Podľa dát (%) V tokoch (%) Podľa dát (%) 
210.175.16.122 (4.8) 210.175.16.122 (18.1) 0.0.112.2 (1.6) 0.0.112.2 (1.5) 
210.175.139.60 (3.2) 216.14.149.241 (7.9) 119.19.80.16 (1.0) 175.68.128.16 (0.9) 
210.175.139.51 (2.8) 210.175.138.160 (4.5) 166.126.80.16 (1.0) 208.201.80.16 (0.6) 
216.166.86.229 (2.7) 210.175.138.162 (3.9) 0.0.80.2 (0.8) 0.0.80.2 (0.6) 
211.163.225.193 (2.7) 210.175.138.161 (3.5) 232.81.80.16 (0.7) 127.0.0.1 (0.6) 
144.9.44.238 (2.6) 210.175.138.163 (3.6) 34.35.80.16 (0.7) 232.81.80.16 (0.5) 
210.175.132.164 (2.5) 210.175.133.43 (2.9) 197.203.80.16 (0.6) 236.75.128.16 (0.5) 
144.9.44.239 (2.3) 210.175.141.123 (2.0) 161.3.80.16 (0.6) 197.203.80.16 (0.4) 
211.174.111.1 (2.3) 144.9.44.156 (1.7) 175.68.128.16 (0.5) 242.67.80.16 (0.4) 
210.175.16.122 (4.8) 177.80.94.169 (1.0) 208.157.80.16 (0.5) 75.225.80.16 (0.4) 
 
V Tabuľke 4.5 je ukázaná analýza, ktorá bola uskutočnená tak, že sa najskôr zistil počet 
unikátnych prefixov, podľa jednotlivých oktetov, teda koľko je unikátnych jedno, dvoj a troj 
oktetových adries a následne bola vykonaná analýza zameraná na to aká je redundancia, teda koľko 
krát sa jednotlivé adresy vyskytujú vo všetkých adresách. Cieľom bolo zistiť, či je možné redukovať 
adresový priestor. 
 
Tabuľka 4.5 Unikátne IP adresy podľa oktetov. 
 Prvá vzorka Druhá vzorka 
Oktety Unikátne adresy Unikátne adresy 
I. 176 256 
I. a II. 20202 65536 
I., II. a III. 706141 7855401 
I., II., III. a IV. 1312872 10718651 
 
Pre adresy určené 2 a 3 oktetmi, analýza prvého vzorku ukázala, že adresný priestor nie je 
plne využitý a že adresy sa do značnej miery opakujú, konkrétne pre 3 oktety platí, že priemerne je 
každý oktet použitý 1,86 krát, ale analýza ukázala, že 100 oktetov sa vyskytuje viac ako 200 krát, viac 
ako 200 oktetov sa vyskytuje viac ako 100 krát a teda značný počet adries sa vyskytuje viackrát. 
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V druhej vzorke dát sú špecifickejšie oktety adries, kedy prvé dva oktety kompletne využívajú 
adresný priestor. Pri analýze 2 oktetov bolo zistené, že dve unikátne adresy sa vyskytujú vo výrazne 
väčšom počte ako ostatné (256 a 230 výskytov), pričom nasledujúce najčastejšie výskyty boli len 
mierne nad priemerom, ktorý je 120 (priemerne o 20 výskytov viac). Unikátne 3 oktety adresy má 
v priemere 1,36 adresy a teda väčšina adries má unikátne prvé 3 oktety. 
Ďalšou časťou (vlastnosťou), ktorá nebola dosiaľ spomenutá, sú časové značky, ktoré sú 
veľmi dôležité pre koncového užívateľa a to z pohľadu či už účtovania, alebo zisťovania kedy bola na 
sieti aká premávka. Tieto značky udávajú rok, mesiac, deň, v ktorom tok začal (skončil) 
a s presnosťou na stotiny sekundy udávajú čas. Údaj o konci toku sa pri analýzach nahrádza položkou 
dĺžka trvania toku. Tieto dáta sú špecifické, pretože záleží na potrebách užívateľa ako veľmi do 
minulosti chce dáta zobraziť, resp. aký časový interval použije. Majú nasledovný tvar: 
 
Date flow start                 Date flow end           
 2011-01-06 22:16:35.034     2011-01-06 22:16:35.034 
 2011-01-06 22:16:32.159     2011-01-06 22:16:32.159 
 
Date flow start                       Duration 
 2011-01-06 22:16:35.034     12.368 
 2011-01-06 22:16:32.159     18.152 
 
Na záver boli analyzované niektoré používané kompresné metódy, vychádza sa z hašovacích 
tabuliek a komprimovali by sa sektory a nasledujúce experimenty ukazujú maximálnu mieru 
kompresie, pretože sa komprimujú celé dáta. Ak sa komprimuje len malá časť dát, povedzme 20, 30 
záznamov tokov, výsledky kompresie sú horšie, ako je vidieť v Tabuľke 4.6. Experimenty prebehli 
tak, že sa dáta skomprimovali pomocou troch metód (ich variant zameraných na rýchlosť, alebo na 
kvalitu kompresie). Výsledky sú uvedené v Tabuľke 4.7 a 4.8.  
 










20 tokov 1344 856 633 633 633 901 
40 tokov 2384 1138 1138 1084 1010 1430 
Kompresný pomer - 0,637 0,471 0,471 0,471 0,670 
- 0,477 0,477 0,454 0,424 0,600 
 
Kompresná metóda LZ1OX-1 je metóda používaná programom nfdump, je to modifikácia 
klasickej metódy LZ77 so zameraním na kompresiu v reálnom čase, pričom na dekompresiu nie je 
potrebná žiadna pamäť (podrobnejšie v [30]). Táto metóda vyžaduje presne definovaný formát dát. 
Ako je z tabuliek vidieť, kompresne metódy dosahujú veľmi dobré výsledky, kompresný 
pomer komprimovaných dát je nečakane dobrý a veľkosť výsledných komprimovaných dát je 


















Všetky toky [MB] 802,6 202,9 158,9 264,1 229,8 305,2 
Časový údaj [s] 
kompresia/dekompresia 
- 153,4/58,0 161,7/80,4 45,9/22,0 281,37/22,0 15/16,9 
Kompresný pomer - 0,253 0,198 0,329 0,286 0,380 
 












Všetky toky [MB] 927,0 282.2 242,2 365,2 312,4 427,7 
Časový údaj [s] 
kompresia/dekompresia 
- 190.5/75,6 193,1/104,5 41,0/28,2 381,9/27,1 27,5/26,2 
Kompresný pomer - 0.304 0,261 0,394 0,337 0,461 
 
Kompresia celého súboru dát bezstratovými metódami, ukázala, že kompresia je kvalitná 
avšak problémom pri sieťovej premávke môže byť rýchlosť kompresie, kedy žiadna z testovaných 
metód nedokáže komprimovať dáta v reálnom čase, resp. keďže sa jedná o celkové dáta, očakávanie 
neboli veľmi vysoké, ale aj tak kompresia  najrýchlejšou metódou trvala desiatky sekúnd. Ukázalo sa, 
že najlepšia metóda je Bzip2, ktorá najlepšie komprimuje dáta a zároveň v porovnaní z metódou Gzip 
je aj dostatočne rýchla. Ak však berieme v úvahu najmä rýchlosť kompresie je metóda Gzip rádovo 
rýchlejšia, pričom komprimované dáta majú prijateľnú veľkosť, stále však zaostáva v rýchlosti za 
metódou LZO1X-1, ktoré je najrýchlejšia, ale najhoršie komprimuje dáta, ktoré sú takmer 2-krát také 
veľké ako pri ostatných metódach. 
Ukázalo sa taktiež, že prvá vzorka dát dosahuje lepšie výsledky pri kompresii, z čoho je 
možné vyvodiť, že obsahuje dáta, ktoré sú menej rozmanité a teda premávka na sieti, ktorú popisujú 
bola viac špecifická ako pri druhej vzorke.  
Kompresné metódy boli testované tak, že sa viackrát komprimovali a dekomprimovali 
vzorové dáta pričom sa vždy použil príslušný parameter pre určenie typu kompresie. Použité boli 
unixové programy bzip2 [37] a gzip [38] a taktiež prepínač –z pre program nfdump (-j pre 
dekompresiu). Časové údaje sú uvedené len pre porovnanie rýchlosti jednotlivých metód, neboli 
podrobne testované, pretože dĺžka trvania kompresie závisí na vyťaženosti CPU v dobe kompresie 
a tiež na jeho výkonnosti. 
Ako vidieť vo vzorových dátach, polovicu používaných portov tvoria 4 rôzne porty, pričom 
port 0 sa vyskytuje najčastejšie, resp. v druhej vzorke je prevaha ešte výraznejšia a podobné znaky sa 
dajú nájsť aj v type služieb a protokoloch. Dalo by sa preto buď použiť stratovú kompresiu 
a používať menší počet hodnôt, alebo a to je zaujímavejšie a môže to priniesť väčšiu úsporu, zamerať 
na výskyt najčastejších hodnôt, pravdepodobnosť toho, že budú použité, prípadne ich 
pravdepodobnostné rozloženie a skúsiť na základe týchto vlastností dáta prekódovať. 
Časové značky a IP adresy obsahujú veľkú rezervu na úsporu miesta, pretože v prípade adries 
ide jednak o najdôležitejšiu informáciu, ale tiež aj o najväčšiu časť informácie. Pre časové značky je 
otázne ako sú definované v binárnych dátach a teda koľko reálne zaberajú, pretože výpis ich hodnôt 
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je zameraný tak, aby užívateľ mohol jednoducho rozlíšiť. Analýza ukázala, že v tokoch, ktoré sa 
vyskytli v približne rovnakom čase je veľká šanca na zhodu v dátume a tiež časový údaj o prijatí 
paketu, ktorý je s presnosťou na tisíciny sekundy, čo až na požiadavky v oblasti bezpečnosti je 
priveľká presnosť a pre štandardné využitie monitorovania by stačila presnosť na hodiny. 
Analýza taktiež  ukázala, že možnosť redukcie nie je úplne ideálna a je závislá na type dát, 
pretože ak počet adries nedosahuje plných možností adresného priestoru je určitá možnosť ich 
prekódovať a znížiť tak veľkosť dát pri prvej vzorke, avšak druhá vzorka plne využíva adresný 
priestor pre prvé dva oktety, pre ďalšie oktety je už priestor využitý oveľa menej a možnosť redukcie 
je menšia, pretože unikátne 3 oktety sa v adresách vyskytujú priemerne raz. 
V prípade IP je určite vhodné a zaujímavé uvažovať nad riešením z oblasti orientovaných 
grafov a pokúsiť sa vytvoriť stromovú štruktúru pre adresy s rovnakými oktetmi, prípadne vymyslieť 
trojvrstvovú štruktúru, ktorá bude slúžiť na uloženie IP adries na princípe indexačných metód.  
Ďalšími možnosťami na kompresiu a ušetrenie pamäte, ktoré má súvis s IP tokmi, sú čítače 
tokov, ktoré ako bolo ukázané v [19] a riešiť čítače pomocou princípu založeného na Counter Braids, 
alebo na princípe viacstupňových filtrov [13], ktorá by riešila štruktúru čítačov, čo by v konečnom 
dôsledku viedlo k úspore.  
Nezanedbateľnou možnosťou, ako ušetriť miesto je aj myšlienka zaoberať sa len tokmi určitej 
veľkosti a teda malé toky buďto vôbec nebrať do úvahy (neukladať do pamäte), alebo ich urýchlene 
exportovať z pamäte, resp. nekomprimovať dáta malých tokov a zamerať sa len na kompresiu tých 
veľkých. Tu je však problém určenia hranice, po ktorej dosiahnutí je tok považovaný za veľký a tiež 
aj časový interval exportovanie pamäti, zaujímavou je aj možnosť rozdeliť pamäť tokov (flow cache) 
na viacero častí, podľa typov dát a skúmať, aký bude účinok kompresie. 
Hlavnou otázkou, na ktorú táto práca hľadá odpoveď je, ktoré z dát, na základe vyššie 
zistených a ukázaných poznatkov je vhodné komprimovať, ako túto kompresiu vykonať, teda či ostať 
pri bezstratovej kompresii, alebo preskúmať možnosti stratovej kompresie a následne zhodnotiť či 
zvolená kompresie priniesla očakávanú úsporu, prípadne sa ukázala byť vhodnou pre daný typ dát 







5 Bezstratová kompresia 
Väčšina v súčasnosti používaných kompresných metód patrí do tejto kategórie, pretože zachovať 
presnú informačnú hodnotu a štruktúru dát je tá najdôležitejšia podmienka pre kompresiu a toto platí 
aj v oblasti sieťových tokov. Ako ukázala analýza v súčasnosti používaných kompresných metód na 
celkových dátach, ich účinnosť je veľmi vysoká, avšak je závislá na type dát. Ich účinnosť teda závisí 
na tom aká premávka je v sieti a keď je táto premávka špecifická a obsahuje malý počet zdrojov 
a cieľov, tieto metódy sú ešte účinnejšie ako bolo ukázané Kapitole 4.  
Tieto metódy však pracujú už nad nameranými dátami, v off-line režime a ich použitie pri 
skutočnej premávke by nemuselo byť dostatočne účinné a analýza toto potvrdila práve pri celkových 
dátach. Tieto metódy sú veľmi robustné, navrhnuté tak, aby si poradili s akýmikoľvek dátami, čo 
môže viesť k pomalšej kompresii pri statických dátach, resp. sú zamerané najmä na kvalitu 
kompresie, a rýchlosť nie je až tak dôležitá. 
V tejto časti sú ukázané ďalšie testy bezstratových kompresných metód, kedy sa testujú rôzne  
veľkosti pamäti tokov, zameriavajú sa nie len na kvalitu, ale aj na rýchlosť kompresie. Testovanie 
prebiehalo nasledovným spôsobom. Pre zjednodušenie bola zvolená menšia časť vzorových dát, aby 
bol priebeh rýchlejší. Následne sa dáta opäť spracovali ako pri celkovej analýze v Kapitole 4. 
(programy tcpreplay -> fprobe -> nfcapd), pričom pre dátovú sondu boli zvolené rôzne veľkosti 
pamäti tokov, ktoré sa exportovali na kolektor každých 5 minút (parameter –b pre program fprobe).  
Následne sa testovala účinnosť kompresných metód na celkových dátach v jednom súbore 
(súbor vytvorený prepínačom –w pre program nfdump) a na dátach, ktoré boli priamo získané 
z kolektora, ktorý ich exportoval každých 5 minút. Výsledky sú uvedené v tabuľkách 5.1, 5.2, 5.3 
a 5.4. Veľkosti pamäti boli zvolené v pomerných veľkostiach od 512 KB až po veľkosť 8192 KB, 
tento rozsah veľkostí bol inšpirovaný podľa nastavení zariadení, ktoré uvádza firma Cisco 
v dokumente [9].  
 
Tabuľka 5.1 Analýza kompresných metód pre rôzne veľkosti pamäte tokov. Prvá vzorka. 
 
V tabuľkách je ukázaná vždy veľkosť dát pre jednotlivú zvolenú veľkosť pamäte tokov (pre 
dáta v jednotlivých súboroch, je veľkosť rovnaká ako pre celé dáta) a potom veľkosť 
komprimovaných dát pre jednotlivé metódy. V poslednom stĺpci sú uvedené priemerné časy, potrebné 
na kompresiu a dekompresiu dát. 
Tabuľka 5.1 ukazuje výsledky pre zvolené dáta z prvej vzorky, ktoré boli zlúčené do jedného 
binárneho súboru. Ako je vidieť, najrýchlejšia je kompresia metódou LZO1X-1, avšak tá je zároveň 
najhoršia pre úroveň kompresie dát. Zaujímavé je, že tento variant bol rýchlejší ako variant zameraný 
na rýchlosť, aspoň z pohľadu kompresie, čo bolo prekvapivé, ale dalo by sa to vysvetliť tým, že tieto 
 512 1024 2048 4096 8192 
Priemerný čas [s] 
kompresia/dekompresia 
Celková  veľkosť [MB] 291,1 288,4 293,8 290,9 275,1 - 
Bzip2 – rýchly [MB] 90,0 89,2 91,2 90,0 85,2 89,1/26,4 
Bzip2 – najlepší [MB] 78,2 77,5 79,0 78,1 74,0 65,6/37,2 
Gzip – rýchly [MB] 116,7 115,7 117,8 116,7 110,4 14,5/10,1 
Gzip – najlepší [MB] 99,4 98,5 100,4 99,4 94,1 133,5/11,0 
LZO1X-1 [MB] 138,0 136,9 139,4 138,1 130,6 6,6/6,1 
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dáta boli veľmi rôznorodé a algoritmus pre použití kvalitnejšej kompresie ich dokázal rýchlejšie 
spracovať. 
V tabuľke 5.2 sú ukázané výsledky rovnakých testov pre zvolené dáta z druhej vzorky, 
výsledky pokusov už dosahujú očakávaný priebeh, kedy najrýchlejšie varianty kompresných metód 
dosahujú najlepšie časy a tie zamerané na kvalitu kompresiu komprimujú dáta najúčinnejšie.  
Keď sa porovnajú hodnoty dosiahnuté jednotlivými metódami, je možné vidieť, že nie sú 
v takom pomere ako sú veľkosti jednotlivých vstupných dát. Ale, že dáta druhej vzorky sú ešte 
menšie a teda tieto dáta ponúkajú o niečo málo lepšiu možnosť kompresie, čo je dané práve sieťovou 
premávkou, ktorá bola v tejto vzorke menej rozmanitá. 
 
Tabuľka 5.2 Analýza kompresných metód pre rôzne veľkosti pamäte tokov. Druhá vzorka. 
 
V nasledujúcich tabuľkách sú ukázané výsledky kompresie vykonanej nad dátami, ktoré boli 
rozdelené na menšie časti, podľa toho aké boli výstupy z kolektora. Nie je už uvádzaná celková 
veľkosť dát, ktorá je zhodná s veľkosťou príslušného jedného binárneho súboru. V týchto tabuľkách 
je jasne vidieť, že rozdiely oproti kompresii celých dát v jednom binárnom súbore, výsledky nie sú 
príliš odlišné (najdôležitejšie parametre sú prehľadnejšie porovnané v Tabuľkách 5.5 a 5.6). 
 
Tabuľka 5.3 Analýza kompresných metód pre rôzne veľkosti pamäte tokov. Prvá vzorka. 
 
V Tabuľkách 5.3 a 5.4 je vidieť, že rozdiel pri komprimovaní rozdelených dát a dát 
uložených v jednom súbore sú výsledky prekvapivé, keďže výsledné skomprimované dáta sú rovnako 
veľké (mierne odchýlky veľkosti 0,001 MB) pri prvej vzorke. Očakávané boli mierne väčšie dáta, 
pretože pri komprimovaní celého súboru by mala byť kompresia lepšia, pretože sú dáta v jednom 
súbore a teda kompresný algoritmus by mal pracovať účinnejšie. Ukázalo sa teda, že dáta prvej 
vzorky sú natoľko rozmanité, že ich zlúčenie neprinesie želaný efekt menšieho výsledného súboru. 
Pri druhej vzorke dát je výsledok ešte o niečo prekvapivejší, pretože dáta komprimované metódou 
 512 1024 2048 4096 8192 
Priemerný čas [s] 
kompresia/dekompresia 
Celková  veľkosť [MB] 107,1 99,4 89,0 84,0 80,3 - 
Bzip2 – rýchly [MB] 26,8 25,0 22,5 20,8 20,4 19,5/6,9 
Bzip2 – najlepší [MB] 21,2 19,7 17,7 16,4 16,1 20,7/10,0 
Gzip – rýchly [MB] 34,6 32,1 29,1 26,8 26,2 3,5/2,3 
Gzip – najlepší [MB] 30,2 28,0 25,4 23,4 22,9 33,8/2,4 
LZO1X-1 [MB] 40,1 37,2 33,6 30,9 30,6 3,6/1,7 
 512 1024 2048 4096 8192 
Priemerný čas [s] 
kompresia/dekompresia 
Bzip2 – rýchly [MB] 90,1 89,3 91,1 90,1 85,3 72,6/28,9 
Bzip2 – najlepší [MB] 78,3 77,6 79,2 78,3 74,2 68,4/39,0 
Gzip – rýchly [MB] 116,7 115,7 117,9 116,7 110,5 19,3/11,0 
Gzip – najlepší [MB] 99,4 98,6 100,4 99,4 94,1 138,7/10,9 
LZO1X-1 [MB] 138,0 136,9 139,4 138,1 130,6 7,2/6,5 
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bzip2 boli väčšie ako kompresia jedného súboru aj keď väčšina len o málo (0,01 MB), avšak len pri 
veľkosti pamäti tokov 512 KB. 
 
Tabuľka 5.4 Analýza kompresných metód pre rôzne veľkosti pamäte tokov. Druhá vzorka. 
 
To že dáta budú väčšie bol očakávaný výsledok, ale dáta komprimované metódou Gzip boli 
práve naopak, menšie, ako keď sa komprimovali ako jeden súbor. Znova išlo len o malé rozdiely 
(0,01 MB), avšak opäť pre veľkosť pamäti tokov 512 KB boli dáta výrazne menšie, v porovnaní 
s rozdielmi pre prvú vzorku dát. Správanie kompresných metód pri kompresii a dekompresii dát 
získaných pri meraní dát a veľkosti pamäti 512 KB možno vysvetliť tak, že dáta v jednotlivých 
súboroch sú lepšie komprimovatelné, ako keď sa tieto súbory zlúčia do jedného. Je možné, že keďže 
pamäť tokov je malá, tak dáta, ktoré sú postupne zachytávané a sú veľmi podobné, vytvorí sa menší 
počet tokov a je nutné uložiť menšiu informáciu o stave sieťovej premávky. To svedčí o tom že 
premávka v druhej vzorke dát je v malých časových okamihoch rovnaká a postupne sa menia zdroje 
a ciele tokov a tým pádom došlo k tomu, že kompresia sa správala inak pri tejto veľkosti pamäti. Tiež 
je možné, že mohla nastať strata paketov pri meraní a to mohlo zapríčiniť rozdielne výsledky, ale dáta 
boli merané rovnakým spôsobom a v následných časových okamihoch. 
 










Prvá 0,309 0,269 0,401 0,342 0,474 
Prvá, jednotlivé súbory 0,309 0,269 0,400 0,341 0,474 
Druhá 0,251 0,198 0,324 0,283 0,375 
Druhá, jednotlivé súbory 0,266 0,216 0,310 0,266 0,375 
 
V tabuľkách 5.5 a 5.6 sú názorne ukázané výsledky kompresných pomerov a časové 
informácie pre jednotlivé kompresné metódy a je tu jasne vidieť, že pri kompresii testovacích dát 
uložených v jednom súbore a dát reprezentovaných viacerými súbormi táto skutočnosť nemá zásadný 
vplyv na ich veľkosť, najmä ak sa jedná o výslednú veľkosť komprimovaných dát. Drobné odchýlky 
(0,014-0,018 MB) sú spôsobené najmä výsledkami kompresie pre veľkosť pamäti tokov rovnej 512 
KB, ktorá ako ukázali pokusy bola špecifická. 
Ďalším cieľom tejto analýzy bolo zistiť, aký má vplyv veľkosť pamäte tokov na výslednú 
veľkosť dát. Ukázalo sa, že čím väčšia táto pamäť bola, tým menšie boli aj výsledné namerané dáta, 
čo viedlo taktiež k lepším kompresným pomerom, menšej veľkosti komprimovaných dát a aj 
rýchlejšej kompresii. Jediným vybočením z tohto popisu sú dáta namerané pre prvú vzorku, kedy dáta 
 512 1024 2048 4096 8192 
Priemerný čas 
kompresia/dekompresia 
Bzip2 – rýchly [MB] 34,6 25,0 22,5 20,8 20,4 15,1/6,2 
Bzip2 – najlepší [MB] 30,2 19,8 17,8 16,5 16,1 19,1/8,7 
Gzip – rýchly [MB] 26,9 32,1 29,1 26,8 26,3 7,8/4,3 
Gzip – najlepší [MB] 21,3 28,1 25,4 23,4 22,9 31,0/4,4 
LZO1X-1 [MB] 40,1 37,2 33,6 30,9 30,6 2,44/1,4 
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pri veľkosti pamäti tokov 512 KB a 1024 KB boli menšie (porovnateľné) s dátami pri veľkosti 2048 
KB, čo možno vysvetliť tým, že dáta pre týchto veľkostiach sú ešte menej rozmanité a teda 
v jednotlivých súboroch sú dáta veľmi podobné a preto je treba uložiť menej tokov do pamäti. Tiež 
mohla nastať chyba pri meraní, ale opakované pokusy opäť ukázali rovnaké, resp. podobné výsledky. 
 










Prvá 89,1/26,4 65,6/37,2 14,5/10,1 133,5/11,0 6,6/6,1 
Prvá, jednotlivé súbory 72,6/28,9 68,4/39,0 19,3/11,0 138,7/10,9 7,2/6,5 
Druhá 19,5/6,9 20,7/10,0 3,5/2,3 33,8/2,4 3,6/1,7 
Druhá, jednotlivé súbory 15,1/6,2 19,1/8,7 7,8/4,3 31,0/4,4 2,44/1,4 
 
Ako analýza ukázala, bezstratové kompresné metódy dosahujú veľmi dobré výsledky a nie je 
podstatné či sú dáta uložené v jednotlivých súboroch, alebo jednom binárnom a aj čas potrebný na 
kompresiu je pomerne dobrý, avšak pri reálnej sieťovej premávke by rýchlosť musela byť oveľa 
vyššia.  
Aj keď podľa analýzy IP adries je istá možnosť ich redukcie (platí aj pre časové známky), 
otázkou je aké veľké úspory je možné dosiahnuť. V prvej vzorke sa adresy výrazne opakujú pričom 
adresný priestor nie je plne zaplnený a pri prekódovaní by bolo možné dosiahnuť určité úspory, 
metódou, ktorá bola načrtnutá v kapitole o návrhu riešenia. Ale v druhej vzorke je vidieť, že tento 
spôsob je výrazne závislý na type dát, pretože v tejto vzorke je adresný priestor výrazne zaplnený 
(najmä prvé dva oktety) a preto redukcia prekódovaním stráca zmysel a aby bola dosiahnutá určitá 
výraznejšia úspora, algoritmus by musel byť svojou kvalitou porovnateľný už s existujúcimi a to 
vzhľadom na obmedzený rozsah IP, kedy aj napriek celkovému počtu adries a ich teoretickom počte, 
ktorý ukazuje značné rezervy, nie je použiteľný. Analýza ukázala,  že každý oktet má obmedzený 
počet rôznych hodnôt a práve prekódovaním týchto hodnôt nie je možné dosiahnuť výraznejšej 
úspory. Zaujímavejšiu možnosť ponúka prekódovanie hodnôt portov, kedy v tokoch istotne nebude 
použitý ich celkový rozsah, ktorý je 64535 hodnôt a istotne nebudú použité všetky a v kombinácii 
s IP adresami by poskytli ďalší rozmer a teda aj zlepšili možnosť kompresie, ale aj napriek tomu by 
výsledky kompresie nemuseli byť dostatočne dobré v porovnaní so zavedenými metódami. 
 V oblasti časových značiek sa ponúka možnosť podobného riešenia kompresie, kedy rok je 
s veľkou pravdepodobnosťou spoločný pre všetky záznamy, mesiace a dni sa určite opakujú a čas 
taktiež, otázkou zostáva ako sú tieto dáta uložené v binárnej forme, ale ich formát bude do určitej 
miery veľmi podobný ako pre textové dáta. Opäť tu nastáva rovnaký problém ako pri IP adresách, 
kedy s vysokou pravdepodobnosťou bude použitá väčšina hodnôt pre jednotlivé zložky časových 
údajov. Preto by kompresná metóda musela byť kvalitou opäť na úrovni súčasne používaných metód 
a výsledky by v porovnaní s týmito metódami nemuseli byť práve najlepšie, či už čo do veľkosti 
komprimovaných dát, alebo aj poľa dĺžky trvania kompresie. 
Ako bolo ukázané a teoreticky odôvodnené, možnosti bezstratovej kompresie tu určite sú, ale 
logika hovorí a teoretické úvahy ukazujú rovnaké závery, že výsledky budú prinajlepšom len o niečo 
málo lepšie, ako výsledky pri použití kompresných metód, ktoré sa v súčasnosti používajú na 
kompresiu dát, aj keď v iných oblastiach. Tieto metódy sú založené na algoritmoch, ktoré sú 
premyslené do detailov, vyladené a najmä overené rokmi používania. Ponúka sa možnosť ich 
modifikácie a teda určitým spôsobom tieto algoritmy upraviť a zamerať sa na prispôsobenie 
požiadavkám sietí a tokov, teda ich odľahčiť a zvýšiť tak ich časovú výkonnosť, ale tento smer nie je 
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príliš lákavý, pretože optimalizovať a hľadať skryté možnosti niečoho, čo už bolo dostatočne 
preskúšané a overené v reálnom prostredí nie je príliš motivujúce a preto sa táto práca bude uberať 
iným smerom. 
Tieto metódy (Gzip, Bzip2, LZO1X-1 a iné) sú a zostanú najpoužívanejšie, fungujú 
dostatočne rýchlo, sú robustné a nie je dôvod ich nepoužívať. V oblasti pamäti tokov by vyžadovali 
určitú modifikáciu, zameranú najmä na kompresiu a dekompresiu v reálnom čase, čo je v podstate už 
iba technický detail, ktorý zahŕňa modifikáciu kódu a testovanie. 
V nasledujúcej kapitole bude ponúknutý iný pohľad na kompresiu, ktorý sa bude snažiť 
vyvážiť určitú stratu konkrétnej informácie, či už úsporou, alebo rýchlosťou, alebo iným spôsobom 
ako zachovať celkovú informáciu o vlastnostiach premávky, čo v niektorých prípadoch môže byť 







6 Návrh riešenia 
V predchádzajúcej kapitole bola testovaná bezstratová kompresia, kde sa potvrdili očakávania, 
že bezstratové metódy síce dosahujú určitú mieru kompresie, avšak bezstratová kompresia je stále 
nedostatočná, pretože ako experimenty ukázali, dosahuje úsporu na úrovni jednej štvrtiny pôvodnej 
veľkosti dáta a prioritným cieľom preto je pokúsiť sa o rádové zníženie zabraného priestoru. 
Modifikácia bezstratových metód, prípadne vytvorenie bezstratovej metódy, ktorá by dosahovala 
výsledky aspoň porovnateľné  s existujúcimi metódami nie je príliš sľubné a ani reálne, pretože tieto 
metódy boli vyvíjané a testované už roky, a preto sa táto práca zameriava na možnosti, ktoré ponúka 
stratová kompresia.  
Pri kompresii budú stredom záujmu kľúče tokov, a teda bude snaha riešiť možnosti stratovej 
kompresie pre IP adresy a porty. Ako veľmi priamočiara sa zdá stratová kompresia, ktorá by 
jednoducho zanedbala niektoré hodnoty tokov, prípadne by výrazne znížila ich rôznorodosť podľa 
potreby koncového užívateľa, napríklad tak, že by sa zanedbali hodnoty typu služby, znížila presnosť 
časových známok, alebo mierne sofistikovanejšie obdoby ako prekódovanie portov, protokolov tak, 
aby boli použité  len tie najčastejšie. Realizácia popísaných metód by nebola príliš náročná, avšak 
prínos by nebol taký markantný, pretože tieto dáta tvoria len zlomok celkového množstva informácií 
a taktiež by boli výrazne špecifické, z dôvodu čoho sa táto práca týmto spôsobom nebude zaoberať. 
V prípade portov by bolo možné použiť stratovú kompresiu a používať menší počet hodnôt, 
alebo sa možno zamerať na výskyt najčastejších hodnôt, pravdepodobnosť toho, že budú použité, 
prípadne ich pravdepodobnostné rozloženie a skúsiť na základe týchto vlastností dáta prekódovať. 
Táto forma riešenia je zaujímavejšia aj z pohľadu prínosu väčšej úspory pamäte. 
V nasledujúcej časti bude podrobne popísaný vývoj práce, ako sa vyvíjala myšlienka stratovej 
kompresie. Experimenty budú prebiehať formou pokusov, či už pri postupnom vývoji a hľadaní 
najlepšie fungujúceho riešenia, prípadne pomocou teoretického odôvodňovania možností daného 
prístupu. Cieľom je a nájsť spôsob, ktorý bude prínosný, a na ktorom bude možné postaviť výsledný 
testovací program, ktorý experimentálne overí možnosti kompresie. 
Program by mal na vstupe prijímať kľúče tokov, vhodne ich reprezentovať, ponúknuť 
možnosť stratovej kompresie, ktorá by mala byť variabilná na základe cieľových požiadaviek, t.j. 
koľko informácie sa má uchovať, resp. aké množstvo je možné stratiť. 
 
 
Diagram 6.1 Priebeh experimentov. 
 
Na Diagrame 6.1 je zjednodušene znázornený priebeh programu, hlavnou oblasťou záujmu 
ktorého je komprimovanie pamäte tokov a aj jej riešenie, kedy sa bude experimentovať s jej 















6.1 Stratová kompresia 
V sieťovej premávke sa v určitých prípadoch môže ukázať potreba úplne presne zachovať všetky 
informácie ako nadbytočná, samozrejme záleží na konkrétnom prípade použitia, ale určité informácie 
ako typ služby a typ protokolu sú hodnoty, ktoré sú jednak nie až tak rozmanité, či už počtom, 
normou definovaným počtom hodnôt alebo rôznych hodnôt v reálnej premávke a aj pri výslednom 
použití sa im neprikladá taký význam, prípadne sa berú do úvahy len tie najdôležitejšie a ostatné sa 
zanedbávajú. V tejto kapitole je prezentovaný postupný logický vývoj práce v oblasti stratovej 
kompresie  - preskúmaný a zhodnotený v jednotlivých fázach až celý proces vyústil ku kompresnej 
metóde, ktorá svojím prístupom prináša nový pohľad na kompresiu dát v sieťových tokoch. 
6.1.1 Zhodnotenie situácie 
Je viacero možností ako dosiahnuť zníženie veľkosti výsledných dát pomocou stratovej kompresie. 
Tak napríklad časové značky sú vo svojej presnosti určite vhodné pre aplikácie na monitorovanie 
bezpečnosti, ale pre iné využite by iste stačila menšia presnosť, prípadne by sa určite dala do istej 
miery zanedbať presnosť s tým, že by bola zachovaná charakteristika premávky z hľadiska času. 
  Výzvou a zároveň najpodstatnejšou časťou sú IP adresy a čísla portov, ktoré definujú toky a 
strata tejto informácie by mohla úplne narušiť výstupy monitorovania, a tak znehodnotiť celú snahu o 
sledovanie sietí. Určite však malá strata informácie, či už vynechanie portu, prípadne oktetu IP 
adresy, alebo celej adresy, ktorá by bola presne (resp. pomerne presne) riadená, by mohla v 
konečnom dôsledku priniesť úsporu a prekódovaním toku a jeho následnou definíciou pomocou 
určitej charakteristiky nameraných dát, by mohla úplne zmeniť pôvodnú informáciu, ktorá by však 
následne bola do určitej miery obnoviteľná. Podstatnou otázkou je, do akej miery by potom bolo 
možné obnoviť pôvodné dáta tak, aby monitorovanie splnilo požiadavky užívateľa siete. 
Jednoduchá stratová kompresia, ktorá by sa docielila zanedbaním údajov, 
alebo prekódovaním hodnôt, jedná sa o pomerne priamočiary prístup, ktorý je jednoducho 
realizovateľný, ale výsledky by istotne nedosahovali výrazné úspory dát aj keď rýchlosť tohto typu 
kompresie môže byť dobrá, ale dáta, ktoré sú cieľom tejto kompresie sú minoritné, a teda tento 
spôsob nie je príliš zaujímavý. 
Ďalším krokom v smerovaní práce bola snaha uskutočniť pravdepodobnostnú analýzu 
vybraných dát, konkrétne IP adries a čísiel portov, pričom predpokladom bolo, že sa vylúčia tie s 
najmenším výskytom, resp. sa upraví celkové pravdepodobnostné rozloženie a zredukuje sa tak 
množstvo hodnôt a dáta sa takto zakódujú. Docieli sa tak anonymita dát, kedy celé dáta budú 
charakterizované len ako pravdepodobnostné hodnoty a pri následnej dekompresii by sa dáta obnovili 
podľa týchto pravdepodobností, určite by neboli úplne totožné ako pôvodné dáta, boli by však odlišné 
len do určitej miery a otázkou práve je, ako veľmi by sa odlišovali a aký by to malo vplyv na ich 
využitie. 
Pri určitej miere tolerancie definovanej požiadavkami užívateľa by táto kompresia mohla 
priniesť dobré výsledky, avšak diskutabilná je práve miera tolerancie. Pretože v prípade portov by 
funkčnosť mohla byť dobrá, keďže najčastejšie použité porty by s veľkou pravdepodobnosťou boli 
priradené k rovnakým IP adresám ako pri pôvodných dátach, ale aj malé zmeny môžu spôsobiť to, že 
paket bude priradený do iného toku a takto sa môžu tieto drobné nepresnosti kumulovať až výsledok 
monitorovania, resp. obsah pamäti tokov pri tejto kompresii môže byť značne odlišný. 
Pre samotné IP adresy je táto metóda nie príliš vhodná, pretože IP adresy sú základný údaj, 
ktorý sa nesmie meniť, ale určite by sa dalo experimentovať s pravdepodobnosťou jednotlivých 
podsietí IP adries v nadväznosti na čísla portov.  
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Výsledky tejto analýzy sú v skratke ukázané na Grafoch 6.1 a 6.2, ktoré uvádzajú počty 
portov pre zdroje a tiež vybrané zdrojové IP adresy sieťovej premávky. Na týchto grafoch je jasne 
vidieť, že drvivá väčšina portov, ktoré sa v premávke vyskytujú, je čo do počtu výskytov pomerne 
nevýrazná. Celá premávka obsahuje viac ako 5 miliónov tokov a teda ako vidieť z grafov, zastúpenie 
portov pre bežné služby je aj vzhľadom na množstvo tokov nečakane malé. Jasne je v nich vidieť 
vysoké výskyty pri jednotlivých portoch, ktoré sú sto, prípadne aj viacnásobne početnejšie 
ako ostatné. Na grafoch je vidieť aj prázdne miesta, teda hodnoty, ktoré sa v danej premávke 
nenachádzajú, resp. pri podrobnejšom preskúmaní sú ich počty výrazne malé a portov, ktoré skutočne 
v premávke nie sú, je veľmi málo, a teda prekódovanie hodnôt neprichádza do úvahy.  
 




Určovať pravdepodobnostné hodnoty pre jednotlivé porty je jednoduchá záležitosť a výsledky 
ukazujú, že jednak vzhľadom na veľký počet tokov a tiež aj počet rozdielnych portov sú 
pravdepodobnosti výskytu aj pre tie najčastejšie sa vyskytujúce porty okolo úrovne 0,09 čo je výrazne 
malé číslo, avšak v porovnaní s tými najmenej častými portami, ktorých pravdepodobnosť sa meria v 
stotisícinách, je to číslo o niekoľko rádov vyššie. Samozrejme na popis dát pomocou 
pravdepodobnostnej analýzy je potrebné aj preskúmanie ďalších vlastností tokov, ako sú IP adresy a 
typy služieb. IP adresy už boli analyzované v predchádzajúcej časti práce, avšak so zameraním na ich 
podobnosť (ukázali značnú podobnosť IP adries) a ich pravdepodobnostná analýza ukázala, 
že podobne ako pri číslach portov aj tu prevažuje veľký počet rozmanitých adries s malým počtom 
výskytov a v priemere len 7% všetkých adries sa v premávke vyskytuje viac ako 10-krát. V tokoch 
prevažujú rôznorodé adresy s menším počtom výskytov a pravdepodobnosti sú ešte nižšie ako pri 
portoch, pretože počet rôznych adries je väčší ako pri portoch a tiež aj počet výskytov pre tie 
najčastejšie adresy je nižší ako pri portoch. Avšak dá sa predpokladať, že tieto adresy sú navzájom 
značne podobné ako ukázala predošlá analýza. Situácia v oblasti protokolov nie je až taká podstatná, 












adries, a preto im nebola venovaná pozornosť, ale v princípe nie sú ich hodnoty príliš rozmanité (v 
porovnaní s IP adresami a portami) a v premávke sa často opakujú tie najpoužívanejšie, 
a teda situácia by bola určite podobná ako pre adresy a porty, len s tým rozdielom, že prevaha častých 
typov by bola oveľa výraznejšia. Tento spôsob nie je príliš elegantný, vyžaduje prepojenie informácií 
o pravdepodobnosti pre jednotlivé typy hodnôt a na tomto základe určenie postupu ako dáta kódovať, 
resp. ako ich správne popísať pravdepodobnostnými hodnotami a potom priraďovať prichádzajúcim 
paketom právne hodnoty, aby pri dekódovaní boli ich hodnoty čo najmenej odlišné od tých 
skutočných, čo je pomerne nejasné, pretože predsa len pre dáta v takomto rozsahu sa odlišnosti od 
vzoru nemusia vyskytnúť často, ale môžu sa po malých častiach zhlukovať a výrazne tak ovplyvniť 
celkový výsledok. Podrobnejšie grafy sú ukázané v Prílohe E, kde sú uvedené počty výskytov pre 
jednotlivé porty a aj IP adresy v celom rozsahu, pričom miera počtu výskytov je prispôsobená tak, 
aby bol viditeľný aj počet výskytov pre menej početné hodnoty. 
 
Graf 6.2 Vybrané zdrojové IP adresy podľa počtu výskytov. 
 
 
Ako je z analýzy dát zameranej na ich podobnosť vidieť a grafy z pravdepodobnostnej 
analýzy to len potvrdili (výskyt rovnakých IP adries pre zdroj a cieľ premávky), ponúka sa myšlienka 
zamerať sa len na veľké toky, teda tie IP toky špecifikované najčastejšie sa vyskytujúcimi adresami, 
a portami. Pri tomto spôsobe by sa toky filtrovali podobne ako pri metóde viacstupňových filtrov 
a malé toky by sa nekomprimovali, pretože jednak tvoria menšiu časť sieťovej premávky, a preto sú 
možnosti ich kompresie menšie, keďže obsahujú menej paketov, alebo by sa zvolil opačný prístup 
a malé toky by sa komprimovali s väčšou stratou, pretože pri konečnej analýze by boli dôležitejšie 
práve veľké toky, prípadne ešte radikálnejším riešením by bolo ich zanedbať úplne a zaujímať sa 
čisto len o veľké toky. Ich kompresia by potom prebiehala buď podľa pravdepodobnostnej analýzy, 
klasickej bezstratovej kompresie alebo iným spôsobom. 
Úvahy a rozvíjanie týchto myšlienok a experimentovanie so vzorovými dátami viedlo až k 
úplne inej forme návrhu kompresie, ktorej hlavná myšlienka sa už používa v iných oblastiach, 













tak aj to, čo platí v praxi pri návrhu sietí), že dáta zo sieťovej premávky zozbierané v konkrétnom 
mieste sú do značnej miery podobné, či už sa jedná o IP adresy, ktoré sa zhodujú v určitom počte 
podsietí, taktiež čísla portov a protokoly ukazujú na najčastejšie používané služby a jedná sa už len o 
to, ktorí účastníci premávky komunikujú najčastejšie. 
Ponúka sa myšlienka, či by dáta nebolo možné kódovať tak, aby dáta s podobnými 
vlastnosťami boli v rovnakých štruktúrach, na ktorých popis by stačilo menšie množstvo informácie 
ako na popis jednotlivých tokov? A práve týmto požiadavkám vyhovuje metóda, ktorá sa používa pri 
dolovaní dát, učiacich algoritmoch, rozpoznávaní a analýze vzorov a aj v ďalších a dostala sa do 
stredu záujmu práce, a tou je práve myšlienka kompresie a kódovania pomocou klustrov. 
6.1.2 Teoretický úvod ku klustorvaniu 
Tento smer sa jasne odlišuje od úvah, ktoré boli načrtnuté v predchádzajúcej časti. V princípe sú 
metódy, ktoré patria do tejto oblasti, založené na hľadaní spoločných vlastností jednotlivých inštancií 
dát a rozdeľovaní priestoru, resp. zoskupovaní inštancií podľa týchto vlastností tak, aby všetky 
inštancie mali podobné vlastnosti práve podľa zvolených požiadaviek. Tieto metódy sú primárne 
bezstratové, kedy sú dáta len navzájom prerozdelené, aby sa uľahčila manipulácia s nimi 
(vyhľadávanie, porovnávanie, triedenie a. p.). Ako už bolo povedané, používajú sa v dolovaní dát, 
učiacich algoritmoch, kde už je ich uplatnenie podrobne preskúmané a funguje spoľahlivo [39], 
ale pri realizácii kompresie v sieťach, konkrétne pamäti tokov, je to nový prístup. 
Dôležitým krokom pre väčšinu metód je určenie spôsobu merania vzdialenosti, resp. miery 
podobnosti, ktorá definuje určovanie podobnosti dvoch inštancií. Tento spôsob bude mať vplyv 
jednak na tvar klustrov, pretože podľa rôznych špecifikácií môžu byť dve inštancie rozdielne podobné 
a tiež aj na rozloženie dát do jednotlivých oblastí. Existuje rad možností na určenie tejto vzdialenosti, 
najčastejšie sa používa Euklidovská vzdialenosť, v ktorej je vzdialenosť dvoch bodov daná 
Pytagorovou vetou. Ďalšími sú Manhattan distance, známa aj ako absolútna, kedy je vzdialenosť 
počítaná ako absolútna hodnota odlišnosti vlastnosti medzi inštanciami[40], Hamingova vzdialenosť, 
určovaná podľa najmenšieho potrebného počtu zmien potrebných na zmenu jednej inštancie na druhú 
veľa ďalších. 
Existuje veľké množstvo prístupov ku klustrovaniu. Hierarchické, tiež označované ako 
inkrementálne, hľadá klustre podľa už skôr vytvorených a to tak, že na začiatku je každá inštancia v 
samostatnom klustri a postupne sa tieto klustre spájajú do väčších, alebo naopak, na začiatku je jeden 
veľký kluster, ktorý sa postupne rozdeľuje. Výsledkom je stromová štruktúra, koreňom stromu je 
kluster obsahujúci všetky inštancie a jednotlivé listy, obsahujúce inštancie navzájom podobné, pričom 
ich podobnosť je daná vhodnou metrikou. Listy sa pridávajú postupne a po určitom počte pridaní 
alebo inom zvolenom parametri pri spracovaní, sa celý strom reštrukturalizuje, aby sa dosiahli lepšie 
vlastnosti. Pri tejto metóde je kľúčová práve miera podobnosti, resp. celková kvalita rozdelenia 
inštancií do klustrov (užitočnosť klustrov), ktorá je meraná. Táto metóda je však ťažkopádna 
a vyžaduje veľa úprav. 
Ďalšou skupinou sú prerozdeľovacie algoritmy, ktoré rozdelia celé dáta do klustrov. 
Najznámejšia je metóda k-means, vyžaduje aby bol dopredu určený počet klustrov – k, určuje sa na 
základe skúseností, alebo odhadom a postupným približovaním sa k správnej hodnote a potom sú 
jednotlivé inštancie priraďované do klustrov podľa Euklidovej vzdialenosti a pre každý kluster sa 
počíta jeho stred – means. Takto sa postupne prechádza celými dátami, až sú pre všetky klustre ich 
stredy ustálené a každý prvok je priradený k jednému stredu (do jedného klustra), od ktorého má 
minimálnu vzdialenosť. Opäť sa meria účinnosť, aby sa vedelo odhadnúť či je lepšie nechať inštancie 
v jednom klustri alebo ho rozdeliť na dva. Je to pomalá metóda, vyžaduje viacero iterácií pretože 
naraz spracúva celé dáta, a preto sa používajú efektívnejšie metódy, založené na podobnom princípe 
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ako kD stromy a Ballove stromy, v ktorých sa prehľadáva len časť stromu, a tým pádom len časť dát, 
čo urýchli výpočet. 
kD stromy sú binárne stromy, ktoré rozdeľujú vstupný priestor pomocou hyper plôch a 
následne ich znova rekurzívne prerozdeľujú. Všetky rozdelenia prebiehajú paralelne k jednej z osí, 
ukladajú množinu bodov v k rozmernom priestore, pričom k je počet atribútov. Dôležité je správne 
zvoliť prvotný bod a smer rozdeľovania. Dátový priestor rozdeľujú na štvorce, resp. obdĺžniky, čo nie 
je vždy optimálne a preto sa používajú hyper sféry, ktoré sa na rozdiel hyper plôch prekrývajú, ale to 
nie je až také dôležité, pretože inštancia, ktorá patrí do prekrývajúcej sa oblasti sa vždy priradí len 
jednej sfére. Tieto štruktúry sú popísané Ballovým stromom. Opäť je problém ako správne zvoliť 
počiatok rozdelenia a smer prerozdeľovania, ale existujú sofistikované metódy, ktoré tento problém 
riešia. 
Zaujímavé je pravdepodobnostné klustrovanie, ktorého cieľom je nájsť najpravdepodobnejšie 
množstvo klustrov pre dané dáta a princípom je existencia k pravdepodobnostných distribúcií pre k 
klustrov, pričom každá distribúcia určuje pravdepodobnosť, že konkrétna inštancia môže mať danú  
množinu hodnôt atribútov, ak by sa vedelo, že patrí práve do daného klustra. Každá inštancia patrí 
práve do jedného klustra, nevie sa však presne do ktorého a každý kluster má inú distribučnú funkciu. 
Klustre nie sú rovnako pravdepodobné, každý má distribučnú funkciu obsahu a výsledkom 
rozdeľovania je miera príslušnosti inštancií do jednotlivých klustrov. Problémom je, že sú známe len 
dáta a je potrebné určiť distribučné funkcie jednotlivých klustrov, riešia to metódy pracujúce na 
podobnom princípe ako k-means a jednou z nich je EM algoritmus, expectations-maximization, ktorý 
maximalizuje predpoklady na základe prvotného odhadu, pomocou opakovaní určuje 
pravdepodobnosť klustrov – expectation a tiež parametre rozloženia – maximization pre podobnosť 
distribúcií. 
Existujú ale aj ďalšie algoritmy, založené na hustote, kde sú klustre brané ako oblasti, v 
ktorých hustota dát musí dosiahnuť určitú hranicu alebo tiež prístupy, ktoré spájajú dáta len na 
základe vybraných parametrov, metódy viac násobného klustrovania a takisto metódy, ktoré 
simultánne prerozdeľujú nielen inštancie, ale aj ich vlastnosti (využívajú sa v bioinformatike) a. i. 
Klustrovanie ponúka zaujímavé možnosti, existuje veľké množstvo prístupov algoritmov a 
metód, ale všetky majú spoločné to, že ide o bezstratové spracovanie dát. V prípade sieťovej 
premávky a riešenia pamäte tokov sú tieto použiteľné, ale len logickou úvahou už nie je možné 
dosiahnuť výsledky, ktoré by boli porovnateľné s klasickými metódami bezstratovej kompresie, 
pretože ak budú klustre určené podľa stredového bodu, ktorý bude obsahovať informácie o toku 
(zdrojová, cieľová IP adresa, porty, protokol) a ostatné body budú definované vzdialenosťami od 
stredu, je jasne vidieť, že tento spôsob prinesie úsporu, ktorá bude samozrejme záležať na správnom 
nastavení vzdialenosti, napríklad určením miery podobnosti IP adries podľa oktetov, alebo rozptylom 
portov. Je to zaujímavá možnosť, ale práca sa pokúsi rozvinúť inú myšlienku. 
Myšlienkou je rozdeliť dáta do jednotlivých oblastí, presne určiť stredy klustrov ako pri 
klasickom spôsobe a následne jednotlivé inštancie popísať pravdepodobnostnou hodnotou ich 
výskytu, príslušnosti do klustra, resp. ich pozíciou v ňom, prípadne inak. Vo výsledku by bol celý 
kluster potom charakterizovaný stredom a pravdepodobnostným popisom jednotlivých bodov, ktoré 
do neho patria. V najprísnejšom poňatí by bola maximálna stratovosť informácie, ktorá by sa 
postupne kompenzovala práve s klasickým bezstratovým prístupom až by sa našiel vhodný popis, 
ktorý by mal tolerovateľnú stratovosť a dobrú mieru kompresie. 
Tento prístup pre reálnu premávku musí byť schopný určiť, či už tok, pre ktorý prišiel paket 
je zakódovaný v niektorom klustri, a aby bolo možné rozhodnúť, či sa má vytvoriť nový tok alebo sa 
len pridajú informácie k už existujúcemu. Tieto informácie by mohli byť riešené pomocou hašovacej 
tabuľky, prípadne Boolovho filtra, aby sa s nimi dalo jednoducho manipulovať. Zameriava sa len na 
riešenie pamäti tokov, nie na riešenie čítačov, ktoré by mohlo byť napojené práve na informácie v 
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hašovacích tabuľkách a riešené obdobou metódy Counter Braids, aby sa ešte výraznejšie znížili 
nároky na pamäť. 
6.1.3 Experimenty na vzorových dátach 
Prvým krokom bolo testovať ako jednotlivé metódy fungujú nad vzorovými dátami a na tento účel 
bol použitý program Weka[39], ktorý obsahuje sadu algoritmov, používaných pri dolovaní dát, 
umožňujúcich ich spracovanie, klasifikáciu, vytváranie vzťahov, vizualizáciu dáta a taktiež 
ponúkajúcich aj možnosť klustrovania. Algoritmy ponúkajú základné typy klustrovania ako sú k-
means, hierarchické a tiež aj pravdepodobnostné klustrovanie. 
Dáta boli upravené do formátu, ktorý je potrebný aby ho tento program mohol spracovať, je 
zameraný len na základné vlastnosti toku, podľa ktorých sa tok charakterizuje ako sú zdrojová 
a cieľová IP adresa a port, pričom IP adresa bola v týchto dátach rozdelená aj na jednotlivé oktety, 
aby bolo možné otestovať vytváranie klustrov podľa rozdielnej špecifikácie, resp. rozdielnej miery 
podobnosti. 
 
Obrázok 6.1 Rozdelenie dát do klustrov – výstup z programu Weka. 
 
V základnom prístupe je používaná metóda k-means, ktorá je síce pomalá, ale jej výhodou je 
jednoduchý princíp, ktorý na demonštráciu možností tohto prístupu ku kompresii postačí a v prípade 
potreby vyššej efektivity sa môžu použiť kD stromy, prípadne Ballove stromy.  
Hierarchické klustrovanie, je pomalšie, a to výrazne, čoho dôvodom je vzájomné porovnanie 
inštancií a fakt, že sa inštancie porovnávajú postupne. Taktiež je aj pamäťovo náročnejšie (veľký 
počet inštancií viedol až vyčerpaniu pamäte určenej pre program), pri testoch nebolo možné 
spracovať taký rozsah hodnôt ako pri metóde k-means a ich počet bol výrazne menší. Testy ukázali, 
že snáď až na metódu určovania podobnosti Single, ktorá rozdeľuje inštancie do klustrov podľa 
najmenšej vzdialenosti medzi akýmikoľvek inštanciami a platí, že vo výsledku sú skoro všetky 
inštancie v jednom klustri. Ostatné metódy rozdeľujú inštancie do klustrov veľmi podobne, vždy 
prevažuje výrazne vyšší počet inštancií v jednom klustri a počet atribútov zreteľne ovplyvňuje 
rozdelenie; pri ich vyššom počte sú inštancie rozdeľované viac rovnomerne. 
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Oproti tomu klustrovanie pomocou metódy k-means je oveľa rýchlejšie, výsledky 
rozdeľovania sú takmer okamžité, čo však závisí na počte inštancií a pri ich veľkom počte sa 
predlžuje čas výpočtu, avšak nenastal problém s pamäťou. Testy ukázali, že už po malom počte 
iterácií (4 až 7) je pre dáta obsahujúce viac ako 30 000 tokov dosiahnuté ich dostatočne dobré 
rozdelenie a ďalšími iteráciami sa už len určuje presnejší stred a počet inštancií v jednotlivých 
klustroch sa mení maximálne o 1% a sú rozdelené rovnomernejšie Opäť záleží na počte parametrov 
podľa ktorých sa rozdeľuje a tiež aj na počte klustrov. Neplatí úplne, že čím väčší počet atribútov tým 
dlhšie musí metóda iterovať, počet iterácií je závislý na hodnotách atribútov. Experimentom bol 
realizovaný aj test, ktorý mal ukázať ako bude táto metóda fungovať, keď sa zohľadnia všetky 
parametre. Jeho výsledky boli pozitívne, rýchlosť bola veľmi dobrá a ani počet iterácií nebol príliš 
vysoký. Pri testovaní s väčším počtom klustrov došlo k spomaleniu výpočtu a tiež aj zvýšeniu počtu 
iterácií, obecne ale platí, že už po polovici vykonaných iterácií (niekedy aj po menšom) je rozdelenie 
už dostatočne kvalitné a v zvyšných iteráciách sa už len upresňuje stred a rozloženie sa mení len 
mierne, v rozsahu 1%-2%.  
6.2 Navrhovaná metóda 
Po preskúmaní možností stratovej kompresie a možností klustrovacích metód je v nasledujúcej časti 
navrhnutá a popísaná nová metóda prístupu k stratovej kompresii tokov, ktorá vychádza z algoritmu 
k-means, ktorý sa ukázal byť ako ten vhodnejší zo skúmaných metód, najmä vďaka svojej rýchlosti. 
Použitá bola modifikácia tohto algoritmu, pretože na rozdiel od metódy k-means, ktorá pracuje nad 
celými dátami, dáta pri práci s pamäťou tokov prichádzajú postupne a tomu bolo nutné prispôsobiť 
metódu. Výhodou je naopak známy počet parametrov, podľa ktorých sa bude dátový priestor 
prerozdeľovať. Tento spôsob sa postupne používa na rozdeľovanie a usporiadanie dát, ktoré sú 
následne stratovo komprimované, tak aby informácie boli do určitej miery obnoviteľné a metóda má 
dva základné funkčné bloky, ktoré sú však úzko prepojené a po splnení podmienok sa dokonca 
prekrývajú. 
6.2.1 Stručný úvod 
Ako už bolo povedané, metóda spája dva prístupy, ktoré sú použité na dve rozdielne činnosti, avšak v 
určitej nadväznosti a práve ich vhodným prepojením je zaručená funkčnosť tejto metódy. Tie dva 
prístupy sú rozdeľovanie dát  podľa podobnosti do menších oblastí, klustrov a stratová kompresia. Na 
začiatku sa dajú rozdeliť do samostatných fáz, ale v určitom parametricky definovanom momente 
algoritmu už pracujú spoločne.  
Rozdeľovanie dát je prvá, môžeme povedať prípravná fáza a slúži na zbieranie informácií o 
dátach. Postupne sa načítajú prichádzajúce kľúče tokov, ktoré sa následne spracujú a po splnení 
podmienok pre kompresiu algoritmus prechádza do fázy kódovania a dáta sa komprimujú. Dôležitým 
prvým krokom je nastavenie počiatočných parametrov, kedy sa na začiatku musí určiť (podobne ako 
pre k-means) koľko klustrov sa bude používať. Na základe tejto informácie sa dátový priestor rozdelí 
a jednotlivé oblasti sa definujú svojím stredom, ktorý si počas celej doby behu algoritmu zachováva 
svoje reálne súradnice. Ďalej sa nastavujú parametre potrebné pre kompresiu, určujúce presnosť 
s akou sa kóduje a tieto parametre majú vplyv na mieru podobnosti obnovených dát voči vstupným 
dátam. Podľa nich sa dáta zoskupujú podľa vzájomnej podobnosti a následne sa prichádzajúce kľúče 
tokov postupne priraďujú do jednotlivých oblastí, prepočítavajú sa stredy oblastí tak, aby bola 
dosiahnutá čo najlepšia variabilita dát v klustri, aby všetky inštancie boli v čo najmenšej vzdialenosti 
od jeho stredu. Na výpočet vzdialenosti sa používa Euklidovská vzdialenosť a výsledná vzdialenosť 
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od stredu klustra je priamo závislá na počte parametrov, podľa ktorých sa dáta rozdeľujú do klustrov, 
teda na vstupných parametroch kľúčov tokov.  
Jednotlivé toky sa podľa týchto parametrov zoskupujú a aby mohla byť úspešne použitá 
stratová kompresia, je potrebné získať predstavu o premávke, ktorá postupne prichádza do pamäte, 
a tak sa dá táto fáza, ktorá bola popisovaná doposiaľ, označiť ako prípravná. Vychádza 
z predpokladu, že po určitú dobu je vhodné (dokonca nevyhnutné) zbierať informácie o tokoch, 
postupne ich prerozdeľovať do jednotlivých klustrov, spresňovať toto rozdelenie a až po získaní 
dostatočného množstva informácií (relatívny pojem, pretože sa nedá presne odhadnúť počet potrebnej 
informácie) a parametrickom splnení danej podmienky sa môže spustiť stratové kódovanie, ktoré 
vďaka nazbieraným informáciám malo dosahovať lepšie výsledky. 
 
 
Obrázok 6.2 Algoritmus v základných rysoch. 
 
Kódovanie, druhá fáza, začne, keď sú splnené všetky podmienky (podrobnejšie budú 
popísané v nasledujúcej časti), ktoré sú z veľkej časti určené parametricky, prípadne vypočítané na 
základe vstupných parametrov a potom sa pomerne priamočiaro kódujú jednotlivé inštancie klustrov. 
Postupne sa prechádzajú jednotlivé klustre, v nich sa opäť prechádzajú jednotlivé kľúče tokov 
a pomocou  informácie o popise hranice každého klustra (jej veľkosti a rozdelení na intervaly) sa 
inštancie zakódujú a uložia sa už v zakódovanom tvare. 
Touto fázou algoritmus nekončí, ale pokračuje sa v načítaní ďalších kľúčov tokov, ktoré 
prichádzajú. Používa sa však už modifikovaná prvá fáza, ktorá je schopná priraďovať nové kľúče do 
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už zakódovaných klustrov, vhodne ich dekódovať a kódovať a správne upravovať informácie o 
hranici klustra. 
Na záver algoritmu každý kluster obsahuje informáciu o tom, ktoré inštancie sú v ňom 
uložené, aký je jeho stred, aká je jeho hranica pre dekompresiu a tiež aj zoznam hašov jednoznačne 
identifikujúci jednotlivé kľúče tokov a na základe týchto informácií je možné obnovenie dát. 
6.2.2 Fáza prvá - spracovanie dát 
Spracovanie dát je podstatná časť novej metódy, pretože na jej základe sa budú neskôr dáta kódovať, 
dôjde k určitej strate informácie, ktorá sa nedá presne odhadnúť Je veľmi dôležité vhodne uložiť 
a reprezentovať reálne dáta, ktoré poslúžia ako základ k tvorbe prvých kompresných dát a práve na 
základe ich vlastností a rozdelení je závislá úspešnosť ich neskoršej komprimácie. 
Prvým krokom pri spracovaní je načítanie jedného kľúča toku a vypočítanie unikátneho hašu, 
ktorý bude tok identifikovať počas celej doby priebehu algoritmu. Práve pomocou tohto hašu je 
možné každý tok jednoznačne identifikovať a rozhodnúť, či už novo prichádzajúci kľúč toku bol 
spracovaný, a teda či je potrebné ho znova načítať, alebo nie. Ak nie je originálny, algoritmus overí 
podmienku testu obsadenosti jednotlivých klustrov, ktorá poskytuje informáciu o tom či je niektorý 
kluster prázdny a je preto podniknúť ďalšie kroky. Tok sa neuloží a pokračuje sa načítaním ďalšieho 
toku. 
Ak je prvok originálny, tak je nutné určiť, do ktorého klustra patrí, postupne sa podľa 
zadaných parametrov pre určovanie vzájomnej podobnosti sa spočítajú vzdialenosti od jednotlivých 
stredov klustrov a prvok sa priradí do toho, od ktorého je najmenej vzdialený. Vzdialenosť sa určuje 
ako Euklidovská vzdialenosť a zohľadňuje páve len tie parametre každého toku, ktoré boli pri 
spustení algoritmu definované ako kľúčové a podľa ktorých sa klustruje. Následne, v závislosti na 
počte načítaných prvkov a už skoršom splnení podmienok pre kompresiu, sa overí, či sú dáta 
komprimované. Ak nie sú, inštancia sa jednoducho priradí, overí sa či hodnota niektorého z jej 
parametrov nie je väčšia ako hranica pre kompresiu daného klustra a v prípade potreby sa táto hranica 
upraví, inak sa inštancia len uloží. Ak už sú dáta kódované, je nutná zložitejšia úprava hranice (nielen 
kompresnej ale aj dekompresnej, problematika hraníc a kompresie je popísaná neskôr). 
Ďalším krokom je otestovanie zaplnenia klustrov. Môže nastať situácia, že je niektorý 
z klustrov prázdny, čo signalizuje, že zvolené rozdelenie dátového priestoru nie je správne a je 
dôležité  spresniť popis tento popis. Vyberie sa kluster, ktorý má najviac prvkov a z hodnôt jeho 
inštancií sa vyberie jedna, ktorá je najvzdialenejšia od jeho stredu. Táto inštancia sa použije ako 
kandidát pre nový stred prázdneho klustra a pre ostatné inštancie sa overí ich vzdialenosť od tohto 
kandidáta. Ak je vzdialenosť menšia inštancie sa presunú, ak je väčšia tak ostanú v pôvodnom klustri. 
Tieto cykly sa viac krát opakujú, snahou je docieliť čo najlepší popis priestoru pomocou daného 
počtu klustrov a vo výsledku je dátový priestor je popísaný podľa dát danej sieťovej premávky. Tento 
proces je tzv. problém rozdelenia a na jeho riešenie je nutné prijať dostatočné množstvo kľúčov 
tokov, resp. vyšší počet spracovaných tokov prináša lepší popis premávky a tým aj lepšie podmienky 
pre kompresiu. Tento počet definuje prvú podmienku, ktorá musí byť splnená, aby sa mohlo 
komprimovať. 
Táto podmienka je kľúčová pre začiatok druhej fázy a hranica potrebného počtu paketov na 
obsadenie všetkých klustrov nie je ľahko spočítateľná. Je definovaná základná hranica, na základe 
počtu klustrov, počtu parametrov každej inštancie a počtu klustrovacích parametrov a po načítaní 
počtu paketov daných touto podmienkou by mal byť priestor popísaný dostatočne. Pomocou 
vstupného parametru je možné túto hranicu zvýšiť, čo by malo priniesť zvýšenie presnosti kompresie. 
Po splnení podmienky sa vykoná prípravná fáza, ktorá utriedi dáta, otestuje veľkosti klustrov 
a nastaví podmienku pre spustenie kompresie  ako splnenú.  
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Ak sú všetky klustre obsadené, prepočítajú sa ich stredy, aby sa dosiahla lepšia variabilita 
klustrov a rozdelenie dát. Následne sa dáta prerozdelia, jednotlivé inštancie sa testujú na vzdialenosti 
od všetkých stredov klustrov a ak je vzdialenosť niektorého stredu klustra menšia ako od toho 
aktuálneho tak sa inštancia preradí a vždy sa upravuje informácia o kompresnej hranici klustra 
a podľa jednotlivých inštancií sa upraví hodnota stredu každého klustra. 
Po dokončení usporiadania inštancií sa overí podmienka pre kompresiu. Po jej splnení sa 
vykoná prvotná kompresia a v nasledujúcom cykle algoritmu sa už bude pracovať s komprimovanými 
dátami. Ak podmienka nie je splnená, overí sa, či je na vstupe nový kľuč toku, a pokračuje sa jeho  
spracovaním, alebo ak už na vstupe nie je nový tok, algoritmus skončí. 
Základným bodom algoritmu je práve podmienka kompresie, ktorá je závislá na viacerých 
parametroch, ktoré možno z väčšej časti definovať pri spustení výpočtu. Je nastavená tak, že sa 
overuje splnenie podmienky pre plnosť jednotlivých klustrov a ak nie je žiadny kluster prázdny tak sa 
začne komprimovať. Začiatok kódovania je preto daný počtom už spracovaných kľúčov tokov, 
ktorých minimálny počet je daný základnou hranicou. Tá, ako už bolo povedané je daná počtom 
klustrov, počtu parametrov inštancie a počtom klustrovacích parametrov. Vhodnou kombináciou 
týchto hodnôt je vytvorený základný odhad počtu načítaných dát potrebných na zaplnenie klustrov 
a tým aj splnenie podmienky pre kompresiu. Na určenie hranice klustra sú potrebné minimálne 2 
body, čo v najhoršom možnom prípade znamená, spracovať toľko bodov koľko má inštancia 
dimenzií. Počet klustrov, počet dimenzií intervalu a počet parametrov podľa ktorých sa klustruje 
tvoria vstupné parametre algoritmu a teda hranica je vypočítaná už na začiatku. Jej modifikácia je 
možná vďaka ďalšiemu parametru (parameter treshold, viď návod k programu, Príloha F), ktorý 
umožňuje upravovanie tejto hranice a skúmanie jej vplyvu na výsledok kódovania. 
 Jedným z kľúčových aspektov algoritmu je problematika hraníc jednotlivých klustrov. 
Hranica predstavuje základ pre kódovanie, pretože dáta sa síce priraďujú do klustrov na základe ich 
vzdialenosti od stredu, no stred sa zvolí na začiatku a potom sa už len postupne spresňujú jeho 
parametre podľa hodnôt parametrov jednotlivých inštancií a neskôr sa pri výpočte nového stredu 
používa ako pomocná informácia. 
 Hranica sa ale primárne používa na udržiavanie informácie o tom, aký je maximálny rozsah 
jednotlivých parametrov / dimenzií kľúčov tokov (inštancií), ktoré patria do klustra a na základe tejto 
informácie sa inštancie po splnení podmienok kódujú.  
 Hranica je definovaná svojimi krajnými bodmi, teda maximálnou a minimálnou hodnotou pre 
danú dimenziu a pre každú dimenziu je uložená informácia o jej rozsahu vo forme bodov, ktoré 
definujú jednotlivé časti intervalu dimenzie. Počet intervalov sa definuje ako vstupný parameter pri 
spustený algoritmu a na základe jeho hodnoty je interval každej dimenzie rozdelený na presne 
požadovaný počet úsekov, ktoré sú rovnaké.  
 Používajú sa dve hranice, jedna, ktorá slúži ako kompresná a podľa nej sa inštancie 
komprimujú a druhá, dekompresná hranica, podľa ktorej sa naopak jednotlivé inštancie dekódujú a je 
nutné ich pozorne udržiavať a obnovovať, aby sa dosiahli čo najlepšie výsledky pri kódovaní. 
 Hranice sú využívané pri každom kroku algoritmu, pri ukladaní nového kľúča toku sa upraví 
hranica pre kompresiu, ak už sú dáta kódované, tak sa okrem upravenia kompresnej hranice upraví aj 
tá dekompresná, pričom je však potreba prekódovať už komprimované dáta. Najčastejšie sa hranice 
využívajú, keď sa usporiadajú komprimované dáta a zisťuje sa nová hranica pre kluster podľa už 
komprimovaných dát a práve vtedy je dôležité citlivo reflektovať akékoľvek zmeny hranice, aby 
došlo k čo najmenšej odchýlke oproti pôvodným hodnotám inštancií. 
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6.2.3 Fáza druhá - stratová kompresia 
Oproti spracovaniu dát, resp. ich rozdeľovaniu a usporiadaniu, stratová kompresia prináša zložitejšiu 
úlohu, pretože aby mohla stratovosť fungovať, je dôležité riešiť ju rozumne, usmerňovať stratovosť 
jednotlivých parametrov a snažiť sa zachovať čo najlepší popis dát a zároveň aj reprezentovať dáta 
pomocou čo najmenšieho možného množstva informácie. Aby mohla stratovosť fungovať je dôležité 
ukladanie pomocných informácií a s rastúcou snahou o komplexnosť riešenia sa zvyšuje ich 
množstvo a aj zložitosť 
Základom je spôsob, akým sa dáta kódujú a nadväzujú na to metódy a kroky slúžiace k 
udržaniu čo najpresnejšej informácie o popise parametrov, aby sa dáta kódovali a dekódovali podľa 
možností čo najpresnejšie. Samotné kódovanie je priamočiare , využíva sa fakt, že každá inštancia má 
známy počet parametrov – dimenzií a výstupom prvej fázy algoritmu je okrem rozdelenia dát podľa 
ich podobnosti do klustrov aj popis rozsahu hranice pre každú dimenziu parametra. Každá inštancia 
sa kóduje tak, že postupne pre všetky jej parametre prechádzajú rozsahy jednotlivých dimenzií 
parametrov a podľa príslušnosti do určitého intervalu každej dimenzie sa priradí inštancii kódový 
symbol a vo výsledku sa pre každú inštanciu vytvorí jedno kódové slovo, ktoré obsahuje taký počet 
kódových symbolov aký je počet dimenzií. Na Obrázku 6.3 je znázornený priebeh kódovania ak majú 
dáta štyri dimenzie. Ako je vidieť, inštancia sa podľa príslušnosti do jednotlivých rozsahov dimenzie 
zakóduje – červené čísla vytvoria kódové slovo pre danú inštanciu. 
 
Obrázok 6.3 Kódovanie inštancie. 
  
Dekódovanie inštancie prebieha podobne jednoducho a na základe hodnoty presne udávajúcej 
interval dimenzie sa pre každú dimenziu náhodne vygeneruje číslo v rozsahu tohto intervalu. Záleží 
pritom na viacerých faktoroch, jedným je veľkosť celého rozsahu dimenzie, ktorá je ovplyvnená 
najmä počtom načítaných a spracovaných dát v prvej fáze, ale najmä počtom delení intervalu, ktorý je 
vstupom algoritmu a nesmie sa zabudnúť ani na priebežné zmeny hraníc intervalov pri presune 
jednotlivých inštancií medzi klustrami, ku ktorým dochádza pri prepočítavaní stredov a následnom 
usporiadaní. Platí, že čím presnejšie sa interval delí a čím viac vstupných tokov sa spracuje, tým 
presnejšia je obnovená hodnota, pretože tým presnejšie je možné popísať jednotlivé intervaly hranice 
a taktiež, čím viac pomocnej informácie sa použije, tým by mal byť výsledok presnejší.  
Pri kódovaní a dekódovaní sa používajú dve hranice, hranica pre kompresiu a hranica pre 
dekompresiu, ktoré si udržiavajú informáciu o krajných hodnotách intervalu a po ich určení sa celý 
interval znova rozdeľuje. Pri jednoduchom načítaní nového kľúča toku sa najskôr skontroluje, či 
niektorý z parametrov je väčší ako hranica, a tým pádom treba hranicu upraviť. Ak sa hranica 
neupravuje, inštancia sa len zakóduje. V prípade úpravy hranice, je nutné rozlíšiť dve situácie. 
Jednoduchšia, dáta ešte neboli kódované, upraví sa hranica pre kompresiu a pokračuje sa v ďalším 
krokom. Zložitejšia je situácia kedy sú už dáta kódované, vtedy sa najskôr upraví kompresná hranica, 
následne sa postupne dekódujú jednotlivé prvky podľa dekódovacej hranice, zisťujú sa ich kódové 
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slová podľa a upravuje sa kompresná hranica. Následne sa jednotlivé inštancie zakódujú podľa tejto 
novej kompresnej hranice a na záver sa kompresná hranica skopíruje do dekódovacej, aby bola možná 
správna dekompresie uložených hodnôt. 
Oveľa zložitejší prípad nastáva v situácii, kedy po prepočítaní stredov je potrebné  znova 
usporiadať inštancie, resp. overiť či jednotlivé inštancie inštancia stále patria do rovnakého klustra 
a či nenastala situácia, že hraničný bod sa presunul do iného klustra a je treba upraviť hranicu klustra. 
V tomto prípade je nutné najskôr postupne inštancie dekódovať, zistiť do ktorého klustra patria 
a ak je potrebné presunúť inštanciu do nového klustra. Ukladá sa informácia o modifikácii 
kompresnej hranice. Po ukončení určenia príslušnosti, sa overia nové kompresné hranice, pričom sa 
postupuje tak, že najskôr sa zistí ako sa zmenil počet bodov v jednotlivých klustroch a na základe 
tejto informácie a tiež informácie o rozdielnosti dekompresnej a novej kompresnej hranice pre 
jednotlivé dimenzie sa podniknú príslušné kroky, aby sa zamedzilo prípadnému prílišnému 
zmenšovaniu hraníc, a tým aj horším výsledkom.  
Kroky potrebné na určenie úpravy hranica vyžadujú použitie ďalšej pomocnej informácie, 
konkrétne sa pre každý kluster v momente keď sa majú znova usporiadať inštancie uloží informácia o 
tom, ako sú jednotlivé intervaly danej dimenzie obsadené, teda koľko inštancií má v danom intervale 
dimenzie zakódovanú hodnotu. S touto informáciou je už možné vyriešiť problém novej hranice tak, 
že sa na základe počtu kódových hodnôt v krajných intervaloch dimenzie definuje maximálne možné 
zníženie intervalu. Toto zníženie je dané buď ako pomer rozmeru tohto intervalu a počtu bodov v 
ňom kódovaných, alebo ak interval obsahuje len jeden bod, tak je dané hodnotou najbližšieho 
neprázdneho intervalu. Táto pomocná informácia sa tiež používa pri dekódovaní jednotlivých bodov, 
kedy je nutné nespoliehať sa len na náhodné generovanie hodnôt a je nutné pre každú dimenziu vždy 
vygenerovať inštancie obsahujúce okrajové hodnoty, ktoré definujú dimenziu, aby táto metóda 
správne fungovala.  
Následne sa na základe zmeny počtu inštancií v klustri táto hranica upraví, ak inštancie 
odbudli, tak sa maximálne zníženie vynásobí ich počtom, ak neodbudli, alebo pribudli nové inštancie, 
tak sa maximálne zníženie nemení. Po určení maximálneho zníženia sa porovná hodnota rozdielu 
medzi kompresnou a dekompresnou hranicou a ak je rozdiel väčší ako maximálne zníženie, hranica sa 
zníži práve len o maximálne definované, ale ak je rozdiel medzi hranicami menší ako maximálny, tak 
sa nová hodnota zníži len o tento, reálny, rozdiel. 
Dôležitým faktorom pri prepočítavaní hraníc je vygenerovanie hraničnej hodnoty pre danú 
dimenziu klustra, nenecháva sa nič na náhodou a vždy sa vygeneruje hraničná hodnota, pretože je 
s istotou jasné, že ju dimenzia obsahuje, keďže definuje jej hranicu. Algoritmus to rieši tak, že na 
základe počtu výskytov inštancií v jednotlivých intervaloch postupne overuje, koľko ich ešte treba 
dekomprimovať a keď sa v danom hraničnom intervale vyskytuje posledná inštancia tak sa 
vygeneruje maximálnu / minimálna hraničnú hodnotu pre danú dimenziu, záleží na tom o ktorý 
hraničný interval sa jedná. 
Po určení hraníc nasleduje prekódovanie inštancií a upravenie dekódovacej hranice podľa 
kompresnej hranice. Týmto končí jeden cyklus algoritmu, už sa len overí záverečná podmienka pre 
ďalší cyklus, ktorá overuje či je na vstupe ďalší kľúč toku a pokračuje sa jeho načítaním. 
6.2.4 Implementácia 
Algoritmus bol implementovaný v jazyku Java za použitia vývojového prostredia NetBeans. 
Zásadnou triedou programu je kMeans implementujúca metódy na prácu so všetkými klustrami 
a prostriedkami potrebnými pre vykonávanie hlavného cyklu programu, ktorý predstavuje metóda 
calculateKMeans(). Každý kluster je reprezentovaný inštanciou triedy Cluster, v ktorej sú 
implementované všetky metódy na priamu manipuláciu s dátami, úpravu hraníc, kompresiu a 
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dekódovanie. Táto trieda obsahuje  inštancie ďalších tried, ktoré poskytujú práve potrebné 
prostriedky pre správu hranice - definované v triede borderSpec, pre výpočet vzdialeností - 
definované triedou distanceCounting a správu pomocných intervalov - intervalCounting. Samotné 
dáta sú uložené v každom klustri ako inštancia triedy clusterInstance, ktorá umožňuje pohodlnú prácu 
s jednotlivými dátami. Tieto triedy sú doplnené pomocnými triedami loadDat,readFileImput a 
resultCheck, ktoré slúžia na načítanie a overenie vstupných dát a výpis výsledkov. Program 
nepoužíva žiadne špeciálne knižnice a pracuje na platforme JDK 1.6. 
Implementácia nemá grafické užívateľské rozhranie, spúšťa sa z príkazového riadku, s presne 
definovanými parametrami, ktorými sú počet klustrov, počet delení intervalu každej dimenzie, 
hranica, od ktorej sa kóduje - je to navýšenie minimálnej, pevne danej hranice a parametre pre 
klustrovanie, podľa ktorých sa dáta rozdeľujú do klustrov. Nasleduje názov súboru, ktorý obsahuje 
testované dáta a voliteľný parameter pre výpis kódovaných hodnôt (presný návod na spustenie je 
v Prílohe F).  
Vstupom je súbor obsahujúci kľúče tokov s presnou notáciou, kedy jednotlivé parametre 
kľúčov sú oddelené čiarkami. Program počíta s formátom vstupných dát ktorý je pevne daný a keďže 
pracuje s kľúčmi tokov tak tieto dáta sú nasledovné, protokol, zdrojová IP adresa rozdelená na 
jednotlivé oktety (každý oktet je pri algoritme považovaný za parameter), zdrojový port, cieľová IP 
adresa rozdelená na jednotlivé oktety a cieľový port. Výstupom sú podľa parametru spustenia buď 
informácie o tom s akou úspešnosťou sa podarilo  dáta obnoviť, resp. ako veľmi sa líšia dáta 
v jednotlivých klustroch od tých pôvodných a tiež aký je celkový rozdiel, alebo výpis zakódovaných 
inštancií doplnený o informácie potrebné k ich obnoveniu. 
6.2.5 Testovanie, vlastnosti a hodnotenie 
Návrh a implementácia každého algoritmu vyžaduje určitý čas a kus trpezlivosti a samotné testovanie 
je tou dlho očakávanou fázou, ktorá značí že sa vývoj algoritmu dostal do finálnej fázy. Existuje veľa 
spôsobov ako otestovať algoritmus, v tejto podkapitole sú popísané testy ktoré prebiehali v rámci 
vývoja a počas implementácie algoritmu a následne sú popísané testy so samotnými dátami, ktoré 
ukážu jeho účinnosť a vhodnosť. 
Ako prvé sa experimentovalo s rozdelením priestoru, pretože na začiatku nie sú známe žiadne 
dáta a je preto nutné vytvoriť vhodnú štartovaciu pozíciu. Pracovalo sa s troma možnými spôsobmi 
riešenia, prvým bolo načítať určité množstvo dát a potom  z týchto dát vybrať stredy klustrov 
a rozdeliť dáta. Tento prístup vychádzal z myšlienky k-means, ale najmä z hľadiska potreby postupne 
spracúvať prichádzajúce kľúče tokov okamžite po ich príchode sa tento spôsob neuplatnil. Použilo sa 
homogénne rozdelenie priestoru, ktoré rovnomerne rozdelilo dátový priestor medzi všetky klustre, 
bez znalosti čo i len jedného kľúča toku a následne sa postupne načítali toky. Toto riešenie sa však 
postupom času ukázalo ako nie príliš vhodné, pretože pri každom ďalšom nutnom triedení inštancií 
v klustroch vznikali problémy pri počítaní hraníc a často nastávali situácie kedy sa klustre 
vyprázdnili, resp. vďaka nevhodne zvolenému stredu sa vôbec nezaplnili a bolo nutné znova 
generovať ich stred a opätovne rozdeľovať dáta. Ako najlepší sa ukázal spôsob určenia stredov (a tým 
aj rozdelenie priestoru), tak, že podľa požadovaného počtu klustrov sa postupne načítal taký istý 
počet unikátnych kľúčov tokov, tie sa určili ako stredy a následne sa postupne prerátavali stredy a 
rozdeľovali inštancie. Počet nutných generovaní stredov výrazne klesol čo urýchlilo celé spracovanie 
a zároveň tieto stredy boli určené už od samého začiatku podľa reálnych súradníc, bolo aj 
rozdeľovanie inštancií účinnejšie. 
Zaujímavé boli aj možné riešenia realizácie určenia nového stredu pre prázdny kluster, kedy 
existuje opäť viacero možností, pričom postupne boli všetky vyskúšané. V prvotnej verzii sa 
generovanie riešilo priamočiaro, určil sa kluster s najväčšou variabilitou, náhodne sa vybrala niektorá 
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jeho inštancia a tá sa použila ako stred pre prázdny kluster. Postupne sa ukázalo, že toto riešenie nie 
je úplne komplexné, pretože sa nedarilo vhodne rozdeľovať jednotlivé inštancie. Vyskúšali sa ďalšie 
možnosti výberu stredu klustra, buď podľa počtu inštancií, alebo náhodným výberom v a to vždy 
v kombinácii s už sofistikovanejším výberom inštancie, podľa ktorej sa určí stred. Najlepší výber 
inštancie sa ukázal byť taký, že sa v zvolenom klustri určí tá najviac vzdialená inštancia od jeho 
stredu a tá sa stane kandidátom pre stred prázdneho klustra. Následne sa otestuje vzdialenosť 
ostatných inštancií v tomto klustri od jeho stredu a porovná sa so vzdialenosťou inštancií od 
kandidáta na stred a ak je počet inštancií, ktoré by sa presunuli do prázdneho klustra dostatočný, tak 
sa kandidát prehlási za nový stred a prepočíta sa príslušnosť jednotlivých inštancií a inštancie sa 
presunú. Pri komprimovaných inštanciách je ešte nutné ich postupne dekomprimovať a pri úspešnom 
nájdení nového stredu je nutné upraviť dekompresnú a kompresnú hranicu pre oba klustre. 
Z možných spôsobov určenia klustra, ktorý sa má prerozdeliť sa podľa testovaných dát ukázal byť 
najvhodnejší ten, ktorý určuje kluster podľa počtu inštancií v ňom uložených, teda sa prerozdeľuje 
vždy ten najväčší kluster, pretože počet nezaplnených klustrov je pri tomto riešení najnižší. 
Veľmi dôležitou, priam kľúčovou otázkou je realizácia kompresie, resp. spôsob akým sa 
uchováva informácia u rozdelení intervalov, hodnoty hraničných bodov týchto intervalov 
a prispôsobovanie hraníc. Ukázalo sa, že je nutné mať dve hranice, jednu pre dekompresiu inštancií 
a jednu pre ich kompresiu, avšak aby algoritmus fungoval a dekompresia prebehla tak ako má, je 
nutné si vždy pri každej dekompresii uložiť pomocný informáciu a tom, ako sú obsadené jednotlivé 
intervaly pre každú dimenziu. Tento proces je úzko prepojený so zmenami hraníc a v prípade ak sa 
hranica zmenší, tak sa musí upraviť a prekódovať celá dimenzia, aby sa zachovali čo najpresnejšie 
hodnoty pre jednotlivé inštancie. Celý proces dekompresie sa vo výsledku ukázal ako oveľa zložitejší 
proti pôvodným predpokladom a vhodné riešenie bolo nájdené až po množstve pokusov 
a experimentov, pretože úprava hraníc je potrebná vo viacerých miestach algoritmu. 
 
Tabuľka 6.2.1 Rozdielnosť proti pôvodným hodnotám[%]. Podľa zvýšenia hranice kódovania. 
Parametre / 
Zvýšenie[n] 0 100 200 300 400 500 600 
Priemerná 
odchýlka 
Protokol 149,59 146,11 148,08 147,02 145,19 147,66 129,41 144,72 
1. Oktet 8,90 5,56 8,36 5,54 4,80 6,54 4,32 6,29 
2. Oktet 22,23 21,52 22,84 23,21 21,87 16,25 12,41 20,05 
3. Oktet 11,09 9,51 9,44 8,86 8,40 7,82 6,30 8,77 
4. Oktet 12,89 11,29 12,34 9,80 8,08 8,35 6,51 9,89 
Zdrojový port 405,92 149,9 92,90 91,48 92,30 91,02 96,25 145,68 
1. Oktet 7,17 14,56 6,34 5,46 5,61 7,62 6,05 7,54 
2. Oktet 25,83 14,51 14,17 20,86 17,76 10,38 7,76 15,90 
3. Oktet 24,25 20,50 12,49 12,80 28,30 11,94 10,19 17,21 
4. Oktet 18,39 14,70 16,16 12,00 9,41 9,21 7,71 12,51 
Cieľový port 990,71 320,21 219,47 183,26 615,00 1217,32 479,21 575,03 




Samotné experimenty s dátami prebiehali tak, že ako parametre pre klustrovanie sa zvolili 
všetky parametre kľúča toku a následne sa pre prvý test zvolil fixný počet klustrov a postupne sa 
menili jednotlivé vybrané parametre. Primárne sa experimentovalo s veľkosťou pomocnej hranice, 
pomocou ktorej je možné zvýšiť počet bodov, ktoré je nutné spracovať pred tým, ako sa začne 
kódovať. Výsledky sú prezentované v Tabuľke 6.2.1 Stĺpce tabuľky predstavujú rôzne počty kľúčov 
tokov, o ktoré je zvýšená hodnota hranice pre kódovanie a jednotlivé hodnoty udávajú  percentuálny 
rozdiel oproti pôvodným hodnotám. Z tejto tabuľky je jasne vidieť vplyv posunutia hranice, od ktorej 
je možné kódovať. Potvrdzujú sa predpokladané výsledky a to postupné zvyšovanie presnosti pre 
jednotlivé parametre. Je v nej vidieť aj dva extrémy, ktoré výrazne vybočili z očakávaných hodnôt 
a to pre hranice posunuté o 300 a 500 tokov. Po podrobnejšom preskúmaní je vidieť že celková 
presnosť bola ovplyvnená najmä presnosťou obnovy cieľového portu, ktorá pri týchto hodnotách bola 
v prvom prípade výrazne presnejšia a v druhom jej presnosť naopak dosahovala hodnôt ako pokusy 
bez zvýšenej hodnoty podmienky pre kódovanie. Tiež je vidieť, že pre jednotlivé oktety IP adries je 
presnosť pomerne dobrá v najlepších prípadoch je rozdiel oproti pôvodnej hodnote menší ako 10%. 
Avšak odchýlky pre hodnoty protokolov a najmä portov svedčia o značných rezervách v ich 
kódovaní, resp. aproximácii. Ukázalo sa, že by bolo potrebné tieto parametre spracovávať a 
reprezentovať inak, napríklad špecifickejším delením intervalu, prípadne inou aproximáciou 
a následným rozdelením na menšie časti  ešte pred samotným kódovaním. 
 
Tabuľka 6.2.2 Rozdielnosť proti pôvodným hodnotám[%]. Podľa počtu intervalov. 
Parametre / 
Intervaly[n] 10 20 30 40 80 100 
Priemerná 
odchýlka 
Protokol 11,54 19,34 57,83 149,39 165,31 250,62 109,01 
1. Oktet 16,12 11,58 9,94 9,35 21,27 7,19 12,58 
2. Oktet 37,24 28,05 23,65 22,60 18,08 20,69 25,05 
3. Oktet 27,03 14,67 10,98 11,21 9,98 8,90 13,80 
4. Oktet 22,84 12,78 11,02 13,13 10,23 9,98 13,33 
Zdrojový port 199,60 351,34 245,27 234,19 280,13 262,65 262,20 
1. Oktet 27,93 1038 8,04 7,21 9,94 35,09 187,70 
2. Oktet 28,23 25,20 23,20 25,94 26,38 35,06 27,34 
3. Oktet 31,95 26,69 23,72 24,01 26,01 26,45 26,477 
4. Oktet 29,04 18,66 17,74 18,08 12,48 10,27 17,71 
Cieľový port 1256,55 980,53 1279,51 990,32 66,80 327,71 816,90 
Priemer 153,46 136,29 155,54 136,86 58,78 90,42 121,89 
 
Nasledovali experimenty so zmenou hodnoty počtu delení intervalu, pri rovnakom počte 
klustrov a rovnakej veľkosti hranice pre kompresiu. Výsledky sú uvedené v Tabuľke 6.2.2.V stĺpcoch 
je uvedený počet intervalov a pre každý parameter a interval je uvedená odchýlka od reálnej hodnoty 
v %. Predpokladaný pozitívny vplyv počtu intervalov na ktorý sa delí dimenzia sa uplatnil, avšak 
opäť sa ako problematické ukázali parameter protokolu a portov, ktoré výrazne zaostávajú v presnosti 
oproti hodnotám jednotlivých oktetov IP adries. V celku je však možné vidieť, že veľkosť odchýlky 
sa s rastúcim počtom intervalov deliacich dimenziu znižuje. 
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Testoval sa aj vplyv rôzneho počtu klustrov na hodnotu celkovej odlišnosti. Boli zvolené  
rozdielne počty intervalov podľa ktorých sa delili dimenzie a ostatné parametre sa nemenili. Následne 
sa vždy pre rôzny počet klustrov spracovávali rovnaké dáta. Graf 6.1 názorne zobrazuje zistené 
výsledky, je z neho jasne vidieť, že počet klustrov má zásadný vplyv na kvalitu obnovených dát a pre 
testované dáta sa ukázalo ako výhodnejšie použiť menší počet klustrov. Platí však, že jeden parameter 
nemá až taký zásadný vplyv na podobnosť dát a vo vhodnej kombinácii s ostatnými parametrami je 
možné dosiahnuť dobré výsledky. Naopak, pri príliš veľkom počte klustrov a nie príliš šťastnej voľbe 
počtu intervalov sú výsledné dáta značne odlišné. Tento poznatok je však silne závislý na testovaných 
dátach. Platí, že pri menšom počte klustrov sú jednotlivé klustre lepšie zaplnené, ich hranice sú 
v dôsledku toho presnejšie popísané a generovanie hodnôt podľa komprimovaných inštancií je vďaka 
tomu presnejšie. Zaujímavý je priebeh všetkých kriviek, kedy pre väčšinu platí, že sa postupne 
spresňuje hodnota až do určitého okamihu, ktorým je vhodný počet intervalov pre daný počet klustrov 
a potom sa opäť rozdielnosť zvyšuje. 
 
Graf 6.1 Vplyv počtu klustrov na rozdielnosť dát. 
 
 
Vyskúšalo sa aj klustrovanie podľa vybraných parametrov kľúča toku, kedy sa dáta 
prerozdeľovali nie podľa všetkých parametrov, ale len podľa protokolu, prvého oktetu zdrojovej IP 
adresy a zdrojového portu. Snahou bolo zistiť či v takomto prípade budú aspoň hodnoty pre vybrané 
parametre presnejšie. Výsledky sú uvedené v Tabuľke 6.2.3. Už z predchádzajúceho testu bolo 
zrejmé, že počet klustrov má vplyv na presnosť,  ale ukázalo sa, že len do určitej miery. Pri malom 
počte klustrov je vidieť, že problematické parametre dosiahli pomerne dobrú presnosť v porovnaní 
s predchádzajúcimi pokusmi. Táto presnosť bola zopakovaná a dokonca prekonaná pri najväčšom 
počte klustrov, kedy sa podobný scenár očakával. Je možné skonštatovať že rozdeľovanie podľa 
menšieho počtu parametrov má výrazne pozitívny vplyv na presnosť, musia však byť splnené ďalšie 
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podmienky ako počet klustrov, prípadne aj počet delenia intervalov. Stále však pretrváva problém so 
spracovaním hodnôt parametrov pre protokoly a porty. 
  
Tabuľka 6.2.3 Rozdielnosť proti pôvodným hodnotám[%]. 
Parametre / Kluster[n] 4 20 40 80 120 Priemerná odchýlka 
Protokol 10,39 9,49 35,3 46,14 13,85 23,03 
1. Oktet 57,71 14,36 9,63 17,95 6,41 21,21 
Zdrojový port 87,97 309,72 174,47 1705,66 42,59 464,08 
Priemer 70,96 149,13 155,21 373,66 325,83 214,96 
  
V neposlednom rade sa exportovali komprimované dáta do textového súboru a otestoval sa 
kompresný pomer v porovnaní s originálnymi dátami taktiež uloženými taktiež v textovom súbore. 
Postupne sa menili jednotlivé parametre a ich  presné hodnoty sú uvedené v Tabuľke 6.2.4 v riadkoch 
a vždy sa vypisoval vybraný obsah všetkých klustrov do pomocného súboru. Pre možnú následnú 
obnovu dát je vždy nutné vypísať jednotlivé zakódované hodnoty, hranicu pre ich dekompresiu a tiež 
aj hodnotu hašu pre každú inštanciu. 
Očakávania boli veľké, pretože myšlienka kódovania už len podľa jej podmienok ukazuje 
značné predpoklady na úspešnú kompresiu. Avšak ukázali sa problémy spojené so samotnou 
reprezentáciou dát, kedy na kompresiu a dekompresiu jednotlivých inštancií by bolo vhodné použiť 
lepšiu metódu, aby výsledná fyzická reprezentácia dát bola čo najmenšia a rozdiely vo veľkosti 
v porovnaní s nekomprimovanými dátami boli o to markantnejšie. Problematická sa tiež ukázala 
hašovacia funkcia, kedy jej počiatočný návrh bol podcenený a preto dosahuje veľké hodnoty, ktoré 
trochu znehodnocujú výsledky kompresie. 
 
Tabuľka 6.2.4 Testovanie kompresných pomerov. 
 
Veľkosť 
s hašom [kB] 








Priemer 44,0 31,0 0,65 0,49 
Počet 
klustrov  
4 37 26 0,58 0,41 
20 43 30 0,68 0,48 
60 49 36 0,77 0,57 
100 55 42 0,87 0,67 
Počet 
intervalov  
12 39 26 0,62 0,41 
24 44 31 0,69 0,49 
60 50 37 0,79 0,59 
100 55 42 0,87 0,67 
 
 Výsledky ukazujú, že pre danú vzorku dát majú parametre vplyv na výslednú veľkosť dát, to 
že s menším počtov klustrov, resp. intervalov budú výsledné dáta menšie bolo očakávané, pretože  
pri nižšom počte klustrov sa potreba uchovávať dodatočné pomocné informácie  znižuje. Nečakaný 
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bol minimálny vplyv rôznej veľkosti hranice na výsledok klustrovania (preto je uvedená len jedna, 
priemerná hodnota), predpokladalo sa mierne zlepšenie kompresného pomeru, ktoré sa v praxi 
nepotvrdilo. Ukázalo sa, že použitá hašovacia funkcia nie je práve najúčinnejšia a v porovnaní 
s testovacou hodnotou použitou v rovnakej sade testov sú výsledky horšie. Upravený haš sa použil len 
pre toto špecifické testovanie a predstavuje minimálny počet  znakov, pomocou ktorých je možné 
priradiť každej unikátnej inštancii jedinečnú hodnotu. 
Samotný algoritmus, ktorý sa na začiatku zdal byť jednoznačný a jednoduchý, sa postupným 
experimentovaním a ladením zmenil z väčšej časti svoju podobu, ukázalo sa že prepojenie 
rozdeľovania dát a ich kódovania je značne zložité a fakt že sa postupne načítajú dáta a je nutné ich 
okamžite spracúvať ešte zvýšil komplikovanosť jednotlivých krokov, ktorú nebolo možné zachytiť na 
jeho schéme. Problémom bol úzky súvis jednotlivých častí, ich vzájomné prepojenie vyžadovalo 
neustálu kontrolu a experimentovanie a neponúklo žiadny priestor pre chyby. Obzvlášť zložité bolo 
ladenie, pretože práca vo viacrozmernom priestore spolu s náhodnosťou a stratou informácie 
neumožňovali mať jasný obraz o výsledku a jeho presnosti a funkčnosť algoritmu bola dosiahnutá 
postupnou aproximáciu a postupnými drobnými zmenami pri jednotlivých funkčných blokoch. 
Pri experimentoch a vývoji algoritmu sa ukázali aj jeho nedostatky, ktoré majú do značnej 
miery spoločnú príčinu, ktorou je inšpirácia algoritmom k-means. Táto metóda sa ukázala pri analýze 
ako tá rýchlejšia a účinnejšia, ale nutná definícia presného počtu klustrov značne komplikuje výpočet 
oproti pôvodným predpokladom, kedy pri nedostatočnom počte unikátnych hodnôt (pri klustrovaní 
podľa všetkých parametrov kľúča tento scenár nie je až taký častý) je problém s obsadením 
definovaného počtu klustrov, čo vedie ku komplikáciám pri výpočte a pri práci s komprimovanými 
inštanciami k ich opätovnému kódovaniu a dekódovaniu, čo prináša ďalšiu odchýlku od pôvodných 
hodnôt. Tiež postupné spracovávanie nových hodnôt a nutné prekódovanie ostatných pri zmenách, 
zanášajú ďalšiu odchýlku do výpočtu.  
Problémom je aj rôznorodosť jednotlivých hodnôt a tiež aj rozsah hodnôt, kedy pri malom 
počte unikátnych hodnôt sú výsledné obnovené hodnoty pre kľúče tokov značne odlišné a to iste platí 
aj pre veľkého rozsahy, kedy najmä pri portoch je jasne vidieť, že obnovená informácia vôbec 
nezodpovedá pôvodnej hodnote. 
Ďalším faktorom ktorý mal vplyv na výsledky bolo podcenenie hašovacej funkcie, ktorá 
splnila primárny účel, ktorý sa v čase návrhu zdal ako jediný a to identifikácia unikátnych inštancií 
a potreba ušetriť miesto zostala v úzadí. 
Zaujímavé sú pravidelne sa vyskytujúce výrazne presnejšie a tiež výrazne nepresnejšie 
obnovené hodnoty, je možné usudzovať, že na základe týchto hodnôt je možné určiť ktoré parametre 
sú pre dané dáta tie najvhodnejšie a naopak, ktoré parametre spôsobia výrazne vyššiu rozdielnosť 
a ktoré je lepšie nepoužívať. Na základe takýchto pozorovaní by sa mohlo postupne pre danú 
premávku určiť to správne nastavenie klustrovacích parametrov. 
Prezentovaný popis vlastností, experimenty a implementácia algoritmu, predstavuje 
predovšetkým prvotné experimentovanie s touto metódou a myšlienkou. Cieľom bolo dosiahnuť 
hlavne základnú funkcionalitu, aby bolo možné overiť vlastnosti algoritmu a povahu dosiahnutých 
výsledkov. Pri jeho implementácii a ladení sa postupne ukázalo, že aj keď je jeho myšlienka a návrh 
jednoduchý a snaží sa priamo smerovať k riešeniu, komplikácie, ktoré sa vyskytli poukázali na 
problematickosť riešenia problémov a algoritmov, ktoré pracujú s náhodnosťou a stratovosťou. 
Ukázalo sa, že možnosť ako riešiť určité bloky algoritmu sú značne bohaté a prezentované riešenie 
v konečnom dôsledku len ukazuje smer akým je možné riešiť danú situáciu. Existuje veľký priestor 
na možné budúce experimentovanie a rozvíjanie a aj keď algoritmus už v tejto forme ponúka  viacero 
vstupných parametrov pomocou ktorých sa dosahuje dobrá škálovateľnosť možných pokusov, je 
možné ich počet ešte značne rozšíriť (hranica pre generovanie nových stredov, určovanie klustra pre 




V diplomovej práci boli najskôr ukázané typy a spôsob reprezentácie sieťových dát, ktoré vznikajú 
pri monitorovaní sietí a sú dôležitým prostriedkom pre následnú analýzu premávky siete. Bola 
vysvetlená motivácia monitorovania sietí, ktorá je podstatným aspektom celej sieťovej premávky, 
pretože siete nie sú len o možnosti vymieňať si dáta, ale v súčasnosti  hlavne aj o ich bezpečnosti  
a správe, v oblasti ktorých práve nastupuje monitorovanie. Boli ukázané a popísane rôzne možnosti 
reprezentácie dát, rozmanité metódy využívané na indexovanie, kódovanie a kompresiu dát aj mimo 
oblasti sietí.  
 V práci boli priblížené aj princípy metód, ktoré sa nevyužívajú primárne na kompresiu, 
ale skôr na zisťovanie tokov a riešenie čítačov tokov, no ich princípy a výsledky sú nielen veľmi 
zaujímavé, ale tiež aplikovateľné aj v problematike kompresie tokov. Z hľadiska možného budúceho 
vývoja sú tieto informácie prínosné a môžu byť použité v kombinácii s navrhovanou stratovou 
metódou kompresie kľúčov tokov. 
 V procese tvorby práce po fáze teoretického rozboru súčasného stavu poznania 
v problematike kompresie záznamov v IP tokoch, boli následne vykonané experimenty 
nad vzorovými dátami reálnej premávky. Tieto priniesli informácie o tom, ktoré parametre najlepšie 
popisujú toky sietí, tak z hľadiska ich dôležitosti ako aj ich rozmanitosti, ktorá hrá dôležitú úlohu, 
pretože platí, čím rozmanitejšie dáta, tým je nutné kódovanie riešiť nápaditejšie, aby sa dosiahli 
požadované úrovne kompresie. Dôležitým poznatkom, získaným z tejto etapy tvorby práce, je 
skutočnosť, že každý tok sa dá popísať kľúčom toku, zloženým zo základných parametrov ako bolo 
na začiatku teoreticky odôvodnené v prvej kapitole, a že tento kľúč toku je tou informáciou, o ktorej 
kompresiu a kódovanie sa bude práca usilovať.  
 Nasledoval podrobný test bezstratových kompresných metód, ktorý potvrdil očakávania a to, 
že tieto metódy komprimujú veľmi dobre a dokážu si poradiť s rozmanitými dátami. Za svoje dobré 
vlastnosti vďačia kvalitným algoritmom a tiež dlhému postupnému vývoju, ktorý umožnil ich 
vyladenie do najmenších detailov. Ich nevýhodou je však práve ich robustnosť, a tým pádom  
aj značná pomalosť, teda aspoň vzhľadom na pomery, ktoré sú v sieťovej premávke. Tieto závery boli 
vyhodnotené a práca sa ďalej zaoberala skúmaním možnosti stratovej kompresie, pretože navrhnúť 
novú metódu, ktorá by bola porovnateľná s existujúcimi by bola najmä časovo nesmierne náročná 
úloha a modifikovať existujúce metódy z pohľadu miery inovácie, nie je príliš lákavé. 
 Možnosti stratovej kompresie sú pomerne rozsiahle, vždy ale ide o rovnaký princíp, resp. 
otázku, na ktorú sa musí odpovedať, ktorá znie: aká stratovosť je možná, prípadne koľko informácie 
je možné stratiť, aby boli výsledky ešte aspoň do určitej miery použiteľné. V priebehu genézy práce, 
sa tak postupne pristúpilo k charakteristike metód použitia stratovej kompresie rôznych náročností – 
od tých najjednoduchších, ako úplne zanedbať niektoré nepotrebné parametre, prípadne znížiť  
ich presnosť, cez zložitejšie, ktoré reprezentuje pravdepodobnostná analýza a snaha určitým 
spôsobom prepojiť jednotlivé funkcie pravdepodobnosti a popísať tak dáta, sa dospelo až k 
záverečnej možnosti, ktorá kombinuje techniku rozdeľovania a usporiadania dát so stratovosťou a vo 
výsledku prináša zaujímavú hybridnú metódu. 
 Táto metóda v prvotnej fáze používa klustrovanie, čo je bežne používaný spôsob v iných 
oblastiach ako dolovanie dát, hľadanie vzorov, bioinformatika a ďalších oblastiach. Jeho základným 
princípom je zoskupovanie dát na základe ich podobnosti do jednotlivých oblastí, klustrov. Práca 
obsahuje stručnú charakteristiku problematiky klustrov - aké metódy sa používajú, ako pracujú 
a ako sa určuje príslušnosť do jednotlivých oblastí. 
 Metóda v prvej fáze pracuje bezstratovo, zoraďuje dáta, rozdeľuje ich a snaží sa získať čo 
najlepšiu informáciu o premávke a pripraviť tak pôdu pre samotnú kompresiu, ktorá potom tieto dáta 
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kóduje. Komprimovanie neznamená koniec metódy, ale ide o zlom a od okamihu splnenia podmienky 
pre prvotnú kompresiu sa každý ďalší prijatý kľúč toku spracováva s ohľadom na to, že uložené dáta 
už sú komprimované a je nutné pristupovať k riešeniu jednotlivých operácií inak. Stratovosť má za 
následok, že obnovené dáta nie sú identické ako pôvodné, ale vďaka parametrizácii a správnemu 
nastaveniu sa dá nastaviť metóda tak, aby dosahovala čo najlepšie výsledky. 
 Tvorba algoritmu a jeho samotná implementácia neboli bezproblémové, pretože takmer na 
každom kroku sa objavovali nové problémy a výzvy, ktoré vyžadovali stále sofistikovanejšie riešenia 
s nutnosťou ukladať si dodatočné informácie o dátach a ich reprezentácii pomocou klustrov. Práve  
postupné riešenie problémových otázok umožnilo hlbší prienik do problematiky a ukázalo značné 
možnosti či už na úpravu niektorých postupov prípadne úplne iné riešenie, ale v rámci snahy 
o základnú funkčnosť metódy im nie je venovaný veľký priestor a sú zhrnuté až v samotnom závere.  
 Cieľ práce tvorilo z viacerých parciálnych krokov a cieľov. Prvým bola systematizácia 
poznatkov skúmanej problematiky do formy komplexného prehľadu v oblasti tokov, ich reprezentácie 
a možnostiach kompresie. Následne, za pomoci analýzy dát a experimentov s už existujúcimi 
metódami, išlo o určenie oblasti resp. smeru, ktorý práca rozvinie a navrhnutie metódy, ktorá by 
priniesla nový pohľad na spôsob ako riešiť komprimovanie kľúčov sieťových tokov, pretože to je 
podstatná informácia pre každý tok. Kontinuálne na úspešný návrh nadviazal pokus o analýzu 
metódy, keďže sa pracuje so stratovou kompresiou, predmetom záujmu experimentálneho overovania 
metódy bolo najmä určenie, ako veľmi a za akých podmienok sa kódovaná informácia líši 
od pôvodnej. 
Testy ukázali, že presnosť obnovených dát pri použitých testovaných dátach nie je práve 
najlepšia, čo je sčasti spôsobené samotnými dátami, ale najmä malou účinnosťou pri obnovovaní 
určitých typov dát, ktoré sú buď málo rozmanité, prípadne ich rozsah je oproti ostatným dátam väčší. 
Pri obnove najpodstatnejšej informácie o IP adresách je však naopak úspešnosť výrazne vyššia. 
Miernym sklamaním sú výsledky testov kompresného pomeru. Dosiahnutá úroveň je na nový prístup  
dobrá, ale očakávania boli predsa len vyššie, pretože teoretické možnosti naznačujú oveľa lepšie 
výsledky, čo poukazuje na skryté možnosti algoritmu a ponúka priestor na ďalšiu prácu s metódou, jej 
vylepšenie, zdokonalenie a rozšírenie. 
Prínos práce možno na základe štúdia materiálov a princípov deklarovať najmä 
prostredníctvom prehĺbenia znalostí v oblasti monitorovania sietí, kompresie a kódovaní dát, získania 
predstavy o tom, ako celý proces monitorovania funguje, z ktorej vyvstalo kognitívne presvedčenie o 
možných reálnych prínosoch a vplyve práce na možné budúce praktické riešenia kompresie 
záznamov v IP tokoch. Z pohľadu rozvoja znalostí je nezanedbateľným aj prínos v oblasti praktickej 
skúsenosti s prácou s monitorovacími programami, ktoré boli použité na analýzu dát, získanie praxe s 
prácou so sieťovými dátami a overením si vlastných schopnosti pri programovaní algoritmu. 
Vytýčené ciele práce boli splnené, ukázalo sa, že niektoré boli náročnejšie, ale celkovo 
možno konštatovať, že aj napriek zdĺhavejšiemu vývoju a hľadaniu bol nakoniec nájdený veľmi 
zaujímavý spôsob ako riešiť kompresiu, ktorý bol implementovaný, ukázalo sa že je funkčný a ktorý 
prináša ďalšie otázky a oblasti, kde je možné ho ďalej rozvíjať. 
Ako už bolo naznačené, možnosti ďalšieho pokračovania práce sú rozsiahle, či už pôjde o iné 
riešenie rozdeľovania intervalov, lepší kódovací popis dát,  riešenie popisu klustrov, hašovacej 
a kódovacej metódy. Taktiež ďalšia modifikácia algoritmu, kedy by sa vo výsledku nemuseli 
zachovať počty klustrov, ale mohli by sa vytvárať ďalšie klustre aj pomocou inej metódy, prípadne za 
použitia ešte ďalších informácií sa snažiť presnejšie popísať rozloženie dát a dosiahnuť tým 
presnejšie generovanie. Práve generovanie dát a určenie jeho spôsobu je oblasť, ktorá ponúka 
zaujímavé možnosti a isto by po podrobnejšom skúmaní a testovaní, bolo možné celý algoritmus 
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Príloha A. NetFlow datagramy. 
 
 
Obrázok 1. Hlavička verzie 5 [6].  
 
 




Obrázok 3. Hlavička NetFlow verzie 9 [9]. 
 
 









Príloha B. IPFIX datagramy. 
Obrázky prevzaté z [3, 26]. 
 
Obrázok 1. IPFIX príbuzné zariadenia, O – pozorovací bod, M – proces merania, E – export, C – 
proces zbierania dát. 
 
 


























Príloha C. Príklady metód kompresie Deflate 
a Counter Braids. 
 
Algoritmus Deflate a pod ním uvedený ukážkový príklad sú prevzaté z [10] . 
 
1. Spočíta sa počet kódov pre každú kódovú dĺžku. 
 
pocet_kodov[N]  je počet kódov dĺžky N pričom N >= 1. 
 
2. Nájde sa najmenšia hodnota kódu pre každú kódovú dĺžku. 
 
                kod = 0; 
                pocet_kodov [0] = 0; 
                for (bity = 1; bity <= MAX_BITS; bity++) { 
                    kod = (kod + pocet_kodov[bity-1]) << 1; 
                    dalsi_kod[bity] = kod; 
                } 
3. Postupne sa priradia numerické hodnoty všetkým kódom, tak že kódom s rovnakou dĺžkou 
sa priradia postupné hodnoty podľa základných hodnôt zistených v druhom kroku. Kódy, 
ktoré sa nepoužívajú nedostanú žiadnu hodnotu. 
  
                for (n = 0;  n <= max_kod; n++) { 
                    dlzka = strom[n].dlzka; 
                    if (dlzka != 0) { 
                        strom[n].Kod = dalsi_kod[dlzka]; 
                        dalsi_kod[dlzka]++; 
                    } 
                } 
 
         Príklad: 
 
         Majme abecedu ABCDEFGH, s bitovými dĺžkami (3, 3, 3, 3, 3, 2, 4, 4).  
Po prvom kroku dostaneme: 
  
            N      pocet_kodov[N] 
            -      ----------- 
            2      1 
            3      5 




            N      dalsi_kod[N] 
            -      ------------ 
            1      0 
            2      0 
            3      2 





           Symbol Dĺžka Kód 
            ------  ------ ---- 
            A        3 010 
            B        3             011 
            C        3        100 
            D        3         101 
            E        3         110 
            F        2          00 
            G        4        1110 
            H        4        1111 
 
Nasledujúci príklad je ukážka priebehu metódy Counter Braids (prevzaté z [19]). 
 
 
Obrázok 2. Príklad funkčnosti metódy Counter Braids. Čísla pri uzloch tokov označujú veľkosť toku,  
prerušované čiary indikujú hašovacie funkcie a plné čiary tie hašovacie funkcie, ktoré sa použijú pre 





















Príloha D. Bezstratové kompresné metódy, 
meranie kompresných pomerov. 
 
 
Tabuľka 1. Kompresné pomery pre jednotlivé metódy, prvá vzorka dát, jednotlivé súbory. 
 
 
Tabuľka 2. Kompresné pomery pre jednotlivé metódy, prvá vzorka dát, jeden súbor. 
 
 





 512 1024 2048 4096 8192 
Celková  veľkosť [MB] 1,000 1,000 1,000 1,000 1,000 
Bzip2 – rýchly [MB] 0,309 0,309 0,31 0,309 0,310 
Bzip2 – najlepší [MB] 0,269 0,269 0,269 0,268 0,269 
Gzip – rýchly [MB] 0,401 0,401 0,401 0,401 0,401 
Gzip – najlepší [MB] 0,341 0,342 0,342 0,342 0,342 
LZO1X-1 [MB] 0,474 0,475 0,474 0,475 0,475 
 512 1024 2048 4096 8192 
Celková  veľkosť [MB] 1,000 1,000 1,000 1,000 1,000 
Bzip2 – rýchly [MB] 0,309 0,310 0,310 0,307 0,310 
Bzip2 – najlepší [MB] 0,269 0,269 0,270 0,267 0,270 
Gzip – rýchly [MB] 0,401 0,401 0,401 0,397 0,402 
Gzip – najlepší [MB] 0,341 0,342 0,342 0,338 0,342 
LZO1X-1 [MB] 0,474 0,475 0,474 0,470 0,475 
 512 1024 2048 4096 8192 
Celková  veľkosť [MB] 1,000 1,000 1,000 1,000 1,000 
Bzip2 – rýchly [MB] 0,250 0,252 0,253 0,248 0,254 
Bzip2 – najlepší [MB] 0,198 0,198 0,199 0,195 0,200 
Gzip – rýchly [MB] 0,323 0,323 0,327 0,319 0,326 
Gzip – najlepší [MB] 0,282 0,282 0,285 0,279 0,285 
LZO1X-1 [MB] 0,374 0,374 0,378 0,368 0,381 
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 512 1024 2048 4096 8192 
Celková  veľkosť [MB] 1,000 1,000 1,000 1,000 1,000 
Bzip2 – rýchly [MB] 0,323 0,252 0,253 0,248 0,254 
Bzip2 – najlepší [MB] 0,282 0,199 0,200 0,196 0,200 
Gzip – rýchly [MB] 0,251 0,323 0,327 0,319 0,328 
Gzip – najlepší [MB] 0,199 0,283 0,285 0,279 0,285 
LZO1X-1 [MB] 0,374 0,374 0,378 0,368 0,381 
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Príloha E. Pravdepodobnostná analýza. 
Graf 1. Rozloženie zdrojových portov v testovaných dátach. 
 
 















































Počet IP adries v dátach 
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Príloha F. CD. 
Na priloženom CD sú uložené všetky potrebné dáta k možnosti otestovania algoritmu. CD obsahuje 
text diplomovej práce vo formáte pdf, preloženú aplikáciu, ktorá implementuje skript na prípravu dát, 




\aplikacia  Preložená aplikácia. 
\dokumentacia  Dokumentácia k aplikácii. 
\testovacie_data Testovacie dáta. 
\text_prace  Text diplomovej práce vo formáte pdf. 
\zdrojove_kody  Zdrojové kódy. 
