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Abstract
In this paper, we sketch the proof of the extension of the stability theorem of the Minkowski
space in General Relativity done explicitly in [6], [7]. We discuss solutions of the Einstein
vacuum (EV) equations (obtained in the author’s Ph.D. thesis [6] in 2007). We solve the
Cauchy problem for more general, asymptotically flat initial data than in the pioneering
work [21] of D. Christodoulou and S. Klainerman or than in any other work. Moreover,
we describe precisely the asymptotic behaviour. Our relaxed assumptions on the initial data
yield a spacetime curvature which is not bounded in L∞(M). As a major result, we encounter
in our work borderline cases, which we discuss in this paper as well. The fact that certain
of our estimates are borderline in view of decay indicates that the conditions in our main
theorem are sharp in so far as the assumptions on the decay at infinity on the initial data are
concerned. Thus, the borderline cases are a consequence of our relaxed assumptions on the
data, [6], [7]. They are not present in the other works, as all of them place stronger assump-
tions on their data. We work with an invariant formulation of the EV equations. Our main
proof is based on a bootstrap argument. To close the argument, we have to show that the
spacetime curvature and the corresponding geometrical quantities have the required decay.
In order to do so, the Einstein equations are decomposed with respect to specific foliations of
the spacetime. This result generalizes the work [21] of D. Christodoulou and S. Klainerman.
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1 Introduction and Main Results
The laws of General Relativity (GR) are the Einstein equations linking the curvature of the
spacetime to its matter content.
Gµν := Rµν − 12 gµν R = 2 Tµν , (1)
(rationalized units 4piG = 1), where, for µ, ν = 0, 1, 2, 3, Gµν is called the Einstein tensor,
Rµν is the Ricci curvature tensor, R the scalar curvature tensor, g the metric tensor and Tµν
denotes the energy-momentum tensor.
This paper discusses the main results and steps of the proof of [6], [7], dealing with the
global, nonlinear stability of solutions of the Einstein vacuum equations in General Relativ-
ity. The case of (1) where Tµν = 0, are the Einstein vacuum (EV) equations. These read as
follows:
Rµν = 0 . (2)
Solutions of the EV equations are spacetimes (M, g), where M is a four-dimensional, ori-
ented, differentiable manifold and g is a Lorentzian metric obeying the EV equations. We
study these equations for asymptotically flat systems. These are solutions where M looks like
flat Minkowski space with diagonal metric η = (−1,+1,+1,+1) outside of spatially compact
regions. Many physical cases require to study the Einstein equations in vacuum. Isolated
gravitating systems such as binary stars, clusters of stars, galaxies etc. can be described in
GR by asymptotically flat solutions of these equations. For, they can be thought of as having
an asymptotically flat region outside the support of the matter.
In view of the EV equations (2), it is an open problem, what is the sharp criteria for non-
trivial asymptotically flat initial data sets to yield a maximal development that is complete.
We generalize the results of D. Christodoulou and S. Klainerman in their joint work ‘The
global nonlinear stability of the Minkowski space’ [21]: Every strongly asymptotically flat,
maximal, initial data which is globally close to the trivial data gives rise to a solution which
is a complete spacetime tending to the Minkowski spacetime at infinity along any geodesic’.
We solve the Cauchy problem with more general, asymptotically flat initial data. In par-
ticular, we have one less power of r decay at spatial infinity and one less derivative than in
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[21]. We prove that also in this case, the initial data, under appropriate smallness condi-
tions, yields a solution which is a complete spacetime, tending to the Minkowksi spacetime
at infinity along any geodesic. In accordance with the initial data, the asymptotic flatness is
correspondingly weaker. Contrary to the situation in [21], certain estimates in our proof are
borderline in view of decay, indicating that the conditions in our main theorem on the decay
at infinity on the initial data are sharp.
Our main results are stated in the Theorems 1 and 3.
We construct global solutions (M, g) of the EV equations (2) for initial data specified in
definition 2 below. We use two foliations given by a maximal time function t and an optical
function u, respectively. The time function t foliates our 4-dimensional spacetime into 3-
dimensional spacelike hypersurfaces Ht, being complete Riemannian manifolds. Whereas the
optical function u induces a foliation of (M, g) into null hypersurfaces Cu, which we shall refer
to as null cones. The intersections Ht ∩ Cu = St,u are 2-dimensional compact Riemannian
manifolds.
Definition 1 An initial data set is a triplet (H, g¯, k) with (H, g¯) being a three-dimensional
complete Riemannian manifold and k a two-covariant symmetric tensorfield on H, satisfying
the constraint equations:
∇i kij − ∇j trk = 0
R¯ − | k |2 + (trk)2 = 0 .
The constraint equations constrain the initial data. We recall that a development of an initial
data set is an EV spacetime (M, g) together with an imbedding i : H →M such that g and k
are the induced first and second fundamental forms of H in M . The barred quantities denote
the metric and curvatures on H.
We work with a maximal time function t. That is, the level sets Ht of the time function
t are required to be maximal spacelike hypersurfaces. Thus, they fulfill the equation trk = 0.
(See below.) Also, the lapse function Φ is introduced after the definition 13 of a time func-
tion. For a time function t (that is, dt ·X > 0 for all future-directed timelike vectors X at all
points p ∈M) the corresponding lapse function Φ is given by Φ := (−gµν∂µt∂νt)− 12 . From
the structure equations with respect to the t-foliation, using the EV equations (2), we derive
the constraint equations, the evolution equations, and lapse equation below. The structure
equations consisting of the variation, Codazzi and the trace of the Gauss equations, relate
the spacetime curvature Rαβγδ to the Ricci curvature R¯ij of Ht, the second fundamental form
k and the lapse function Φ. Note that in the 3-dimensional leaf Ht, its Ricci curvature R¯ij
completely determines the induced Riemannian curvature tensor R¯ijkl as follows (R¯ is the
scalar curvature g¯ijR¯ij):
R¯ijkl = g¯ik R¯jl + g¯jl R¯ik − g¯il R¯jk − 12 (g¯ik g¯jl − g¯jk g¯il) R¯ . (3)
At this point, let us give the following formulas for the frame field (e0, e1, e2, e3) for M , where
e0 = 1ΦT denotes the future-directed unit normal to the Ht and (e1, e2, e3) is an orthonormal
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frame tangent to the leaves of the foliation:
Die0 = kij ej (4)
Diej = ∇iej + kij e0 (5)
D0e0 = (Φ−1∇iΦ) ei (6)
D0ei = D¯0ei + (Φ−1∇iΦ) e0 , (7)
D¯0ei denoting the projection of D0ei to the tangent space of the foliation. Note that in a
so-called Fermi propagated frame, it is D¯0ei = 0.
Here, note that g00 = −1, g0i = 0 and gij = g¯ij = g(ei, ej) for i, j = 1, 2, 3.
With respect to the foliation of the spacetime by a maximal time function t, the constraint
equations take the following form:
trk = 0 (8)
∇ikij = 0 (9)
R¯ = |k|2 . (10)
The evolution equations for a maximal foliation are:
∂g¯ij
∂t
= 2Φkij (11)
∂kij
∂t
= ∇i∇jΦ − (R¯ij − 2kimkmj ) Φ . (12)
Moreover, the lapse equation reads:
4 Φ = | k |2 Φ . (13)
In our work, we consider asymptotically flat initial data of the following form:
Definition 2 (AFB) We define an asymptotically flat initial data set to be a AFB initial data
set, if it is an asymptotically flat initial data set (H0, g¯, k), where g¯ and k are sufficiently
smooth and for which there exists a coordinate system (x1, x2, x3) in a neighbourhood of
infinity such that with r = (
∑3
i=1(x
i)2)
1
2 →∞, it is:
g¯ij = δij + o3 (r−
1
2 ) (14)
kij = o2 (r−
3
2 ) . (15)
The initial data (H0, g¯, k) has to satisfy the global smallness assumption below. We introduce
Q(a, x(0)) for the terms that have to be controlled by a small positive . At a later point in
the proof,  has to be taken suitably small, depending on other quantities.
Q(a, x(0)) = a
−1 ( ∫
H0
( | k |2 + (a2 + d20) | ∇k |2
+ (a2 + d20)
2 | ∇2k |2 ) dµg¯
+
∫
H0
(
(a2 + d20) | Ric |2
+ (a2 + d20)
2 | ∇Ric |2 ) dµg¯ ) , (16)
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where a is a positive scale factor, and d0 denotes the distance function from an arbitrarily
chosen origin x(0).
Let infx(0),aQ(x(0), a) denote the infimum over all choices of origin x(0) and all a of the
quantity defined by (16).
We consider asymptotically flat initial data sets for which the metric g¯ is complete and
there exists a small positive  such that
inf
x(0),a
Q(x(0), a) <  . (17)
One version of our main theorem is the following:
Theorem 1 Any asymptotically flat, maximal initial data set, with complete metric g¯, satis-
fying inequality (17), where the  has to be taken sufficiently small, leads to a unique, globally
hyperbolic, smooth and geodesically complete solution of the EV equations, foliated by the
level sets of a maximal time function. This development is globally asymptotically flat.
For later reference, we state the global smallness assumption B as follows.
Global Smallness Assumption B:
An asymptotically flat initial data set satisfies the global smallness assumption B, if the
metric g¯ is complete and there exists a sufficiently small positive  such that
inf
x(0),a
Q(x(0), a) <  . (18)
The global smallness assumption B has to be considered together with the main theorem 3
in section 4. Then,  in (18) has to be taken suitably small such that the inequalities stated
in the main theorem 3 hold. This main theorem 3 is the most precise statement of our results.
To prove this result (theorem 1, respectively theorem 3), we do not need any preferred
coordinate system, but we rely on the invariant formulation of the EV equations. Also, the
asymptotic behaviour is given in a precise way.
We remark that by geodesically complete is denoted what in GR is called g-complete which
means that every causal geodesic can be extended for all parameter values.
At this point, let us recall the result of D. Christodoulou and S. Klainerman [21]. They
consider the following strongly asymptotically flat initial data set:
Definition 3 (SAFCK) We define a strongly asymptotically flat initial data set in the sense
of [21] (studied by Christodoulou and Klainerman) and in the following denoted by SAFCK
initial data set, to be an initial data set (H, g¯, k), where g¯ and k are sufficiently smooth and
there exists a coordinate system (x1, x2, x3) defined in a neighbourhood of infinity such that,
as r = (
∑3
i=1(x
i)2)
1
2 →∞, g¯ij and kij are:
g¯ij = (1 +
2M
r
) δij + o4 (r−
3
2 ) (19)
kij = o3 (r−
5
2 ) , (20)
where M denotes the mass.
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In order to state their global smallness assumption, Christodoulou and Klainerman introduce
a quantity QCK(x(0), b) that has to be controlled by a small positive . It is
QCK(x(0), b) = sup
H
(
b−2 (d20 + b
2)3 | Ric |2 )
+ b−3
( ∫
H
3∑
l=0
(d20 + b
2)l+1 | ∇lk |2
+
∫
H
1∑
l=0
(d20 + b
2)l+3 | ∇lB |2 ) (21)
with d0(x) = d(x(0), x) being the Riemannian geodesic distance between the point x and a
given point x(0) on H. b is a positive constant, ∇l denotes the l-covariant derivatives, and B
(Bach tensor) is the following symmetric, traceless 2-tensor
Bij =  abj ∇a (Rib −
1
4
gib R) .
It is used to formulate the following global smallness assumption in [21].
Global Smallness Assumption CK:
A strongly asymptotically flat initial data set is said to satisfy the global smallness as-
sumption CK if the metric g¯ is complete and there exists a sufficiently small positive  such
that
inf
x(0)∈H,b≥0
QCK(x(0), b) <  . (22)
Then, one version of the main theorem in [21], ’The global nonlinear stability of the Minkowski
space’, by Christodoulou and Klainerman is stated as follows:
Theorem 2 (D. Christodoulou and S. Klainerman, [21], p. 17, Theorem 1.0.3)
Any strongly asymptotically flat, maximal, initial data set that satisfies the global smallness
assumption CK (22), leads to a unique, globally hyperbolic, smooth and geodesically complete
solution of the EV equations foliated by a normal, maximal time foliation. This development
is globally asymptotically flat.
The full version of their result, Christodoulou and Klainerman provide in [21], p.298, Theo-
rem 10.2.1.
There is no additional restriction on the data. The authors do not use a preferred coordinate
system, but their proof relies on the invariant formulation of the EV equations. Moreover,
they obtain a precise description of the asymptotic behaviour at null infinity.
Our initial data ((14), (15)) is more general than the one in ((19), (20)) in the sense that in
(14) and in (15) we have one less derivative and less fall-off by one power of r than in ((19),
(20)). We show existence and uniqueness of solutions of the EV equations under these
relaxed assumptions on the initial data (AFB, see (18)). As we are assuming less on our
initial data, the description of the asymptotic behaviour of the curvature components is
less precise than in [21] (with (19), (20)). However, it is as precise as it can be with these
relaxed assumptions. The case we study does not tend as fast to Minkowski as the situation
in [21]. In our proof, we use the main structure as in the proof of [21], namely a bootstrap
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argument. However, the proof itself and the techniques differ considerably from the origi-
nal one. Our more general case requires subtle and different treatment of the most delicate
estimates. Another major difference to the situation studied in [21] by Christodoulou and
Klainerman, and which arises from our relaxed assumptions, is the fact that we encounter
borderline cases in view of decay in the power of r, indicating that the conditions in our
main theorem on the decay at infinity of the initial data are sharp. Any further relaxation
would make the corresponding integrals diverge and the argument would not close any more.
As a consequence from imposing less conditions on our data, the spacetime curvature
is not in L∞(M). We only control one derivative of the curvature (Ricci) in L2(H). By
the trace lemma, the Gauss curvature K in the leaves of the u-foliation S is only in L4(S).
Contrary to that, in [21], the Ricci curvature is in L∞(H), and in L∞(S). The authors con-
trol two derivatives of the curvature (Ricci) in L2(H). Thus, this is a disadvantage and an
advantage. First, as we do not have the curvature bounded in L∞, certain steps of the proof
become more subtle. On the other hand, we do not have to control the second derivatives of
the curvature, which simplifies the proof considerably. A major simplification is the fact, that
we do not use any rotational vectorfields in our proof. We gain control on the angular
derivatives of the curvature directly from the Bianchi equations. Whereas in [21],
a difficult construction of rotational vectorfields was necessary. Moreover, in our situation,
energy and linear momentum are well-defined and conserved, whereas the (ADM)
angular momentum is not defined. This is different to the situation investigated in [21],
where all these quantities are well-defined and conserved.
The results of [21] yield the laws of gravitational radiation proposed by Bondi [8]. In particu-
lar, they explain the physical theory of the so-called memory effect (see [12]) in the framework
of gravitational radiation. D. Christodoulou discusses this in his paper [12] about nonlinear
nature of gravitation and gravitational-wave experiments. This memory effect is due to the
nonlinear character of the asymptotic laws at future null infinity. The many well-known
experiments to detect gravitational waves, going on and planned for the near future, build
on this effect. In the same paper the formula for the power radiated to infinity at a given
retarded time, in a given direction, per unit solid angle, is stated; as well as the formula for
the total energy radiated to infinity in a given direction, per unit solid angle.
The full version of our main theorem is stated in theorem 3 in section 4. Crucial steps
of the proof of the main theorem, in particular the bootstrap argument, are given in section
5. In section 6 we discuss the proof further and we investigate a borderline case.
For the reader who wishes to delve deeper into the area or the background material on
which developments in this area depend, then among the vast interesting literature we sug-
gest the following in addition to the references cited in this paper: [1], [11], [13], [14], [15],
[16], [19], [20], [22], [24], [25], [26], [27], [29], [32], [33], [34], [36], [37], [38], [39], [40], [41].
2 Setting
The spacetime manifold (M, g) is defined above. For a Lorentzian metric g, there exists
a vector V in TpM such that gp(V, V ) < 0. Its gp-orthogonal complement is defined as
ΣV = {X : gp(X,V ) = 0} and gp restricted to ΣV is positive definite.
Then, at each p in M we can choose a positive orthonormal frame (e0, e1, e2, e3)p contin-
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uously. We obtain the positive orthonormal frame field consisting of e0, e1, e2, e3 with:
e0 =
V√−g(V, V ) (23)
and e1, e2, e3 being an orthonormal basis for ΣV .
A given vector X in TpM can be expanded as
X = X0e0 +X1e1 +X2e2 +X3e3
=
∑
i
Xiei (i = 0, 1, 2, 3).
Consequently, it is
g(ei, ej) = ηij = diag(−1,+1,+1,+1).
g(X,X) = −(X0)2 + (X1)2 + (X2)2 + (X3)2
=
∑
ij
ηijX
iXj
At a point p in M , we distinguish three types of vectors. Namely, null, timelike and spacelike
vectors. The null vectors form a double cone at p, while the timelike vectors form an open
set of two connected components, that is, the interior of this cone, and the spacelike vectors
a connected open set being the exterior of the cone. They are defined as follows.
Definition 4 The null cone (or light cone) at p in M is
Np = {X 6= 0 ∈ TpM : gp(X,X) = 0} .
The double cone consists of N+p and N
−
p : Np = N
+
p ∪N−p .
Denote by I+p the interior of N
+
p and by I
−
p the interior of N
−
p .
Definition 5 The set of timelike vectors at p in M is given by
Ip := I+p ∪ I−p = {X ∈ TpM : gp(X,X) < 0} .
Definition 6 The set of spacelike vectors at p in M is defined to be
Sp := {X ∈ TpM : gp(X,X) > 0} .
Thus, Sp is the exterior of Np.
Definition 7 A causal curve in M is a differentiable curve γ whose tangent vector γ˙ at each
point p in M belongs to Ip ∪Np, i.e. is either timelike or null.
Definition 8 The causal future of a point p in M , denoted by J+(p), is the set of all points
q ∈M for which there exists a future-directed causal curve initiating at p and ending at q.
Correspondingly, we can define J−(p), the causal past of p. We also need the causal future
of a set S in M :
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Definition 9 The causal future J+(S) of any set S ⊂ M , in particular in the case that S
is a closed set, is
J+(S) = {q ∈ M : q ∈ J+(p) for some p ∈ S} .
Similarly, the definition is given for J−(S). The boundaries ∂J+(S) and ∂J−(S) of J+(S)
and J−(S), respectively, for closed sets S are null hypersurfaces. They are generated by
null geodesic segments. The null geodesics generating J+(S) have past end points only on
S. These null hypersurfaces ∂J+(S) and ∂J−(S) are realized as level sets of functions u
satisfying the Eikonal equation gµν∂µu∂νu = 0.
Definition 10 H is called a null hypersurface if at each point x in H the induced metric
gx | TxH is degenerate.
This means that there exists a L 6= 0 ∈ TxH such that
gx(L,X) = 0 ∀ X ∈ TxH .
Now, let u be a function for which each of its level sets is a null hypersurface. Then we can
set
Lµ = −gµν∂νu
and we have
g(L,L) = 0.
The same reads in terms of du as follows: gµν∂µu∂νu = 0, which is the Eikonal equation.
In fact, L is a geodesic vectorfield, that is, the integral curves of L are null geodesics. A null
hypersurface is generated by null geodesic segments.
Definition 11 A hypersurface H is called spacelike if at each x in H, the induced metric
gx |TxH =: g¯x
is positive definite.
We observe that, (H, g¯) is a proper Riemannian manifold. And the g-orthogonal complement
of TxH is a 1-dimensional subspace of TxM on which gx is negative definite. Thus there
exists a vector Nx ∈ I+x of unit magnitude
gx(Nx, Nx) = −1
whose span is this 1-dimensional subspace. We refer to N (the so-defined vectorfield along
H) as the future-directed unit normal to H.
The second fundamental form of the hypersurface H is denoted as
k(X,Y ) = g(DXN,Y ) ∀ X, Y ∈ TxH. (24)
A very important notion in GR and in this work is a Cauchy hypersurface, being defined
with the help of causal curves:
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Definition 12 A Cauchy hypersurface is a complete spacelike hypersurface H in M (i.e.
(H, g¯) is a complete Riemannian manifold) such that if γ is any causal curve through any
point p ∈ M , then γ intersects H at exactly one point.
A spacetime admitting a Cauchy hypersurface is called globally hyperbolic.
Assuming the spacetime to be globally hyperbolic, a time function t can be defined.
Definition 13 Let the spacetime (M, g) be globally hyperbolic. A time function is then a
differentiable function t such that
dt · X > 0 (25)
for all X ∈ I+p and for all p ∈ M .
The foliation given by the level surfaces Ht of t is called t-foliation. Denote by T the following
future-directed normal to this foliation: Tµ = −Φ2gµν∂νt. It is Tt = Tµ∂µt = 1. Now, a
spacetime foliated in this fashion, is diffeomorphic to the product R × M¯ where M¯ is a
3-manifold, each level set Ht of t being diffeomorphic to M¯ . The integral curves of T are
the orthogonal curves to the Ht-foliation. They are parametrized by t. Relative to this
representation of M , the metric g reads:
g = −Φ2dt2 + g¯ (26)
with g¯ = g¯(t) denoting the induced metric on Ht. Note that g¯ is positive definite. Here, Φ is
the lapse function corresponding to the time function t. It is defined as follows:
Φ := (−gµν∂µt∂νt)− 12 . (27)
This lapse function measures the normal separation of the leaves Ht. By N (already given
above) denote the unit normal N = Φ−1T . Its integral curves are the same as for T , but
parametrized by arc length s.
In view of the first variational formula below, consider a frame field e1, e2, e3 for Ht, Lie
transported along the integral curves of T . That is, we have
[T, ei] = 0
for i = 1, 2, 3. Denote g¯ij = g¯(ei, ej) = g(ei, ej). Then the first variational formula is:
kij = k(ei, ej) (28)
=
1
2Φ
∂g¯ij
∂t
. (29)
One can choose a time function t, the level sets Ht of which are maximal spacelike hypersur-
faces. This eliminates the indeterminacy of the evolution equations. The definition 13 of a
time function implies a freedom of choice. In fact, t being subject only to dt · X > 0 for all
X ∈ I+p and for all p ∈ M , is arbitrary. We now fix our time function t by the condition
to be maximal. This means, we require the level sets Ht of the time function t to be maximal
spacelike hypersurfaces. It describes the fact that any compact perturbation of Ht decreases
the volume. Thus, Ht satisfies the maximal hypersurface equation
tr k = 0 . (30)
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The existence of maximal surfaces in asymptotically flat spacetimes under slightly more gen-
eral conditions, but for data with the same fall-off as ours has been proven by R. Bartnik,
P.T. Chrus´ciel and N. O’Murchadha in [4]. It was first proven by R. Bartnik for stronger
fall-off in [2].
Definition 14 A maximal time function is a time function t whose level sets are maximal
spacelike hypersurfaces, being complete and tending to parallel spacelike coordinate hyper-
planes at spatial infinity. We also require that the associated lapse function Φ tends to 1 at
spatial infinity.
There is one such function up to an additive constant for each choice of family of parallel
spacelike hyperplanes in Minkowski spacetime. These families are connected by the action of
elements of the Lorentz group.
One can single out one family by choosing
P i = 0 . (31)
Then the time function t is unique up to an additive constant.
The covariant differentiation on the spacetime M is denoted by D. For that on H write
∇. Whenever a different notation is used, it is indicated. In the sequel, denote by R the
Riemannian curvature tensor of M , and by R¯ the one of H. We shall work with the Weyl
tensor W , not directly with the Riemannian curvature, for reasons explained below.
As motivated at the beginning, we are studying asymptotically flat solutions of the EV
equations (2):
Rµν = 0 .
Therefore, let us now explain what in general an asymptotically flat initial data set is. In
view of the different types of asymptotic flatness, we first give the general definitions. Then,
we can compare them with the definitions 2 and 3 from above describing the situations in
[21] and [6], respectively.
Definition 15 A general asymptotically flat initial data set (H, g¯, k) is an initial data set
such that
• the complement of a compact set in H is diffeomorphic to the complement of a closed
ball in R3
• and there exists a coordinate system (x1, x2, x3) in this complement relative to which
the metric components
g¯ij → δij
kij → 0
sufficiently rapidly as r = (
∑3
i=1(x
i)2)
1
2 →∞.
Generally, one defines ’strong’ asymptotic flatness as follows:
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Definition 16 A strongly asymptotically flat initial data set is an initial data set (H, g¯, k)
with:
1. M is Euclidean at infinity.
2. There exists a chart on the neighbourhood of infinity in which the following holds:
g¯ij = (1 +
2M
r
) δij + o2(r−1) . (32)
3. It is:
kij = o1(r−2) . (33)
M denotes the mass.
For certain asymptotically flat data sets, the ADM definitions of energy E, linear momentum
P and angular momentum J are well defined and finite. Let us write the ADM definitions in
the following:
Definition 17 (Arnowitt, Deser, Misner (ADM))
Let Sr = {|x| = r} be the coordinate sphere of radius r and dSj the Euclidean oriented area
element of Sr. Then we define
• Total Energy
E =
1
4
lim
r→∞
∫
Sr
∑
i,j
(∂ig¯ij − ∂j g¯ii) dSj , (34)
• Linear Momentum
P i = −1
2
lim
r→∞
∫
Sr
(kij − g¯ij trk) dSj , (35)
• Angular Momentum
J i = −1
2
lim
r→∞
∫
Sr
ijmx
j(kmn − g¯mn trk) dSn . (36)
For strongly asymptotically flat initial data (definition 16), total energy, linear and angular
momentum are well defined and conserved. Thus, also in the work [21] of Christodoulou and
Klainerman (definition 3), all these quantities are well defined and conserved.
In our more general situation (see definition 2), the total energy and the linear momen-
tum are shown to be well defined and conserved. We are still within the frame for which R.
Bartnik’s positive mass theorem applies [3].
Generally, total energy and linear momentum are well defined and conserved for asymp-
totically flat data sets such that there exists a coordinate system in the neighbourhood of
infinity in which the following holds
g¯ij = δij + o2(r−α) , (37)
kij = o1(r−1−α) , α >
1
2
. (38)
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Let us now discuss the foliation of the spacetime given by u.
The optical function u is a solution of the Eikonal equation:
gαβ
∂u
∂xα
∂u
∂xβ
= 0 . (39)
This equation tells us that the level sets Cu of u are null hypersurfaces.
The (t, u) foliations of the spacetime define a codimension 2 foliation by 2-surfaces
St,u = Ht ∩ Cu , (40)
the intersection between Ht (foliation by t) and a u-null-hypersurface Cu (foliation by u).
The area radius r(t, u) of St,u is then defined as:
r(t, u) =
√
Area (St,u)
4pi
. (41)
To construct this optical function u, we first choose a 2-surface S0,0, diffeomorphic to S2,
in H0. We assume the spacetime to have been constructed. Then the boundary ∂J+(S0,0)
of the future of S0,0 consists of an outer and an inner component. They are generated by
the congruence of outgoing, respectively incoming, null geodesic normals to S0,0. Now, the
zero-level set C0 of u is defined to be this outer component. In order to construct all the
other level sets Cu for u 6= 0, we start on the last slice Ht∗ of a spacetime slab. We solve on
Ht∗ an equation of motion of surfaces. We sketch it later in this paper. It forms a crucial
part of our work. These level sets Cu are also outgoing null hypersurfaces. By construction,
u is a solution of the Eikonal equation (39).
Important structures of the spacetime used in the proof are coming from a comparison with
the Minkowski spacetime. Crucial are the canonical spacelike foliation, the null structure and
the conformal group structure. As the situation to be studied here is ‘close’ to Minkowksi
spacetime, we can use part of its conformal isometry group. In [21], the authors defined the
action of the subgroup of the conformal group of Minkowski spacetime corresponding to the
time translations, the scale transformations, the inverted time translations and the spatial
rotation group O(3). For our present proof, we also define the actions for the first three of
these, but not for O(3). In contrast to [21], where the construction of the rotational vector-
fields is a major part of the proof, we do not work with rotational vectorfields at all. Recalling
the construction in [21], once the functions t and u have been fixed, the rotation group O(3)
takes any given hypersurface Ht onto itself. The orbit of O(3) through a given point p is the
corresponding surface St,u through p. The surfaces (40) are the orbits of the rotation group
O(3) on Ht. In our situation, the vectorfields for the time and inverted time translations as
well as for the scalings supply everything that is needed to obtain the estimates, as we shall
see below. The group of time translations has already been defined. This corresponds to the
choice of a canonical time function t. The integral curves of the generating vectorfield T are
the timelike curves orthogonal to the hypersurfaces Ht, and are parametrized by t. For the
corresponding group {fτ} it holds, that fτ is a diffeomorphism of Ht onto Ht+τ . Further, the
vectorfields for the scaling and inverted time translations, that is, S and K, respectively, are
also constructed with the help of the function u, as given below.
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3 Important Structures and Former Results
We denote the deformation tensor of X by (X)pi. It is given as
(X)piαβ = (LXg)αβ (42)
− (X)piαβ = (LX g−1)αβ . (43)
Moreover, a Weyl tensor W is defined to be a 4-tensor that satisfies all the symmetry
properties of the curvature tensor and in addition is traceless.
Given a Weyl field W and a vectorfield X, the Lie derivative of W with respect to X
is not, in general, a Weyl field, for, it has trace. In fact, it is:
gαγ (LXWαβγδ) = (X)piαγ Wαβγδ . (44)
In view of this, we define the following modified Lie derivative:
LˆXW := LXW − 12
(X)[W ] +
3
8
tr(X)pi W (45)
with
(X)[W ]αβγδ := (X)piµαWµβγδ +
(X)piµβWαµγδ +
(X)piµγWαβµδ +
(X)piµδWαβγµ . (46)
W is said to satisfy the Bianchi equation , if it is:
D[αWβγ]δ = 0.
To a Weyl field one can associate a tensorial quadratic form, a 4-covariant tensorfield which is
fully symmetric and trace-free; a generalization of one found previously by Bel and Robinson
[5]. As in [21] it is called the Bel-Robinson tensor:
Qαβγδ =
1
2
(Wαργσ W
ρ σ
β δ +
∗Wαργσ ∗W
ρ σ
β δ ) . (47)
It satisfies the following positivity condition:
Q (X1, X2, X3, X4) ≥ 0 (48)
where X1, X2, X3 and X4 are future-directed timelike vectors. Moreover, if W satisfies the
Bianchi equations then Q is divergence-free:
Dα Qαβγδ = 0 . (49)
Equation (49) is a property of the Bianchi equations. In fact, they are covariant under
conformal isometries. To be precise, let Ω be a positive function. Then, if Φ : M → M is a
conformal isometry of the spacetime, i.e.,
Φ∗g = Ω2g ,
and if W is a solution, also Ω−1Φ∗W is a solution.
The Bel-Robinson tensor Q is an important tool in our work. We shall come back to it.
14
For a long time, the burning question in the Cauchy problem for the EV equations (2)
had been: Does there exist any non-trivial, asymptotically flat initial data with complete
maximal development? In their pioneering work [21] “The global nonlinear stability of the
Minkowski space”, D. Christodoulou and S. Klainerman proved global existence and unique-
ness of such solutions under certain smallness conditions on the initial data.
But this question has its roots back in the 50s. In 1952, Y. Choquet-Bruhat focussed the
question of local existence and uniqueness of solutions, in GR. In [9] she treated the Cauchy
problem for the Einstein equations, locally in time, she showed existence and uniqueness of
solutions, reducing the Einstein equations to wave equations, introducing harmonic coordi-
nates. She proved the well-posedeness of the local Cauchy problem in these coordinates. The
local result led to a global theorem proved by Y. Choquet-Bruhat and R. Geroch in [10],
stating the existence of a unique maximal future development for each given initial data set.
Regarding the question of completeness or incompleteness of this maximal future develop-
ment, R. Penrose gave an answer in his incompleteness theorem [35], stating that, if in the
initial data set (H, g¯, k), H is non-compact (but complete), if the positivity condition on the
energy holds, and H contains a closed trapped surface S, the boundary of a compact domain
in H, then the corresponding maximal future development is incomplete.
Definition 18 A closed trapped surface S in a non-compact Cauchy hypersurface H is a
two-dimensional surface in H, bounding a compact domain such that
trχ < 0 on S .
The second fundamental form χ is given below in (57). The theorem of Penrose and its exten-
sions by S. Hawking and R. Penrose led directly to the question formulated above: Is there
any non-trivial asymptotically flat initial data whose maximal development is complete? The
answer was given in the joint work of D. Christodoulou and S. Klainerman [21], ’The global
nonlinear stability of the Minkowski space’. A rough version of the theorem is stated at the
end of subsection 2, whereas a more precise version is given in theorem 2. The problem
studied by Christodoulou and Klainerman in [21] was suggested by S. T. Yau to Klainerman
in 1978. D. Christodoulou elaborated the method of [21] and combined it with new ideas in
his remarkable work ‘The Formation of Black Holes in General Relativity’ [18].
N. Zipser in [42] studied the Einstein equations with the energy-momentum tensor being
equal to the stress-energy tensor of an electro-magnetic field satisfying the Maxwell equa-
tions. As in [21], she considered strongly asymptotically flat initial data on a maximal
hypersurface. She generalized the result of [21] by proving the global nonlinear stability of
the trivial solution of the Einstein-Maxwell equations. Lately, a proof under stronger condi-
tions for the global stability of Minkowski space for the EV equations and asymptotically flat
Schwarzschild initial data was given by H. Lindblad and I. Rodnianski [30], [31], the latter for
EV (scalar field) equations. They worked with a wave coordinate gauge, showing the wave
coordinates to be stable globally. Concerning the asymptotic behaviour, the results are less
precise than the ones of Christodoulou and Klainerman in [21]. Moreover, there are more
conditions to be imposed on the data than in [21]. There is a variant for the exterior part of
the proof from [21] using a double-null foliation by S. Klainerman and F. Nicolo` in [28]. Also
a semiglobal result was given by H. Friedrich [23] with initial data on a spacelike hyperboloid.
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A still open question is: What is the sharp critera for non-trivial asymptotically flat ini-
tial data sets to give rise to a maximal development that is complete? Or, to what extent
can the result of [21] be generalized?
The results of [21], [42] and our new result [6], [7] are much more general than the oth-
ers cited above, as all the other works place stronger conditions on the data.
4 Detailed Statement of the Main Results
In this section, we provide the most precise version of our main results. In order to state our
main theorem in full details, we have to introduce the corresponding norms. The definitions
of these norms can be found in subsection 5.2.
We recall (16) and the global smallness assumption B (18) from the ‘Introduction’. The
small positive  on the right hand side of (18) has to be chosen suitably small later in the
proof, depending on other quantities, such that the inequalities in the main theorem 3 hold.
Theorem 3 (Main Theorem) Any asymptotically flat, maximal initial data set (AFB) of
the form given in definition 2 in the ‘Introduction’ satisfying the global smallness assumption
B stated in the ‘Introduction’, inequality (18), leads to a unique, globally hyperbolic, smooth
and geodesically complete solution of the EV equations, foliated by the level sets of a maximal
time function t, defined for all t ≥ −1. Moreover, there exists a global, smooth optical function
u, that is a solution of the Eikonal equation defined everywhere in the exterior region r ≥ r02 ,
with r0(t) denoting the radius of the 2-surface St,0 of intersection between the hypersurfaces
Ht and a fixed null cone C0 with vertex at a point on H−1. With respect to this foliation the
following holds:
eR[1], eK[2], eO[2], eL[2] ≤ 0 (50)
eK∞0 , eO∞0 , eL∞0 ≤ 0 . (51)
Moreover, in the complement of the exterior region, the following holds:
iR[1], iK[2], iL[2] ≤ 0 (52)
iK∞0 , iL∞0 ≤ 0 . (53)
The strict inequalities hold for t = 0 with  on the right hand sides.
The norms are given in subsection 5.2.
In the next section, we are going to state the main steps of the proof and to explain the
bootstrap argument in details.
We recall that in the global smallness assumption B (18) the initial data has to be smaller
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than a sufficiently small positive . Later in the proof, this , has to be taken suitably small,
depending on other quantities. In the bootstrap assumptions BA0-BA2 ((135)-(137)) and
in (138) the considered quantities have to be smaller than a small positive 0. We estimate
the main quantities at times t by their values at t = 0, which are controlled by inequalities
with  on their right hand sides. Then, choosing  sufficiently small, the right hand sides of
these inequalities can be made strictly smaller than 0 from the bootstrap assumptions. The
bootstrap argument is explained in details in the next section.
Our main theorem 3 provides existence and uniqueness of solutions under the relaxed as-
sumptions (AFB, see (18)) as well as it describes the asymptotic behaviour as precisely as
it is possible under these relaxed assumptions. Compared to the result [21], main theorem
10.2.1, p. 298, by Christodoulou and Klainerman, (we give one version of their main theorem
in theorem 2), we impose less on our initial data. That is, we assume one less power of r
decay of the data at infinity and one less derivative to be controlled.
5 Crucial Steps of the Proof of the Main Theorem - Bootstrap
Argument
Our proof consists of one large bootstrap argument, containing other arguments of the same
type but at different levels.
First, we give the main steps of the proof of our main result. They can be summarized
as follows:
1. Energy. Estimate a quantity Q1(W ) , which is an integral over Ht involving the Bel-
Robinson tensor Q of the spacetime curvature W and of the Lie derivatives of W as
below. At time t, this quantity Q1(W ) can be calculated by its value at t = 0 and
an integral from 0 to t, which both are controlled. We use the vectorfields T time
translations, S scaling, K inverted time translations and K¯ = K + T . (See below).
Q1(W ) is given by:
Q1(W ) = Q0 + Q1 (54)
with Q0 and Q1 being the following integrals,
Q0(t) =
∫
Ht
Q (W ) (K¯, T, T, T ) (55)
Q1(t) =
∫
Ht
Q (LˆSW ) (K¯, T, T, T )
+
∫
Ht
Q (LˆTW ) (K¯, K¯, T, T ) . (56)
2. The components of the Weyl tensor W are estimated by a comparison argument with
Q1(W ). The estimates for the Weyl tensor W rely heavily on the fact that W satisfies
the Bianchi equations.
3. The geometric quantities are estimated from curvature assumptions using the optical
structure equations, elliptic estimates, evolution equations, and tools like Sobolev in-
equalities.
17
The bootstrapping allows us to go from local to global. The whole procedure can mainly be
split into three parts.
• Bootstrap assumptions: Initial assumptions on the main geometric quantities of the two
foliations, i.e. {Ht} and {Cu}.
• Local existence theorem: It guarantees the local existence of a unique solution and the
preservation of the asymptotic behaviour in space of the metric, the second fundamental
form and the curvature.
• Bootstrap argument: Together with the evolution equations it yields the global exis-
tence of a unique solution as well as it shows the asymptotic behaviour as above to be
preserved.
Now, we are going to state and to explain the crucial steps of the proof of the main theorem,
that is, of the bootstrap argument.
Before that, let us say a few words about the geometric quantities in point three. In or-
der to estimate the geometric quantities of point three above in the framework of a bootstrap
argument, one assumes that the curvature components satisfy suitable bounds. To see how
this is done, let us consider the affine foliation {Ss} of C. Here, the generating vectorfield L
of C is geodesic, and s is the corresponding affine parameter function. We shall now give the
idea for the case of the second fundamental form χ of Ss relative to C
χ(X,Y ) = g(DXL, Y ) (57)
for any pair of vectors X,Y ∈ TpSs. To estimate χ, we first split it into its trace trχ and
traceless part χˆ. Then, one estimates χ from the propagation equation
∂trχ
∂s
+
1
2
(trχ)2 + | χˆ |2 = 0 (58)
and the elliptic system on each section Ss of C (the Codazzi equations)
div/ χˆa =
1
2
datrχ + fa (59)
where
fa involves curvature.
Assuming estimates for the spacetime curvature on the right hand side of (59) yields esti-
mates for the quantities controlling the geometry of C as described by its foliation {Ss}. This
is discussed in more details below.
5.1 Local Existence Theorem
Relying on the local existence theorem, [21], statement theorem 10.2.2: p. 299/300, proof
10.2.2: p. 304 - 310, we show global existence of a unique, globally hyperbolic, smooth and
geodesically complete solution of the Einstein-vacuum equations, coming from initial data
stated in definition 2 (AFB) and inequality 18 (global smallness assumption B). The local
existence theorem, is stated and proven in [21] for their problem, and it also holds in our case.
It requires the second fundamental form k to be in L∞, which is satisfied in our situation. The
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proof of the local existence theorem in [21] mainly uses the ideas developed in the proof of
the well-known existence result of Choquet-Bruhat [9] and modifies them simply. In [21], the
authors formulate the conditions in the local existence theorem, according to their situation
imposing Ric(g¯0) ∈ H2,1(H, g¯0) and k ∈ H3,1(H, g¯0), while we impose Ric(g¯0) ∈ H1,1(H, g¯0)
and k ∈ H2,0(H, g¯0). The proof still holds in the same way, as it only requires k in L∞, which
in our situation is true.
5.2 Norms
We define the norms as they appear in the main theorem 3 and as we use them in subsection
5.3.
We consider a spacetime slab
⋃
t∈[0,t∗]Ht. In this section, we assume that this slab is fo-
liated by a maximal time function t and by an optical function u. In what follows, we shall
introduce the basic norms for the curvature R, the second fundamental form k, the lapse
function φ and the components χ, ζ, ω of the Hessian of u. In most of the definitions below,
we follow the notation of [21].
Let V be a vectorfield tangent to S. Then we define the norms on S:
‖ V ‖p,S (t, u) =
(∫
St,u
| V |p dµγ
) 1
p
, for 1 ≤ p <∞ (60)
= sup
St,u
| V | , for p = ∞ . (61)
Sometimes, we also denote these norms by | V |p,S (t, u).
The following norms are stated for the interior and the exterior regions of each hypersur-
face Ht.
The interior region I, also denoted by H it , are all the points in Ht for which
r ≤ r0(t)
2
.
The exterior region U , also denoted by Het , are all the points in Ht for which
r ≥ r0(t)
2
.
Here, r0(t) is the value of r corresponding to the area of St,0, the surface of intersection
between C0 and Ht. And u1(t) is the value of u corresponding to r0(t)/2.
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Now, we introduce
‖ V ‖p,i =
(∫
Hit
| V |p
) 1
p
, for 1 ≤ p <∞ (62)
‖ V ‖∞,i = sup
Hit
| V | (63)
‖ V ‖p,e (t) =
(∫
Het
| V |p
) 1
p
, for 1 ≤ p <∞ (64)
‖ V ‖∞,e (t) = sup
Het
| V | . (65)
Sometimes, we denote the norms ((62)-(65)) also by | V |p,I , | V |p,U (t) or ‖ V ‖p,I ,
‖ V ‖p,U (t) or | V |p,i, | V |p,e (t), respectively.
5.2.1 Norms for the Curvature Tensor R
We are now going to define the norms R0 (W ) and R1 (W ) as well as R0(W ) and R1(W )
for the null curvature components.
The norms are stated for the interior and exterior regions of the hypersurface Ht.
Norms R0 (W) and R1 (W):
On each slice Ht, we denote by Rq (W ) the following maximum:
Rq (W ) = max
(
eRq(W ), iRq(W )
)
, q = 0, 1 . (66)
By eRq(W ) we denote the exterior and by iRq(W ) the interior L2-norms of the curvature
given as follows: In the interior region I, we define for q = 0, 1,
iRq = r1+q0 ‖ Dq W ‖2,I . (67)
Then, one sets
iR[0] = iR0 (68)
iR[1] = iR[0] + iR1 . (69)
We define the exterior norms eR0(W ) and eR1(W ) to be
eR0 (W )2 =
∫
U
τ2− | α |2 +
∫
U
r2 | β |2 +
∫
U
r2 | ρ |2 +
∫
U
r2 | σ |2
+
∫
U
r2 | β |2 +
∫
U
r2 | α |2 (70)
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and
eR1 (W )2 =
∫
U
τ2−r
2 | ∇/ α |2 +
∫
U
r4 | ∇/ β |2 +
∫
U
r4 | ∇/ ρ |2 +
∫
U
r4 | ∇/ σ |2
+
∫
U
r4 | ∇/ β |2 +
∫
U
r4 | ∇/ α |2
+
∫
U
τ4− | ∇/ Nα |2 +
∫
U
τ2−r
2 | ∇/ Nβ |2 +
∫
U
r4 | ∇/ Nρ |2 +
∫
U
r4 | ∇/ Nσ |2
+
∫
U
r4 | ∇/ Nβ |2 +
∫
U
r4 | ∇/ Nα |2 . (71)
We refer to the norms of the components of R by the formulas: for q = 0, 1:
eRq(α) = ‖ τ−rq∇/ qα ‖2,e
eRq(α) = ‖ rq+1∇/ qα ‖2,e
· · ·
and correspondingly for the remaining components.
Denote αN = ∇/ Nα, αN = ∇/ Nα and correspondingly for the other curvature components.
Then, we set
eR0[α] = eR0(α)
eR1[α] =
(
eR1(α)2 + eR0(αN )2
) 1
2 (72)
Similarly as in (72), we proceed with all the other null components of the curvature. This
allows us now to define for q = 0, 1 the following:
eRq =
(
eRq[α]2 + eRq[β]2 + · · · + eRq[α]2
) 1
2
. (73)
Then, one sets
eR[0] = eR0 (74)
eR[1] = eR[0] + eR1 . (75)
Norms R0(W) and R1(W):
Similarly as above, we define on each slice Ht the quantity Rq (W ) as the maximum:
Rq (W ) = max
(
eRq(W ), iRq(W )
)
, q = 0, 1 . (76)
By eRq(W ) we denote the exterior and by iRq(W ) the interior L2-norms of the curvature
given as follows: In the interior region I, we define for q = 0, 1,
iRq = r1+q0 ‖ Dq W ‖2,I . (77)
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Then, one sets
iR[0] = iR0 (78)
iR[1] = iR[0] + iR1 . (79)
The exterior norms eR0 and eR1 we define as follows:
eR0 (W )2 =
∫
U
τ2− | α |2 +
∫
U
r2 | β |2 +
∫
U
r2 | ρ |2 +
∫
U
r2 | σ |2
+
∫
U
r2 | β |2 +
∫
U
r2 | α |2 (80)
and
eR1 (W )2 =
∫
U
τ2−r
2 | ∇/ α |2 +
∫
U
r4 | ∇/ β |2 +
∫
U
r4 | ∇/ ρ |2 +
∫
U
r4 | ∇/ σ |2
+
∫
U
r4 | ∇/ β |2 +
∫
U
r4 | ∇/ α |2
+
∫
U
τ4− | α3 |2 +
∫
U
τ4− | α4 |2 +
∫
U
τ2−r
2 | β
3
|2 +
∫
U
r4 | β
4
|2
+
∫
U
r4 | ρ3 |2 +
∫
U
r4 | ρ4 |2 +
∫
U
r4 | σ3 |2 +
∫
U
r4 | σ4 |2
+
∫
U
r4 | β3 |2 +
∫
U
r4 | β4 |2 +
∫
U
r4 | α3 |2 +
∫
U
r4 | α4 |2 . (81)
We refer to the norms of the components of R by the formulas: for q = 0, 1:
eRq(α) = ‖ τ−rq∇/ qα ‖2,e
eRq(α) = ‖ rq+1∇/ qα ‖2,e
· · ·
and correspondingly for the remaining components.
Then, we set
eR0[α] = eR0(α)
eR1[α] =
(
eR1(α)2 + eR0(α3)2 + eR0(α4)2
) 1
2 (82)
Similarly, this is done for all the other null components of the curvature. Thus, we define the
following for q = 0, 1:
eRq =
(
eRq[α]2 + eRq[β]2 + · · · + eRq[α]2
) 1
2
. (83)
Then, one sets
eR[0] = eR0 (84)
eR[1] = eR[0] + eR1 . (85)
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5.2.2 Norms for the Second Fundamental Form k of the t-Foliation
First, let us define iKpq and eKpq to be the interior and exterior weighted Lp-norms of the
q-covariant derivatives of the components of the second fundamental form k. The quantity
Kpq we then define as follows:
Kpq = max
(
iKpq , eKpq
)
, q = 0, 1, 2 and 1 ≤ p < ∞ . (86)
Correspondingly, we have
K∞0 = max
(
iK∞0 , eK∞0
)
(87)
The interior norms iKpq in (86) are given by:
iKpq = r
1+q− 2
p
0 ‖ Dqk ‖p,i . (88)
In view of the exterior norms eKpq , let us remind ourselves that the second fundamental form
k relative to the radial foliation of u on Ht decomposes into
kNN = δ
kAN = A
kAB = ηAB . (89)
In addition, η decomposes into its trace trη = −δ and its traceless part ηˆ. Let us also
introduce the following notation:
δ4 = D/ 4 δ
4 = D/ 4 
ηˆ4 = D/ 4 ηˆ +
1
2
trχ ηˆ
δ3 = D/ 3 δ
3 = D/ 3 
ηˆ3 = D/ 3 ηˆ +
1
2
trχ ηˆ (90)
Then, we set
eKpq(δ) = ‖ r(
3
2
− 3
p
+q) ∇/ qδ ‖p,e
eKpq() = ‖ r(
3
2
− 3
p
+q) ∇/ q ‖p,e
eKpq(ηˆ) = ‖ r(
3
2
− 3
p
+q) ∇/ qηˆ ‖p,e (91)
eKpq+1(δ4) = ‖ r(
5
2
− 3
p
+q) ∇/ qδ4 ‖p,e
eKpq+1(δ3) = ‖ r(
3
2
− 3
p
+q)
τ
( 3
2
− 1
p
)
− ∇/ qδ3 ‖p,e
eKpq+1(4) = ‖ r(
5
2
− 3
p
+q) ∇/ q4 ‖p,e
eKpq+1(3) = ‖ r(
3
2
− 3
p
+q)
τ
( 3
2
− 1
p
)
− ∇/ q3 ‖p,e
eKpq+1(ηˆ4) = ‖ r(
5
2
− 3
p
+q) ∇/ qηˆ4 ‖p,e
eKpq+1(ηˆ3) = ‖ r(1−
2
p
+q)
τ
( 3
2
− 1
p
)
− ∇/ qηˆ3 ‖p,e (92)
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Next, one sets
eKp0[δ] = eKp0(δ)
eKp1[δ] = eKp1(δ) + eKp1(δ3) + eKp1(δ4)
eKp2[δ] = eKp2(δ) + eKp2(δ3) + eKp2(δ4) , (93)
and correspondingly we do this for  and ηˆ. Then it is for all q = 0, 1, 2:
eKpq = eKpq [δ] + eKpq [] + eKpq [ηˆ] . (94)
For the case p = 2, that will be used later on, we write simply
Kq = K2q .
Thus, we define the basic spacetime norms for k as follows:
iK[0] = iK0 (95)
iK[1] = iK[0] + iK1 (96)
iK[2] = iK[1] + iK2 (97)
eK[0] = eK0 (98)
eK[1] = eK[0] + eK1 (99)
eK[2] = eK[1] + eK2 (100)
K[q] = iK[q] + eK[q] (101)
Correspondingly, we define iKpq and eKpq to be the interior and exterior weighted Lp-norms
as given below. Then Kpq we define as follows:
Kpq = max
(
iKpq , eKpq
)
, q = 0, 1, 2 and 1 ≤ p < ∞ . (102)
Correspondingly, we have
K∞0 = max
(
iK∞0 , eK∞0
)
(103)
Now, in the interior region I we define the following norms for k:
iKpq = r
1+q− 2
p
0 ‖ Dqk ‖p,i . (104)
On the other hand, in the exterior region U , we define the following norms:
eKpq(δ) =
{
‖ r( 32− 3p+q) ∇/ qδ ‖pp,e +
∑
i+j=q, j≥1
‖ r(2− 2p+i) (τ−)1−
2
p
+j−1 ∇/ i∇jNδ ‖pp,e
} 1
p
eKpq() =
{
‖ r( 32− 3p+q) ∇/ q ‖pp,e +
∑
i+j=q, j≥1
‖ r(2− 2p+i) (τ−)1−
2
p
+j−1 ∇/ i∇/ jN  ‖pp,e
} 1
p
eKpq(ηˆ) =
{
‖ r( 32− 3p+q) ∇/ qηˆ ‖pp,e +
∑
i+j=q, j≥1
‖ r(1− 2p+i) (τ−)1−
2
p
+j ∇/ i∇/ jN ηˆ ‖pp,e
} 1
p
(105)
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Then we set
eKpq = eKpq(δ) + eKpq() + eKpq(ηˆ) (106)
similarly as above. For the case p = 2, we write simply
Kq = K2q .
Putting this together into the basic norms of the second fundamental form:
K[0] = K0 (107)
K[1] = K[0] + K1 (108)
K[2] = K[1] + K2 . (109)
5.2.3 Norms for the Lapse Function Φ
Analogously to the previous cases, we first define iLpq and eLpq to be the interior and exterior
weighted Lp-norms of the (q+1)-covariant derivatives of the logarithm ϕ of the lapse function
φ. Then we also define:
Lpq = max
(
iLpq , eLpq
)
. (110)
for q = 0, 1, 2. Correspondingly, we define
L∞0 = max
(
iL∞0 , eL∞0
)
. (111)
The interior norms iLpq in (110) are given by:
iLpq = r
1+q− 2
p
0 ‖ Dq+1ϕ ‖p,i . (112)
In order to state the norms for eLpq , we first decompose ∇ϕ as follows:
o/ A = ∇/ Aϕ (113)
ϕN = ∇Nϕ . (114)
That is, we have
o/ A = ∇/ Aϕ =
1
φ
∇/ Aφ
ϕN = ∇Nϕ = 1
φ
∇Nφ .
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Next, we set
eLpq(o/ ) = ‖ r(
3
2
− 3
p
+q) ∇/ qo/ ‖p,e
eLpq(ϕN ) = ‖ r(
3
2
− 3
p
+q) ∇/ qϕN ‖p,e (115)
eLpq+1(D/ 4 o/ ) = ‖ r(
5
2
− 3
p
+q) ∇/ qD/ 4 o/ ‖p,e
eLpq+1(D/ 3 o/ ) = ‖ r(
5
2
− 3
p
+q) ∇/ qD/ 3 o/ ‖p,e
eLpq+1(D4 ϕN ) = ‖ r(
5
2
− 3
p
+q) ∇/ qD4 ϕN ‖p,e
eLpq+1(D3 ϕN ) = ‖ r(
3
2
− 3
p
+q)
τ
3
2
− 1
p
− ∇/ qD3 ϕN ‖p,e (116)
eLpq+1(D/ S o/ ) = ‖ r(
3
2
− 3
p
+q) ∇/ qo/ ‖p,e
eLpq+1(D/ S ϕN ) = ‖ r(
3
2
− 3
p
+q) ∇/ qϕN ‖p,e (117)
eLpq+2(D/ S D/ 4 o/ ) = ‖ r(
5
2
− 3
p
+q) ∇/ qD/ 4 o/ ‖p,e
eLpq+2(D/ S D/ 3 o/ ) = ‖ r(
5
2
− 3
p
+q) ∇/ qD/ 3 o/ ‖p,e
eLpq+2(DSD4 ϕN ) = ‖ r(
5
2
− 3
p
+q) ∇/ qD4ϕN ‖p,e
eLpq+2(DSD3 ϕN ) = ‖ r(
3
2
− 3
p
+q)
τ
3
2
− 1
p
− ∇/ qD3ϕN ‖p,e . (118)
Then, we set
eLp0[o/ ] = eLp0(o/ )
eLp1[o/ ] = eLp1(o/ ) + eLp1(D/ 3 o/ ) + eLp1(D/ 4 o/ )
eLp2[o/ ] = eLp2(o/ ) + eLp2(D/ 3 o/ ) + eLp2(D/ 4 o/ ) (119)
and correspondingly for ϕN .
Then, we define for q = 0, 1, 2:
eLpq = eLpq [o/ ] + eLpq [ϕN ] . (120)
These norms we use for p = 2 and we write
eLq = eL2q .
Finally, we define
iL[0] = iL0
iL[1] = iL[0] + iL1
iL[2] = iL[1] + iL2
eL[0] = eL0
eL[1] = eL[0] + eL1
eL[2] = eL[1] + eL2 (121)
and
L[q] = iL[q] + eL[q] . (122)
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5.2.4 Norms for the Hessian of the Optical Function u
Here, we state the L2-norms for the Hessian D2u of the optical function u. Let iOq, respec-
tively eOq, denote the interior, respectively exterior, norms. We set
Oq = max
(
iOq, eOq
)
. (123)
for q = 0, 1, 2. Correspondingly, we define
O∞0 = max
(
iO∞0 , eO∞0
)
. (124)
In the interior region, we express the components of D2u with respect to the standard null
frame in terms of χ′ = aχ, ζ ′ = ζ, ω′ = a−1ω. Let us define in the interior:
i Oq (trχ′ − trχ′) = rq0
∑
i+j+k=q
‖ ∇/ iDj3Dk4 (trχ′ − trχ′) ‖2,i
i Oq (χˆ′) = rq0
∑
i+j+k=q
‖ ∇/ iD/ j3D/ k4 χˆ′ ‖2,i
i Oq (ζ ′) = rq0
∑
i+j+k=q
‖ ∇/ iDj3Dk4 ζ ′ ‖2,i
i Oq (ω′) = rq0
∑
i+j+k=q
‖ ∇/ iDj3Dk4 ω′ ‖2,i . (125)
Then, we set
i Oq = i Oq (trχ′ − trχ′) + i Oq (χˆ′) + i Oq (ζ ′) + i Oq (ω′) . (126)
In the exterior region, we work with the l-pair and the null frame related to it. The com-
ponents of the Hessian of u in the exterior region with respect to the l-null frame, that is
trχ, χˆ, ζ, ω, behave differently. Let us also introduce
trχ4 = D4trχ +
1
2
trχ trχ
trχ3 = D3trχ +
1
2
trχ trχ
χˆ4 = D/ 4 χˆ + trχ χˆ
χˆ3 = D/ 3 χˆ + trχ χˆ
ζ4 = D/ 4 ζ +
1
2
trχ ζ
ζ3 = D/ 3 ζ +
1
2
trχ ζ
ω4 = D4ω
ω3 = D3ω . (127)
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Then we define
e Oq (trχ− trχ) = ‖ rq ∇/ q(trχ− trχ) ‖2,e
e Oq (χˆ) = ‖ rq ∇/ qχˆ ‖2,e
e Oq (ζ) = ‖ rq ∇/ qζ ‖2,e
e Oq (ω) = ‖ r− 12+qτ
1
2− ∇/ qω ‖2,e (128)
e Oq (χ) = max
{
e Oq (trχ− trχ), e Oq (χˆ)
}
e Oq+1 (χˆ4) = ‖ r1+q ∇/ qχˆ4 ‖2,e
e Oq+1 (χˆ3) = ‖ r1+q ∇/ qχˆ3 ‖2,e
e Oq+1 (trχ4) = ‖ r1+q ∇/ qtrχ4 ‖2,e
e Oq+1 (trχ3) = ‖ rqτ− ∇/ qtrχ3 ‖2,e
e Oq+1 (ζ4) = ‖ r1+q ∇/ qζ4 ‖2,e
e Oq+1 (ζ3) = ‖ r1+q ∇/ qζ3 ‖2,e
e Oq+1 (ω4) = ‖ r 12+qτ
1
2− ∇/ qω4 ‖2,e
e Oq+1 (ω3) = ‖ r− 12+qτ
3
2− ∇/ qω3 ‖2,e . (129)
Next, we set
e O0[trχ] = e O0(trχ)
e O1[trχ] = e O1(trχ) + e O1(trχ3) + e O1(trχ4)
e O2[trχ] = e O2(trχ) + e O2(trχ3) + e O2(trχ4) . (130)
Correspondingly, we proceed for χˆ, ζ, ω.
Now, for q = 0, 1, 2 one sets
e Oq = e O2q = e Oq[trχ] + e Oq[χˆ] + e Oq[ζ] + e Oq[ω] . (131)
Then we set
i O∞[0] = i O∞0 + r
1
2
0 sup
I
| trχ− 2
r
| + sup
I
| a − 1 |
e O∞[0] = e O∞0 + sup
r≥ r0
2
r
1
2 | trχ− 2
r
| + sup
r≥ r0
2
| a − 1 | . (132)
Finally, we define
i O[0] = i O0 + i O∞[0]
i O[1] = i O[0] + i O1
i O[2] = i O[1] + i O2
e O[0] = e O0 + e O∞[0]
e O[1] = e O[0] + e O1
e O[2] = e O[1] + e O2 (133)
and
O[q] = i O[q] + e O[q] . (134)
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5.3 Bootstrap Argument
The method of bootstrapping constitutes the core of the proof of the main theorem. Several
steps are needed to close the bootstrap loop.
We define S to be the set of all t ≥ 0 such that there exists a spacetime slab ⋃t′∈[0,t]Ht′
endowed with a canonical optical function with respect to which the following bootstrap as-
sumptions hold:
• BA0: For all t′ ∈ [0, t], assume that
1
2
(1 + t′) ≤ r0(t′) ≤ 32 (1 + t
′) . (135)
• BA1: For all t′ ∈ [0, t], assume that
eO∞0 , K∞0 , L∞0 ≤ 0 . (136)
• BA2: For all t′ ∈ [0, t], assume that
R[1], eO[2], K[2], L[2] ≤ 0 . (137)
Additional Assumption on the last slice Ht:
sup
Su
{
r
3
2 | ∇/ log a} ≤ 0 . (138)
First, we show that the set S is not empty. Of course, the bootstrap assumptions hold at
t = 0. Afterwards, we define the supremum of S as t∗. If t∗ = ∞, then the global existence
is proved. We use a continuity argument to derive that indeed t∗ =∞. This goes by contra-
diction, assuming that t∗ <∞. Then, it is t∗ ∈ S, and the inequalities must be saturated at
t∗. It will be shown that this cannot happen. This yields that t∗ =∞.
Step 1: We show that the set S is not empty. That is, it contains at least t = 0. In view of
the local existence theorem we can construct the past slab
⋃
t′∈[−1,0]Ht′ and the initial cone
C0 with vertex at a point on H−1. Then an exterior optical function u on t = 0 is constructed
by solving the inverse lapse problem, starting on the 2-surface S0,0 = C0 ∩H0, according to
the procedure explained in Step 4 for ‘The Last Slice’. We proceed analogously to Step 4 for
a background radial function u′ on H0. One then shows that the norms R[1],K[2],L[2], eO[2]
as well as eO∞0 ,K∞0 ,L∞0 can be made arbitrarily small, that is the assumptions BA1 and
BA2 are fulfilled. The additional assumption (138) follows from the main result in Step 4.
Step 2: Let t∗ = supS. If t∗ = ∞, then the global existence is proved. Now, we assume
t∗ <∞. Then, it is t∗ ∈ S. The hypersurface Ht∗ is called the ‘last slice’ of the t-foliation of
the bootstrap argument. One extends the exterior optical function u of the spacetime slab⋃
t∈[0,t∗]Ht to the interior region, for which one derives the following inequalities:
iO[2] ≤ c
(R[1] + K[2] + L[2])
iO∞0 ≤ c
(R[1] + K∞0 + L∞0 ) . (139)
Then one obtains
iO[2] , iO∞0 ≤ c 0 . (140)
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The global function u is obtained by the matching of two optical functions, defined in the
exterior and in the interior region respectively. The exterior optical function is crucial, as it
describes the structure of null infinity. And one constructs it by solving the Eikonal equation
with initial conditions on the last slice. For the interior optical function one prescribes initial
conditions on a ‘central line’ given by an integral curve of the vectorfield T . The quantities
related to the foliation given in the exterior region, are more subtle to estimate than the
ones in the interior. Thus, proving the exterior estimates takes the largest part of the work.
Further information is given in [6], [7] and [21].
Step 3: This is the core part of the proof. It splits into three sections, namely, obtain-
ing estimates for
a) R[1],
b) K[2],L[2], respectively, K∞0 ,L∞0 ,
c) eO[2], respectively, eO∞0 .
Using step 2 and the bootstrap assumptions BA0, BA1, BA2, we show that the size of
the norms eO∞0 ,K∞0 ,L∞0 and R[1],K[2],L[2], eO[2] cannot exceed a constant multiple of the
respective size of the data at t = 0. Therefore, one can choose  and 0 sufficiently small such
that
eO∞0 , K∞0 , L∞0 ≤
1
2
0
eO[2], R[1], K[2], L[2] ≤
1
2
0 . (141)
This is achieved as follows:
a) In this part, we use the bootstrap assumptions BA0, BA1, BA2 and inequality (140) to
check all the assumptions of the comparison theorem, which in item 2. of the main steps of
the proof of our main result laid out at the beginning of section 5, allows us to estimate the
curvature by Q1(W ), as well as of the main theorem concerning the error estimates, where
we estimate the three terms of Q1(W ), as given in (54)-(56).
According to the main theorem for the error estimates, that is from item 1. of the main
steps of the proof of our main result laid out at the beginning of section 5, we have
Q1 ∗ + Q0∗ ≤ c (Q1(0) + Q0(0)) . (142)
Thus by the comaprison theorem of item 2. at the beginning of section 5, we conclude that,
for all t ∈ [0, t∗],
R[1](t) ≤ c R[1](0) . (143)
We recall that in our work, we do not need rotational vectorfields at all to derive the estimates
for R[1](t). Contrary to [21], where rotational vectorfields were used in a crucial way, we only
work with the vectorfields T , S and K¯ in conjunction with the Bianchi equations to deduce
the required estimates for R[1](t). That is, we define the quantities Q0 and Q1 with help of
the vectorfields T , S and K¯ as given also above. Then, we estimate R[1](t) in terms of Q0
and Q1 by the comparison argument.
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From (143) and from the fact that we can bound R[1](0) by c · , we decuce
R[1](t) ≤ c  . (144)
Choosing  sufficiently small, yields
R[1](t) ≤
1
2
0 . (145)
b) We show that the bootstrap assumptions BA0, BA1, BA2 and the inequality (140)
imply the following:
K[2], L[2] ≤ c R[1] .
Then, by the Sobolev inequalities, we deduce that
K∞0 , L∞0 ≤ c R[1] ,
and therefore, choosing  sufficiently small, we conclude
K∞0 , L∞0 ≤
1
2
0 (146)
K[2], L[2] ≤
1
2
0 . (147)
c) Here, we show that the bootstrap assumptions BA0, BA1, BA2 imply the following:
eO∞0 ≤ c 
eO[2] ≤ c  .
Therefore, if  is sufficiently small, this yields
eO∞0 ≤
1
2
0 (148)
eO[2] ≤
1
2
0 . (149)
Step 4: This step is to be considered together with the previous one. However, as it is a cru-
cial point within the whole procedure of the bootstrap argument, we formulate it separately.
We show that we can extend our spacetime beyond the time t∗. In particular, we use the
result of the previous step together with the local existence theorem, with initial data at t∗,
to extend the spacetime up from t∗ to t∗ + δ. Also, the optical function u′ of the spacetime
slab
⋃
t∈[0,t∗]Ht is extended by continuing the null geodesic generators of the hypersurfaces
Cu′ into the future up to t∗ + δ. We choose δ to be sufficiently small, such that the size
of the norms R′[1],K′[2],L′[2], eO′[2] and K′∞0 ,L′∞0 , eO′∞0 remains strictly smaller than 0.
Moreover, supS′
u′
{
r′
3
2 | ∇/ ′ log a′} in (138) is strictly smaller than 0.
Now, we start with Ht∗+δ as last slice. The cut St∗+δ, 0 = Ht∗+δ ∩ C0 of this last slice
with C0 is the initial 2-surface, from which we start, to solve the appropriate equation of
motion of surfaces and construct a new optical function u on Ht∗+δ. We recall that the func-
tion u′ gives the background foliation here. As the level surfaces of u in Ht∗+δ do not exist
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yet, but have to be constructed, we use the bootstrap assumptions on the quantities of the
background foliation and the comparison between the two foliations induced by u′ and u to
control the curvature and geometric quantities of the foliation by u. Thus, using a bootstrap
argument, we construct the new optical function u on Ht∗+δ by solving an equation of motion
of surfaces on Ht∗+δ starting from St∗+δ, 0. This is then extended to the past.
In view of the continuity properties of the equations, we deduce that the new norms R[1],
K[2], L[2], eO[2] and K∞0 , L∞0 , eO∞0 can be made arbitrarily close to the previous ones by
choosing δ suitably small. One therefore checks that the bootstrap assumptions BA1 and
BA2 as well as BA0 and inequality (138) still hold. Thus, we obtain that t∗ + δ ∈ S, which
contradicts the assumption that t∗ <∞.
Step 5: To complete the proof of the main theorem, one shows that the optical function
(t)u defined on the slab
⋃
t′∈[0,t]Ht′ , starting from the last slice Ht in the exterior approaches
a global exterior otpical function u as t→∞.
6 Discussion and Outline of the Proof
6.1 General Ideas and Concepts, Curvature and Energy
There are several important properties of our spacetime which play a crucial role in our proof.
We are going to discuss them now and also give an outline of the proof of our main theorem
(theorem 1, respectively of the full version of our main theorem 3).
In order to obtain the precise estimates, it is necessary to work with appropriate folia-
tions of the spacetime (M, g). These are the foliation into hypersurfaces Ht given by the
time function t and the foliation into u-null-hypersurfaces Cu by the optical function u, as
they were introduced earlier. The slices Ht of our spacetime are 3-dimensional, complete,
Riemannian manifolds, diffeomorphic to R3 and Euclidean at infinity. Each slice carries a
structure induced by the level hypersurfaces of the optical function u. Thus, the (t, u) foli-
ations of the spacetime (M, g) define a codimension-2-foliation by 2-surfaces St,u = Ht ∩ Cu.
The asymptotic behaviour of the curvature tensor R and the Hessian of t and u can
only be fully described by decomposing them into components tangent and normal to St,u.
One achieves this by introducing null pairs consisting of two future-directed null vectors
e4 and e3 orthogonal to St,u with e4 tangent to Cu and〈
e4, e3
〉
= − 2 . (150)
Note that the null pair (e3, e4) is only determined up to a transformation of the form
(e3, e4) 7→ (a−1e3, ae4) , a > 0 .
It is uniquely determined if we also impose the condition that e4− e3 is tangential to the Ht.
The null pair is completed with an orthonormal frame e1, e2 on St,u to form a null frame.
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The null decomposition of a tensor relative to a null frame e4, e3, e2, e1 is obtained by taking
contractions with the vectorfields e4, e3.
Also define
τ2− := 1 + u
2 .
With respect to this frame, we obtain the following null decomposition of the Riemann
curvature tensor of an EV spacetime, where the capital indices take the values 1, 2:
RA3B3 = αAB (151)
RA334 = 2 βA (152)
R3434 = 4 ρ (153)
∗R3434 = 4 σ (154)
RA434 = 2 βA (155)
RA4B4 = αAB (156)
with
α, α : S-tangent, symmetric, traceless tensors
β, β : S-tangent 1-forms
ρ, σ : scalars .
We show, as a part of our main result, that these components are controlled in the sense
of the main theorem. And our estimates yield the decay behaviour:
α = O (r−1 τ−
3
2− )
β = O (r−2 τ−
1
2− )
ρ, σ, α, β = o (r−
5
2 )
At this point, let us recall that in [21] the null components have the decay properties:
α = O (r−1 τ−
5
2− )
β = O (r−2 τ−
3
2− )
ρ = O (r−3)
σ = O (r−3 τ−
1
2− )
α, β = o (r−
7
2 )
The fact that in [6], [7] only one derivative of the curvature (Ricci) in H is controlled, means
that the curvature is not pointwise bounded. What one has is only the following, where Ric
includes corresponding weights according to (16):
Ric ∈ W 1,2(H) .
The trace lemma gives for the Gauss curvature K in the leaves of the u-foliation S:
K ∈ L4(S) .
Whereas in [21], the authors control two derivatives of the curvature in L2(H), giving L∞(H)
bounds: Ric including weights as in [21]:
Ric ∈ L∞(H) .
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This yields for the Gauss curvature K in the surfaces S that K ∈ L∞(S). In our case,
we also control two derivatives of the second fundamental form k. Therefore, by Sobolev
inequalities, it is
k ∈ L∞(H) .
Then, also in the surfaces S, the second fundamental form k lies in L∞(S).
Working with this approach, there are two main difficulties to be discussed. They have
been stated and solved by Christodoulou and Klainerman in [21]. As these concepts are also
crucial in our work, let us now say what they are. However, employing these concepts in our
setting requires fundamentally new ideas in our proofs. It shall be explained below. Now,
the said difficulties are:
1) ‘Energy estimates’.
2) A general spacetime has no symmetries. Thus the conformal isometry group is trivial.
Hence, the vectorfields needed to construct conserved quantities do not exist.
1) As the goal now is to find estimates for the spacetime curvature to give control on regular-
ity, one way to attack the problem could be to focus on the definition of the energy-momentum
tensor appropriate to a geometric Lagrangian, namely considering the variation of the action
A with respect to the underlying metric. Generally, for a domain D with compact closure in
M and Lagrangian L the action A is defined as:
A[D] =
∫
D
L dµg . (157)
Variations supported in D of the action, with respect to the underlying metric, yield the
energy-momentum tensor as follows:
A˙[D] = − 1
2
∫
D
Tµν g˙µν dµg . (158)
But this approach would not work here (or in [21]), because the variation (158) vanishes for
the gravitational Lagrangian: L = −14Rdµg, that is for the Einstein-Hilbert action:
A[D] = − 1
4
∫
D
R dµg . (159)
This vanishing is stated in the Euler-Lagrange equations for gravitation, that is in the EV
equations.
An alternative, one could think, could be Noether’s theorem after subtracting an appro-
priate divergence relative to a background metric. But the energy could give control on the
solutions only after the isoperimetric constant is controlled. Therefore, the energy alone could
not help to prove regularity. For a discussion of this problem, see also [17].
However, the right way to resolve the first difficulty is the following: Consider the Bianchi
identities:
D[αRβγ]δ = 0 (160)
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as differential equations for the curvature and the Einstein equations: Rµν = 0, as algebraic
conditions on the curvature. At this point, breaking the connection between the metric and
the curvature, one introduces the Weyl tensorfield W of a given spacetime (M, g), which has
all the symmetry properties of the curvature tensor and in addition is traceless
gαβ Wαµβν = 0 , (161)
which is the analogue of the Einstein equations, and satisfies the Bianchi equations,
D[Wαβ]γδ = 0 . (162)
We remark that the Bianchi equations are linear.
Note that the Riemann curvature tensor has 20 independent components, whereas the con-
formal curvature and Ricci tensors have 10 components each.
The Bel-Robinson tensor Q is defined out of the Weyl tensor W and given above in (47).
The main properties of Q are stated after its definition (47). This quantity Q can then be
thought of as the ’energy-momentum tensor’ in our setting.
The Bel-Robinson tensor Q, in fact, plays the same role for solutions of the Bianchi equations
as the energy-momentum tensor of an electric-magnetic field plays for the solutions of the
Maxwell equations.
Assume to be given three vectorfields X,Y, Z, each of which generating a 1-parameter group
of conformal isometries of the spacetime (M, g). Then the 1-form
P = − Q(·, X, Y, Z)
is divergence-free. It follows thus that the integral on a Cauchy hypersurface H∫
H
∗P
is conserved (and is positive definite, if all of the vectorfields X,Y, Z are timelike future-
directed), recalling that ∗P is the dual 3-form: ∗Pµαβ = P ννµαβ .
To investigate the Einstein equations, being hyperbolic and nonlinear, we use energy es-
timates of the type in [21]. Aiming at global results, the classical energy estimates could not
be used, as they are only applied for solutions being local in time. Instead, we introduce
energies Q0(t) and Q1(t) (see definition above), being integrals over Ht involving the Bel-
Robinson tensor Q of the spacetime curvature W and of the Lie derivatives of W , which serve
to estimate the curvature components by a comparison argument. This is one of the core
parts of our work, and it is different from the work of D. Christodoulou and S. Klainerman
in a fundamental way, which will be explained below.
The quantities Q0(t) and Q1(t) themselves are estimated by a continuity argument to be
bounded by a multiple of the initial value Q1(0). More precisely, we show the error terms,
that are generated while estimating the growth of Q0 and Q1, to be controlled. In this pro-
cedure it is important to assess the structure of these nonlinear terms. It turns out that
the most troublesome terms cancel by identities that are consequences of the covariance and
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algebraic properties of the Einstein equations.
As a major result emerges the fact that the estimates for the most delicate of these er-
ror terms are borderline. This means, that any further relaxation of the assumptions would
lead to divergence and the argument would not close anymore. This needs further explana-
tion. Contrary to many problems in analysis, where the principal terms, that is the terms
containing the highest derivatives, are the most sensitive ones to estimate, whereas the non-
principal terms (containing less or no derivatives) are usually easier to handle, here the most
difficult terms to be estimated are of higher order with respect to asymptotic behaviour (that
is they have less decay), but they are non-principal from the point of view of differentiability.
On the other hand the expressions, which are principal with respect to derivatives behave
better asymptotically, and therefore can be controlled easier. Thus, by ‘borderline’ we always
mean borderline from the point of view of decay (asymptotic behaviour). It is an essential
difference between the situation investigated by D. Christodoulou and S. Klainerman in [21]
and ours that their worst terms still being of lower order in asymptotic behaviour than ours,
the borderline case does not appear, whereas in our setting the estimates for the highest order
terms in view of asymptotic behaviour are really borderline.
2) The second difficulty is, that a general spacetime has no symmetries, that is the con-
formal isometry group is trivial. Then one could not construct integral conserved quantities
by using vectorfields in conjunction with energy-momentum tensors.
The solution is as follows: As a spacetime arising from arbitrary asymptotically flat ini-
tial data is itself supposed to be asymptotically flat at spacelike infinity in general, and also,
with corresponding smallness assumptions of the initial data, as the time tends to infinity, one
could expect the spacetime to approach Minkowski spacetime. Now, Minkowski spacetime
has a large conformal isometry group. The idea is, to use part of it in the following way.
One defines in the limit an action of a subgroup. Next, one extends this action backwards in
time up to the initial hypersurface in a manner as to obtain an action of the said subgroup
globally. This has to be done in a way such that the deviation from conformal isometry is
globally small and goes to zero at infinity sufficiently rapidly. It is described by the circum-
stance that the trace-free part (X)pˆi of the deformation tensor (X)pi := LXg of the generating
vectorfield X is globally small and approaches zero sufficiently fast at infinity. In order to
derive a complete system of estimates, we define the action of the subgroup of the conformal
group of Minkowski spacetime corresponding to the time translations, the scaling and the
inverted time translations. We recall that, contrary to the work [21] of S. Christodoulou and
S. Klainerman, our proof does not involve any rotational vectorfields.
The action of the group of time translations is the easisest to define. Having chosen a canon-
ical maximal time function t, the corresponding time translation vectorfield T generates the
action, taking the maximal hypersurfaces into each other, as described above. This and the
optical function u, from which the action of the other groups are defined, are introduced
above, where we discuss the (t, u)-foliation of the spacetime.
Let us define the vectorfields S for the scaling and K for the inverted time translation.
First, we introduce the function u to be
u = u + 2 r . (163)
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The time translation vectorfield T has already been defined. We only remark here, that it can
be written as in the subsequent formula. Let L and L be the outgoing, respectively incoming,
null normals to the surface St,u given by (40), for which the component along T is equal to
T . Also, the integral curves of L are the null geodesic generators of the null hypersurfaces
Cu parametrized by t.
Then T is expressed as
T =
1
2
(
L + L
)
. (164)
The generator S of scalings is defined to be:
S =
1
2
(
u L + u L
)
. (165)
And the generator K of inverted time translations is defined as:
K =
1
2
(
u2 L + u2 L
)
. (166)
Then the vectorfield K¯ = K + T reads as:
K¯ =
1
2
(
τ2+ L + τ
2
− L
)
. (167)
These vectorfields are used to construct quantities whose growth can be controlled in terms
of the quantities themselves. This procedure is in the spirit of the theorem of Noether. We
observe that it is crucial to work with a characteristic foliation of the spacetime in order to
obtain the required quasi-conformal isometries.
In the subsequent paragraphs, we are going to outline the method, how the energies Q0
and Q1 are constructed and estimated.
Before, let us say a few words about the following. As pointed out in the main step 3
above, we have to estimate the geometric quantities by curvature assumptions and using
mainly elliptic estimates on the surfaces St,u and evolution equations in Ht and Cu. The
elliptic tools are used in many situations. In particular, they are crucial in deriving inequali-
ties for the components of the second fundamental form. Note that in the estimates we have
to make a difference between angular and normal components and derivatives relative to the
radial foliation. This is a consequence of the decay behaviour of the spacetime curvature (in
the wave zone). Following the notation of [21], we call such estimates degenerate, and the
usual type non-degenerate. At several points, we work with Lp estimates on the surfaces
S. In order to obtain them, we need the uniformization theorem so that we can use the
Calderon-Zygmund theory for the corresponding Hodge systems on the standard sphere. We
prove the uniformization theorem in [7] and in [6] in chapter 9, theorem 13 for our setting,
where the Gauss curvature K is in L4(S).
As a central part of the proof, we state and prove the comparison theorem from the main
step 2 above. It estimates the components of the Weyl curvature by the quantity Q1(W )
introduced above. This quantity Q1(W ) is shown to be bounded. For the vectorfields T , S,
K¯, the corresponding deformation tensors are calculated. Here, the Bianchi equations play
a crucial role. In fact, the Bianchi equations allow us to obtain the estimates of the angular
derivatives of our curvature components directly. We re-emphasize that no rotational vec-
torfields are needed in the present proof. In the work [21], the authors introduced rotational
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vectorfields to obtain the corresponding angular derivatives. While this is different in our
work, another fact is used similarly, that is the principle of conservation of signature.
In the error estimates we show the quantity Q1(W ), that is Q0(t) and Q1(t) to be bounded.
In view of estimating Q1(W ) from (56), we continue as follows. Q0(t) is controlled directly,
once Q1(t) is estimated. The integral Q1(t) for t∗ can be split into
Q1(t∗) =
∫
H0
Q (LˆSW ) (K¯, T, T, T )
+
∫
H0
Q (LˆTW ) (K¯, K¯, T, T )
+ E1(W, t∗) ,
where E1(W, t∗) is the integral on Vt∗ of the absolute values of the error terms. Vt∗ denotes
the spacetime slab
⋃
t∈[0,t∗]Ht, for which the bootstrap assumptions hold. That is, the cor-
responding quantities are bounded by a small positive constant 0. These error terms are
generated because of the fact that the integral (56) on Ht differs from an integral over H0,
as the vectorfields T, S,K are not exact conformal Killing fields (only quasi-conformal). The
expressions in E1(W, t∗) to be integrated are quadratic in the Weyl fields W and linear in the
deformation tensors pˆi of the vectorfields.
Generally, for the integral on Ht, we have the following formula, (see [7] and [6], chapter
5, proposition 13), for three arbitrary vectorfields X,Y, Z and T denoting the unit normal to
the foliation by a time function t:∫
Ht
Q(W )(X,Y, Z, T ) dµg =
∫
H0
Q(W )(X,Y, Z, T ) dµg
+
∫ t
0
(∫
Ht′
(divQ)βγδ Xβ Y γ Zδ
+
1
2
∫
Ht′
Qαβγδ
(
(X)piαβ Y γ Zδ + (Y )piαβ Zγ Xδ
+ (Z)piαβ Xγ Y δ
)
Φ dµg
)
dt′ .
We also need the following integral on the cones Cu
Q˜1(W,u, t) =
∫
Cu(t0,t)
Q(LˆSW )(K¯, T, T, e4)
+
∫
Cu(t0,t)
Q(LˆTW )(K¯, K¯, T, e4) (168)
with Cu(t0, t) denoting the part of the cone Cu between Ht0 and Ht for 0 ≤ t0 ≤ t.
And what we have just said for (56), also holds for (168). In fact, we estimate
Q∗1 = max
(
sup
t∈[0,t∗]
Q1(W, t) , sup
t∈[0,t∗]
sup
u∗≥u0(t)
Q˜1(W,u, t)
)
. (169)
Thus, we have the inequality
Q∗1 ≤ Q1(0) + E1(t∗) .
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Therefore, we have to estimate the error terms E1(t∗). We prove by a bootstrap argument
(see [7], [6], chapter 6, theorem 7) that
E1(t∗) ≤ C0Q∗1 , (170)
which for 0 sufficiently small implies:
Q∗1 ≤ 2 Q1(0) . (171)
In deriving (170) we encounter borderline estimates for the most delicate terms.
6.2 Borderline Estimates
We now give an example of a borderline estimate. To do so, let us first give the formula for
the error terms.
Let Vt denote the spacetime slab
⋃
t′∈[0,t]Ht′ .
The first term in Q1(t) from formula (56) is∫
Ht
Q (LˆSW ) (K¯, T, T, T ) =
∫
H0
Q (LˆSW ) (K¯, T, T, T )
+
∫
Vt
Φ (div Q(LˆSW ))βγδ K¯β T γ T δ
+
1
2
∫
Vt
Φ Q(LˆSW )αβγδ (K¯)piαβT γT δ
+
∫
Vt
Φ Q(LˆSW )αβγδ (T )piαβK¯γT δ
Similarly, we obtain for the remaining terms:
Q1(W, t) ≤ Q1(W, 0) + E1(W, t)
Q0(W, t) ≤ Q0(W, 0) + E0(W, t)
with
E1(W, t) =
∫
Vt
Φ | (div Q(LˆSW ))βγδ K¯β T γ T δ |
+
∫
Vt
Φ | (div Q(LˆTW ))βγδ K¯β K¯γ T δ |
+
1
2
∫
Vt
Φ | Q(LˆSW )αβγδ (K¯)piαβT γT δ |
+
∫
Vt
Φ | Q(LˆSW )αβγδ (T )piαβK¯γT δ |
+
∫
Vt
Φ | Q(LˆTW )αβγδ (K¯)piαβK¯γT δ |
+
1
2
∫
Vt
Φ | Q(LˆTW )αβγδ (T )piαβK¯γK¯δ |
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E0(W, t) =
∫
Vt
Φ | (div Q(W ))βγδ︸ ︷︷ ︸
=0
K¯β T γ T δ |
+
1
2
∫
Vt
Φ | Q(W )αβγδ (K¯)piαβT γT δ |
+
∫
Vt
Φ | Q(W )αβγδ (T )piαβK¯γT δ |
There are several borderline cases appearing in E1(W, t∗). One of them we encounter in the
integral ∫
V et∗
τ2+ Φ | (ρ, σ) (LˆSW ) | | trχ | | (S)iˆ | | α | , (172)
which arises in the most delicate term∫
V et∗
Φτ2+ | (div Q(LˆSW ))334 |
when estimating
∫
V et∗
Φ | (div Q(LˆSW ))βγδ K¯β T γ T δ | from above. We stress the fact
that (div Q(LˆSW ))334 being multiplied by τ2+ involves parts with the worst decay properties,
which require more subtle estimates, as we shall see in the treatment of the borderline case
(172). Note that V et∗ is the exterior region as introduced earlier. We can split the integrals in
E1(W, t∗) and E0(W, t∗) into the interior region V it∗ where r ≤ r02 , and the exterior region V et∗
where r ≥ r02 . The interior integrals are estimated in a straightforward way, as in the interior
all the components of the tensors DW, LˆTW, LˆSW and all the components of the deformation
tensors of the vectorfields T, S, K¯ behave in the same manner. Whereas in the exterior, the
components of the said tensors behave differently. Therefore, the exterior estimates are more
complicated, as they depend on the structure of the nonlinear terms.
Writing out the terms of
∫
V et∗
Φτ2+ | (div Q(LˆSW ))334 | in details, we find that the most
delicate, namely the borderline terms are of the form (172). The quantities we have to pay
special attention to are α and (S)i. Here, α is the null curvature component (151) and (S)i
is the null component (S)pˆiAB of the deformation tensor (see (42)) tangent to the surface. In
view of the coarea formula, we write the integral (172) over V et∗ as an integral on Cu and an
integral with respect to u.∫
V et∗
τ2+ Φ | (ρ, σ) (LˆSW ) | | trχ | | (S)iˆ | | α |=
∫ u∗
−∞
du
∫
Cu
τ2+ Φ | (ρ, σ) (LˆSW ) | | trχ | | (S)iˆ | | α |
We calculate on Cu:∫
Cu
τ2+ Φ | (ρ, σ) (LˆSW ) | | trχ | | (S)iˆ | | α |
≤ c′ sup
Cu
{τ+ | trχ |}
∫
Cu
τ+ | (ρ, σ) (LˆSW ) | | (S)iˆ | | α |
≤ c
(∫
Cu
τ2+ | (ρ, σ) (LˆSW ) |2
) 1
2
(∫
Cu
| (S)iˆ |2 | α |2
) 1
2
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Whereas the first integral on the right hand side is bounded by curvature assumptions, the
second integral has to be investigated further. Thus, one obtains(∫
Cu
| (S)iˆ |2 | α |2
) 1
2 =
(∫ t∗
0
{∫
St,u
| (S)iˆ |2 | α |2
}
dt
) 1
2
=
( ∫ t∗
0
‖ | (S)iˆ | | α | ‖2L2(St,u) dt
) 1
2
≤
( ∫ t∗
0
‖ (S)iˆ ‖2L4(St,u) ‖ α ‖2L4(St,u) dt
) 1
2 (173)
The problem reduces to estimating the last integral. We have( ∫ t∗
0
‖ (S)iˆ ‖2L4(St,u) ‖ α ‖2L4(St,u) dt
) 1
2
≤ c τ−
3
2−
( ∫ t∗
0
(1 + t)−1 ‖ (S)iˆ ‖2L4(St,u) dt
) 1
2
. (174)
The curvature assumptions give
sup
t, onCu
{
r
1
2 ‖ α ‖L4(St,u)
} ≤ c τ− 32−
and the assumption on (S)i is
‖ r 12 (S)i ‖∞,e ≤ 0 ,
which gives
‖ (S)iˆ ‖L4(St,u) ≤ C0 .
If these bounds are substituted in (174) a logarithmic divergence would result. Thus the
integral in (174) is borderline. We show that in fact it is bounded. Any relaxation of our
assumptions on the data involved would make this integral diverge. Now, in view of the
definition of (S)iˆ and writing out the Lie derivative
LˆSg = 12 u LˆLg +
1
2
u LˆLg ,
the (S)iˆ involves the terms rχˆ and uχˆ. Whereas the latter has order of decay O(r−1τ
1
2−), the
first term is only of order o(r−
1
2 ). Therefore, by estimating rχˆ we obtain bounds for (S)iˆ.
Using the Codazzi equations and the assumption that β ∈ L4(St,u), we obtain by elliptic
estimates from the results to control rχˆ in terms of β:
‖ rχˆ ‖L4(St,u) + ‖ r2∇/ χˆ ‖L4(St,u) ≤ c ‖ r2β ‖L4(St,u) . (175)
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As we want to integrate (1 + t)−1 ‖ (S)iˆ ‖2L4(St,u) in (174), we study the integral for
‖ r 32β ‖2L4(St,u):∫ t∗
0
‖ r 32β ‖2L4(St,u) dt ≤ c
∫ t∗
0
‖ rβ ‖L2(St,u) · ‖ rβ ‖L2(St,u) dt
+ c
∫ t∗
0
‖ rβ ‖L2(St,u) · ‖ r2∇/ β ‖L2(St,u) dt (176)
≤ c
(∫ t∗
0
‖ rβ ‖2L2(St,u) dt
) 1
2
(∫ t∗
0
‖ rβ ‖2L2(St,u) dt
) 1
2
+ c
(∫ t∗
0
‖ rβ ‖2L2(St,u) dt
) 1
2
(∫ t∗
0
‖ r2∇/ β ‖2L2(St,u) dt
) 1
2
(177)
= c
(∫
Cu
r2 | β |2
) 1
2
(∫
Cu
r2 | β |2
) 1
2
+ c
(∫
Cu
r2 | β |2
) 1
2
(∫
Cu
r4 | ∇/ β |2
) 1
2 (178)
The right hand side of the last inequality is bounded by the curvature assumptions on β. In
order to prove the first inequality, we apply the isoperimetric inequality on St,u to | β |2. Using
the fact that for a function f we have
∫
St,u
(f − f¯)2 = ∫St,u f2 − ∫St,u ff¯ = ∫St,u f2 − ∫St,u f¯2
we obtain by first applying the isoperimetric and then Ho¨lder inequality∫
St,u
| β |4 ≤ c r−2
(∫
St,u
| β |2 dµγ
) {(∫
St,u
| β |2 dµγ
)
+
(∫
St,u
r2 | ∇/ β |2 dµγ
)}
Multiplying by r6 we derive
‖ r 32β ‖2L4(St,u) ≤ C
{
‖ rβ ‖2L2(St,u) + ‖ rβ ‖L2(St,u)‖ r2∇/ β ‖L2(St,u)
}
(179)
Finally, estimate (176) for the integral over t is deduced, and the Cauchy-Schwarz inequality
then gives the right hand side of (177) respectively (178) which is bounded. What we have
shown is
‖ r− 12 (S)iˆ ‖L2([0,t∗],L4(St,u)) ≤ c
(∫
Cu
r2 | β |2
) 1
2
(∫
Cu
r2 | β |2
) 1
2
+ c
(∫
Cu
r2 | β |2
) 1
2
(∫
Cu
r4 | ∇/ β |2
) 1
2
≤ c 0 Q∗1 .
From this it directly follows∫
V et∗
τ2+ Φ | (ρ, σ) (LˆSW ) | | trχ | | (S)iˆ | | α | ≤ c 0 Q∗1 .
We observe that only the estimates of (S)i in terms of β yield the required bounds for this
integral. Any further relaxation of our assumptions would lead to divergence of this integral.
Therefore, this is indeed a borderline case.
The estimates for many quantities in our work are borderline. Let us point out here, that
this is true also for χ. Most of these borderline cases require a more careful treatment.
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6.3 Controlling Geometric Quantities and the Construction of the Optical
Function
The main step 3 above, consists of estimating the geometric quantities with respect to the
foliations {Ht} and {Cu}. The core part in here is the treatment of the components of the
second fundamental form k and the Hessian of u. In view of the results mentioned in the
previous paragraph, the estimates derived here, have to be appropriate. Then, this makes
it possible to close the proof of the main theorem and to derive the main results. To make
this more precise, let us discuss in the following the procedure how it is done, and give the
different quantities that are estimated.
We introduce the basic norms of our geometric quantities in subsection 5.2, that is in partic-
ular, of the components of k in 5.2.2 and of the components of the Hessian of u in 5.2.4. With
the definitive version of our main theorem 3 comes a concrete description of the asymptotic
behaviour of the geometric quantities.
The second fundamental form k decomposes into the scalar kNN = δ, the S-tangent 1-form
kAN = A and the S-tangent, symmetric 2-tensor kAB = ηAB. The worst decay properties
have ηˆAB, that is, the traceless part of ηAB. Having good estimates for the curvature, we
can then use standard tools. Here, elliptic estimates are applied to derive the desired results.
The main part is to prove them in the wave zone, where the behaviour of the components
and of their derivatives depends on the direction. The elliptic system on Ht for k is given by:
trk = 0 (180)
curl k = H (181)
div k = 0 . (182)
H is the magnetic part of the spacetime curvature relative to the time foliation. We also
have:
R¯ij = kia kaj + Eij , (183)
where E denotes the electric part of the spacetime curvature relative to the time foliation.
This elliptic system on Ht for k is decomposed relative to the radial foliation, that is the
foliation of each Ht by the surfaces St,u. From the fact, that the nonlinear terms in these
equations behave better in view of decay than the worst linear ones, follows that the esti-
mates are essentially linear but nevertheless yield control of the full nonlinear problem. The
estimates, being essentially linear in the present situation in contrast to [21], simplify the
proof considerably.
In order to study the components of the Hessian of u, we apply the basic method from
the original proof in [21], namely the method of treating propagation equations along the
cones Cu coupled to elliptic systems on the surfaces St,u. However, our estimates differ fun-
damentally from the ones in [21]. The reason for that is the fact that we do not have any
L∞ bounds on the curvature, but we only control one derivative of the curvature in the
hypersurfaces Ht and the Gauss curvature K in the surfaces St,u lies in L4, as explained
above. Our situation yields borderline estimates for χ (see below), whereas in [21], there are
no borderline estimates. In fact, our assumptions on the fall-off cannot be relaxed. Thus,
they are sharp with respect to decay.
Relative to a null frame (introduced before) the Hessian of u decomposes into χAB, ζA,
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ω, satisfying the following equations:
dχAB
ds
= − χAC χCB + αAB
dζA
ds
= − χAC ζB + χAB ζB − βA
dω
ds
= 2 ζ · ζ − | ζ |2 − ρ .
As α is traceless, the trace of χ, fulfills an equation without curvature terms, namely (58):
dtrχ
ds
= − 1
2
(trχ)2 − | χˆ |2
with χˆ denoting the traceless part of χ. For χˆ the null-Codazzi equations form an elliptic
system on the surfaces St,u. Recall (59), which in details read:
div/ χˆa = −βa + 12∇/ atrχ − χˆ
b
a ζb +
1
2
trχ ζa . (184)
∇/ is the induced covariant differentiation on the surfaces St,u. As a main goal here, we show
that χ is one degree of differentiability smoother than the curvature. This is achieved by a
bootstrap argument with a certain assumption on the curvature term β on the right hand
side of (184), as sketched above. The divergence equation (184) is a Hodge system. Thus, the
bootstrap argument together with (58), (184), the method of treating such coupled systems
of propagation and elliptic equations together with the Hodge theory yield the estimates. In
the same line, we obtain the results for ζ and ω. For ζ, we have the Hodge system
div/ ζ = − µ − ρ + 1
2
χˆ · χˆ
curl/ ζ = σ − 1
2
χˆ ∧ χˆ
with χ being the second fundamental form
χ(X,Y ) = g(DXL, Y )
for X,Y ∈ TpS and L being the inward null normal whereas µ denoting the mass aspect
function
µ = K +
1
4
trχ trχ − div/ ζ .
The propagation equation for µ is derived to be
dµ
ds
+
3
2
trχ µ = − 1
4
trχ | χˆ |2 + 1
2
trχ | ζ |2
+ 2 div/ χ · ζ + χˆ · ∇/ ⊗ˆζ , (185)
with (∇/ ⊗ˆζ)ab = ∇/ aζb +∇/ bζa − γab div/ ζ.
Wihtin this framework, to obtain our estimates, the uniformization theorem for K ∈ L4(S)
is needed, as it is mentioned above and proven in [6], [7].
A further crucial part of our main proof deals with the last slice Ht∗ of the spacetime. Here,
we study the construction of the optical function u on this last slice. It is done by solving
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an inverse lapse problem for the function u on Ht∗ . That is, starting from St∗,0 = Ht∗ ∩ C0,
the intersection of the last slice with the initial cone C0, the function u is defined to be the
solution of:
| ∇u |−1 = a , u |St∗,0 = 0 ,
where a on each St∗,u fulfills
4/ log a = f − f¯ − div/  , log a = 0
with
f = K − 1
4
(trχ)2 .
This method of solving an inverse lapse problem for u is the same as in [21], whereas the
proof itself differs fundamentally from the one in [21]. Again the fact that we do not have any
L∞ bounds on the curvature is crucial, but the curvature only lies in H1 of the hypersurface
Ht∗ .
Constructing u as a solution of the inverse lapse problem, that is solving an equation of
motion of surfaces, was first done by D. Christodoulou and S. Klainerman in [21]. One might
first think of applying other, easier methods in order to construct u. But, as we are going to
explain now, they would not match our requirements.
What we refer to as the ‘last slice’ is the maximal hypersurface Ht∗ , which bounds in the
future the spacetime slab that we are constructing in the continuity argument. The obvious
choice of u on Ht∗ , namely minus the signed distance function from St∗,0, is inappropriate
because this distance function is only as smooth as the induced metric g¯t∗ . It is not one order
better, which would be the maximal possible. Thus, there would be a loss of one order of
differentiability. But the problem does not allow to lose derivatives. That is, with this loss
of one order of differentiability, the estimates would fail to close.
To overcome this difficulty, we define u on Ht∗ in a different way, namely by solving an
equation of motion of surfaces on Ht∗ , as described above.
Why would the use of other methods like the inverse mean curvature flow (IMCF) not work
here? Using IMCF, the problem could be solved in the outward direction only. Whereas the
equation of motion of surfaces can be solved in both directions, which is what we need.
The equation, we use here, has to have the smoothing property described above as well
as it has to be solvable in both directions. This excludes the IMCF and similar methods. It
turns out that the equation of motion of surfaces yields exactly what we need.
Let us explain now the principal ideas in the proof of the main theorem in the last slice
and also show, in which sense our relaxed assumptions on the curvature require a special
treatment.
The main results of this part are again obtained by a bootstrap argument. We have to
assume estimates for the spacetime curvature on the last slice Ht∗ . To be precise, these as-
sumptions have to be made with respect to the background foliation, as the level surfaces of
u on the last slice do not yet exist, but have to be constructed. Note that, at the beginning,
only St∗,0 is given. We have to use the estimates on the background foliation to control
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the curvature and geometric components of the foliation by u. We estimate trχ, χˆ, ζ and
their first angular derivatives, as well as K in dimensionless L4-norms on the surfaces St∗,u.
We show this by bootstrapping. A crucial role in the proof is played by the trace lemma,
yielding L4-bounds on the curvature components in St∗,u. Relying on them, we then apply
elliptic theory to obtain the estimates of the theorem. By a straightforward argument, the
said quantities are shown to be controlled correspondingly in Ht∗ . Next, integrating in the
last slice over u ∈ [0,∞), yields the estimates for the second angular derivatives of trχ, χˆ
and ζ in L2-norms in Ht∗ .
Yet, in order to apply the trace lemma, as said above, one has to work more. We esti-
mate on Ht∗ the components of the above quantities of the foliation by the function u by
corresponding quantities with respect to the background foliation given by u′. Let u′ be a
smooth function without critical points, defined in a tubular neighbourhood U ′ of S0, and
let S′u′ be the level sets of u
′ on Ht∗ of our background foliation. Denote
U ′ =
⋃
u′∈(u′0,∞)
S′u′ .
The function u′ is introduced and specified in details in [7] and in [6] in chapter 11, theorem
6. The curvature components with respect to its foliation are small. However, it is not clear
if this function fulfills the equations of the inverse lapse problem above. Therefore, we use the
estimates on the background foliation to control the curvature and geometric components of
the foliation by u. For the foliation in the bootstrap argument, with respect to the function
u, we denote
U =
⋃
u∈[0,u1)
Su .
We have to overcome the following difficulty: By assumption, the curvature components of
the background foliation lie in H1(U ′). How can they be bounded in H1(U)? There is no
straightforward procedure to bound the curvature components in the surfaces of the foliation
given by u directly, as it is done in [21], where the corresponding curvature components of the
background foliation are in L∞. Thus the situation here is different. We solve the problem
as follows: The transformation coefficients between quantities referring to the two foliations
being bounded, we derive that the curvature components relative to the u-foliation lie in
H1(U). Only now, the trace lemma can be applied to obtain the curvature components with
respect to the u-foliation to lie in L4(Su). We re-emphasize, that, as a consequence from
controlling one less derivative, the derivatives of these components are not bounded in the
surfaces Su.
The main results of the last slice are formulated in L4-norms. Actually, they hold for Lp-
norms with 2 < p ≤ 4. The upper bound 4 is given by the trace lemma, the lower bound
2 by the fact that at certain levels of the proof, in the surfaces St∗,u′ , we have to bound
the L∞-norms of the quantities we estimate, and we only have them in Lp up to their first
derivatives, we have to require p > 2. This is necessary in view of the fact that for the said
surfaces it is W pm ↪→ L∞ for mp > 2.
Finally, all the bootstrap arguments close and so does the overall bootstrap argument, which
finishes the proof of the main theorem.
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Conlcuding, we find that the estimates for some of our main quantities are borderline from the
point of view of decay, which means that it is not possible to relax further our assumptions.
This indicates that the conditions in our theorem are sharp in so far as the assumptions on
the decay at infinity on the initial data are concerned.
Acknowledgment. The results of my work [6], [7], on which this paper is based are from
my Ph.D. thesis at the Swiss Federal Institute of Technology (ETH) Zurich. I would like
to express my deepest gratitude to my thesis advisor Demetrios Christodoulou for his con-
stant guidance and support and for many interesting discussions. Especially I would like to
thank him for his ideas that enter my thesis and monograph, on estimating χ, uniformization
and for the idea of not using rotational vectorfields at all. I also thank Michael Struwe for
helpful comments on my original work and for having been the co-advisor of my thesis. I
thank especially S.-T. Yau for interesting discussions and his encouragement to publish these
results.
47
References
[1] T. Aubin. Nonlinear Analysis on Manifolds. Monge-Ampe`re Equations. Grundlehren
d. math. Wissenschaften. 252. Springer. New York. (1982).
[2] R. Bartnik. Existence of maximal surfaces in asymptotically flat space-times.
Comm.Math.Phys. 94. (1984). 155-175.
[3] R. Bartnik. The mass of an asymptotically flat manifold. Comm.Pure appl.Math. 39.
(1986). 661-693.
[4] R. Bartnik, P.T. Chrus´ciel, N. O’Murchadha. On Maximal Surfaces in Asymptotically
Flat Spacetimes. Comm.Math.Phys. 130. (1990). 95-109.
[5] L.Bel. Introduction d’un tenseur du quatrieme ordre. C.R.Acad.Sci. Paris 247. (1959).
1094.
[6] L. Bieri. An Extension of the Stability Theorem of the Minkowski Space in General
Relativity. ETH Zurich, Ph.D. thesis. 17178. Zurich. (2007).
[7] L. Bieri. Extensions of the Stability Theorem of the Minkowski Space in General Rel-
ativity. Solutions of the Einstein Vacuum Equations. AMS/IP. Studies in Advanced
Mathematics. Cambridge. MA. (2009).
[8] H. Bondi. Nature. 186. (1960). 535.
[9] Y. Choquet-Bruhat. The´ore`me d’existence pour certain syste`mes d’equations aux
de´rive´es partielles nonline´aires. Acta Math. 88. (1952). 141-225.
[10] Y. Choquet-Bruhat, R. Geroch. Global Aspects of the Cauchy Problem in General Rel-
ativity. Comm.Math.Phys. 14. (1969). 329-335.
[11] D. Christodoulou. Global solutions for nonlinear hyperbolic equations for small data.
Comm.Pure appl.Math. 39. (1986). 267-282.
[12] D. Christodoulou. Nonlinear Nature of Gravitation and Gravitational-Wave Experi-
ments. Phys.Rev.Letters. 67. (1991). no.12. 1486-1489.
[13] D. Christodoulou. The action principle and partial differential equations.
Ann.Math.Studies 146. Princeton University Press. Princeton. NJ. (2000).
[14] D. Christodoulou. The stability of Minkowski spacetime. Surveys in Diff. Geom. VI.
Int. Press. Boston. MA. (1999). 365-385.
[15] D. Christodoulou. The global initial value problem in general relativity. 9th Marcel
Grossmann Meeting. (Rome 2000). 44-54. World Sci. Publishing. (2002).
[16] D. Christodoulou. On the global initial value problem and the issue of singularities.
Classical Quantum Gravity. 16. (1999). no. 12A. A23-A35.
[17] D. Christodoulou. Mathematical problems of general relativity theory I and II. Volume
1: EMS publishing house ETH Zu¨rich. (2008). Volume 2 to apppear: EMS publishing
house ETH Zu¨rich.
48
[18] D. Christodoulou. The Formation of Black Holes in General Relativity. EMS publish-
ing house ETH Zu¨rich. ISBN 978-3-03719-067-8. (2009). http://arxiv.org/abs/0805.3880
(2008).
[19] D. Christodoulou. The Formation of Shocks in 3-Dimensional Fluids. EMS publishing
house ETH Zu¨rich. (2007).
[20] D. Christodoulou, S. Klainerman. Asymptotic properties of linear field equations in
Minkowski space. Comm. Pure Appl. Math. 43. (1990). 137-199.
[21] D. Christodoulou, S. Klainerman. The global nonlinear stability of the Minkowski space.
Princeton Math.Series 41. Princeton University Press. Princeton. NJ. (1993).
[22] D. Christodoulou, N. O’Murchadha. The boost problem in General Relativity.
Comm.Math.Phys. 80.
[23] H. Friedrich. On the Existence of n-Geodesically Complete or Future Complete Solutions
of Einstein’s Field Equations with Smooth Asymptotic Structure. Comm.Math.Phys.
107. (1986). 587-609.
[24] S.H. Hawking, G.F.R. Ellis. The large scale structure of space-time. Cambridge Mono-
graphs on Math.Phys. Cambridge Univ. Press. (1973).
[25] E. Hebey. Nonlinear analysis on manifolds: Sobolev spaces and inequalities Courant
lecture notes. 5 . New York. (2000).
[26] E. Hebey. Sobolev Spaces on Riemannian Manifolds. Lecture Notes in Math. 1635.
Springer. (1996).
[27] L. Ho¨rmander. On Sobolev spaces associated with some Lies algebras. Report N0:4.
Inst.Mittag-Leffler. (1985).
[28] S. Klainerman, F. Nicolo`. The Evolution Problem in General Relativity. Progress in
Math.Phys. 25. Birkha¨user. Boston. (2003).
[29] J.M. Lee, T.H. Parker. The Yamabe problem. Bull.Amer.Math.Soc. 17. No. 1. (1987).
37-91.
[30] H. Lindblad, I. Rodnianski. Global Existence for the Einstein Vacuum Equations in
Wave Coordinates. Comm.Math.Phys. 256. (2005). 43-110.
[31] H. Lindblad, I. Rodnianski. The global stability of Minkowski space-time in harmonic
gauge. To appear.
[32] E.T. Newman, K.P.Todd. Asymptotically flat space-times. General Relativity and Grav-
itation, vol.2. A.Held. Plenum. (1980).
[33] R. Osserman. The isoperimetric inequality. Bull A.M.S. 84. (1978). 1182-1238.
[34] C. Parker, C.H. Taubes. On Witten’s Proof of the Positive Energy Theorem. Comm.
Math. Phys. 84. (1982). 223-228.
[35] R. Penrose. Gravitational collapse and space-time singularities. Phys. Rev. Letters. 14.
(1965). 57-59.
49
[36] R. Penrose. Structure of space-time. Batelle Rencontre, C.M. DeWitt and J.A. Wheeler
(1967).
[37] R. Penrose. Gravitational collapse: the role of general relativity. Rivista del Nuovo
Cimento 1. (1969). 252-276.
[38] R. Penrose. Singularities and time-asymmetry. General Relativity, an Einstein Cen-
tenary Survey. S.W. Hawking and W. Israel (editors). Cambridge Univ. Press. (1979).
581-638.
[39] M. Struwe. Variational Methods. Applications to Nonlin. PDE’s and Hamiltonian Sys-
tems. A Series of Modern Surveys in Math. 34. 3rd ed. Springer. Berlin. (2000).
[40] R. Schoen, S.T. Yau. On the proof of the positive mass conjecture in general relativity.
Comm.Math.Phys. 65. (1979). 45-76.
[41] E. Witten. A new proof of the positive energy theorem. Comm.Math.Phys. 80. (1981).
381-402.
[42] N. Zipser. The Global Nonlinear Stability of the Trivial Solution of the Einstein-Maxwell
Equations. Ph.D. thesis. Harvard Univ. Cambridge MA. (2000).
[43] N. Zipser. Extensions of the Stability Theorem of the Minkowski Space in General Rel-
ativity. Solutions of the Einstein-Maxwell Equations. AMS/IP. Studies in Advanced
Mathematics. Cambridge. MA. (2009).
50
