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1. Introduction. Let G be an abelian group. A function a : G → R is
additive, if the Cauchy functional equation
a(x+ y) = a(x) + a(y) (x, y ∈ G)
is satisfied. It is easily seen that functions f : G→ R given by
f(x) = |a(x)| (x ∈ G), where a : G→ R is additive,(1)
fulfill the two functional equations
max{f(x+ y), f(x− y)} = f(x) + f(y) (x, y ∈ G),(2)
min{f(x+ y), f(x− y)} = |f(x)− f(y)| (x, y ∈ G).(3)
In a joint paper with Simon [14] it has been proved that (2) characterizes
the functions (1); in the meantime there are new proofs by Fechner [4] and
by Kochanek [8], cf. the general remarks in the next section. In a joint paper
with Redheffer [13] a Pexider form of (2) has been solved, viz.
f(x) + g(y) = max{h(x+ y), h(x− y)} (x, y ∈ G)
for unknown functions f, g, h : G→ R.
In the third section the stability of (2) will be shown: The proof was already
presented during the 45th International Symposium on Functional Equations
at Bielsko-Bia la 2007; cf. [17]. Further stability results in connection with (2)
are in Fechner’s paper [4]. The stability of a generalization of (2) has been
given in a joint paper with Gila´nyi and Nagatou [6], viz. the stability of
max{f((x ◦ y) ◦ y), f(x)} = f(x ◦ y) + f(y)
for real valued functions defined on a square-symmetric groupoid with a left
unit element.
Some other recent results on stability should be mentioned, too. To explain
them, let us first observe that in [14] also the equation
max{f(x+ y), f(x− y)} = f(x)f(y) (x, y ∈ G)(4)
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has been considered. The functional equations (2), (3), (4) have complex
analogues: Let V be a complex vector space, let T = {χ | χ ∈ C, |χ| = 1}
denote the unit circle in C, and look at the equations
sup
χ∈T
f(x+ χy) = f(x) + f(y) (x, y ∈ V ),(5)
inf
χ∈T
f(x+ χy) = |f(x)− f(y)| (x, y ∈ V ),(6)
sup
χ∈T
f(x+ χy) = f(x)f(y) (x, y ∈ V )(7)
for functions f : V → R. In a joint paper with Baron [3] it has been shown
that the solutions of each of the equations (5), (6) are given by f(x) =
|ϕ(x)| (x ∈ V ), ϕ : V → C being a linear functional, and from Przebieracz
[11] it is known that the non-identically vanishing solutions of (7) are f(x) =
e|ϕ(x)| (x ∈ V ), again ϕ : V → C being linear.
According to Przebieracz [12] the functional equations (5), (6) are stable,
and in [11] she gives a very general theorem, which implies the superstability
of each of the equations (4), (7), the superstability being understood as in
Moszner’s survey [10].
The last section is devoted to (3) in the case G = R, hence to
min{f(x+ y), f(x− y)} = |f(x)− f(y)| (x, y ∈ R)(8)
for functions f : R → R. In [14] a solution different from the functions (1)
had been mentioned, viz. the continuous function f occuring below in (9) for
p = c = 1. Here we determine all continuous solutions of (8): They are given
by f(x) = c|x| (x ∈ R), where c ≥ 0, and by
f(x+ p) = f(x) (x ∈ R), f(x) = c|x| (|x| ≤ p/2),(9)
where p, c are positive numbers.
This result was presented by the second author during the Conference on
Inequalities and Applications ’07 at Noszvaj 2007; unfortunately, neither title
nor abstract of the talk are given in [1], nevertheless the abstract can be found
in the internet, cf. [18].
Finally we get the continuous solutions of (8) under weaker regularity conditions;
e.g., continuity at one point is sufficient.
According to Baron [2] a solution f : R→ R of (8) is continuous, if it is Baire
measurable in an open neighborhood of zero, and according to Kochanek
and Lewicki [9] it is continuous, if it is Lebesgue measurable in an open
neighborhood of zero. In fact, both papers [2] and [9] consider generalizations
of (3) on some topological groups G.
Let us now show the existence of discontinuous solutions of (8) which are not
absolute values of additive functions. For this, the following simple remark
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of Kochanek [7] is helpful: If f : G→ R solves (3) and a : G→ G is additive,
then g(x) = f(a(x)) (x ∈ G) also solves (3). So, let us take a discontinuous,
additive a : R → R and one of the functions f : R → R from (9) (p, c being
positive). Then g = f ◦ a is a bounded, discontinuous solution of (8).
2. General remarks. The proof of the following simple theorem will be
given without using results from the literature.
Theorem 1. Let G be an abelian group. Then f : G→ R satisfies
max{f(x+ y), f(x− y)} = f(x) + f(y) (x, y ∈ G)(2)
if and only if simultaneously
min{f(x+ y), f(x− y)} = |f(x)− f(y)| (x, y ∈ G)(3)
and
f(2x) = 2f(x) (x ∈ G)(10)
hold true.
Proof. 1. Let f satisfy (2). Setting y = x = 0 gives f(0) = 0, and then
y = x leads to f(x) ≥ 0 (x ∈ G) and to (10). From the identity max{α, β}+
min{α, β} = α + β (α, β ∈ R) we have
max{f(x+ y), f(x− y)}+ min{f(x+ y), f(x− y)} = f(x+ y) + f(x− y).
Applying (2) to both sides gives
f(x) + f(y) + min{f(x+ y), f(x− y)} = max{f(2x), f(2y)},
and finally we use (10) to get
min{f(x+ y), f(x− y)} = 2 max{f(x), f(y)} − f(x)− f(y) = |f(x)− f(y)|.
Thus, (3) is shown.
2. Now let (3) and (10) hold. Here we use the identity max{α, β}−min{α, β} =
|α− β| to get
max{f(x+ y), f(x− y)} −min{f(x+ y), f(x− y)} = |f(x+ y)− f(x− y)|.
Applying (3) to both sides gives
max{f(x+ y), f(x− y)} − |f(x)− f(y)| = min{f(2x), f(2y)},
and then we use (10) to get
max{f(x+ y), f(x− y)} = 2 min{f(x), f(y)}+ |f(x)− f(y)| = f(x) + f(y).
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This proves (2).
Kochanek [8] shows that a function f : G → R solves (3), (10) if and only
if (1) holds. Because of Theorem 1, this is a new proof of the corresponding
result from [14] concerning the functional equation (2). Another new proof
is due to Fechner [4]: Using a result of Ger [5] he shows that the functions
(1) can be characterized as solutions of
|f(x)− f(y)| = f(x+ y) + f(x− y)− f(x)− f(y) (x, y ∈ G)(11)
having the property
f(0) = 0.(12)
Similarly to Theorem 1 we have
(11), (12) ⇐⇒ (2).
Indeed, first of all (11) can be rewritten as
2 max{f(x), f(y)} = f(x+ y) + f(x− y).(13)
From this and (12), y = x leads to (10), and then (13) gives
max{f(x+ y), f(x− y)} = 1
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(f(2x) + f(2y)) = f(x) + f(y),
i.e., (2) holds. Conversely, (2) implies (12) as well as
f(x+ y) + f(x− y) = max{f(2x), f(2y)} = 2 max{f(x), f(y)},
i.e., (13) holds, hence also (11).
3. Stability of (2).
Theorem 2. Let G be an abelian group, and let g : G→ R satisfy
|max{g(2x), g(0)} − 2g(x)| ≤ ε (x ∈ G).(14)
Then there exists a solution f : G→ R of
max{f(2x), f(0)} = 2f(x) (x ∈ G)(15)
such that
−3ε ≤ f(x)− g(x) ≤ ε (x ∈ G).(16)
Moreover, f is given by
f(x) = lim
n→∞
1
2n
g(2nx) (x ∈ G),(17)
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and this function is uniquely determined by (15) and the requirement of f−g
to be bounded (hence by (15) and (16)).
Proof. 1. With x = 0 in (14) we have |g(0)| ≤ ε. Then (14) implies −ε ≤
g(0) ≤ ε+ 2g(x), which leads to
−ε ≤ g(x) (x ∈ G).(18)
Using this with x replaced by 2x, we have g(0) ≤ ε = 2ε − ε ≤ 2ε + g(2x),
and then (14) gives
2g(x) ≤ ε+ max{g(2x), g(0)} ≤ 3ε+ g(2x).
Again using (14), we finally get
−3ε ≤ g(2x)− 2g(x) ≤ ε (x ∈ G).(19)
2. Starting with (19), it is standard that f : G→ R given by (17) exists, this
function satisfies
f(2x) = 2f(x) (x ∈ G)(20)
as well as (16) (cf., e.g., [15]). Now (17), (18) imply f(x) ≥ 0 for x ∈
G, therefore we get (15) from (20). On the other hand, (15) means just
f(2x) = 2f(x) ≥ 0 (x ∈ G), and with this remark the uniqueness assertion
in Theorem 2 easily follows.
Theorem 3. Let G be an abelian group, and let g : G→ R satisfy
|max{g(x+ y), g(x− y)} − g(x)− g(y)| ≤ ε (x, y ∈ G).(21)
Then there exists a unique solution f : G→ R of
max{f(x+ y), f(x− y)} = f(x) + f(y) (x, y ∈ G)(2)
such that
−3ε ≤ f(x)− g(x) ≤ ε (x ∈ G).(16)
Moreover, f is given by (17).
Proof. With y = x in (21) we get (14), hence we have the function f : G→ R
from Theorem 2. It remains to show that f solves (2). To do this, we write
(21) with x, y replaced by 2nx, 2ny, respectively, we divide by 2n, and we let
n tend to infinity; using (17) leads to (2).
Remark. Theorems 2, 3 show that the functional equations (15) and (2)
are stable in the sense of Po´lya-Szego˝-Hyers-Ulam. Our main goal was the
stability of (2), but we derived it from the stability of the single-variable
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equation obtained by taking y = x in (2). The general method behind this
has been presented during the 42nd International Symposium on Functional
Equations at Opava 2004; cf. [16].
4. The continuous solutions of (8).
Theorem 4. a) The continuous solutions f : R→ R of
min{f(x+ y), f(x− y)} = |f(x)− f(y)| (x, y ∈ R)(8)
are given by f(x) = c|x| (x ∈ R), where c ≥ 0, and by
f(x+ p) = f(x) (x ∈ R), f(x) = c|x| (|x| ≤ p/2),(9)
where p, c are positive numbers.
b) If a solution f : R→ R of (8) is continuous at zero, then it is continuous
at every point x from R.
Proof. 1. Let f be an arbitrary solution of (8). It is easily seen that
f(−x) = f(x) ≥ 0 = f(0) (x ∈ R).
Furthermore, every zero of f is a period of this function, i.e.,
f(p) = 0⇒ f(x+ p) = f(x) (x ∈ R).
Indeed, from f(p) = 0 we get for x ∈ R that
f(x) = f(x)− f(p) = min{f(x+ p), f(x− p)} ≤ f(x+ p),
and because of f(−p) = 0 we have analogously
f(x+ p) ≤ f(x+ p+ (−p)) = f(x).
Let us observe that (8) implies
|f(x)− f(y)| ≤ f(x− y) (x, y ∈ R),(22)
which also can be written as
|f(y + z)− f(y)| ≤ f(z) (y, z ∈ R).(23)
Part b) now follows from (22) by taking the limit y → x; we have f(x−y)→
f(0) = 0.
2. It remains the proof of a). Let us first mention that all the functions given
in a) are indeed continuous solutions of (8). From now on let f : R → R be
a continuous solution of (8).
Case I: f(x) 6= 0 for x 6= 0.
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Then f is strictly increasing on [0,∞[, for otherwise f(x) = f(y) would be
possible, where 0 < y < x, and (8) would imply f(x+y) = 0 or f(x−y) = 0,
which gives a contradiction. For 0 < y < x we now have 0 < x− y < x + y,
hence f(x− y) < f(x+ y), and (8) leads to
f(x− y) = f(x)− f(y) (0 ≤ y ≤ x).
f being continuous, we thus have f(x) = cx (x ≥ 0), and finally we get
f(x) = c|x| (x ∈ R), where c > 0.
Case II: f(x) = 0 for some x 6= 0 happens.
Without loss of generality we suppose f(x) 6≡ 0. Now f has positive zeros.
They are periods of the continuous function f , hence there is a smallest zero
p > 0. This implies
f(0) = f(p) = 0, f(x) > 0 (0 < x < p).(24)
We can show:
f is strictly increasing on [0, p/2].(25)
Indeed, otherwise f(x) = f(y) would be possible, where 0 < y < x ≤ p/2.
Then (8) implies f(x+ y) = 0 or f(x− y) = 0, and because of 0 < x+ y < p
and 0 < x− y < p we arrive at a contradiction to (24).
From (8), (24) we get
∣∣f (p
2
+ x
)− f (p
2
− x)∣∣ = min{f(p), f(2x)} = 0, which
gives
f
(p
2
+ x
)
= f
(p
2
− x
)
(x ∈ R).(26)
Consider 0 ≤ y ≤ x ≤ p/4. Then 0 ≤ x − y ≤ x + y ≤ p/2, and (25)
implies f(x − y) ≤ f(x + y). We also have f(y) ≤ f(x), therefore (8) leads
to f(x)− f(y) = min{f(x+ y), f(x− y)} = f(x− y), hence we have shown
f(x)− f(y) = f(x− y) (0 ≤ y ≤ x ≤ p/4).
f being continuous, we thus get
f(x) = cx (0 ≤ x ≤ p/4),(27)
c being a positive number.
For 0 ≤ y ≤ p/4 we obtain from (26), (8), (25), (27)
f
(p
2
− y
)
= min
{
f
(p
2
+ y
)
, f
(p
2
− y
)}
= f
(p
2
)
− f(y) = f
(p
2
)
− cy.
When substituting x = (p/2)−y (p/4 ≤ x ≤ p/2), we see that on the interval
[p/4, p/2] the function f represents a straight line with slope c. Because of
(27) we thus have f(x) = cx (0 ≤ x ≤ p/2); from this and from f(x + p) =
f(x) = f(−x) (x ∈ R) we finally get (9).
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In the proofs of the next two theorems we shall use the set N = {1, 2, 3, . . . }
and the sequence space
c0 = {(yn)n∈N | yn ∈ R (n ∈ N), yn → 0 (n→∞)}.
Theorem 5. Let f : R→ R solve
min{f(x+ y), f(x− y)} = |f(x)− f(y)| (x, y ∈ R),(8)
and suppose f to be continuous at a point x0 from R. Then f is continuous.
Proof. 1. Because of Theorem 4b) it is sufficient to check the continuity of
f at zero. We have
|f(x0)− f(y)| = min{f(x0 + y), f(x0 − y)} → f(x0) (y → 0),(28)
and if f(x0) = 0, then we get f(y)→ 0.
2. Now we suppose
f(x0) 6= 0.(29)
For (yn)n∈N ∈ c0 we get from (28) that (f(yn))n∈N is a bounded sequence with
at most two accumulation points, namely zero and 2f(x0). We shall exclude
the second case, then we are done. Let us first observe that for (yn), (zn) ∈ c0
we have
f(yn)→ 0, f(zn)→ 0⇒ f(yn + zn)→ 0;
this follows from (23). As a simple consequence we get:
(zn) ∈ c0, f(zn)→ 0, k ∈ N⇒ f(kzn)→ 0 (n→∞).(30)
3. To finish the proof, we like to rule out the existence of (yn) ∈ c0 such that
f(yn)→ 2f(x0).(31)
(If 2f(x0) is an accumulation point of (f(yn))n∈N, we always arrive at (31)
by taking an appropriate subsequence, if necessary.) Consider k ∈ N. Our
assumption (31) implies
f
(
1
k
yn
)
→ 2f(x0) (n→∞),(32)
for otherwise zero would be an accumulation point of
(
f
(
1
k
yn
))
n∈N, and we
could apply (30) to show that zero also is an accumulation point of the
sequence (f(yn)), which contradicts (31).
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Now (32) implies
f
(
1
2
yn
)
→ 2f(x0), f
(
1
3
yn
)
→ 2f(x0), f
(
1
6
yn
)
→ 2f(x0).
From (8) we get∣∣∣∣f (13yn
)
− f
(
1
6
yn
)∣∣∣∣ = min{f (12yn
)
, f
(
1
6
yn
)}
(n ∈ N),
and n→∞ leads to 0 = 2f(x0), which contradicts (29).
The next theorem is a special case of those results from Baron [2] and from
Kochanek and Lewicki [9], which have been mentioned in the Introduction;
its proof is simple.
Theorem 6. Let f : R→ R solve
min{f(x+ y), f(x− y)} = |f(x)− f(y)| (x, y ∈ R),(8)
and suppose there is an open neighborhood U of zero, where f is bounded and
lower semicontinuous. Then f is continuous.
Proof. Because of Theorem 4b) it is sufficient to check the continuity of f
at zero. The boundedness of f in U implies γ := lim
x→0
f(x) to be finite. We
choose (xn)n∈N ∈ c0 such that f(xn) → γ. Without loss of generality we
assume xn ∈ U (n ∈ N). For fixed n ∈ N we have
limk→∞f(xn + xk) ≥ limx→xnf(x) ≥ f(xn)
and
limk→∞f(xn − xk) ≥ limx→xnf(x) ≥ f(xn),
hence, by (8),
|f(xn)− γ| ≥ f(xn).
Now n→∞ yields γ = 0.
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