We prove Bismut-type formulae for the first and second derivatives of a Feynman-Kac semigroup on a complete Riemannian manifold. We derive local estimates and give bounds on the logarithmic derivatives of the integral kernel. Stationary solutions are also considered. The arguments are based on local martingales, although the assumptions are purely geometric.
Introduction
Suppose M is a complete Riemannian manifold of dimension n with Levi-Civita connection ∇. Denote by ∆ the Laplace-Beltrami operator, suppose Z is a smooth vector field and set L := 1 2 ∆ + Z. Any elliptic diffusion operator on a smooth manifold induces, via its principle symbol, a Riemannian metric with respect to which it takes this form.
Denote by x t a diffusion on M starting at x 0 ∈ M with generator L and explosion time ζ(x 0 ). The explosion time is the random time at which the process leaves all compact subsets of M . Suppose V : [0, ∞) × M → R is a smooth function which is bounded below and denote by P V t f the associated Feynman-Kac semigroup, acting on bounded measurable functions f . For T > 0 fixed, P V t f is smooth and bounded on (0, T ] × M , satisfies the parabolic equation (2) is represented probabilistically by the Feynman-Kac formula
In the self-adjoint case, equation (1) corresponds (via Wick rotation) to the Schrödinger equation for a single non-relativistic particle moving in an electric field in curved space.
In this sense, the derivative dP V T f corresponds to the momentum of the particle and LP V T f the kinetic energy. In this article, we prove probabilistic formulae and estimates for dP V T f , LP V T f and ∇dP V T f . In doing so, we extend results in [18] (by including V ) and in [1] (by including Z and V ). In each case, we allow for unbounded and time-dependent V . Our approach is more concise than that of [1] , since we avoid the extrinsic argument in favour of the differential Bianchi identity. Our results imply new Bismut-type formulae for the derivatives of the heat kernel in the forward variable (see, for example, Corollary 2.3).
Our formula for dP V T f is given by Theorem 2.2. For v ∈ T x0 M it states (dP V T f )(v) = −E V T f (x T )1 {T <ζ(x0)} T 0 W s (k s v), // s dB s + dV T −s (W s (k s v))ds where // t and W t are the usual parallel and damped parallel transports, respectively, and B t the martingale part of the antidevelopment of x t to T x0 M . The process k t is chosen so that it vanishes once x t exits a regular domain (an open connected subset with compact closure and smooth boundary). Imposing this condition on k t obviates the need for any assumptions on Ric Z . Conversely, if we assume Ric Z is bounded below then we can choose k t = (T − t)/T and our formula for dP V t f reduces to that of [5, Theorem 5.2] .
Formulae in [5] are derived from the assumption that one can differentiate under the expectation, and thus require global assumptions. Our approach, on the other hand, follows that of [18] and [1] in using local martingales to obtain local formula for which no assumptions are needed.
Our formula for LP V T f is given by Theorem 2.6. It states
where the processes k and l are assumed to vanish outside of a regular domain. A formula for ∆P T (acting on differential forms) was previously given in [6] , for the case of a compact manifold with Z = 0 and V = 0. Our formula for ∇dP t f is given by Theorem 2.8. 
with E ∈ R are subject to a similar analysis, as outlined in Section 3. In Section 4 we derive local estimates, using the formulae of Section 2 and local assumptions on curvature and the derivative of the potential function. We do so by choosing the processes k and l appropriately, as in [18] and [1] , and applying the Cauchy-Schwarz inequality. These local estimates are given by Theorems 4.1, 4.3 and 4.5; global estimates are then given as corollaries. The global estimates are derived under appropriate global assumptions and imply the boundedness of dP
These bounds lead to the non-local formulae of Section 5, in which the processes k and l are chosen deterministically. For the case in which Z is a gradient, estimates on the logarithmic derivatives of the integral kernel can then be derived, using Jensen's inequality. They are given in Section 6 and extend those of [8] and [17] .
Local Formulae
For the remainder of this article, we fix T > 0 and set f t := P V T −t f .
Gradient
Denote by Ric Z := Ric − 2∇Z the Bakry-Emery tensor (see [3] ). Then the damped parallel transport W t : T x0 M → T xt M is the solution, along the paths of x t , to the covariant ordinary differential equation
with W 0 = id Tx 0 M . Suppose D is a regular domain in M with x 0 ∈ D and denote by τ the first exit time of x t from D.
Lemma 2.1. Suppose v ∈ T x0 M and that k is a bounded adapted process with paths in the Cameron-Martin space
is a local martingale on [0, τ ∧ T ).
Proof. Setting N t (v) := df t (W t (v)) we see by Itô's formula and the relations
(the first one is the Weitzenböck formula) that
where m = denotes equality modulo the differential of a local martingale. Recalling the definition of V t given by equation (2) , it follows that 
and integration by parts we see that
is also a local martingale and so the lemma is proved. 
Proof. As in the proof of [18, Theorem 2.3] , the process k t can be modified to k t so that k t = k t for t ≤ τ ∧ (T − 2 ) and k t = 0 for t ≥ τ ∧ (T − ), cutting off appropriately in between. Since (df t ) x is smooth and therefore bounded for (t,
follows from Lemma 2.1 and the strong Markov property that formula (6) holds with k t in place of k t . The result follows by taking ↓ 0.
Denoting by p Z T (x, y) the transition density of the diffusion with generator L, using Theorem 2.2 we can easily obtain the following Bismut formula, for the derivative of p Z T (x, y) the in the forward variable y. 
where here x t is a diffusion on M with generator
Proof. According to the Fokker-Planck equation, we have
where p −Z,− div Z T (y, x) denotes the minimal integral kernel for the semigroup generated by the operator L * =
The result is therefore obtained simply by conditioning in Theorem 2.2, having replaced Z with −Z and V with div Z. 
Generator
Proof. Defining
we have, by Itô's formula, that
and so
is a local martingale, with
By the Weitzenbock formula
Consequently, for an orthonormal basis {e i } n i=1 of T x0 M , by integration by parts we have
is a local martingale and therefore
is also a local martingale. By the assumptions on k and l it follows from Lemma 2.1 that
is a local martingale and therefore so is
is a local martingale, the result follows.
Lemma 2.5. Suppose x 0 ∈ D 1 , f ∈ B b , V bounded below and 0 < S < T . Suppose k is a bounded adapted process with paths in the Cameron-Martin space
Proof. By Itô's formula, we have 
Proof. Modifying the process l t to l t as in the proof of Theorem 2.2, it follows from Lemma 2.4, the strong Markov property, the boundedness of
holds with l t in place of l t . The formula also holds as stated, in terms of l t , by taking ↓ 0. Applying the Itô formula yields
The result follows from this by Lemma 2.5.
Hessian
For each w ∈ T x0 M define an operator-valued process W t (·, w) : Lemma 2.7. Suppose v, w ∈ T x0 M , 0 < S < T and that k, l are bounded adapted processes with paths in the Cameron-Martin space
Proof. Setting
we see by Itô's formula and the relations
(the fourth one is a consequence of the differential Bianchi identity; see [4, p. 219] ) that
It follows that
is a local martingale. By the formula
is a local martingale. Similarly, by the formula
is yet another local martingale. Therefore
is a local martingale. By Lemma 2.1 it follows that 
Proof. Modifying the process l t to l t as in the proof of Theorem 2.2, it follows from Lemma 2.7, the strong Markov property, the boundedness of
holds with l t in place of l t , and therefore in terms of l t by taking ↓ 0. Paying close attention to the assumptions on l and k, it follows from this, by Theorem 2.2 and the strong Markov property, that Remark 2.9. We have assumed that V is bounded below and smooth. However, so long as V is bounded below and continuous with V t ∈ C 1 for each t ∈ [0, T ] and 
Stationary Solutions
on the regular domain D, for some E ∈ R and a function V ∈ C 2 which does not depend on time and which is bounded below. Denoting by τ the first exit time from D of the diffusion x t with generator L and assuming x 0 ∈ D, one has, in analogy to the Feynman-Kac formula (3), the formula
Furthermore, the methods of the previous section can easily be adapted to find formulae for the derivatives of φ. In particular, one simply sets f t = φ, replaces V T −t with V − E and the calculations carry over almost verbatim (although there is no application of the strong Markov property; in this case the local martingale property is enough). In particular, for the derivative dφ, supposing k is a bounded adapted process with paths in the Cameron-Martin space
for each v ∈ T x0 M . When V = 0 and E = 0 this formulae reduces to the one given in [18] . Similarly, denoting by D 1 a regular domain with x 0 ∈ D 1 and D 1 ⊂ D and by σ the first exit time of x t from D 1 , supposing k, l are bounded adapted processes with paths in the Cameron-Martin space 
Then there exists a positive constant
Proof. According to [1] , the process k t appearing in Theorem 2.2 can be chosen so that
for a positive constantC which depends continuously on κ, n and d(∂D 0 , ∂D). The details of this can be found in [19] . By Theorem 2.2 and the Cauchy-Schwarz inequality, using equation (4) and the parameter κ D to control the size of the damped parallel transport, we have
so the estimate (13) 
Proof. According to [1] , the processes k t and l t appearing in Theorem 2.6 can be chosen so that
for all s ∈ [0, T ], almost surely, with
for positive constantsC 1 andC 2 which depend continuously on κ, n and on d(∂D 0 , ∂D 1 ) and d(∂D 0 , ∂D 2 ), respectively. By Theorem 2.6 and the Cauchy-Schwarz inequality we
so the result follows by substituting the bounds on k,k, l andl. 
Proof. Recalling the defining equation for W s (v, w) and choosing the processes k t and l t as in the proof of Theorem 4.3, it follows for the process k t that 
Non-local Formulae
If Ric Z is bounded below then, by [21, Corollary 2.1.2], the diffusion x t is non-explosive, which is to say ζ(x 0 ) = ∞, almost surely. While the formulae in this section require nonexplosion and global bounds on the various curvature operators, they are expressed in terms of explicit and deterministic processes k and l.
Suppose Ric Z is bounded below with |dV | bounded and V bounded below. Then and which, as observed in [14] , contains a slight error, permuting the vectors v and w.
Remark 5.4. Our gradient and Hessian formulae require V ∈ C 1 and V ∈ C 2 , respectively (see Remark 2.9). More generally, it is desirable to consider possibly very singular potentials, such as those which appear in many quantum mechanical problems. See, for example, [7] and [15] . It was pointed out to the authors of [5] by G. Da Prato, and to the author of this article by X.-M. Li, that non-smooth potentials V can be dealt with using the variation of constants formula:
where P T denotes the minimal semigroup associated to the operator L. So long as P V T f is sufficiently regular, formulae and estimates dP V T f can be obtained from formulae and estimates for dP T f , simply by differentiating the above formula. In particular, this approach results in gradient estimates depending only on V ∞ (like those in [15] for domains in R n ). Our gradient estimate, Theorem 4.1, on the other hand, does not require that V is bounded (only bounded below). For the second derivatives one must take care in passing the derivatives through the integral in formula (14) . For the case in which the potential is a bounded Hölder continuous function V which does not depend
