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Introduction
The area of limit theorems for stochastic processes has been growing steadily in the last 50 years, especially after the publication of Billingsley's seminal monograph [4] . This area has developed from the original investigations of Donsker [7] and Skorohod [11, 12] regarding the asymptotic behaviour of the partial sum process associated with independent identically distributed (i.i.d.) random variables. These results state that if the variables have finite variance, the partial sum process converges in distribution to the Brownian motion, whereas if the variables have regularly varying tail probabilities with index α ∈ (0, 2), the partial sum process converges in distribution to an α-stable Lévy motion.
In the recent article [1] , we proved an extension of this later result to random elements with values in the Skorohod space D = D[0, 1] of càdlàg functions on [0, 1] (i.e. rightcontinuous functions with left limits), the limit being an infinite-dimensional process called the D-valued α-stable Lévy motion. This study was motivated by the fact that nowadays, data is no longer observed at fixed moments at time, but is recorded continuously over a fixed period of time (or a region in space), which can be modeled by the interval [0, 1] . This approach was initiated in article [6] in which the authors considered the example of the high-tide water level observed continuously at any location along the northern coast of the Netherlands. Another example is the evolution of a stock price which is monitored continuously between 9 a.m and 5 p.m. when the stock market operates; if the price is likely to exhibit a sudden drop or increase, then its behaviour over this 8-hour window can be viewed as the sample path of a random process with values in D.
In [1] , we proved that the D-valued α-stable Lévy motion {Z(t)} t∈[0,1] arises as the limit in distribution of the partial sum process {S n (t) = a 1] associated with a sequence (X i ) i≥1 of i.i.d. random elements in D, which are "regularly varying" in the sense introduced in [9] . Moreover, the sample paths of this process belong to the space D([0 . We interpret t as the time variable and s as the space variable.
The goal of the present article is to provide some of the technical details which are missing from the companion article [1] , related to the weak convergence and tightness of probability measures on the space D([0, 1]; D), providing in this way some useful tools for developing new limit theorems for random elements in D. In order to do this, we need first to develop a compactness criterion for subsets of D([0, 1]; D). We note that the space D([0, 1]; D) is endowed with a Skorohod-type topology which was introduced in [13] for spaces of the form D([0, 1]; S), where S is a Polish space, i.e. a complete separable metric space. The main result of the present article is Theorem 3.6 which gives a criterion for tightness of probability measures on D([0, 1]; D). This result is new in the literature and has been used in the recent article [1] for proving the existence of the D-valued α-stable Lévy motion with α > 1 (see the proof of Theorem 3.14 of [1] ). The problem of weak convergence and tightness for probability measures on the space D([0, ∞); S) of càdlàg functions defined on [0, ∞) with values in a Polish space S was also studied in [8] (Chapter 3, Sections 5-9), but the particular result that we obtained when S = D is not discussed in this reference.
Although it does not have a direct relationship with the results that we present here, we should mention that a version of the Itô-Nisio theorem for the sum of i.i.d. random processes with sample paths in D([0, 1]; E) was proved in [2] , when E is a separable Banach space. The space D equipped with the uniform norm is a Banach space, but is not separable, and therefore the result of [2] does not apply to
This article is organized as follows. In Section 2, we introduce the space
and discuss some of its properties. In Section 3, we present some criteria for tightness and weak convergence of probability measures on D([0, 1]; D). One of these criteria, namely Theorem 3.8 below, has been used in the proof of Theorem 3.14 of [1] . In Section 4, we refine the criterion for weak convergence and we derive a result about existence of a process with sample paths in D([0, 1]; D). These results generalize classical results from [4, 5] and may be useful in future investigations. The Skorohod distance d J 1 on D is defined as follows: for any x, y ∈ D, 
for any x, y ∈ D, where λ 0 = sup s<s ′ log
and therefore
Taking λ = e in (1), we obtain:
Note that
For functions (x n ) n≥1 and x in D, we write x n
A set {t i } 0≤i≤v with 0 = t 0 < t 1 < . . . < t v = 1 is called δ-sparse if min 1≤i≤v (t i −t i−1 ) > δ. For any δ ∈ (0, 1), we consider the following moduli of continuity of a function x ∈ D:
where the infimum is taken over all δ-sparse sets {t i } 0≤i≤v , and
We denote by D the Borel σ-field of D, which coincides with the σ-field generated by the projections π t : D → R, t ∈ [0, 1] given by π t (x) = x(t).
We introduce now the set
x is right-continuous with respect to J 1 , i.e. for any t ∈ [0, 1) and for any (t k ) k≥1 ⊂ [0, 1] with t k → t and t k ≥ t for all k, we have x(t k )
(ii) x has left limits with respect to J 1 , i.e. for any t ∈ (0, 1], there exists x(t−) ∈ D such that for any (t k ) k≥1 ⊂ [0, 1] with t k → t and t k < t for all k, we have x(t k )
For any t ∈ [0, 1], x(t) is an element of D, which we denote by {x(t, s); s ∈ [0, 1]}. In applications, t may be interpreted as time variable, and s as space variable (see [1] ).
The next result shows that a function in D([0, 1]; D) is uniformly bounded in t and s.
, and therefore sup t∈[0,1] x(t) < ∞.
Proof: Let A = {x(t); t ∈ [0, 1]} and {x(t n )} n≥1 be an arbitrary sequence in A. There exists a monotone subsequence (t n k ) k≥1 : either t n k ↓ t or t n k ↑ t. Then either x(t n k )
. This shows that any sequence in A has a J 1 -convergent subsequence. So, A is relatively compact in (D, J 1 ). The last part follows by the characterization of relative compactness in (D, J 1 ) given by Theorem 12.3 of [5] .
We denote by · D the super-uniform norm on D([0, 1]; D) given by:
, given by relation (2.1) of [13] :
where
By relation (5), it follows that for any
Note that for any x, y ∈ D([0, 1]; D), we have:
By definition, d D (x n , x) → 0 if and only if there exists a sequence (λ n ) n≥1 ⊂ Λ such that sup
|λ n (t) − t| → 0 and sup
Similarly to D, the uniform topology on D([0, 1]; D) is stronger than the Skorohod topology on this space: (12)). The following result is also similar to the classical case.
b) Since x is continuous on the compact set [0, 1], it is also uniformly continuous. Hence
The next result show that the super-uniform norm is continuous on
Proof: Let (λ n ) n≥1 ⊂ Λ be such that (12) holds. By (10), we have:
The conclusion follows since x n • λ n D = x n D (because λ n is a one-to-one map). 
The following result is proved similarly to Lemma 1 (page 122) of [5] . 
A consequence of this result is that for x ∈ D([0, 1]; D) and ε > 0, there can be at most finitely many points t ∈ [0, 1] such that d
has a countable set of discontinuities with respect to J 1 , which we denote by Disc(x). The maximum jump of x is defined by:
For any δ ∈ (0, 1) and
where the infimum is taken over all δ-sparse sets {t i } 0≤i≤v . Clearly, the function w
is non-decreasing. The following two results give some further properties of w
Proof: To prove the first relation, let ε > 0 be arbitrary and {t i } 0≤i≤v be the sequence given by Lemma 2.4. Pick 0 < δ ε < min 0≤i≤v (t i − t i−1 ). For any δ ∈ (0, δ ε ), {t i } 0≤i≤v is δ-sparse, and hence w
The last two relations are proved similarly to (12.7) and (12.9) of [5] , using the triangle inequality in (D, d
). We omit the details.
and ε > 0 be arbitrary. We have to prove that there exists
This follows by the same argument as in Lemma 4 (page 130) of [5] , replacing |y(t) − x(λ(t))| by d 0 J 1 (y(t), x(λ(t))) and using the triangle inequality in (D, d
. Similarly to Theorems 12.1 and 12.2 of [5] , and using the fact that D is separable and complete under d 
Proof: Note that conditions (i) and (ii) are equivalent to saying that the set U = {x(t);
. We first prove that U is relatively compact in (D, J 1 ). Let {x n (t n )} n≥1 be an arbitrary sequence in U, with x n ∈ A and t n ∈ [0, 1]. Since A is relatively compact, there exists a subsequence
n is strictly increasing, either λ
In the first case,
This shows that the sequence {x n (t n )} n≥1 has a J 1 -convergence subsequence.
To prove (iii), we apply Dini's theorem, as stated in Appendix M8 of [5] . Since w 
We have the following result. 
As in the classical case, it follows that w 
Proof: If A is relatively compact, then conditions (i)-(iii) of Theorem 2.8 hold. Condition (ii ′ ) follows by applying inequality (12.31) of [5] to the function x(t) ∈ D, for any t ∈ [0, 1]. Condition (iii ′ ) follows by the following inequality (proved similarly to (12.31) of [5] ):
Suppose that conditions (i), (ii ′ ) and (iii ′ ) hold. The fact that A is relatively compact will follow by Theorem 2.8, once we show that conditions (ii) and (iii) of this theorem hold. Condition (ii) follows from (ii ′ ) by applying inequality (12.32) of [5] to the function
This is proved similarly to inequality (12.32) of [5] , using the triangle inequality in D and the fact that x n
We conclude this subsection with a discussion about measurability and finite-dimensional
. By Theorem 2.7 of [13] , D D coincides with the σ-field generated by the projections π Proof: a) Assume that d D (x n , x) → 0. Let (λ n ) n≥1 ⊂ Λ be such that (12) holds. In particular, since λ n (0) = 0, we obtain: d
, by Lemma 2.2.a). Suppose next that x is discontinuous at t with respect to J 1 , i.e. d 0 J 1 (x(t−), x(t)) > 0. Let λ n ∈ Λ be such that λ n (t) = t − 1/n, and λ is linear on [0, t] and [t, 1] . Define x n (s) = x(λ n (s)). Then d D (x n , x) → 0, and
Note that the σ-field generated by D D f,T coincides with σ{π D t ; t ∈ T }, the minimal σ-field with respect to which the maps π D t , t ∈ T are measurable.
To prove the other inclusion, it suffices to show that the identity i :
For this, we use the same argument as in the proof of Theorem 12.5.(iii) of [5] . For any σ = {t i } i=0,...,k such that 0 = t 0 < t 1 < . . . < t k = 1, we define the map
Similarly to Lemma 3 (page 127) of [5] , it can be proved that
For any σ as above, we consider also the map
is endowed with the product topology: if α n , α ∈ D k are such that α n i 
Weak convergence and Tightness
In this section, we study the weak convergence and tightness of probability measures on the space D([0, 1]; D), D D , following the discussion contained in Section 13 of [5] for probability measures on (D, D). We provide some of the details which are missing from [5] ), since they are more delicate and require special attention in our situation.
Recall that if (P n ) n≥1 and P are probability measures on D([0, 1]; D), D D , we say that (P n ) n≥1 converges weakly to P if f dP n → f dP for any If (X n ) n≥1 and X are random elements in D([0, 1]; D) (possibly defined on different probability spaces) with respective laws denoted by (P n ) n≥1 and P , we say that (X n ) n≥1 converges in distribution to X if P n w → P . In this case, we write X n d → X. For any probability measure P on D([0, 1]; D), D D , we let T P be the set of t ∈ [0, 1] for which the projection π D t is d D -continuous a.s. with respect to P . Note that 0, 1 ∈ T P . If t ∈ (0, 1), then t ∈ T P if and only if P (J t ) = 0, where
Using the same argument as in the classical case (page 238 of [5] ), it can be shown that P (J t ) > 0 is possible for at most countably many t ∈ (0, 1). Hence, the complement of T P in [0, 1] is countable. The following result follows by the continuous mapping theorem.
Lemma 3.1. Let (P n ) n≥1 and P be probability measures on
We recall the following definitions. ]). We include it for the sake of completeness.
Definition 3.2. A family Π of probability measures on
Theorem 3.5. Let (P n ) n≥1 and P be probability measures on
and (P n ) n≥1 is tight. Then P n w → P .
Proof: It is enough to prove that for any subsequence (n k ) k≥1 , there exists a further sub-subsequence (k l ) l≥1 such that P n k l w → P as l → ∞ (see e.g. Appendix 5.1.2 of [10] ). Let (n k ) k≥1 be an arbitrary subsequence. By Theorem 3.4, (P n ) n≥1 is relatively compact. Hence, there exists a sub-subsequence (k l ) l≥1 such that P n k l w → Q as l → ∞, for some probability measure
..,t k ) −1 as l → ∞, for any t 1 , . . . , t k ∈ T Q . Uniqueness of the limit implies that:
The set T = T P ∩ T Q contains 0 and 1, and is dense in [0, 1] (since its complement in [0, 1] is countable). By Theorem 2.12, D f,T is a separating class of D D , and hence P = Q.
We continue now with a discussion about tightness. The next result gives a criterion for tightness, being the analogue of Theorem 13. ]). Suppose that (P n ) n≥1 is tight. Let η > 0 and ε > 0 be arbitrary. We have to prove that there exist a > 0, δ ∈ (0, 1) and an integer n 0 ≥ 1 such that for all n ≥ n 0 ,
We will show that (a)-(c) hold with n 0 = 1. By Theorem 3.4, (P n ) n≥1 is relatively compact. Hence, there exists a compact set K in D([0, 1]; D) such that P n (K) ≥ 1 − η for all n ≥ 1. The set K is characterized using Theorem 2.8. More precisely, we know that:
Due to (a ′ ), we can choose a > sup x∈K x D arbitrary. Then K ⊂ {x; x D < a} and so,
′ (x(t), δ) < ε for all t ∈ [0, 1]}, and so
By (c ′ ), there exists δ ∈ (0, 1) such that w ′ D (x, δ) < ε for all x ∈ K. Hence, K ⊂ {x; w ′ D (x, δ) < ε}, and so P n {x; w ′ x, δ < ε} ≤ P n (K c ) ≤ η for all n ≥ 1.
Suppose next that conditions (i)-(iii)
hold. Let η > 0 and ε > 0 be arbitrary. Then there exist a ′ > 0, δ ′ ∈ (0, 1) and an integer n 0 ≥ 1 such that (24) holds for all n ≥ n 0 (with a ′ and δ ′ replacing a and δ). We first prove that (24) actually holds for all n ≥ 1, for some values a and δ which will be given below. Fix i ∈ {1, . . .
is separable and complete, the single probability measure P i is tight, and therefore it satisfies conditions (i)-(iii). Hence, there exists a i > 0 and δ i ∈ (0, 1) such that
Then (24) holds for all n ≥ 1, with a = max{a ′ , max i≤n 0 −1 a i } and δ = min{δ ′ , min i≤n 0 −1 δ i }. Let B = {x; x D < a}. Then P n (B) ≥ 1 − η for all n ≥ 1. By parts (b) and (c) of (24) with ε = 1/k and η replaced by η/2 k , there exists δ k ∈ (0, 1) such that for all n ≥ 1,
We show that K is compact in D([0, 1]; D). By Theorem 2.8, this is equivalent to showing that K satisfies (25). Since x D < a for any x ∈ B and A ⊂ B, we have sup x∈A x D < a. This shows that (a ′ ) holds. Note that for any
, and hence (c ′ ) holds. This proves that (P n ) n≥1 is tight.
The following result gives a replacement for condition (i) in Theorem 3.6. This condition is the analogue of (13.6) of [5] . 
Proof: Suppose that condition (i) of Theorem 3.6 holds. Then (i ′ ) clearly holds, since {x; x(t) ≥ a} ⊂ {x; x D ≥ a} for any t ∈ T . Suppose next that conditions (i ′ ) and (iii) hold. We prove that (i) holds, using a similar argument as in the Corollary on page 140 of [5] . Let η > 0 be arbitrary. By condition (iii), there exist δ ∈ (0, 1) and an integer n 1 ≥ 1 such that
Let {t i } i=1,...,v be a δ-sparse set with 0 = t 0 < t 1 < . . .
Choose points 0 = s 0 < s 1 < . . . < s k = 1 such that s j ∈ T and s j − s j−1 < δ for all k = 1, . . . , k. Let m(x) = max 1≤j≤k x(s j ) . By (26), lim a→∞ lim sup n→∞ P n {x; m(x) ≥ a} = 0. So, there exist a > 0 and n 2 ≥ 1 such that
We claim that for any x ∈ D([0, 1]; D),
To see this, note that since {t i } i is δ-sparse, each interval [t i−1 , t i ) contains at least one point s j , that we call s j i . For any i = 1, . . . , v and for any t ∈ [t i−1 , t i ),
Hence,
Relation (29) follows since (27), (28) and (29), we infer that
This concludes the proof of (i).
The following result is the analogue of relation ( 
Proof. This follows directly from Theorem 3.6. To see this, note that (ii ′ ) is equivalent to (ii) of Theorem 3.6, due to inequalities (12.31) and (12.32) of [5] ), whereas (iii ′ ) is equivalent to (iii) of Theorem 3.6, due to inequalities (17) and (18).
The following result is the analogue of Theorem 13.3 of [5] .
Theorem 3.9. Let (P n ) n≥1 and P be probability measures on D([0, 1]; D) such that (20) holds, (P n ) n≥1 satisfies parts (ii ′ ) and (iii ′ .a) of Theorem 3.8, and P satisfies
Then P n w → P .
Proof: By Theorem 13.1, it is enough to prove that (P n ) n≥1 is tight. For this, we use Theorem 3.8. We first check condition (i ′ ) given by Corollary 3.7, with T = T P . Let t ∈ T P be arbitrary. The sequence {P n • (π
−1 } n≥1 is relatively compact in D being weakly convergent. By Prohorov theorem, this sequence is tight. Hence, for any η > 0, there exists a compact set
≤ η for all n ≥ 1. By Theorem 12.3 of [5] , M := sup y∈K y < ∞. For any a > M, {y ∈ D; y ≥ a} ⊂ K c and
Next, we check that part (b) of (iii ′ ) holds. Let ε > 0 and η > 0 be arbitrary. By the right continuity of elements in
2 with respect to the product of J 1 -topologies. By Portmanteau theorem, it follows that lim sup
We prove that part (c) of (iii ′ ) holds. By the left continuity of elements in The previous theorem can also be stated in terms of random elements, as follows. 
Remark 3.11. Hypothesis c) of Theorem 3.10 may be difficult to verify in practice. In the proof of Theorem 3.14 of [1] , this hypothesis is verified by showing that
Since for any n 0 ≥ 1, the single probability measure
Hypothesis c) then follows from (32), using the following inequalities: 
Criteria for existence and convergence
and L J 1 (X) = sup r,s,t∈T ; r≤s≤t m J 1 rst . Suppose that there exist α > 1/2, β ≥ 0 and a finite measure µ on T such that for any λ > 0 and for any r, s, t ∈ T with r ≤ s ≤ t,
Then there exists a constant K depending on α and β such that for any λ > 0,
Proof: We follow the same idea as in the proof of Theorem 10. t 1 t 2 t 3 for all t 1 , t 2 , t 3 ∈ D k with t 1 ≤ t 2 ≤ t 3 and A k be the maximum of m
We claim that:
To see this, let ε > 0 be arbitrary. Let t 1 , t 2 , t 3 ∈ T be such that
Hence, there exists k ε such that a ke ≥ a − ε and b kε ≥ b − ε. So, a ∧ b ≤ a ke ∧ b ke + ε ≤ B ke + ε. Since t 1 , t 2 , t 3 were arbitrary, we obtain that L J 1 (X) ≤ B ke + ε.
From (36), it follows that L J 1 (X) ≤ 2 k≥1 A k . From this, we deduce relation (35) using (34) to estimate the tail probability of A k (see page 110 of [5] 
rst for all r, s, t ∈ T with r ≤ s ≤ t and t − r < δ, and m 
Proof. We apply Theorem 3.10. Hypothesis (31) of this theorem is verified using 
and L u (X) = sup r,s,t∈T ; r≤s≤t m u rst . Suppose that there exist α > 1/2, β ≥ 0 and a finite measure µ on T such that for any λ > 0 and for any r, s, t ∈ T with r ≤ s ≤ t,
Corollary 4.5. If condition (38) of Theorem 4.4 only holds for t − r < 2δ, then
where L u (X, δ) is the supremum of m u rst for all r, s, t ∈ T with r ≤ s ≤ t and t − r < δ, and m u rst is given by (37). In particular, if
In the particular case when T is a finite set, we obtain the following result, which is of independent interest. .
Then there exist a constant K depending on α and β such that for any λ > 0,
, where M n = max 0≤i≤j≤k≤n S j − S i ∧ S k − S j .
We are now ready to state the criterion for existence of a process with sample paths in D([0, 1]; D). c) for any t ∈ [0, 1) and for any sequence (t n ) n≥1 in [0, 1] with t n → t and t n+1 ≤ t n for1 − l/2 n = δ + (1 − δ − l/2 n ) < δ + 1/2 n < δ 0 . Since δ < δ 0 is arbitrary, this also shows that X n (1−) = X(1) a.s. for any n ≥ n 0 . Hence, d 0 J 1 X n (1−), X n (1 − δ) = 0 a.s. To prove part (a) of (44), it suffices to show that P (w ′′ u (X n , δ) ≥ ε) ≤ η since w ′′ D (x, δ) ≤ w ′′ u (x, δ) for any x ∈ D([0, 1]; D). This can be proved exactly as on page 144 of [5] , by applying Corollary 4.5 to the discrete-time process {Y n (t)} t∈Tn given by Y n (t) = X n (t) = X(t), and the measure µ n on T n given by µ n ({t n i }) = F (t n i ) − F (t n i−1 ). The process Y n satisfies hypothesis (38) of Corollary 4.5, due to our hypothesis a). Note that w ′′ u (X n , δ) ≤ L(Y n , 2δ). Finally, we prove that condition (i) of Theorem 3.6 holds. Let η > 0 be arbitrary. We will prove that there exist a > 0 and an integer n 0 ≥ 1 such that P ( X n D ≥ a) ≤ 2η for all n ≥ n 0 .
Let ε > 0 be arbitrary. Choose δ ∈ (0, 1) and n 0 ≥ 1 such that part (a) of (44) holds. Choose k ≥ 1 such that 2 −k ≤ δ. We claim that for all n ≥ k,
To see this, note that clearly X n (1) ≤ max i≤2 k X(i/2 k ) . Let t ∈ [0, 1) be arbitrary. Say i/2 k ≤ t < (i + 1)/2 k . We have two situations: d 0 J 1 X n (t), X n (i/2 k ) is either smaller or larger than d 0 J 1 X n (t), X n ((i + 1)/2 k ) . We consider only the case when it is smaller, the other case being similar. By (5) and the triangle inequality in D, we have
From (45) and part (a) of (44), it follows that for all n ≥ n 0 ,
for all a > a 0 and some a 0 > ε large enough, since lim A→∞ P (max i≤2 k X(i/2 k ) > A) = 0. Case 2. In the absence of condition (40), let δ 0 ∈ (0, 1/2) be arbitrary. For any t ∈ [0, 1], define X(t) = X(f (t)) where 
