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INTRODUCTION TO ANDERSON T-MOTIVES: A SURVEY
A. Grishkov, D. Logachev1
Abstract. This is a survey on Anderson t-motives — the functional field analogs
of abelian varieties with multiplication by an imaginary quadratic field. We define
their lattices, the group H1, their tensor products and the duality functor. Some
examples of explicit calculations are given, some elementary research problems are
stated.
Drinfeld in [D] defined new objects — elliptic modules, now called Drinfeld mod-
ules. Anderson in [A86] defined their high-dimensional generalizations — Anderson
t-motives. Their theory forms — in some sense — a parallel world to the classical
theory of abelian varieties (see Section 6, Table 2), like the non-Euclidean geome-
try (Bolyai, Gauss, Lobachevsky) forms a parallel world to the Euclidean geometry.
Namely, Anderson t-motives can be considered as analogs of abelian varieties over
global functional fields (see below for details). This analogy is a source of numerous
research papers: a scientist considers a theorem of the theory of abelian varieties
and proves its analog for the theory of Anderson t-motives (this is not a routine
activity, because the analogy is not complete).
A detailed introduction to the subject can be found in [G]. Nevertheless, all
these three sources [D], [A86], [G] can be too difficult for the beginners. One of the
reasons of this fact is the subject itself. Namely, important objects of the theory
are elements T and θ, see below. Their roles are close one to another, there is a
map ι sending T to θ, until now some authors confuse them, identifying them by
this map. Really, it is necessary to distinguish carefully these objects. This was
not made satisfactorily at earlier stages of development of the theory.
The purpose of the present survey is to give an elementary introduction to the
subject. We indicate the most important ideas omitting technical details. Also,
we give explicit examples. From a formal point of view, Anderson t-motives are
simple objects: they are modules (having some specific properties (5.2.1 – 5.2.3))
over a ring of non-commutative polynomials in two variables over a field. But in
order to understand that they are really analogs of abelian varieties, it is necessary
to plunge into the theory.
The generalizations of the theory of Anderson t-motives are very deep and com-
plicated. Nevertheless, until now there exist elementary problems that are not
solved yet. Another purpose of this survey is to indicate some ”down-to-earth”
1991 Mathematics Subject Classification. 11G09.
Key words and phrases. Anderson t-motives; Lattices of Anderson t-motives.
1E-mail: logachev94@gmail.com
Typeset by AMS-TEX
1
problems that can be a research subject for the beginners. For example, calcula-
tion of h1, h1 of some Anderson t-motives is a long, but easy problem that will
definitely give a result (continuation of [GL18.1], [EGL]). See Section 9.12. Other
elementary research subject is described in Section 12.1.
Let us describe the analogy between Anderson t-motives and abelian varieties in
more details. First of all, while abelian varieties depend on one discrete parameter
— their dimension g, Anderson t-motives depend on two parameters — dimension n
and rank r. It turns out that Anderson t-motives are analogs not of general abelian
varieties, but of abelian varieties with multiplication by an imaginary quadratic field
(abbreviation: MIQF) of signature (n, r−n), see 1.8 below and [L09]. Surprisingly,
this fact is not emphasized in most survey papers on the subject.
Continuing the analogy, we have: many objects attached to abelian varieties, for
example Tate modules, Galois action on them, lattices, modular curves, L-functions
etc., also can be attached to Anderson t-motives. Nevertheless, this analogy is far
to be complete. For example, there is no functional equation for L-functions of
Anderson t-motives; notion of their algebraic rank is not known yet; 1 - 1 cor-
respondence between Anderson t-motives and lattices is known only for Drinfeld
modules (see [D]) and for some other cases (9.4; Theorem 9.5).
The paper is organized as follows. In Section 1 we give briefly some properties of
abelian varieties over number fields, in order to show the analogy. Particularly, in
Section 1.8 we give a definition of abelian varieties with MIQF. In Section 2 we show
how these properties are modified for abelian varieties over global functional fields.
In Section 3 we define Fq[θ], Fq(θ), R∞, C∞ — analogs of Z, Q, R, C for the
finite characteristic case, and we consider an explicit calculation in C∞. In Section
4 we define Fq[θ]-lattices in vector spaces over C∞, and their Siegel matrices.
Section 5 gives a definition and properties of Anderson t-motives, considered
as modules over Anderson ring, having some specific properties. We give explicit
formulas for them and for Drinfeld modules as their particular cases; we define
their tensor product. In Section 6 we consider t-modules associated to Anderson
t-motives (historically, it was the first definition). In Section 7 we give briefly some
properties of reductions of Anderson t-motives. In Section 8 we define lattices of
Drinfeld modules, and we give a detailed explicit calculation of the lattice map for
the Carlitz module. In Section 9 we define lattices of Anderson t-motives having
N = 0, we formulate the main theorem of Anderson for uniformizable t-motives
and define some objects that are used for the proof of this theorem. Particularly,
we define homology and cohomology groups of an Anderson t-motive.
In Section 10 we define duality for Anderson t-motives, as a particular case of
the Hom functor (case N = 0). We formulate the main theorem: the lattice of the
dual t-motive is the dual of the lattice of the initial t-motive. Section 11 extends
the results of Sections 9, 10 to the case of t-motives having N 6= 0. The main
technical tool used for this case is a Hodge-Pink structure ([P], [HJ]).
In Section 12 we give a definition of a L-function of an Anderson t-motive (only
one type of two existing types of L-functions), and we give its explicit calculation for
the Carlitz module over F2. Finally, in Section 13 we consider some generalizations
and modifications of Anderson t-motives.
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Many important subjects are not considered in this short survey. We do not
consider problems related to parametrizations of Drinfeld modules and their gen-
eralizations, hence we do not consider analogs of Eichler-Shimura theorem on re-
ductions of Hecke correspondences on modular curves for the functional field case,
and all further theory leading to proofs of Langlands conjectures.
1. ABELIAN VARIETIES IN CHARACTERISTIC 0.
Here we describe briefly main objects related to abelian varieties over number
fields.
An abelian variety A over C of dimension g is Cg/L, where L = Z2g is a lattice
in Cg satisfying the Riemann condition:
∃H = B + iΩ — an hermitian form on Cg (here B, Ω are its real and imaginary
parts) such that
1.1.1. H is a positively defined hermitian form;
1.1.2. Ω|L ∈ Z, i.e. for u, v ∈ L ⊂ Z
2g we have Ω(u, v) ∈ Z.
There exists a basis {e} = {e1, . . . , eg, eg+1, . . . , e2g} of L over Z such that
the matrix of Ω in this basis is
(
0 D
−D 0
)
(entries are g × g-blocks) where
D = diag (d1, d2, . . . , dg) is a diagonal g × g-matrix with integer positive entries
satisfying d1 | d2 | ... | dg. If all di are 1 then A (more exactly, a pair {A, H} ) is
called a principally polarized variety; for simplicity, we shall consider only them.
There exists a matrix S ∈Mg×g(C) such that
 eg+1. . .
e2g

 = S

 e1. . .
eg

 (equality in Cg).
S is called a Siegel matrix of A (and of the basis {e} ).
Conditions 1.1.1, 1.1.2 are equivalent to (case of principally polarized varieties):
1.2. S is symmetric, and Im(S) is positively defined.
The set of Siegel matrices is denoted by Hg (the Siegel upper half plane).
1.3. The symplectic group Sp2g(Z) acts on Hg. Action of Sp2g(Z) corresponds
to a change of basis of L over Z.
Two lattices are called equivalent (notation: L1 ∼ L2) if there exists a C-linear
map ϕ : Cg → Cg such that ϕ(L1) = L2. Equivalent lattices have the same Siegel
matrices (in appropriate bases).
Theorem 1.4. There exists a 1 – 1 equivalence between the set of abelian
varieties (up to isomorphism) and the set of L satisfying the Riemann condition,
up to equivalence.
Corollary. The set of principally polarized abelian varieties (up to isomorphism)
is isomorphic to Hg/Sp2g(Z).
Particularly, the dimension of the moduli space of abelian varieties of dimension
g is
(
g+1
2
)
= (g+1)g2 , because S is symmetric.
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1.5. Tate modules. Let An be the group of n-torsion points of an abelian
variety A. We have An = (Z/n)
2g. Let A be defined over Q. In this case Gal(Q¯/Q)
— the Galois group of Q — acts on An.
Let l be a prime. The Tate module of A is defined as follows: Tl(A) := lim
←−
n→∞
Aln .
We have Tl(A) = Z
2g
l . Gal(Q) acts on Tl(A).
Let p be a prime. We tell that A has a good reduction at p if there exists a system
of equations defining A such that all coefficients of these equations belong to Q,
are p-integer and after reduction of these coefficients modulo p, we get a system of
equations defining an abelian variety over Fp (this is only a rough definition; for
an exact definition we should distinguish forms of A over Q and to prove that the
reduction does not depend on a choice of a system of equations defining A).
If A has a good reduction at p then the Frobenius automorphism Fr(p) acts on
Tl(A) (for simplicity, we consider the case p 6= l). It is defined up to a conjugation,
and its characteristic polynomial P is uniquely defined.
Theorem 1.6. (A. Weil): P ∈ Z[X ], it does not depend on l, and its roots
αp,1, . . . , αp,2g ∈ C have properties:
αiαg+i = p;
|αi| = p
1/2.
1.7. Reduction. We need the following definition. Let A be an abelian variety
of dimension g over F¯p, and let Ap be the group of its closed points of order p.
We have Ap = (Z/p)
g0 where 0 ≤ g0 ≤ g. A is called ordinary if g0 = g, i.e.
Ap = (Z/p)
g. An equivalent definition: let Ap be the group scheme of p-torsion of
A, i.e. the kernel of multiplication by p. A is ordinary iff Ap = (µp)
g ⊕ (Z/p)g as
a group scheme, where µp is the group scheme Spec F¯p[x]/(x
p − 1).
Here we consider only two properties concerning reduction of abelian varieties.
We consider an abelian variety A of dimension g defined over Q such that it has a
good reduction A˜ at a prime p, and this A˜ is ordinary. We have a reduction map
on points of order p: Ap → A˜p.
Theorem 1.7.1. It is surjective, hence its kernel has dimension g over Fp. This
kernel is an isotropic subspace of Ap with respect to a skew form on it (coming
from the above Ω).
Theorem 1.7.2. For any k = 0, . . . , g the dimension of the moduli space of
abelian varieties of dimension g over F¯p whose g0 is ≤ k is
(
k+1
2
)
= (k+1)k
2
.
Particularly, ”almost all” abelian varieties over F¯p are ordinary; there are only
finitely many abelian varieties having g0 = 0.
1.8. Abelian varieties with MIQF.
Since Anderson t-motives are analogs of abelian varieties with MIQF, we recall
briefly their definition and properties. Let K be an imaginary quadratic field, A an
abelian variety of dimension r such that there exists an inclusion K →֒ End0(A) :=
End(A)⊗Q (we fix this inclusion).
Rings of endomorphisms of abelian varieties are described for example in [Sh].
Our case of A with MIQF is the type IV of [Sh], Proposition 1, p. 153. For this
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case (for generic A), in notations of [Sh], we have F = Q, F0 = K, i.e. the degrees
g, q of [Sh], 2.1, p. 155, are both 1. Further, m of [Sh], (7), p. 156 is r.
A description of the action of K on A is the following. Let V = Cr and A = V/L
as above. The field K acts on V . The space V is the sum of two subspaces:
V = V + ⊕ V − where the action of K on V + is the ”direct” one (i.e. simply the
multiplication by the corresponding element of K), while the action of K on V −
is the ”conjugate” one: for x ∈ K, v ∈ V − we have x(v) = x¯ · v (here x(v) is the
action of x on v, bar means the complex conjugation, and x¯ · v is the multiplication
in the vector space V ).
Let n := dimV +, hence dimV − = r − n. The pair (n, r − n) is called the
signature of A, it is (r1, s1) of [Sh], (8), p. 156.
We do not give a definition of a Siegel matrix for the case of these A (see [Sh]
or, more generally, [De] for a general definition). We only indicate that for our case
of A with MIQF its Siegel matrix is a n× (r− n) complex matrix S satisfying (see
[Sh], 2.6, p. 162)
In − SS¯
t is positively defined (1.8.1)
1.8.2. Particularly, the dimension of the moduli space of abelian varieties with
MIQF of signature (n, r − n) is n(r − n), because the condition (1.8.1) does not
impose algebraic relations on entries of S.
We can associate a reductive group over Q to any type of abelian varieties with a
fixed endomorphism ring (see [De] for a much more general situation). For abelian
varieties with MIQF of signature (n, r − n) this group is GU(n, r − n).
We do not give here a definition of ordinariness of reduction of abelian varieties
with MIQF over F¯q. We indicate only that if A is ordinary as a variety with
MIQF then it is not ordinary as a variety obtained from A by forgetting the MIQF-
structure (unless n = r−n). Further, like for the general abelian varieties, ”almost
all” A with MIQF are ordinary as a variety with MIQF. In this case the kernel of
the reduction map of Theorem 1.7.1 is n (if n ≥ r − n).
1.8.3. Finally, we indicate an amusing construction of a lattice for an abelian
variety with MIQF. This lattice is an analog of a lattice of an Anderson t-motive.
Namely, we shall see (Section 9) that if M is an uniformizable Anderson t-motive
of rank r and dimension n then we can associate it a lattice in Cn∞ of dimension
r over Fq[θ] — the functional analog of Z. Therefore, we can expect that if A is
an abelian variety with MIQF of signature (n, r − n) then we can associate it a
”lattice” in Cn. This is really so! This ”lattice” is an OK-module of rank r in C
n
having some properties. See [L09], Theorem 2.6 for the exact statement; there is a
1 – 1 correspondence between abelian varieties with MIQF and such ”lattices”.
This is a rare example of ”an analogy to the opposite direction”: we consider a
construction in the theory of Anderson t-motives, and we find its analogy in the
theory of abelian varieties with MIQF.
2. ABELIAN VARIETIES IN CHARACTERISTIC p.
Let q be a power of a prime p, Fq a finite field of order q. Let θ be an abstract
transcendent element. The analog of Z ⊂ Q is Fq[θ] ⊂ Fq(θ). Let Fq(θ) be an
algebraic closure of Fq(θ).
5
Let A be an abelian variety over Fq(θ) of dimension g. There is no analog of the
above formula A = Cg/L, but we have
An = (Z/n)
2g if (n, p) = 1 (as earlier),
and hence Tl(A) = Z
2g
l (l 6= p),
If A is defined over Fq(θ), then Gal(Fq(θ)) acts on Tl(A), and we have an analog
of the Weil Theorem.
Hence, we have the following table for abelian varieties:
Table 1
Tate module Galois group
Abelian varieties over Q Z2gl Gal(Q)
Abelian varieties over Fq(θ) Z
2g
l Gal(Fq(θ))
3. INITIAL RINGS AND FIELDS
For the characteristic 0 we have inclusions of rings and fields: Z ⊂ Q ⊂ R ⊂ C.
Let us consider their analogs in characteristic p. As it was mentioned above, the
analog of Z ⊂ Q is Fq[θ] ⊂ Fq(θ).
Valuations of Q are vp where p is prime, and v∞ the Archimedean valuation.
Valuations of Fq(θ) have a similar description. Let P ∈ Fq[θ] be an irreducible
polynomial. It defines a valuation vP on Fq(θ). The analog of v∞ on Fq(θ) (it
has the same notation v∞) is the valuation ”minus degree”: for S ∈ Fq(θ) we
have v∞(S) := −degree (S). Equivalently, this is the order of zero of a function at
infinity; also v∞ can be defined as the only valuation satisfying v∞(θ) = −1. Unlike
v∞ for the number field case, v∞ for the functional field case is a non-archimedean
valuation.
Valuation v∞ defines a topology in Fq(θ). Later we shall consider only this
valuation and its topology. We have in it: θ−n → 0 for n→ +∞.
We have R∞ = Fq((θ
−1)) is the completion of Fq(θ). Like in the number field
case, Fq[θ] is discrete in R∞, and the quotient R∞/Fq[θ] = θ
−1Fq[[θ
−1]] is compact.
Finally, C∞ := R̂∞ is the completion of the algebraic closure of R∞. It is
complete by definition, and algebraically closed (see [G], Proposition 2.1). R∞ ⊂
C∞ is a characteristic p analog of R ⊂ C.
Remark 3.1. Let us consider a field formed by convergent series generated by
rational powers of θ−1, with coefficients in F¯p. More exactly, let α1 < α2 < α3 < ...
be a sequence of rational numbers tending to +∞, and let ci ∈ F¯p be coefficients.
The series
∑∞
i=0 ciθ
−αi form a field denoted by C∞s. We have R∞ ⊂ C∞s ⊂ C∞.
The reader can think that C∞s = C∞, but this is wrong. A well-known example
of r ∈ C∞ − C∞s (see [GL18.1], Remark 4.3) is a root to the equation
x2 + x+ θ2 = 0 (3.2)
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(here q = 2). Really, formally we have
r = θ + θ
1
2 + θ
1
4 + θ
1
8 + ... (3.3)
but this series 6∈ C∞s, because −
1
2n
does not tend to +∞ as n → ∞. The n-th
approximation rn,i to r (here i = 1, 2: there are two roots to (3.2), it is separable)
is given by the formula
rn,i = θ + θ
1
2 + θ
1
4 + θ
1
8 + ...+ θ
1
2n + δin
We have: δin is a root to
y2 + y + θ
1
2n = 0
and hence both δ1n, δ2n have v∞(δ1n) = v∞(δ2n) = −
1
2n+1 . This shows once again
that the series (3.3) does not converge to r.
This phenomenon plays an important role in explicit calculations, see for example
[GL18.1], proof of 4.1, 4.2. It shows that not all equations can be solved by a method
of consecutive approximations.
4. LATTICES IN FUNCTIONAL FIELD
The dimension of C over R is 2, hence a 2g-dimensional lattice L over Z in Cg
is complete: the quotient Cg/L is compact, and a basis of L over Z is also a basis
of Cg over R.
Unlike the number field case, the dimension of C∞ over R∞ is infinite (and
moreover of cardinality continuum), hence all lattices in Cn∞ are ”incomplete”.
Definition 4.1. Let L = Fq[θ]
r and L ⊂ Cn∞. L is called a lattice if:
1. L generate all Cn∞ over C∞;
2. L generate a space of dimension r over R∞ (i.e. elements of a basis of L over
Fq[θ] are linearly independent over R∞).
We see that the pair (L,Cn∞) has two discrete parameters: r and n. Their analogs
in the number field case are 2g, resp. g.
Remark. It is meaningful to consider incomplete lattices in the number field
case as well. For example, we have the exponential map
0→ L→ C
exp
→ C∗ → 0
where L is a 1-dimensional lattice in C.
The notion of equivalence of lattices in Cn∞ is the same as in the number field
case.
The definition of a Siegel matrix for the functional field case is also the same as
the one for the number field case. Let e∗ := {e1, . . . , en, en+1, . . . , er}
t (here and
below t means transposition) be a basis of L over Fq[θ] such that e1, . . . , en is a
basis of Cn∞ over C∞. Hence, there exists a matrix S = Sij ∈M(r−n)×n(C∞) such
that
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
 en+1. . .
er

 = S

 e1. . .
en

, i.e. ∀ j = 1, . . . , r − n we have en+j =∑ni=1 Sjiei.
It is called a Siegel matrix of L in the basis {e∗}.
Let us consider a functional field case analog of (1.3). Let e′∗ := {e
′
1, . . . , e
′
r}
t be
another basis of L over Fq[θ] and g ∈ GLr(Fq[θ]) be the matrix of the change of
basis from e∗ to e
′
∗ (we use the agreement e
′
∗ = g · e∗, where e∗, e
′
∗ are considered
as column matrices of size r × 1).
Unlike the number field case, it can happen that e′1, . . . , e
′
n is not a C∞-basis of
Cn∞. In this case, a Siegel matrix for e
′
∗ does not exist. If e
′
1, . . . , e
′
n is a C∞-basis
of Cn∞ then S
′ — the Siegel matrix of L in the basis {e∗} — is related with S by
the same formula as in the number field case. Namely, we consider a block form of
g: g =
(
γ11 γ12
γ21 γ22
)
where blocks γ11, γ12, γ21, γ22 are of sizes respectively n× n,
n× (r − n), (r − n)× n, (r − n)× (r − n). We have:
S′ = (γ21 + γ22S)(γ11 + γ12S)
−1 (4.2)
Condition γ11 + γ12S ∈ GLn(C∞) is equivalent to the condition that e
′
1, . . . , e
′
n
form a C∞-basis of C
n
∞.
We see that the difference with the number field case is the following. First,
there is no notion of polarization, i.e. there is no conditions like symmetry imposed
on S — instead of the symplectic group GSp we have the linear group GL. Second,
formula 4.2 defines not the action of GLr(Fq[θ]) on the set of Siegel matrices, but
only an ”almost action”: if γ11 + γ12S 6∈ GLn(C∞) then the action is not defined.
We see that really we have an analogy with the case of abelian varieties with
MIQF. We have the same size of Siegel matrices and the same reductive group
acting on them.
5. ANDERSON T-MOTIVES
Let C∞[T, τ ] be a ring of non-commutative polynomials in two variables T , τ
with the following relations (here a ∈ C∞):
aT = Ta; τT = Tτ ; τa = aqτ (and hence τka = aq
k
τk ) (5.1)
It is called the Anderson ring. C∞[T, τ ] has subrings C∞[T ], C∞{τ}.
Definition 5.2. Anderson t-motive M is a left C∞[T, τ ]-module satisfying con-
ditions:
5.2.1. M as a C∞[T ]-module is free of finite dimension (denoted by r);
5.2.2. M as a C∞{τ}-module is free of finite dimension (denoted by n);
5.2.3. The action of T − θ on M/τM is nilpotent.
Homomorphisms of Anderson t-motives are module homomorphisms.
Numbers r, resp. n are called the rank (resp. dimension) of M . We shall use by
default these notations r, n.
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For generalizations of the notion of Anderson t-motive see Section 13. In most
generalizations M is considered as a C∞[T ]-module with a skew τ -action, i.e. for
m ∈M we consider τ(m) instead of τm; skew action means that τ(am) = aqτ(m)
(here a ∈ C∞), according (5.1).
Definition 5.3. Drinfeld module2 is an Anderson t-motive of dimension n = 1.
Example 5.4. Let M be a Drinfeld module, and {e} = e1 the only element of
a basis of M over C∞{τ}. This means that any m ∈M can be uniquely written
m = (c0 + c1τ + c2τ
2 + · · ·+ ck−1τ
k−1 + ckτ
k)e (5.5)
where ci ∈ C∞.
To define a left C∞[T, τ ]-module structure on M , it is sufficient to define the
element Te ∈M . (5.5) implies that there exist a0, . . . , ar ∈ C∞, ar 6= 0, such that
Te = (a0 + a1τ + a2τ
2 + · · ·+ ar−1τ
r−1 + arτ
r)e (5.6)
Hence, elements a0, . . . , ar define M uniquely. Condition (5.2.3) implies that
a0 = θ (5.7)
Exercise 5.8. r is the rank of M , elements
e, τe, τ2e, . . . , τ r−1e
form a basis of M over C∞[T ].
We have an analog of (5.6) for Anderson t-motives. Let {e} = {e1, . . . , en}
t be
a basis of M over C∞{τ} considered as a matrix column. Instead of ai of (5.6), we
have n× n matrices Ai with entries in C∞. (5.6) becomes a matrix equality
T{e} = (A0 + A1τ + A2τ
2 + · · ·+Ak−1τ
k−1 + Akτ
k){e}
= A0{e}+ A1τ{e}+ A2τ
2{e}+ · · ·+Ak−1τ
k−1{e}+ Akτ
k{e} (5.9)
Condition (5.2.3) implies that N := A0 − θIn is a nilpotent matrix. Anderson
t-motives having N = 0 (⇐⇒ A0 = θIn) are more simple objects than Anderson
t-motives having N 6= 0.
An analog of Exercise 5.8 for this case is
Exercise 5.10. If detAk 6= 0 then elements τ
iej , i = 0, . . . , k − 1, j = 1, . . . , n
form a basis of M over C∞[T ].
Hence if detAk 6= 0 then r = kn. We see that for interesting examples of
Anderson t-motives we should have detAk = 0.
5.11. We can consider an Anderson t-motiveM not as a C∞{τ}-module with T -
action, but as a C∞[T ]-module with τ -action. Moreover, this type of consideration
is used more frequently in applications. Let {f} = {f1, . . . , fr}
t be a basis of M
2See Remark 6.1 why similar objects have different names — modules and motives.
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over C∞[T ] considered as a matrix column. There exists a matrix Q ∈Mr×rC∞[T ]
defining the multiplication by τ , namely
τ{f} = Q{f}
Exercise 5.12. For a Drinfeld module M defined by (5.6) such that ar = 1, the
matrix Q is the following:
Q =


0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
. . .
0 0 0 0 . . . 0 1
T − θ −a1 −a2 −a3 . . . −ar−2 −ar−1


For an Anderson t-motive given by (5.9) such that Ak = In, the matrix Q is
analogous, all entries are n× n-blocks.
Example 5.13. Let us consider a particular case of (5.9), namely an Anderson
t-motive (denoted by M(A) ) given by the formula
T{e} = θ{e}+ Aτ{e}+ τ2{e} (5.13.1)
i.e. we have A0 = θIn, N = 0, A1 = A, A2 = In. It has r = 2n, it is a close
analog of abelian varieties. These Anderson t-motives M(A) are studied in [GL17],
[GL18.1], [EGL].
5.14. Change of basis. First, we consider the change of basis for a Drinfeld
module M . Let {e} = e1 be from 5.4 — the only element of a basis of M over
C∞{τ}. Let c ∈ C
∗
∞ and e
′ = c−1e be the only element of another basis of M over
C∞{τ}. (5.6) becomes (because τ
kc = cq
k
τk)
cTe′ = cθe′ + cqa1τe
′ + cq
2
a2τ
2e′ + · · ·+ cq
r−1
ar−1τ
r−1e′ + cq
r
arτ
re′ (5.14.1),
or
Te′ = θe′+cq−1a1τe
′+cq
2−1a2τ
2e′+· · ·+cq
r−1−1ar−1τ
r−1e′+cq
r−1arτ
re′ (5.14.2)
Hence, coefficients {θ, cq−1a1, c
q2−1a2, . . . , c
qr−1−1ar−1, c
qr−1ar} define the
same Drinfeld module as coefficients {θ, a1, . . . , ar} (both are coefficients of (5.6)).
Particularly, any Drinfeld module can be defined by an equation (5.6) with ar = 1.
Corollary 5.14.3. Two Drinfeld modules of rank two defined by the equations
Te = θe+ a1τe+ τ
2e
Te = θe+ a2τe+ τ
2e
are isomorphic iff a2 = βa1 where β
q+1 = 1. Really, we can choose the above c as
c = β1/(q−1); we have cq
2−1 = 1.
Corollary 5.14.4. The moduli space of Drinfeld modules of rank r has dimen-
sion r − 1.
10
Really, a Drinfeld module of rank r is defined by r parameters a1, . . . , ar, and
their equivalence is defined by one above parameter c.
For Anderson t-motives the notion of isomorphism is more complicated, because
a matrix of change of basis from e∗ to e
′
∗ belongs to GLn(C∞{τ}). For n = 1 it is
simply C∗∞, but for n > 1 GLn(C∞{τ}) is a ”doubly non-abelian” group (the first
”non-abelianity” comes from GLn, the second one from non-abelianity of C∞{τ}).
If a matrix C of change of basis has constant coefficients, i.e. C ∈ GLn(C∞) ⊂
GLn(C∞{τ}) then (5.9) becomes (a calculation similar to (5.14.2), case A0 = θIn;
here C(m) is a matrix obtained by elevation of all entries of C to the qm-th degree):
T{e′} = θIn{e
′}+ C−1A1C
(1)τ{e′}+ C−1A2C
(2)τ2{e′}+ . . .
+C−1Ak−1C
(k−1)τk−1{e′}+ C−1AkC
(k)τk{e′} (5.14.5)
According a theorem of Lang thatH1(Fqk , GLn(C∞)) = 1 we get that if detAk 6=
0 then ∃ C ∈ GLn(C∞) such that C
−1AkC
(k) = In, i.e. in this case any Anderson
t-motive of this type can be defined by an equation (5.9) with Ak = In.
It can happen that C ∈ GLn(C∞{τ}) − GLn(C∞). This phenomenon occurs
even for M defined by (5.13.1). More exactly, there exist two matrices A1, resp.
A2 such that the Anderson t-motives M(A1), resp. M(A2) defined by (5.13.1) are
isomorphic, and the matrix C of a change of basis cannot be chosen in GLn(C∞),
but only in GLn(C∞{τ})−GLn(C∞). See [GL17] for examples.
5.14.6. Moreover, according the knowledge of the authors, we have no algorithm
to check whether two Anderson t-motivesM1, M2 defined by (5.9), case Ak = A
′
k =
In, are isomorphic, or not. For the case of C ∈ GLn(C∞) this algorithm clearly
exists, because in this case we have C = C(k), i.e. C ∈ GLn(Fqk); there exists only
finitely many such C. But really C ∈ GLn(C∞{τ}), so we have an infinite problem.
A natural way to solve such problems is finding an invariant of M . A lattice (see
below) could be such invariant, but we do not know whether two non-isomorphic
Anderson t-motives can have isomorphic lattices, or not.
An analog of Corollary 5.14.4 for Anderson t-motives holds not for all of them,
but only for an important class of t-motives called pure t-motives. We do not give
their definition (all Anderson t-motives defined by (5.9) such that detAk 6= 0 are
pure; particularly, all Drinfeld modules are pure). See [G], Definition 5.5.2. We
have:
Theorem 5.15. ([H], Theorem 3.2). The dimension of the moduli space of pure
t-motives of dimension n and rank r is n(r − n).
We see that this dimension coincides with the dimension of the moduli space of
abelian varities with MIQF, of dimension r and signature (n, r − n), and with the
set of Siegel matrices of lattices of dimension r in Cn∞, see Section 4.
Example 5.16. Case r = 1. The only Drinfeld module of rank 1 satisfies
Te = θe+ τe (5.16.1)
It is called the Carlitz module. It is denoted by C.
Example 5.16.2. Forms of Drinfeld module of rank 1.
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Let P ∈ Fq(θ)
∗. We consider a Drinfeld module of rank 1 (denoted by CP )
defined by the equation
Te = θe+ Pτe
It is defined over Fq(θ) (we do not give here the exact definition of ”defined over”
and (see below) ”isomorphic over”, it is clear). The above arguments show that
C is isomorphic to CP over C∞. But they are not isomorphic over Fq(θ) unless
P
1
q−1 ∈ Fq(θ)
∗. So, the Carlitz module has forms (or twists) over Fq(θ) (if q 6= 2).
The situation is completely analogous to the number field case, where, for example,
an elliptic curve E defined by the equation y2 = x3 + ax+ b, a, b ∈ Q, has twists
Ed defined by the equations dy
2 = x3 + ax + b, where d ∈ Z is squarefree. Ed is
isomorphic to E over C but not over Q.
Properties of CP can differ from the properties of C. See, for example, [GL16]
for their L-functions.
Clearly forms exist for other Anderson t-motives, not only for C.
5.17. Tensor products. Let M1, M2 be Anderson t-motives. We can consider
their tensor productM1⊗C∞[T ]M2 over C∞[T ]. It is clear that it is free of dimension
r1r2 over C∞[T ]. Let us define the τ -action on M1 ⊗C∞[T ] M2 by the formula
τ(m1 ⊗m2) := τ(m1)⊗ τ(m2) (5.17.1)
Theorem 5.17.1a. Let M1, M2 be pure t-motives. Then (5.2.2), (5.2.3) hold
for M1 ⊗C∞[T ] M2 with this τ -action, hence it is an Anderson t-motive. It is also
pure. Formula for n of M1 ⊗M2 ([G], 5.7.2, (3)):
n = n1r2 + n2r1
The same is true for those t-motives which can be written as appropriate exten-
sions of pure t-motives. They are called mixed in [HJ], Definition 3.5b. See [HJ],
Example 3.9 where it is indicated which should be a direction of arrows of an exact
sequence of pure t-motives in order to get a mixed t-motive.
Remark. The nilpotent operator N of M1⊗M2 is not 0 even if N of both M1,
M2 are 0.
Analogously, we can consider multiple tensor products, symmetric and external
tensor powers.
Example 5.17.2. Let us consider C⊗n — the n-th tensor power of the Carlitz
module. For the i-th factor of C⊗n we denote e from (5.16.1) by ei, hence the only
element of a basis of C⊗n over C∞[T ] is e1⊗e2⊗ ...⊗en. We denote e1⊗e2⊗ ...⊗en
by e1 and for i = 0, . . . , n− 1 we denote (T − θ)
ie1 by ei+1. According (5.16.1) and
(5.17.1), we have τ(e1) = (T − θ)
ne1.
Recall that εij denotes a matrix whose (i, j)-th element is 1 and all other elements
are 0.
Exercise. Elements e1, e2, . . . , en form a basis of C
⊗n over C∞{τ}. The multi-
plication by T in this basis is defined by the formula
T (e∗)
t = (θIn +N)(e∗)
t + εn1τ(e∗)
t
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where N =


0 1 0 0 . . . 0 0
0 0 1 0 . . . 0 0
. . .
0 0 0 0 . . . 0 1
0 0 0 0 . . . 0 0

.
Example 5.17.3. LetM1,M2 be Drinfeld modules of ranks r1, r2. A description
of M1 ⊗M2 is the following. Let e1, e2 be e from (5.6) for M1, M2 respectively.
We have: elements
e1 ⊗ e2, e1 ⊗ τe2, e1 ⊗ τ
2e2, ... , e1 ⊗ τ
r2−1e2,
τe1 ⊗ e2, τ
2e1 ⊗ e2, ... , τ
r1−1e1 ⊗ e2, (T − θ)(e1 ⊗ e2)
are a C∞{τ}-basis ofM1⊗M2. Equality T (e1⊗e2) = θ(e1⊗e2)+(T−θ)(e1⊗e2)
shows that for this basis we have N = ε1,r1+r2 (details are left as an exercise for
the reader).
5.18. Exterior powers of Drinfeld modules.
There exists the only case when a tensor power of Anderson t-motives having
N = 0 is also a t-motive having N = 0. These are exterior powers of Drinfeld
modules (and their duals, see Section 10). Namely, if M is a Drinfeld module
of rank r then its k-th exterior power λk(M) is an Anderson t-motive of rank
(
r
k
)
,
dimension
(
r−1
k−1
)
havingN = 0. For a proof see for example [L09]; the corresponding
fact for lattices (see Sections 8, 9) is an exercise.
According the analogy between Anderson t-motives and abelian varieties with
MIQF, we have the following proposition. Let A be an abelian variety with MIQF
of dimension r and signature (1, r− 1). There exists an abelian variety with MIQF
(denoted by λk(A)) of dimension
(
r
k
)
and signature (
(
r−1
k−1
)
,
(
r−1
k
)
) such that the
lattice of λk(A) mentioned in (1.8.3) is obtained from the lattice of A using the
same construction which gives the lattice of λk(M) starting from the lattice of M .3
5.19. It is natural to consider not only the tensor product of t-motives, but also
their Hom over C∞[T ]. But here we have a difficulty. The standard action of τ on
Hom group is the following. Let ϕ ∈ Hom(M1,M2). By definition, we have
τ(ϕ)(m1) := τ(ϕ(τ
−1(m1))) (5.19.1)
But τ−1 is not necessarily defined.
A way to get rid from this difficulty is to use a version of a definition of t-motives.
See, for example, a definition of [HJ] (Section 11 and 13.3). For this definition Hom
always exists, because (see 13.3) τ is an isomorphism.
Another way is to consider not all t-motives. For example, let M be a t-motive
having N = 0. It turns out that for many M its dual
M ′ := Hom(M,C) (5.19.2)
3Prof. Claire Voisin told to the second author that experts in abelian varieties knew the
construction of λk(A) for an abelian variety with MIQF A; apparently, it is not published. But
she did not know that this construction (which looks quite artificial for the case of abelian varieties
with MIQF) comes from a very natural construction for Drinfeld modules.
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exists as a t-motive according definition 5.2; the action of τ is defined by (5.19.1)).
See Section 10 for its properties; here we indicate only that its dimension is r − n.
If N satisfies Nm = 0 then for many such M there exists
M ′
m
:= Hom(M,Cm) (5.19.3)
which is called the m-th dual of M . See the end of Section 11 for its properties.
6. Action of Fq[T ] on C
n
∞ associated to an Anderson t-motive.
First, we consider a case of a Drinfeld module M defined by (5.6). Associated
is an action of Fq[T ] on C∞. The actions of the elements a ∈ Fq ⊂ Fq[T ], resp.
T ∈ Fq[T ] are given by the formulas (here x ∈ C∞):
a(x) = ax, resp. T (x) = θx+ a1x
q + a2x
q2 + · · ·+ arx
qr
The definition of the action of other elements of Fq[T ] is defined by the formulas:
(P1 + P2)(x) = P1(x) + P2(x), P1P2(x) = P1(P2(x)). For example, T
2(x) =
T (T (x)).
It is easy to see that we have a formula: if P ∈ Fq[T ] and
Pe = (b0 + b1τ + b2τ
2 + · · ·+ bk−1τ
k−1 + bkτ
k)e in M (here bi ∈ C∞),
then P (x) = b0x+ b1x
q + b2x
q2 + · · ·+ bkx
qk .
Example. Let C be the Carlitz module. Its action:
T (x) = θx + xq, T 2(x) = T (θx+ xq) = θ2x + (θ + θq)xq + xq
2
, (T 2 + T )(x) =
(θ2 + θ)x+ (θq + θ + 1)xq + xq
2
etc.
This action defines a structure of a Fq[T ]-module on C∞, because the formulas
P (x1 + x2) = P (x1) + P (x2), P (ax) = aP (x) where a ∈ Fq, trivially hold (here
P ∈ Fq[T ]). This module is denoted by E(M).
Remark 6.1. Initially, Drinfeld gave in [D] exactly this definition, this ex-
plains the word ”module” in the terminology ”Drinfeld module”. This definition
is equivalent to the definitions 5.2, 5.3 above, but definitions 5.2, 5.3 are more
comprehensible for beginners.
Example 6.1a. Let us indicate how to understand the definition of Drinfeld
module given in [G], Definition 4.4.2. A, F and ι of [G] are respectively Fq[T ],
C∞ and an inclusion Fq[T ] → C∞ sending T to θ. A map φ : A → F{τ} of [G]
corresponding to a Drinfeld module defined by (5.6) is defined by
φ(T ) = θ + a1τ + a2τ
2 + · · ·+ ar−1τ
r−1 + arτ
r ∈ F{τ}
Condition [G], 4.4.2, (1) is (5.7) of the present paper, and [G], 4.4.2, (2) is a
condition of non-triviality.
Really, Goss considers a slightly more general case. First, his A can be a ring
bigger than Fq[T ].
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Second, ι can have a non-trivial kernel ℘ (a finite characteristic case, see [G],
4.4.1). These Drinfeld modules in finite characteristic are useful for a description
of reductions.
For an Anderson t-motive M we have a similar definition of E(M), and similar
formulas. In this case, Fq[T ] acts on C
n
∞. Namely, let {x} = {x1, . . . , xn}
t be an
element of Cn∞ written as a matrix column. We define
T ({x}) := A0{x}+ A1{x}
(1) + A2{x}
(2) + · · ·+Ak−1{x}
(k−1) + Ak{x}
(k) (6.2)
(here, as above for matrices, {x}(i) := {xq
i
1 , . . . , x
qi
n }
t, and Ai are from (5.9)).
An invariant description of E(M) is the following (see [G], proof of 5.6.3). Let
us consider C∞ as a C∞{τ}-module defined by the formula τ(x) = x
q where
x ∈ C∞. According a general formalism of homological algebra, the Hom group
HomC∞{τ}(M,C∞) is a module over Fq[T ] — the center of C∞[T, τ ]. Namely,
for ϕ : M → C∞ we have Tϕ(m) := ϕ(Tm). It is checked immediately that
E(M) = HomC∞{τ}(M,C∞). Particularly, the functor M 7→ E(M) is contravari-
ant.
6.3. Torsion points and Tate modules. Let M be an Anderson t-motive
and P ∈ Fq[T ]. We define MP — the set of P -torsion points of M — as follows. It
is the following subset of E(M) = Cn∞ (not of M itself!)
MP := { {x} ∈ C
n
∞ | P (x) = 0}.
This definition depends on a choice of a basis. For an invariant definition see
[G], Proposition 5.6.3.
6.3.1. Example: Let P = T be the simplest irreducible polynomial, and M a
Drinfeld module defined by (5.6). Then MT ⊂ C∞, it is a set of the roots of the
following polynomial:
θx+ a1x
q + a2x
q2 + · · ·+ arx
qr
This is a Fq-vector space of dimension r — a phenomenon that never occurs in
characteristic 0 !
For any Anderson t-motive M we have: MT is an abelian group, moreover, a
Fq-module of dimension r. Analogously, for any P ∈ Fq[T ] we have: MP is a free
Fq[T ]/P -module of dimension r, see [G], Corollary 5.6.4.
6.3.2. Definition. Let L be a monic irreducible polynomial in Fq[T ], i.e. a
finite place of Fq(T ). The L-Tate module of M is:
TL(M) := lim
←−
k→∞
MLk
Namely, x ∈ TL(M) is a sequence (. . . , x3, x2, x1, x0 = 0), xi ∈ C
n
∞ such that
L(xi) = xi−1.
We have: TL(M) = (Fq[θ]L)
r.
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Let M be defined over a field K ⊃ Fq(T ) (or, more exactly, we consider M over
K with a fixed K-structure). The absolute Galois group Gal(K) acts on TL(M)
for any L. An analog of the Weil theorem holds for it. See [G], Section 4.10 for
details.
Hence, we have the following table for Tate modules and Galois groups of our
objects. Problem: define an object giving the fourth line!
Table 2
Tate module Galois group
Abelian varieties over Q Z2gl Gal(Q)
Abelian varieties over Fq(θ) Z
2g
l Gal(Fq(θ))
Anderson t-motives over Fq(θ) Fq[θ]
r
L Gal(Fq(θ))
? ? ? ? ? ? ? ? ? ? ? ? Fq[θ]
r
L Gal(Q)
7. REDUCTIONS.
Let P be a prime of Fq[θ] andM an Anderson t-motive such that all entries of Ai
from (5.9) belong to Fq[θ] and are P-integer. Let us consider the equation obtained
from (5.9) by reduction of all entries of Ai modulo P. The obtained object is called
the reduction of M modulo P. See [G], (4.10) for the details, the notion of a good
reduction, of an ordinary reduction etc. Roughly speaking,M has a good reduction
at P if the mayor coefficient of (5.9) ”does not loose its rank” after reduction (i.e.
the reduced t-motive has the same r as M itself).
To understand a notion of ordinary reduction we consider the action of ι−1(P)
on Cn∞ defined in Section 6, where P is considered as an element of Fq[θ] and
ι : Fq[T ]→ Fq[θ] is from 6.1a, i.e. ι(T ) = θ. For example, if P = θ then this action
is defined by (6.2). We consider the minor coefficient of the formula of this action;
it is PIn+ a nilpotent operator. Hence, its reduction at P is nilpotent. Roughly
speaking, a good reduction of M is ordinary if only this minor coefficient becomes
nilpotent after the reduction, i.e. the next coefficient ”does not loose its rank” after
reduction. We do not give here an exact definition.
7.1. Theorem. Let M has a good ordinary reduction at P (denoted by M˜).
Then the set of closed points of M˜P is (Fq[θ]/P)
r−n, and hence the dimension over
Fq[θ]/P of the kernel of the reduction map MP → M˜P is n.
Caution: We see that it is important do not confuse T and θ in the above
formulas. Really, reduction is at P ∈ Fq[θ] while P-torsion points are defined for
ι−1(P) ∈ Fq[T ]. We must use the map ι.
We see that the behavior of Anderson t-motives under reduction is analogous to
the behavior of abelian varieties with MIQF.
8. LATTICES OF DRINFELD MODULES
LetM be a Drinfeld module defined by (5.6). Let us consider the below diagram
where expM (z) = z+c1z
q+c2z
q2+c3z
q3+. . . is a map making it commutative (here
ci ∈ C∞ are indefinite coefficients), the left vertical arrow is simply multiplication
by θ, and the right vertical arrow is the action of T on C∞ from 6.1:
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C∞
expM
→ C∞
θ ↓ ↓ z 7→ T (z)
C∞
expM
→ C∞
(8.1)
Theorem 8.1.1 (Drinfeld). For any Drinfeld module M the numbers ci can
be found consecutively, they exist and are unique.
Example 8.2. Finding of ci for the case of the Carlitz module C. We have:
Te = (θ + τ)e, hence T (z) = θz + zq.
In the below diagram the inner square is (8.1) for C, the external square shows
the images of any z ∈ C∞ (upper left) under the arrows of the inner square.
z
expC→ z + c1z
q + c2z
q2 + c3z
q3 + . . .
C∞
expC→ C∞
↓ ↓ ↓ w 7→ θw + wq ↓
C∞
expC→ C∞ u1 = θ(z + c1z
q + c2z
q2 + c3z
q3 + . . . )
+(z + c1z
q + c2z
q2 + c3z
q3 + . . . )q
=
θz
expC→ u2 = θz + c1(θz)
q + c2(θz)
q2 + c3(θz)
q3 + . . .
u1 is T (expC(z)), and u2 is expC(θz), hence they are equal. We get an equality
of power series:
θz +θc1z
q +θc2z
q2 +θc3z
q3 +θc4z
q4 + . . .
+
zq +cq1z
q2 +cq2z
q3 +cq3z
q4 + . . .
= θz +θqc1z
q +θq
2
c2z
q2 +θq
3
c3z
q3 +θq
4
c4z
q4 + . . .
We get a system of equations satisfied by ci:
θc1 + 1 = θ
qc1; c1 =
1
θq − θ
θc2 + c
q
1 = θ
q2c2; c2 =
1
(θq2 − θq)(θq2 − θ)
θc3 + c
q
2 = θ
q3c3; c3 =
1
(θq3 − θq2)(θq3 − θq)(θq3 − θ)
etc. Further, v∞(ci) = iq
i (see Section 3 for v∞), hence ci → 0. Moreover,
∀ z ∈ C∞ we have v∞(ciz
qi)→ +∞, hence expC(z) converges for all z ∈ C∞.
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8.3. Theorem (Drinfeld). 1. For all Drinfeld modules M the function
expM (z) converges for all z ∈ C∞, it is surjective, and its kernel is a lattice in
C∞ of rank r.
2. Let us denote the above lattice by L(M). The map M 7→ L(M) is a 1 – 1
correspondence between the set of Drinfeld modules, up to isomorphism, and the
set of lattices in C∞, up to equivalence.
Idea of the proof: Let L ⊂ C∞ be a lattice. We associate it the following
function ℘L : C∞ → C∞ (here L
′ := L− 0 ):
℘L(z) = z
∏
ω∈L′
(1−
z
ω
) (8.4)
We have: L = L(M) iff expM = ℘L.
This theorem permits us to describe the moduli space of Drinfeld modules in
terms of lattices. Practically, it is the quotient space of the set of Siegel matrices of
size 1× r− 1 by the action of GRr(Fq[θ]) defined in Section 4. We do not consider
these subjects in the present survey.
9. LATTICES ASSOCIATED TO ANDERSON t-MOTIVES
For simplicity, we consider in this section only the case of Anderson t-motives
M having the nilpotent operator N equal to 0. The commutative diagram (8.1) for
M has the form:
Cn∞
expM
→ Cn∞
θ ↓ ↓ z 7→ T (z)
Cn∞
expM
→ Cn∞
(9.1)
Let z = (z1, . . . , zn)
t ∈ Cn∞ be a matrix column. We denote z
qk := (zq
k
1 , . . . , z
qk
n )
t.
9.2. Theorem. For all M the map expM (z) 7→ z+C1z
q +C2z
q2 +C3z
q3 + . . . ,
where Ci ∈ Mn(C∞), exists, it is unique, matrices Ci can be found consecutively,
like in Example 8.2. For all M the map expM converges for all z ∈ C
n
∞;
Nevertheless, not always expM is surjective, this is an important phenomenon
that does not occur for the case of Drinfeld modules. We do not know an analog
of the formula (8.4) for the case n > 1.
The kernel of expM is a lattice in C
n
∞. It is denoted by L(M) or by H1(M), like
for the case of Drinfeld modules. Its rank is denoted by h1(M), it is ≤ r.
9.3. Theorem (Anderson). expM is surjective ⇐⇒ h1(M) = r.
Such M are called uniformizable. Really, this theorem has a more general state-
ment, see Theorem 9.9 below.
Let us consider M(A) from 5.13. If all entries of A are sufficiently small then
M(A) is uniformizable. An explicit estimate is given in [GL17] (end of page 383
and Proposition 2): if v∞ of all entries of A is >
q
q2−1
then M(A) is uniformizable.
Clearly this estimate is too weak and can be improved, but we do not know the
best result. The same situation is for M defined by (5.9).
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We saw in Section 4 that a Siegel matrix of a lattice of rank r in Cn∞ is of size
(r − n)× n, like a Siegel matrix of an abelian variety with MIQF.
For n > 1 it is not known what is an analog of the Theorem 8.3, (2). Theorem
5.15 indicates that we should consider only pure t-motives, i.e. we have
Open problem. Let us consider the lattice map M 7→ L(M) from the set of
pure uniformizable t-motives to the set of lattices. Is it true that its image is open,
and its fibre at a generic point is discrete?4
9.4. The main result of [GL17] gives evidence that maybe the lattice map is 1 – 1
near a distinguished point. This result is the following. We consider, from one side,
Anderson t-motives given by (5.13.1) such that the matrix A is in a neighborhood of
0. From another side, we consider lattices whose Siegel matrix is in a neighborhood
of ωIn (here ω ∈ Fq2−Fq ; a Siegel matrix of an Anderson t-motive given by (5.13.1)
with A = 0 is exactly ωIn). We prove that in a neighborhood of A = 0 we have a 1
– 1 correspondence between t-motives and lattices (the main difficulty is to check
that we have the same action of automorphism groups of t-motives, from one side,
and of lattices, from another side).
The obtained result is not too strong, because the size of a neighborhood where
we have a 1 – 1 correspondence, depends on a ”degree” of elements of the above
automorphism groups. It is desirable to find a ”universal” neighborhood. This is
a subject of further research. Nevertheless, it is proved unconditionally that the
lattice map is a surjection in a neighborhood of a Siegel matrix ωIn.
There is another result that the lattice map is almost 1 – 1. Namely, for n = r−1
the duality theory (see Section 10) gives us an immediate corollary of Theorem 8.3:
Theorem 9.5. ([GL07], Corollary 8.4). All pure t-motives of rank r and di-
mension r− 1 over C∞ are uniformizable. There is a 1 – 1 correspondence between
their set, and the set of lattices of rank r in Cr−1∞ having dual.
See 10.1 for a definition of dual lattice. Not all lattices of rank r in Cr−1∞ have
dual, but almost all, i.e. even in this simple case the correspondence is not strictly
1 – 1, but only an ”almost 1 – 1”.
The proof of Theorem 9.3 is rather long, see [G], Theorem 5.9.14. Let us give an
idea of the proof and definitions of some relevant objects. First, the target of the
map Cn∞
expM
→ Cn∞ can be functorially identified with E(M). We denote the source
of this map by Lie(M), hence for uniformizable M we have an exact sequence
0→ L(M)→ Lie(M)
expM
→ E(M)→ 0 (9.6)
Now, we consider an exact sequence of C∞[T, τ ]-modules ([G], (5.9.22))
0→ Z1 → Z2 → Z3 → 0
where:
4The second author made some calculations for non-pure uniformizable t-motives having r = 5,
n = 2. Apparently there exists a 7-dimensional irreducible component in their moduli space. Since
the set of lattices having r = 5, n = 2 is 6-dimensional, this would imply that the lattice map has
a fibre of dimension 1. Unfortunately, because of 5.14.6, it is hardly to prove that t-motives of
this 7-dimensional set are really non-isomorphic.
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Z1 (denoted also by C∞{T} ) is a subset of C∞[[T ]] formed by power series∑∞
i=0 aiT
i (here and below ai ∈ C∞), such that ai → 0 as i→∞ (or, equivalently,
v∞(ai) → +∞). The C∞[T, τ ]-module structure on Z1 is defined as follows: the
multiplication by T is simply a multiplication of a power series by T , and τ ·∑∞
i=0 aiT
i :=
∑∞
i=0 a
q
iT
i.
Z2 is the set of power series
∑∞
i=−k aiT
i (k ≥ 0 is any number), all other condi-
tions are the same;
Z3 is the set of polynomials in T
−1, with the free term 0, i.e. Z3 = {
∑−1
i=−k aiT
i};
condition ai → 0 does not exist for this case, the C∞[T, τ ]-module structure is the
same, the product T · T−1 is 0.
Theorem. The exact sequence (9.6) (without the right zero term for the case
of non-uniformizable M) is functorially isomorphic to
0→ HomC∞[T,τ ](M,Z1)→ HomC∞[T,τ ](M,Z2)→ HomC∞[T,τ ](M,Z3)
For a proof see [G], Theorem 5.9.14 (this is a formula of Lemma 5.9.25).
Particularly, we can define Lie(M) as HomC∞[T,τ ](M,Z2), and we have an equal-
ity L(M) = HomC∞[T,τ ](M,Z1).
We can interpret L(M) as follows. Let M{T} := HomC∞[T ](M,C∞{T}). We
have: τ acts on M{T} by the standard action of operator on Hom group, i.e.
(τ(ϕ))(m) := τ(ϕ(τ−1(m))) (we neglect here that τ−1(m) maybe does not exist
— this is a model example). We have
L(M) = HomC∞[T,τ ](M,C∞{T}) =M{T}
τ = (HomC∞[T ](M,C∞{T}))
τ
We denote L(M) by H1(M). Now we can consider the tensor product instead
of Hom, i.e. we define
M{T} :=M ⊗C∞[T ] C∞{T}
We have: τ acts on M{T} by the standard formula of the action of an operator on
tensor products (i.e. τ(a⊗ b) = τ(a)⊗ τ(b) ), and we define
H1(M) :=M{T}τ
H1(M) is also free Fq[T ]-module, its rank is denoted by h
1(M). Like for the
case of H1(M), we have h
1(M) ≤ r.
There exists a canonical pairing
π : H1(M) ⊗
Fq[T ]
H1(M)→ Fq[T ] (9.7)
Really, let ϕ : M → C∞{T} be in H1(M) and α =
∑
imi ⊗ vi, where mi ∈ M ,
vi ∈ C∞{T}, be inH
1(M). By definition, π(ϕ, α) :=
∑
i ϕ(mi)·vi ∈ Fq[T ] (because
it belongs to C∞{T}
τ = Fq[T ]).
9.8. An important technical tool is a notion of a scattering matrix (first defined
in [A86], Section 3). Let {l∗} = {l1, . . . , lr} be a basis of L(M) over Fq[T ], and let
{f} = {f1, . . . , fr}
t be a basis of M over C∞[T ] (see 5.11). Considering li as an
element of Hom(M,C∞{T}) we define a matrix Ψ ∈ Mr(C∞{T}) whose (i, j)-th
entry is li(fj) ∈ C∞{T}. It is called a scattering matrix of M with respect to the
bases {l∗}, {f∗}. It satisfies a relation
ΨQt = Ψ(1)
where Q is from 5.11. This relation follows immediately from the fact that elements
of L(M) are τ -invariant maps.
There exists a stronger form of Theorem 9.3:
Theorem 9.9. (Anderson, [A86]; [G], 5.9.14). h1(M) = r ⇐⇒ h1(M) =
r ⇐⇒ expM is surjective. In this case π is perfect over Fq[T ].
Remark. It is natural to expect that always h1(M) = h1(M). Really, this is
wrong: for a t-motive M(A) of Example 5.13 where q = 2 and A =
(
θ θ6
θ−2 0
)
we have h1(M(A)) = 0, h1(M(A)) = 1 ([GL18.1], Section 4).
Example 9.10. Explicit calculation of H1(C). Recall that C is the Carlitz
module. Let as above e be the only element of a basis of C over C∞[T ], it satisfies
τe = (T − θ)e. Elements of C{T} have the form
(d0 + d1T + d2T
2 + ...)e (9.10.1)
where di ∈ C∞, di → 0. Condition that the element (9.10.1) is τ -stable is:
τ(d0 + d1T + d2T
2 + ...)e = (d0 + d1T + d2T
2 + ...)e (9.10.2)
We have
τ(d0+d1T+d2T
2+ ...)e = (dq0+d
q
1T+d
q
2T
2+ ...)τe = (dq0+d
q
1T+d
q
2T
2+ ...)(T−θ)e
hence (9.10.2) means
(dq0 + d
q
1T + d
q
2T
2 + ...)(T − θ) = d0 + d1T + d2T
2 + ... (9.10.3)
Multiplying we get a system of equations
θdq0 + d0 = 0
θdq1 + d1 − d
q
0 = 0 (9.10.4)
θdq2 + d2 − d
q
1 = 0
etc. Solving them consecutively we get that there exists a solution satisfying
v∞(di) =
qi
q−1 → +∞. This means that dim H
1(C) = 1, as it should be, according
the following
Corollary 9.11. For a Drinfeld moduleM of rank r we have h1(M) = h1(M) =
r (because all Drinfeld modules are uniformizable).
An example of a non-uniformizable t-motive is given in [G], 5.9.9. The proof of
its non-uniformizability given in [G] is ”artificial”. The same example is treated
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in [EGL] by a direct calculation, see [EGL], Example 6.3. It is shown that the
example of [G], 5.9.9 is, in some sense, the ”simplest” non-uniformizable t-motive.
Examples of calculation of h1, h1 of some other t-motives are given in [EGL],
[GL18.1]. These are explicit calculations similar to the above (9.10.3), (9.10.4), but
more complicated. For example, formulas [GL18.1], (3.9) permit us to find h1(M)
for any M(A) of the form (5.13.1), case n = 2. Paper [EGL] gives a complete
answer to the problem of finding of h1(M), h1(M) for M(A) of the form (5.13.1)
where A =
(
0 a12
a21 0
)
.
9.12. There is a natural problem to continue calculations of [EGL], to extend
them to all M of the form (5.13.1). Advance in this activity is a good (and easy)
research problem for students. It can be compared with the problems of catalogiza-
tions of all stars in the sky in astronomy, or of all species of insects in biology: it
is necessary to consider a lot (probably infinite quantity) of cases. Like any biolo-
gist who comes to Manaus jungle (surrounding the home university of the second
author) will find, without doubt, some new species of insects, any mathematician
who will consider new types of matrices A will get new results in calculation of h1,
h1 of the corresponding M(A).
10. DUALITY
Let M be an Anderson t-motive. Its dual M ′ is defined by (5.19.2) (for the
case of Drinfeld modules the definition of dual was given in [T], for any t-motive in
[GL07]. See also [HJ]).
There exists a notion of duality for lattices. The simplest definition is the fol-
lowing. Let L ⊂ Cn∞ be a lattice of rank r and S its Siegel matrix. Its dual lattice
is denoted by L′.
Definition 10.1. L′ is a lattice having a Siegel matrix St. Hence, it is a lattice
of rank r in Cr−n∞ .
It is easy to show that this definition is well-defined (i.e. does not depend on a
choice of Siegel matrix). There exists also an invariant definition ([GL07], Definition
2.3).
Let M be a t-motive having the dual M ′. Let {f} = {f1, . . . , fr}
t be a basis of
M over C∞[T ] (see 5.11). It defines the dual basis {f
′} = {f ′1, . . . , f
′
r}
t of M ′ over
C∞[T ] (here and below the dual bases and some other objects are defined up to
multiplication by elements of F∗q).
Properties of M ′ are the following:
10.2.1. The matrix Q′ of M ′ (see 5.11) in {f ′} is (Qt)−1 where Q is the matrix
for M over {f}.
10.2.2. Dimension of M ′ is r − n (the rank is the same, i.e. r).
10.2.3. If M is uniformizable then M ′ is uniformizable, and L(M ′) = (L(M))′
(see [GL07] for the case of M having N = 0. For the case N 6= 0 see Section 11
below).
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10.2.4. For all M (maybe non-uniformizable) we have H1(M) = H1(M
′),
H1(M) = H
1(M ′) (functorial isomorphisms). (9.7) implies that there are pair-
ings H1(M) ⊗ H1(M ′) → Fq[T ], H1(M) ⊗ H1(M
′) → Fq[T ]. They are perfect if
M , M ′ are uniformizable.
Particularly, if M is uniformizable and {l∗} is a basis of L(M), then there exists
the dual basis {l′∗} of L(M
′).
We need an element Ξ =
∑∞
i=0 aiT
i ∈ C∞{T} satisfying
Ξ = (T − θ)
∞∑
i=0
aqiT
i, lim
i→∞
ai = 0, |a0| > |ai| ∀i > 0
We have Ξ = c(1− θ−1T )(1− θ−qT )(1− θ−q
2
T )(1− θ−q
3
T )... where c = (−θ)
−1
q−1
(see [G], p. 171, (*) and p. 172, line 1; Ξ is defined up to multiplication by F∗q).
10.2.5. Let Ψ be the scattering matrix of M with respect to the bases {l∗},
{f∗} and Ψ
′ the scattering matrix of M ′ with respect to the bases {l′∗}, {f
′
∗}. We
have Ψ′ = Ξ−1(Ψt)−1.
All these formulas, except 10.2.3, are straightforward. To prove 10.2.3, we need
to use a relation between Ψ and a Siegel matrix of L(M) (see [GL07], (5.4.5) and
the second above line; these formulas appear non-explicitly in [A86]) and then to
use 10.2.5.
Let us explain the notations of [GL07], (5.4.5). It turns out that an important
(and non-expected) technical tool of the proof is the notion of θ-shift. Let Y =∑∞
i=0 yiT
i ∈ C∞{T} be a series. We substitute T = N + θ in this formula (here
N is an abstract symbol). For some (clearly not for all) Y, as a result of this
substitution, we get
∑∞
j=−κ z−jN
j ∈ C∞((T )) for some κ ≥ 0, z∗ ∈ C∞. In this
case, we denote this series
∑∞
j=−κ z−jN
j by YN .
The same construction can be applied to series with matrix coefficients. Namely,
for a scattering matrix Ψ we denote by ΨN the result of application of θ-shift to
all entries of Ψ. If M has N = 0 then for its ΨN we have κ = 1. We denote by
D1 the matrix coefficient at the N
−1-th term of ΨN , and by D11, D12 some its
submatrices. These submatrices enter in the mentioned above relation between Ψ
and a Siegel matrix of L(M).
11. Case N 6= 0.
Here we consider the case N 6= 0. Let M be an Anderson t-motive. Recall (see
beginning of Section 5) that T − θ is nilpotent on M/τM . We can consider T on
E(M) and Lie(M) as well. On Lie(M) we have T = N + θIn where N is nilpotent.
Let m be the minimal number such that Nm = 0. Diagram (9.1) remains the same,
but the multiplication by θ (the left vertical arrow) is replaced by the operator
T = N + θIn. We need to modify a definition of a lattice as follows.
Let V = Cn∞ be any vector space and T = N + θIn any operator on V, where
N is nilpotent. This V can be considered as a Fq[T ]-module. A lattice L of rank r
in V is a Fq[T ]-submodule of V which is isomorphic to (Fq[T ])
r as a Fq[T ]-module
such that analogs of 4.1.1, 4.1.2 hold, namely
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11.1. Fq[[T ]]-envelope of L (clearly the action of Fq[[T ]] on V is defined) is
isomorphic to Rr∞ (i.e. elements of a basis of L over Fq[T ] are linearly independent
over Fq[[T ]]) and
11.2. C∞-envelope of L is V.
Let us consider the case of uniformizable M , and let as earlier L(M) be the
kernel of expM . We have: L(M) is a lattice of V = Lie(M) in the above meaning.
The next important object is due to Pink [P], see also [GL07], [GL18.2], [HJ].
There is a natural inclusion C∞[T ] → C∞[[N ]]: T 7→ N + θ. It defines an
inclusion Fq[T ] →֒ C∞[[N ]]. Hence, we can consider L(M) ⊗
Fq[T ]
C∞[[N ]]. An
inclusion L(M) →֒ Lie(M) defines a map L(M) ⊗
Fq[T ]
C∞[[N ]]→ Lie(M) which is a
surjection because of (11.2). Its kernel is denoted by q = q(M). It is an invariant
ofM which is more ”thin” than L(M) for the case N 6= 0. Hence, we have an exact
sequence
0→ q→ L(M) ⊗
Fq[T ]
C∞[[N ]]→ Lie(M)→ 0 (11.3)
We have: C∞[[N ]] is a local Dedekind ring, the theory of finitely generated
modules over these rings is very simple. L(M) ⊗
Fq[T ]
C∞[[N ]] is free of rank r over
C∞[[N ]], and Lie(M) is isomorphic to C
n
∞. (11.3) gives us that q is isomorphic
to C∞[[N ]]
r as a C∞[[N ]]-module, i.e. it is a lattice in L(M) ⊗
Fq [T ]
C∞[[N ]]. It is
checked immediately that q ⊃ Nm(L(M) ⊗
Fq[T ]
C∞[[N ]]).
Remark. We can define an abstract Hodge-Pink structure as follows (see, for
exanple, [HJ]). Let V be any free Fq[T ]-module
5 of rank r and q ⊂ V ⊗
Fq[T ]
C∞[[N ]] a
C∞[[N ]]-sublattice of rank r. A homomorphism between two such objects (V1, q1),
(V2, q2) is a Fq[T ]-linear map V1 → V2 inducing a map q1 → q2.
Really, a definition of Hodge-Pink structure of [HJ] is a version of the above
one. First, they consider a weight filtration on V . Second, they consider not a free
C∞[[N ]]-module but a C∞((N))-vector space; particularly, their q is not necessarily
contained in V ⊗
Fq[T ]
C∞[[N ]] but only is commensurable with it.
{q = qM , L(M)} from (11.3) are called the Hodge-Pink structure associated to
M (recall that M is uniformizable).
In order to describe explicitly the inclusion q ⊂ V ⊗
Fq[T ]
C∞[[N ]], we use an analog
of a Siegel matrix. Namely, for the casem = 1 we get exactly a Siegel matrix. Really,
let e1, . . . , er be a basis of V over Fq[T ] such that images of e1, . . . , en form a basis
of V ⊗
Fq[T ]
C∞[[N ]]/q. There exists a matrix S = {sij} such that elements
Ne1, . . . , Nen, en+i −
n∑
j=1
Sijej , where i = 1, . . . , r − n
5Do not confuse this V and the above V, they play different roles.
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form a C∞[[N ]]-basis of q. Clearly this S is exactly a Siegel matrix of L(M) if q
comes from L(M), as explained above.
If m > 1 then an analog of Siegel matrix is a family of matrices called a Siegel
object, it is defined for example in [GL18.2], (3.15). Roughly speaking, we consider
the C∞-vector spaces
((N i · V ⊗
Fq [T ]
C∞[[N ]]) ∩ q)/((N
i+1 · V ⊗
Fq[T ]
C∞[[N ]]) ∩ q), i = 0, . . . ,m− 1,
their bases, lifts of these bases to q etc, see [GL18.2] for details. The family of
these matrices is parametrized by integer points of a tetrahedron, i.e. it depends
on 3 integer parameters. These matrices are denoted by Suvyz in [GL18.2], where
u, v, y, z are integer parameters.6
Let M be an Anderson t-motive and q ⊂ L(M) ⊗
Fq[T ]
C∞[[N ]] its Hodge-Pink
structure. Like for the case N = 0, there is a formula for a Siegel object of q
defined in terms of θ-shift of a scattering matrix Ψ of M . Namely, we have
ΨN =
∞∑
u=−m
D−uN
u
where D1, . . . , Dm are matrix coefficients at negative powers of N . Formula (3.38)
of [GL18.2] gives relations between some submatrices of Di and matrices of Siegel
object of q(M).
There are natural definitions of the tensor product and Hom of Hodge-Pink
structures. Namely, let
PH1 = {q1 ⊂ V1 ⊗
Fq[T ]
C∞[[N ]] }, PH2 = {q2 ⊂ V2 ⊗
Fq[T ]
C∞[[N ]] }
be two Hodge-Pink structures. Their tensor product is
q1 ⊗
C∞[[N ]]
q2 ⊂ (V1 ⊗
Fq[T ]
V2) ⊗
Fq[T ]
C∞[[N ]].
The definition of Hom is similar, see [HJ] (it is defined only for Hodge-Pink
structures in the meaning of [HJ]).
Let us give the definition of the m-dual structure — an important particular
case of Hom. We denote by Cm (the m-th tensor power of the Carlitz Hodge-Pink
structure) a structure NmC∞[[N ]] ⊂ C∞[[N ]].
The Hodge-Pink structure Hom(HP1,C
m) — the m-dual of HP1 — is defined as
follows. Its V is V ′1 := Hom(V1,Fq[T ]) and
q′ = { ϕ : V1 ⊗
Fq[T ]
C∞[[N ]]→ C∞[[N ]] | ϕ(q) ⊂ N
mC∞[[N ]] }
Theorem. The functor of Hodge-Pink structure from uniformizable Anderson
t-motives to Hodge-Pink structures commutes with tensor products and Hom’s.
6This 4-parameter notation is used for convenience for a proof of duality theorem. Really,
always v = u− 1, i.e. practically we have 3 parameters.
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For tensor products this was proved by Anderson in 2000 (non-published), for
tensor products of t-motives havingN = 0 in [GL07], for the general tensor products
and Hom’s in [HJ] (under a restriction that they are mixed, see [HJ], 3.5b). For
the case of duals and N = 0 the theorem was proved in [GL07], for m-duals, case
N 6= 0, in [GL18.2] by means of explicit calculation of Siegel objects of L(M) and
of L(M ′
m
) (recall that M ′
m
is the m-dual of M , see 5.19.3).
12. L-FUNCTIONS.
We give here the definition of the simplest version of L-function of t-motives. Let
M be defined over Fq(θ). Let Q ∈Mr×r(Fq(θ)[T ]) be from Section 5 (the matrix of
multiplication by τ in a Fq(θ)[T ]-basis of M). Let P be an irreducible polynomial
in Fq[θ]. Let us assume that M has a good reduction at P. This implies that there
exists a Fq(θ)[T ]-basis of M such that all entries of Q are integer at P. The set of
bad primes is denoted by S.
We need the following notation. For a ∈ (Fq[θ]/P)[T ], a =
∑
ciT
i where ci ∈
Fq[θ]/P, we denote a
(k) :=
∑
cq
k
i T
i, for a matrix A = (aij) ∈ Mr×r((Fq[θ]/P)[T ])
A(k) := (a
(k)
ij ) and A
[k] := A(k−1) · . . . ·A(1) ·A.
The local P-factor LP(M,U) is defined as follows (P 6∈ S). Let d be the degree
of P and Q˜ ∈Mr×r((Fq[θ]/P)[T ]) the reduction of Q at P. We have:
LP(M,U) := det(Ir − Q˜
[d]Ud)−1 ∈ Fq[T ][[U
d]]
(because obviously det(Ir − Q˜
[d]U) ∈ Fq[T, U ] and does not depend on a Fq(θ)[T ]-
basis of M);
LS(M,U) :=
∏
P6∈S
LP(M,U) ∈ Fq[T ][[U ]]
Example: the Carlitz module over Fq. We have Q = T − θ, S = ∅. Let
P = a0 + a1θ + a2θ
2 + ...+ adθ
d, where ai ∈ Fq.
We have Q˜[d] = a0 + a1T + a2T
2 + ...+ adT
d (exercise for the reader).
Hence, the local P-factor of L(C, U) is (1−(a0+a1T +a2T
2+ ...+adT
d)Ud)−1 ∈
Fq[T ][[U ]]. For example, for q = 2 we have a table of LP(C, U) for the first small
P:
P LP(C, U)
θ 1 + TU + T 2U2 + T 3U3 + ...
θ + 1 1 + (T + 1)U + (T 2 + 1)U2 + (T + 1)3U3 + ...
θ2 + θ + 1 1 + (T 2 + T + 1)U2 + (T 2 + T + 1)2U4 + ...
θ3 + θ + 1 1 + (T 3 + T + 1)U3 + (T 3 + T + 1)2U6 + ...
and L(C, U) is their product.
Theorem. For q = 2 we have L(C, U) = 1 + U , for q > 2 we have L(C, U) = 1.
Proof is an exercise for the reader.
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There exists a formula for L(M,U) for a slightly other object — a sheaf F on
a curve X instead of a C∞[T ]-module M , see Section 13. This formula (a version
of the Lefschetz trace formula) gives us L(F , U) in terms of Frobenius action on
H0(X,F), H1(X,F). A statement of this formula is given in [L], p. 2603, or in
[GL16], (3.4). For a proof see [A00] (the original proof), or [B12], Section 9.
12.1. As an example, we can apply this formula to twists of Carlitz modules.
The corresponding theory is developed in [GL16], [GL19]. A generalization of this
theory to other types of t-motives (for example, Drinfeld modules) is a research
subject for beginners. It is much simpler than other research subjects related to
Drinfeld modules.
Another type of L-function of t-motives is defined in [G], Section 8. We shall
not give details here.
13. Generalizations of Anderson t-motives.
Most generalizations use a description of an Anderson t-motive as a C∞[T ]-
module with a τ -action. Usually it is not convenient to consider τ as a skew map
(i.e. τ(am) = aqτ(m) ), hence most definitions use a formalism of a tensor product
by a Frobenius map. Namely, let A be a ring (it can be C∞[T ] or a similar ring)
and ϕ : A→ A an isomorphism called a Frobenius isomorphism. For example, for
A = C∞[T ] and C =
∑∞
i=0 ciT
i we define ϕ(C) =
∑∞
i=0 c
q
iT
i.
For a left A-module M we can consider an A-module σ∗(M) := M ⊗
A
A where
the tensor product is taken with respect to the map ϕ−1 : A→ A.
For m ∈ M we denote the element m ⊗ 1 ∈ σ∗(M) by m¯, and multiplication of
elements of σ∗(M) by elements of A will be denoted by asterisk, in order do not
confuse it with multiplication of elements of M by elements of A. All elements of
σ∗(M) are of the form m¯ for some m ∈M . There is a formula a ∗ m¯ = ϕ(a) ·m.
This means that a skew map τ : M → M that enters in the definition of an
Anderson t-motive can be considered as an A-module map (denoted by τ as well)
τ : σ∗(M)→M , defined by the formula τ(m¯) = τ(m).
If M is free over A of dimension r then an analog of Condition 5.2.1 holds
automatically. Analogs of Conditions 5.2.2, 5.2.3 are either omitted, of formulated
by some other manner.
Example 13.1. Let A = F¯q(T ), ϕ(a) = a
q for a ∈ F¯q, ϕ(T ) = T . Let M = V a
finite dimensional vector space over A. By definition, a ϕ-space is a bijective map
τ : σ∗(V )→ V .
Example 13.2. Let A = F¯q((T )), and let ϕ, V be the same. A bijective map
τ : σ∗(V )→ V is called a Dieudonne´ module.7
We see that for these objects analogs of Conditions 5.2.2, 5.2.3 are omitted.
13.3. A definition of an object generalizing Anderson t-motives is given in [HJ],
Definition 3.1 (it is called an A-motive in [HJ]). Namely (we give a slightly simplified
version), an A-motive is a pair (M, τ) whereM is a free C∞[T ]-module of dimension
7In order to define localizations of a ϕ-space at places of Fq(T ) it is necessary to use a version
of the present definition of Dieudonne´ module.
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r and τ : σ∗(M)[N−1]→M [N−1] is an isomorphism of C∞[T ][N
−1]-modules (here
N = T − θ ∈ C∞[T ]).
We see that here it is required that τ is an isomorphism. An Anderson t-motive
in the meaning of the present paper is an effective A-motive, see [HJ], Definition
3.1c. They are defined by the condition that τ comes from a C∞[T ]-homomorphism
σ∗(M)→M .
This definition has an advantage that Hom of A-motives is always defined, and
is an A-motive.
A natural generalization of a module over a ring is a sheaf over a scheme. Hence,
instead of the ring C∞[T ] (affine line) we consider any (projective) curve X over
C∞ (or its subfields if we consider Anderson t-motives over fields), and instead of
M as a free C∞[T ]-module we consider a locally free sheaf F on X . A typical
example that should be kept in mind is X = P 1(C∞).
An analog of the above map ϕ : A→ A is a scheme automorphism of X denoted
by ϕ as well. For example, if X = P 1(C∞) and a ∈ C∞ ∪ ∞ = P
1(C∞) then
the action of ϕ on a is the Frobenius action: ϕ(a) = aq. On functions, we have
ϕ(T ) = T . Analogously to the case of modules, we define σ∗(F ) := F ⊗
X
X where
the tensor product is taken with respect to the map ϕ−1 : X → X .
Let us consider analogs of a map τ : σ∗(F ) → F . We need to prescribe its
behavior not only at the point θ ∈ X (i.e. an analog of 5.2.3), but also its behavior
at a point on X which is an analog of ∞ ∈ P 1(C∞) (this point is denoted by ∞ as
well). It turns out that we should consider not one map τ , but a diagram of maps.
There are various versions of the definitions. The simplest of them is
Definition ([D87]; notations of [G], p. 191, (*)). A right F -sheaf is a diagram
σ∗(F0)
α
→ F1, F0
β
→ F1
where F0, F1 are locally free sheaves on X , α and β are inclusions such that the
supports of their cokernels consist of one point.
The support of Coker (α) is called the zero of F -sheaf (it is an analog of θ of
5.2.3), and the support of Coker (β) is called the pole of F -sheaf (it is an analog of
∞ ∈ P 1(C∞)).
Really, Drinfeld considers the case dim Coker (α) = dim Coker (β) = 1, i.e.
analog of the case n = 1, because he did not need an analog of Anderson t-motives.
Also, he considers a relative case, i.e. a case when the whole diagram is over a base
scheme S.
The notions of F -sheaf and its generalizations were introduced in order to prove
Langlands conjecture for GL2 (Drinfeld), GLr (L. Lafforgue) et al. Nevertheless,
they can be used for solutions of much more elementary problems.
As an elementary example of application of the notion of F -sheaf, we can mention
a theorem of existence of an Anderson t-motive having a complete multiplication8
8Complete multiplication of Anderson t-motives is an analog of the complex multiplication of
abelian varieties. See [A87] for an analog of the main theorem of complex multiplication for this
case.
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over a field K with a given complete multiplication type. The idea is to consider a
curve X corresponding to K and its Picard variety Pic0(X). The map fr − Id is
an algebraic isogeny on Pic0(X), hence it is surjective. A complete multiplication
type defines a divisor on X and hence an element of Pic0(X). Its preimage with
respect to the map fr− Id defines a sheaf corresponding to a desirable t-motive of
complete multiplication. See [GL07], Theorem 12.6 for details.9
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