ABSTRACT The multimedia conference system is a widely used application for smart campus. Meanwhile, cloud computing is a new computing model that has been rapidly developing. It is a challenging research task to utilize the advantages of cloud computing with respect to multimedia conference system technology. This paper designs and implements a multi-source multimedia conference system assisted by cloud computing called MMCSACC. In MMCSACC, a two-tier data distribution structure is presented, and a variable bandwidth model is proposed according to the requirements of the multi-source multimedia conference. We utilize the advantages of centralized processing using cloud computing and introduce the concept of data forwarding priority in order to ensure the continuity of the data distribution. Additionally, a test bed is implemented to verify whether it is feasible to use our MMCSACC. Compared with the traditional multicasting technology, our experimental results show that MMCSACC can provide a higher delivery ratio, better user experiences, and better performance. This paper sheds light on distributed application design in multimedia conferencing and cloud computing.
I. INTRODUCTION
The multimedia conference system is a widely used system and a typical application of multimedia transmission technology over the Internet. It is useful for building smart campus. In a multimedia conference system, two or more individuals or groups in different places can transmission video, voice, text, images and other data to each user's computer and communicate together for discussions or decision making. Limited network bandwidth and extreme link quality are some of the challenges we face during the implementation of multi-source multimedia transmissions. Multicast services allow the information to be sent from one or more hosts to a large number of receivers, which makes applications more scalable and leads to a more efficient use of system resources. The multicast technology could significantly reduce the number of connections, thereby increasing the network throughput [1] . The application layer multicast (ALM) is an important communication method for group applications, ready expandability, low costs for maintenance and use, virtualization, etc., cloud computing technologies have been rapidly developing. Research on the multicast theory in combination with cloud computing technologies shall provide new ideas and expand the service range of cloud computing, which has significant practical values [2] . Therefore, it is a challenging research task to utilize the advantages of cloud computing in terms of technology and costs and apply the cloud-computing-assisted multi-source multimedia conference system. This paper designs and implements a multi-source multimedia conference system assisted by cloud computing named MMCSACC. While designing and implementing MMC-SACC, we consider a multicast infrastructure based on cloud computing that can effectively use the bandwidth of the cloud center by improving the existing multicast technology. We formally describe the multi-source multimedia conference system and give the bandwidth optimization model to solve the problem. Theoretically, the main contributions of this paper are as follows: 1) We design and implement a multi-source multimedia conference system assisted by cloud computing and shed light on the challenges and experiences of combining the advantages of both multicast and cloud computing. 2) Through our experience of developing MMCSACC, a variable bandwidth model is proposed according to the requirements of the multi-source multimedia conference. 3) We utilize the advantages of centralized processing using cloud computing and introduce the concept of data forwarding priority in order to ensure the continuity of the data distribution. 4) We implement MMCSACC in a real testbed and combine it with the two models of variable bandwidth and data priority. We also compare the efficiency of MMCSACC and other traditional multicast methods.
The remainder of this paper is organized as follows. Section II introduces the system design of MMCSACC and the main structure of its data distribution. Section III provides the formal description of the bandwidth problem. We describe our multi-source multimedia conference system bandwidth optimization model in Section IV. In Section V, we compare the performance of MMCSACC and other traditional multicast methods in a testbed. Section VI discusses the related works on cloud computing and multicasting, while Section VII concludes this paper and outlines our future work.
II. MULTI-SOURCE MULTIMEDIA CONFERENCE SYSTEM DESIGN
In this section, we first present an overview of the MMCSACC system architecture and describe its core components. Subsequently, we explain how we design the structure of the data distribution of MMCSACC.
A. SYSTEM ARCHITECTURE Figure 1 illustrates the system architecture of MMCSACC. The proposed system architecture includes a main service cloud and several relay clouds, as shown in Figure 1 . The main service cloud is the core of the service, while the relay clouds are used for the bandwidth extension. It takes a few minutes to create a virtual machine in a cloud computing platform and several seconds to destroy the virtual machine. In addition, the service programs could be embedded into the mirror image. Under the abovementioned circumstances, the completed cloud virtual machine could be immediately put into use (or after the simple configuration). Therefore, the service entity in the proposed model mainly relies on the cloud virtual machine. The main service cloud includes a core virtual machine. The virtual machine in the cloud service (excluding the core virtual machine) and the virtual machine in the relay cloud are generally called extended virtual machines. These virtual machines can be customized and their configurations modified according to their functions and the number of users. Generally, a core virtual machine possesses great computing power and high external bandwidth. Meanwhile, the extended virtual machine has a high demand on the bandwidth for external services and does not require too much computing power. Most of the existing IaaS (Infrastructure as a Service) can satisfy the above demands. The major components of the main service cloud are presented below.
1) USERS
The users include cloud users and terminal users. Cloud users are those that utilize the cloud service to push data, while the terminal users are the average members of a group.
2) USERS INFORMATION AND API
The Terminal User API is the interface for the interaction between the average user and the main service cloud. It records the situations of terminal users in the multicast conversation, including when to join and leave a conversation, the distance from a neighboring node, and the situations of receiving data while sending data to other nodes.
35880 VOLUME 6, 2018 3) DATA DISTRIBUTION It is responsible for the decision-making and scheduling with respect to data forwarding, stability reinforcement and structural optimization.
4) DISTRIBUTION STRUCTURE
It is responsible for constructing the highly efficient application-layer multicast distribution structure according to the situations of groups and extended virtual machines. Generally, the extended virtual machine in the main service cloud receives the multicast data from the core virtual machine. In the same relay cloud, an extended virtual machine shall be chosen as the agent receiving the multicast data. Other extended virtual machines shall receive the multicast data from the acting virtual machine. According to the information recorded in the information base of the terminal user, the multicast-tree structure shall be calculated, and the optimization scheme shall be offered.
5) BANDWIDTH MONITORING
This component monitors the bandwidth of the cloud and the output of every virtual machine. This part also manages the users' bandwidth optimization.
6) ERROR CONTROL
The data composition mechanism was used to reinforce the reliability of the application's lower multicast data distribution. Figure 2 illustrates the main description of the data distribution structure of MMCSACC. Logically, there are two tiers in the structure. For the higher tier, there is an overlay tree in which each peer is a Cloud node or source node. It is uniquely identified by a tuple of several attributes, such as (IP address, port number, network coordinate, capacity). The typical multimedia conference data distribution is scheduled to commence at a specific time. Prior to this instant, the cloud nodes and the source node organize themselves into an initial FIGURE 2. The data distribution structure of MMCSACC. data delivery tree. Because the cloud computing centers provide services for the application, we assume that the source node and every higher node can get all information on each other, including the IDs of cloud nodes, the IP addresses, and more [3] .
B. DATA DISTRIBUTION STRUCTURE
For the lower tier, there are several groups in the delivery multicast trees. In every group, the root node of the delivery tree is a virtual machine in the cloud. The multicast tree structure has several advantages. Our two-tier structure has better robustness and bandwidth utilization than the multicast tree. In the application layer multicast, dynamic host nodes forward the received data packets to their downstream nodes. Therefore, a pair of neighbor nodes needs to know the aliveness of each other. Additionally, MMCSACC needs to know when end users leave the multicast session in order to compute the contributions of the end users and optimize the multicast tree structure. MMCSACC meets the above requirements through a periodic aliveness detection process.
III. BANDWIDTH PROBLEM DESCRIPTION
In this section, we formally describe the bandwidth problem in multimedia conferences and particularly explain the data distribution procedure. Because video data transmission is most representative, the relevant statements in this section are examples of video data distributions.
The multimedia source has a number of fixed nodes, and the source does not need to receive data from itself. The considered bottlenecks are the upload bandwidth of the nodes, and the limits of the downloading bandwidth of these nodes are not considered. On the one hand, this section studies video conferencing where the source is not a number of fixed nodes and can watch the video screen of other nodes. On the other hand, the study needs to consider the impacts of the uploading and downloading bandwidths of the nodes.
The scenario of the multimedia conference is described as follows. N nodes are provided. Each node is connected to the Internet through the link. The transmission rates of the uplink and downlink are limited. The uplink is from the user to the network, and the bandwidth is recorded as u i . The downlink is from the network to the user, and the bandwidth is recorded as d i . The Internet bandwidth is not limited, and the network bottleneck is only the user's access bandwidth. In [4] , it is quantitatively pointed out that the end-to-end bottleneck from the Internet lies in the user's access bandwidth. Each user randomly selects another user to watch.
In the multimedia conference, a participant can only watch the video screen of one participant at a time. When the participants want to watch another video screen, there is the need for video screen switching. This kind of multimedia conference system is called a single-source multimedia conference. If each user selects multiple other users to watch, this paper calls this a multi-source multimedia conference.
In the multimedia conference, the number of all nodes is set to N , and the viewing relationship between nodes is dynamically changed. All node sets that are video sources are defined as S, and the remaining node sets are defined VOLUME 6, 2018 as I . Therefore, N = |S| + |I |. The viewer set of a video source s is defined as G s . |G s | represents the number of viewers of the video source node s. Since one participant can concurrently view the videos of multiple other participants, we get equation (1) .
All participants who watched the same participant's video screen and the video source are called a sub-conference. Therefore, if the video conference has |S| video sources, it has |S| sub-conferences. What is different from the single-screen video conference is that a participant node may belong to multiple sub-conferences.
In the multi-source multimedia conference, due to the different allocation methods of node bandwidth, the nodes' video viewing rates will be different. Taking a specific viewing scene of the multi-screen video conference given by Figure 3 (a) as an example, node 3 views the video screen of node 1 and node 2, node 1 views the video screen of node 2, node 2 views the video screen of node 4, and node 4 views the video screen of node 1 and node 3. There are four subconferences in the video conference, which are G 1 , G 2 , G 3 and G 4 . Figure 3 (b) describes a feasible bandwidth allocation method to transmit the video stream. In sub-conference G 1 , the video source node 1 transmits the video stream to node 3 and node 4 at rate 1, and node 3 transmits the video stream to node 4 at rate 0.5. In sub-conference G 2 , the video source node 2 transmits the video stream to node 1 and node 3 at rate 2. In sub-conference G 3 , the video source node 3 transmits the video stream to node 4 at rate 1.5. In sub-conference G 4 , the video source node 4 transmits the video stream to node 2 at rate 2. Under this bandwidth allocation strategy, the rate of node 3 to watch the video of node 1 and node 2 is (1, 2), the rate of node 1 watching the video of node 2 is 2, the rate of node 2 watching the video of node 4 is 2, and the rate of node 4 watching the video of node 1 and node 3 is (1.5, 1.5). allocation strategy, the rate of node 3 watching the video of node 1 and node 2 is (1.5, 2), the rate of node 1 watching the video of node 2 is 2, the rate of node 2 watching the video of node 4 is 1.5, and the rate of node 4 watching the video of node 1 and node 3 is (1.5, 1.5).
Through the establishment of the above model, we give a formal description of the bandwidth problem. In the next section, we will give an optimization model and algorithm for this problem.
IV. MULTI-SOURCE MULTIMEDIA CONFERENCE SYSTEM BANDWIDTH OPTIMIZATION MODEL
In this section, we describe the multi-source multimedia conference bandwidth optimization model to explain bandwidth optimization algorithm. Then, we give the optimization algorithm of the priority-based multi-source conference system. Figure 4 gives a specific example of the bandwidth model. In this figure, s1, s2 and s3 are the video source nodes, and node i simultaneously watches the video screens of nodes s1, s2and s3. h1 is the helper node of sub-conference Gs1, h2 is the helper node of sub-conference Gs2, and h3 is the helper node of sub-conference Gs3. r (s1,s1,i) expresses that the video stream of node s1 is directly sent to node i, r (s2,s2,i) expresses that the video stream of node s2 is directly sent to node i, and r (s3,s3,i) expresses that the video stream of node s3 is directly sent to node i. After copying the received video source s1's video stream, node i sends it to the other nodes in the Gs1 sub-conference. If it is sent to node k, r (s1,i,k) can be used to express it. After copying the received video source s2's video stream, node i sends it to the other nodes in theGs2sub-conference. If it is sent to node j, r (s2,i,j) can be used to express it. After copying the received s3's video stream, node isends it to the other nodes of the Gs3 sub-conference. If it is sent to node j, r (s3,i,m) can be used to express it. r (s1,s1,h1) expresses that the video stream of node s1 is directly sent to helper node h1. Node h1 transmits the received video source s1 to the viewer node of the Gs1 sub-conference. If it is sent to node k, r (s1,h1,k) can be used to express it.
In the multi-source multimedia conference system, the bandwidth allocation strategy will affect the quality of the video viewing of the participants. From the detailed scene example of the multi-source multimedia conference depicted in Figure 4 , it can be seen that different bandwidth allocation strategies will obtain different user video viewing qualities. In the multi-source multimedia conference, when the node's bandwidth resources are given, the maximum value of the sum of the qualities of the users' video viewing that can be supported and how the corresponding bandwidth is allocated and the video stream is transmitted can be solved by establishing an optimization model.
A. BANDWIDTH OPTIMIZATION MODEL ESTABLISHMENT
In a multi-source multimedia conference, each user randomly selects another number of users to watch. Each node is connected to the Internet through access to the link, and the transmission rates of the uplink and downlink to the link are limited. Assuming that the network is not congested, the only bottlenecks considered are the uploading and downloading bandwidths of the user nodes. The video conference participant node set is set as G. The set size is set to m, and the node number in the set is recorded as 1, 2, 3 In the multi-source multimedia conference, assuming that the network is not congested, the only bottleneck is the user's upload and download bandwidths. When the upload and download bandwidths of each node of the video conference and the video viewing relationships are known, the sum of the video viewing quality of the user node is maximized.
We can find that the input of the algorithm is as follows. The video conference node viewing relationship is
Gi is the set of all nodes of viewing node i, and S is the set of all nodes of the video sources in the conference.
Then, we can get the video viewing rate of each participant node:
The sub-rate at which the participant nodes acquire the video is the video streaming rate that the other viewers have forwarded or the video streaming rate from the helper node. This can be shown in equation (3), as shown at the bottom of this page.
The model adopts the PSNR video quality model. This model uses log(r) to express the video quality of the video sub-stream with a video streaming rate of r.
The network bandwidth relationship that should be met by this model is shown as follows. (a) The sum of the video reception rates of any node is limited by the download bandwidth of the node. (b) The sum of the bandwidths required of any node that is watched by another node to upload its own video, forward video data watched by itself and its uninterested video data (that is, the node's video that is not watched, and these videos are received, copied and forwarded) are limited by the upload bandwidth of the node. (c) The sum of the bandwidths required by any node that has not been watched by other nodes to forward the video data watched by it and its uninterested video data are limited by the upload bandwidth of the node. (d) The video data rate of a video source forwarded by any node is not greater than the video data rate of the video source received by the node. We can build the optimization model as follows. We can formalize our optimization goals by using the following formula:
The constraint conditions of the optimization algorithm can be formally described by the following formulas. 
The meanings of each formula of the constraint conditions are as follows. Formula (5) indicates that the rate sum of x1, 2, 1), r(x1, 3, 1)...r(x1, m, 1); r(x2, 2, 1), r(x2, 3, 1)...r(x2, m, 1) , ...) (r (y1, 1, 2), r(y1, 3, 2) ...r (y1, m, 2); r(y2, 1, 2), r(y2, 3, 2) ...r (y2, m, 2) , ...) ....... (r(q1, 1, m), r(q1, 2, m)...r(q1, m − 1, m); r(q2, 1, m), r(q2, 2, m)...r(q2, m − 1, m) , ...)
node j to receive its interested and uninterested videos is limited by the download bandwidth of the node. Formula (6) indicates that the bandwidth sum of node j to forward the video watched by it and its uninterested videos is limited by the upload bandwidth of the node. The bandwidth sum of node j to upload its own the video and forward the video watched by it and its uninterested video data (helper role) is limited by the upload bandwidth of the node. Formula (7) indicates that if node i and node j are viewers of video source L, the rate at which the video stream is forwarded from node j to node i is not greater than the video stream rate sent from the video source to node j. Formula (8) indicates that if the video source of node i is not the video source of node h, the rate at which the video stream is forwarded from node h to node i is not greater than the video stream rate sent from the video source to node h.
B. PRIORITY-BASED OPTIMIZATION MODEL OF MMCSACC
In the same sub-conference of the multi-screen video conference, due to the different download bandwidths of the viewer node, the video watching rate of each viewer node may be different. It is different from the single-screen video conference in that one conventioneer node may watch multiple other conventioneer video images. The number of videos watched by the node may be different, which may affect the video watching rate of the node. Moreover, different bandwidth allocation methods or different watching relationships may also change the video watching rate. Therefore, for some certain watched scene of the video conference, it is meaningful to study the maximum user's video watching rate.
Different from the analysis of single-screen video conferences, for the maximum video watching rate of multi-screen video conferences, the allocation of the upload and download bandwidth resources of nodes shall be considered. In the multi-screen video conference, node i watches multiple other nodes' videos. To make the video watching rate of each video watched by the node fair and uniform, the video watching rate of the unsaturated video is consistent, and R * i exists. This makes node i watch each video image at the rate r(l, i) = MIN [Ri * , ul]. l expresses some certain video image watched by the node i, and ul expresses the upload bandwidth of node of video image l. Since the sum of all video watching rate of node i is less than the download bandwidth of node i, we get formula (9) .
When the equal sign is taken in the above formula (9), the maximum R * i of node i can be obtained, and then the maximum video watching rate of node i is marked as d ( l, i) .
In multi-source conferences, under the condition that the upload and download bandwidths of nodes are confirmed, the video watching rates of nodes are restricted by all node bandwidth resources in order to make the video watching rate of all videos fair and uniform and the video watching rate of the unsaturated video consistent. The concrete analysis is as follows. The maximum rate R * that can be found for some certain watched conference scene and the watching rate r of any node i (the download bandwidth of the node is set as d i , and multiple conventioneer node video images are watched) watching any video image l shall meet:
In other words, in multi-source conferences, the watching rate of users watching some certain unsaturated video is R * . The calculation of the theoretical upper bound of the sum of users' video watching quality is as follows. First, calculate the maximum rate d (l,i) of each video l watched by each node i in the multi-screen video conference. The sum of the video watching rates of all nodes in video conference must be less than or equal to the sum of download bandwidths of all nodes in equation 11.
Similarly, the sum of the video watching rate of all nodes in the video conference must be less than or equal to the sum of the upload bandwidths of all nodes. Thus, it can be concluded that:
This meets the following relationship:
According to the formula above, the maximum rate R * corresponding to some certain specific watching relationship in the conference can be obtained.
The meaning of maximum video watching rate of users is as follows. In multi-screen video conferences, under the condition that the upload and download bandwidths of nodes are known, for some certain video watching scene, the upper bound of the sum of users' video watching quality in the video conference scene can be rapidly given. The complexity is much smaller than the establishment of the optimization model and the method to solve the maximum users' video watching quality. This value is conducive to assessing the length of the implementation scheme of the multi-screen video conference to the theory limit and whether a given users' video watching quality is feasible.
For own protocol based on IP protocol to transmit data, data block scheme to IP video every IP datagram contains data as a block of data, but need to increase the video length for each data block contains information records. The time length of each data block can be estimated by the following formula:
In which, Size(I ) represents the Size of the audio and video data in the ith data block, and the unit is bit; T (total) represents the total length of time of the audio and video data, in milliseconds; Size(total) represents the total Size of the audio and video data, and the unit is bit; T (I ) represents the estimated time length of the ith data block, in milliseconds.
Because of the video conferencing system of audio and video data transmission in the process, each IP datagram based on IP protocol contains the size of the data is inconsistent, and in this type of video service system, each IP datagram containing data is collected by a frame of video acquisition device static image, so this kind of video service system, each data block length video time T (I ) take 1 second / 24 frame material 41.7 milliseconds.
The data block is stored in the buffer queue method: first, the data structure of the buffer queue needs to be implemented, so that the video data of the segmented block can be put into the buffer queue. A queue is a special linear table that allows only the delete operation on the front end of the table, while the insertion is performed on the back end of the table. The end of the insert operation is called the team tail, and the end of the delete operation is called the team head. In the queue data structure, the first element to be inserted is the first element to be deleted; Conversely, the last element that is inserted will eventually be deleted, so the queue is also called a ''FIFO -first in first out'' linear table. There are many ways to implement the buffer queue data structure, which can be realized by using data structures such as arrays and linked lists.
Perceived network speed environment method:Data stored in the buffer queue we define the structure of the node, the parameter D is used when each data block is placed into the buffer queue, record the time of the system time (millisecond) and assigned to D. The following formula is used for calculating the filling time of n block data blocks:
The judgment process is determined by comparing the time between the receiving time of the first n block data and the normal broadcast time of the data, so as to judge the network speed. The time required for the normal playback of the data is the sum of T (I ) recorded in the previous n block data block. If sigma D is less than or equal to T (I ), it is indicated that the time of the former n block data is shorter than the time required for playback, and the current network bandwidth can meet the requirements of normal play of video. If sigma D > T (I ) indicates that the current network speed environment does not meet the requirements of normal play of video, the buffer queue and playback rate need to be further adjusted.
The process for adjusting the buffer queue can be illustrated in follows. When the data from the buffer queue is played, the first judgment is made to determine whether there are more than n buffer data in the current buffer queue. If there are still n data, then read data and play data; If you have less than n blocks of data, you do not take out the data and count the number of times this happens.
On the micro adjustment, that is, if and only if after adjustment the buffer queue length, adjust the reading time interval S(I ) = θ S (I -1), the S (I -1) read the current data block and the time interval before a block of data. To have recorded the video time length, each block contains can take S (I-1) = T (I -1) , which can take on a block of data contained in the video length of time the time interval to define the current fast reading. Theta is the adjustment coefficient, which is generally taken to be equal to 1.2. After playing at this rate for 10 seconds, the adjustment coefficient is adjusted to 1, which means that the previous playback rate is read and video is played. After the above steps, the data is passed to the video playback module to read the data and play it.
V. SYSTEM EVALUATIONS
In this section, we first describe the experimental setup and environment. Subsequently, we present the evaluation results of multi-source multimedia conference system assisted by cloud computing and compare a variety of performance metrics with traditional multicast methods using extensive experiments.
A. EXPERIMENT SETUP AND ENVIRONMENT
We built a testbed in a real network environment. The testbed consists of two clouds and several users with multimedia conferencing systems. The entre experimental environment is shown in the following. The cloud environment was constructed by the Shandong Cloud Center, which is a department of the China National Super Computing Center in Jinan. Figure 5 shows the snapshot of the running MMCSACC. In the interface of the system, we see that MMCSACC provides a lot of functionality, including audio, video, electronic whiteboard, text chat, and more. MMCSACC can allow 4 conference sources and more than 1000 conference participants to view the sources. Figure 6 shows the cloud virtual machine server created in the experiment. We can choose different virtual machine varieties depending on the size of the conference.
To verify the evaluation effect of the sum of video watching quality calculated based on this criterion of actual video conferencing, we compare the sum of video watching quality calculated based on this criterion and the maximum users' video watching quality calculated by the optimization model. In the experiment, we obtain the node bandwidth data according to the following conditions. The widely used broadband access methods include ADSL and the optical access method. The access bandwidth (download bandwidth) generally is 1 M, 2 M, 4 M and 10 M, and the proportion of upload bandwidth to download bandwidth is 1:4, 1:2 and 1:1. The user occupancy of the 1 M, 2 M, 4 M and 10 M bandwidths is 10%, 40%, 40% and 10%. Thus, the occupancy of the proportion of upload bandwidth and download bandwidth 1:4, 1:2 and 1:1, which is 60%, 30% and 10%.
B. PERFORMANCE EVALUATION 1) RELIABILITY
In the experimental environment, 4 groups of different scenes are selected (different numbers of request tasks, different set numbers and different configurations of the host server), and the maximum number of tasks to execute is calculated in the 4 groups of scenes with the traditional multicast method. The differences in the numbers of users naturally incur different packet loss rates. The packet loss rates of the system in our testbed are obtained, and then, the reliabilities of both the proposed scheme and the traditional multicast method are evaluated. Figure 7 illustrates the average packet loss rates for MMCSACC and the traditional multicast method with varying numbers of users. As shown in Figure 7 , the packet loss rates of MMCSACC are significantly lower than the packet loss rates in the traditional multicast method, especially as the number of users increases.
The differences in the packet loss rates between MMCSACC and traditional multicast method can be explained by the following three reasons. First, there are two tiers in the distribution architecture of MMCSACC. The higher tier is relatively stable enough to be the multicast data delivery backbone since the higher nods that include the cloud nodes are more stable than the end users. Second, the higher tier has far more bandwidth than that of each end user. The cloud can serve millions of users, and its bandwidth must be sufficient. Third, our proposed bandwidth optimization algorithm for efficient multicasts also reduces packet loss rates since the scheme increases the probability of bandwidth use.
For MMCSACC conference system reliability analysis, the end user experience for the client side of conference systems is directly related to the reliability, this paper selects the most intuitive experimental methods, by judging whether lost frames to test described in this article the reliability of the method in group video distribution. In Figure 8 , some parts of the experimental results are given, which adopts the method of this paper, after the video has not been seen in a large number of real experiment phenomenon of packet loss, and the average packet arrival time interval is small. Instead of using the remote video software, which is used in this article, there are occasionally missing frames.
2) DELAY ANALYSIS
Next, we study the delay time that measures the round-trip time between the data request initiated from the request node and the data received. We need to clarify the time delay of data flows in different stages for each group of packets. Based on the testbed, we evaluate the delay during multicasting for both MMCSACC and the traditional multicast method, which are shown in Figure 9 .
In both the traditional multicast technology and MMCSACC, each client only sends 1 frame during this experiment. In accordance with the result, the sending times are almost the same. When the traditional multicast method is adopted, it is not required to process the multimedia data across different frames. As shown in Figure 9 , the average delay time of MMCSACC is much smaller than that of the traditional multicast method when the number of users is more than 300. As the number of users increases, the average delay time of the traditional multicast method increases, while the average delay time of MMCSACC remains steady.
In summary, our experimental results demonstrate that MMCSACC could explore the inherent advantages of Cloud and multicast technology and achieve better performance.
Compared with the traditional multicast method, MMCSACC reduces the packet loss rates in data distribution, and it effectively increases the network transmission efficiency and the reliability. This is due to the advantages of the cloud and the bandwidth optimization model.
VI. RELATED WORKS
In 2006, Google launched the Google 101 Project, which first proposed the idea and concept of cloud computing. Cloud computing is a new computing mode that operates on a pay-per-use basis. This mode is capable of providing usage, convenient network access and computing resources (including the network, server, storage, application software, and service) distributed according to needs. Due to the high reliability, ready extensibility, low costs of maintenance and usage, virtualization and other advantages, cloud-computing technologies have rapidly developed in recent years and have been widely regarded as another technological revolution in the information field. In recent years, some researchers have attempted to combine cloud computing and multicasting for the purpose of improving the data distribution performance [6] - [16] .
In [8] , it proposed a cloud-assisted P2P streaming-media player system, Clive [6] . Clive evaluates the whole system's available bandwidth capacity and computes the capacity of VOLUME 6, 2018 resources that are required from the cloud through the aggregation protocol that is based on information communication. In the meantime, based on the requirement of ensuring service quality, the total costs are lower. In [9] , a cloudassisted mobile streaming-media application framework was presented. In this framework, the cloud are answerable for computing-related tasks and storage, and it helps the mobile terminals in finishing the data distribution. Sweha et al. [10] proposed the CloudAngels system architecture. The dedicated servers (called angels) are deployed by this architecture in the cloud for the purpose of assisting the data distribution scheme in accosting the theoretical lower limit of the minimum distribution time (MDT). In [11] , the combination of data distribution and cloud computing and the nominated CloudCast program are studied. CloudAngel puts some active helpers in a swarm dynamically to optimize the data distribution. A passive helper is used by CloudCast only, and the quantity of interactions between other nodes and this passive helper is strictly limited. The above two schemes are designed for data distribution's applications chiefly with average instantaneity and are not appropriate for real-time applications like streaming media. In [14] , the combination of cloud computing and application-layer multicast were analyzed. It was shown that using the cloud virtual machine as the super node of the application-layer multicast was feasible. This literature only provided the simple design for the combination between cloud computing and the application-layer multicast and failed to do any relevant research on the stability of multicasting [16] - [19] . Throughout the course of this study several interviews were conducted, with cloud developers and security experts, and the literature [20] was reviewed. Li et al. [21] propose a model of computation partitioning for crateful data in the dynamic environment that will improve the performance. In [22] , in order to research the dynamic characteristics of soft soil under metro vibration loads, the mathematical expression of metro vibration loads is obtained. In [23] , Considering the competing characteristics of multi-tenant environments in cloud computing, the authors propose a cloud resource allocation model based on an imperfect information Stackelberg game (CSAM-IISG) using a hidden Markov model (HMM) in a cloud computing environment. [24] - [26] 
VII. CONCLUSIONS AND FUTURE WORK
This paper designs and implements a multi-source multimedia conference system assisted by cloud computing named MMCSACC. We consider a multicast infrastructure based on cloud computing that can effectively use the bandwidth of the cloud center by improving the existing multicast technology. We formally describe the multi-source multimedia conference system and give the bandwidth optimization model to solve the problem. Due to the positive properties of cloud computing, the innumerable clouds can effectively serve a large number of users for the data distribution of multisource multimedia conference applications. The properties of the cloud provide the opportunity for data distributions to be more reliable. By synthesizing all of the above reasons, MMCSACC provides a good resource for users and developers and provides a new experience in the cloud and Internet.
In our future work, we plan to focus on the deployment and system evaluations of MMCSACC in a real network environment. We also plan to deploy MMCSACC in the Shandong Cloud Computing Platform (developed and operated by Shandong Computer Science Center) in China to further evaluate its performance through wide trial applications. It is hoped that MMCSACC could be more useful for building a smart campus [27] , [28] . 
