Improve Network's Robustness Against Cascade with Rewiring  by Tran, Hoang Anh Q. & Namatame, Akira
 Procedia Computer Science  24 ( 2013 )  239 – 248 
1877-0509 © 2013 The Authors. Published by Elsevier B.V.
Selection and peer-review under responsibility of the Program Committee of IES2013
doi: 10.1016/j.procs.2013.10.047 
ScienceDirect
17th Asia Pacific Symposium on Intelligent and Evolutionary Systems, IES2013 
 
Hoang Anh Q. Tran*, Akira Namatame 
Dept. of Computer Science, National Defense Academy of Japan, Yokosuka, Kanagawa, Japan 
Abstract 
Cascade failure is an interesting theme on the study of complex network and has attracted a lot of researchers. Examples of 
cascade failure include disease epidemics, traffic congestion, electrical power system blackouts, etc. The most common feature of 
cascade failures is that a local failure event results in a global failure on a larger scale. A lot of factors are considered as cascade 
failure reasons such as network interdependency or network topology. The classic literature on cascade failure includes two basic 
models: percolation cascade and capacity cascade. Studies in capacity cascade are found in some important domains such as 
power distribution systems. In these systems, if external shocks or excess loads at some nodes are propagated to other connected 
nodes due to failure, the domino effects often come with disastrous consequences. Thus, how to prevent this type of cascade is an 
important emerging issue. In this paper, we propose a mechanism of mitigating flow-based cascade failure. We provide rewiring 
methods in which network is able to self-organize in order to reduce the damage of cascade failure. Simulation results indicate 
that adaptive networking may dramatically . 
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1. Introduction 
Network theory bears on a wide variety of phenomena, including networks of friends, transmitters on the power 
grid, and the spread of diseases. In recent years, scientists have made major advances in understanding the nature of 
networks. We now know that the structure of a network is important in understanding how things can be transmitted 
over it. A network consists of nodes connected by links. The specific pattern of connections defines network 
topology. Here, each node of a network represents a dynamical subsystem. Individual subsystems are coupled 
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according to the network topology. The topology of the network may remain static while the states of the nodes 
change dynamically. A major line of network research focuses on the dynamics of networks. Studies like these have 
clarified that certain topological properties have strong impacts on the dynamics of networks.  
There are extensive literatures on cascade phenomena. The classic literature on cascade includes two basic 
models: percolation cascade and capacity cascade. The difference between these two models is that, in percolation 
cascade, nodes are assigned states which change due to the influence of their neighbors. Contrary to percolation 
cascade, the failure in capacity cascade model can jump to nodes that far away from initial failed nodes. Percolation 
cascade has attracted a lot of researchers and a vast number of studies attempted to investigate how to mitigate the 
damage of this type of cascade. However, capacity cascade also has many interesting unknown features to discover. 
Studies in capacity cascade are found in some important domains such as power distribution systems. Mechanism 
behind this type of cascade is explained as follows: there is a critical load at which risk sharply increases toward a 
threshold for cascading failure. If external shocks or excess loads at some nodes of the systems are propagated to 
other connected nodes due to failure, the domino effects often come with disastrous consequences. In traffic of 
electrical systems, a high load on some components cause failures, such as traffic jams or electrical line failures, 
with the potential to sever links or removes nodes from the network. How to prevent cascading failures due to 
external shocks and amplified internal shocks is an important emerging issue. 
Some approaches have been proposed to reduce the damage of this type of cascade. A lot of authors have 
considered both active approach in which they try to mitigate cascade damage while cascade is in progress, and 
topological approach in which they try to design good enough network structure against cascade [6]. When 
topological robustness is possible, it has more advantages over active robustness because of its simplicity and 
efficiency. In this paper, we focus on the topological approach in which network is able to rewire itself to be an 
adaptive topology against cascade failure. 
Self-organization problems have a long history in network study and have attracted a lot of scientists. In many 
domains such as epidemiology, adaptive networking shows its efficiency and has been recently introduced in the 
context of disease propagation. They account for the mutual interaction between the network topology and the states 
of the nodes [10]. In the study of vaccine control for disease spread, vaccine control is much more effective in 
adaptive networks than in static networks due to feedback interaction between the adaptive network rewiring and the 
vaccine application [16]. In the application of rewiring for epidemiology, the idea behind adaptive behavioral 
epidemiology is that groups and individuals respond to the knowledge of a disease threat by changing their habits to 
avoid interactions with those who are contagious. Network-based models take this adaptive behavior into account by 
allowing the network to rewire its connections [17]. In other studies, adaptive networking might also show its 
advantages over static networks, e.g. in capacity cascade failure, a given network may rewire itself to have an 
adaptive structure in which load of nodes in network is redistributed effectively so that network can avoid its 
stretched state. Thus enhance its robustness. 
Rewiring is attractive to researchers in the study of percolation cascade and a vast of major of this line exists. 
However, in this paper, we propose rewiring protocols and apply them to capacity cascade model. The goal of this 
paper is to elucidate the efficiency of proposed rewiring protocols and find out network topologies after rewiring. 
We introduce a model of capacity cascade in section 2, propose our rewiring protocols in section 3, show numerical 
simulation results in section 4 and conclude this paper in section 5. 
2. A Model of Capacity Cascade 
In this section, we investigate some insights about the situations of cascading failures due to overload. This 
overload model considers loads of physical quantities such as load of TCP and UDP packets in the Internet or the 
current load in the power grid system [12]. Cascading failures triggered by an initial failure of a single node due to 
overload are sometimes occurred and propagated to very large damage such as blackout of power grid, packet 
congestion in the Internet, chain reaction bankruptcies, and so on. Since the damaged size depends on the 
heterogeneously distributed load and the topological structure of network, it is very important to study defense 
strategies. 
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Motter and Lai were the first to address this type of cascade failure in distributed network [12]. Their model is 
generally applicable to realistic networks such as the Internet and power grids, yet simple enough to support 
tractable analysis, and it consists of several key elements: 
(i) The traffic is simulated by the exchange of one unit of the relevant quantity (information, energy, etc.) between 
every pair of nodes along the shortest-hop path connecting them. The load placed on a node is then equivalent to 
total number of shortest-hop paths passing through the node. 
(ii) The capacity of a node is defined as the maximum load that it can handle. The capacity Ci of node i is assumed 
to be linearly proportional to its initial load 
ii LC )1(                                                                                                                                               (1) 
                 inodeofsbetweennesnodeLi                                                                                                                (2) 
 
The node betweenness is the number of loads that pass through a corresponding node when there are loads between 
all combinations of a pair of nodes. As mentioned in (i), Li represents the load of node i and be considered as the 
betweenness of node i in network [14]. 10  is the tolerance parameter and indicates the maximum load that a 
node can handle. The most effective and simple way to prevent cascade is to increase this tolerance parameter  as 
much as possibleǡ but it is often limited by cost. Thus,  also implies the budget of constructing network and we 
assume that the maximum value of is 1. 
Cascading failure is a result of load redistribution when some node initially fails. When all nodes are operational, 
network operates steadily because there is no overload at each node. However, the removal of a node when it failed, 
will naturally cause a redistribution of the shortest paths. And this will generally increase load at some other nodes. 
If the redistributed load exceeds the given capacity of any node, it will fail, triggering a new redistribution, and 
possible subsequent cascading failures. Eventually, the failure will stop, when all remaining nodes can handle their 
load. 
     We quantify the damage caused by a cascading failure by G which is the ratio of the number of survival nodes in 
the largest connected component after and before cascade failure. The largest connected component of network 
before failure is the size of the initial network evidently. Using this model, we obtained the same robust yet fragile  
property with percolation cascade of Albert et al. [1]. We observe that G remains close to unity in the case of 
random breakdowns, but is significantly reduced under attacks targeting nodes of highest load. 
3. Proposed Rewiring Protocols 
3.1.  Rewiring Mechanism 
In this paper, we propose two types of rewiring protocols. The first protocol is Degree Preserving Rewiring-
(DPR) in which network topology is changed gradually but network property is preserved. The second one is 
Random Rewiring-(RR) in which network topology changes randomly without caring its property. Since our 
purpose is to preserve the degree of each node of network, the fundamental mechanism of the DPR is the change of 
degree-degree correlation of nodes. A simple example is, two low degree nodes are connected initially, change the 
connection between this two nodes may generate a high-low degree connection between one low degree node and 
one high degree node which is quite different from the initial low-low connection. In Motter-Lai cascade model 
mentioned in section 2, the change of degree-degree correlation leads the change of flow on some nodes or the 
change of load distribution. s why rewiring protocols leads the different consequence of cascade failure in 
rewired networks compare to initial networks. 
Rewiring protocols can be considered as an evolutionary optimization in designing network structure. However, 
there is a remarkable difference between the proposed DPR and structural optimization problem in designing 
network. That is, optimization is well-known as a method which changes the basic topology of network, for example, 
Genetic Algorithms-(GA) [8]. It means that different from the DPR, the network obtained during optimizing 
progress and RR has the completely different topological structure compared with initial network. In the DPR, we 
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assume that the budget of constructing a network is determined. Therefore, preserving the degree of each node and 
the total number of links meets this assumption. 
3.2. Rewiring Process 
(a) The proposed DPR s process is the following repeat circle: 
 Begin with an initial network Ainitial;  
 Two links in network that not coincident is chosen randomly to rewire (attend to the node degree 
preservation during rewiring process);  
 Verifying the cascade robustness of new nascent network Anew after cascade failure: 
 If it's robustness was not improved compared to the initial network, back to the initial network, 
another two links is chosen to rewire and do the same process repeatedly until higher cascade 
robustness network is obtained.  
 If cascade robustness is improved, using this rewired network as initial network and do the same 
circle during a determined number of rewiring times.  
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                            
                                                              (a)                                                                                                       (b) 
Fig. 1. The mechanism of the proposed DPR 
 
(b) The RR s process is almost the same with the DPR. It follows this repeat circle:  
 Begin with an initial network Ainitial;  
 One random link is chosen to rewire; 
 Verifying the cascade robustness of new nascent network Anew after cascade failure: 
 If it's robustness was not improved, back to the initial network.  
 Otherwise, using rewired network as initial network and do the same circle during a determined 
number of rewiring times.  
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Our simulation results show that, proposed rewiring protocols may obtain better network performance compared 
to initial network. We expect to achieve an optimal network structure if the number of rewiring times is sufficient 
large. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                             
 
                                                             (a)                                                                                                       (b)  
Fig. 2. The mechanism of the proposed RR 
Fig. 1 and Fig. 2 are the mechanism illustration of the proposed DPR and RR. The dotted lines in Fig. 1(b) and 
Fig. 2(b) are the random links chosen to rewire. We start from a network/adjacency matrix Ainitial, the algorithm 
mutates a given matrix entry. The objective function G(A) is then evaluated (here, G is the ratio of the number of 
survival nodes in the largest connected component after and before cascade failure). The new network/new 
adjacency matrix Anew is accepted, providing a greater performance is achieved. Otherwise, we start again with the 
original network Ainitial. 
4. Simulation Results 
We do numerical simulations to show the efficiency of our proposed rewiring protocols to enhance network 
robustness against cascade failure. 
4.1 Simulation Settings 
The networks we use for simulation are: a scale-free network based on BA model which has the number of nodes 
N=1000 and the average degree <k>=6; the top 500 busiest airports network in the U.S.A [3]; and the U.S. power 
grid network [18]. To elucidate the efficiency of our proposed methods, we assume that the highest load node of 
network fails since it brings the most damage to network robustness. And we focus on the efficiency of rewiring 
protocols only when the tolerance parameter  =ͲǤͳ. It means that we apply our methods to systems in which there 
is not much capacity redundancy. If rewiring is efficient, it means that, we can improve network robustness even 
when we only have a small budget for constructing network. 
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4.2 Simulation Results  
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Fig. 3. Simulation results for generated scale free network with the number of nodes N=1000, and the average degree <k>=6, with =0.1 using 
the proposed DPR and RR; (a): Rewiring times vs. the ratio of largest connected component G; (b): Rewiring times vs. maximum eigenvalue of 
the adjacency matrix; (c): Rewiring times vs. maximum degree; (d): Rewiring times vs. degree correlation coefficient. 
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Fig. 4. Simulation results for the Top 500 busiest airports network in the U.S.A with number of nodes N=500, number of edges E=2980, with 
=0.1 using the proposed DPR and RR; (a): Rewiring times vs. the ratio of largest connected component G; (b): Rewiring times vs. maximum 
eigenvalue of the adjacency matrix; (c): Rewiring times vs. maximum degree; (d): Rewiring times vs. degree correlation coefficient. 
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Fig. 5. Simulation results for the U.S. power grid network with number of nodes N=4941, number of links E=6594, with =0.1 using the 
proposed DPR and RR; (a): Rewiring times vs. the ratio of largest connected component G; (b): Rewiring times vs. maximum eigenvalue of the 
adjacency matrix; (c): Rewiring times vs. maximum degree; (d) Rewiring times vs. degree correlation coefficient. 
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When rewiring time is 0, it corresponds to the initial network with no rewiring. As rewiring time increases, the 
performance of network is also enhanced by using both DPR and RR. In the case of DPR, since we preserve the 
degree of each node of network during rewiring process, we observe that indices of network before and after 
rewiring fluctuate in a small range for both three cases of networks. Therefore, this proposed DPR is acceptable 
method to enhance the robustness of network without affecting its property. Using RR will have the similar effect to 
the evolutionary optimization in designing network. Doing heuristic simulations, we observe that the RR tends to 
reduce the maximum eigenvalue of the adjacency matrix of network. It means that networks obtained after using RR 
are more robust and might have small maximum eigenvalue of the adjacency matrix compared to initial network. 
We have already known that with the same number of nodes and links, homogeneous networks have the smallest 
maximum eigenvalue of the adjacency matrix compared to others networks such as scale free networks or random 
networks. And random networks have the smaller maximum eigenvalue compared to scale free networks with the 
same indices. Doing simulation for numerous scale free networks, we obtain that networks after using RR have the 
smaller maximum eigenvalue compared to initial networks. We obtain the same results for numerous random 
networks which are generated based on ER model. We also do numerical simulations with homogeneous networks. 
Interestingly, we obtain that networks after using RR have the larger maximum eigenvalue compared to initial 
networks even these changes are not too large. Thus, through heuristic simulations, we expect that networks after 
using RR attempt to rewire themselves toward random networks  topology. We plot and compare the degree 
distribution of initial networks and networks after using RR to observe the transition of degree distribution. With 
scale free networks and the top 500 busiest airports network which are long-tailed, we observe that these long-tailed 
distributions transit to the shorter one. We obtain the same results with random networks when their degree 
distributions transit to more Poisson distribution. With the U.S. power grid network, since rewiring time is not 
sufficient large and this network s degree distribution itself is likely random network degree distribution, we cannot 
observe the change of the distribution clearly. However, discussion about network topology after using the proposed 
RR will be our upcoming work when we obtain more results in detail. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                             
                                                      (a)                                                                                                                       (b) 
  
Fig. 6. Simulation results for random network based on ER model with number of nodes N=100, the average degree <k>=4, with =0.1. (a): 
Rewiring times vs. the ratio of largest connected component G, using DPR; (b): Rewiring times vs. the ratio of largest connected component G, 
using RR. Each line in figure represents individual case of choosing initial links to rewire. 
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Simulation results show that rewiring protocols are the effective way to reduce the damage of cascade failure by 
directly impacting network topology. In the case of the scale free network and the top 500 airports network which 
are long-tailed, the RR diminishes the importance of hub nodes by choosing links of these nodes and reconnect to 
leaf nodes. Both proposed DPR and RR in this study try to redistribute the betweenness centrality of network from 
heterogeneous distribution to homogeneous by impacting links of hub nodes. We expect that reforms initial network 
to random network topology. 
     Fig. 3, 4, 5 are simulation results for scale-free network, top 500 airports network and the U.S. power grid 
network when an arbitrary pair of links (in DPR) or a single link (in RR) is chosen. Initially, if we choose another 
random links in network to rewire, we would obtain another results different from the results obtained in Fig. 3, 4 
and 5. It means that links which are initially chosen, determine the final result. Fig. 6 is the simulation result for 15 
individual cases of choosing initial links before rewiring. As observed, if the initial links are different, we obtain 
different result of network robustness. Heuristic simulations help us to find out suitable case to enhance network 
robustness. Since we cannot rewire network infinitely due to budget limitation, we can find which case is proper to 
our wallet, and also find out which case is the best to enhance network robustness with a small rewiring times. 
5. Conclusion 
The networked system is subjected to an external shock, which can be amplified by internal shocks within the 
network. The goal of this study was to develop protocols that can mitigate cascade failures. 
The idea of rewiring comes from its application for epidemiology. The idea behind adaptive behavioral 
epidemiology is that groups and individuals respond to the knowledge of a disease threat by changing their habits to 
avoid interactions with those who are contagious. Network-based models take this adaptive behavior into account by 
allowing the network to rewire its connections. Adaptive network might also show its advantages over static 
networks, for example, in capacity cascade failure, a given network may rewire itself to have an adaptive structure 
in which load of nodes in network is redistributed effectively so that we can enhance network cascade robustness.  
In this study, we propose Degree Preserving Rewiring in which a network is able to rewire itself but not affect its 
property (the degree of each node is preserved) and Random Rewiring in which network is expected to change its 
topology toward random networks. The results indicate that proposed rewiring protocols can dramatically reduce the 
average size of large cascading failures because they may redistribute the load of nodes effectively. 
Recently developed tools in network analysis provide the possibility of understanding the deep connective 
structure of a network of networks and to identify critical nodes in the modular or correlation structure that could 
lead to catastrophic systemic collapse. In this study, we have not clarified that which network topology is robust 
against capacity cascade. Clarifying network topology after using proposed rewiring protocols more clearly and 
comparing its results to some other approaches such as evolutionary algorithm in designing network will be our near 
future work. 
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