Abstract. We consider the long time well-posedness of the Cauchy problem with large Sobolev data for a class of nonlinear Schrödinger equations (NLS) on R 2 with power nonlinearities of arbitrary odd degree. Specifically, the method in this paper applies to those NLS equations having either elliptic signature with a defocusing nonlinearity, or else having an indefinite signature. By rigorously justifying that these equations govern the modulation of wave packet-like solutions to an artificially constructed equation with an advantageous structure, we show that a priori every subcritical inhomogeneous Sobolev norm of the solution increases at most polynomially in time. Global well-posedness follows by a standard application of the subcritical local theory.
Introduction
Consider the following nonlinear Schrödinger initial value problem on R 2 :
(1.1) # iu t`α u xx´uyy`u |u| q´1 " 0,
where u " upx, y, tq, px, yq P R 2 , α "˘1, and q P 2N`1. Here H s is the usual L 2 -Sobolev space of index s. The problem with α "´1, q " 3 is the familiar defocusing cubic nonlinear Schrödinger equation (NLS) . Similarly, the problem with a cubic nonlinearity q " 3 and α " 1 is the so-called cubic "hyperbolic" NLS equation (HNLS) . Both of these equations arise frequently as governing equations for the modulation of wave packets in weakly nonlinear dispersive media, for example in water waves [1] and nonlinear optics [9] . For general q P 2N`1 we call this equation (qNLS) and (qHNLS) for α "´1, 1 respectively. This paper addresses the question of the global existence of solutions to (1.1).
We begin by contrasting against existing results for the more familiar equation (NLS). In the last few decades, there has been extensive work in studying (NLS): the aim is to determine the minimal amount of smoothness needed on the initial data to ensure that the corresponding solution to (NLS) is globally well-posed and scatters. Often, the methods eventually used to treat (NLS) were developed in the context of other problems. Earlier approaches and influential works include [2] , [16] , [5] , [29] . A breakthrough occurred with the work [8] , which was systematized in [18] into the method of concentrated-compactness plus rigidity. This "road map" was in turn used and refined in [20] , [33] , [10] . This last work demonstrates the remarkable fact that there is global well-posedness and scattering for large initial data in L 2 . Since L 2 is the critical Sobolev space for (NLS) (that is, the space that is invariant under the natural scaling of (NLS)), one expects that this is the largest of the Sobolev spaces for which global well-posedness and scattering can be expected to hold. For more details of these results in the context of more general NLS type equations, consult [22] . 1 If one combines the result of [10] and persistence of scattering (c.f. [28] ), the global wellposedness and scattering for large initial data in H s for all subcritical indices s ą 0 also follows.
Despite this progress, comparatively little is known for (HNLS). The work [14] used dispersive arguments to show global well-posedness of (HNLS) under a small data assumption. In [15] it was shown that (HNLS) does not admit localized traveling wave solutions. The work [19] recasts (HNLS) in well-adapted hyperbolic coordinates and, in these coordinates, constructs special radial and self-similar solutions to (HNLS) which correspond to having large initial data. While the special solutions are in L 2 with respect to the hyperbolic coordinates, they lie outside of L 2 in standard rectangular coordinates. To date, nothing is known about the long-time well-posedness for the initial value problem (HNLS) with general large data in the L 2 -Sobolev class, even in very regular Sobolev spaces. A fundamental obstacle is that the natural energy associated to (1.1), ż
is indefinite when α " 1. This defeats attempts to show global well-posedness for large data with regularity above the level of the Hamiltonian using classical methods. Although the total mass ż R 2 |u| 2 dx dy is conserved and gives control of the L 2 norm of the solution, this quantity scales either critically or supercritically with respect to the natural invariant scaling of (1.1) and hence cannot be directly exploited to study long-time existence, just as is the case for (NLS). Therefore, as with the study of low-regularity global well-posedness and scattering for (NLS), one's only hope is to appeal to the concentration-compactness plus rigidity method. However, to date it is not clear that the analytic tools needed to carry out the concentration-compactness plus rigidity program for (HNLS) exist.
In this paper, we use methods quite different from those applied in the past to study (1.1) in order to provide a unified approach to showing global well-posedness of the problem (1.1) for powers q P 2N`1 of arbitrarily large degree, provided that data is considered in any subcritical Sobolev space. We do this not by studying (1.1) in isolation, but by taking advantage of the fact that solutions to (1.1) arise in certain asymptotic limits of higher-order evolution equations.
The equation (1.1) arises as a singular perturbation of many physical systems. In particular, (HNLS) models the modulation of a wave packet solution to the deep water limit of the 3D water wave problem; this was first derived formally in [35] . The method used in this paper is inspired by [31] , where this approximation is rigorously justified in the context of deep water waves. More generally, given a solution z to some (as yet unspecified) evolution equation with formal wave packet solutionz of the form 1 (1.2) ǫupǫpx`ω 1 pkqtq, ǫy, ǫ 2 tqe ipkx`ωpkqtq`O pǫ 2 q for some small typical amplitude 0 ă ǫ ! 1 and wave number k, a full justification of NLS consists roughly of performing the following steps:
(i) The NLS equation (1.1) is locally well-posed in a suitable function space.
(ii) An approximate solutionz of the form (1.2) constructed using the solution u given in
Step (i) can be found which formally satisfies the equation for z up to residual terms of physical size at most opǫ 3 q. (iii) For all sufficiently small values of ǫ ą 0, the evolution equation governing z is well posed on a function space containing an open neighborhood of the initial datazp0q of the approximate solution, and solutions z with initial data in such a space exist for times on the order Opǫ´2q. (iv) For all sufficiently small values of ǫ ą 0, the remainder z´z is of size at most opǫq in a suitable function space.
There are many justifications of NLS for various evolution equations in the literature. Such a full justification need not hold even in cases where a formal wave packet solution can be constructed (e.g., [24] , [12] ). The earliest such justification in the modulation regime was given in [17] for evolution equations with quite general semilinear quadratic nonlinearities in the presence of a non-resonance condition. In the case of cubic and higher order nonlinearities, [21] shows that such a justification follows from an easy application of Grönwall's inequality. Further progress has been made in justifying NLS in special cases of equations with quadratic nonlinearities in which the special structure of the equation is used; in particular much work has been done in studying this problem in the context of the water wave problem, c.f. [25] , [26] , [27] , [32] , [31] , [11] .
Demonstrating that
Step (iii) holds in the above program can be challenging if one only considers the behavior of z according to its evolution equation in isolation, since long-time well-posedness results for solutions z that are initially close to wave packets may not establish existence for sufficiently long times (this is the case in the water wave problem). However, if one has already shown Steps (i), (ii), (iv), one can sidestep this problem using a priori bounds depending on the approximate solution. To describe the idea loosely: supposez exists on a long time scale r0, Ts.
Step (iii) requires one to establish that z exists for the times r0, Ts as well. Suppose it is known thatz " Op1q on r0, Ts. If one has a priori bounds on the estimate of the form }z´z} " opǫq on r0, Ts as well, then there are a priori bounds on z "z`pz´zq of the form }z} " Op1q on r0, Ts. The existence of z on all of r0, Ts then follows if the well-posedness theory of z admits a suitable blow-up alternative.
The approach of this paper is to take advantage of this interplay between z andz in the opposite direction: if we were to know that solutions zptq in the modulation regime of the original evolution equation had sufficiently long-time existence independent of the dynamics ofzptq, the same argument as above would establish a long-time bound onz, which might in turn be used to control the corresponding solution of (HNLS).
We emphasize that one cannot implement this approach using existing full justification results in the case of deep water waves and (HNLS): the obstacle is showing the water wave problem with wave-packet data exists for sufficiently long times independent of the NLS evolution of the modulation. While proofs of global existence for 3D deep water waves exist in the literature (c.f. [34] , [13] ), all such proofs require localization assumptions on the initial data. This precludes using known long-time existence results directly, since wave packets do not lie in these admissible classes of initial data. As mentioned above, standard local existence results yield existence times that are too short to provide full justification. Fortunately, model equations of nonlinear Schrödinger form arise generically as modulation approximations to dispersive equations, so we have some freedom to choose a more suitable dispersive equation.
Hence, instead of using the water wave problem, we introduce an artificial progenitor equation patterned off of the water wave problem which (1) yields (1.1) as the corresponding progeny equation in the modulation regime, and (2) possesses an advantageous structure from which long-time well-posedness can be deduced independently of the dynamics of solutions to the progeny equation. From this approach we will be able to conclude that the H s norm of the solution to (1.1) a priori increases at an a polynomial rate in time for any s ą s c , where s c " 1´2 q´1 is the critical scaling index of (1.1). Global well-posedness in any subcritical space H s with s ą s c then follows by standard methods for semilinear Schrödinger equations. The precise statement of our result is given by the Theorem 1.1. Let s c " 1´2 q´1 be the critical scaling index of (1.1), and let s ą s c be given. Consider the initial value problem (1.1) for any α "˘1 and q P 2N`1. Suppose that u 0 P H s pR 2 q. Then (1.1) is globally well-posed with solution u P Cpr0, 8q, H s q. Moreover solutions enjoy the estimate
where C 0 is a universal constant.
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The paper is organized as follows. Section 1.2 is a standard technical reduction of Theorem 1.1 to the special case in which (1) the initial data is assumed to be very smooth, (2) the H s -norm of the solution increases sufficiently rapidly, and (3) the time variable is rescaled to be sufficiently small. The core of the argument is outlined in Section 1.3, and the progenitor equation that we use is stated there as well. Section 2 collects relevant facts about the approximate solution to the progenitor equation, including the construction of the approximate solution itself. The a priori bounds of the error between the true and approximate solutions to the progenitor equation are provided in Section 3 with the existence of a solution to the progenitor equation assumed. The actual proof of local well-posedness of the progenitor equation is then given in Section 4.
3 Finally, Section 5 completes the argument by establishing the long-time well-posedness of the progenitor equation. We will analyze some of our power nonlinearities using the standard Moser type estimate:
Let s ě 0 be given, and suppose that
H s and
Proof. See [30] .
We pause to show that this estimate continues to hold for rescaled derivatives operating on the type of power nonlinearities we consider here. Lemma 1.1. Let q P 2N`1 and s ě 0 be given. Given functions f 1 , . . . , f q P L 8 pR 2 qX 9 H s pR 2 q and a parameter k ą 0, we have the estimate
Proof. Notice that we can write |D|
where the Theorem 1.2 was used in the second inequality.
We will also need another product estimate which, although weaker than that of Lemma 1.1, has the advantage that one can choose a particular factor to lie in an L 2 space. Lemma 1.2. Let q P 2N`1, s ě 0, k ą 0, and j P t1, . . . , qu be given. Let
q¯P L 2 pR 2 q and
Proof. Introduce ψ l " f l e ikx as well as the repeated convolution operator˚m l"1 f l :" f 1˚f2f m ; then we have }Λ
Then we have using Peetre's Inequality xxy s ď C s xyy s xx´yy s repeatedly that this last term is bounded by
Now estimating using Young's Inequality in which the jth term is taken in L 2 and the others in L 1 , we have that this is controlled by
which is just the frequency side version of the desired estimate. Proof. As a reference, see Theorems 4.12.1 and 5.7.1 of [4] . The local well-posedness in the case α "´1 goes back to [5] , and the local well-posedness in the case α " 1 follows from the work [14] which adapted the ideas of [5] in the mixed signature setting. Note that the relatively strong persistence of regularity result here depends on the fact that we study NLS equations with power nonlinearities of odd degree.
1.2.2.
Rescaling the Time Variable. We write upx, y, tq for a solution to (1.1) in order to reserve the symbols px, y, tq for the space and time variables of the progenitor equation. We will rescale u using two parameters p ą 0 and ω ą 0 to be chosen later as follows:
Notice that with this scaling }ApT q} L 8 " }uptq} L 8 . Choose 0 ă p ă 2 when α " 1 and p ą 2 when α "´1; in these cases the rescaled solution ApX, Y, T q now satisfies Ts, where now the constant C is independent of p.
Remark 1.1. The reason that the particular estimate (1.11) was chosen was to introduce a small parameter into later estimates using a rescaling that leave our bounds invariant. In later estimates needed to show the local well-posedness of our choice of progenitor equation (c.f. the proof of Lemma 4.1) it will therefore be advantageous to choose ω so as to take advantage of the factor of T ď 2ω 4 p´1 T in the expression 2T x|D| s ApT q, |D| s piApT q|ApT q| q´1 qy. Since we will take either p " 1, 3 in the sequel, the factor ω 4 p´1 may always be chosen small provided ω ! 1 is chosen sufficiently small. These manipulations of the time derivative of }A} H s only makes sense provided the solution is classical. In fact, later in the argument, we will require that even higher derivatives of A be defined as well. Therefore we state the following standard mollification result: Lemma 1.3. Let s ą s c and N " Npsq ą s`21 be given. Suppose that whenever u 0 P H N , for any time T ą 0 for which the corresponding solution to (1.1) u P Cpr0, Ts : H N q, the solution u satisfies the bound
where M is increasing in its first argument. Then (1.13) in fact holds when u 0 P H s and for any time T ą 0 for which the corresponding solution to (1.9) u P Cpr0, Ts : H s q.
Proof. Let u ι 0 be the standard mollifier of u 0 , so that }u 
Remark 1.2. Lemma 1.3 is the only place in the entire argument that requires the fact that s is a subcritical Sobolev index of (1.1). In particular, this result fails at the critical regularity s " s c since uniqueness holds in general only in a strict subspace of Cpr0, Ts : H sc q.
The contradiction argument forming the core of our argument is given in the Beginning of the proof of Theorem 1.1. First, let us demonstrate how a bound of the form (1.11) on some r0, Ts implies Theorem 1.1. First, note that from the local theory of Proposition 1.1 we have a solution uptq defined on some interval of time T loc which is the first time at which }uptq} H s " 2}u 0 } H s with T loc ě C s,q }u 0 } 1´q H s . Now suppose that uptq has a finite maximal time of existence T max ą T loc . Integrating the ODE (1.11) on each subinterval rT loc , Ts with T ă T max yields the inequality lim sup
But the blow-up criterion of Proposition 1.1 now implies that T max "`8. Since the a priori bound above can be applied to any rT loc , Ts for T ą T loc , the bound (1.3) indeed holds for all time.
It remains to prove the bound (1.11). As in the last section, by rescaling it suffices to show (1.12). Suppose that (1.12) did not hold; then there is some time T˚P p0, Tq for which
is a continuous map, and so there exists an interval rT 1 , T 2 s Ă p0, Tq of positive length on which
Now suppose we grant the following Claim 1. Let ν P p1, 2q be given. Suppose that ApT q P CprT 1 , T 2 s : H N q is a solution to (1.9) that for all T P rT 1 , T 2 s satisfies
Since here we have assumed that the hypotheses of the claim hold, we conclude that for any ν P p1, 2q we please, }ApT q} H s ď p2ν´1q}ApT 1 q} H s . However, if we integrate (1.12), we find that }ApT 2 q}
. However, this leads to a contradiction upon choosing ν sufficiently close to 1 so that p2ν´1q 2 ă´T
The rest of the argument proceeds on this interval rT 1 , T 2 s; we relabel rT 1 , T 2 s as r0, T s. We make the following assumptions on A that hold for the remainder of the paper:
In what follows, we may assume that we have a solution ApT q to the initial value problem (1.9) with values in H N psq defined on a time interval r0, T s on which we have the estimate
Outline of the Proof of Claim. The rest of this paper is devoted to supplying the proof of the outstanding claim in the proof of Theorem 1.1. The approach of this paper is to regard a solution A of (1.9) as the modulation of a nonlinear geometric optics approximation
to some solution zpx, y, tq P C of a (still to be specified) "progenitor" equation for which long-time well-posedness can be established independently of the dynamics of A, and that indirectly controls the H s -norm of A. Here k ą 0 is to be chosen later independent of ǫ ą 0, and ω, ω 1 are functions of k. The "Opǫ 2 q" in (1.15) typically contains higher order correctors; the more of these higher order terms that are retained, the closer one can expect the approximate solution to agree with the true solution z. The scaling of the above ansatz on the perturbation parameter ǫ is balanced to yield an NLS-type equation over Opǫ´2q time scales. The Fourier transform of the type of wave packets we consider here are given by
and are highly concentrated about the frequency pk, 0q. We also record the following scalings in ǫ for wave packets:
Opǫq In this paper it will be necessary to develop the approximate solutionz so that the residual terms are of size Opǫ 6 q in Sobolev space so that the remainder z´z is Opǫ 3 q in Sobolev space. In this work, unlike in the usual full justification discussed in §1.1, we need only choose a single sufficiently small value of ǫ and a single solution to the progenitor equation in order to make conclusions about the behavior of the NLS solution A. However, we must also choose an equation for z for which long-time existence can be shown without appealing to the quantitative behavior of ApT q for T ą 0.
The progenitor equation governing the solution zptq which this wave packet approximates is motivated by [31] , and essentially consists of a toy version of the water wave problem 4 with an appropriately scaled power nonlinearity and a suitably constructed penalization term.
We collect the notation needed to state the progenitor equation in the unknown z. Let ν ą 1 be an arbitrary positive parameter independent of ǫ to be determined later. Define the control norm by
Recalling that Λ s ǫ pAe ikx q " pΛ s Aqe ikx , if one grants that z andz are sufficiently close over Opǫ´2q time scales, then to leading order one expects
Notice that λptq is constructed so that its leading order is independent of ω and ǫ; hence any estimates based on λptq will not depend on these quantities. Note also that λp0q " ν´2 up to terms of order ǫ, which is uniformly bounded away from 1 as ǫ Ñ 0. We would like to design an equation that forces λptq to remain bounded by 1 for all 0 ď t ď T ǫ´2, since this is equivalent to proving Claim 1. For λ P r0, 1q, we define the function gpλq satisfying:
1´λ Notice that g is uniformly bounded on r0, 1q, but g 1 diverges as λ Ñ 1. We are at last ready to state the evolution equation governing z. Recall that B k is the mode filter whose Fourier transform is the characteristic function of the ball centered at pk, 0q and of radius
By definition,z t p0q is calculated by differentiating the formula forzptq with respect to t, replacing any derivatives with respect to T in the functions of slow variables with spatial derivatives and nonlinearities using (1.9), and evaluating at t " 0. We will only need to set p " 1, 3 in the sequel; the case p " 1 corresponds to (qHNLS) and the case p " 3 to (qNLS). The strange scaling in the power nonlinearity of (1.17) is designed to contribute the appropriate power nonlinearity to (1.9) in the multiple scale calculation. Similarly, the high powers of ǫ in the penalization term are chosen to make this term negligible with respect to the error z´z. The coefficient N is chosen to exploit the growth condition of Assumption 1.
The first task in giving a full justification for (1.17) is to construct an approximate solutioñ z as above satisfying the following properties: Proposition 1.2. Let k ą 0 be given. Then there exists an N " Npsq, and a functioñ z " ř 6 n"1 ǫ n z pnq satisfying
The sense in which z andz are close is given by Proposition 1.3. Let T 0 ď T be given, and letz be the approximate solution defined by (2.9). For some ν P p1, 2q, assume the existence of a function z solving the initial value problem given by (1.17) for all px, yq P R 2 and almost every time t P r0, T 0 ǫ´2s satisfying z " B k z and pz, z t , z tt q P pC
Then there exists an ǫ 0 ą 0 sufficiently small so that for all 0 ă ǫ ă ǫ 0 the following holds: for almost every t P r0, T 0 ǫ´2s we have the bounds:
where in particular C is independent of T 0 .
Proof. See Lemma 3.1 in Section 4.
Finally, we must show that (1.17) is well-posed for long times. If one grants a solution to (1.17) exists, one can show using an energy type argument applied to (1.17) that λptq satisfies a differential inequality that forces λptq to remain bounded uniformly away from 1. In caricature, the differential inequality in question is of the form
where here c " cps, q, }u 0 } H s , ǫq ! 1 (see the calculations preceding (5.1) for a more precise statement). Now if g 1 pλptqq ě 2{c, that is, if λptq ě 1´pc{4q 2 , then we would conclude that λ 1 ptq ă 0, which provides our uniform bound.
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However, there is a price to be paid for forcing λptq to obey the ODE (1.19): the the equation (1.17) is a fully nonlinear equation with non-Lipschitz dependence, for which it is not even clear that local solutions can be constructed. The long time existence of (1.17) is therefore the most difficult step of the argument, and is summarized in the Proposition 1.4. Let 1 ă ν ă 2 be given. Suppose that for all T P r0, T s, A P Cpr0, T s, H N q satisfies Assumption 1. Then there exists an ǫ 0 ą 0 sufficiently small depending on s, p, q, k, }A 0 } H N , T as well as a choice of k ą 0 depending on T, }u} C 0 pr0,Ts:L 8 q so that the following holds: there exists a function zpx, y, tq on R 2ˆr 0, T ǫ´2s for which zptq " B k zptq for every t P r0, T ǫ´2s, for which Λ s ǫ z tt is defined and uniformly bounded for every px, y, tq with Λ
satisfying the key bound
and which solves the initial value problem given by (1.17) for every px, yq P R 2 and almost every t P r0, T ǫ´2s.
Proof. See Section 4 for the local well-posedness, and Section 5 for the long-time well posedness. We pause to note that a sufficiently large choice of C in the growth condition of Assumption 1 and a sufficiently small choice of ω play the role of small parameters that allow us to control the full nonlinearity in (1.17).
Assuming these propositions we can give the Proof of Claim 1. Consider ǫ P p0, ǫ 0 s for an ǫ 0 ą 0 to be taken sufficiently small in what follows. Using A, ǫ, k and p we construct the approximate solutionz given by Proposition 1.2. Introduce 1 ă ν ă 2 to be determined later. Then since Assumption 1 holds by hypothesis, we may choose k ą 0 and ǫ 0 ą 0 sufficiently small so as to invoke Proposition 1.4 to construct the almost everywhere solution zptq to (1.17) that exists and satisfies (1.20) on r0, T ǫ´2s. Choose ǫ 0 ą 0 sufficiently small so that the conclusion of Proposition 1.3 holds. Then using (1.20), Propositions 1.2, 1.3 and 1.4, we have
a.e. t P r0, T ǫ´2s
Finally, choose ǫ 0 ą 0 so small so that Cpk, }A} H N qǫ ă pν´1q} Λ s A 0 }. Then with T " ǫ 2 t we have }Λ s ApT q} ă p2ν´1q}Λ s A 0 } a.e. T P r0, T s By Proposition 1.1, }Λ s ApT q} is a continuous function of T , and so
which is the conclusion of Claim 1. 
Formal Calculation of the Approximate Solution
In this section we derive the formal approximate solutionzptq. The derivation ofzptq is a routine multiple scales calculation, and is given after the presentation of some standard lemmas giving the formal expansion of the Fourier multipliers appearing in our equations.
Lemmas on Multiple Scales Expansions.
Lemma 2.1. Let s, m ě 0 be integers, k ą 0 and ǫ ą 0 be given. Then for any function
Proof. We calculate by Plancherel's Identity that for any m ě 0 that
where the constant C depends only on m and k. Note that we have lost a power of ǫ by measuring F in L 2 XY where X " ǫx, Y " ǫy. Since B k commutes with differentiation, the result now follows upon applying the above to B j F for |j| ď s.
In order to perform the formal expansion of the approximate solution, we first need an expansion of |D| about a wave packet F e iφ , that is, about the fixed frequency ξ " pk, 0q. Using the expansion of the symbol |ξ| in Fourier space
e find by formal Taylor expansion that the corresponding series development of the symbol of |D| p is given by
where the polynomials P j are of degree j, have coefficients depending on k and p, and will not be explicitly used in the formal calculation. When applied to a wave packet of the form F pǫx, ǫyqe ikx and written in physical space, the multiplier formally corresponds to the multiscale operator
o make this rigorous we present the Lemma 2.2. Let k ‰ 0, p ą 0 and ǫ ą 0 be given. Then for any function F P H p`6 , there is a constant C depending only on k so that
Proof. We may use Lemma 2.1 to reduce the estimate to wave packets of the form B k F e ikx ; specifically we have 
2.2. Multiscale Calculation of the Approximate Solution. We now give the construction of the functionz that satisfies the equation
We seek a formal approximate solution in the form of an asymptotic series
where each term z pnq " z pnq px 0 , x 1 , y 1 , t 0 , t 1 , t 2 q is a function of the multiscale variables. Substitute the asymptotic series into (2.4). Since we insist that z p1q " Ae ipkx`ωtq ": Ae iφ , collecting the terms of size Opǫq gives p´ω 2`kp qz p1q " 0 which is solved by taking ω 2 " k p . Next, the Opǫ 2 q terms yield
where ω 1 denotes the group velocity
Now if the right hand side of (2.5) is not zero, then (2.5) has a resonant forcing term, in which case z p2q will necessarily have a contribution having an amplitude that grows linearly in time. Since we are considering solutions over time scales on the order Opǫ´2q, such a term would eventually be of order Op1q, which would contradict the fact that we seek a solution in the form of an asymptotic series. Our assumption that the formal series solution is asymptotic over Opǫ´2q time scales therefore forces the resonant in the right hand side of (2.5) to vanish. We arrange for this to occur by assuming that A " ApX, Y, T q alone, where we introduce the slow characteristic variable X " x 1`ω 1 t 1 , as well as the slow variables Y " y 1 , T " t 2 .
Since we will need the freedom later in the calculation, we also take z p2q " A p2q pX, Y, T qe iφ where A p2q is yet to be determined. Collecting the Opǫ 3 q terms gives us the equation
We can arrange for the right hand side of this equation to vanish if we insist that A satisfies the NLS equation
Notice that for any choice of k ą 0, the signs of the coefficients of A XX and A Y Y are opposite whenever 0 ă p ă 2 and agree when p ą 2; this allows us to treat both the defocusing elliptic case and the hyperbolic case simultaneously. Notice also that k p´2 " ω , we see that this equation agrees with the rescaled equation (1.9) provided we choose C ω " ω 2´4 p . Next we must be able to construct in principle higher order correctors in order to construct an approximate solution with sufficiently small residual. We proceed inductively, assuming that the correctors z p1q " Ae iφ , z p2q " A p2q e iφ , . . . , z pnq " A pnq e iφ have been found. Collecting the Opǫ n`1 q terms yields an equation for z pn`1q of the form
Since A pnq " A pnq pX, Y, T q, the first line on the right hand side of (2.7) vanishes. The other terms on the right hand side of (2.7) can be arranged to vanish as well provided we choose 16 
A
pn´1q to satisfy the equation
For our purposes we need only take the approximate solution to six terms, and so we define
where A p1q " A. For convenience we set A pjq p0q " 0 for all j ě 2. In order to account for the number of derivatives of A needed to construct the correctors in the approximate solution, we have the Lemma 2.3. Suppose that A is a solution to (2.6) that exists on a time interval r0, T s and satisfies Ap0q " A 0 P H N . Then the modulations A pjq , j " 2, . . . , 6 of the correctors satisfying (2.8) and A pjq p0q " 0 also exist on r0, T s with values in H N´2j . Therefore if we choose Npsq ą s`21 we have the bounds
Proof. Since we only need to consider the cases p " 1, 3, we require that A pjq P H 9 in order to apply Lemmas 2.1 and 2.2. Consider (2.8) written using the DuHamel formulation. Now the equations for the A pn`1q are linear with the variable coefficients consisting of products of A and A. By the induction hypothesis, we may replace any time derivatives falling on the factors A, A p2q , . . . , A pnq by the corresponding space derivatives and higher order nonlinearities. Since each time derivative is replaced by at most two space derivatives in this way, the nonlinearity consists of factors depending on at most 2pn´jq derivatives of A pjq , Grönwall's inequality along with the Sobolev embedding H 2 ãÑ L 8 with a quick induction argument implies that }A pn´1q } H m ď Cp}A} H 2pn´1q`m q. Since we need only set p " 1, 3, this implies that we need control over }A p6q } H 9 ď Cp}A} H 19 q, and similarly the bounds (i), (ii) follow provided we choose Npsq ě s`19. In the same way, the highest number of derivatives appearing in the residualR is through B 2 t acting on A p6q , so that (iii) follows upon choosing Npsq ą s`19, and (iv) then follows upon taking Npsq ą s`21.
In the process of deriving the ODE for λptq we encounter the expression x|D| 2s ǫz tt ,´|D| pz t´ǫ
We explicitly calculate the leading order term of this expression here. 
Remainder Estimates
Since the power nonlinearity of (1.17) is constructed to scale in ǫ just as a cubic nonlinearity, we may follow [21] and show the a priori estimates of the remainder r " z´z on the interval r0, T ǫ´2s with a straightforward application of Grönwall's inequality. 
exists in the sense that z " B k z and pz, z t , z tt q P pC 1ˆC 0ˆL8 qpr0, T 0 ǫ´2s, L 2 q satisfying the bound λptq ă 1 for all t P r0, T 0 ǫ´2s, and z solves (3.1) for every px, yq P R 2 and almost every t P r0, T 0 ǫ´2s. Then there exists a constant C " Cps, p, q, k, T , }A} H N q that is independent of T 0 and an ǫ 0 ą 0 sufficiently small depending on s, p, q, k, T , }A} H N so that the following estimate of r :" z´z holds for all 0 ă ǫ ă ǫ 0 and almost every t P r0, T 0 ǫ´2s:
Remark 3.1. Heuristically, we expect to control r and r t using energy based arguments, and r tt using the equation governing r. This is possible since the penalization term depends only on λ through the term gpλptqq, which is uniformly bounded as a function of λ. Differentiating the progenitor equation in time shows that B j t r tt generally depends on g pjq pλptqq, over which we have no control for j ě 1 since we expect that λ will be near 1. Therefore such higher derivatives B j t z tt do not remain in the modulation regime over NLS time scales. Indeed this is necessary to the success of our program, since constructing the ODE (1.19) depends on this occurring.
Proof. The governing equation (3.1) reads
Subtracting from this the approximate equation
gives the governing for the remainder r :" z´z which reads
Consider the energy
By applying Λ s ǫ to (3.4) and taking the inner product with Λ s ǫ r t , we see that Rptq is absolutely continuous and obeys the following differential inequality:
In order to bound those terms, first note that Lemma 2.1 as well as the fact that z " B k z allows us to estimate:
We will only estimate T 1 in detail, since the other terms are strictly easier. We have writing z "z`r and using Lemma 1.2 and (3.7) that
From this point on in the proof we suppress the dependence of constants C on s, q, k, p, }A 0 } H N , T for brevity. Applying similar estimates to T 2 , T 2 , T 4 and noting that |gpλq| ă 1 and q`4 ě 7 then yields where we have used Lemma 2.1 to estimate T 4 , as well as lost one power of ǫ using Lemma 2.3 to estimateR in L 2 . For 0 ď t ď T , define
SpT q " sup 0ďtďT
Rptq
Then we have in addition that for 0 ď t ď T ď T 0 ǫ´2 that
Integrating this equation and taking the supremum over all t P r0, T s then yields the following bound for every 0 ď t ď T :
SpT q ď´Rp0q`CSpT q 1 2´ǫ
6`C ǫ 7 p1`ǫ´1SpT q 4`C ǫ 5 p1`ǫ´1SpT q here we have used T ď T 0 ǫ´2 ď T ǫ´2 as well as Lemma 2.1 to estimate that Rp0q ď Cǫ 7 . We now begin a proof by continuity. Let T˚" inftT P r0, T 0 ǫ´2s : SpT q ą ǫ 6 u, which is well-defined since SpT q is continuous. If T˚" T 0 ǫ´2, then we are done. If not, then 20 evaluating the above bound at T " T˚would read
where we have chosen ǫ 0 ą 0 sufficiently small depending on s, p, q, k, T , }A} H N . This contradiction establishes control of the first two terms in the estimate of this proposition. Control of }Λ s ǫ r tt ptq} then follows by applying Λ s ǫ to (3.4) and estimating directly in L 2 . The necessary estimates parallel those just performed in the above energy estimate, and so we omit the details.
Local Well-Posedness of the Progenitor Equation
At this point we have computed an approximate solutionz " ǫAe iφ`O pǫ 2 q on the interval r0, T ǫ´2s satisfying the approximate progenitor equation (2.4) and constructed through a solution A of the HNLS equation (2.6) on the interval r0, T s with A 0 P Cpr0, T s : H N q and subject to Assumption 1. We have also shown that if one assumes an appropriate form of existence of a solution zptq to (1.17) on r0, T ǫ´2s, then it remains within Opǫ 3 q ofzptq in Sobolev space on the interval r0, T ǫ´2s. We now address the well-posedness of (1.17) to whichz serves as an approximation.
The reason that long-time well-posedness of (1.17) is not immediate is the appearance of gpλptqq and its derivatives. If a time t˚is reached at which λpt˚q " 1, then one cannot construct a continuation of the solution beyond t˚using any kind of contraction mapping arguments since g 1 pλq is not defined for λ ě 1. Therefore, on any interval on which we would like this equation to make sense, we must show that λptq stays uniformly bounded away from 1. This problem is solved by the ODE argument made possible by the crucial choice N of coefficient in the penalization term together with the growth condition of Assumption 1.
However, even if one grants that λptq remains uniformly bounded away from 1, the introduction of λptq in the nonlinearity forces the equation to be fully nonlinear, which in turn prevents us from using a straightforward contraction mapping argument to establish local well-posedness. Therefore we give a more roundabout construction that produces a weaker notion of solution 6 for (1.17), but is nonetheless sufficient for our purposes. Since, in general, we will need to construct a solution at some given time T 1 ǫ´2 P r0, T ǫ´2s, we apply a translation in time t Þ Ñ t´T 1 ǫ´2 so that the initial conditions begin at t " 0. The precise statement of the local well-posedness result is as follows: Proposition 4.1. (Local Well-Posedness of (1.17)) Fix ν P p1, 2q, and let T 1 ď T be given. Denote
Then there is an ǫ 0 ą 0 depending on s, p, q, k, }A 0 } H s , ν so that for all 0 ă ǫ ă ǫ 0 the following holds: (a) Assume the initial data zp0q in (1.17). Then there exists a w 0 satisfying the compatibility condition
s well as the bound λpw 0 q ď
as well as satisfying the compatibility condition (4.2). Suppose further that λ 0 :" λpw 0 q ă 1 satisfies
C for some universal constant C ą 1 to be chosen in the course of the proof. Then there is a t ą 0 for which there is a lower bound t 0 ă t depending only on ǫ, k, s, p, q, 1´λ 0 so that (i) There is a z so that Λ s ǫ z tt px, y, tq is a bounded measurable function on R 2ˆr 0, ts with Λ s ǫ z tt P L 8 pr0, ts, L 2 q which solves (1.17) for every px, yq P R 2 and almost every t P r0, ts, and in particular solves the equation at t " t.
(ii) For every t P r0, ts we have zptq " B k zptq. (iii) For every t P r0, ts we have
Cpr0,ts,L 2ď 3}A 0 } H s (iv) For every t P r0, ts, we have the bound
Remark 4.1. Although we have only shown that zptq is such that the equation (1.17) is satisfied for almost every t P r0, ts, it is still true that the bound (4.8) gives control of λptq everywhere in r0, ts. This bound holds in particular at t " t by construction, and hence the fact that zptq is a solution only almost everywhere poses no trouble in iterating this local well-posedness result. Moreover this gives sufficient control over the growth of λ to construct an analogue of a bootstrap argument using the ODE (1.19) for λ.
The proof of Proposition 4.1 will occupy the remainder of this section and entails several steps which we outline here. In essence, we will construct a sequence of approximate solutions formed by discretizing the full nonlinearity in time, and extract a solution by compactness. In particular, we emphasize that throughout the construction, the growth condition (1.14) and the rescaling (1.8) are used crucially to control the terms contributed by the full nonlinearity in a contraction mapping argument. In more detail, we will perform the following steps: ( §4.1) Fixing a small interval r0, 2t 0 s, partition into n equal subintervals I 0 , I 1 . . . , I n´1 .
On each, construct a solution z tnu to an approximate version of (1.17) on I j by replacing the dangerous full nonlinearity gpλpz ttby its average value and passing to a time-differentiated version of (1.17), assuming that this construction has been carried out on the subintervals I 0 , . . . , I j´1 . Since we expect z tnu tt to exhibit jumps across the endpoints of the subintervals, we must simultaneously construct initial data satisfying the correct compatibility conditions as well. Closing these arguments requires an appropriate choice of C and ω. This step subsumes the proof of part (a). ( §4.2) By concatenating the solutions inductively constructed in §4.1, construct a sequence of approximate solutions on the whole interval r0, 2t 0 s where the full nonlinearity has been approximated by a step function subordinated to a partition of r0, 2t 0 s into n subintervals. This solution will be discontinuous and is not prima facie uniformly bounded in n. Use the almost-conservative nature 7 of the approximate equations to show that the sequence of approximate solutions are uniformly bounded pointwise on a common space-time domain R 2ˆr 0, 2t 0 q. ( §4.3) Use compactness to extract a subsequence that converges pointwise everywhere on R 2ˆr 0, 2t 0 q to a function that satisfies the original equation for every px, yq P R 2 and almost every r0, 2t 0 q. One can then choose t to be any time between t 0 and 2t 0 at which the equation is satisfied.
4.1.
Constructing the solution on subintervals of r0, 2t 0 s. In this subsection we fix notation to be more specific about the discretization of the full nonlinearity in the penalization term. Let n be given, and set h :" 2t 0 {n and t j " jh for j " 1, 2, . . . , n. Partition the whole interval r0, 2t 0 s into subinterval of equal length r0, t 1 s, rt 1 , t 2 s, . . . , rt n´1 , t n s " I 0 , I 1 , . . . , I n´1 . Given a function f ptq defined on I j , denote its average on I j by (4.9) m pjq n f ptq :"
For f ptq defined on r0, 2t 0 s, define the piecewise constant approximation
Our local well-posedness result will require differentiating our evolution equation in time. Since we are only given initial data for z, z t , we show in (a) that we can supply initial data for z tt that is compatible with the evolution equation. Cǫ`Cǫ 2`C ǫ 7 gˆ1 2`1 2νď
Thus FpW q P X as well. Finally, let W 1 , W 2 P X be given, and suppose without loss of generality that λpW 1 q ď λpW 2 q. Then we have using (1.16) et. seq. that
where we have taken ǫ 0 ą 0 to be possibly smaller still depending on s, p, q, k, }A 0 } H N , ν . Thus a fixed point W exists, and we take w 0 " Λ´s ǫ W .
Remark 4.2. Since λp0q is bounded Op1q away from 1 for ǫ 0 ą 0 chosen sufficiently small, the difficulties associated with the full nonlinearity are avoided here. Notice that we only need (a) at time t " 0; at all later times at which we would like to use Proposition 4.1 to continue solutions to (1.17), we will have constructed a solution that satisfies the compatibility conditions at its right hand endpoint so that the solution can be continued using (b) alone.
Our goal is now to inductively construct our solution on each subinterval I j under the assumption that a similar solution has already been constructed on I j´1 . The proof proceeds by a standard contraction mapping argument, but with a twist: since we approximate the full nonlinearity by a typically discontinuous function, we expect z tt to exhibit jump discontinuities across the endpoints of the subintervals I 0 , I 1 , . . . , I n´1 . Thus as part of the contraction mapping argument we must construct initial data for z tt that satisfies the jump condition forced by the discontinuous nonlinearity.
Since it will be convenient at this stage to allow values of λ ě 1 in the argument of g, we modify g as follows: let λ˚ă 1 be a quantity to be determined. Then define (4.13)
Observe that with this definition, g 1 pλq ď 1 2 p1´λ˚q´1 2 and g˚pλq ď 1´p1´λ˚q 1 2 ă 1. 8 We proceed to give the "induction step" construction of solutions on the subintervals I j : Lemma 4.1. (Construction of approximate solution on I j given a solution on I j´1 .) Let n P N and j " 1, 2, . . . , n´1 be given. Let M ď 2 be given, let λ˚satisfy (4.14) ǫ q`4 g 1 pλ˚q " 32 C and define g ‹ as in (4.13) above.
Suppose that we are given initial data pu j , v j , w j q satisfying the properties
Suppose further that we are given a function 9 w P CpI j´1 : L 2 q satisfying w " B k w and }w} CpI j´1 :L 2 q ď Mω 2 }A 0 } H s , and set wj :" lim tÑtj wptq. Define λptq " # λpwptqq t P I j´1 λpΛ s ǫ z tt ptqq t P I j Let T 1 ă T be given. Then for t 0 ą 0 chosen sufficiently small depending on s, p, q, ǫ, }A 0 } H s , there exists initial data wj satisfying the bound
to the initial value problem
for a constant C depending on s, k, p, q, ǫ, }A 0 } H s 8 We are justified in cutting off g in this way since we will eventually show using the ODE argument alluded to in (1.19) that for the solutions we construct, λptq is bounded far enough away from 1 for all times so that g ‹ pλptqq " gpλptqq, provided λ˚is chosen sufficiently close to 1. This will be shown rigorously in §5. 9 Since we will also be denoting Λ s ǫ z tt on I j by w in the contraction mapping argument, this is an abuse of notation. One should think of w| Ij´1 as having been already constructed with wj being the left-hand limit of the jump discontinuity at t " t j .
Proof. We begin by applying the operator Λ where in the above different instances of the constants C q , C ω may differ in value. Next, formally subtracting the equations (4.41) defined on I j´1 and I j and evaluating the jump discontinuity wj´wj " lim tÑtj z tt ptq´lim tÑtj z tt ptq suggests studying the following mapping
ince neither (4.16) nor (4.20) taken alone would produce a closed contraction mapping, we combine them into one mapping F on the space CpI j : L 2 qˆCpI j : L 2 qˆL 2 . Denote W " pvptq, wptq, wj q T with uptq :" u j`ş t t j vpτ q dτ . Then define
N pτ q˙d τ
We proceed by showing that F is a contraction mapping on the space
equipped with the norm 10 (4.23) }pf ptq, gptq, hq
First we show that FpWq P X whenever W P X. Let W P X be given, and denote by FpWq l the lth component of FpWq. Then
all follow immediately from the definition of F. It is helpful to observe that, when W P X, we have by definition of uptq the estimates
Estimate of }F pWq 3 }. We cannot close this estimate by the usual perturbative method of restricting to very small time intervals; we must use C and ω. Set
We have using Lemma 1.1 and the Fundamental Theorem of Calculus that
We can also estimate the term }N j } using Lemma 1.1, the rescaling (1.8) as in Remark 1.1, and bound (iii) along with (4.25) as follows:
where C ps,qq depends on the sharp constants in the estimate of Lemma 1.1 and in the Sobolev embedding H 2 pR 2 q ãÑ L 8 pR 2 q. Combining these estimates now gives
where in the second step we have chosen ω small enough so that C s,q ω
Cpr0,Ts:L 8 q " 1 and in the third step that C " 10 5 .
Estimate of }F pWq 2 } CpI j`1 :L 2 q . This estimate is purely perturbative thanks to the DuHamel integral and the symbol expansions of the multipliers cosp|D| p 2 q and |D|´p 2 sinp|D| p 2 q about the wave number ξ " k. Since we have |g˚pλq| ď 1 for any λ ě 0, we estimate using Lemma 1.1 that
Estimate of }F pWq 1 } CpI j`1 :L 2 q . This estimate parallels the estimate of }F pWq 2 } CpI j`1 :L 2 q , except that it is easier due to an extra factor of h in the DuHamel integral thanks to the symbol expansions of cosp|D| We now show that F is a contraction mapping. Let W 1 , W 2 P X be given. We split the estimates by component.
Estimate of }FpW 1 q 3´F pW 2 q 3 }. We begin again with the non-perturbative estimate; the steps here parallel those of the estimate of }F pWq 3 } above. With N j as above, we have
or brevity, set λ j :" λpw j q. Using the definition of g ‹ yields the bound
With the bound (4.26) of }N j } and the same choices of ω and C as above, we find that
Estimate of }FpW 1 q 2´F pW 2 q 2 }. This estimate is perturbative, but also crucially uses the extra factor of 4 in the definition of }¨} X . We first record that
We then estimate that
Now expand N 1´N2 into terms having differences of the form either u 1´u2 , v 1´v2 or g˚pm pjq n λ 1 q´g˚pm pjq n λ 2 q. In terms where the differences are of the first type, we may estimate 29 |g˚pm pjq n λ l q| ď 1 for l " 1, 2 and bound these terms by
For the second type of term the estimate is similar, but with one less factor of h. In the final case, the term in question is bounded by
Summing over all such terms then gives the bound (4.27)
Estimate of }FpW 1 q 1´F pW 2 q 1 }. This estimate proceeds just as in the estimate of }FpW 1 q 2´F pW 2 q 2 }, except that we have an extra factor of h, and the initial data of the difference exactly cancels in this component. The estimate, very similar to the previous one whose details we therefore omit, concludes (4.28)
The Conclusive Contraction Estimate. Summing the previous estimates and choosing t 0 ą 0 sufficiently small depending on s, q, p, ǫ, }A 0 } H s then gives
Remark 4.3. The constant C in the above proof is universal, and is chosen to be much larger than necessary. By introducing more parameters, one can refine the proof of Lemma 4.1 by replacing various factors of 2 and 3 by factors arbitrarily close to 1. In so doing, we can 30 show that in fact C can be brought to within an order of magnitude of 1. In principle one could therefore trace through this argument and specify more precisely that the degree of the polynomial bound in Theorem 1.1 is also within an order of magnitude of 1. Therefore this method can give an effective bound on the polynomial growth of }A} H s .
An easy modification of the above proof also proves the following "first step" of the construction for local well-posedness on I 0 . Lemma 4.2. (Construction of approximate solution on I 0 .) Let n P N and j " 1, 2, . . . , n´1 be given. Let M ď 2 be given, let λ˚satisfy
and define g ‹ as in (4.13) above. Suppose further that we are given initial data pu 0 , v 0 , w 0 q satisfying the properties
Then for any T 1 ą 0 for which T 1`T1 ď T , there is a t 0 ą 0 chosen sufficiently small depending on s, p, q, k, ǫ, }A 0 } H s , ǫ, there exists a solution pz, z t , z tt q P pC
Proof. The proof reproduces the contraction mapping argument of Lemma 4.1 but omitting the third component of the contraction mapping (4.21), since the initial data for z tt in Lemma 4.2 is the w 0 provided by hypothesis rather than involving a right hand jump value. Since the argument is a subset of the proof of Lemma 4.1 and is purely perturbative, it is strictly easier in this case, and so we omit the details. 
If one directly applies Lemmas 4.2 and 4.1, one cannot in general construct such a solution for all n. Suppose that we know that the norm of w is initially of the form M 0 ω 2 }A 0 } H s for some M 0 ă 2. Since z tt on the jth interval can be bounded at best by pM 0`j qω 2 }A 0 } H s , and so the condition M ď 2 must be violated for sufficiently large n. The condition M ď 2 itself must not be neglected: if we allowed M to be arbitrarily large, then inspecting the proof of Lemma 4.1 shows that the crucial growth constant C must also be arbitrarily large if one hopes to construct a sequence of approximate solutions for all n. To remedy this, we appeal to the almost conserved Hamiltonian to provide the necessary uniform bounds. Lemma 4.3. (Uniform bounds from almost conservation.) Let T 0 ď T be given, and suppose P : r0, T 0 ǫ´2s Ñ R satisfies |Pptq| ď 1 for all t P r0, T 0 ǫ´2s. Suppose there exists a function zptq satisfying z, z t , P Cpr0, T 0 ǫ´2s, L 2 q and z tt P L 8 pr0, T 0 ǫ´2s, L 2 q and which solves almost everywhere in r0, T 0 ǫ´2s the initial value problem (4.32)
for which u 0 " B k u 0 and v 0 " B k v 0 . Suppose further that Ep0q is uniformly bounded away from zero in ǫ over all 0 ă ǫ ă ǫ 0 . Then (a) The solution satisfies z " B k z, and the Hamiltonian energy
satisfies the a priori bound We observe that Eptq itself is an absolutely continuous function in t. We begin a bootstrap argument: suppose that there is a first time t˚P r0, T 0 ǫ´2q at which Ept˚q " 2Ep0q. If so, the above inequality would imply that E 1 ptq ď C pp,q,k,T,Ep0qq ǫ 5 whenever t P r0, t˚s. But then integrating would give
However, since Ep0q is uniformly bounded away from zero as ǫ Ñ 0, we can choose ǫ sufficiently small so that 2Ep0q " Ept˚q ă 2Ep0q, which is the desired contradiction.
Proof of (b). Using (4.34) and the fact that z " B k z and z t " B k z t , we have
ď Cpp, k, }A 0 }qǫ´s Now appealing to the equation (4.32) we have for almost every t P r0, T 0 ǫ 2 s that
Proof of (c). This follows from (b) and the Fundamental Theorem of Calculus. 
Proof of (d
and, defining λptq " One might wonder at the outset of this paper why one cannot use the coarse bound of Lemma 4.3 provided by the almost conserved Hamiltonian of (1.17) to derive a bound on }Λ s ǫ z tt ptq} without introducing a penalization term at all. The reason is that, although the bounds given by Lemma 4.3 are uniform on r0, T ǫ´2s, they scale badly in ǫ. The key estimate in the proof of Theorem 1.1 therefore will not close in this case due to the poor dependence of ǫ 0 on }A} H N . The exception is if one were to replace s by 0, which only recovers the already-known mass conservation of A. However, despite the fact that the bounds of Lemma 4.3 are quantitatively useless, they are nevertheless indispensable in providing the qualitative uniform control needed to complete the construction of the approximating sequence in §4.2.
Long-Time Wellposedness of the Progenitor Equation
It only remains to show that the solution zptq to the problem (1.17) exists on the whole interval r0, T ǫ´2s; this is equivalent to providing an a priori upper bound on λptq that is uniformly away from 1 on r0, T ǫ´2s. We do this by showing that λ 1 ptq is negative for values of λptq sufficiently close to 1. We begin with the formal calculation of this fact. Unless otherwise indicated, the constants C that appear below may change from line to line, but depend only on s, p, q, k, }A 0 } H N , T , ν. Assuming that the quantity z ttt is well-behaved and we are considering an interval of time on which zptq solves (1.17), we have by Proposition 3.1 that
, so that ǫ q`4 g 1 pλp0qq ă 8 C
. We begin a contradiction argument. Suppose that in the course of this construction there is a first interval pt j , t j`1 s for which max tPpt j ,t j`1 s ǫ q`4 g 1 pλpt˚qq ą a.e. t P pt j , t j`1 s, But then λptq is absolutely continuous and strictly decreasing on rt j , t j`1 s, and thus λpt j q ą λpt˚q. But then this contradicts the assumption that pt j , t j`1 s is the first interval on which λptq exceeds the value 8{C . This establishes the a priori bound λptq ď 1´`C 16 ǫ q`4˘2 . Hence we can apply Proposition 4.1(b) a finite number of times depending on s, p, q, }A 0 } H s , T , ǫ to construct a solution defined on all of r0, T ǫ´2s.
Remark 5.1. We emphasize that although the number of constructions needed in the above proof depends on ǫ, the number of smallness restrictions on ǫ 0 ą 0 is independent of the number of constructions. Hence there is no danger that we are forced to choose a sequence of restrictions that forces ǫ 0 to be zero. 
Conclusion
We have shown that the NLS equations (1.1) are globally well-posed and, moreover, enjoy the property that all of their subcritical inhomogeneous Sobolev norms grow at a polynomial rate. Since solutions to (1.1) with large initial data avoid the characteristic finite time blowup of the focusing type equation, we subsume both defocusing and hyperbolic NLS equations under the term non-focusing NLS equations. We conclude by further discussing the method used in this paper, comparing with known results, and considering possible generalizations.
The original goal of this paper was to prove global well-posedness for pqHNLSq. However, this result improves the regularities at which large data solutions to pqNLSq are globally wellposed; for all q P 2N`1, we conclude global well-posedness for large data in any subcritical Sobolev spaces. The best known results in this direction when the critical index s c does not correspond to a conserved quantity are a consequence of either the I-method or the Fourier truncation method of Bourgain 11 , both of which do not allow one to conclude global well-posedness in the entire subcritical range (c.f. [3] for a survey of the Fourier truncation method, [7] for an application of the I-method to pqNLSq, and [30] for further discussion).
Even so, there is room to improve the results presented here. Because of the strong dependence on subcritical persistence of regularity, we cannot conclude anything about the global well-posedness in critical Sobolev spaces. Similarly, the bounds of Theorem 1.1 cannot be used directly to conclude whether the equations considered here scatter (even in light of Remark 4.3).
It is natural to ask whether a fully nonlinear progenitor equation is needed to carry out the program of this paper, since the full nonlinearity creates significant technical complications. Of course we will not attempt to conclusively demonstrate here that a progenitor with a full nonlinearity is required in order to carry out the strategy of this paper; a simpler or less cumbersome progenitor may very well exist, especially in light of the fact that the NLS equations under consideration here arise generically in the modulation regime of a large number of dispersive PDEs. However, if one designs a progenitor with the same linearization and power nonlinearity as in (1.17), some sort of penalization term as is defined here must be introduced, since nothing about such a progenitor would control Λ s ǫ z or its derivatives (in this context see Remark 4.4). If one introduces a penalization term depending only on z and z t , then there are two possibilities. (1) The introduced term contributes terms on the order Opǫ 3 q or larger on the NLS time scales, which forces one to either change the NLS equation in question or discard the error estimates, both of which spoil the full justification.
(2) The penalization term is beyond the order in ǫ of the NLS equation: in this case the error estimates for z, z t , z tt remain valid, but the penalization term does not affect the dynamics of the progenitor over the NLS time scales, producing essentially the same effect as having no penalization term whatsoever. Introducing a full nonlinearity allows one to simultaneously keep z, z t , z tt in the modulation regime as well as being able to control the evolution of z tt through an ODE (see Remark 3.1).
In a forthcoming work, we plan to generalize the method used in this paper to NLS equations of arbitrary non-focusing type 12 in higher dimensions R d for d ě 3. This setting is especially interesting because it would overcome a long-standing obstacle to showing global well-posedness for NLS equations for which the critical index s c ą 1. Current methods for showing global well-posedness for such equations fail because all of the natural conserved quantities scale supercritically with respect to the natural scaling of the equation. This makes them unsuitable for use in supplying useful global a priori bounds. This is the same obstacle one faces in showing long-time existence for NLS equations of hyperbolic type, except that the Hamiltonian is useless for reasons of scaling instead of lack of coercivity. A priori bounds analogous to those presented in this paper would provide a partial substitute for the missing Hamiltonian and show global well-posedness in subcritical Sobolev spaces. This would be the first method that provides global well-posedness results for this class of equations.
