The paper investigates issues of scale equivalence and generalisability across different populations. This area of research is important because it allows for valid comparisons to be made when studies investigate the same constructs across qualitatively distinct populations. The study investigates the generalisability of the Narver and Slater (1990) and the Kholi, Jaworski and Kumar (1993) 
Introduction
ollowing the development of measures of market orientation (Narver & Slater 1990; Ruekert 1992; Kohli, Jaworski & Kumar 1993) , there has been renewed interest in both the antecedents and consequences of a market orientation (see Wren 1997) . In general, research findings suggest that organisations should aim to be more, rather than less, market-oriented. Given the importance of the market orientation construct to marketing theory, there is a need to develop valid and reliable measures of it.
The issue of measure equivalence has received little attention in marketing so far but, as new analytical packages have become available, researchers should be encouraged to fill this void. The purpose of this paper is to provide a systematic approach to: (a) how researchers can establish that a test measures the same trait dimension, in the same way, when administered to two or more qualitatively distinct groups; (b) whether test scores for individuals who belong to different populations are comparable on the same measurement scale; and (c) whether scores across groups on the same measurement scale differ in interpretable ways. These general techniques fall into the domain of invariance testing. Finally we compare invariance across groups using the Narver and Slater (1990) and the Kohli, Jaworski and Kumar (1993) models of market orientation to assess the extent to which these generalise across samples.
We choose the Narver and Slater and the Kohli and Jaworski models because both have been widely used by researchers (Deshpande & Webster 1998; Deng & Dart 1994; Gray, Matear, Boshoff & Matheson 1998; Greenley 1995 among others) . Both have been tested and found to have acceptable measurement properties and both have been used interchangeably in discussing the domain of, antecedents for, and consequences of market orientation. Kohli and Jaworski (1990, p. 6 ) (K&L) propose a formal definition of market orientation; it is: 'the organisation-wide generation of market intelligence pertaining to current and future customer needs, dissemination of the intelligence across departments, and organisation-wide responsiveness to it'.
Market Orientation
In defining the conceptual domain of market orientation, Narver and Slater (1990) (N&S) identify three behavioural components: (1) customer orientation, which involves understanding target buyers now and over time in order to create superior value for them; (2) competitor orientation, which involves acquiring information on existing and potential competitors, understanding the short-term strengths and weaknesses and long-term capabilities of both the key current and potential competitors; and (3) inter-functional coordination, which is the coordinated use of resources in creating superior value for target customers.
There are obvious similarities between these two definitions. First, both focus on the central role of the customer in the manifestation of market orientation. Second, both entail an external orientation. Third, both recognise the importance of being responsive to customers at an organisation level. Finally, there is a recognition that interests of other stakeholders and/or other forces shape the needs and expectations of customers.
However, these similarities must be contrasted with the differences. First K&J emphasise ongoing behaviour and activities that underlie the generation and dissemination of market intelligence and the associated response of the organisation within the firm. In contrast, N&S-while they consider these behavioural elementsinclude a cultural perspective. Second, generating information can be considered a sine qua non for competitor orientation and customer orientation, but it is not an orientation per se. Third, a case can be made that N&S-by positing market orientation as 'organisational culture that effectively and efficiently creates behaviours. . .' (p. 21)-raise it to the level of strategy while K&J position it at operational or tactical levels.
The original 32-item K&J measure was subsequently refined to a 20-item measure (Kohli, Jaworski & Kumar 1993) . This measure of market orientation, referred to as MARKOR, is a uni-dimensional construct with three behavioural components: intelligence generation, intelligence dissemination, and responsiveness. It is subject to criticism on several grounds, such as the collapsing of the factors of intelligence dissemination and responsiveness into a single factor. In addition, all the models they developed to test this conceptualisation of market orientation had poor psychometric properties. Their final model did not reach any level of acceptability and can be criticised for forcing an extraneous concept (respondent type) into the model.
Market orientation has also been investigated across cultures (Deshpande, Farley & Webster 1993) , across different countries (Mavondo 1999) , and in a small business setting (Pelham & Wilson 1996) . However, in the interest of further research progress, the measurement issues surrounding the concept deserve more rigorous treatment to establish how generalisable are the present models and which of the two main contenders performs better under the diverse situations in which market orientation is currently being investigated. Therefore, the focus of this paper is to investigate whether qualitatively different businesses use the same frame of reference for market orientation. To achieve this we examine multiple group comparisons in covariance structures.
Multiple Group Comparisons in Covariance Structures
The ability to interpret findings meaningfully (e.g. differences in mean values) from studies directly comparing the same constructs under different conditions 'depends among other things upon: (1) the construct validity of measures within each population; and (2) the equivalence of measures and constructs across populations being compared' (Cole & Maxwell 1985, pp. 389-90) . The concern is that while the construct validity of measures is commonly established in single populations, little research has been conducted on whether the measures operationalise equivalent constructs across different groups.
Underlying the general concern for full measurement equivalence are two issues: (1) the comparability of constructs; and (2) the calibration of true scores (Labouvie 1980) . In brief, the first issue is whether research instruments elicit the same conceptual frame of reference under different conditions. It is possible that members of distinct industries or different markets do not use a common frame of reference when responding to the items of a given instrument. The use of different frames of reference by diverse groups renders comparisons between groups impossible because scores on the instrument refer to different constructs for each group (Millsap & Everson 1991; Millsap & Hartog 1988) .
The second issue is whether there is true-score equivalence between the groups. That is, do respondents calibrate the intervals anchoring the measurement continuum in the same manner? Several factors may influence how the rating scales on measurement instruments are interpreted, and thus, how the groups perceive differences between the intervals underlying the scale (Millsap & Hartog 1988) . As with conceptual (construct) equivalence, the lack of true-score equivalence may also result in an inappropriate interpretation of the data.
Much research and debate has been motivated by the following question: how can researchers establish that a test measures the same trait dimension, in the same way, when administered to two or more qualitatively distinct groups (e.g. managers in consumer markets and those in business markets)? Alternatively, we may ask, are test scores for individuals who belong to different examinee populations comparable on the same measurement scale? Furthermore, if scores across groups are on the same measurement scale, do the groups differ in interpretable ways on the constructs represented? These general questions fall under the rubric of 'invariance' testing, that is, investigating the invariance across groups of relations among measures. In this paper, we discuss several forms of invariance that may be distinguished and tested, review confirmatory factor analysis (CFA) approaches to addressing questions of this sort, present analyses of empirical data to demonstrate how to perform and interpret such analyses, and compare two popular models of market orientation to investigate if they are equally applicable to qualitatively different populations.
In what follows, we describe several concepts and advances contained within recent contributions to the measurement invariance literature. We then describe the data set used in our study and the types of analyses we conducted, including how the results of these analyses should be interpreted.
Measurement Invariance
To compare groups of individuals on their level of a trait or to investigate whether trait-level scores have differential correlates across groups, one must assume that the numerical values under consideration are on the same measurement scale (Drasgow 1987) . That is, one must assume that the test has 'measurement invariance' across groups. If trait scores are not comparable (i.e. scores are not on the same measurement scale) across groups, then differences between groups in mean levels or in the pattern of correlations of the test with external variables may be substantively misleading (Drasgow 1987; Meredith 1993) .
Because establishing measurement invariance of a test across distinct groups is critical to progress in many domains of marketing and management, much discussion has been devoted to this topic (e.g. Byrne & Shavelson 1987; Drasgow & Kanfer 1985; Frederiksen 1987; Mavondo 1999; Abe, Bagozzi & Sandringani 1996; Widaman & Reise 1997 (Meredith, 1993) . When tests meet this criterion, they are said to display measurement invariance. For a variety of reasons-which include the recent, increased accessibility of sophisticated computer programs, cross-cultural studies, and the need for generalisability of research findings across different environments-researchers have become more concerned with the issues surrounding the assessment of measurement invariance.
However, the definition of measurement invariance requires that the relations of latent variables with their indicators must be identical across groups. Thus, factor analysis, item response theory, and other approaches also may be subsumed under this definition (Meredith, 1993; Reise, Widaman & Pugh 1993) . The primary point is the importance of establishing the invariance across groups of the relationship of a latent variable to each of its indicators.
The Linear Confirmatory Factor Analytical (CFA) Model
Factor analytic models have been the most commonly invoked when discussing issues related to measurement invariance. When representing measurement invariance within a factor model, we turn to what may be termed factorial invariance to distinguish invariance within factor analytic models as a special case of the more general notion of measurement invariance. Within factor analytic approaches, we distinguish various forms of factorial invariance, including configural invariance as well as weak, strong, and strict factorial invariance. First, however, we offer a basic orientation to the common factor model to provide a context for distinguishing among the different types of factorial invariance. The CFA model can be represented by the equation as: 
where: all matrices are as defined earlier, except for the addition of the g subscript to denote that the matrices were derived from the g th sample.
Four points should be made about the inclusion of intercept terms for measured variables and means for the latent variables in equation 1. First, in most previous discussions of factorial invariance using multiple-group CFA, the τˆ matrices have not been included in the models. This limits the presentation since certain factorial invariance hypotheses can not be addressed, and only weak factorial invariance can be tested (Meredith 1993) . Secondly, including the α matrices in equation 1 enables the representing and testing of mean differences on factors across groups. In typical approaches, CFA models have been used to test invariance across groups of the factor patterns as well as the covariances among the latent variables using a model such as that shown in equation 1. However, including means of the measured variables, in τˆ(intercept), in equation 1 allows the identification of elements in the α (means) matrices, enabling one to test mean differences across groups on the latent variables. Thus, including the means in these analyses allows a more complete understanding of group similarities and differences on the latent variables.
Third, whereas structural models are usually fitted to covariance matrices, incorporating the τˆ(intercepts), and α (means) matrices into equation 1 necessitates the fitting of structural models to moment matrices. Moment matrices are raw-score cross-products matrices among the measured variables, and the elements of such matrices are difficult to interpret directly. Fortunately, one may fit models such as in equation 1 without directly considering the multiple-group moment matrices. Most structural modelling programs, such as LISREL 8 and AMOS 4, allow the researcher to list the correlations among measured variables, along with the respective standard deviations and means of these variables, as input to the program. Then, the moment matrices are implicitly calculated and evaluated just as a covariance structure model reproduces an estimated population covariance matrix, a moment structure model that incorporates τˆ and α matrices, yields an estimated population moment matrix. Moreover, moment structure models may be evaluated using statistical and practical criteria of fit in precisely the same way as covariance structure models. However, for identification purposes, in addition to fixing to a non-zero value one parameter associated with each latent variable, one must fix all of the factor means to a particular value in one group, so that the means may be estimated in the remaining groups.
Any given structural model may be identified in any of a variety of ways. As mentioned earlier, one factor loading on each latent variable may be fixed at unity, or the variance of each latent variable may be fixed to a non-zero value, such as unity.
Different ways of identifying a particular model will almost certainly lead to differences in all parameter estimates. However, all measures of fit of the model to the data remain invariant. At least as important, the key parameters reflecting group differences on latent variables, although having different numerical values, have invariant interpretations because the models involve simple re-scaling of the latent variables. This is loosely analogous to performing a linear transformation of one variable, which leaves its correlations with other variables unchanged. Thus, interpretations of the strength of relations with other variables are invariant under the alternate linear transformations of the variable.
As a result, the essential relations among the group means are invariant under the different re-scalings, and all interpretations of the results therefore remain invariant under the different re-scalings. In the following sections, we refer to this essential invariance of estimates across different re-scalings of the latent variables as invariance under appropriate re-scaling factors, or ARF invariance.
Factorial Invariance
In the next section we discuss the different forms of invariance and how they are attained by constraining parameters in equation 2 to be equal across groups. We discuss the specification of these models and the interpretation of their estimates.
Before doing so, we first distinguish between non-metric and metric invariance. In this paper, we use the term non-metric invariance to refer to specifying the same pattern of fixed and free parameters for a given matrix across all groups without imposing any additional constraints on the parameters. The parameters therefore are estimated freely within each group and may vary across groups. By contrast, metric invariance refers to constraining parameters to be equal, or numerically identical, across groups. Thus, under metric invariance, not only is the pattern of fixed and free parameters the same across groups, but the parameter estimates themselves are forced to be equal across groups.
Configural Invariance
The first, basic form of factorial invariance we discuss has been called configural invariance (Horn, McArdle, & Mason 1983; Meredith 1993) . The central requirement of configural invariance is that the same pattern of fixed and free loadings in the factor loading matrix holds for each group. If the same pattern of zero and nonzero loadings holds across groups, the same configuration of loadings of indicators on factors is observed; hence, the term configural invariance.
Referring back to equation 2, configural invariance is specified by having the same pattern of fixed and free elements in the factor loading ( Λ ) matrices of each of the g groups. However, the parameters estimated in the Λ matrices are allowed to vary freely across groups. As a result, the Λ matrices are not numerically invariant across groups, so we retain the g subscript on the Λ matrices to denote the fact that different parameter estimates are obtained across groups. Indeed, none of the five matrices in equation 2 are invariant across groups, so g subscripts are present on all matrices.
Configural invariance involves the nonmetric invariance of the factor pattern across groups. Configural invariance has some utility within a set of models reflecting invariance across groups, but the interpretation of group differences is severely compromised. The utility of the configural invariance model stems from its role as a baseline model. In multiple group comparisons, failure to support a configural invariance suggests that the constructs are being mapped differently across the two groups (Steiger, Shapiro & Browne 1985; Abe, Bagozzi & Sadarangani 1996) . No further group comparisons should be warranted as the respondents are using different mental frames. However, if the configural invariance is supported, one can move to more restricted models. When moving to models that invoke metric invariance constraints (discussed in the following section), one may test the difference between the more restricted metric invariance model and the less restricted configural invariance model. If the difference in fit is large, metric invariance across groups may not be an acceptable assumption and the researcher may have to settle for mere configural invariance. Configural invariance is consistent with the presumption that similar, but not identical, latent variables are present in the g groups. However, the problematic interpretation of the configural invariance model stems from the lack of invariance of crucial parameters across groups.
With a configural invariance model, one cannot test group differences on any parameters associated with the latent variables because invariant latent variables have not been identified in the g groups. Indeed, under configural invariance, group differences in means and variances on the latent variable as well as covariances among the latent variables are not uniquely identified. As a result, different ways of fixing the scale of measurement of the latent variables may yield different parameter estimates and, more important, different interpretations of the results. For example, fixing the first factor loading on each factor to unity will yield certain estimates of means and variances on the latent variables and covariances among the latent variables. If one instead fixes the second factor loading on each factor to unity, the solution would be identified. The factor means, variances, and covariances under the two methods of identification, however, would not provide parameter estimates that have an invariant interpretation; group differences in means, variances, or both would vary across methods of identifying the solution. In short, parameter estimates under configural invariance are not ARF invariant. To yield invariant interpretations of results, one must move to forms of metric invariance that provide ARF-invariant parameter estimates.
Metric Factorial Invariance
Meredith (1993) distinguished several forms of factorial invariance, forms that he termed weak, strong, and strict factorial invariance. All these are forms of metric invariance, which connotes the constraining of all elements in certain matrices to invariance, or equality, across groups. Furthermore, the three types of metric factorial invariance are hierarchically nested, with additional constraints for strong invariance imposed on the weak invariance model and additional constraints for strict invariance imposed on the strong invariance model. As will become apparent as we proceed, ever stronger statements about cross-group differences on measured and latent variables are possible as additional constraints are placed on parameter estimates. (Those interested in the technical aspects of model specification can request for a copy from the authors.)
Weak Factorial Invariance
Weak factorial invariance is the first and most basic form of metric invariance. Basically, weak factorial invariance holds if the only invariance constraints invoked involve the relations of the latent variables to their indicators. Weak factorial invariance is achieved by constraining the factor loadings to be equal across the samples. If the weak factorial invariance constraints are placed on a model and the model is deemed to fit the data adequately, then group differences in latent-variable variances and covariances are seen as ARF-invariant. That is, regardless of the way in which one chooses to identify the model, leading to differences in many parameter estimates, the same rescaling of parameter estimates occurs for each sample. Therefore, the ratios of the standard deviations across groups for a given latent variable remain invariant. In addition, if one were to rescale the estimated within-group factor covariance matrices, into correlation matrices, the correlation matrices would be invariant over alternate ways of identifying the model. Because of this invariance of correlations and the relative standard deviations, any substantive interpretation of group differences in variances or covariances among latent variables will remain invariant over rescalings of the latent variables.
Strong Factorial Invariance
Strong factorial invariance involves one set of additional constraints over and above those defining the weak model. Specifically, these additional constraints involve the intercepts of the measured variables. When invariance constraints are imposed on the intercepts and factor loadings, group differences in the mean level on the latent variables are seen as ARF-invariant. Once the strong factorial invariance constraints are imposed any method of identifying a model will provide substantively invariant interpretations of across-group differences in factor means and variances.
Strong factorial invariance has at least one major strength over the weak form: it reflects the hypothesis that the entire linear model representing the relationship of the latent variables to a given measured variable, both the raw-score regression weights and the intercept term, is invariant across groups. If strong factorial invariance holds, group differences in both means and variances on the latent variables, which represent the constructs, are reflected in group differences in means and variances on the measured variables.
Strict Factorial Invariance
Just as strong factorial invariance results from placing additional constraints on the weak model, so strict factorial invariance builds on strong factorial invariance by invoking still further across-group constraints on parameter estimates. The additional constraints that define the strict model involve the unique factor invariances, or measurement residuals.
The addition of the invariance constraints on residuals yields a final model. This results in simplified interpretation of results because of the need to consider a smaller number of estimates. If group differences in the intercepts, factor loadings and residuals are negligible and if group differences in means and variances on the measured variables are a function only of group differences in means and variances on the common factors, then all group differences on the measured variables are captured by, and attributable to, group differences on the common factors.
Metric Invariance of Covariances and Means of Latent Variables

Invariance of Covariances Among Latent Variables
Across-group invariance constraints may be placed on the variance-covariance matrix among the latent variables. Three points must be made when considering invariance constraints on the covariances. First, invariance constraints on the covariances are substantively interpretable only if across-group metric invariance constraints have already been placed on the factor loadings. As noted earlier, the covariances among latent variables are ARF-invariant only if the factor loadings are constrained to invariance across groups. Second, if invariance constraints are placed simultaneously on all covariances, this represents a complex constraint on factor variances and factor intercorrelations. That is, invariance constraints on all covariances may lead to a significant worsening of fit if groups differ in variances on the factors, correlations among the factors, or both. Models may be specified to allow separate tests of the variances and correlations among the latent variables (McArdle & Nesselroade 1994; Abe, Bagozzi & Sadarangani 1996; Mavondo 1999) . Third, many have argued that metric invariance of the covariances should not be expected (Meredith 1993 ) since under random sampling of individuals in a population, selection of a sample may be related to variables in the factor analysis. Still, if imposing invariance constraints on the matrices results in little worsening of fit, the resulting model, with invariance across groups, is elegant (Widaman & Reise 1997 ).
Invariance of Means of the Latent Variables
The final matrices on which metric invariance constraints may be placed are the means matrices, which contain the means of the latent variables. Metric invariance constraints on elements of the means matrices make sense only if metric invariance constraints already have been imposed on both the factor loadings and intercepts since this makes parameters in the means matrices ARF-invariant.
The Present Study
In this study, we explore factorial invariance across business and consumer marketers using two popular market orientation scales as discussed above. In particular, we test for several types of factorial invariance as described earlier, including configural, weak, strong, strict and elegant factorial invariance. Once factorial invariance is demonstrated, we also test for metric invariance of the means.
Sample and Unit of Analysis
The sample for this study was the Dunn and Bradstreet top 861 public and top 1164 private companies in Australia, as defined by annual revenues. Large firms were chosen because they are more likely to have marketing departments, and to systematically gather market intelligence. The unit of analysis is the corporation, with the CEO/General Manager as the key informant. A questionnaire and a personal letter were mailed to the Managing Director/CEO of each organisation. A total of 262 public and 226 private companies responded, of which 236 (consumer) and 190 (business) were useable, resulting in an effective response rate of 22%.
To account for the problems associated with respondent fatigue in completing questionnaires, two questionnaires were designed. One questionnaire contained the MARKOR scale, followed by the MKTOR scale, whereas the order was reversed in the second questionnaire. The two questionnaires were distributed in such a way that half the respondents in each group received one of the two versions. Thus, an attempt was made to minimise the order effects in the questionnaire.
Confirmatory Factor Analysis Model
Because of differences in the number of items in the Narver and Slater (1990) and the Kohli and Jaworski and Kumar (1993) models, it was decided to standardise the procedure as follows. For the Narver and Slater customer orientation, the six items were randomly allocated to two variables (cust1 and cust2 each with three items); for competitor orientation the four items were randomly allocated to comp1 and comp2; and the five items for inter-functional coordination were randomly assigned to fucood1 (3 items) and fucood2 (2 items). The same procedure was followed for the Kohli, Jaworski and Kumar 20-item model leading to generate1 and generate2; disemminate1 and disseminate2; and response1 and response2. The result was that each latent variable had two 'observed' items. This approach represents an intermediary level of analysis between the total scale approach and the total dissaggregation of items. This analysis of 'item parcels' (Kishton & Widaman 1994) has been advocated by psychometricians (Abe, Bagozzi & Sadarangani 1996; Bagozzi & Heatherton 1994; Hull, Lehn & Tedlie 1991; Marsh 1994; Marsh & Hocevar 1985) . In fact, Takahashi and Nasser (1996) argue that the procedure improves multivariate normality, allows for smaller samples to be used by allowing the ratio of respondents to parameters to be maintained above 5:1 (recommended by Bentler & Chou 1988) . Finally, they argue that the results of such analyses are less likely to be distorted by idiosyncratic characteristics of individual items (Russell, Kahn, Spoth & Altmaier 1998) . Model identification was not a problem due to the high correlations among the latent variables in the two conceptualisations of market orientation.
Analytical Procedures
The preceding discussion suggests the principle by which estimated structural models can be evaluated. The statistical acceptability of an estimated model depends on how close the estimated moment matrices are to the observed moment matrices. There are two typical ways of judging the adequacy of an estimated structural model. First, maximum likelihood methods of estimation yield a likelihood ratio chi-square statistic to test whether the moment matrices reproduced from the estimated parameters differ significantly from the observed sample moment matrices. In the multiple-group modelling context, a single chi-square value assessing aggregate fit across moment matrices for the multiple groups is obtained. If this chi-square value is significant, there is a statistical basis for rejecting the tested model in favour of an alternative model with one or more additional parameters. If the chi-square value is not significant, the model is an adequate representation of the data. In addition to evaluating the chi-square value for each model, we also evaluated the difference in chi-square values for nested structural models. If one model can be obtained by placing restrictions on parameter estimates in a second model (restrictions such as fixing parameters to zero), and the first model introduces no parameter estimates not contained in the second model, then the first model is nested within the second. In such circumstances, the difference in chi-square values for the two models, or the ∆χ 2 , is distributed as a chi-square variate with degrees of freedom equal to the difference in degrees of freedom for the two models, or ∆df. Using the ∆χ 2 value, one may test the statistical significance of the difference in fit of the two models. If the ∆χ 2 value is statistically significant, the less restrictive model provides a significantly better fit to the data.
The likelihood ratio chi-square statistic appears to be overly sensitive to trivial discrepancies between moment matrices if the sample size is large (e.g. Bentler & Bonett 1980; Widaman & Reise 1997) . Hence, structural models are often evaluated using so-called practical indexes of fit (Bentler & Bonett 1980; Marsh Balla, & McDonald 1988) . Because the relative merits of practical fit indexes are much debated, it is prudent to calculate two or more indexes of practical fit for each model to ensure that similar characterisations of model fit are obtained. In addition, no structural model must be rejected on statistical grounds alone; theory, judgement, and logical argument should play a key role in defending the adequacy of any estimated model.
To assess the practical fit of models to data, we used five practical fit indexes: (a) the ratio of the chi-square for a model to its degrees of freedom; (b) the rootmean square error of approximation (RMSEA) proposed by Steiger and Lind (1980) ; (c) the Tucker-Lewis Index (TLI) proposed by Tucker & Lewis (1973) ; (d) the Comparative Fit Index (CFI), which was derived independently by Bentler (1990) and McDonald and Marsh (1990) ; and (e) the Normed Fit Index (NFI).
The χ 2 : df ratio in our study is used in a descriptive manner. The χ 2 : df ratio performed poorly in the Marsh, Balla & McDonald (1988) Monte Carlo study of practical fit indexes. Marsh, Balla & McDonald found that the χ 2 : df ratio was influenced by sample size, and there is no general agreement about the optimal or adequate magnitude of the χ 2 : df ratio although a ratio below 3.0 is considered acceptable. As a result, we used the χ 2 : df ratio only to assess relative fit, following these steps: The χ 2 : df ratio for a baseline model (configural invariance model) was used as the benchmark. This provided an index of the amount of misfit per degree of freedom we accepted in the baseline model. We then evaluate the ∆χ 2 : ∆df ratio for the change in fit between models to determine whether the lack of fit associated with the additional restrictions is discrepant from the χ 2 : df ratio for the baseline model. If the ∆χ 2 : ∆df ratio for a given restriction or set of restrictions is large, the restrictions lead to relatively larger amounts of misfit per degree of freedom than does the baseline model. In such cases, the restrictions place too much strain on model fit and should be relaxed.
The RMSEA is an absolute-fit measure, assessing badness of fit of a model per degree of freedom in the model. The lower bound of the RMSEA is zero, a value obtained only if a model fits a set of data perfectly. Browne (1990) Browne and Cudeck (1993) showed that the RMSEA performs well as an index of practical fit. Marsh, Balla & McDonald (1988) found the TLI to be among the best of the then-available indexes of practical fit. The CFI, derived to improve the small-sample performance of the TLI, has performed somewhat better than the TLI in recent simulations in conditions with small sample sizes (Bentler 1990 ). The NFI performs well in larger samples. These three practical-fit statistics are relative-fit indexes (Bentler 1990; McDonald and Marsh 1990) 
Results
Testing Factorial Invariance Across Groups
The core tests of factorial invariance across groups in CFA models involve testing whether the factor loading matrices, and the measured variable intercept matrices, are invariant across groups (Meredith 1993; Sorbom 1974; Abe, Bagozzi & Sadarangani 1996; Widaman & Reise 1997) . That is, within the context of this study, the six measured variables had to relate to the three latent variables in the same way for the business and consumer samples.
Establishing the Baseline Model
When investigating factorial invariance within a multiple-group CFA model, the first step is to specify a baseline model that fits the data adequately. This baseline model is essentially a model with configural invariance, meaning that values in all model matrices are freely estimated for each group, given minimal constraints to identify the model in each group. This freely estimated, baseline model then serves as a benchmark against which the fit of more restricted models is compared.
We specified the baseline model as follows: (a) one indicator variable for each latent factor was fixed at 1.0 in both samples; and (b) the factor means were fixed to zero in both samples. Such across-group constraints were sufficient to identify all remaining parameter estimates. Our a priori hypotheses with regard to the baseline model were as follows: (a) two variables would load on to each latent variable; (b) all unique variances would be uncorrelated; and (c) the three common factors would be freely inter-correlated.
One modification to these, a prior specification was made to the initial baseline model, based on modification indexes that indicate likely improvement in fit associated with modifications in model specification. The modifications were as follows: (a) the unique factors for interfunctional co-ordination in the Narver and Slater models were allowed to covary in each group, based on the large modification index for this parameter in both groups; and (b) the unique factors for the indicators of intelligence dissemination in the Kohli, Jaworski and Kumar model were allowed to covary, in each group, based on the large modification index for this parameter in both groups.
Given these minor modifications which pose no threat to validity (Riordon & Vandenberg 1994; Widaman & Reise 1997 ), the baseline model (model 1) for Narver and Slater had a χ 2 (10) = 14.15; p = 0.166; χ 2 : df ratio of 1.45 ( see table 1); the RMSEA = 0.031, the NFI, CFI and TLI were all above 0.980. Model 1 was deemed to fit the data adequately. For the Kohli, Jaworski and Kumar model (table 2) the corresponding results were χ 2 (10) = 20.863; p = 0.022; χ 2 : df ratio = 2; an RMSEA = 0.054, the NFI, CFI and TLI were all above 0.980. These results are problematic, despite model 1 apparently performing satisfactorily. As discussed above, there is evidence that different constructs are being mapped in the two groups. In fact other researchers argue that the use of different frames of reference by the diverse groups renders comparisons between groups impossible because scores on the instrument refer to different constructs for each group (Millsap & Everson 1991; Millsap & Hartog 1988; Riordon & Vandenberg 1994) . However, we decided to perform further analyses to explore how the operationalisation would perform.
Testing for Weak Factorial Invariance
Having established the baseline, we proceeded to test for weak factorial invariance (i.e. invariance of factor loadings). We tested this hypothesis by modifying model 1 through invoking the additional constraint that the factor loading matrices be invariant across the groups in both the Narver and Slater and the Kohli, Jaworski and Kumar models. The resultant χ 2 from this restricted model is compared with that from model 1. This second model is nested in model 1 so the chi-square difference is the appropriate test. Thus, the formal test is ∆χ 2 (∆df) as discussed before. For the Narver and Slater model (table 1) the results are 1.44 (3); p >0.50 (not significant) and the practical fit indexes are above 0.970. This suggests there is an improvement in adding the constraint. For the Kohli, Jaworski and Kumar model (table 2) the results are also not significant 3.49 (3); p > 0.40 and have similar implications. The practical indexes of fit are all above 0.970 suggesting reasonable fit. Under such conditions the more restricted model 2 is to be preferred for both conceptualisations. 
Testing for Strong Equivalence
Consistent with prior discussion, model 3 represents additional constraints on model 2. The elements of the intercept matrices are constrained to be invariant across groups. This does not lead to a significant worsening of the fit statistics for the Narver and Slater model (table 1) : ∆χ 2 (∆df) = 11.69 (6), p > 0.10, and a ∆χ 2 : ∆df ratio = 1.93. The practical fit measures yielded values greater than 0.990 indicating a significant fit. This model is to be preferred. Model 3 has important theoretical advantages: specifically, the means and variances of the latent variables and the covariances among the latent variables are ARF invariant. This means that the interpretation of the differences across business and consumer marketers with regard to means and/or variance-covariances, of the latent variables are invariant irrespective of the particular manner in which the model is identified.
For the Kohli, Jaworski and Kumar model (table 2), the practical fit measures yielded values greater than 0.995 and the ∆χ 2 (∆df) = 13.60 (6); p < 0.05, and a ∆χ 2 : ∆df ratio = 2.10; indicating significant worsening in fit. We conclude that the cost to the model is too high and the strong factorial model is rejected. From this stage on the Kohli, Jaworski and Kumar models are only tested at the weak factorial level of equivalence.
Testing for Strict Factorial Invariance
The strict factorial invariance requires across-group invariance constraints on the residual matrices in addition to those in model 3. This produces model 4. Comparing model 4 against model 3 gives ∆χ 2 (∆df) = 7.87 (6); p > 0.25; ∆χ 2 : ∆df = 1.31 and all the practical fit measures are above 0.995 for the Narver and Slater model (see table  1 ). These results suggest model 4 fits the data adequately and is preferred to model 3.
For the Kohli, Jaworski and Kumar model (table 2), model 4 was compared to model 2 and the results were ∆χ 2 (∆df) = 9.39 (6); p > 0.10; ∆χ 2 : ∆df = 1.56. This suggests model 4 is acceptable. In fact the ∆χ 2 : ∆df ratio is an improvement on the baseline model and finally the practical fit measures were all above 0.995.
Testing Invariance of Factor Variance-Covariance Matrices
To test the invariance of factor variance-covariance matrices across the consumer and business marketers, we simply constrained all elements in the covariance matrices to invariance across groups. When across-group invariance constraints were placed on the three elements this produces model 5. The analyses at this stage differ for the two conceptualisations. For the Kohli, Jaworski and Kumar models only comparisons with the weak invariance (model 2) is possible. For Narver and Slater model, model 5 is considered elegant and is used for further substantive testing.
For the Narver and Slater, comparison between models 4 and 5 leads to a nonsignificant change in fit (table 1), ∆χ 2 (∆df) = 1.25 (3), p > 0.70; ∆χ 2 : ∆df ratio = 0.42; RMSEA = 0.026; NFI, TLI, and CF1 were all above 0.995. Thus, we chose to impose the invariance constraints on the covariance matrices across the samples, concluding that model 5 was preferable to model 4.
For the Kohli, Jaworski and Kumar model, the comparison is between model 2 and model 5 (see table 2 ). This leads to a non-significant change in fit, ∆χ 2 (∆df) = 0.24 (3), p > 0.95; ∆χ 2 : ∆df = 0.08 (which is better than the baseline model). The RMSEA = 0.045 and NFI, TLI, and CF1 are all above 0.995. Thus, we choose to impose the invariance constraints on the matrices across the samples, concluding that model 5 is preferable to model 4.
Testing Differences in Mean Levels of the Latent Variables
Testing differences between the two samples in the mean levels of the latent variables involves invariance constraints on the means (αˆ) matrices. Adding these constraints to our currently best fitting model, model 5, results in model 6. As shown in table 1, the difference in statistical fit between models 5 and 6 is not significant, ∆χ 2 (∆df) = 2.74 (3), p > 0.50; ∆χ 2 : ∆df ratio = 0.91; RMSEA = 0.038, all practical-fit indexes-NFI, TLI, and CF1 are above 0.997 showing that this model fits the data better than model 5. This leads us to choose model 6 as the optimal representation of these data for the Narver and Slater conceptualisation of market orientation. This last step (comparing model 6 & model 5) is not performed for the Kohli, Jaworski and Kumar operationalisation of market orientation since the intercepts are not identified in an ARF invariant fashion as discussed above.
Evaluating Parameter Estimates From the Final Structural Model
Narver and Slater Model
As noted earlier, model 6 was chosen as the best representation of the data. Model 6 embodies the imposition of strict factorial invariance constraints, and in addition, constraints on the covariances and means of the factors. Hence, all elements in the five matrices were invariant across the consumer and business marketers.
Measured variable intercept parameters. Parameter estimates in all five
matrices are provided in table 3. The elements in the intercept matrices, listed in the first and second columns of the top half of table 3, ranged from 4.485 to 5.627. These estimates had small standard errors (SE), ranging from 0.08 to 0.095. As a result, all of these measured variable intercept terms were large, falling at least 44 standard errors from zero. 2. Factor loadings. In columns three through 10 of the top half of table 3, the factor loadings are given. These loadings are in covariance metric, so they are somewhat difficult to interpret directly. All six of the loadings hypothesised were large, ranging from 0.827 to 1.076, with a mean loading of 0.98. Moreover, these estimates had small standard errors (mean SE = 0.075). As a result, these six loadings ranged from 10 to more than 16 standard errors from zero. These statistics suggest that all of the factor loadings were fairly large. In addition, all of the loadings were consistent with communalities above 0.60, which means that the indicators tended to display moderately high levels of common variance. 3. Measurement residual variances. The measurement residuals, or variances of the measured variables, are shown in one column since they were equal across the two samples (see table 3 ). Once again, because these estimates are in covariance metric, the estimates are difficult to interpret directly. Their values ranged from 0.618 to 1.311 and were all associated with the small standard errors, which ranged from 0.015 to 0.12, thus the unique errors tended to fall at least 7 standard errors from zero. Therefore, although the residual variances tended to represent less than 40% of the variance of each measured variable, none of these estimates was close to zero. 4. Variances and covariances of the latent-variables. The factor covariances are shown in the middle of table 3. The factor variances were fixed at 1.0 in the consumer sample, so these are not shown in table 3. The resulting factor covariances for the business sample are shown below the diagonal of this section of the table; the values in boldface on the diagonal are the factor variances for the business sample, and the values above the diagonal are the covariances among factors for the consumer sample. Two trends should be noted with regard to the factor variance-covariance matrices: First, that factor variances differed little between the consumer and business samples. Second, that estimated factor variances for business marketers were highly similar to the fixed values of 1.0 for the consumer sample (falling within one standard error of the values for the consumer marketers). 5. Factor means. Finally, the means of the latent variables for the consumer and business marketers are presented at the bottom of table 3. The factor means were fixed at zero in the consumer sample. This enabled estimation of the factor means in the business sample. These estimates reveal that the two samples differed little on all factors hence the differences are all not statistically significant.
For the Kohli, Jaworski and Kumar Model
The model was only acceptable at the weak level of factorial invariance, that is, loadings of the indicators were invariant (see table 2 ). All subsequent comparisons were made relative to this best fitting model. Constraining the parameters in the residual matrices and the covariances of factors produced acceptable fit statistics and model 5 was used as the final model for results in table 4. As discussed above, the loadings were high and all were at least 13 standard errors from zero. The pattern of the covariances suggests this was the main source of difference between the consumer and business marketers. 
Limitations and Conclusions
This study is premised on the notion that the Narver and Slater (1990) and the Kohli, Jaworski and Kumar (1993) models are considered theoretically equivalent, hence their use interchangeably by researchers. This study does not address the theoretical grounding of the models but compares the constructs to demonstrate which is to be preferred on the basis of generalisability and consistency of communication across different populations. Within the bounds of these limited goals, a number of useful conclusions emerge. The analytical procedure used in this paper allows us to compare two popular models of market orientation. The results suggest that the Narver and Slater (1990) model generalises across samples in all respects. All the matrices were constrained to invariance across business and consumer marketers and the hypothesised models were supported. This means that the respondents in the consumer and business samples used the same frame of reference in responding to the Narver and Slater questionnaire. The scale was calibrated similarly in the two samples, making it meaningful to interpret any differences in means of the latent variables and observed variables. It appears the Narver and Slater conceptualisation can be used across different samples and still yield interpretable results.
The Kohli, Jaworski and Kumar (1993) model presented problems. The respondents in the different samples used different frames of reference; that is, respondents in the two samples were responding to different constructs. The first problem was that the baseline model was unacceptable, indicating different constructs were being mapped in the two samples. The second problem was that even if the baseline model could be justified, the model was only acceptable at the weak factorial invariance level (constraining the factor loadings to invariance). The result is that the only parameters identified in an appropriate rescaling fashion (ARF) were the variances of the latent variables and the covariance among the latent variables. No other metric parameters could be identified. This makes it meaningless to attempt to interpret differences in the means of the latent variables across the samples, since different constructs are being mapped in each sample.
On the basis of these findings we would urge researchers investigating market orientation across distinctly different populations to choose the Narver and Slater model, since it is likely to provide consistent across-group results. For those who consider the two models theoretically equivalent, these results provide one criterion for choosing the model to use (other things being equal).
We urge other researchers to perform similar analyses before comparing means from qualitatively different populations. This is especially relevant when comparing constructs across cultures, countries or other distinctly different groups. We believe this is timely advice given the availability of the means to accomplish such analyses.
