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Covariance structure analysis (CSA) has become an important and widely
used statistical method in the behavioral sciences as well as in many
other fields of scientific research. An important issue in CSA is to
determine whether a hypothesized theoretical structural model adequately
reflects the relationships underlying the observed data. Ideally, the
model should be specified on the basis of substantive theory and the
data should be employed only to test the model.
In applications of CSA researchers usually start with a model based on
theoretical considerations, and use software such as LISREL (Jóreskog k
Sórbom, 1996) to fit the model to sample da.ta. Very often, when the
model initially posited does not fit the data satisfactorily, this is
followed by a series of optimal model modifications so as to improve the
model's fit to the data. However, model modification should not be
conducted automatically and must be recognized as a data driven
exploratory process whose results should be viewed with caution. As a
consequence of capitalization on chance the final model may have been
built on unique sample characteristics of the data, and may fail to
generalize beyond the particular sample at hand. The validity and
replicability of models obtained through data based optimizing processes
can only be examined with new or future data.
In case of data-based modeling cross-validation is often suggested as
a possible solution. Part of the data are used to fit a set of plausible
models, while the remaining part of the data is used to compare the
predictive performance of these models. The method requires several
alternative models to be specified (which may have been obtained in an
exploratory analysis), and the model with the greatest predictive
validity, i.e., the model which is expected to perform optímally in
future samples, will be selected. Different cross-validation techniques
are possible, which vary mainly with respect to the partitioning of the
data and the choice of the prediction criteria.
A disadvantage of cross-validation is that the sample needs to be
split into two or more parts. In CSA large samples are usually needed to
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fit the often rather complex models and to obtain reliable results.
Consequently, in many applications where sample sizes may be rather
small splitting the data may be a serious problem. To circumvent the
difficulties associated with partitioning the data, several alternative
model selection procedures have been proposed that produce similar
information as the cross-validation method, but which use criteria
developed for a single sample. :
The performa,nce of cross-validation and single sample criteria in
CSA is examined in three simulation studies.
Regression models are often used for prediction. It is then important
to have a measure of their predictive quality. Cross-validation has been
applied extensively in regression analysis in order to establish the
predictive validity of regression equations. Alternatively, single
sample methods ca.n be used to estimate the predictive power of a
regression model. Chapter 1 reviews the different predictive approaches
to evaluate regression models.
Before discussing the use of cross-validation in CSA, a brief
introduction to the general CSA framework is given in Chapter 2.
Specific attention is given to the X' goodness-of-fit test, and its
Iimitations.
The use of cross-validation for comparing structural models was first
put forward by Cudeck and Browne (1983). Their procedure requires a
sample to be randomly divided into two subsamples of equal size. The
calibration sample is used to fit the models under study, while the
validation sample is used for cross-validation. The cross-validation
coefficient is calculated as a measure of discrepancy between the
estimated covariance matrix obtained in the calibration sample and the
observed va,lida,tion covariance matrix. The model that yields the
smallest value of the the cross-validation coefficient is selected as
the model with the greatest predictive validity.
De Cooijer and Koopman (1988) presented a more general formulation of
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than two subsamples not necessatily of equal size. One subsample is set
aside for validation, while the remaining observations are used for
fitting a set of models. By leaving each subsample out in turn) several
cross-validation are carried out, and the final cross-validation
coefficient is selected as the model with the greatest predictive
validity.
In addition, information criteria have received a considerable amount
of attention in the literature as possibly useful measures for model
selection, which do not require the sample to be split. These criteria
provide an indication of the relative goodness-of-fit of a model for a
given data set while taking model complexity into account by
incorporating penalty functions for the number of parameters to be
estimated. Unlike cross-validation, which does not require a specific
estimation method, the information criteria are associated with maximum
likelihood estimation, which is based on the assumption that the
observed variables have a multivariate normal distribution.
Furthermore, Browne and Cudeck (1988) derived single sample
approximations for the cross-validation coefficient in CSA. De Cooijer
and Koopman (1988) also developed a class of single sample criteria;
these criteria require the models to be fitted in the total sample and
subsequently to be validated in parts of that same sample.
In Chapter 2 the different cross-validation and single sa,mple criteria
are described in detail. This chapter concludes with a literature review
of the studies that have compared the performance of these criteria.
The research reoorted ,íere consisted of three simulation studies.
These studies were particularly designed to generalize and extend tire
results from earlier studies, and to demonstrate the usefulness of
cross-validation and single sample criteria for choosing an appropriate
model from among a set of candidate models in CSA. After elaborating on
the subject of model modification and capitalization on chance)
Chapter 3 sets out the general design of the simulation lesearch. The
general procedure used in each of the simulation studies to investigate
the performance of cross-validation and single sample criteria,
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consisted of five steps: 1) a set of plausible models was specified, one
of which was designated as the true population model, 2) samples of
artificial data were created on the basis of this known population
model, 3 ) the series of models, including the true model, was
subsequently fitted to the simulated samples, 4) cross-validations were
carried out, and finally 5) the performance of the criteria in selecting
the different models was compared.
The simulation studies are based on three different examples that were
selected from substantive studies reported in the CSA literature (choice
of a secondary school, mathematics achievement and job satisfaction).
The three applications differ in the complexity of the models that were
specified, ranging from relatively simple structural models for observed
variables to more complicated models containing measurement error ancl
latent variables. In chapters 4 through 6 these models are described in
detail, and the results of the simulation studies are reported.
In chapter 7 the results from the three Monte carlo studies are
summarized and compared. The results are also related to findings from
other studies reported in the CSA literature. The inforpation cr.iteria
v/ere found to perform all rather well in selecting a prespecified
correct model, although some of these criteria (i.e., sIC. CAIC. and
especially the GAICF) showed a tendency to underfit the true population
model, which decreases as the sample size increases. other information
criteria (AIc and BC) showed a tendency to select models with more
parameters than the true model. The preference for one of these criteria
in a given situation largely depends on how one weighs these
underfitting and overfitting tendencies.
The cross-validation results demonstrate that the performance in
selecting the true model can be improved by splitting the data in more
than two subsamples followed by several cross-validations. Although
pooling the information from severa,l cross-validations is a more
efficient approach than splitting the data in half, its usefulness may
be limited as it is computationally more expensive and not many
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use the data even more efficiently and the simulation results show these
criteria to yield very high percentages of correct selections. Although
the scope of the simulation study is limited and the generalizability of
the results need to be further established, these criteria of De Cooijer
and Koopman seem to be very useful for model selection'
Finally, in chapter 8 some new developments are discussed and several
suggestions for future research are given'
