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ABSTRACT 
All possible graph-theoretic generalizations of a certain sort for the Hadamard- 
Fischer determinantal inequalities are determined. These involve ratios of products of 
principal minors which dominate the determinant. Furthermore, the cases of equality 
in these inequalities are characterized, and equality is possible for every set of values 
which can occur for the relevant minors. This relates recent work of the authors on 
positive definite completions and determinantal identities. When applied to the same 
collections of principal minors, earlier generalizations give poorer, more difficult to 
compute bounds than the present inequalities. Thus, this work extends, and in a 
certain sense completes, a series of generalizations of Hadamard-Fischer begun in the 
1960s. 
1. INTRODUCTION 
In [Z] we introduced classes of formulae, for the determinant of the n-by-n 
matrix A in terms of the principal minors of A, which depend upon a certain 
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treelike decomposition of the graph of A -I. It turns out that, when applied to 
general A in some positivity class (such as the positive definite Hermitian 
matrices), these same expressions give determinantal inequalities which gener- 
alize the so-called Hadamard-Fischer inequalities. For example, the simplest 
case of the formulae in [2] is the following: iLf the n-by-n nonsingular matrix 
A = (a i i) has tridiagonal inverse, then 
The analogous inequality, which holds, for example, for any positive definite 
n-by-n Hermitian A = (a i j), is 
This particular inequality may be deduced from the collection of known 
inequalities sometimes referred to as Hadamard-Fischer and has a connection 
through [l, 21 with the recent papers [5, lo]. However, our goal here is to give 
the fullest possible extension of Hadamard-Fischer in a certain direction, 
which, though motivated by [lo], is not so immediate. We also give a 
complete description of the cases of equality using a technique introduced in 
[lo] and note that the inequalities so generated are always at least as strong as 
and often stronger than previous inequalities utilizing the same information 
about minors of A. 
2. BACKGROUND 
Let N= {1,2,..., n }, and let A = (a i j) be an n-by-n matrix throughout. 
For nonempty index sets o, /3 c N, we denote by A(cu, p) that submatrix of A 
lying in the rows indicated by (Y and the columns indicated by p; the principal 
submatrix A( (Y, o) is abbreviated to A( ol), and for brevity det A(o) is denoted 
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by A,. Hadamard ‘s inequality states that 
detA< fiaii. 
i=l 
Fischer’s inequality states that 
det A < A,A,,, 
in which (Y c N is an index set and a’ is its complement with 
For arbitrary index sets a, fi c N, the family of inequalities 
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respect to N. 
is often referred to as the Hadamard-Fischer inequalities. We of course adopt 
the convention that A, = 1. Hadamard’s inequality may trivially be deduced 
from Fischer’s, which in turn is a special case of Hadamard-Fischer. Each is 
known to hold for matrices in such positivity classes as the positive definite 
Hermitian matrices, the M-matrices, the totally positive matrices, etc. The 
Hadamard-Fischer inequalities and their ramifications have been studied, for 
example, in [3, 4, 6, 7, 81 and [12], partly in response to the unification 
question raised by Taussky [ 131. 
For completeness we give a perhaps novel, simple proof of Fischer’s 
inequality for positive definite matrices and then note that Hadamard-Fischer 
may actually be deduced from it. There are analogous proofs for other 
positivity classes. Let A be positive definite Hermitian, and suppose that its 
triangular factorization is A = LL* in which L is lower triangular. Assume, 
without loss of generality, that a= {l,...,k}, 1~ k< n. Then, A(a)= 
L( a)L( a)* and A(a’) = L(a’)L(a’)* + L(a’, a)L(cr’, a)*. Thus, A, = 
det L( a)L( a)* and Au, > det L( a’)L( a’)* [since L( a’, a)L( a’, a)* is positive 
semidefinite]. However, det A = det LL* = det L(a)L( a)* .det L( o!)L( a’)* 
G AJ.3, which is Fischer’s inequality. Further suppose, without loss of 
generality, that a, p & N are index sets whose union is N. Then a’ and p’ do 
not intersect, and Fischer’s inequality, applied to the principal submatrix 
A-‘(a’~ p’), implies that A&LpC < A,‘Ai,‘. However, Jacobi’s formula for 
minors of the inverse of a matrix (see [2], [9], or [ll]), specialized to principal 
minors, states that 
A;*’ = A,/det A. 
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Application to each term in AdLP, < A,‘Ai,,’ yields 
A anp A A, 44, 
det A “detdetA’ Or 
A .,p=detA<r, 
an4 
which is Hadamard-Fischer. 
3. EXAMPLE 
Before presenting and proving our general results, we wish to illustrate 
them with a particularly simple example. 
The identity 
A(, it1 j)A(i+l .., j-l)= A(i,,. ,j-l)A(i+l,. .,j) , ,. > . 
-detA({i ,..., j-l},{i+l,..., j}) 
xdetA({i+l,..., j},{i ,..., j-l}), 
(3.1) 
a special case of Sylvester’s determinantal identity, yields the inequality 
A(i,i+l,...,j) G 
A(i, .., j-l)A(i+l ,..., j) 
A(i+l,..., j-l) 
(3.2) 
for positive definite Hermitian A, because the subtracted term on the 
right-hand side of (3.1) is nonnegative for Hermitian A. Of course, (3.2) is 
also just a special case of the Hadamard-Fischer inequalities. 
Repeated application of (3.2) begining with det A yields the chain of 
inequalities 
det A G 
At, ,,.., n-i)A(z,. .,n) ~ At1 ,..., n-2+12 . . . . . n-1) A{L,n) 
A(,,...,,-1) A(,, ..,np2)A(3,. .,npl) 
f ... < 
A{l,2y4{2,,)~ * .A{.-,,.) 
a22”‘an-l,npl 
<alla,, . . . an”. (3.3) 
Ignoring the intermediate terms demonstrates Hadamard’s inequality, while 
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focus upon the second to last term yields the inequality mentioned in the 
Introduction. In general, we have the inequalities 
n-P 
r-I A(,,.. ,k+p) 
det A < n __“,Trr p=O,l ,...,n-1, (3.4) 
I-IA 
k=l 
(k+l,...,k+p) 
for positive definite Hermitian A. Note that terms in the denominator are 
based upon index sets which are intersections of those corresponding to 
successive terms in the numerator, and that the same inequalities hold for a 
matrix from any class, closed under extraction of principal submatrices, in 
which the Hadamard-Fischer inequalities hold. The inequalities (3.4) may be 
demonstrated in other ways, including application of [l] or [Z] to [5] or [lo]. 
4. PRINCIPAL IDEAS 
Let Vi,. . . , V,, c N be index sets. We assume throughout that 
ilj y=N. (4.1) 
i=l 
Let G, be the intersection graph of the node set { Vi,. . . , V, }, and let G be a 
spanning subgraph of G, with edge set g(G). Recall that H, is called a 
spanning subgraph of the graph H, if H, has the same node set as H, and 
the edges of H, are contained among those of Hr. The graph G is said to 
satisfy the intersection property if 
y n vi L v, (4.2a) 
whenever V, lies on a path in G from Vi to Vi and if 
v$vj=O (4.2b) 
whenever y and Vi he in different connected components of G. The 
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inequality 
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(4.3) 
is a natural generalization of Hadamard-Fischer, which is simply the special 
case in which m = 2 and G is the tree on two nodes (or consists of two 
isolated nodes). Our goal is to determine the circumstances under which (4.3) 
holds for, for example, all positive definite matrices, to determine the cases of 
equality, and to relate the resulting inequalities to previous generalizations of 
Hadamard-Fischer. 
A few comments illustrate the above concepts and some of the notions to 
come. 
If we choose V, = {k,, . . , k + p}, k = 1,. . . , n - p, as index sets, then the 
graph G 
@-@-@-“.-@ 
is a spanning tree for the intersection graph G, of the node set { V,, . . . , V, _ p }. 
This tree satisfies the intersection property (4.2), and for this tree the 
inequality (4.3) is just the inequality (3.4). 
An identity in [l] or [2] shows that equality is attained in (3.4) if A-’ is 
2p + Idiagonal. The results of [5] or [lo] indicate that if entries of an n-by-n 
Hermitian matrix A = (a ij) are specified for ]i - j( < p, then the remaining 
entries of A may be specified so that the resulting Hermitian matrix is 
positive definite if (and only if) all principal minors within the specified bands 
are positive. Moreover, among all positive definite completions, there is a 
unique one with maximum determinant, and it is the unique one whose 
inverse is 2p + I-banded. This means that equality is attained in (3.4) (if and) 
only if A ~ ’ is 2p + l-diagonal. We will characterize the case of equality when 
the more general inequality (4.3) holds also in terms of the 0 pattern of A-r. 
We finally note an example which suggests that we should not expect the 
inequality (4.3) to hold if there is a circuit in the graph G. The simplest 
intersection graph containing a circuit results from node sets 
v,= {1,2}, Vi= {2,3}, and V,= {1,3}. 
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The intersection graph is 
and the inequality (4.3) for this graph takes the form 
det A < 
A(l,2)A(2,3)A(L3) 
a 11a 22a 33 
(4.4) 
However, the positive definite matrix 
[ 2 1 2 1 2 1 1 
has determinant 4, while the right-hand side of (4.4) is 27/S < 4. Note that 
the two sides of (4.4) do enjoy the necessary same degree of homogeneity, but 
that the graph does not satisfy the intersection property (4.2) because V, lies 
between V, and V, while Vi f~ V, = {I} e V,, for example. 
5. MAIN RESULTS 
We now state and prove our main results which are contained in Theo- 
rems 1, 2, 3, and 4. Theorem 1 indicates conditions sufficient for Hadamard- 
Fischer generalizations of the type (4.3) to hold, and Theorem 2 shows that 
these are the only circumstances in which (4.3) holds for all positive definite 
Hermitian matrices. Theorem 3 characterizes the cases of equality when (4.3) 
holds, and Theorem 4 shows that equality may occur for any specification of 
the right-hand side data (from a positive definite matrix) upon which (4.3) is 
based. In a later section we indicate that (4.3) is generally stronger than 
previous generalizations of Hadamard-Fischer based upon the same data. 
THEOREM 1. Let V,, . . . , V,,, c N be index sets for which (4.1) holds. If F 
is a spanning forest of the intersection graph G, of V,, . . . , V,, for which the 
intersection property (4.2) holds, then the inequality (4.3) holds, with G = F, 
for all n-by-n positive definite Hermitian matrices A. 
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Proof. First of all, it suffices to consider the case in which F is a single 
tree, because of Fischer’s inequality (since det A < JIg=,A, if F is com- 
posed of p trees and U, consists of the indices contained amogg the node sets 
of the gth tree, 4 = l,... , p). 
The proof of the inequality then proceeds by induction on m. In case 
m = 1, there is nothing to prove, and in case m = 2, the inequality is simply 
Aq4; 
detAGA , 
“I n “2 
in which V, U V, = A? This is just the Hadamard-Fischer inequality. 
Suppose the inequality has been verified for values up to and including 
m - 1. Then suppose, without loss of generality, that V, is a node of valence 
1 of the tree F, with V, _ r as its unique neighbor. Applying Hadamard-Fischer, 
we have 
A 
det A < A 
v,u ... UV”,_, A” m 
(V, u ‘.’ u Y,, L) n v,,, 
Now, (Vru ... uv,_,)nv,=(v,nv,~)u(V,nv,)u ... u(V,_,nv,,) 
= V,_ r n V,, The second equality results from the fact V, n V,, C V,,_ r, 
k=l,..., m - 2, which holds by the intersection property (4.2) because V,, _ r 
lies on a path connecting V, and V,. Thus, 
A v,u -” uv+, A" 
detA,< A 
m 
v”&?lnv, 
Applying the induction hypothesis to the subtree T on nodes V,, . . . , V, _ r, we 
have 
f--4$ 
A 
k=l 
V]U "- uv,,-, =G 
I-I Av,nv,' 
{v,,vjl~em 
Since b(F)=b(T)u{V,_,,V,}, substitution of the latter into the former 
yields the desired inequality (4.3) and completes the proof. n 
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We note that the same line of proof shows that the inequalities of 
Theorem 1 also hold for all classes of matrices in which the Hadamard-Fischer 
inequalities hold, for example, the M-matrices and inverse M-matrices, the 
totally positive and inverse totally positive, etc. Actually Theorem 1 may also 
be demonstrated by properly combining the results of [2] and [lo], but such a 
proof would not conveniently extend to other Hadamard-Fischer classes. See 
[3] regarding Hadamard-Fischer classes. Note also that the assumption (4.1) is 
inessential and is only for convenience, as the result may be applied to a 
principal submatrix of a given matrix. 
In order that (4.3) hold for all positive definite Hermitian matrices, it is 
necessary that a certain form of homogeneity be enjoyed by the right-hand 
side of (4.3): each index must appear exactly one more time in the numerator 
than the denominator. 
OBSERVATION (Cancellation of indices). Suppose that (4.3) holds fir all 
n-by-n positive definite Hermitian matrices A. For each p E N, let ap be the 
number of node sets V, containing p and let /I, be the number of { y, Vi } E 
b(G) for which Vi IT Vi contains p. Then, 
ap -P, = 1, p=l ,*..> n. 
Proof. Suppose aP - & # 1 f or some index p. Let A, be the diagonal 
matrix with X in the pth diagonal position and l’s in the remaining diagonal 
positions. Then the left-hand side of (4.3) is h, while the right-hand side is 
hap-$. Thus, (4.3) would be violated for 0 < A < 1 if aP - /3, > 1 and for 
A > 1 if (YP - p, < 1. l 
THEOREM 2. Zf G is a subgraph of the intersection graph G, of index 
sets V,,..., V, c N satisfying (4-l), then (4.3) hoIds for all n-by-n positive 
definite matrices A only if G is a spanning forest which satisfies the 
intersection property (4.2). 
Proof. Let G be a subgraph of G, for which the inequality (4.3) holds 
for all positive definite Hermitian matrices A. 
By considering the matrices A which are the identity except on a single 
connected component of G, we see that the inequality (4.3) must hold for 
each connected component of G. Thus we may assume G is connected. 
We show that G must be a tree. Let t be the number of edges in G. If G 
is not a tree, then t >, m. For B = A- ‘, application of Jacobi’s identity to the 
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right-hand side of (4.3) yields 
in which W,=V,“, k=l,..., m. Replacing det A with (det B)-‘, we may 
rewrite this as 
k=l a 
Since we have assumed (4.3) to hold for all positive definite Hermitian 
matrices A, this inequality consequently holds for all positive definite Hermi- 
tian B, and, by continuity, for all positive semidefinite Hermitian matrices 
whose principal minors BwL, k = 1,. . . , m, are nonzero. Since Vi fl Vj f 0 for 
{V, Vj} E c?(G), W, U Wj is a proper subset of N for all {V, Vj} E b(G). 
Thus, since t - m + 12 1, this inequality gives a lower bound for the determi- 
nant of a positive semidefinite matrix in terms of some proper principal 
minors. But this is impossible, since there are singular positive semidefinite 
matrices B all of whose proper principal minors are positive. For example: 
21.e.. 1 
1 2 . 
. . . . 
. . . 
. . . 
-2 1 
n-l 1 . . . . 1 - 
n 
Thus, G is a tree; call it T. 
Finally, we show that T must satisfy the intersection property (4.2) by 
realizing that if (4.2) fails then (Ye - fir, > 2 for some p E N, violating the 
cancellation of indices observation made above. If (4.2) fails, there are node 
sets y, Vi, and V,, with V, between Vi and Vi and with Vi n Vjg V,. Pick 
p E N such that p E q n Vj but p 4 V,. 
Remove from T the node set V, and all edges incident with the node V, 
(i.e., of the form { V,, V, 1). Thus, p e V, n V, for any edge { V,, V, } which is 
removed. This leaves two or more subtrees. Let Tl be the subtree containing 
Vi, T, the one containing Vi, and T3,. . . , T, any remaining subtrees. For each 
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of these trees Tk, let Fk be the forest whose vertex set is the collection of all 
node sets V, in Tk which contain p and whose edge set is the collection of all 
edges {V,, V,} for which p E V, n VS. For each nonempty forest Fk, 
in which V( Fk) is the vertex set and &( Fk) is the edge set of Fk. In particular, 
F, contains V and F, contains Vi, so that this inequality holds at least for 
k = 1,2. Thus, we have 
which contradicts the cancellation of indices. Thus, the tree T must satisfy 
the intersection property (4.2), completing the proof. n 
THEOREM 3. Let Vi,. . . , V,,, be index sets for which (4.1) holds, and let F 
be a spanning forest of the intersection graph G, of V,, . . . , V,,, for which the 
intersection property (4.2) holds. Then, equality holds in (4.3) for a positive 
definite n-by-n Hennitian matrix A if and only if the i, j entry of A-’ is 0 
whenever { i, j } is contained in none of the vertex sets Vk, k = l,, . . , m. 
Proof. For sufficiency, suppose that the i, j entry of A-’ is 0 whenever 
{ i, j } is contained in none of the vertex sets V,, k = 1,. . . , m. By (4.2b), 
(A- l)ij = 0 if i and j lie in distinct trees of F. It follows that aij = 0 
whenever i and j lie in distinct trees of F. Letting T,, . . . , T, be the trees 
which constitute F. it follows that 
detA= fl A, 
k=l 
(here we identify a graph with the indices contained among its node sets) and 
Thus, it suffices to show that equality holds in (4.3) when F is a single tree T. 
Now, let G be the usual undirected graph of A-‘. (Be sure to distinguish 
the graph G, whose vertices are indices, from the graph F of this theorem, 
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whose vertices are index sets.) Let G,, k = I,.. ., m, be the subgraph of G 
whose vertex set is V, and whose edge set 8(Gk) consists of alI edges of G 
both of whose vertices he in V,. Since { i, j } E b(G), the edge set of G, 
implies by hypothesis that {i, j} E V, for some k = 1,. . . , m, we have 
Up= ,6’(G,) = E(G). Therefore, Ur=:=,G, is a “treelike decomposition of G ” 
as defined in [2], and equality holds in (4.3) by the theorem of [2]. (Note that 
the positive definiteness of A was not used in this direction.) 
For necessity, assume that equality holds in (4.3). The condition on the 0 
entries of A- ’ may then be demonstrated using a result of [lo] by consider- 
ing the partial Hermitian matrix with specified entries coinciding with those 
of A exactly in the positions involved in the principal minors which compose 
the right-hand side of (4.3). However, we give a self-contained proof here. 
For this, suppose that A is a positive definite matrix for which 
l%q 
det A = 
k=l 
I-I A”& 
{%,y} E%(F) 
We wish to show that (A- l)ij = 0 whenever { i, j } is contained in none of 
the vertex sets V,, k = 1,. . . , m. Suppose that A is a real matrix. Consider the 
class .& of all positive definite symmetric matrices B whose entries agree 
with those of A on the diagonal and in the positions i, j for which {i, j} is 
contained in at least one of the vertex sets Vk, k = 1,. . . , m. Consider the 
remaining entries as “free” real variables. By Theorem 1 
lb, 
det B < 
k=l 
l-I By”“, 
cv;,v,, EP(F) 
for all B E x2. But the right-hand side (involving exactly the entries which 
agree with those of A) is constant for all B E d and equal to det A, per 
assumption. This means that det( .) attains a maximum at A over the class JY. 
Since ti is an open set, when embedded in the natural space associated with 
the “free” variables, A must be a critical point with respect to the “free” 
variables. Thus, 
&detB =0 
‘I B=A 
whenever { i, j } is contained in none of the vertex sets V,, k = 1,. . . , m. Since 
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the i, j entry of A-’ is zero whenever {i, j} is contained in none of the 
vertex sets V,, k = l,..., m. This completes the proof for real A. 
If A is complex Hermitian, a similar argument applies with the real and 
imaginary parts of the appropriate bii taken as the “free” variables. n 
Given index sets V,, . . . , V’ c N satisfying (4.1), we call that portion of an 
n-by-n matrix A which lies in the principle submatrices A(Vi), i = 1,. . . , m, 
the V,, . . . , V, profile of A. Note that it is just principal minors from the 
appropriate profile of (a positive definite matrix) A which enter into the 
right-hand side of (4.3). We finally indicate that not only is equality possible 
in each of the inequalities guaranteed by Theorem 1, but equality is possible 
for the corresponding profile of any positive definite Hermitian matrix. This 
means that Theorem 1 is quite strong in that equality is possible in a very 
strong sense. 
THEOREM 4. Let V,,. . . , V,, C_ N be index sets for which (4.1) holds. Let 
F be a spanning forest of the intersection graph of V,, . . . , V, for which (4.2) 
holds (so that (4.3) ho& with G = F for all n-by-n positive definite Hmi- 
tian matrices). For each n-by-n positive definite Hermitian matrix B, there 
exists a unique n-by-n positive definite Hermitian matrix A whose V,, , . . , V, 
profile agrees with that of B and such that equality holds in (4.3) with 
G = F. 
Proof. Here, we apply the results of [lo]. Let 2 be the partial Hermitian 
matrix with specified entries, agreeing with those of B, exactly in the 
V 1,. . . , V, profile. We know that there exist positive definite completions of 
.@, as B is an example. According to [lo] there is a unique determinant-maxi- 
mizing positive definite completion of .S?‘, and the inverse of this matrix 
necessarily has all entries equal to 0 outside the V,, . . . , V, profile. Call this 
matrix A. By the theorem of [2], the determinant of A is given by the 
right-hand side of (4.3). Thus A is the (unique) matrix whose existence the 
theorem asserts. n 
6. RELATIONSHIP TO EARLIER INEQUALITIES 
In the late 1960s a series of inequalities generalizing Hadamard-Fischer 
appeared, including, for example, 13, 4, 6, 7, 111. Our results here show that 
we have indicated all possible extensions of the type of (4.3). However, it is of 
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interest to compare the inequalities here with some prior inequalities. Those 
of [4] are among the strongest for their simplicity and breadth. There it is 
shown that if V,, . . . , V, c N are arbitrary index sets satisfying (4.1), then 
in which U, c N is the set of indices appearing at least k times among the 
V’s, k = 2,..., m. Our Theorem 1, of course, does not directly apply to an 
arbitrary collection of index sets Vi,. . . , V,, as the intersection graph G, may 
not have a spanning forest satisfying the intersection property (4.2). However, 
for a collection of index sets to which Theorem 1 does apply, it generally gives 
a stronger inequality than (6.1) based upon simpler information, In addition, 
Theorem 1 can be applied to an arbitrary collection of index sets by using it 
on various subcollections (and possibly also applying it to principal sub- 
matrices). We illustrate the comparison of (4.3) with the sample collection of 
inequalities (6.1) by means of a few examples and then indicate why (4.3) is a 
generally stronger inequality. 
If n =3 and V,= {1,2), V,= {2,3}, and V,= {1,3}, then there is no 
spanning forest of the intersection graph satisfying (4.2). Thus, Theorem 1 
does not directly apply, while (6.1) yields the inequality 
(det A)2 =S A (L2)A(%s)A(L3)’ 
However, two applications of Theorem 1, to the collection {Vi, V,} and to 
{Vi, V3}, yield 
detA< 
A{l,2)A{2>31 
a22 
det A < 
A{l,2)A{l,3) 
a11 
and, therefore, 
41 21 
(detA12G A{l,2]A{2,3)A(l,3)~a 
11 22 
The latter is stronger than that derived from (6.1), as the factor A~,,2~/a,,a22 
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< 1 by Hadamard’s inequality. Alternatively, consider the collection of index 
sets V, = {1,2}, I?, = {2,3}, V, = {3,4}, V, = (4,s) for n = 5. In this case, 
Theorem 1 and (6.1) both apply directly. The inequality (6.1) gives 
detA< 
A~,,Z)A~2,3)A(3,4)A(4,5) 
A > (K3.41 
while Theorem 1 yields 
detA< 
A(,,z~A(2,3)A(3,4}A(4,5) 
a22a33a44 
The latter is a stronger (and simpler) bound, as a =a=a 44 >, A (2,3,41, again by 
Hadamard’s inequality. This illustrates the fact that the indices tend to occur 
in a more decoupled manner in the denominator of (4.3) than in (6.1) making 
(4.3) the stronger and simpler. 
OBSERVATION. Under the assumptions of Theorem 1, both inequalities 
(4.3) and (6.1) hold and the right-hand side of each has the same numerator. 
However, the denominator of the right-hand side of (4.3) is at least as great 
as that of (6.1) and the index set of every minor in the denominator of the 
right-hand side of (4.3) is contained in one of those for (6.1). Thus, (4.3) is 
generally a tighter and simpler bound than (6.1). 
Proof. Consider the collection of index sets V, f’ Vi appearing in the 
denominator of the right-hand side of (4.3); call them W,, . . . , W,_ 1. Notice 
that (because of “cancellation of indices”) U, is just the collection of indices 
appearing at least k - 1 times among the W’s, k = 2,. . , m. Therefore, 
applying (6.1) to the collection W,, . . . , W,,_ r and the principal submatrix 
A(U,), we have 
A,A, . . . A”“, 
A,,A,,* . . . AwrLm, ’ ” 
This verifies the statement about the relative sizes of the two denominators. 
Moreover, the definition of the W’s implies that each W, c U,, verifying the 
statement about index-set inclusion. Note also that the relation of the U’s to 
the W’s implies that the first 1 W’s always contain as many indices, counting 
multiplicity, as any 2 W ‘s. n 
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7. APPLICATION TO POSITIVE DEFINITE COMPLETIONS 
We have already made use of the ideas of [lo], which was partly 
motivated by the relationship with determinantal inequalities. There it was 
shown that if a partial Hermitian matrix has a positive definite completion, 
then there is a unique one with maximum determinant and it is the same as 
the unique one whose inverse has zeros in the positions of the unspecified 
entries of the partial Hermitian matrix. This means that knowledge of the 
maximum determinant implies a sharp bound in terms of the specified entries 
for any positive definite matrix with these specified entries. Actual values for 
these bounds were not explored in [lo]. In case V,, . . . , V, are index sets 
satisfying the conditions of Theorem 1 and A is a partial Hermitian matrix 
whose specified entries occur exactly in the V,, . . . , V,,, profile, then Theorem 1 
explicitly gives the best bound in terms of the specified minors. In case the 
specified entries do not coincide with a profile to which Theorem 1 applies, a 
subset of the specified entries might be used to give a bound using Theorem 
1, but in general, this will not be the best possible. The question of the best 
bound seems to be open when Theorem 1 does not fully apply. It appears that 
the answer cannot have such a simple form. For example, positive definite 
matrices of the form 
2 -1 
2 -‘1 
-1 
-1 b 
- 
-f -1 b-1 2 -1 2 I 
must have determinants bounded by the sharp bound of 246-36, but it is 
difficult to imagine a “simple” way (with Theorem 1 as the standard) this 
might be calculated from the specified entries. 
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