Controlled Source Electromagnetic (CSEM) is an important technique in hydrocarbon exploration because it uses the large contrast in electrical resistivity to distinguish between water and hydrocarbons. In a shallow sea environment, the airwave that is refracted from the air-water interface dominates the recorded signal at large offsets. Therefore, the hydrocarbon detection ability of the CSEM is weakened because the airwave is independent of the properties of the subsurface. For a layered earth model, we apply multi-dimensionaldeconvolution interferometry to synthetic 3D CSEM data and estimate the reflection response of the subsurface. The difference in the models with and without a resistive layer is significantly increased by the employed interferometric analysis. However, the required receiver spacing is much denser than that of current CSEM surveys. In order to apply this technique to a field survey, we are currently working on how to relax the required receiver criterion for this technique.
SUMMARY
Controlled Source Electromagnetic (CSEM) is an important technique in hydrocarbon exploration because it uses the large contrast in electrical resistivity to distinguish between water and hydrocarbons. In a shallow sea environment, the airwave that is refracted from the air-water interface dominates the recorded signal at large offsets. Therefore, the hydrocarbon detection ability of the CSEM is weakened because the airwave is independent of the properties of the subsurface. For a layered earth model, we apply multi-dimensionaldeconvolution interferometry to synthetic 3D CSEM data and estimate the reflection response of the subsurface. The difference in the models with and without a resistive layer is significantly increased by the employed interferometric analysis. However, the required receiver spacing is much denser than that of current CSEM surveys. In order to apply this technique to a field survey, we are currently working on how to relax the required receiver criterion for this technique.
THEORY AND MOTIVATION

Basic theory and history of virtual source technique
The concept of interferometry was first introduced to the seismic community by Jon Claerbout in 1968. It has become a hot research topic in geophysics in the last decade. The method is also referred to as the virtual source technique and in a wider sense Green's function reconstruction. Because of the advantages of this technique and its use in passive surveys, research on seismic interferometry has progressed significantly during the last eight years (Lobkis and Weaver, 2001; Weaver and Lobkis, 2001; Derode et al., 2003; Campillo and Paul, 2003; Weaver and Lobkis, 2004; Wapenaar, 2004; Snieder, 2004; Malcolm et al., 2004; Bakulin and Calvert, 2004; Calvert et al., 2004; Wapenaar et al., 2005; Shapiro et al., 2005; Roux et al., 2005; Sabra et al., 2005a,b; van Wijk, 2006; Larose et al., 2006; Bakulin and Calvert, 2006; Snieder, 2007; Mehta and Snieder, 2008) .
Like wave fields, diffusive fields have a wide range of applications and use in physics, chemistry, medical physics, and earth science (A.Mandelis, 1984; Yodh and Chance, 1995; Basser et al., 1994; Mori and Barkar, 1999; Koyama et al., 2006; Constable and Srnka, 2007) . In earth science, diffusive fields are ubiquitous. Examples include heat conduction, flow in porous media, and low-frequency electromagnetic fields in the conductive subsurface. In recent years, electromagnetic surveys have become increasingly popular in the petroleum industry for hydrocarbon exploration because of their ability to distinguish the difference between hydrocarbon and water (Andréis and MacGregor, 2008; Lien and Mannseth, 2008) . The tech- Figure 1 : A simple configuration of the multi-dimensional deconvolution interferometry nique is usually referred to as the Control Source Electromagnetic (CSEM). Seismic methods are not sensitive to the chemical content pore fluids. By using a combination of seismic and CSEM methods, success in finding the hydrocarbon reservoir in the subsurface dramatically increases (Darnet et al., 2007) .
Snieder (2006) shows that interferometry can be applied not only to wavefields, but also to diffusive fields. However, crosscorrelation-based diffusion interferometry requires a volume source distribution in order to apply this technique successfully (Fan and Snieder, 2008) . The required source distribution is often not realized in practice; This makes it impractical to apply cross-correlation-based diffusion interferometry to real applications.
When the receivers are located in a plane and sources are placed above this plane, a multi-dimensional-deconvolution approach is shown to be applicable to a diffusion field (Amundsen et al., 2006; Slob et al., 2007; Wapenaar et al., 2008) . This approach works for both diffusion and waves. It also holds for any field which can be decomposed into upgoing and downgoing components. A generic geometry for this approach is sketched in Figure 1 . The source is denoted by the star, and receivers are located on plane B 1 . B 0 is a boundary above the sources, which may or may not be present. D and U represent downgoing and upgoing fields, respectively. If we decompose the field into upgoing and downgoing components, the upgoing and downgoing fields can be related with the following integral equation
where U(x A , x s , ω) represents the upgoing field received at location x A in the frequency domain due to the source at x s . The downgoing field is noted by D, and R(x A , x, ω) is the reflection response that relates the downgoing field at x to the upgoing field at x A . Although the entire medium can be arbitrarily heterogeneous, in order to decompose the field into upgoing and downgoing components (Grimbergen et al., 1998) , the updown decomposition operator can be simplified, if the layer where receivers are located is homogeneous or weakly heterogeneous (Wapenaar et al., 2008) . Because the downgoing fields at all positions in plane B 1 contribute to the upgoing field at position x A , we need to integrate x over the whole surface to obtain a complete upgoing field at x A .
The inversion of R from equation (1) is ill-posed because no unique R can be obtained from a downgoing field D and upgoing field U excited by a single source. If a source at another position x s is used, a different pair of U and D is obtained from the decomposition. The medium response R, however, remains the same because it is independent of the source position. This means that the more sources we use, the more constraints there are on the inversion of R. Therefore, a band-limited medium response R can be accurately inverted from a band-limited input signal, if a sufficient number of real sources are used.
When discretizing equation (1), only a finite number of the receivers from a limited range of the surface B 1 can be used. This raises the question of how to choose the receiver distribution in order to accurately represent the integral in equation (1) for a band-limited response R (receiver density and the range of the surface where the receiver is located)?
Why do we apply interferometry in marine CSEM? In a typical configuration of an offshore marine CSEM survey, a resistive layer (e.g hydrocarbons) in the subsurface acts as a secondary source that generates an upgoing EM field. We can distinguish between models with and without the resistive layer from the secondary fields which the subsurface generates. The large difference in the electrical resistivity between water and hydrocarbons makes CSEM an accurate tool to distinguish between these pore fluids. Most of the current successful applications of CSEM are offshore because the water strongly attenuates anthropogenic and natural noise. However, one of the most significant problems in offshore CSEM is the airwave when the water layer is shallow. The airwave is the secondary EM field refracted from the water-air interface. The airwave weakens the difference between the signal with a target layer and the signal without a target layer because it is much stronger than the target signal.
If we can successfully apply the multi-dimension-deconvolution interferometry (as described in the last section) to CSEM, one of the receivers is converted into a source and the overburden is extended upwards to a homogeneous half space (Wapenaar et al., 2008) . Consequently, the air-water interface and the sea floor are removed, and there is no secondary field refracted from the medium above the receivers. Note that the sea floor interface may or may not be removed depending on the boundary condition which we use in the decomposition process. Therefore, by applying this interferometry technique to CSEM data, the airwave problem is solved and the complexity of the media above the receiver layer is removed as well. Consequently, the secondary field is generated only by the subsurface and therefore it is easier and more accurate to detect the properties of a target layer. 
SYNTHETIC EXAMPLE IN A LAYERED EARTH MODEL
The described multi-dimentional-deconvolution interferometry has been applied to a 3D synthetic marine CSEM survey in a layered earth model. This synthetic study shows the feasibility of applying this technique to the CSEM data in such an earth model and illustrates how this technique helps to detect the target layer. This study also provides the required receiver distribution.
The layered model used is shown in figure 2 . A 2D receiver array is used in the synthetic example because both wavenumbers in the x and y directions are required in the decomposition into upgoing and downgoing fields, and the surface integral in equation (1) must be replaced by the summation of receivers. The layered model used is shown in figure 2 . The uniformly sampled 2D receiver array is on the sea floor from the position (-10 km, -10 km) to (-10 km, 10 km) with a receiver separation dr of 50 m in both x and y directions. The EM source is a dipole in the x direction with a length of 100 m, and a AC current of 100 A, and an operating frequency of 0.25 Hz. The source is located 100 m above the sea floor. The employed station spacing is unrealistically dense, and the current work is aimed at increasing the spacing.
The inline electric field, in this case is E x , is shown in figures 3 and 4. Figure 3 is the E x field without the target layer and figure 4 is the E x field with the target layer. The difference of the total E x field between the models with and without the target layer is small. The difference occurs at an angle of about 45 degrees. However, we normally do not use the signal in this direction because of its weakness. In current CSEM surveys, it is common to use only the inline profile of the E x field because the signal to noise ratio is high and 2D acquisition is more expensive. Figure 5 shows the inline profile of the E x field. The solid curve is the signal without the target layer and the dashed curve is the signal with the target layer. For small offsets (< 2 km), there is almost no difference between these two curves because the direct field dominates. For large offsets (> 7 km), the electric field is strongly influnced by the airwave, which does not depend on the subsurface properties Figure 5: The inline profile of the E x field in the log10 scale at all. Consequently, the target leaves a useful imprint only for intermediate offsets (2km to 7km). Because this intermediate range is narrow and the difference between the signals with and without the target is weak, it is difficult to interpret the difference between the signals with and without the target, especially in the presence of noise.
Next we apply the multi-dimentional-deconvolution interferometry to these synthetic data. The first step of this technique is to decompose the total field into upgoing and downgoing components. The implementation of the up-down decomposition follows the theory in the appendix of Wapenaar et al. (2008) . Note that the up-down decomposed field is the square root of energy flux, not the E (electric) or H (magnetic) field. The input data used in the decomposition are the horizontal E and H fields. The measured electric and magnetic fields can be related with the upgoing and downgoing flux with the formula
where P is the decomposed upgoing and downgoing potential, normalized to energy flux, Q contains the input horizontal E and H fields, and L −1 is the conversion operator. Wapenaar et al. (2008) shows a numerical example for a 2D field with a layered model. With an inline dipole source, the physical meaning of P = [P d , P u ] is the decomposed energy flux of the TM (transverse magnetic) mode (subscripts d and u represent the downgoing and upgoing, respectivly). The downgoing field is defined as the field which decays downwards and the upgoing field is defined as the field which decays upwards.
In our synthetic example, the field is 3D; hence Q contains four components E x , E y , H x , H y , and P has four components as
Because the receivers are located at the boundary of the water and the sea floor, we can choose the parameters for L −1 from the upper medium (water) or the lower medium (sea floor) in the process of the field decomposition. These two choices of the medium parameters lead to a different physical meaning for the decomposed field. Using the water parameters for the up-down decomposition, we obtain the upgoing and downgoing fields in the water just above the sea bottom. If the sea floor parameters are used, we obtain the upgoing and downgoing fields in the sea bottom just below the acquisition surface.
After decomposing the energy flux into upgoing and downgoing components, we calculate the impulse response of the subsurface using equation (1). This is a multi-dimensionaldeconvolution problem to compute R from U and D. For a 1D model, the impulse response only depends on the vector which connects two positions. Therefore, we can rewrite equation (1) as
The frequency ω is not shown in the equation. Equation (3) presents a spatial convolution. In the wave number domain, we can present spatial convolution in equation (3) by multiplication as Consequently, R can be obtained by a division in the wave number domain. To stabilize this process, the division is modified in the following way:
where ε is a small number and N k is the number of discrete wavenumbers used in the calculation. We used a ε of 10 −1 .
The up and downgoing field in the sea floor are used in equation (5) to calculate the impulse response. The calculated impulse responses are shown in figure 6 (without target) and figure 7 (with target). The difference of the impulse response is significant between the two models with and without target. Comparing the inline profile of the total E x field (figure 5) with the inline profile of the impulse response (figure 8) gives much more pronounced difference between the models with and without the target.
DISCUSSION
The 3-D synthetic example in this paper shows that the virtual source technique in CSEM can significantly increase the sensitivity of detecting the high-resistivity layer (such as hy- Note that in order to apply this technique accurately, a dense receiver array is required. We find that the required receiver separation ∆r must be less than the height h s of the dipole source above the sea bottom to adequately carry on the up-down decomposition (∆r < h s ).
This sampling criterion, however, is not practical for two reasons. The first is that in current CSEM surveys, the separation of the receivers is much larger than this (20 times) in the field survey. The second is that there is only a line of receivers (instead of the 2D array we employed) used in current practical cases. In order to make this technique practical, the requirement of the dense 2D receiver network must be relaxed. This is the topic of ongoing research.
CONCLUSIONS
By using multi-dimensional-deconvolution interferometry in a 3D synthetic CSEM survey, the airwave effect in a shallow sea is removed. The reflection response of the subsurface is obtained, which contains information only from below the receiver level. Consequently, the difference between the models with and without a high resistive layer is significantly enlarged. The required receiver sampling criterion, however, is unrealistically dense compared to the current CSEM survey. In order to use this technique in a practical survey, we are investigating how to relax this receiver sampling requirement.
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