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Abstract
In this paper, we prove that the diagonal-Schur complement of a strictly doubly diagonally dominant
matrix is strictly doubly diagonally dominant matrix. The same holds for the diagonal-Schur complement
of a strictly generalized doubly diagonally dominant matrix and a nonsingular H -matrix. We point out
that under certain assumptions, the diagonal-Schur complement of a strictly doubly (doubly product) γ -
diagonally dominant matrix is also strictly doubly (doubly product) γ -diagonally dominant. Further, we
provide the distribution of the real parts of eigenvalues of a diagonal-Schur complement of H-matrix. We
also show that the Schur complement of a γ -diagonally dominant matrix is not always γ -diagonally dominant
by a numerical example, and then obtain a sufficient condition to ensure that the Schur complement of a
γ -diagonally dominant matrix is γ -diagonally dominant.
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1. Introduction and notation
The Schur complement and diagonal-Schur complement have proved to be useful tools in
the study of linear control theory (see [2,12]), matrix theory (see [1–4,9,10,14,15]), numerical
analysis (see [13,16]) and statistics (see [8,11]). At the same time, given a matrix family, it is always
interesting to know whether some important properties or structure of the family of matrices are
inherited by their submatrices or by the matrices associated with the original matrices.
Recently, the study of the Schur complement of diagonally dominant matrix has attracted
many researchers’ attention and some important results have been obtained. As shown in [3,
14,15], the Schur complement of a positive semidefinite matrix is positive semidefinite. Similar
results hold for an M-matrix, H -matrix, inverse M-matrix, strictly diagonally dominant matrix,
and a generalized strictly diagonally dominant matrix. Li and Tsatsomeros [5] and Ikramov [7]
obtained that the Schur complement of a strictly doubly diagonally dominant matrix is strictly
doubly diagonally dominant. Liu [1] obtained that the Schur complement of a generalized doubly
diagonally dominant matrix is generalized doubly diagonally dominant. Liu [2] obtained that
the diagonal-Schur complement of a strictly diagonally dominant matrix is strictly diagonally
dominant, and the same is true of strictly γ -diagonally dominant matrices and strictly product
γ -diagonally dominant matrices. Liu [2,9,10] and Smith [4] provide upper and lower bounds for
eigenvalues, singular values and determinants of matrices of these types.
A natural question is whether the Schur complement of a strictly γ -diagonally dominant
matrix and the diagonal-Schur complement of a strictly doubly diagonally, generalized doubly
diagonally, doubly γ -diagonally and strictly doubly product γ -diagonally dominant matrix have
corresponding properties. In this paper, we obtain that the diagonal-Schur complement of a
strictly doubly diagonally dominant matrix is strictly doubly diagonally dominant matrix and
the same is true of a strictly generalized doubly diagonally dominant matrix and a nonsingular
H -matrix. We also point out that under certain assumptions, the diagonal-Schur complement of
a strictly doubly (doubly product) γ -diagonally dominant matrix is also strictly doubly (doubly
product) γ -diagonally dominant. Further, we provide that the distribution of the real part of
eigenvalues of diagonal-Schur complements of an H -matrix. On the other hand, we show that the
Schur complement of γ -diagonally dominant matrix is not always γ -diagonally dominant by a
numerical example, and then obtain a sufficient condition that ensure that the Schur complement of
γ -diagonally dominant matrix is γ -diagonally dominant.
Let Cm×n(Rm×n) denote the set of m × n complex (real) matrices. For A = (aij ) ∈ Cm×n and
B = (bij ) ∈ Cm×n, the Hadamard product of A and B is the matrix (aij bij ), which we denote by
A ◦ B. For A ∈ Cn×n, let λ(A) denote an eigenvalue of A, and let xT denote the transpose of the
vector x.
Let N = {1, 2, . . . , n}. If α ⊆ N , |α| equals the cardinality of α. For nonempty index sets
α, β ⊆ N , we denote by A(α, β) that submatrix of A ∈ Cn×n lying in the rows indicated by α
and the columns indicated by β. The submatrix A(α, α) is abbreviated to A(α). Let α ⊂ N and
αc = N − α, both arranged in increasing order. Then
A/α = A/A(α) = A(αc) − A(αc, α)[A(α)]−1A(α, αc)
is called the Schur complement with respect to A(α), and
A/◦α = A/◦A(α) = A(αc) − {A(αc, α)[A(α)]−1A(α, αc)} ◦ I
is called the diagonal-Schur complement with respect to A(α), where A(α) is nonsingular. We,
of course, adopt the convention that A/∅ = A and A/◦∅ = A.
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For A = (aij ) and B = (bij ) ∈ Cm×n, we write A  B, if aij  bij for all i, j . A real n × n
matrix A is called an M-matrix if A = sI − B, where s  0, B  0 and s > ρ(B), ρ(B) is the
spectral radius of B. Let Mn denote the set of n × n M-matrices.
Suppose A ∈ Cn×n. The comparison matrix μ(A) = (μij ), is defined by
μij =
{−|aij |, i /= j,
|aij |, i = j.
A complex n × n matrix A is called an H -matrix if μ(A) ∈ Mn. Denote by Hn the set of n × n
H -matrices.
Let A ∈ Cn×n. The absolute matrix of A is denoted by |A| = (|aij |) and AR = [(aR)ij ] is
defined by
(aR)ij =
{
Re aij , i = j,
aij , i /= j. (1)
Let A = (aij ) ∈ Cn×n, α ⊂ N . We denote
Pi(A) =
∑
j=1,j /=i
|aij | ∀i ∈ N; Qi(A) =
∑
j=1,j /=i
|aji | ∀i ∈ N;
J+(A) = {i|Re aii > 0}; J−(A) = {i|Re aii < 0};
Jα+(A) = {it |Re ait it > 0, it ∈ α}; Jα−(A) = {it |Re ait it < 0, it ∈ α};
Nr(A) = {i|i ∈ N, |aii | > Pi(A)}; Nc(A) = {j |j ∈ N, |ajj | > Qj(A)}.
Let A = (aij ) ∈ Cn×n, τ = {i ∈ N | |aii | > Pi(A)}. If τ = N , then A is a strictly diagonally
dominant matrix (abbreviated SDn).
A strictly doubly diagonally dominant matrix (abbreviated SDDn) is a matrix such that
|aii | |ajj | > Pi(A)Pj (A) ∀i /= j. (2)
We call A is a generalized strictly doubly diagonally dominant matrix (abbreviated
SGDD
N1,N2
n ) if there exist proper subsets N1,N2 of N such that N1 ∩ N2 = ∅,N1 ∪ N2 = N ,
and
(|aii | − αi)(|ajj | − βj ) > βiαj (3)
for all i ∈ N1 and j ∈ N2, where with s = i or j
αs =
∑
t∈N1
t /=s
|ast |, βs =
∑
t∈N2
t /=s
|ast |.
Here the αs and βs may be interpreted as the sums of the absolute values of the nondiagonal
elements in row s that fall in the columns N1 and N2, respectively.
We call A a γ -diagonally dominant matrix (abbreviated Dγn ) is a matrix there exists γ ∈ [0, 1]
such that
|aii |  γPi(A) + (1 − γ )Qi(A) ∀i ∈ N. (4)
A matrix A is called a product γ -diagonally dominant matrix (abbreviated PDγn ) if there exists
γ ∈ [0, 1] such that
|aii |  [Pi(A)]γ [Qi(A)]1−γ ∀i ∈ N. (5)
A is said to be a doubly γ -diagonally dominant matrix (abbreviated DDγn ) if there exists a
number γ ∈ [0, 1] such that
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|aii | |ajj |  [γPi(A)+ (1 − γ )Qi(A)][γPj (A) + (1 − γ )Qj (A)] ∀i, j ∈ N, i /= j.
(6)
A is said to be a doubly product γ -diagonally dominant matrix (abbreviated DPDγn ) if there
exists a number γ ∈ [0, 1] such that
|aii | |ajj |  [Pi(A)]γ [Qi(A)]1−γ [Pj (A)]γ [Qj(A)]1−γ ∀i, j ∈ N, i /= j. (7)
If all inequalities in (4)–(7) hold, respectively, then A is further said to be a strictly γ -diagonally
dominant matrix, a strictly product γ -diagonally dominant matrix, a strictly doubly γ -diagonally
dominant matrix and a strictly doubly product γ -diagonally dominant matrix. We denote by SDγn ,
SPD
γ
n , SDD
γ
n and SDPDγn , the sets of the corresponding matrices, respectively.
If there exists D = diag(d1, . . . , dn) > 0 such that AD is strictly diagonally dominant, strictly
γ -diagonally dominant or strictly product γ -diagonally dominant, we call A a generalized strictly
diagonally dominant matrix(abbreviated GSDn), generalized strictly γ -diagonally dominant ma-
trix(abbreviated GSDγn ) or generalized strictly product γ -diagonally dominant matrix (abbrevi-
ated GSPDγn ), respectively.
LetA = (aij ) ∈ Cn×n. ThenA is aH -matrix if and only ifA is a generalized strictly diagonally
dominant matrix (see e.g., [3]).
2. Eigenvalues of diagonal-Schur complements of H-matrices
In this section, we give a theorem on eigenvalues of diagonal-Schur complements of
H -matrices, improving and extending the results of [2, Theorems 3(ii), 4(ii) and 5(ii)].
Lemma 2.1 (See [3]). Let A ∈ Mn. Then there exists a positive diagonal matrix D such that
AD ∈ SDn.
Lemma 2.2. Let A ∈ Mn. Then there exists a positive diagonal matrix D such that D−1AD ∈
SDn.
Lemma 2.3. Let A = (aij ). If AR ∈ Hn, Re ait it > 0 (t = 1, 2, . . . , l}, Re aiuiu < 0 (u = 1,
2, . . . , m), l + m = n, then A has l eigenvalues with positive real part and m eigenvalues with
negative real part.
Proof. By Lemma 2.2, there exists a positive diagonal matrix D =diag(d1, d2, . . . , dn) such that
D−1ARD ∈ SDn, D−1AD ∈ SDn. Let λ be an eigenvalue of D−1AD. Further, according to
Gers˘gorin Theorem, we have
|Re(λ − d−1i aiidi)|  |λ − d−1i aiidi | 
n∑
j=1
j /=i
|d−1i aij dj |
and hence
−
n∑
j=1
j /=i
|d−1i aij dj |  Re λ − Re aii 
n∑
j=1
j /=i
|d−1i aij dj |
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or
Re aii −
n∑
j=1
j /=i
|d−1i aij dj |  Re λ 
n∑
j=1
j /=i
|d−1i aij dj | + Re aii .
Since D−1ARD ∈ SDn, |Re aii | >∑nj=1
j /=i
|d−1i aij dj |. When Re aii > 0, we have Re aii >∑n
j=1
j /=i
|d−1i aij dj |. Further, Re aii +
∑n
j=1
j /=i
|d−1i aij dj | > 0 and Re aii −
∑n
j=1
j /=i
|d−1i aij dj | > 0.
Therefore, Re λ > 0. When Re aii < 0, we have Re aii < −∑nj=1
j /=i
|d−1i aij dj |. Further, Re aii +∑n
j=1
j /=i
|d−1i aij dj | < 0 and Re aii −
∑n
j=1
j /=i
|d−1i aij dj | < 0. Therefore, Re λ < 0. Thus
sign(Re λ) = sign(Re aii).
Since D−1AD has the same eigenvalues as A, A has l eigenvalues with positive real part and
m eigenvalues with negative real part. 
Lemma 2.4 (See [5]). Let A ∈ SDn, SDDn, or SGDDn. Then μ(A) ∈ Mn; i.e., A ∈ Hn.
Lemma 2.5 (See [6]). Let A ∈ Cn×n and B ∈ Mn. If μ(A)  B, then A ∈ Hn and
B−1  |A−1|  0.
Remark 2.1. From Lemma 2.5, we obtain immediately that
A ∈ Hn ⇒ [μ(A)]−1  |A−1|. (8)
Lemma 2.6 (See [2]). Let A ∈ Cn×n. Then following conditions are equivalent:
(i) A ∈ Hn.
(ii) There exists γ ∈ [0, 1] such that A ∈ GSDγn .
(iii) There exists γ ∈ [0, 1] such that A ∈ GSPDγn .
Lemma 2.7 (See [2]). Let A ∈ SDn, then for any α ⊂ N,A/◦A(α) ∈ SDn−|α|.
Theorem 2.1. Let B,BR ∈ Cn×n, α = {i1, . . . , ik}, αc = {j1, . . . , jl}, l + k = n.
(i) If B ∈ Hn, then B/◦B(α) ∈ Hn−|α|.
(ii) If BR ∈ Hn, then B/◦α has |J+(B)| − |Jα+(B)| eigenvalues with positive real part and
|J−(B)| − |Jα−(B)| eigenvalues with negative real part.
Proof. (i) Since B ∈ Hn , there exists a positive diagonal matrix
D =
[
D1
D2
]
partitioned conformally to the matrix B, such that BD ∈ SDn. Thus
BD =
[
B(α) B(α, αc)
B(αc, α) B(αc)
] [
D1
D2
]
=
[
B(α)D1 B(α, αc)D2
B(αc, α)D1 B(αc)D2
]
,
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(BD)/◦B(α) = B(αc)D2 − {[B(αc, α)D1][B(α)D1]−1[B(α, αc)D2]} ◦ I
= B(αc)D2 − [B(αc, α)D1D−11 B(α)−1B(α, αc)D2] ◦ I
= B(αc)D2 − [B(αc, α)B(α)−1B(α, αc)D2] ◦ I
= [B(αc) − B(αc, α)B(α)−1B(α, αc) ◦ I ]D2.
Hence, by Lemma 2.7, we know there exists a positive diagonal matrix D2 such that [B/◦B(α)]
D2 = [B(αc) − B(αc, α)B(α)−1B(α, αc) ◦ I ]D2 = (BD)/◦B(α) ∈ SDn−|α|. So B/◦B(α) ∈
Hn−|α|.
(ii) First, we prove (B/◦α)R ∈ Hn−|α|. For BR ∈ Hn, by Lemma 2.2, there exists a positive
diagonal matrix D such that (D−1BD)R = D−1BRD ∈ SDn. Let AR = ((aR)ij ) = D−1BRD,
A = (aij ) = D−1BD. Then AR ∈ SDn, A ∈ SDn. Let A/◦α = (a˜ij ); by computation, we have
|Re a˜t t | −
l∑
u=1
u /=t
|a˜tu|
=
∣∣∣∣∣∣∣Re
⎧⎪⎨
⎪⎩ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]−1
⎛
⎜⎝
ai1jt
...
aikjt
⎞
⎟⎠
⎫⎪⎬
⎪⎭
∣∣∣∣∣∣∣−
l∑
u=1
u /=t
|ajt ju |
 |Re ajt jt | −
∣∣∣∣∣∣∣Re
⎧⎪⎨
⎪⎩(ajt i1 , . . . , ajt ik )[A(α)]−1
⎛
⎜⎝
ai1jt
...
aikjt
⎞
⎟⎠
⎫⎪⎬
⎪⎭
∣∣∣∣∣∣∣−
l∑
u=1
u /=t
|ajt ju |
 |Re ajt jt | −
∣∣∣∣∣∣∣(ajt i1 , . . . , ajt ik )[A(α)]
−1
⎛
⎜⎝
ai1jt
...
aikjt
⎞
⎟⎠
∣∣∣∣∣∣∣−
l∑
u=1
u /=t
|ajt ju |
 |Re ajt jt | − (|ajt i1 |, . . . , |ajt ik |)|[A(α)]−1|
⎛
⎜⎝
|ai1jt |
...
|aikjt |
⎞
⎟⎠− l∑
u=1
u /=t
|ajt ju | (9)
 |Re ajt jt | − (|ajt i1 |, . . . , |ajt ik |)[μ(A)(α)]−1
⎛
⎜⎝
|ai1jt |
...
|aikjt |
⎞
⎟⎠− l∑
u=1
u /=t
|ajt ju | (by (8))
 1
det[μ(A)(α)]det
(
|Re ajt jt | −
∑l
u=1
u /=t
|ajt ju | GT
H μ(A)(α)
)
def= det A2
det[μ(A)(α)] ,
where
G = (−|ajt i1 |, . . . ,−|ajt ik |)T, H = (−|ai1jt |, . . . ,−|aikjt |)T.
Since AR ∈ SDn, A ∈ SDn, μ(A)(α) ∈ SD|α|, and |Re ajt jt | −
∑l
u=1,u /=t |ajt ju | > 0. It is
easy to verify that A2 ∈ SD|α|+1, and the diagonal entries of μ(A)(α) and A2 are all positive. Fur-
ther, det[μ(A)(α)] > 0, det A2 > 0, and therefore, (A/◦α)R ∈ SDn−|α|, i.e., (D−1BD/◦α)R ∈
SDn−|α|.
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In a way similar to the proof of (i),
(D−1BD)/◦α = D−1(αc)(B/◦α)D(αc).
Then
[(D−1BD)/◦α]R = [D−1(αc)(B/◦α)D(αc)]R = D−1(αc)(B/◦α)RD(αc) ∈ SDn−|α|.
Hence
(B/◦α)R ∈ Hn−|α|.
On the other hand, note that
ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]−1
⎛
⎜⎝
ai1jt
...
aikjt
⎞
⎟⎠ (t = 1, 2, . . . , l)
are all elements of the main diagonal of A/◦α, so by (9), we have
|Re ajt jt | >
∣∣∣∣∣∣∣(ajt i1 , . . . , ajt ik )[A(α)]
−1
⎛
⎜⎝
ai1jt
...
aikjt
⎞
⎟⎠
∣∣∣∣∣∣∣ .
Then
sign a˜t t = sign Re
⎡
⎢⎣ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]−1
⎛
⎜⎝
ai1jt
...
aikjt
⎞
⎟⎠
⎤
⎥⎦ = sign ajt jt .
Since A/◦α = D−1(αc)(B/◦α)D(αc), sign a˜t t = sign b˜t t = sign ajt jt . By Lemma 2.3, we obtain
that B/◦α has |J+(B)| − |Jα+(B)| eigenvalues with positive real part and |J−(B)| − |Jα−(B)|
eigenvalues with negative real part. 
Corollary 2.1. Let AR ∈ SDn, α ⊂ N. Then A/◦α has |J+(A)| − |Jα+(A)| eigenvalues with pos-
itive real part and |J−(A)| − |Jα−(A)| eigenvalues with negative real part.
Proof. By Lemma 2.4 and Theorem 2.1, we obtain the result. 
Remark 2.2. If A ∈ SDn, and all aii(i = 1, 2, . . . , n) are real numbers (i.e., the condition of [2,
Theorem 3(ii)] holds), then A satisfies the condition of Corollary 2.1. Thereby, by Corollary 2.1,
we obtain the result of [2, Theorem 3(ii)].
Corollary 2.2. If there exists γ ∈ [0, 1] such that AR ∈ SDγn (SPDγn ) and α ⊂ N, then A/◦α
has |J+(A)| − |Jα+(A)| eigenvalues with positive real part and |J−(A)| − |Jα−(A)| eigenvalues
with negative real part.
Proof. By Lemma 2.6 and Theorem 2.1, we obtain the result. 
Remark 2.3. If there exists γ ∈ [0, 1] such that A ∈ SDγn (SPDγn ), and all aii (i = 1, 2, . . . , n)
are real numbers (i.e., the condition of [2, Theorems 4(ii) and 5(ii)] holds), then A satisfies the
condition of Corollary 2.2. Thereby, by Corollary 2.2, we obtain the results of [2, Theorems 4(ii)
and 5(ii)].
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3. Some properties of diagonal-Schur complements of diagonally dominant matrices
In this section, we give some properties of diagonal-Schur complements ofSDDn,SGDDN1,N2n
and the distribution of their eigenvalues.
Theorem 3.1. Let A ∈ SDDn, α ⊂ N. Then
(I) A/◦α ∈ SDDn−|α|;
(II) If AR ∈ SDDn, then A/◦α has |J+(A)| − |Jα+(A)| eigenvalues with positive real part and
|J−(A)| − |Jα−(A)| eigenvalues with negative real part.
Proof. (I). Let A/◦α = (a˜ts). Without loss of generality, we can assume α = {i1, . . . , ik}, αc =
{j1, . . . , jl}, k + l = n. Then
|a˜t t ||a˜ss | −
l∑
u=1
u /=t
|a˜tu|
l∑
v=1
v /=s
|a˜sv|
=
∣∣∣∣∣∣∣ajt jt − (ajt i1 , . . . , ajt ik )[A(α)]
−1
⎛
⎜⎝
ai1jt
...
aikjt
⎞
⎟⎠
∣∣∣∣∣∣∣
×
∣∣∣∣∣∣∣ajsjs − (ajs i1 , . . . , ajs ik )[A(α)]
−1
⎛
⎜⎝
ai1js
...
aikjs
⎞
⎟⎠
∣∣∣∣∣∣∣−
l∑
u=1
u /=t
|ajt ju |
l∑
v=1
v /=s
|ajsjv |

⎧⎪⎨
⎪⎩|ajt jt | − (|ajt i1 |, . . . , |ajt ik |)|[A(α)]−1|
⎛
⎜⎝
|ai1jt |
...
|aikjt |
⎞
⎟⎠
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩|ajsjs | − (|ajs i1 |, . . . , |ajs ik |)|[A(α)]−1|
⎛
⎜⎝
|ai1js |
...
|aikjs |
⎞
⎟⎠
⎫⎪⎬
⎪⎭−
l∑
u=1
u /=t
|ajt ju |
l∑
v=1
v /=s
|ajsjv |

⎧⎪⎨
⎪⎩|ajt jt | − (|ajt i1 |, . . . , |ajt ik |)[μ(A)(α)]−1
⎛
⎜⎝
|ai1jt |
...
|aikjt |
⎞
⎟⎠
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩|ajsjs | − (|ajs i1 |, . . . , |ajs ik |)[μ(A)(α)]−1
⎛
⎜⎝
|ai1js |
...
|aikjs |
⎞
⎟⎠
⎫⎪⎬
⎪⎭−
l∑
u=1
u /=t
|ajt ju |
l∑
v=1
v /=s
|ajsjv |

⎧⎪⎨
⎪⎩|ajt jt | − (|ajt i1 |, . . . , |ajt ik |)[μ(A)(α)]−1
⎛
⎜⎝
|ai1jt |
...
|aikjt |
⎞
⎟⎠
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩|ajsjs | − (|ajs i1 |, . . . , |ajs ik |)[μ(A)(α)]−1
⎛
⎜⎝
|ai1js |
...
|aikjs |
⎞
⎟⎠
⎫⎪⎬
⎪⎭
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−
⎧⎪⎨
⎪⎩
l∑
u=1
u /=t
|ajt ju | + (|ajt i1 |, . . . , |ajt ik |)[μ(A)(α)]−1
⎛
⎜⎝
|ai1js |
...
|aikjs |
⎞
⎟⎠
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩
l∑
v=1
v /=s
|ajsjv | + (|ajs i1 |, . . . , |ajs ik |)[μ(A)(α)]−1
⎛
⎜⎝
|ai1jt |
...
|aikjt |
⎞
⎟⎠
⎫⎪⎬
⎪⎭
= 1
det[μ(A)(α)]det
⎛
⎜⎜⎜⎜⎜⎜⎝
|ajt jt | −
l∑
u=1
u /=t
|ajt ju | GTjt
−
l∑
v=1
v /=s
|ajsjv | |ajsjs | GTjs
Kjt Kjs μ[A(α)]
⎞
⎟⎟⎟⎟⎟⎟⎠
def= det A1
det[μ[A(α)] ,
where
Gju = (−|ajui1 |, . . . ,−|ajuik |)T, Kju = (−|ai1ju |, . . . ,−|aikju |)T, u = t, s.
Since A = (aij )n×n ∈ SDDn, then
|ajt jt | |ajsjs | >
⎛
⎜⎝ l∑
u=1
u /=t
|ajt ju | +
k∑
u=1
|ajt iu |
⎞
⎟⎠
⎛
⎜⎝ l∑
v=1
v /=s
|ajsjv | +
k∑
v=1
|ajs iv |
⎞
⎟⎠ .
For ω = s, t; x = 1, 2, . . . , k, we have
|ajωjω | |aix ix | >
⎛
⎜⎝ l∑
u=1
u /=ω
|ajωju | +
k∑
u=1
|ajωiu |
⎞
⎟⎠
⎛
⎜⎝ k∑
u=1
u /=x
|aix iu | + |aixjt | + |aixjs |
⎞
⎟⎠ .
For ∀iu, iv ∈ α, iu /= iv , we have
|aiuiu | |aiviv | >
⎛
⎜⎝ k∑
x=1
x /=u
|aiuix | + |aiujt | + |aiujs |
⎞
⎟⎠
⎛
⎜⎝ k∑
x=1
x /=v
|aivix | + |aivjt | + |aivjs |
⎞
⎟⎠ .
Thus, A1 ∈ SDD|α|+2. On the other hand, by Lemma 2.3, we have A1 = μ(A1) ∈ Mk+2,
μ[A(α)] ∈ Mk. Further, det μ[A(α)] > 0, det A1 > 0, i.e.,
A/◦α ∈ SDDn−|α|.
(II) By Lemma 2.4 and Theorem 2.1, we obtain (II). 
Theorem 3.2. Let A ∈ SGDDN1,N2n , α ⊂ N. Then
(I) If N1 ⊆ α or N2 ⊆ α, then A/◦α ∈ SDn−|α|.
(II) If N1 ⊆ α and N2 ⊆ α, then A/◦α ∈ SGDDN1−α,N2−αn−|α| .
(III) If AR ∈ SGDDN1,N2n , then A/◦α has |J+(A)| − |Jα+(A)| eigenvalues with positive real
part and |J−(A)| − |Jα−(A)| eigenvalues with negative real part.
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Proof. Assume N1 = {i1, . . . , ik}, N2 = {j1, . . . , jl}, l + k = n. Denote the (t, s)-entry of A/◦α
by (a˜t,s). Then
(Ia) IfN1 ⊆ α ⊂ N , without loss of generality, we can assumeα=N1 ∪ β,β={j1, j2, . . . , jp},
αc = {jp+1, jp+2, . . . , jl}, 0  p  l − 1, i1 < · · · < ik < j1 < · · · < jp (if p = 0, then, β =
∅, α = N1, αc = N2). For t = p + 1, p + 2, . . . , l, in a way similar to the proof of Theorem
3.1(I), we have
|a˜t t | −
l∑
s=p+1
s /=t
|a˜ts |
=
∣∣∣∣∣∣∣∣∣∣∣∣
ajt jt − (ajt i1 , . . . , ajt ik , ajt j1 , . . . , ajt jp )[A(α)]−1
⎛
⎜⎜⎜⎜⎜⎜⎝
ai1jt· · ·
aikjt
aj1jt· · ·
ajpjt
⎞
⎟⎟⎟⎟⎟⎟⎠
∣∣∣∣∣∣∣∣∣∣∣∣
−
l∑
s=p+1
s /=t
|ajt js |
 |ajt jt | − HT|[A(α)]−1|G −
l∑
s=p+1
s /=t
|ajt js |
 |ajt jt | − HT{μ[A(α)]}−1G −
l∑
s=p+1
s /=t
|ajt js |
= 1
det μ[A(α)]det
⎛
⎜⎝|ajt jt | −
l∑
s=p+1
s /=t
|ajt js | −HTt
−Gt μ[A(α)]
⎞
⎟⎠ def= det A2det μ[A(α)] ,
where
Ht = (|ajt i1 |, . . . , |ajt ik |, |ajt j1 |, . . . , |ajt jp |)T,
Gt = (|ai1jt |, . . . , |aikjt |, |aj1jt |, . . . , |ajpjt |)T.
For A ∈ SGDDN1N2n ∀is ∈ α, we have⎛
⎜⎝|ais is | −
k∑
r=1
r /=s
|ais ir |
⎞
⎟⎠
⎛
⎜⎝|ajt jt | −
l∑
r=1
r /=t
|ajt jr |
⎞
⎟⎠ >
(
|aisjt | +
p∑
r=1
|aisjr |
)
k∑
r=1
|ajt ir |.
For ∀is , ju ∈ α, we have⎛
⎜⎝|ais is | −
k∑
r=1
r /=s
|ais ir |
⎞
⎟⎠
⎛
⎜⎝|ajuju | −
p∑
r=1
r /=u
|ajujr |
⎞
⎟⎠ >
(
|aisjt | +
p∑
r=1
|aisjr |
)
k∑
r=1
|ajuir |.
Thus, A2 ∈ SGDDN1,β∪{jt }k+p+1 . On the other hand, by Lemma 2.3, we have A2 = μ(A2) ∈
Mk+p+1, μ[A(α)] ∈ Mk+p. Further, det A2 > 0, det μ[A(α)] > 0, i.e.,
A/◦α ∈ SDn−|α|.
J. Liu et al. / Linear Algebra and its Applications 428 (2008) 1009–1030 1019
(Ib) The case when N2 ⊆ α ⊂ N can be proven similarly.
(II) We show the result in two steps: α ⊂ N1, or α ⊂ N2; α ⊆ N1, α ⊆ N2, N1 ⊆ α and
N2 ⊆ α.
(IIa) If α ⊂ N1, without loss of generality, we can assume α = {i1, . . . , ip} ⊂ N1 ∀is ∈ N1 −
α = {ip+1, . . . , ik} = αc, ju ∈ N2. Then⎛
⎜⎝|a˜ss | − ∑
t∈αc
t /=s
|a˜st |
⎞
⎟⎠
⎛
⎜⎝|a˜uu| − ∑
v∈N2
v /=u
|a˜uv|
⎞
⎟⎠− ∑
v∈N2
|a˜sv|
∑
t∈αc
|a˜ut |
=
⎧⎪⎨
⎪⎩
∣∣∣∣∣∣∣ais is − (ais i1 , . . . , ais ip )[A(α)]
−1
⎛
⎜⎝
ai1is
...
aipis
⎞
⎟⎠
∣∣∣∣∣∣∣−
∑
it∈αc
it /=is
|ais it |
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩
∣∣∣∣∣∣∣ajuju − (ajui1 , . . . , ajuip )[A(α)]
−1
⎛
⎜⎝
ai1ju
...
aipju
⎞
⎟⎠
∣∣∣∣∣∣∣−
∑
jv∈N2
jv /=ju
|ajujv |
⎫⎪⎬
⎪⎭
−
∑
jv∈N2
|aisjv |
∑
it∈αc
|ajuit |

⎧⎪⎨
⎪⎩|ais is | − (|ais i1 |, . . . , |ais ip |)|[A(α)]−1|
⎛
⎜⎝
|ai1is |
...
|aipis |
⎞
⎟⎠− ∑
it∈αc
it /=is
|ais it |
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩|ajuju | − (|ajui1 |, . . . , |ajuip |)|[A(α)]−1|
⎛
⎜⎝
|ai1ju |
...
|aipju |
⎞
⎟⎠− ∑
jv∈N2
jv /=ju
|ajujv |
⎫⎪⎬
⎪⎭
−
∑
jv∈N2
|aisjv |
∑
it∈αc
|ajuit |

⎧⎪⎨
⎪⎩|ais is | − (|ais i1 |, . . . , |ais ip |){μ[A(α)]}−1
⎛
⎜⎝
|ai1is |
...
|aipis |
⎞
⎟⎠− ∑
it∈αc
it /=is
|ais it |
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩|ajuju | − (|ajui1 |, . . . , |ajuip |){μ[A(α)]}−1
⎛
⎜⎝
|ai1ju |
...
|aipju |
⎞
⎟⎠− ∑
jv∈N2
jv /=ju
|ajujv |
⎫⎪⎬
⎪⎭
−
∑
jv∈N2
|aisjv |
∑
it∈αc
|ajuit |

⎧⎪⎨
⎪⎩|ais is | − (|ais i1 |, . . . , |ais ip |){μ[A(α)]}−1
⎛
⎜⎝
|ai1is |
...
|aipis |
⎞
⎟⎠− ∑
it∈αc
it /=is
|ais it |
⎫⎪⎬
⎪⎭
1020 J. Liu et al. / Linear Algebra and its Applications 428 (2008) 1009–1030
×
⎧⎪⎨
⎪⎩|ajuju | − (|ajui1 |, . . . , |ajuip |){μ[A(α)]}−1
⎛
⎜⎝
|ai1ju |
...
|aipju |
⎞
⎟⎠− ∑
jv∈N2
jv /=ju
|ajujv |
⎫⎪⎬
⎪⎭
−
⎧⎪⎨
⎪⎩
∑
jv∈N2
|aisjv | + (|ais i1 |, . . . , |ais ip |){μ[A(α)]}−1
⎛
⎜⎝
|ai1ju |
...
|aipju |
⎞
⎟⎠
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩
∑
it∈αc
|ajuit | + (|ajui1 |, . . . , |ajuip |){μ[A(α)]}−1
⎛
⎜⎝
|ai1is |
...
|aipis |
⎞
⎟⎠
⎫⎪⎬
⎪⎭
def= det A3
det[μ(A)(α)] ,
where
A3 =
⎛
⎜⎜⎜⎜⎝
|ais is | −
∑
it∈αc
it /=is
|ais it | −
∑
jv∈N2
|aisjv | −His
− ∑
it∈αc
|ajuit | |ajuju | −
∑
jv∈N2
jv /=ju
|ajujv | −Hju
−Gis −Gju μ(A)(α)
⎞
⎟⎟⎟⎟⎠ ,
Ht = (|ati1 |, . . . , |atip |)T, Gt = (|ai1t |, . . . , |aipt |)T, t = is , ju.
Since A ∈ SGDDN1,N2n , by (4), we have⎛
⎜⎝|ais is | − ∑
it∈N1
it /=is
|ais it |
⎞
⎟⎠
⎛
⎜⎝|ajuju | − ∑
jv∈N2
jv /=ju
|ajujv |
⎞
⎟⎠ > ∑
jv∈N2
|aisjv |
∑
it∈N1
|ajuit |.
For ∀ix ∈ α, we have⎛
⎜⎝|aix ix | − ∑
it∈α
it /=ix
|aix it | − |aix is |
⎞
⎟⎠
⎛
⎜⎝|ajuju | − ∑
jv∈N2
jv /=ju
|ajujv |
⎞
⎟⎠ > |aixju | ∑
it∈N1
|ajuit |.
Thus, A3 ∈ SGDDα∪{is },{ju}p+2 . On the other hand, by Lemma 2.3, we have A3 = μ(A3) ∈
Mp+2, μ[A(α)] ∈ Mp. Further, detA3 > 0, i.e., for any α ⊂ N1
A/◦α ∈ SGDDN1−α,N2n−p = SGDDN1−α,N2−αn−p .
The case when α ⊂ N2 can be proven similarly.
(IIb) If α ⊆ N1, α ⊆ N2, N1 ⊆ α and N2 ⊆ α, then without loss of generality, we can assume,
α = {i1, . . . , ip, j1, . . . , jq}, 1  p < k, and 1  q < l; ∀ju ∈ N2 − α = {jq+1, . . . , jl} ∀is ∈
N1 − α = {ip+1, . . . , ik}, i1 < · · · < ip < j1 < · · · < jq. Let
Gw = {|awi1 |, . . . , |awip |, |awj1 |, . . . , |awjq |}T,
Kw = {|ai1w|, . . . , |aipw|, |aj1w|, . . . , |ajqw|}T, w = is , ju.
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In a manner similarly to the proof of (IIa), we have⎛
⎜⎝|a˜is is | − ∑
it∈N1−α
it /=is
|a˜is it |
⎞
⎟⎠
⎛
⎜⎝|a˜juju | − ∑
jv∈N2−α
jv /=ju
|a˜jujv |
⎞
⎟⎠− ∑
jv∈N2−α
|a˜is jv |
∑
it∈N1−α
|a˜juit |

⎧⎪⎨
⎪⎩|ais is | − GTis [μ(A)(α)]−1Kis −
∑
it∈N1−α
it /=is
|ais it |
⎫⎪⎬
⎪⎭
×
⎧⎪⎨
⎪⎩|ajuju | − GTju [μ(A)(α)]−1Kju −
∑
jv∈N2−α
jv /=ju
|ajujv |
⎫⎪⎬
⎪⎭
−
∑
jv∈N2−α
|aisjv |
∑
it∈N1−α
|ajuit |
 1
det[μ(A)(α)]det
⎛
⎜⎜⎜⎜⎝
|ais is | −
∑
it∈N1−α
it /=is
|ais it |
∑
jv∈N2−α
|aisjv | −GTis
− ∑
it∈N1−α
|ajuit | |ajuju | −
∑
jv∈N2−α
jv /=ju
|ajujv | −GTju
−Kis −Kju μ(A)(α)
⎞
⎟⎟⎟⎟⎠
def= det A4
det[μ(A)(α)] > 0.
Since A ∈ SGDDN1,N2n , we have, by (4)⎛
⎜⎝|ais is | − ∑
it∈N1
it /=is
|ais it |
⎞
⎟⎠
⎛
⎜⎝|ajuju | − ∑
jv∈N2
jv /=ju
|ajujv |
⎞
⎟⎠ > ∑
jv∈N2
|aisjv |
∑
it∈N1
|ajuit |.
For ∀ix ∈ α, jω ∈ α, we have
⎛
⎜⎝|aix ix | − ∑
it∈α
it /=ix
|aix it | − |aix is |
⎞
⎟⎠
⎛
⎜⎝|ajuju | − ∑
jv∈N2
jv /=ju
|ajujv |
⎞
⎟⎠
>
⎛
⎝|aixju | + ∑
jv∈α
|aixjv |
⎞
⎠ ∑
it∈N1
|ajuit |,
⎛
⎜⎝|ais is | − ∑
it∈N1
it /=is
|ais it |
⎞
⎟⎠
⎛
⎜⎝|ajωjω | − ∑
jv∈α
jv /=jω
|ajωjv | − |ajωju |
⎞
⎟⎠
>
∑
jv∈N2
|aisjv |
⎛
⎝∑
it∈α
|ajωit | + |ajωis |
⎞
⎠ ,
1022 J. Liu et al. / Linear Algebra and its Applications 428 (2008) 1009–1030
⎛
⎜⎝|aix ix | − ∑
it∈α
it /=ix
|aix it | − |aix is |
⎞
⎟⎠
⎛
⎜⎝|ajωjω | − ∑
jv∈α
jv /=jω
|ajωjv | − |ajωju |
⎞
⎟⎠
>
⎛
⎝|aixju | + ∑
jv∈α
|aixjv |
⎞
⎠
⎛
⎝∑
it∈α
|ajωit | + |ajωis |
⎞
⎠ .
Thus, A4 ∈ SGDDγ,δp+q+2, where γ = N1 ∩ α ∪ {is}, δ = N2 ∩ α ∪ {ju}. By Lemma 2.4, we
have A4 = μ(A4) ∈ Mp+q+2, and further, detA4 > 0. Thus for any α ⊆ N1, α ⊆ N2, N1 ⊆ α
and N2 ⊆ α.
A/◦α ∈ SGDDα
c,β
n−p−q = SGDDN1−α,N2−αn−|α| .
(III) By Lemma 2.4 and Theorem 2.1 we obtain (III). 
Theorem 3.3. LetA∈Hn,α={i1, . . . , ik} ⊂ N,αc = {j1, . . . , jl} ⊂ N,α ∪ αc = N,α ∩ αc =
∅,andAR ∈Hn.ThenA(αc)has |J+(A)| − |Jα+(A)| eigenvalues with real part δ and |J−(A)| −
|Jα−(A)| eigenvalues with negative real part  −δ, where δ = min1tl
∑k
v=1
|ajt iv aivjt ||aiv iv | .
Proof. Since A ∈ Hn, μ(A) ∈ Mn, and μ[A(α)] ∈ M|α|. Further
μ[A(α)]  diag(|ai1i1 |, . . . , |aikik |).
By Lemma 2.5 and Remark 2.1, we then obtain
{μ[A(α)]}−1  diag
(
1
|ai1i1 |
, . . . ,
1
|aikik |
)
.
Thus, for t = 1, 2, . . . , l, we have
δt
def= (|ajt i1 |, . . . , |ajt ik |){μ[A(α)]}−1
⎛
⎜⎝
|ai1jt |
...
|aikit |
⎞
⎟⎠ (10)
 (|ajt i1 |, . . . , |ajt ik |)diag
(
1
|ai1i1 |
, . . . ,
1
|aikik |
)⎛⎜⎝
|ai1jt |
...
|aikjt |
⎞
⎟⎠ = k∑
v=1
|ajt iv aivjt |
|aiviv |
.
By (10), we have
{|A(αc, α)|{{μ[A(α)]}−1|A(α, αc)|} ◦ I = diag(δ1, . . . , δl)  δI
and
μ(A)/◦α = μ[A(αc)] − {[μ(A)](αc, α)[μ(A)(α)]−1[μ(A)](α, αc)} ◦ I
= μ[A(αc)] − {|A(αc, α)|[μ(A)(α)]−1|A(α, αc)|} ◦ I
= μ[A(αc)] − diag(δ1, . . . , δl)
 μ[A(αc)] − δI.
J. Liu et al. / Linear Algebra and its Applications 428 (2008) 1009–1030 1023
By Theorems 3.1(I), 3.2(I), Lemmas 2.4 and 2.6, we have
μ[A(αc)] − δI ∈ Hn−|α| ∩ Mn−|α|.
Since μ[A(αc) − δI ]  μ[A(αc)] − δI, then
μ[A(αc) − δI ] ∈ Hn−|α| ∩ Mn−|α|,
further, A(αc) − δI ∈ Hn−|α|. The case where [A(αc) − δI ]R ∈ Hn−|α| can be proven similarly.
By Theorem 2.1, we have, A(αc) − δI has |J+(A)| − |Jα+(A)| eigenvalues with positive real part.
Note that λ[A(αc) − δI ] = λ[A(αc)] − δ, and so A(αc) has |J+(A)| − |Jα+(A)| eigenvalues with
positive real part  δ.
Since A ∈ Hn, then −A∈ Hn. Similarly, −A(αc) − δI has |J+(A)| − |Jα+(A)| eigenvalues
with positive real part. Thus −A(αc) has |J+(A)| − |Jα+(A)| eigenvalues with positive real part
 δ. Further, A(αc) has |J−(A)| − |Jα−(A)| eigenvalues with negative real part  −δ. 
4. The Diagonal-Schur complements of SDDγn and SDPDγn
In this section, we show that, under the certain conditions, the diagonal-Schur complements
of strictly doubly γ -diagonally dominant and strictly doubly product γ -diagonally dominant
matrices are still strictly doubly γ -diagonally dominant and strictly doubly product γ -diagonally
dominant matrices, respectively.
Lemma 4.1 [17]. Let σ, τ be two nonnegative real numbers. If 0  θ  1, then
θτ + (1 − θ)σ  τ θσ 1−θ .
Theorem 4.1. Let A ∈ SDDγn . Then for any α ⊂ N with |α| = 1, A/◦A(α) ∈ SDDγn−1.
Proof. Without loss of generality, we can assume that α = {1}. Let B = (bij ) = A/◦A(α), that
is
B =
⎡
⎢⎢⎢⎣
a22 − a21a12a11 a23 · · · a2n
a32 a33 − a31a13a11 · · · a3n
...
...
...
...
an2 an3 · · · ann − an1a1na11
⎤
⎥⎥⎥⎦ .
Since A ∈ SDDγn , only one of the following two cases must occur.
Case I: |aii | > γPi(A) + (1 − γ )Qi(A) for all i ∈ N .
Case II: There exists i0 ∈ N , such that |ai0i0 |  γPi0(A) + (1 − γ )Qi0(A), and |aii | >
γPi(A) + (1 − γ )Qi(A) for i ∈ N \ {i0}.
Obviously, for case I, by Lemma 2.7, B = A/ ◦ A(α) ∈ SDγn−1 ⊆ SDDγn−1, and the result
holds. So, it is only left to show Case II. We further divide the proof into the following two cases:
(1) i0 = 1, i.e.,
|a11|  γP1(A) + (1 − γ )Q1(A)
and we shall prove B ∈ SDDγn−1. Let Pi(B) =
∑n−1
k=1,k /=i |bik|,Qi(B) =
∑n−1
k=1,k /=i |bki |, i =
1, 2, . . . , n − 1. Since A ∈ SDDγn , by Lemma 4.1 and (11), for any j = 2, 3, . . . , n, we have
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|a11||ajj | > [γP1(A) + (1 − γ )Q1(A)][γPj (A) + (1 − γ )Qj (A)]
= [γP1(A) + (1 − γ )Q1(A)][γPj−1(B) + γ |aj1|
+(1 − γ )Qj−1(B) + (1 − γ )|a1j |]
 |a11|[γPj−1(B) + (1 − γ )Qj−1(B)] + [γP1(A)
+(1 − γ )Q1(A)][γ |aj1| + (1 − γ )|a1j |]
 |a11|[γPj−1(B) + (1 − γ )Qj−1(B)] + [γ |a1j |
+(1 − γ )|aj1|][γ |aj1| + (1 − γ )|a1j |]
 |a11|[γPj−1(B) + (1 − γ )Qj−1(B)] + |a1j |γ |aj1|(1−γ )|aj1|γ |a1j |(1−γ )
= |a11|[γPj−1(B) + (1 − γ )Qj−1(B)] + |a1j ||aj1|.
So |bj−1,j−1|  |ajj | − |aj1||a1j ||a11| > γPj−1(B) + (1 − γ )Qj−1(B), j = 2, 3, . . . , n. Equival-
ently, A/ ◦ A(α) ∈ SDγn−1 ⊆ SDDγn−1.
(2) i0  2. Without loss of generality, we can assume that i0 = 2, that is:
|a22|  γP2(A) + (1 − γ )Q2(A)
|ajj | > γPj (A) + (1 − γ )Qj (A), j ∈ N \ {2}. (11)
Since A ∈ SDDγn , by Lemma 4.1, we have
|a22| |ajj | > [γP2(A) + (1 − γ )Q2(A)][γPj (A) + (1 − γ )Qj (A)]
|a22| > [γP2(A) + (1 − γ )Q2(A)]γPj (A) + (1 − γ )Qj (A)|ajj | (12)
 [γP2(A) + (1 − γ )Q2(A)] max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
.
So
|a22| − |a21||a12||a11|
> [γP2(A) + (1 − γ )Q2(A)] max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
− |a21||a12||a11|
= [γP1(B) + γ |a21| + (1 − γ )Q1(B) + (1 − γ )|a12|]
× max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
− |a21||a12||a11|
= [γP1(B) + (1 − γ )Q1(B)] max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
+ [γ |a21| + (1 − γ )|a12|] max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
− |a21||a12||a11|
 [γP1(B) + (1 − γ )Q1(B)] max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
J. Liu et al. / Linear Algebra and its Applications 428 (2008) 1009–1030 1025
+ [γ |a21| + (1 − γ )|a12|][γP1(A) + (1 − γ )Q1(A)|a11| ] −
|a21||a12|
|a11|
 [γP1(B) + (1 − γ )Q1(B)] max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
+ |a21|γ |a12|(1−γ ) |a12|
γ |a21|(1−γ )
|a11| −
|a21||a12|
|a11|
= [γP1(B) + (1 − γ )Q1(B)] max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
.
Hence
|a22| − |a21||a12||a11| > [γP1(B) + (1 − γ )Q1(B)] maxj∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}
.
(13)
For any j0 ∈ N \ {1, n}, by (12) and (13), we obtain
|b11||bj0,j0 |
(
|a22| − |a21||a12||a11|
)(
|aj0+1,j0+1| −
|aj0+1,1||a1,j0+1|
|a11|
)
>
(
|aj0+1,j0+1| −
|aj0+1,1||a1,j0+1|
|a11|
)
[γP1(B) + (1 − γ )Q1(B)]
× max
j∈N\{2}
{
γPj (A) + (1 − γ )Qj (A)
|ajj |
}

(
|aj0+1,j0+1| −
|aj0+1,1||a1,j0+1|
|a11|
)
[γP1(B) + (1 − γ )Q1(B)]
×γPj0+1(A) + (1 − γ )Qj0+1(A)|aj0+1,j0+1|
= [γP1(B) + (1 − γ )Q1(B)]
{
γPj0+1(A) + (1 − γ )Qj0+1(A)
− |aj0+1,1||a1,j0+1|[γPj0+1(A) + (1 − γ )Qj0+1(A)]|a11||aj0+1,j0+1|
}
= [γP1(B) + (1 − γ )Q1(B)]
{
γPj0(B) + (1 − γ )Qj0(B) + γ |aj0+1,1|
+ (1 − γ )|a1,j0+1| −
|aj0+1,1||a1,j0+1|[γPj0+1(A) + (1 − γ )Qj0+1(A)]
|a11||aj0+1,j0+1|
}
 [γP1(B) + (1 − γ )Q1(B)]
{
γPj0(B) + (1 − γ )Qj0(B)
+ |a11|[γ |aj0+1,1| + (1 − γ )|a1,j0+1|]|a11| −
|aj0+1,1||a1,j0+1|
|a11|
}
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 [γP1(B) + (1 − γ )Q1(B)]
{
γPj0(B) + (1 − γ )Qj0(B)
+ [γ |a1,j0+1| + (1 − γ )|aj0+1,1|]|aj0+1,1|
γ |a1,j0+1|(1−γ )
|a11|
− |aj0+1,1||a1,j0+1||a11|
}
 [γP1(B) + (1 − γ )Q1(B)]
{
γPj0(B) + (1 − γ )Qj0(B)
+ |aj0+1,1|
γ |a1,j0+1|(1−γ )|a1,j0+1|γ |aj0+1,1|(1−γ )
|a11| −
|aj0+1,1||a1,j0+1|
|a11|
}
= [γP1(B) + (1 − γ )Q1(B)][γPj0(B) + (1 − γ )Qj0(B)].
And for any j ∈ N \ {1, n},
|bjj | |aj+1,j+1| − |aj+1,1||a1,j+1||a11|
> γPj+1(A) + (1 − γ )Qj+1(A) − |aj+1,1||a1,j+1||a11|
= γPj (B) + γ |aj+1,1| + (1 − γ )Qj (B) + (1 − γ )|a1,j+1| − |aj+1,1||a1,j+1||a11|
= γPj (B) + (1 − γ )Qj (B) + |a11|[γ |aj+1,1| + (1 − γ )|a1,j+1|]|a11|
−|aj+1,1||a1,j+1||a11|
 γPj (B) + (1 − γ )Qj (B)
+[γ |a1,j+1| + (1 − γ )|aj+1,1|]|aj+1,1|
γ |a1,j+1|(1−γ )
|a11| −
|aj+1,1||a1,j+1|
|a11|
 γPj (B) + (1 − γ )Qj (B) + |a1,j+1|
γ |aj+1,1|(1−γ )|aj+1,1|γ |a1,j+1|(1−γ )
|a11|
−|aj+1,1||a1,j+1||a11|
= γPj (B) + (1 − γ )Qj (B).
So for any j, k ∈ N \ {n}, j /= k
|bjj ||bkk| > [γPj (B) + (1 − γ )Qj (B)][γPk(B) + (1 − γ )Qk(B)].
Hence, B ∈ SDDγn−1. 
In a similar way to Theorem 4.1, we can also obtain Theorem 4.2.
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Theorem 4.2. Let A ∈ SPDDγn . Then for any α ⊂ N and |α| = 1, A/◦A(α) ∈ SPDDγn−1.
5. The Schur complements of γ -diagonally dominant matrices
As is well-known, the Schur complements of diagonally dominant matrices are diagonally
dominant, and the same is true for doubly diagonally dominant matrices. The following example
illustrates that this property is not always true for γ -diagonally dominant matrices and for product
γ -diagonally dominant matrices.
Example 5.1
A =
⎡
⎣ 1 0.1 0.10 0.2 0.2001
1.2 −0.099 1.299
⎤
⎦ ,
|a11| = 1, P1(A) = 0.2, Q1(A) = 1.2,
|a22| = 0.2, P2(A) = 0.2001, Q2(A) = 0.199,
|a33| = 1.299, P3(A) = 1.299, Q3(A) = 0.3001.
If we choose γ0 = 0.5, we can easily obtain that A ∈ SDγ03 . If we choose A(α) = [a11], then
A/A(α) =
[
0.2 0.2001
−0.219 1.179
]
.
Since P1(A/A(α)) = 0.2001 > 0.2 and Q1(A/A(α)) = 0.219 > 0.2, so there exists no γ ∈
[0, 1] satisfying A/A(α) ∈ SDγ2 , hence A/A(α) is not a γ -diagonally dominant matrix. Simi-
larly, since for any γ ∈ [0, 1], 0.2001γ > 0.2γ and 0.2191−γ > 0.21−γ , i.e., 0.2001γ 0.2191−γ >
0.2γ 0.21−γ = 0.2, that is A/A(α) is not a product γ -diagonally dominant matrix.
The rest of this section discusses that, under what conditions, A/A(α) ∈ SDγn−|α| for any
α ⊂ N . To answer this question, the following lemmas are necessary.
Lemma 5.1. Let A = (aij ) ∈ Cn×n:
(a) If Nr(A) /= ∅, then for any α = {i1, i2, . . . , im} ⊆ Nr(A) and m < n
[μ(A(α))]−1
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
∑
j∈αc
|ai1j |∑
j∈αc
|ai2j |
...∑
j∈αc
|aimj |
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
<
⎡
⎢⎢⎢⎣
1
1
...
1
⎤
⎥⎥⎥⎦ . (14)
(b) If Nc(A) /= ∅, then for any β = {j1, j2, . . . , jl} ⊆ Nc(A), and l < n⎡
⎣∑
i∈β ′
|aij1|,
∑
i∈β ′
|aij2|, . . . ,
∑
i∈β ′
|aijl |
⎤
⎦ [μ(A(β))]−1 < [1, 1, . . . , 1]. (15)
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Proof. Let
x =
⎡
⎢⎢⎢⎣
x1
x2
...
xm
⎤
⎥⎥⎥⎦ = μ[A(α)]−1
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
∑
j∈αc
|ai1j |∑
j∈αc
|ai2j |
...∑
j∈αc
|aimj |
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
xk = max{x1, x2, . . . , xm},
we have
xk 
∑
j∈αc |aikj |
|aikik | −
∑
j∈α,j /=ik |aikj |
.
Since |aikik | > Pik (A), we have the conclusion (14). In a similar way, we get the conclusion
(15). 
Theorem 5.1. Let A ∈ Dγn and Nr(A)⋂Nc(A) /= ∅. Then for any α ⊆ Nr(A)⋂Nc(A) and
|α| < n, A/A(α) ∈ SDγn−|α|.
Proof. If the index set α is empty, then A/A(α) = A ∈ SDγn , trivially. So, without loss of
generality, we assume that α = {1, 2, . . . , m},m < n. Let B = (bij )(n−m)×(n−m) = A/A(α) and
Pj (B) =∑n−mk=1,k /=j |bjk|, Qj(B) =∑n−mk=1,k /=j |bkj |, βj = [a1j+m, a2j+m, . . . , amj+m]T,
j = 1, 2, . . . , n − m. Then for any j, j0 = 1, 2, . . . , n − m
bj0j0 = aj0+m,j0+m − [aj0+m,1, aj0+m,2, . . . , aj0+m,m][A(α)]−1βj0 ,
|bj0j0 | |aj0+m,j0+m| − [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][|A(α)|]−1|βj0 | (16)
 |aj0+m,j0+m| − [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][μ(A(α))]−1|βj0 |
and
bj0j = aj0+m,j+m − [aj0+m,1, aj0+m,2, . . . , aj0+m,m][A(α)]−1βj ,
|bj0j | |aj0+m,j+m| + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][|A(α)|]−1|βj |
 |aj0+m,j+m| + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][μ(A(α))]−1|βj |.
Thus
Pj0(B) + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][μ(A(α))]−1|βj0 |
=
n−m∑
j=1,j /=j0
|bj0j | + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][μ(A(α))]−1|βj0 |

n−m∑
j=1,j /=j0
|aj0+m,j+m| + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][μ(A(α))]−1
n−m∑
j=1
|βj |
<
n−m∑
j=1,j /=j0
|aj0+m,j+m| + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][1, 1, . . . , 1]T
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=
n−m∑
j=1,j /=j0
|aj0+m,j+m| +
m∑
j=1
|aj0+m,j |
= Pj0+m(A). (17)
In a similar way, we have
Qj0(B) + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][μ(A(α))]−1|βj0 | < Qj0+m(A). (18)
By (16)–(18) and A ∈ SDγn , it is easy to get that
|bj0j0 | > γPj0(B) + (1 − γ )Qj0(B).
Hence A/A(α) ∈ SDγn−|α|. 
Theorem 5.2. Let A ∈ PDγn , and Nr(A)⋂Nc(A) /= ∅. Then for any α ⊆ Nr(A)⋂Nc(A) and
|α| < n, A/A(α) ∈ SPDγn−|α|.
Proof. Let B = (bij )(n−m)×(n−m) = A/A(α). Pj (B), Qj(B) and βj , j = 1, 2, . . . , n − m, are
defined as in the proof of the Theorem 5.1. By (16)–(18) andA ∈ SPDγn for any j0 = 1, 2, . . . , n −
m, we have
|aj0+m,j0+m| > Pj0+m(A)γQj0+m(A)1−γ
> {Pj0(B) + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][μ(A(α))]−1|βj0 |}γ
×{Qj0(B) + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|][μ(A(α))]−1|βj0 |}1−γ
 Pj0(B)γQj0(B)1−γ + [|aj0+m,1|, |aj0+m,2|, . . . , |aj0+m,m|]
×[μ(A(α))]−1|βj0 |.
By (16), we have |bj0j0 | > Pj0(B)γQj0(B)1−γ , hence, A/A(α) ∈ SPDγn−|α|. 
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