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a b s t r a c t
Let {Xk, k ∈ Z} be a stationary processwithmean 0 and finite variances, letφh = E(XkXk+h)
be the covariance function and φn,h = 1n ∑ni=h+1 XiXi−h its usual estimator. Under mild
weak dependence conditions, the distribution of the vector (φn,1, . . . ,φn,d) is known to be
asymptotically Gaussian for any d ∈ N, a result having important statistical consequences.
Statistical inference requires also determining the asymptotic distribution of the vector
(φn,1, . . . ,φn,d) for suitable d = dn →∞, but very few results exist in this case. Recently,
Wu (2009) [19] obtained tail estimates for the vector {φn,h − φh, 1 ≤ h ≤ dn} for some
sequences dn → ∞ and used these to construct simultaneous confidence bands forφn,h,
1 ≤ h ≤ dn. In this paper we prove, for linear processes Xn and for dn growing with at most
logarithmic speed, the asymptotic joint normality of (φn,1, . . . ,φn,d) and prove also that
the limiting distribution of max1≤h≤dn |φn,h − φh| is the Gumbel distribution exp(−e−x).
This partially verifies a conjecture of Wu (2009) [19]. The proof is based on a quantitative
version of the Cramér-Wold device, which has some interest in itself.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let {Xk}k∈Z be a stationary processwithmean zero and finite variances and letφh = E

XkXk+h

, k, h ∈ Z be the covariance
function. Awide range of statistical techniques, including regression analysis, principal component analysis, cluster analysis,
linear and quadratic discriminant analysis, require the estimation of covariances. A natural estimate is the sample covarianceφn,h = 1n ∑ni=h+1 XiXi−h. Depending on the magnitude of h, a different normalization, such as (n− h)−1 is often convenient.
Studying the asymptotic properties of φn,h is very important for applications, and has been extensively discussed in the
literature, see for instance [1,5,9–11,17,19] and the references therein. We formulate here some important contributions
in more detail. Let Xk = ∑∞i=0 αiϵk−i, k ∈ Z be a linear process, where {ϵk}k∈Z is an IID sequence of real-valued random
variables with E(ϵ1) = 0,E(ϵ21) < ∞, and αi ∈ R. In [5, Section 7.2] it is shown that for bounded lags 0 ≤ h ≤ d, a
multidimensional CLT holds under the short memory condition
∑∞
i=0 |αi| <∞. More precisely, for any d ∈ Nwe have
n1/2
φn,0,φn,1, . . . ,φn,dT − φ0, φ1, . . . , φdT d−→ {ξh}0≤h≤d, (1.1)
where {ξh}h∈N is a mean zero Gaussian process, whose covariance structure can be explicitly expressed in terms of the
coefficients

αi

i∈N by Bartlett’s formula, see for instance [1,5,10]. The case of unbounded lags hn was discussed in [14] for
stationary processes satisfying a strong mixing assumption, and it was proved that under hn →∞ and hn = O

log n

that
we have
n1/2
φn,hn ,φn,hn+1, . . . ,φn,hn+dT − φhn , φhn+1, . . . , φhn+dT d−→ Gh0≤h≤d, (1.2)
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where

Gh

h∈N is the stationary Gaussian linear process defined by
Gh =
−
i∈Z
φiηh−i,
where {ηi, i ∈ Z} is an IID sequence of mean zero Gaussian random variables, see for instance [19]. Note that the covariance
structure of the Gaussian limit processes in (1.1) and (1.2) are different. It seems that so far this linear process

Gh

h∈N has
not been explicitly studied in the literature. However, it is worth mentioning that in the case of a long memory process
{Xk}k∈Z, a variety of different limit processes can be obtained, see for instance [13,20]. The condition hn = O

log n

was
later weakened for linear processes by Harris et al. [12], and, quite recently, by Wu [19], whose results we will discuss now
in more detail. For bounded lags, Wu established a similar result as in (1.1) under a very general dependence condition
that includes linear processes, but also many nonlinear processes. In case of unbounded lags, he showed that the condition
hn = O

log n

can be relaxed to hn = O

n

. In the case of d = 1, this can again be weakened to hn → ∞. In this context,
Wu also raised the issue of simultaneous confidence bands, and proposed to study the asymptotic behavior, as n →∞, of
the object
max
0≤h≤dn
|φn,h − φh|. (1.3)
He noted that obtaining the asymptotic distribution of (1.3) can be used to construct confidence intervals for {φk, k ≥ 0},
which in turn can be used to test the hypothesis of white noises φ1 = φ2 = · · · = 0. Wu established an asymptotic upper
distributional bound, and conjectured [19, Conjecture 1] that
Conjecture 1.1.
P

a−1n

max
0≤h≤dn
σ−1/2n1/2|φn,h − φh| − bn ≤ z→ exp(−2e−z), (1.4)
provided dn →∞, dn = O

n1/2(log n)−2

, where
an = (2 log dn)−1/2, bn = (2 log dn)1/2 − 1/2(2 log dn)−1/2(log log dn + log 4π),
and σ =∑k∈Z φ2k .
The aim of this paper is to verify this conjecture for linear processes under the condition dn = O(log n/ log log n). Due
to (1.1) one can expect that the limiting behavior of (1.3) is the same as if one replaces n1/2(φn,h − φh) by its limiting
distribution {ξh} andone can try tomake this heuristic precise by an almost sure invariance principle.Many strong invariance
techniques rely on martingale approximation and Skorohod embedding (see e.g. [9]), but this method already breaks down
for dimension two. Other approaches are based on approximations with IID sequences, see for instance [4,15,16], in which
case strong approximation procedures with increasing dimension are possible. However, applying these results in this
particular situation (which requires some careful truncation arguments, see e.g. [3]) is not easy and leads tomore restrictive
conditions than martingale approximation. We will circumvent the difficulty of increasing dimension by using a general
estimate for the rate of convergence of the Cramér–Wold device, which puts us back to dimension one.
This paper is structured as follows. In Section 2 the main results are presented. This includes a partial verification of
Conjecture 1.1, but also a Berry–Esséen type result (Theorem 2.3) for the sample covariances
φn,h1≤h≤dn . In Section 3, the
main tool for the proofs is presented, which can be described as a quantitative Cramér–Wold device, and is formulated in
Theorem 3.1. This result essentially allows one to replace the normalized sample covariances

n1/2
φn,h − φh1≤h≤dn in
(1.4) with their limiting processes {ξh}0≤h≤dn . Section 4 is devoted to establishing a Gaussian approximation result that is
very useful for verifying the assumptions made in Theorem 3.1. Finally, the remaining proofs are given in Section 5.
2. Main results
Before discussing bounds for the magnitude of the dimension dn such that (1.4) holds, we address the question under
what conditions such a sequence dn →∞ exists. To this end, we introduce the quantity
ζn,h :=

nVar(φn,h)−1φn,h − φh, 1 ≤ h ≤ d.
Theorem 2.1. Let {Xk}k∈Z be a stationary process such that (1.1) is valid for every d ≥ 1. Put φi,j = Cov(ξi, ξj), rn := sup|i−j|≥n|φi,j|, and let r1 < 1. Assume that one of the following two conditions is satisfied:
(a)
∑∞
n=1 r2n <∞,
(b) For some β > 0, rn(log n)2+β → 0.
Then there exists a sequence dn →∞ such that
P

a−1n

max
0≤h≤dn
|ζn,h| − bn
 ≤ z→ exp(−e−z),
where an = (2 log dn)−1/2 and bn = (2 log dn)1/2 − (8 log dn)−1/2(log log dn + 4π − 4).
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Note that the difference in the limiting extreme distributions in Conjecture 1.1 and the above theorem are due to the
different centering sequences bn. As already mentioned, very general conditions for (1.1) are given e.g. in [19]. In order to
establish a bound for the growth rate of dn, we need to estimate the convergence rate in (1.1). This issue is dealt with in
detail in Section 3, and allows us to formulate our main result. For simplicity, we focus on linear, short memory processes
{Xk}k∈Z, Xk =∑∞i=0 αiϵk−i such that {ϵk}k∈Z is an IID sequence of real-valued random variables and αi ∈ R.
Theorem 2.2. Let Xk =∑∞i=0 αiϵk−i, k ∈ Z be a linear process such that
(1) lim suph→∞ supm≥K
∑∞
i=0 |αiαi+h+m| /
∑∞
i=0 |αiαi+m| < 1, for some finite K > 0, and lim supn→∞
αnn3/2 <∞.
(2) E(ϵk) = 0,E(ϵ2k ) = 1,E(ϵ8k ) <∞, k ∈ Z.
(3) The density function of X1 exists and is continuous.
Then we have
P

a−1n

max
0≤h≤dn
|ζn,h| − bn
 ≤ z→ exp(−e−z),
where dn = λ log n/ log log n, λ > 0 sufficiently small, an = (2 log dn)−1/2 and bn = (2 log dn)1/2− (8 log dn)−1/2(log log dn+
4π − 4).
Theorem 2.2 can be deduced by the following more general result, which can be viewed as a Berry–Esséen type result
for increasing dimension.
Theorem 2.3. Assume that the conditions of Theorem 2.2 hold. If dn = λ log n/ log log n with λ > 0 sufficiently small, then
lim
n→∞ supx1,...,xdn∈R
Pζn,1 ≤ x1, . . . , ζn,dn ≤ xdn− Pξ1 ≤ x1, . . . , ξdn ≤ xdn→ 0,
where {ξk}k∈N is the normalized Gaussian process appearing in (1.1).
Remark 2.4. Wedid not try formaximumgenerality in the above theorems; the assumption of linearity and the dependence
condition can be relaxed by using ideas from [18,19].
It is interesting that the same result (same growth rate for the dimension dn) was obtained in [14], if the process
{Xk}k∈Z is strongly mixing. This, however, is a fairly strong assumption, and is generally not true for linear processes, see
for instance [2].
As alreadymentioned, the proofs of the Theorems 2.2 and 2.3 are based on a general estimate for the rate of convergence
of the Cramér–Wold device. Loosely speaking, this quantitative Cramér–Wold device essentially tells us that the difference
of the distribution functions of two random vectors X = (X1, . . . , Xd) and Z = (Z1, . . . , Zd) is small, if the difference of the
distribution functions of the linear combinations s1X1+ · · · + sdXd and s1Z1+ · · · + sdZd, is small. For more details, we refer
to the next section.
3. A quantitative Cramér–Wold device
Given vectors s, t ∈ Rd, we denote the usual scalar product with sTt, and put |s| = √sTs. For a function f ∈ L2 or
f ∈ L1, we write F (f ) and ϕf simultaneously for the Fourier transform of f , and, given a random variable X , we write
ϕX (s) = E(exp(isX)).
Theorem 3.1. Let X = (X1, . . . , Xd) and Z = (Z1, . . . , Zd) be d-dimensional random vectors with mean 0 such that X has a
continuous density and Z is Gaussian. Assume E(XiXj) = φi,j, φi,i = 1, 1 ≤ i, j ≤ d, and put R =∑di,j=1 |φi,j|. Assume also that
sup
x
|PXj ≤ x− PZj ≤ x| ≤ X, 1 ≤ j ≤ d, (3.1)
and
sup
{x:|x|≥θ}
PsTX ≤ x− PsTZ ≤ x ≤ X, θ,X > 0, (3.2)
for all s = (s1, . . . , sd) withmax1≤i≤d |si| ≤ M. Then for any a ≥ 0 we haveP|X1| ≤ a, . . . , |Xd| ≤ a)− P|Z1| ≤ a, . . . , |Zd| ≤ a) ≤ ϵ = min{ϵ1, ϵ2},
where
ϵ1 = C(a+ d)d

MX+ θ + dM−1/4+ C exp(−a2/2)+ RM−1/2 exp(−M(√2R)−1),
ϵ2 = Xd+ Cd exp(−a2/2), (3.3)
with an absolute constant C.
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Remark 3.2. The condition that the density function of X exists can be weakened, but it simplifies the calculations
substantially and since Theorem 3.1 suffices for the purposes of the present paper, we will keep this condition. Also,
Theorem 3.1 can be modified for sets of the form
b1 ≤ X1 ≤ a1, . . . , bd ≤ Xd ≤ ad

,
which will be apparent from the proof.
Remark 3.3. Condition (3.1) is the Kolmogorov distance of the two random variables Xj, Zj, and it is contained in condition
(3.2) if θ = 0 andM ≥ 1. Also, note that the assumption of Gaussianity of the vector Z is not a necessity, and is only reflected
via the tail estimate given in (3.4). Thus, Theorem 3.1 can be adapted to non-Gaussian cases.
The classical Cramér–Wold device states that a sequence of real-valued d-dimensional vectorsXn = (X1,n, . . . , Xd,n) (here
d is fixed) converges in distribution to the vectorZ = (Z1, . . . , Zd), if and only if all the linear combinations s1X1,n+· · ·+sdXd,n
converge in distribution to s1Z1 + · · · + sdZd, a fact that can readily be proved via characteristic functions. Note that this
reduces the problem of establishing weak convergence inRd to establishing weak convergence inR and vice versa. The new
feature of Theorem 3.1 is that it gives an explicit upper bound for the approximation error in terms of the dimension d. This
allows us to treat cases where d = dn →∞, which is exactly the case encountered in Theorems 2.2 and 2.3. However, the
idea of reducing the dimension from d to one is also the main idea in the proof of Theorem 3.1.
The proof requires some preliminary results. Denote with FX (x) the distribution function of a random variable X , and
withΦ(x) the standard normal distribution function. We will use repeatedly the tail estimate
1− Φ(x) ≤ (2π)−1/2x−1 exp(−x2/2) (x > 0) (3.4)
and the fact that
|ϕX (1)− ϕY (1)| ≤ E(|X |)+ E(|Y |)+ 2

E(X2)+ E(Y 2)
≤ 2

E(X2)+

E(X2)+ E(Y 2)+

E(Y 2)

(3.5)
for any square integrable random variables X, Y . Wewill further use the following well-known connection between Fourier
transform and convolution.
Lemma 3.4. Let

hj(x)

1≤j≤d and f (x1, . . . , xd) be a collection of real valued, integrable functions such that their Fourier
transform is integrable. Put
T (y1, . . . , yd) =
∫
Rd
f (x1, . . . , xd)
h∏
j=1
hj(yj − xj)dx1, . . . , dxd.
Then we have
F (T )(s1, . . . , sd) = F (f )(s1, . . . , sd)
d∏
j=1
F (hj)(sj),
for any s1, . . . , sd, and in particular
sup
y1,...,yd
|T (y1, . . . , yd)| ≤ (2π)−d/2 ‖F (T )(s1, . . . , sd)‖1 a.s.
where ‖ · ‖1 denotes L1(−∞,∞) norm.
The next lemma is a continuity result.
Lemma 3.5. Under the conditions of Theorem 3.1 we haveP|X1| ≤ a1, . . . , |Xd| ≤ ad− P|X1| ≤ a1 + δ, . . . , |Xd| ≤ ad + δ ≤ C dX+ δ d−
j=1
exp(−a2j /2)

,
for ai > 0, 1 ≤ i ≤ d and δ ≥ 0, with an absolute constant C > 0.
Proof. First observe thatP|X1| ≤ a1, . . . , |Xd| ≤ ad− P|X1| ≤ a1 + δ, . . . , |Xd| ≤ ad + δ
≤
d−
j=1

P
−aj − δ ≤ Xj ≤ −aj+ Paj ≤ Xj ≤ aj + δ. (3.6)
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By assumption (3.1) of Theorem 3.1 and by properties of the Gaussian distribution function, this is smaller than
2dX+ C
d−
j=1

Φ(aj + δ)− Φ(aj)
 ≤ C dX+ δ d−
j=1
exp(−a2j /2)

. 
Proof of Theorem 3.1. The idea of the proof is to approximate the probabilities
P
−a ≤ X1 ≤ a, . . . ,−a ≤ Xd ≤ a) and P−a ≤ Z1 ≤ a, . . . ,−a ≤ Zd ≤ a)
using mollifiers (smooth truncation functions), and then estimate the various approximation errors with the help of Fourier
transforms. We will repeatedly use the fact that ϕsTX(1) = ϕX(s1, . . . , sd). Throughout this proof, C denotes absolute
constants that may vary from one formula to another.
Let us first establish the bound ϵ2, whose derivation is rather straightforward. We have thatP−a ≤ X1 ≤ a, . . . ,−a ≤ Xd ≤ a)− P−a ≤ Z1 ≤ a, . . . ,−a ≤ Zd ≤ a)
=
1− Pmax1≤j≤d |Xj| ≥ a− 1+ Pmax1≤j≤d |Zj| ≥ a

≤ d

max
1≤j≤d
P
|Xj| ≥ a+ max
1≤j≤d
P
|Zj| ≥ a .
By the assumptions and relation (3.4), we conclude that
d

max
1≤j≤d
P
|Xj| ≤ a+ max
1≤j≤d
P
|Zj| ≤ a ≤ CdX+ d exp(−a2/2),
which yields the claim. Unfortunately, establishing the bound ϵ1 is more involved. To this end, let BM := {x ∈ R1 : |x| ≤ M}
and denote 1BM (x)(x ∈ R1) and 1BM (x)(x ∈ Rd) the indicator function of BM and the indicator function of BM × · · · × BM ,
respectively. For any a > 0, put Ia(x) := 1[−a,a](x). Fix a > 0, let h = h(x1, . . . , xd) be a real-valued function, and define
Hh(y1, . . . , yd) :=
∫
Rd
Ia(y1 − x1)Ia(y2 − x2) . . . Ia(yd − xd)h(x1, . . . , xd)dx1, . . . , dxd.
Let f = fX1,...,Xd(x1, . . . , xd) and g = gZ1,...,Zd(z1, . . . , zd) be the density functions of X and Z. Clearly
P
−a ≤ X1 ≤ a, . . . ,−a ≤ Xd ≤ a) = ∫
[−a,a]d
fX1,...,Xd(x1, . . . , xd)dx1, . . . , dxd = Hf (0, . . . , 0),
and the same is valid for g . ThusP−a ≤ X1 ≤ a, . . . ,−a ≤ Xd ≤ a)− P−a ≤ Z1 ≤ a, . . . ,−a ≤ Zd ≤ a)
= Hf (0, . . . , 0)− Hg(0, . . . , 0) = Hf−g(0, . . . , 0) .
For some b > 0 we introduce the quantity
Jf−g(z1, . . . , zd) :=
∫
Rd
d∏
j=1
(2b)−1Ib(zj − yj)Hf−g(y1, . . . , yd)dy1, . . . , dyd.
Then we have the following bound for
Hf−g(0, . . . , 0):
Hf−g(0, . . . , 0) =

∫
Rd
d∏
j=1
(2b)−1Ib(−yj)Hf−g(0, . . . , 0)dy1, . . . , dyd

≤

∫
Rd
d∏
j=1
(2b)−1Ib(−yj)Hf−g(y1, . . . , yd)dy1, . . . , dyd
+ sup|yj|≤b,1≤j≤d Hf−g(y1, . . . , yd)− Hf−g(0, . . . , 0)
≤ Jf−g(0, . . . , 0)+ sup
|yj|≤b,1≤j≤d
Hf−g(y1, . . . , yd)− Hf−g(0, . . . , 0) .
By Lemma 3.5, we have
sup
|yj|≤b,1≤j≤d
Hf−g(y1, . . . , yd)− Hf−g(0, . . . , 0) ≤ C dX+ db exp(−a2/2) .
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Choosing b−1 = d, we obtain
sup
|yj|≤b,1≤j≤d
Hf−g(y1, . . . , yd)− Hf−g(0, . . . , 0) ≤ C dX+ exp(−a2/2) . (3.7)
Hence we need to study
Jf−g(0, . . . , 0) if b−1 = d. By Lemma 3.4, we have that
sup
z1,...,zd
Jf−g(z1, . . . , zd) ≤ (2π)−d/2 F Jf−g1
= (2π)−d/2
F (Hf−g) d∏
j=1
F

1
2b
Ib

1
= (2π)−d/2
F (f − g) d∏
j=1
F (Ia)(sj)
d∏
j=1
F

1
2b
Ib

1
= (2π)−d/2
F (f − g) d∏
j=1

F

1
2b
Ib

F (Ia)(sj)

1
:= Ωd. (3.8)
Notice that
|F (f − g)(sd)| ≤
F (f − g)(sd)1B√M (sd)+ F (f − g)(sd)1Rd\B√M (sd)
=
ϕsTd·X(1)− ϕsTd·Z(1) 1B√M (sd)+ |F (f − g)(sd)| 1Rd\B√M (sd)
:= A(sd)+ B(sd).
To treat A(sd), observe thatϕsdT·X (1)− ϕsTd·Z(1) ≤ Eexp(isTd · X)1BM (sTd · X)− Eexp(isTd · Z)1BM (sTd · Z)
+ Eexp(isTd · X)1R\BM (sTd · X)+ Eexp(isTd · Z)1R\BM (sTd · Z)
≤ Eexp(isTd · X)1BM (sTd · X)− Eexp(isTd · Z)1BM (sTd · Z)
+ PsTd · X ∈ R \ BM+ PsTd · Z ∈ R \ BM
:= C(sd)+ D(sd)+ E(sd).
Let Bθ,M := {x | θ ≤ |x| ≤ M}. Then by Lemma 3.5, we have that
C(sd) =
Eexp(isTd · X)1BM (sdT · X)− Eexp(isTd · Z)1BM (sTd · Z)
≤ Eexp(isTd · X)1Bθ (sTd · X)− Eexp(isTd · Z)1Bθ (sTd · Z)
+ Eexp(isTd · X)1Bθ,M (sTd · X)− Eexp(isTd · Z)1Bθ,M (sTd · Z)
≤ 8θ + Eexp(isTd · X)1Bθ,M (sTd · X)− Eexp(isTd · Z)1Bθ,M (sTd · Z)
:= 8θ + F(sd).
Put
µsd(u) := P

0 ≤ sTd · X ≤ u
− P0 ≤ sTd · Z ≤ u = FsTd·X(u)− FsTd·Z(u).
By the conditions of Theorem 3.1, this gives us the following bound for F(sd)
F(sd) =

∫
BM,θn

cos u+ i sin udFsdT·X (u)− FsdT·Z (u)

≤
4M−
j=1
∫ (j+1)π/2
jπ/2
sin xµsd(dx)
+ ∫ (j+1)π/2
jπ/2
cos xµsd(dx)
+ ∫ π/2
θ
sin xµsd(dx)
+ ∫ π/2
θ
cos xµsd(dx)
 .
For a continuous random variable θ ≤ U ≤ π/2, an application of integration by parts gives us∫ π/2
θ
cos xdFU(x) = − cos θFU(θ)+ cosπ/2FU(π/2)−
∫ π/2
θ
FU(x)d cos x
= − cos θFU(θ)+
∫ π/2
θ
FU(x) sin xdx.
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Since | cos x| and | sin x| are bounded by one, we obtain from the conditions of Theorem 3.1 and integration by parts∫ π/2
θ
cos xµsd(dx)
 ≤ C Pθ ≤ sTd · X ≤ π/2− Pθ ≤ sTd · Z ≤ π/2
≤ CX.
Similarly, one obtains the same bound for
 (j+1)π/2
jπ/2 cos xµsd(dx) and
 (j+1)π/2
jπ/2 sin xµsd(dx) for 1 ≤ j ≤ M , hence we obtain
F(sd) ≤ CMX.
In order to treat D(sd) and E(sd), notice that the assumptions of Theorem 3.1 give us
|E(sd)− D(sd)| ≤ CX.
On the other hand, using Lemma 3.4, we get
1B√M (sd)E(sd) ≤ supsd∈B√M

2σ 2sd
π
M−1 exp(−M2(2σ 2sd)−1)
≤

2R2dM
πM2
exp(−M(√2Rd)−1)
≤

2R2d
πM
exp(−M(√2Rd)−1) := G,
where σ 2sd =
∑d
i,j=1 sjsiρi,j ≤ Rd sup1≤i≤d |si|2. Hence we obtain
1B√M (sd)|E(sd)+ D(sd)| ≤ 2G+ CX,
and thus
A(sd) ≤ C (M X+ θ + G+X) 1B√M (sd).
Continuing in Eq. (3.8), we obtain
Ωd = (2π)−d/2
F (f − g) d∏
j=1

F

1
2b
Ib

F (Ia)(sj)

1
≤ (2π)−d/2
An(sd)+ Bn(sd) d∏
j=1

F

1
2b
Ib

F (Ia)(sj)

1
≤ (2π)−d/2
1B√M (sd) d∏
j=1

F

1
2b
Ib

F (Ia)(sj)

1
C (MX+ θ + G)
+ (2π)−d/2
 d∏
j=1

F

1
2b
Ib

F (Ia)(sj)

1Rd\B√M (sd)Bn(sd)

1
.
Since F (Ia)(s) = (2 sin as)s−1, we obtain
(2π)−d/2
 d∏
j=1
1B√M (sd)

F

1
2b
Ib

F (Ia)(sj)

1
≤
d∏
j=1
 sin bsj sin asjbs2j

1
≤ Ca+ b−1d,
and similarly, since |Bn(s)| ≤ 2,
(2π)−d/2
 d∏
j=1
1Rd\B√M (sd)Bn(sd)

F

1
2b
Ib

F (Ia)(sj)

1
≤ Cd‖(bs2)−11R\B√M (s)‖1
d∏
j=2
 sin bsj sin asjbs2j

1
≤ Cd(b−1 + a)dM−1/2.
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Piecing everything together, we obtain the bound
Ωn,d ≤ C(b−1 + a)d

MX+ θ + G+X+ dM−1/2
≤ C(a+ d)d MX+ θ + G+X+ dM−1/2 ,
which completes the proof. 
4. Normal approximation
Let
Sn,h = n−1/2
n−h
k=0

XkXk+h − φh

(1 ≤ h ≤ dn), Sn =
dn−
h=0
shSn,h (4.1)
with some sequence dn → ∞ of positive integers and real coefficients sh. In this section we prove, under suitable
assumptions, a normal approximation for the r.v.’s Sn,h, 1 ≤ h ≤ dn and Sn. Using the quantitative Cramér–Wold device
obtained in the previous section, itwill then follow that the distribution ofXn = (Sn,1, . . . , Sn,dn) is close to the distribution of
a Gaussian vector Zn = (Zn,1, . . . , Zn,dn), with the same covariance structure. In Section 5 we will show that the distribution
of Zn converges to the finite dimensional distributions of a Gaussian process {ξk}k∈Z and using the extremal theory of
Gaussian processes, Theorem 2.2 will follow.
Theorem 4.1. Let Xk =∑∞i=0 αiϵk−i, k ∈ Z be a linear process such that the ϵi are i.i.d. random variables and
(i)
∑∞
i=0
∑∞
j=i α
2
j <∞,
(ii) E(ϵ1) = 0,E(ϵ21) = 1,E

ϵ81

<∞.
Let dn → ∞,Mn → ∞, θn → 0 be positive sequences satisfying d4nM4n = O

nr

, 0 < r < 1/2 and assume
also max0≤h≤dn |sh| ≤ Mn. Then there exist a Gaussian random variable Zn with Var(Zn) = Var(Sn) and a Gaussian vector{Zn,h, 1 ≤ h ≤ dn} with the same covariance structure as {Sn,h, 1 ≤ h ≤ dn} such that
sup
{x:|x|≥θn}
|PSn ≤ x− PZn ≤ x| ≤ C n−1/10+r + n−1/2θ−2n  ,
sup
x
|PSn,h ≤ x− PZn,h ≤ x| ≤ C n−1/10+r , 0 ≤ h ≤ dn.
Proof. The proof is based on martingale approximation and an estimate of the speed of convergence in the martingale CLT
by Heyde and Brown [6]. Denote with Gi = σ(ϵk, k ≤ i) the σ -algebra generated by the innovations {ϵk}k≤i. For the proof,
it is convenient to introduce the following projection operator
PiX = E

X |Gi
− EX |Gi−1.
For j < k, put
Xk := X (k≤j)k + X (k>j)k = X (k<j)k + X (k=j)k + X (k>j)k
=
∞−
i=0
αk−j+iϵj−i +
k−j−1
i=0
αiϵk−i
=
∞−
i=0
αk−j+1+iϵj−i−1 + αk−jϵj +
k−j−1
i=0
αiϵk−i.
Note that for h ≥ 0,
PiXkXk+h = X (k=i)k X (k+h=i)k+h − E

X (k=i)k X
(k+h=i)
k+h
+ X (k=i)k X (k+h<i)k+h + X (k<i)k X (k+h=i)k+h . (4.2)
For fixed n, we introduce the martingale
Ml :=
∞−
k=1
d−
h=1
sh

E

XkXk+h|Gl
− EXkXk+h|G0, l ≥ 0,
and the process
Rl :=
∞−
k=l+1
d−
h=1
sh

E

XkXk+h − φh|Gl

, l ≥ 0.
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Thus, we obtain the decomposition
Sn = Mn + R0 − Rn+d.
Note that by stationarity, for k ≥ 0 it holds that
‖Rk‖22 = ‖R0‖22,
and using (4.2) in connection with Assumption (i), (ii), we obtain
‖Rk‖22 = ‖R0‖22 ≤ Cd2 max1≤h≤d |sh|
2 = Onr/2. (4.3)
For the martingale differencesMl −Ml−1, we have that
1Ml = Ml −Ml−1 =
∞−
i=l−d
Pl
 d−
h=1
shXiXi+h

,
in particular, proceeding as in the case of the process {Rl}l∈N, we have that
‖1Ml‖44 ≤ Cd4 max1≤h≤d |sh|
4. (4.4)
In addition, we put
σn,d :=
n−
l=1
E

1M2l

. (4.5)
For computational reasons, we now introduce the martingales Nnl , defined as
Nnl :=
n−
k=1
E

1M2k − E(1M2k )|Gl

,
and the corresponding martingale differences
1Nnl = Nnl − Nnl−1 =
n−
i=l
Pl

1M2i

.
For a discrete time martingale {Mk}k∈N, denote with
[M,M]k :=
k−
l=0
1M2l
the square bracket of a martingale. Using the L2 orthogonality of the martingale differences, we then have that
‖[M,M]n − E
[M,M]n‖22 = ‖Nnn‖22 =
 n−
k=0
1Nnk

2
2
=
n−
k=0
‖1Nnk ‖22
=
n−
k=0
 n−
i=0
Pk

1M2i

2
2
=
n−
k=0
n−
i=0
‖Pk

1M2i
‖22.
Proceeding as in the case of the process {Rl}l∈N, one readily computes that
∞−
i=0
1M2i 22 ≤ Cd4 max1≤h≤d |sh|4. (4.6)
It now follows from [6, Theorem], that
sup
x∈R
Pσ−1/2n,d Mn ≤ x− Φ(x) ≤ Cσ−1n,d d4 max1≤h≤d |sh|41/5. (4.7)
Wewill now show that we can essentially replaceMn with Sn,d in (4.7). To this end, let γn be a positive, monotone decreasing
sequence. For a random variable U , we define the following sets:
AU := {ω| |U(ω)| ≤ γn},
A+U := A ∩ {ω|U(ω) ≥ 0},
A−U := A ∩ {ω|U(ω) < 0}.
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For a random variable V , we now have thatPV + U ≤ x− PV ≤ x ≤ P{x− U ≤ V ≤ x} ∩ AU+ PAcU
≤ P{x− U ≤ V ≤ x} ∩ A+U + P{x ≤ V ≤ x− U} ∩ A−U + PAcU
≤ P{x− γn ≤ V ≤ x} ∩ A+U + P{x ≤ V ≤ x+ γn} ∩ A−U + PAcU
≤ Px− γn ≤ V ≤ x+ Px ≤ V ≤ γn + x+ PAcU
≤ 2Px− γn ≤ V ≤ x+ γn+ PAcU.
The Markov inequality yields
P

Ac
 ≤ EU2
γ 2n
,
hence, substituting U = σ−1/2n,d (R0 − Rn+d), V = σ−1/2n,d Mn, we obtainPσ−1/2n,d Sn ≤ x− Pσ−1/2n,d Mn ≤ x ≤ 2Px− γn ≤ σ−1/2n,d Mn ≤ x+ γn+ Cγ 2n σn,d . (4.8)
According to (4.7), the above is smaller than
C

σ−1n,d d
4 max
1≤h≤d
|sh|4
1/5 + 2 sup
x∈R,
|y|≤γn
|Φ(x− y)− Φ(x+ y)| + C
γ 2n σn,d
≤ Cσ−1n,d d4 max1≤h≤d |sh|41/5 + 4γn + Cγ 2n σn,d .
By equating the last two terms, we obtain γn = σ−1/3n,d , hence
sup
x∈R
Pσ−1/2n,d Sn ≤ x− Φ(x) ≤ Cσ−1n,d d4 max1≤h≤d |sh|41/5. (4.9)
We will now consider the two cases Var(Sn) ≤ n2/3 and Var(Sn) > n2/3. In the first case, note that
sup
{x| |x|≥θn}
Pn−1/2Sn ≤ x− PZn ≤ x = sup
{x|x≥θn}
Pn−1/2Sn > x− PZn > x
+ sup
{x|−x≥θn}
Pn−1/2Sn ≤ x− PZn ≤ x
≤ 4Var(Sn)n
−1
θ2n
≤ 4n−1/3θ−2n .
In order to treat the second case, by the Cauchy–Schwarz inequality, we haveVar(Sn)− σn,d ≤ VarR0 − Rn+d+ 2VarR0 − Rn+dVar(Sn),
which implies that σn,d ≥ Cn2/3. Put
∆n,d := σ−1n,d

Var

R0 − Rn+d
+ 2VarR0 − Rn+dVar(Sn) , (4.10)
and note that∆n,d = O

n−1/3+r/4

. In addition, one readily verifiesVar(Sn)1/2σ−1/2n,d − 1 ≤ ∆n,d. (4.11)
This gives us the following bound
sup
{x| |x|≥θn}
Pn−1/2Sn ≤ x− PZn ≤ x ≤ Cσ−1n,d d4 max1≤h≤d |sh|41/5
+ sup
{x| |x|≥θn}
Φxn1/2σ−1/2n,d − Φxn1/2Var(Sn)−1/2 .
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Due to (4.11), we have
sup
{x| |x|≥θn}
Φxn1/2σ−1/2n,d − Φxn1/2Var(Sn)−1/2
≤ sup
{x| |x|≥θn}
sup
{y| |y|≤∆n,d}
Φxn1/2Var(Sn)−1/2− Φ(x+ y)n1/2Var(Sn)−1/2 ,
and since∆n,dn1/2Var(Sn)−1/2 = O(n−1/6+r/4), this is further smaller thanΦ(0)− Φ(Cn−1/6) ≤ Cn−1/6+r/4.
Piecing everything together, we obtain
sup
{x| |x|≥θn}
Pn−1/2Sn ≤ x− PZn ≤ x ≤ C n−1/10+r + n−1/6+r/4 + n−1/2θ−2n 
≤ C n−1/10+r + n−1/3θ−2n  .
It is clear that from the previous computations, we also have that
sup
x
Pn−1/2Sn,h ≤ x− PZn,h ≤ x ≤ C n−1/10+r , 0 ≤ h ≤ d,
which completes the proof. 
5. Proof of the theorems
For the proof of the Theorems 2.1–2.3, we require some additional results (Lemmas 5.1, 5.2 and 5.4 and Corollary 5.3),
whose proof will be given at the end of this section.
Lemma 5.1. Let Zn, Z be mean zero Gaussian random variables such that
|Var(Zn)− Var(Z)| ≤ n−q, q > 0.
Then for any θn > 0
sup
{x| |x|≥θn}
PZn ≤ x− PZ ≤ x ≤ C n−q/2θ−2n  .
Let Sn,h be defined by (4.1), put ρn,i,j = Cov(Sn,i, Sn,j), ρi,j = limn Cov(Sn,i, Sn,j), and rn := sup|i−j|≥n |ρi,j|, provided the
limit exists.
Lemma 5.2. Let λ > 0, dn = λ log n/(log log n), let {Xk}k∈Z be a linear process satisfying the conditions of Theorem 4.1. Then
the limit ρk,l exists for all k, l ∈ N and
(a) max0≤k,l≤dn |ρn,k,l − ρk,l| = O

n−2/3

,
(b) min0≤k≤dn |ρn,k,k| ≥ c > 0,
(c) rn(log n)3 → 0,
(d)
∑
1≤k,l≤n |ρk,l| = O(n).
Corollary 5.3. Let {Xk}k∈Z be a linear process satisfying the conditions of Theorem 4.1. Assume in addition that
• max0≤h≤dn |sh| ≤ Mn,
• d2nM2n = O

nr

, 0 < r < 1/6.
Then we have
sup
{x| |x|≥θn}
Pn−1/2Sn ≤ x− PZdn ≤ x ≤ C n−1/10+r + n−1/4θ−2n  ,
where Sn is as in Theorem 4.1, and Zdn is a mean zero Gaussian random variable with Var(Zdn) =
∑dn
i,j=0 sisjρi,j.
The following result is a key ingredient, and is due to Deo and can be found in [7, Theorem 1].
Lemma 5.4. Let {ξi}i∈N be Gaussian process, where E(ξi) = 0,E(ξ 2i ) = 1 for all i ∈ N. Put φi,j = Cov(ξi, ξj), rn := sup|i−j|≥n|φi,j|, and let r1 < 1. Assume that one of the following two conditions is satisfied:
(a)
∑∞
n=1 r2n <∞.
(b) For some β > 0, rn(log n)2+β → 0.
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Then it holds
P

a−1n

max
1≤h≤n
|ξh| − bn
 ≤ z→ exp(−e−z),
where an = (2 log n)−1/2 and bn = (2 log n)1/2 − (8 log n)−1/2(log log n+ 4π − 4).
Proof of Theorem 2.2. In this proof, C always denotes a generic, positive constant, that may vary from one formulae to
another.Wewill only consider the case of z ≥ 0, the other case z < 0 follows in the samemanner. Put σn,h = Var(Sn,h), σh =
Var(ξh), and
Ψn(z) := P

a−1n

max
0≤h≤d
σ
−1/2
n,h
Sn,h− bn ≤ z ,
Φn(z) := P

a−1n

max
0≤h≤d
σ
−1/2
h |ξh| − bn
 ≤ z ,
Ψn(A(n)) := P

σ
−1/2
n,1
Sn,1 ≤ A(n), . . . , σ−1/2n,d Sn,dn  ≤ A(n),
Φn(A(n)) := P

σ
−1/2
1 |ξ1| ≤ A(n), . . . , σ−1/2d |ξd| ≤ A(n)

,
where {ξh}h∈N is a mean zero Gaussian process with Cov(ξi, ξj) = ρi,j, i, j ≥ 0. Put A(n) = zan + bn, θn = n−1/24, p =
min{1/10 − r, 1/48} and M(n) = np/4, and note that d4nM(n)4 = n3p/2 ≤ n1/8. Then by Corollary 5.3 and Theorem 3.1 we
have
|Ψn(z)− Φn(z)| = |Ψn(A(n))− Φn(A(n))| = O(1), (5.1)
hence it suffices tho show that
Φn(z)→ exp(−e−z).
Per assumption, we have
∑∞
i=0 |αiαi+h+m| <
∑∞
i=0 |αiαi+m|, hence using similar arguments as in the proof of Lemma 5.2 we
obtain
sup
k,l:|k−l|=1
(σkσl)−1ρk,l < 1,
thus the claim follows from Lemmas 5.2 and 5.4. 
Proof of Theorem 2.1. Put σn,h = Var(Sn,h), σh = Var(ξh), and denote withL(., .) the Lévy distance, i.e.
L(X, Y ) = inf{ϵ > 0 : F(x) ≤ G(x+ ϵ)+ ϵ and G(x) ≤ F(x+ ϵ)+ ϵ, for all x},
where F and G are distribution functions of the r.v. X and Y . By assumption, we have
n−1/2
φ0,φ1, . . . ,φdT − φ0, φ1, . . . , φdT d−→ {ξh}0≤h≤d
for any finite d ∈ N, where {ξh}h∈N is a mean zero Gaussian process. On the other hand, it follows from Lemma 5.4 that
P

a−1n

max
0≤h≤n
σ
−1/2
h |ξh| − bn
 ≤ z→ exp(−e−z),
where an = (2 log n)−1/2 and bn = (2 log n)1/2−(8 log n)−1/2(log log n+4π−4). Let V be a r.v. with cdf F(z) = exp(−e−z),
and put
EX,dn = a−1dn

max
0≤h≤dn
σ
−1/2
dn,h
Sndn ,h− bdn,
Eξ,dn = a−1dn

max
0≤h≤dn
σ
−1/2
h |ξh| − bdn

.
Then for any ϵ > 0, we can chose a dn and a corresponding ndn such that
L

V , EX,dn
 ≤ L V , Eξ,dn+L EX,dn , Eξ,dn ≤ ϵ,
hence the claim follows. 
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Proof of Theorem 2.3. Let A(n)d =

1 ≤ j ≤ d | |xj| ≥ log n

, 1 ≤ j ≤ d and denote with |A(n)d | the cardinality of the set
A(n)d . Note that the sets A
(n)
d may substantially vary for each d. Let A
(n),c
d be the complement of A
(n)
d with respect to the total
set {1, . . . , d}. We then haveP
 
j∈A(n),cd
{ζn,j ≤ xj} ∩

j∈A(n)d
{ζn,j ≤ xj}

− P
 
j∈A(n),cd
{ζn,j ≤ xj}

≤
−
j∈A(n)d
P

ζn,j > |xj|
 ≤ Xd+ Cd exp−(log n)2/2,
and the same bound is valid for the vector

ξ1, . . . , ξd
T . Since dn = O(log n), the above bound converges to zero as n
increases, hence it suffices to establish the claim for max1≤j≤d |xj| ≤ log n. To this end, note that under the assumptions of
Theorem 3.1 we have the more general conclusionP−b < ζn,1 ≤ x1, . . . ,−b < Xd ≤ xd− P−b < ξ1 ≤ x1, . . . ,−b < ξd ≤ xd
≤ C(x+ b+ d log d)d MX+ θ + dM−1/4+ RM−1/2 exp(−M(√2R)−1)
+ Cd−1
d−
j=1
exp(−x2j /2) := ϵ, (5.2)
where x = maxj{xj}. In addition, observe thatPζn,1 ≤ x1, . . . , Xd ≤ xd)− P−b < ζn,1 ≤ x1, . . . ,−b < Xd ≤ xd)
≤ d max
1≤j≤d
P
|Xj| ≥ b ≤ dX+ CdP|Zj| ≥ b
≤ Cd X+ exp(−b2/2) .
We choose now d = dn = λ log n/ log log n, λ > 0 and b = bn = dn log dn. Suppose now that
lim sup
d→∞
d−1
d−
j=1
exp(−x2j /2) = 0. (5.3)
Then by virtue of Theorem 4.1 and arguing as in the proof of Theorem 2.2, one easily verifies that limn→∞ ϵn = 0 and
limn→∞ dnXn+dn exp(−b2/2n ) = 0 for appropriately increasing sequencesXn, θ−1n ,Mn and sufficiently small λ > 0, where
ϵn is the quantity in formula (5.2) with variable parameters dn,Xn,Mn, Rn, θn. This leaves us to consider the casewhere (5.3)
is violated. This implies that we must have
lim sup
d→∞
d−1
d−
j=1
exp(−x2j /2) ≥ δ > 0. (5.4)
Define the sets B(n)d =

1 ≤ j ≤ d | exp(−x2/2j ) ≥ δ/2

, and note that these sets may substantially differ for each d. Due
to (5.4), we have that |B(n)d | → ∞ as n (and hence also d) increases, where |B(n)d | denotes the cardinality of the set. We thus
obtainPζn,1 ≤ x1, . . . , ζn,d ≤ xd)− Pξ1 ≤ x1, . . . , ξd ≤ xd)
≤ P

j∈B(n)d
{ζn,j ≤ xj}

+ P

j∈B(n)d
{ξj ≤ xj}

≤ P

j∈B(n)d

ζn,j ≤
−2 ln δ/2+ P
j∈B(n)d

ξj ≤
−2 ln δ/2.
Since |B(n)d | → ∞ as n (and hence also d) increases, [8, Theorem] implies that P

j∈B(n)d

ξj ≤ √−2 ln δ/2
 → 0. On
the other hand, it follows from the proof of Theorem 2.1 that there exists a sequence of subsets B(n),∗d ⊂ B(n)d , such that
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limn |B(n),∗d | → ∞ and
lim
n
P
 
j∈B(n),∗d

ζn,j ≤
−2 ln δ/2− P 
j∈B(n),∗d

ξj ≤
−2 ln δ/2
→ 0.
Since P

j∈B(n)d

ζn,j ≤ √−2 ln δ/2
 ≤ Pj∈B(n),∗d ζn,j ≤ √−2 ln δ/2

, we conclude that
lim
n
Pζn,1 ≤ x1, . . . , ζn,d ≤ xd)− Pξ1 ≤ x1, . . . , ξd ≤ xd) = 0,
if (5.3) is violated. Piecing everything together, the claim follows. This completes the proof of Theorem 2.3. 
Proof of Lemma 5.1. Put σn = Var(Zn), σ = Var(Z), rn := |σn − σ | , L := rn/(σσn), and
φσ (x) = (
√
2πσ)−1/2 exp(−x2/(2σ)).
Then ∫ ∞
0

(
√
2πσ)−1/2 exp(−x2/(2σ))− (2πσn)−1/2 exp(−x2/(2σn)) dx
≤
∫ ∞
0
ϕσ (x)

1+ rn
σn
exp(x2rn/(σσn))− 1 dx+ 1+ rnσn − 1

≤ rnσ−1n +1+ rnσn
∫ L−1
0
ϕσ (x)x2Ldx+ 2
∫ ∞
L−1
ϕσ (x) exp(x2L)dx

≤ rnσ−1n +1+ rnσn

σ L+ (1− 2σσ−1n L)
∫ ∞
L−1
ϕσ (x)dx

:= A. (5.5)
If we have that σn ≥ 2√rn = 2n−q, q > 0, an application of Lemma 3.4 gives the following upper bound for A.
A ≤ 4
√
rn +
∫ ∞
L−1
ϕσ (x)dx

≤ 5√rn = 5n−q/2.
On the other hand, if σn < 2
√
rn, we obtain as in the proof of Theorem 4.1
sup
{x| |x|≥θn}
PZn ≤ x− PZ ≤ x ≤ C √rnθ−2n  ,
which completes the proof. 
Proof of Lemma 5.2. Put E(ϵ4) = η and letΛn,h = n−1/2∑nj=0XjXj+h − φh. Since dn = O(log n), we have that
E

Sn,k, Sn,l
 = EΛn,k,Λn,l+ O n−1(log n)2
= EΛn,k,Λn,l+ O n−2/3 ,
and it thus suffices to consider E(Λn,k,Λn,l). Due to [5, Section 7.2], it holds that
E

Λn,k,Λn,l
 = −
|m|<n
n− |m|
n
Tm, (5.6)
where
Tm = φmφm+k−l + φm+kφm−l + (η − 3)
−
i
αiαi+kαi+mαi+m+l.
In particular, it holds that
ρk,l = lim
n
ρn,k,l = (η − 3)φkφl +
∞−
m=−∞

φmφm+k−l + φm+kφm−l

. (5.7)
We will now show (a). Since∫ ∞
1
1
x(x+m)3/2dx = O (m√m)−1 , (5.8)
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we have that
φm =
∞−
i=0
αiαi+m = O

(m
√
m)−1

. (5.9)
We thus obtain for 0 ≤ k, l ≤ dn−
|m|>n1/3

φmφm+k−l + φm+kφm−l
 = O n−2/3 .
Using this, we obtain for 0 ≤ k, l ≤ dn the decomposition
ρk,l =
∞−
|m|=0
Tm =
−
|m|≤n1/3
Tm + O

n−2/3

, (5.10)
which yields
max
0≤k,l≤dn
|ρn,k,l − ρk,l| = O

n−2/3

,
and thus (a). (b) follows from (5.6), while (c) follows from (5.7) and (5.8). Finally, (d) follows from (5.7) and (5.8). 
Proof of Corollary 5.3. By [19, Theorem 1], we have for any fixed d ∈ N, that
Sn,h

0≤h≤d
d−→ {ξh}0≤h≤d,
where {ξh}0≤h≤d is a Gaussian process with Cov(ξi, ξj) = ρi,j, 0 ≤ i, j ≤ d. Put Sn,h,s = n−1/2∑nk=0 shXkXk+h − φh, and
ξh,s = shξh, where max0≤h≤d |sh| ≤ M . Then Lemma 5.2 impliesVar
 d−
h=0
Sn,h,s

− Var
 d−
h=0
ξh,s
 ≤ n−2/3d2M2 ≤ n−1/2,
and the claim follows from Lemma 5.1 and Theorem 4.1. 
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