The goal of this paper is to show that a single robust estimator of the mean of a multivariate Gaussian distribution can enjoy five desirable properties. First, it is computationally tractable in the sense that it can be computed in a time which is at most polynomial in dimension, sample size and the logarithm of the inverse of the contamination rate. Second, it is equivariant by translations and orthogonal transformations. Third, it has a high breakdown point equal to 0.5, and a nearly-minimax-rate-breakdown point approximately equal to 0.28. Fourth, it is minimax rate optimal when data consist of independent observations corrupted by adversarially chosen outliers. Fifth, it is asymptotically optimal when the rate of contamination tends to zero. The estimator is obtained by an iterative reweighting approach. Each sample point is assigned a weight that is iteratively updated using a convex optimization problem. We also establish a dimension-free non-asymptotic risk bound for the expected error of the proposed estimator. It is the first of this kind results in the literature and involves only the effective rank of the covariance matrix.
the contamination. Recent advances in data acquisition and computational power provoked a revival of interest in robust estimation and learning, with a focus on finite sample results and computationally tractable procedures. This was in contrast with more traditional studies analyzing asymptotic properties of statistical methods. This paper builds on recent advances made in robust estimation and suggests a procedure that has attractive properties both from asymptotic and finite-sample points of view. Furthermore, it is computationally tractable and its statistical complexity depends optimally on the dimension. As a matter of fact, we even show that what really matters is the intrinsic dimension, defined in the Gaussian model as the effective rank of the covariance matrix.
Note that in the framework of robust estimation, the high-dimensional setting is qualitatively different from the one dimensional setting. This qualitative difference can be seen at two levels. First, from a computational point of view, the running time of several robust methods scales poorly with dimension. Second, from a statistical point of view, while a simple "remove than average" strategy might be successful in low-dimensional setting, it can easily be seen to fail in the high dimensional case. Indeed, Assume that ε ∈ (0, 1/2) and n ∈ N are two numbers and the data consist of n(1−ε) points (inliers) drawn from a p-dimensional Gaussian distribution N p (0, I p ) (where I p is the p × p identity matrix) and εn points (outliers) equal to a given vector u. A simple strategy consists in removing all the points of Euclidean norm larger than 2 √ p and averaging all the remaining points. If the norm of u is equal to √ p, one can check that the distance between this estimator and the true mean µ = 0 is of order p/n + ε u 2 = p/n + ε √ p. This error rate is provably optimal in the small dimensional setting p = O(1), but sub-optimal as compared to the optimal rate p/n + ε. The reason of sub-optimality is that the individually harmless outliers, lying close to the point cloud, have a strong joint impact on the quality of estimation.
We leave a review of the relevant prior work to Section 4 and provide here a summary of our contributions. In the context of a data set subject to a fully adversarial corruption, we introduce a new estimator of the Gaussian mean that enjoys the following properties (the precise meaning of these properties is given in the next section):
• it is computable in polynomial time,
• it is equivariant with respect to translations and orthogonal transforms,
• it has a high (minimax) breakdown point: ε * = (5 − √ 5)/10 ≈ 0.28, • it is minimax-rate-optimal, up to a logarithmic factor, • it is asymptotically efficient when the rate of contamination tends to zero, • for inhomogeneous covariance matrices, it achieves a better sample complexity than all the other previously studied methods.
The rest of this paper is organized as follows. We complete this introduction by introducing main notations used throughout the paper. The next section presents the setting and provides the definitions of the properties of robust estimators such as rate optimality or breakdown point. The iteratively reweighted mean estimator is introduced in Section 3. This section contains also the main facts characterizing the iteratively reweighted mean estimator along with their proofs. A detailed discussion of relations to prior work is included in sec:discuss. Section 5 is devoted to formal statements of the main building blocs of the proofs. Postponed proofs are gathered in Section 6.
For any vector v, we use the norm notations v 2 for the standard Euclidean norm, v 1 for the sum of absolute values of entries and v ∞ for the largest in absolute value entry of v. We denote by ∆ n−1 and by S n−1 , respectively, the probability simplex and the unit sphere in R n . For any symmetric matrix M, λ max (M) is the largest eigenvalue of M, while λ max,+ (M) is its positive part. The operator norm of M is denoted by M op . We will often use the effective rank r M defined as Tr(M)/ M op . Finally, for a rectangular p × n matrix A, we let s min (A) and s max (A) be the smallest and the largest singular values of A defined respectively as s min (A) = inf v∈S n−1 Av 2 and s max (A) = sup v∈S n−1 Av 2 . The set of all p × p positive semidefinite matrices is denoted by S p + .
2. Desirable properties of a robust estimator. We consider the setting in which the sample points are corrupted versions of independent and identically distributed random vectors drawn from a p-variate Gaussian distribution with mean µ * and covariance matrix Σ.
In what follows, we will assume that the rate of contamination and the covariance matrix are known and, therefore, can be used for constructing an estimator of µ * . A discussion on the possible relaxation of this assumption is included in Section 4.
Definition 1. We say that the distribution P n of data X 1 , . . . , X n is Gaussian with adversarial contamination, denoted by P n ∈ GAC(µ * , Σ, ε) with ε ∈ (0, 1/2) and Σ 0, if there is a set of n independent and identically distributed random vectors Y 1 , . . . , Y n drawn from N p (µ * , Σ) satisfying
In what follows, the sample points X i with indices in the set O = {i : X i = Y i } are called outliers, while all the other sample points are called inliers. Assumption GAC allows both the set of outliers O and the outliers themselves to be random and to depend arbitrarily on the values of Y 1 , . . . , Y n . In particular, we can consider a game in which an adversary has access to the clean observations Y 1 , . . . , Y n and is allowed to modify an ε fraction of them before unveiling to the Statistician. The Statistician aims at estimating µ * as accurately as possible, the accuracy being measured by the expected estimation error:
Thus, the goal of the adversary is to apply a contamination that makes the task of estimation the hardest possible. The goal of the Statistician is to find an estimator µ n that minimizes the worst-case risk
Let r Σ = Tr(Σ)/ Σ op be the effective rank of Σ. Using the theory developed by (Chen et al., 2016 (Chen et al., , 2018 , one can check that
for some constant c > 0, where the infimum is over all measurable functions of (X 1 , . . . , X n ). This naturally leads to the following definition.
Definition 2. We say that the estimator µ n is minimax rate optimal (in expectation), if there are universal constants c 1 , c 2 and C such that
for every (p, n, ε) satisfying p ≤ c 1 n and ε ≤ c 2 .
The iteratively reweighted mean estimator, introduced in the next section, is not minimax rate optimal but is very close to being so. Indeed, we will prove that it is minimax rate optimal up to a log(1/ε) factor. It should be stressed here that, to the best of our knowledge, none of the results on robust estimation of the Gaussian mean provides rate-optimality in expectation in the high-dimensional setting. Indeed, all those results provide risk bounds that hold with high probability, and either (a) do not say anything about the magnitude of the error on a set of small but strictly positive probability or (b) use the confidence parameter in the construction of the estimator. Both of these shortcomings prevent from extracting bounds for expected loss from high-probability bounds.
Definition 3. We say that µ n is an asymptotically efficient estimator of µ * , if when ε = ε n tends to zero sufficiently fast, as n tends to infinity, we have such that
One can infer from (1) that a necessary condition for the existence of asymptotically efficient estimator is ε 2 n = o(r Σ /n). We show in the next section that this condition is almost sufficient, by proving the the iteratively reweighted mean estimator is asymptotically efficient provided that ε 2 n log(1/ε n ) = o(r Σ /n). The last notion that we introduce in this section is the breakdown point, the term being coined by Hampel (1968) , see also (Donoho and Huber, 1983) . Roughly speaking, the breakdown point of a given estimator is the largest proportion of outliers that the estimator can support without becoming infinitely large.
Definition 4. We say that ε * n ∈ [0, 1/2] is the (finite-sample) breakdown point of the estimator µ n , if
∀ε < ε * n and R max ( µ n , Σ, ε) = +∞, for every ε > ε * n .
One can check that the breakdown points of the componentwise median and the geometric median (see the definition of µ GM n in (3) below) are equal to 1/2. Unfortunately, the minimax rate of these methods is strongly sub-optimal, see (Chen et al., 2018, Prop. 2.1) and (Lai et al., 2016, Prop. 2.1) . The breakdown point of Tukey's median is equal to 1/3 (Donoho and Gasko, 1992) . This notion of breakdown point, well adapted to estimators that do not rely on the knowledge of ε, becomes less relevant in the context of known ε. Indeed, if a given estimator µ n (ε) is proved to have a breakdown point equal to 0.1, one can consider instead the estimator µ n (ε) = µ n (ε)1(ε < 0.1) + µ GM n 1(ε ≥ 0.1), which will have a breakdown point equal to 0.5. For this reason, it appears more appealing to consider a different notion that we call rate-breakdown point, and which is of the same flavor as the δ-breakdown point defined in (Chen et al., 2016) .
Definition 5. We say that ε * r ∈ [0, 1/2] is the r(n, Σ, ε)-breakdown point of the estimator µ n for a given function r :
In the context of Gaussian mean estimation, if the previous definition is applied with r(n, Σ, ε) = Σ op r Σ /n + ε), we call the corresponding value the minimax-rate-breakdown point. Similarly, if r(n, Σ, ε) = Σ op r Σ /n + ε log(1/ε)), we call the corresponding value the nearlyminimax-rate breakdown point.
3. Iterative reweighting approach. In this section, we define the iterative reweighting estimator that will be later proved to enjoy all the desirable properties. To this end, we set
for any pair of vectors w ∈ [0, 1] n and µ ∈ R p . The main idea of the proposed methods is to find a weight vector w n belonging to the probability simplex ∆ n−1 = w ∈ [0, 1] n : w 1 + . . . + w n = 1 that mimics the ideal weight vector w * defined by w * j = 1(j ∈ I)/|I|, so that the weighted averageX wn is nearly as close to µ * as the average of the inliers.
The precise definition is as follows. We start from an arbitrary initial estimator µ 0 of µ * . To give a concrete example, and also in order guarantee equivariance by translations and orthogonal transformations, we assume that µ 0 is the geometric median:
Definition 6. We call iteratively reweighted mean estimator, denoted by µ IR n , the K-th element of the sequence { µ k ; k = 0, 1, . . .} starting from µ 0 in (3) and defined by the recursion
where the minimum is over all weight vectors w ∈ ∆ n−1 satisfying max j w j ≤ 1/(n − nε) and the number of iteration is
Algorithm 1: Iteratively reweighted mean estimator Input: data X 1 , . . . , X n ∈ R p , contamination rate ε and Σ Output: parameter estimate µ IR n Initialize: compute µ 0 as a minimizer of
The idea of computing a weighted mean, with weights measuring the outlyingness of the observations goes back at least to (Donoho, 1982; Stahel, 1981) . Perhaps the first idea similar to that of minimizing the largest eigenvalue of the covariance matrix was that of minimizing the determinant of the sample covariance matrix over all subsamples of a given cardinality (Rousseeuw, 1985 (Rousseeuw, , 1984 . It was also observed in (Lopuhaä and Rousseeuw, 1991) that one can improve the estimator by iteratively updating the weights. An overview of these results can be found in (Rousseeuw and Hubert, 2013) .
Note that the value of K provided above is tailored to the case where the initial estimator is the geometric median. Clearly, K depends only logarithmically on the dimension and K = K ε tends to 2 when ε goes to zero.
We have to emphasize that µ IR n relies on the knowledge of ε and Σ. Indeed, Σ is used in the cost function G(w, µ), whereas ε is used both for defining the number of iterations K and for specifying the set of feasible weights in the optimization problem (4). The rest of this section is devoted to showing that the iteratively reweighted estimator enjoys all the desirable properties announced in the introduction.
Fact 1
The estimator µ IR n is computationally tractable.
In order to check computational tractability, it suffices to prove that each iteration of the algorithm can be performed in polynomial time. Since the number of iterations depends logarithmically on p, this will suffice. Note now that the optimization problem in (4) is convex and can be cast into a semi-definite program. Indeed, it is equivalent to minimizing a real value t over all the pairs (t, w) satisfying the constraints
The first two constraints can be rewritten as a set of linear inequalities, while the third constraint is a linear matrix inequality. Given the special form of the cost function and the constraints, it is possible to design specific optimization routines which will find an approximate solution to the problem in a faster way than the out-of-shelf SDP-solvers. However, we will not pursue this line of research in this work.
Fact 2
The estimator µ IR n is translation and orthogonal transformation equivariant.
The equivariance mentioned in this statement should be understood as follows. If we denote by µ IR n,X the estimator computed for data X 1 , . . . , X n and by µ IR n,X ′ the one computed for
To prove this property, we first note that
, which is equivalent to µ GM n,X ′ = a+U µ GM n,X . Therefore, the initial value of the recursion is equivariant. If we add to this the fact that 1 G X (w, µ) = G X ′ (w, a + Uµ) for every (w, µ), we immediately get the equivariance of µ IR n .
Fact 3
The breakdown point ε * n and the nearly-minimax-rate breakdown point ε * r of µ IR n satisfy, respectively ε * n = 0.5 and ε * r ≥ (5 − √ 5)/10 ≈ 0.28.
We prove later in this paper (see (12)) that if X 1 , . . . , X n satisfy GAC(µ * , Σ, ε), there is a random variable Ξ depending only on ζ i = Y i − µ * , i = 1, . . . , n, such that
for every w ∈ ∆ n−1 such that n(1 − ε) w ∞ ≤ 1. Inequality (6) is one of the main building blocks of the proof of Facts 3 to 5. This inequality, as well as inequalities (9) and (10) below will be formally stated and proved in subsequent sections. To check Fact 3, we set
where Ξ = α ε G(w * , µ * ) 1/2 + ξ w * 2 + Ξ. Unfolding this recursion, we get 3
The geometric median µ 0 = µ GM n having a breakdown point equal to 1/2, we infer from the last display that the error of the iteratively reweighted estimator remains bounded after altering ε-fraction of data points provided that α ε < 1. This implies that the breakdown point is at least equal to the solution of the equation
, then the number of iterations K equals zero and the iteratively reweighted mean coincides with the geometric median. Therefore, its breakdown point is 1/2.
Fact 4
The estimator µ IR n is nearly minimax rate optimal, in the sense that its worstcase risk is of order Σ 1/2 op r Σ /n + ε log(1/ε) .
Without loss of generality, we assume that Σ op = 1 so that r Σ = Tr(Σ). We can always reduce ourselves to this case by considering scaled data points X i / Σ 1/2 op instead of X i . Combining (8) and the triangle inequality, we get
The last two building blocs of the proof are the following 4 inequalities:
2 See Section 6.1 for more detailed explanations.
3 Here and in the sequel α K ε stands for K-th power of αε. 4 Inequality (9) is (Koltchinskii and Lounici, 2017, Theorem 4) , while (10) is the claim of Proposition 2 below.
where C > 0 is a universal constant. In what follows, the value of C may change from one line to the other. We have
Returning to (8) and combining it with (11), we get the claim of Fact 4 for every ε ≤ ε 0 , where ε 0 is any positive number strictly smaller than (5− √ 5)/10. This also proves the second claim of Fact 3.
Fact 5
In the setting ε = ε n → 0 so that ε 2 log(1/ε) = o(r Σ /n) when n → ∞, the estimator µ IR n is asymptotically efficient.
The proof of this fact follows from (8) and (10).
Injecting this bound in (8) and using the fact that ε tends to zero, we get the claim of Fact 5.
4. Relation to prior work and discussion. Robust estimation of a mean is a statistical problem studied by many authors since at least sixty years. It is impossible to give an overview of all existing results and we will not try to do it here. The interested reader may refer to the books (Maronna et al., 2006) and (Huber and Ronchetti, 2009 ). We will rather focus here on some recent results that are the most closely related to the present work. Let us just recall that Huber and Ronchetti (2009) enumerates three desirable properties of a statistical procedure: efficiency, stability and breakdown. We showed here that iteratively reweighted mean possesses these features and, in addition, is equivariant and computationally tractable.
To the best of our knowledge, the form p/n + ε of the minimax risk in the Gaussian mean estimation problem has been first obtained by Chen et al. (2018) . They proved that this rate holds with high probability for the Tukey median, which is known to be computationally intractable in the high-dimensional setting. The first nearly-rate-optimal and computationally tractable estimators have been proposed by Lai et al. (2016) and Diakonikolas et al. (2016) 5 . The methods analyzed in these papers are different, but they share the same idea: If for a subsample of points the empirical covariance matrix is sufficiently close to the theoretical one, then the arithmetic mean of this subsample is a good estimator of the theoretical mean. Our method is based on this idea as well, which is mathematically formalized in (6), see also Proposition 1 below.
Further improvements in running times-up to obtaining a linear in np computational complexity in the case of a constant ε-are presented in (Cheng et al., 2019) . Some lower bounds suggesting that the log-factor in the term ε log(1/ε) cannot be removed from the rate of computationally tractable estimators are established in (Diakonikolas et al., 2017) . In a slightly weaker model of corruption, (Diakonikolas et al., 2018) propose an iterative filtering algorithm that achieves the optimal rate ε without the extra factor log(1/ε). On a related note (Collier and Dalalyan, 2019) shows that in a weaker contamination model termed as parametric contamination, the carefully trimmed mean can achieve a better rate than that of the coordinatewise/geometric median.
An overview of the recent advances on robust estimation with a focus on computational aspects can be found in (Diakonikolas and Kane, 2019) . Extensions of these methods to the sparse mean estimation are developed in (Balakrishnan et al., 2017; Diakonikolas et al., 2019b) . All these results are proved to hold on an event with a prescribed probability, see (Bateni and Dalalyan, 2019) for a relation between results in expectation and those with high probability, as well as for the definitions of various types of contamination.
The proposed estimator shares some features with the adaptive weights smoothing (Polzehl and Spokoiny, 2000) . Adaptive weights smoothing (AWS) iteratively updates the weights assigned to observations, similarly to Algorithm 1. The main difference is that the weights in AWS are not measuring the outlyingness but the relevance for interpolating a function at a given point. There are also many other statistical problems in which robust estimation has been recently revisited from the point of view of minimax rates. This includes scale and covariance matrix estimation (Chen et al., 2018; Comminges et al., 2018) , matrix completion (Klopp et al., 2017) , multivariate regression (Dalalyan and Thompson, 2019; Gao, 2020; Geoffrey, 2019) , classification (Cannings et al., 2018; Li and Bradic, 2018) , subspace clustering (Soltanolkotabi and Candès, 2012) , community detection (Cai and Li, 2015) , etc. Properties of robust M -estimators in high-dimensional settings are studied in (Elsener and van de Geer, 2018; Loh, 2017) . There is also an increasing body of literature on the robustness to heavy tailed distributions (Devroye et al., 2016; Lecué and Lerasle, 2017; Lecué and Lerasle, 2019; Mendelson, 2019, 2020; Minsker, 2018) and the computationally tractable methods in this context (Cherapanamjeri et al., 2019; Depersin and Lecué, 2019; Dong et al., 2019; Hopkins, 2018) .
It is possible to obtain a high-probability risk bound of the same order r Σ /n + ε log(1/ε), but its proof is more involved and therefore is omitted. An appealing feature of the risk bounds that hold with high probability is that they allow us to apply Lepski's method (Lepskii, 1992) for obtaining an adaptive estimator with respect to ε. The obtained adaptive estimator enjoys all the five properties enumerated above except the asymptotic efficiency, since the adaptation results in a inflation of the risk bound by a factor 3, see (Collier and Dalalyan, 2019) for more details.
Another potentially useful observation, from a computational standpoint, is that it is sufficient to solve the optimization problem in Equation (4) up to an error proportional to r Σ /n+ √ ε. Indeed, one can easily repeat all the steps in (7) to check that this optimization error does not alter the order of magnitude of the statistical error. Finally, one can extend the proposed method to the case of unknown Σ by using an initial estimator of it and by updating its value at each step. Indeed, when a weight vector is computed, it can be used for updating not only the mean but also the covariance matrix. The study of this estimator is left to future work.
5. Formal statement of main building blocs. The first building block, inequality (6), used in the previous section to analyze the risk of µ IR n , upper bounds the error of estimating the mean by the error of estimating the covariance matrix. In order to formally state the result, we need some additional notations.
Let w ∈ ∆ n−1 be a vector of weights and let I be a subset of {1, . . . , n}. We use the notation w I for the vector obtained from w by zeroing all the entries having indices outside I. Considering w as a probability on {1, . . . , n}, we define w |I as the corresponding conditional probability on I that is
We will make repeated use of the notations
Proposition 1. Let ζ 1 , . . . , ζ n be a set of vectors such that ζ i = X i − µ * for every i ∈ I, where I is a subset of {1, . . . , n}. For every weight vector w ∈ ∆ n−1 such that i ∈I w i ≤ ε w ≤ 1/2 and for every p × p matrix Σ, it holds
with the remainder term
The proof of this result is postponed to the last section. In simple words, the claim of proposition is that the estimation error of the weighted meanX w is, up to a remainder term, governed by the G(w,X w ) 1/2 . It turns out that the remainder term is bounded by a small quantity uniformly in w and I, provided that these two satisfy suitable conditions. For I, it is enough to constrain the cardinality of its complement I c = O. For w, it appears to be sufficient to assume that its sup-norm is small. In that respect, the following lemma plays a key role in the proof.
Lemma 1. For any integer ℓ > 0, let W n,ℓ be the set of all w ∈ ∆ n−1 such that max i w i ≤ 1/ℓ. The following facts hold: i) For every J ⊂ {1, . . . , n} such that |J| ≥ ℓ, the uniform weight vector u J ∈ W n,ℓ .
ii) The set W n,ℓ is the convex hull of the uniform weight vectors {u J : |J| = ℓ}. iii) For every convex mapping G :
where the last maximum is over all subsets J of cardinality ℓ of the set {1, . . . , n}. iv) If w ∈ W n,ℓ and any I such that |I| ≥ ℓ ′ > n − ℓ, we have w |I ∈ W n,ℓ+ℓ ′ −n .
Let us denote by W n (ε) the set W n,n(1−ε) . This is exactly the feasible set in the optimization problem defining the iterations of Algorithm 1. It is clear that for w ∈ W n (ε) and for |I c | ≤ nε, we have i ∈I w i ≤ ε/(1 − ε). We now infer from Proposition 1 that
with Ξ being the largest value of R(ζ, w, I) over all possible weights w ∈ W n (ε) and subsets I ⊂ {1, . . . , n} satisfying |I c | ≤ nε. The second building block, formally stated in the next proposition, provides a suitable upper bound on the random variable Ξ.
Proposition 2. Let R(ζ, w, I) be defined in Proposition 1 and ζ 1 , . . . , ζ n be iid centered Gaussian random vectors with covariance matrix Σ satisfying λ max (Σ) = 1. If ε ≤ 0.28, then the random variable
satisfies, for a universal constant C > 0, the inequalities
where for the second inequality we assumed that p ≥ 2 and n ≥ p ∨ 4.
The second inequality is weaker than the first one, since obviously r Σ ≤ p. However, the advantage of the second inequality is that it comes with explicit constants and shows that these constants are not excessively large.
To close this section, we state a theorem that rephrases Fact 4 in a way that might be more convenient for future references. Its proof is omitted, since it follows the lines of the proof of Fact 4 presented above.
Theorem 1. There is a universal constant C > 0 such that for any n, p ≥ 1 and for every ε < (5 − √ 5)/10, we have
If, in addition, p ≥ 2 and n ≥ p ∨ 10, then
To the best of our knowledge, this is the first result in the literature that provides an upper bound on the expected error of an outlier-robust estimator, which is of nearly optimal rate. 6. Postponed proofs. We collected in this section all the technical proofs postponed from the previous sections. Throughout this section, we will always assume that λ max (Σ) = Σ op = 1. As we already mentioned above, the general case can be reduced to this one by dividing all the data vectors by Σ 1/2 op . The proof in this section are presented according to the order of the appearance of the corresponding claims in the previous sections.
Additional details on (7). For
This readily yields
To get the last line of (7), it suffices to apply the elementary consequence of the Minkowskii inequality a + (b + c) 2 ≤ √ a + b 2 + c, for every a, b, c > 0.
6.2. Rough bound on the error of the geometric median. This subsection is devoted to the proof of an error estimate of the geometric median. This estimate is rather crude, in terms of its dependence on the sample size, but it is sufficient for our purposes. As a matter of fact, it also shows that the breakdown point of the geometric median is equal to 1/2.
Lemma 2. For every ε ≤ 1/2, the geometric median satisfies the inequality
Furthermore, its expected error satisfies
Proof. Recall that the geometric median of X 1 , . . . , X n is defined by
It is clear that
Without loss of generality, we assume that µ * = 0. We also assume that nε is an integer. On the one hand, we have the simple bound
From the last display, we infer that
and we get the claim of the lemma.
6.3. Proof of Proposition 1. To ease notation throughout this proof, we writeε instead of ε w . Simple algebra yields
Therefore, we have
Using the Cauchy-Schwarz inequality as well as the notations
Finally, for any unit vector v,
Combining (16) and (17), we get
In conjunction with (15), this yields
From this relation, using the triangle inequality and the inequality √ a 1 + . . . + a n ≤ √ a 1 + . . . + √ a n , we get
and, after rearranging the terms, the claim of the proposition follows.
6.4. Proof of Lemma 1. Claim i) of this lemma is straightforward. For ii), we use the fact that the compact convex polytope W n,ℓ is the convex hull of its extreme points. The fact that each uniform weight vector u J is an extreme point of W n,ℓ is easy to check. Indeed, if for two points w and w ′ from W n,ℓ we have u J = 0.5(w + w ′ ), then we necessarily have w J c = w ′ J c = 0. Therefore, for any j ∈ J,
This implies that w j = 1 ℓ 1(j ∈ J). Hence, w = u J and the same is true for w ′ . Hence, u J is an extreme point. Let us prove now that all the extreme points of W n,ℓ are of the form u J with |J| = ℓ. Let w ∈ W n,ℓ be such that one of its coordinates is strictly positive and strictly smaller than 1/ℓ. Without loss of generality, we assume that the two smallest nonzero entries of w are w 1 and w 2 . We have 0 < w 1 < 1/ℓ and 0 < w 2 < 1/ℓ. Set ρ = w 1 ∧w 2 ∧{1/ℓ−w 1 }∧{1/ℓ−w 2 }. For w + = w + (ρ, −ρ, 0, . . . , 0) and w − = w − (ρ, −ρ, 0, . . . , 0), we have w + , w − ∈ W n,ℓ and w = 0.5(w + + w − ). Therefore, w is not an extreme point of W n,ℓ . This completes the proof of ii).
and claim iii) follows.
To prove iv), we check that
This readily yields (w |I ) i ≤ 1/(ℓ + ℓ ′ − n), which leads to the claim of item iv).
6.5. Moments of suprema over W n,ℓ of weighted averages of Gaussian vectors. We recall that ξ i 's, for i = 1, . . . , n are iid Gaussian vectors with zero mean and identity covariance matrix, and ζ i = Σ 1/2 ξ i . In addition, the covariance matrix Σ satisfies Σ op = 1. ≤ sup
where (a) follows from claim iv) of Lemma 1 and (b) is a direct consequence of claim iii) of Lemma 1. Thus, we get sup w∈W n,n−m+o
On the one hand, one readily checks that
On the other hand, it is clear that for everyJ of cardinality m, the random variable i∈J ζ i 2 2 has the same distribution as m p j=1 λ j (Σ)ξ 2 j , where ξ 1 , . . . , ξ p are iid standard Gaussian. Therefore, by the union bound, for every t ≥ 0, we have
where the last line follows from a well-known bound on the tails of the generalized χ 2distribution, see for instance (Comminges and Dalalyan, 2012, Lemma 8) .
Therefore, setting Z = 1 m max |J|=m i∈J ζ i 2 2 − 2r Σ and using the well-known identity
where the last two steps follow from the inequality log n m ≤ m log(ne/m) and the fact that m ≥ 2, m log( ne /m) ≥ n inf x∈[2/n,1] x(1 − log x) ≥ 2(1 − log(2/n)) ≥ 10/3. Combining (18) Finally, note that for α = m/n ≤ 0.562, we have
This completes the proof of the lemma.
6.6. Moments and deviations of singular values of Gaussian matrices. Let ζ 1 , . . . , ζ n be iid random vectors drawn from N p (0, Σ) distribution, where Σ is a p × p covariance matrix. We denote by ζ 1:n the p × n random matrix obtained by concatenating the vectors ζ i . Recall that s min (ζ 1:n ) = λ 1/2 min (ζ 1:n ζ ⊤ 1:n ) and s max (ζ 1:n ) = λ 1/2 max (ζ 1:n ζ ⊤ 1:n ) are the smallest and the largest singular values of the matrix ζ 1:n .
Lemma 4 (Vershynin (2012), Theorem 5.32 and Corollary 5.35). Let λ max (Σ) = 1. For every t > 0 and for every pair of positive integers n and p, we have
The corresponding results in Vershynin (2012) treat only the case of identity covariance matrix Σ = I p , however the proof presented therein carries with almost no change over the case of arbitrary covariance matrix. These bounds allow us to establish the following inequalities.
Lemma 5. For a subsetJ of {1, . . . , n}, we denote by ζJ the p × |J| matrix obtained by concatenating the vectors {ζ i : i ∈J}. Let the covariance matrix Σ be such that λ max (Σ) = 1.
For every pair of integers n, p ≥ 1 and for every integer m ∈ [1, n], we have
Proof. The bias-variance decomposition, in conjunction with Lemma 4, yields
Applying the well-known fact E[Z 2 ] = ∞ 0 P(Z 2 ≥ t) dt to the random variable Z = s max (ζ 1:n )− E[s max (ζ 1:n )] and using the Gaussian concentration inequality, we get
This completes the proof of (21).
For every random variable Z and every constant a > 0, we have
Taking a = E[s max (ζ 1:n )] and Z = s max (ζ 1:n ) − E[s max (ζ 1:n )], we get
Similarly, we have
Taking a = E[s min (ζ 1:n )] and Z = s min (ζ 1:n ) − E[s min (ζ 1:n )], we get
Thus, we have checked (22) and (23).
In view of Lemma 4, for every t > 0, 
From now on, we assume that m ∈ [2, n − 1], which implies that n m ≥ n. Let t 0 be the value of t for which the two terms in the last minimum coincide, that is n m e −t 2 0 /2 = 1 ⇐⇒ t 2 0 = 2 log n m =⇒ t 2 0 ≤ 2m log( ne /m), t 2 0 ≥ 2 log( n(n−1) /2),
We have, for m ≥ 1,
Inequalities (26) and (27) On the other hand, the mapping ζ 1:n → F (ζ 1:n ) := max |J|=m s max ζJ being 1-Lipschitz, the Gaussian concentration inequality leads to
Finally, using once again the Gaussian concentration inequality, we obtain
Lemma 6. There is a constant A 1 > 0 such that for every pair of integers n ≥ 8 and p ≥ 1 and for every covariance matrix Σ such that λ max (Σ) = 1, we have
where the last inequality is valid under the additional assumption p ≤ n. Furthermore, there is a constant A 2 > 0 such that
Proof. Inequality (28) and the last claim of the lemma are respectively Theorems 4 and 5 in Koltchinskii and Lounici (2017) . Let us prove the two other claims. Since ζ i = Σ 1/2 ξ i where ξ i 's are iid N (0, I p ), we have λ max,+ (ζ 1:n ζ ⊤ 1:n − nΣ) ≤ λ max,+ (ξ 1:n ξ ⊤ 1:n − nI p ) = s max (ξ 1:n ) 2 − n + .
Inequality (29) 
where A 1 and A 2 are the same constants as in Lemma 6. 
In the above inequalities, (a) follows from claim iv) of Lemma 1, while (b) is a direct consequence of Lemma 1, claim iii). Thus, we can infer that for every w ∈ W n,n−m+o ,
where in the last line we have used the fact that for any symmetric matrix B, we have λ max,+ (Σ 1/2 BΣ 1/2 ) ≤ Σ 1/2 2 op λ max,+ (B) = λ max,+ (B). To analyze the last term of the previous display, we note that On the other hand, for n ≥ p, using Lemma 4 one checks that E n − λ min n i=1 ξ i ξ ⊤ i + = E n − s 2 min ξ 1:n + ≤ 6 √ np.
Combining (32), (33) and (34) To prove the last claim, we repeat the arguments in (31) to check that for every weight vector w ∈ W n,n−m+o ,
In view of Lemma 6, for every t ≥ 1, we have
Since t ≥ 1 and m ≥ 2, the last inequality implies P ζJ ζ ⊤ J − mΣ op ≥ 2A 1 √ mr Σ + A 2 m + r Σ + 1.5t ≤ e −t .
To ease notation, let us set a = 2A 1 √ mr Σ + A 2 (m + r Σ ) and b = 1.5A 2 . Using the union bound, we arrive at Splitting the last integral integral into two parts, corresponding to the intervals [0, log n m ] and [log n m , +∞), we obtain
where in the last line we used that 1.5 + 1.5 log −1 n m + m log −1 n m ≤ 3, ∀m ∈ [2, n − 1], ∀n ≥ 4.
Combining these bounds with (35), we arrive at
This completes the proof. 
where sup w,I is the supremum over all w ∈ W n (ε) and over all I ⊂ {1, . . . , n} of cardinality larger than or equal to n(1 − ε). As proved in Lemma 3 (by taking m = 2o and o = nε), E 1/2 sup w,I ζ w |I 2 2 ≤ r Σ /n 1 + 7 √ ε + 9.2ε log(2/ε).
In addition, in view of the first claim of Lemma 7 (with m = 2o and o = nε), stated and proved in the last section, we have E sup w,I λ max,+ i∈I (w |I ) i (Σ − ζ i ζ ⊤ i ) ≤ 25 p/n + 66ε log(1/2ε).
Combining (36), (37) and (38) This leads to (14) . To obtain (13), we repeat the same arguments but use the second claim of Lemma 7 instead of the first one.
