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PRESCRIBING THE SCALAR CURVATURE
IN THE NULL CASE
OLIVIER DRUET
Abstract. In this paper, we give a proof of the Kazdan-Warner conjecture
concerning the prescribed scalar curvature problem in the null case.
1. Introduction
Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3. The
Yamabe invariant of (M, g) is a conformal invariant defined by
µg =
n− 2
4(n− 1)
inf
g˜∈[g]
V olg˜ (M)
−n−2
n
∫
M
Sg˜ dvg˜ (1)
where
[g] = {eu g, u ∈ C∞ (M)}
is the conformal class of g, V olg˜ (M) denotes the volume of M with respect to the
Riemannian measure associated to g˜ and Sg˜ denotes the scalar curvature of (M, g˜).
If g˜ = u
4
n−2 g for some smooth positive function u, then the scalar curvatures of g
and g˜ are related by the following equation :
∆gu+
n− 2
4(n− 1)
Sgu =
n− 2
4(n− 1)
Sg˜u
2⋆−1 (2)
where 2⋆ = 2n
n−2 and ∆gu = −divg (∇u). This permits to rewrite (1) as
µg = inf
u∈C∞(M), u6≡0
∫
M
(
|∇u|2g +
n−2
4(n−1)Sgu
2
)
dvg(∫
M
|u|2⋆ dvg
) 2
2⋆
. (3)
In this paper, we deal with the so-called prescribed scalar curvature problem in the
null case. We assume that µg = 0 and we consider the following question : given
f ∈ C∞ (M), does there exist g˜ ∈ [g] such that Sg˜ = f ? Thanks to equation (2),
and up to some obvious rescaling, the question is equivalent to : given f ∈ C∞ (M),
does there exist some smooth positive solution u of
∆gu+
n− 2
4(n− 1)
Sgu = fu
2⋆−1 ?
The case f ≡ 0 corresponds to the well-known Yamabe problem in the null case, see
Yamabe [15], and has been solved in this situation by Trudinger [14]. Thus we may
assume without loss of generality that Sg ≡ 0 and that V olg (M) = 1 since there
always exists such a metric in the conformal class of g. Then the above equation
becomes
∆gu = fu
2⋆−1 . (4)
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Obvious necessary conditions on f so that there exists a smooth positive solution
u of the above equation are that ∫
M
f dvg < 0 (5)
and that
max
M
f > 0 (6)
if f 6≡ 0, what we will assume in the sequel since the case f ≡ 0 is already settled.
In order to prove that (5) is a necessary condition, one has just to multiply equation
(4) by u1−2
⋆
and to integrate over M to obtain that∫
M
f dvg =
∫
M
u1−2
⋆
∆gu dvg = −
n+ 2
n− 2
∫
M
u−2
⋆
|∇u|
2
g dvg < 0
since u 6≡ Cst if f 6≡ 0. As for the second necessary condition (6), one has just to
integrate equation (4) over M to obtain that∫
M
fu2
⋆−1 dvg = 0
which enforces f to change sign if it is not identically zero.
The natural question then is : are the conditions (5) and (6) sufficient for f to be
the scalar curvature of a metric conformal to g ? In the sequel of their 2-dimensional
work [12], Kazdan and Warner conjectured that the answer to this question was
positive (see [11, 13]). Jung, in [10], used the technique of sub- and upper-solution
to solve equation (4) under the assumptions (5) and (6). However, there is some
problem in this proof - see p. 743 of [10] - since the limit, for s > 0 real, of(
1− xx
sx
2 − xx
)− ln x
x
as x→ 0+ is not 1 but s−1. We provide in this paper a proof of the conjecture of
Kazdan and Warner, based on fine blow-up analysis. In other words, we prove the
following result :
Theorem 1.1. Let (M, g) be a smooth compact Riemannian manifold of dimension
n ≥ 3 with null scalar curvature. A smooth function f on M is the scalar curvature
of a metric conformal to g if and only if f ≡ 0 or (5) and (6) hold.
Note that this result had already been proved in dimensions 3 and 4 by minimi-
sation techniques and test functions computations by Escobar and Schoen [6]. In
this work, they also proved the existence of a solution of the equation (4) under
some flatness assumptions on f around one of its maximum point in the case (M, g)
is locally conformally flat.
The solution we obtain during the proof of the theorem is a solution of minimal
energy, a so-called minimizing solution.
Let us at last remark that, given (M, g) a smooth compact Riemannian manifold
of dimension n ≥ 3 with null Yamabe invariant, there exists a unique g˜ = ϕ
4
n−2 g
with zero scalar curvature and V olg˜ (M) = 1. The conditions (5) and (6) of theorem
1.1 can be rewritten in terms of g as follows : maxM f > 0 and
∫
M
fϕ2
⋆
dvg < 0.
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2. Proof of the theorem
We assume in the following that (M, g) has null scalar curvature and that
V olg (M) = 1. We let f ∈ C
∞ (M), f 6≡ 0, be such that (5) and (6) hold. We first
recall, and give a quick proof of, the following classical result which deals with the
subcritical equation :
Claim 2.1. Let (M, g) be a smooth compact Riemannian manifold of dimension
n ≥ 3 with null scalar curvature. Let f ∈ C∞ (M), f 6≡ 0, be such that (5) and (6)
hold. For any 2 < q < 2⋆, there exists uq ∈ C
∞ (M), uq > 0, such that∫
M
|∇uq|
2
g
dvg = λq , uq ∈ Hq
where
Hq =
{
u ∈ H21 (M) s.t.
∫
M
f |u|q dvg = 1
}
and
λq = inf
u∈Hq
∫
M
|∇u|
2
g dvg .
Moreover, uq satisfies that
∆guq = λqfu
q−1
q .
Proof - It is rather standard and we just outline the proof. First, under the
assumptions made on f , it is easily checked that Hq is not empty. Let (ui) be a
sequence of functions in Hq such that∫
M
|∇ui|
2
g dvg → λq
as i → +∞. If we prove that (ui) is bounded in H
2
1 (M), then we can extract a
subsequence which converges to a solution of our problem. It is straightforward
since the embedding of H21 (M) into L
q (M) is compact for q < 2⋆. Moreover, our
minimizer may be choosen nonnegative and the result will follow from the Euler-
Lagrange equation satisfied by the minimizer, from standard regularity theory and
from the maximum principle. Thus it remains to prove that (ui) is bounded in
H21 (M). Since
(
|∇ui|g
)
is bounded in L2 (M), we just have to prove that (ui) is
bounded in L2 (M). Assume by contradiction that ‖ui‖2 → +∞ as i → +∞. Let
vi =
ui
‖ui‖2
. Then it is clear that (vi) is bounded in H
2
1 (M) and that ‖∇vi‖2 → 0 as
i→ +∞. Thus vi → v∞ strongly in H
2
1 (M) as i→ +∞ where v∞ ≡ 1. Remember
that V olg (M) = 1. We thus obtain that
0 = lim
i→+∞
∫
M
f |vi|
q
dvg =
∫
M
f |v∞|
q
dvg =
∫
M
f dvg ,
which is a contradiction since
∫
M
f dvg < 0. This ends the proof of the claim. ♦
Let us now consider the solution uq of
∆guq = λqfu
q−1
q ,
∫
M
fuqq dvg = 1 , (7)
given by claim 2.1. Note that λq > 0 since, otherwise, uq would be constant and
the constraint
∫
M
fuqq dvg = 1 could not be satisfied since
∫
M
f dvg < 0. If (uq)
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is bounded in L∞ (M), then standard elliptic theory gives that, after passing to a
subsequence, uq → u0 in C
2 (M) as q → 2⋆ where u0 satisfies that
∆gu0 = λ2⋆fu
2⋆−1
0 ,
∫
M
fu2
⋆
0 dvg = 1 .
Indeed, it is easy to check that
lim
q→2⋆
λq = λ2⋆ . (8)
Then it is clear that λ2⋆ > 0 and that λ
4
n−2
2⋆ u0 is a smooth positive solution of (4)
thanks to the maximum principle and standard regularity theory. Thus, in this
case, the theorem is proved. We assume now by contradiction that
uq (xq) = ‖uq‖∞ → +∞ as q → 2
⋆ . (9)
We prove the following :
Claim 2.2. Assume that (9) holds. Then we have that, after passing to a subse-
quence,
uq (xq)
−1
uq
(
expxq (µqx)
)
→
(
1 + |x|2
)1−n2
in C2loc (R
n) as q → 2⋆ where
µq =
(
n(n− 2)
λqf (xq)
) 1
2
uq (xq)
− q−22 .
Proof - Let us first remark that (uq) is bounded in H
2
1 (M). Since ‖∇uq‖
2
2 → λ2⋆
as q → 2⋆, we only need to prove that (uq) is bounded in L
2 (M). Assume on the
contrary that ‖uq‖2 → +∞ as q → 2
⋆. We then easily obtain that
uq
‖uq‖2
→ 1
strongly in H21 (M) as q → 2
⋆. This is clearly in contradiction with the fact that∫
M
fuqq dvg = 1 since
∫
M
f dvg < 0. Thus (uq) is bounded in H
2
1 (M). As a
consequence of Sobolev’s embeddings, we know that there exists some Λ > 0 such
that ∫
M
uqq dvg ≤ Λ . (10)
We let now δ > 0 small enough and we set for x ∈ B0
(
δuq (xq)
q−2
2
)
vq (x) = uq (xq)
−1
uq
(
expxq
(
uq (xq)
− q−22 x
))
,
gq(x) = exp
⋆
xq
g
(
expxq
(
uq (xq)
− q−22 x
))
,
fq (x) = f
(
expxq
(
uq (xq)
− q−22 x
))
.
(11)
It is clear that gq → ξ, the Euclidean metric, in C
2
loc (R
n) as q → 2⋆, that fq → f(x0)
in C2loc (R
n) as q → 2⋆ where, after passing to a subsequence, x0 = limq→2⋆ xq and
that 0 ≤ vq ≤ 1 in B0
(
δuq (xq)
q−2
2
)
with vq(0) = 1. Moreover, we have that
∆gqvq = λqfqv
q−1
q
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in B0
(
δuq (xq)
q−2
2
)
. Standard elliptic theory gives then that
vq → v0 in C
2
loc (R
n) as q → 2⋆
where 0 ≤ v0 ≤ 1, v0(0) = 1 and
∆ξv0 = λ2⋆f(x0)v
2⋆−1
0 .
Since 0 is a point of maximum of v0, ∆ξv0(0) ≥ 0 and thus f(x0) ≥ 0. Assume by
contradiction that
λ2⋆f (x0) = 0 . (12)
Then v0 is a bounded harmonic function in R
n with v0(0) = 1 and thus v0 ≡ 1.
Now we write thanks to (10) that
Λ ≥
∫
Bxq
(
Ruq(xq)
−
q−2
2
) uqq dvg
≥ uq (xq)
(2⋆−q)n−22
∫
B0(R)
vqq dvgq
≥
∫
B0(R)
v2
⋆
0 dvξ + o(1) .
This clearly proves that v0 ∈ L
2⋆ (Rn) and thus that v0 6≡ 1. In particular, (12)
can not hold and λ2⋆f (x0) > 0. It is then clear that
uq (xq)
−1
uq
(
expxq (µqx)
)
→ U0
in C2loc (R
n) as q → 2⋆ where µq is as in the proposition and U0 satisfies that
0 ≤ U0 ≤ 1, U0(0) = 1 and
∆ξU0 = n(n− 2)U
2⋆−1
0 .
By the classification result of Caffarelli-Gidas-Spruck [3], we know that
U0(x) =
(
1 + |x|2
)1−n2 .
This ends the proof of the claim. ♦
We next prove the following :
Claim 2.3. Under the assumption (9), we have that, after passing to a subsequence,
uq ⇀ 0 in H
2
1 (M) as q → 2
⋆ and that
lim
q→2⋆
λq = λ2⋆ =
(
max
M
f
)− 2
2⋆
K(n, 2)−2
where
K(n, 2)2 =
4
n(n− 2)
ω
− 2
n
n
with ωn the volume of the unit n-sphere in R
n+1. Moreover, we have that
lim
R→+∞
lim
q→2⋆
∫
Bxq (Rµq)
fuqq dvg = 1 ,
that f(x0) = maxM f and that
lim
q→2⋆
uq (xq)
2⋆−q
= 1 .
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Proof - Thanks to claim 2.2, we can write that∫
Bxq (Rµq)
fuqq dvg
= f (x0)
1−n2 (n(n− 2))
n
2 λ
−n2
q uq (xq)
(2⋆−q) n−22
(∫
B0(R)
U2
⋆
0 dx + o(1)
)
.
As shown during the proof of claim 2.2, we have that (uq) is bounded in H
2
1 (M).
Thus, by Sobolev’s embeddings, (uq) is uniformly bounded in L
q (M). We deduce
that, after passing to a subsequence,
uq (xq)
(2⋆−q) n−22 → A (13)
as q → 2⋆ for some A ≥ 1. It is also easily checked that
lim
q→2⋆
λq = λ2⋆
and that ∫
Rn
U2
⋆
0 dx =
(
n(n− 2)
)−n2 K(n, 2)−n .
This leads to
lim
R→+∞
lim
q→2⋆
∫
Bxq (Rµq)
fuqq dvg = f (x0)
1−n2 λ
−n2
2⋆ K(n, 2)
−nA . (14)
Since (uq) is bounded in H
2
1 (M), after passing to a subsequence, uq ⇀ u0 weakly
in H21 (M) as q → 2
⋆. It is clear thanks to (14) that the convergence can not be
strong. We then write that∫
M
f |uq − u0|
q
dvg = 1−
∫
M
f |u0|
q
dvg + o(1) (15)
and that ∫
M
|∇ (uq − u0)|
2
g
= λ2⋆ −
∫
M
|∇u0|
2
g dvg + o(1) . (16)
Equation (16) is trivial while equation (15) is easy to obtain (see for instance [2]).
By the definition of λq , we have that
λq
∣∣∣∣
∫
M
f |u0|
q
dvg
∣∣∣∣
2
q
−1 ∫
M
f |u0|
q
dvg ≤ ‖∇u0‖
2
2
and that
λq
∣∣∣∣
∫
M
f |uq − u0|
q
dvg
∣∣∣∣
2
q
−1 ∫
M
f |uq − u0|
q
dvg ≤ ‖∇ (uq − u0)‖
2
2 .
Passing to the limit in these two inequalities, using (15) and (16), we get that
λ2⋆ |X |
2
2⋆
−1
X ≤ ‖∇u0‖
2
2 (17)
and that
λ2⋆ |1−X |
2
2⋆
−1
(1−X) ≤ λ2⋆ − ‖∇u0‖
2
2 (18)
where
X =
∫
M
f |u0|
2⋆
dvg .
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Since ‖∇u0‖
2
2 ≤ λ2⋆ thanks to (16), the first inequality ensures that X ≤ 1 while
the second inequality ensures that X ≥ 0. Next we sum (17) and (18) to get that
|X |
2
2⋆
−1
X + |1−X |
2
2⋆
−1
(1−X) ≤ 1 .
Since 0 ≤ X ≤ 1, this is possible if and only if X = 0 or X = 1. But, if X = 1,
(16) and (17) imply that uq → u0 stronly in H
2
1 (M). As already said, this can not
happen. Thus X = 0 and (18) implies in turn that ‖∇u0‖2 = 0 so that u0 ≡ Cst.
Since X =
∫
M
f |u0|
2⋆
dx = 0 and
∫
M
f dvg < 0, this clearly implies that u0 ≡ 0.
This proves the first part of the claim. Thanks to the work of Hebey-Vaugon [8, 9],
we know that there exists B > 0 such that
‖uq‖
2
2⋆ ≤ K(n, 2)
2 ‖∇uq‖
2
2 +B ‖uq‖
2
2
for all q < 2⋆ whereK(n, 2) is as in the statement of the claim. Since the embedding
of H21 (M) into L
2 (M) is compact, we have that ‖uq‖2 → 0 as q → 2
⋆ so that we
get that
‖uq‖
2
2⋆ ≤ K(n, 2)
2 ‖∇uq‖
2
2 + o(1) .
In particular, we deduce that
1 +
∫
M
f−uqq dvg =
∫
M
f+uqq dvg
≤
(
max
M
f
)
‖uq‖
q
2⋆ V olg (M)
(2⋆−q)
2⋆
≤
(
max
M
f
)
K(n, 2)q ‖∇uq‖
q
2 + o(1)
≤
(
max
M
f
) 2
2⋆
K(n, 2)2
⋆
λ
2⋆
2
2⋆ + o(1)
where f+ = 12 (f + |f |) and f
− = 12 (|f | − f). This leads to
λ2⋆ ≥
(
max
M
f
)− 2
2⋆
K(n, 2)−2 .
Standard test-functions computations, we refer to [6] for instance, show that the
reverse inequality also holds. Thus we have that
λ2⋆ =
(
max
M
f
)− 2
2⋆
K(n, 2)−2 . (19)
Then we can also deduce that∫
M
f−uqq dvg → 0 as q → 2
⋆ . (20)
Let us come back to (14) with (19). We obtain that
lim
R→+∞
lim
q→2⋆
∫
Bxq (Rµq)
fuqq dvg =
(
maxM f
f (x0)
)n−2
2
A .
Since
∫
M
fuqq dvg = 1 and thanks to (20), we deduce that f(x0) = maxM f and
that A = 1. This ends the proof of the claim. ♦
We now prove the following weak pointwise estimates on uq :
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Claim 2.4. There exists C > 0 such that
dg (xq, x)
2
q−2 uq(x) ≤ C
for all x ∈M and all q < 2⋆. Moreover, we have that
lim
R→+∞
lim
q→2⋆
sup
M\Bxq (Rµq)
dg (xq, x)
2
q−2 uq(x) = 0 .
Proof - The proof is rather standard and follows the lines of [4]. We also refer to
[5] for this kind of argument. We briefly sketch the proof in the following. Let us
set
wq(x) = dg (xq, x)
2
q−2 uq(x)
and let yq ∈M be such that
wq (yq) = max
M
wq .
Assume by contradiction that
wq (yq)→ +∞ as q → 2
⋆ . (21)
Since M is compact, it is clear that uq (yq) → +∞ as q → 2
⋆. We let now δ > 0
small enough and we set for x ∈ B0
(
δuq (yq)
q−2
2
)
vq (x) = uq (yq)
−1
uq
(
expyq
(
uq (yq)
− q−22 x
))
,
gq(x) = exp
⋆
yq
g
(
expyq
(
uq (yq)
− q−22 x
))
,
fq (x) = f
(
expyq
(
uq (yq)
− q−22 x
))
.
(22)
It is clear that gq → ξ and that fq → f(y0) in C
2
loc (R
n) as q → 2⋆ where, after
passing to a subsequence, y0 = limq→2⋆ yq. Moreover, we have that
∆gqvq = λqfqv
q−1
q
in B0
(
δuq (yq)
q−2
2
)
. Let now x ∈ Rn and let us write thanks to the choice of yq
we made that
dg
(
xq, expyq
(
uq (yq)
− q−22 x
))
vq(x)
q−2
2 ≤ dg (xq, yq) .
This leads to (
dg (xq, yq)− |x|uq (yq)
− q−22
)
vq(x)
q−2
2 ≤ dg (xq, yq)
which can be written as(
1− |x|wq (yq)
− q−22
)
vq(x)
q−2
2 ≤ 1 .
We deduce from (21) that
vq (x) ≤ 1 + o(1) .
Standard elliptic theory gives then that
vq → v0 in C
2
loc (R
n) as q → 2⋆
where 0 ≤ v0 ≤ 1, v0(0) = 1 and
∆ξv0 = λ2⋆f(y0)v
2⋆−1
0 .
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Mimicking the proof of claim 2.2, one proves that f(y0) > 0. We then write since
‖uq‖
2⋆−q
∞ → 1 as q → 2
⋆, see claim 2.3, that
lim
q→2⋆
∫
Byq
(
Ruq(yq)
−
q−2
2
) fuqq dvg = f(y0)
∫
B0(R)
v2
⋆
0 dx > 0 . (23)
Note that (21) implies that
dg (xq, yq)
uq (yq)
− q−22
→ +∞
and that
dg (xq, yq)
µq
→ +∞
as q → 2⋆ thanks to the definition of µq and of xq . Thus we can write thanks to
(20) that for any R > 0,∫
M
fuqq dvg ≥
∫
Bxq (Rµq)
fuqq dvg +
∫
Byq
(
Ruq(yq)
−
q−2
2
) fuqq dvg + o(1)
for q close to 2⋆ which leads to a contradiction thanks to claim 2.3 and to (23)
since
∫
M
fuqq dvg = 1. Thus we have proved the first part of the claim. Note that,
as a consequence of this estimate, we know that (uq) is uniformly bounded in any
compact subset of M \ {x0}. Standard elliptic theory then gives since uq ⇀ 0 in
H21 (M) that
uq → 0 in C
2
loc
(
M \ {x0}
)
as q → 2⋆ . (24)
Let us now assume by contradiction that the second estimate of the proposition
does not hold. In other words, let us assume that there exists zq ∈M such that
dg (xq, zq)
µq
→ +∞ as q → 2⋆ (25)
and that
wq (zq) ≥ ε0 (26)
for some ε0 > 0. Note that (26) together with (24) implies that dg (xq, zq)→ 0 as
q → 2⋆ and thus that uq (zq) → +∞ as q → 2
⋆. One can then check that, after
passing to a subsequence,
uq (zq)
−1
uq
(
expzq
(
uq (zq)
− q−22 x
))
→ V0
in C2loc (R
n \ {P}) where
P = lim
q→2⋆
uq (zq)
q−2
2 exp−1zq (xq)
which does exist and satisfies ε
2
2⋆−2
0 ≤ |P | ≤ C
2
2⋆−2 where C is the constant involved
in the first estimate of the claim. Moreover, V0 satisfies that V0(0) = 1 and that
∆ξV0 = λ2⋆f(x0)V
2⋆−1
0 in R
n \ {P} .
This implies in particular that
lim
q→2⋆
∫
Bzq
(
1
2 ε
2
2⋆−2
0 uq(zq)
−
q−2
2
) fuqq dvg = f (x0)
∫
B0
(
1
2 ε
2
2⋆−2
0
) V 2⋆0 dx > 0 .
10 OLIVIER DRUET
Using (25) and (26), one proves that, for any R > 0, the balls Bxq (Rµq) and
Bzq
(
1
2ε
2
2⋆−2
0 uq (zq)
− q−22
)
are disjoint for q close to 2⋆. And one obtains a contra-
diction as in the first part of the proof. This ends the proof of the claim. ♦
We transform now this weak pointwise estimate into an almost optimal pointwise
estimate. Once again, we refer to [5] for the general scheme of this kind of proof.
Claim 2.5. For any 0 < ε < 1, there exists Cε > 0 such that
uq(x) ≤ Cε
(
µ
n−2
2 (1−2ε)
q dg (xq, x)
(2−n)(1−ε)
+ ηqdg (xq , x)
(2−n)ε
)
for all x ∈M \ {xq} and all q < 2
⋆. Here, ηq is defined by
ηq = sup
M\Bxq (δ)
uq
where δ > 0 is fixed small enough.
Proof - We let G be the Green function for the Laplacian on M normalized such
that ∫
M
G (x, y) dvg(y) = 0
for all x ∈M . We let Gq(x) = G (xq , x) and we let δ > 0 be such that
dg (xq, x)
|∇Gq(x)|
Gq(x)
≥
n− 2
2
and Gq(x) ≥ 1 (27)
for x ∈ Bx (2δ). For the construction of and estimates on the Green function, we
refer the reader to the Appendix of [5]. We fix 0 < ε < 1 and we choose Rε > 0
such that
λqdg (xq, x)
2
uq (x)
q−2
≤
ε (1− ε)
f(x0)
(n− 2)
2
8
in M \Bxq (Rεµq) (28)
for q close to 2⋆ thanks to claim 2.4. We let Lq be the linear operator defined by
Lqϕ = ∆gϕ− λqfu
q−2
q ϕ .
This operator satisfies the maximum principle on M in the following sense (see
[1]) : if Ω is a smooth subset of M and if ϕ and ψ are two smooth functions in a
neighbourhood of Ω such that
Lqϕ ≥ Lqψ in Ω
and
ϕ ≥ ψ on ∂Ω ,
then ϕ ≥ ψ in Ω. We note that Lquq = 0 in M . Simple computations lead thanks
to (27) and (28) to
LqG
ν
q
Gνq
= ν (1− ν)
|∇Gq |
2
G2q
− λqfu
q−2
q
≥ dg (xq, x)
−2
(
ν (1− ν)
(n− 2)2
4
− λqf(x0)dg (xq, x)
2
uq(x)
q−2
)
≥ 0
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in Bxq (2δ) \ Bxq (Rεµq) for q close to 2
⋆ and for ν = ε and ν = 1 − ε. Using now
claim 2.2 and standard estimates on the Green function, we obtain the existence of
some Cε > 0 such that
uq ≤ Cε
(
µ
n−2
2 (1−2ε)
q Gq (x)
1−ε
+ ηqGq (x)
ε
)
on ∂
(
Bxq (2δ) \Bxq (Rεµq)
)
. Note that we used the fact that uq (xq)
2⋆−q
→ 1 as
q → 2⋆, which was proved in claim 2.3. The maximum principle and standard
estimates on the Green function permit to conclude the proof of the claim. Note
that, outside Bxq (2δ), the estimate of the claim is obviously satisfied, up to change
Cε. ♦
Remark that, by standard elliptic theory, see for instance [7], chapter 8, we know
that
uq
ηq
→ H
in C2loc (M \ {x0}) as q → 2
⋆ where H is a nonzero positive function satisfying that
∆gH = 0 in M \ {x0}. Multiplying the equation (7) by u
1−q
q and integrating over
M , we obtain that
λq
∫
M
f dvg = − (q − 1)
∫
M
u−qq |∇uq|
2
g
dvg
≤ − (q − 1) η2−qq
(∫
M\Bx0 (δ)
H−q |∇H |
2
dvg + o(1)
)
for all δ > 0. Since ηq → 0 as q → 2
⋆ thanks to (24), this clearly implies that
∇H ≡ 0. Thus, by the definition of ηq, we get that H ≡ 1 and we have proved that
uq
ηq
→ 1 in C2loc
(
M \ {x0}
)
as q → 2⋆ . (29)
We now describe precisely the asymptotic behaviour of uq :
Claim 2.6. For any sequence (yq) of points in M , we have that
uq (yq) = uq + 2
nωn−1
n
uq (xq)
−1
ϕ (yq) + o
(
uq (xq)
−1
)
+uq (xq)
(
1 +
dg (xq, yq)
2
µ2q
)−n−22 (
Φ (xq, yq) + o(1)
)
.
In this equation,
uq =
∫
M
uq dvg
and ϕ is a solution of
∆gϕ = λ2⋆
(
1−
f
f¯
)
with ϕ¯ = 0 and
Φ(x, y) = (n− 2)ωn−1dg (x, y)
n−2
G (x, y)
where G is the Green function of the Laplacian on M normalized such that∫
M
G (x, y) dvg(y) = 0
for all x ∈M .
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Proof - We fix 0 < ε < 2
n+2 . We first write by integrating equation (7) over M
that ∫
M
fuq−1q dvg = 0
and thus that ∫
{uq(x)>αηq}
fuq−1q dvg = −
∫
{uq(x)≤αηq}
fuq−1q dvg (30)
for all α > 1. Thanks to Lebesgue’s dominated convergence theorem and to (29),
we have that ∫
{uq(x)≤αηq}
fuq−1q dvg = η
q−1
q
∫
M
f dvg + o
(
ηq−1q
)
. (31)
We write also thanks to claim 2.2 that, for any R > 0,∫
{uq(x)>αηq}
fuq−1q dvg =
∫
Bxq (Rµq)
fuq−1q dvg
+
∫
{uq(x)>αηq}\Bxq (Rµq)
fuq−1q dvg .
(32)
Thanks to claim 2.5, we have that∣∣∣∣∣
∫
{uq(x)>αηq}\Bxq (Rµq)
fuq−1q dvg
∣∣∣∣∣
≤ Cµ
n−2
2 (1−2ε)(q−1)
q
∫
M\Bxq (Rµq)
dg (xq, x)
(2−n)(1−ε)(q−1)
dvg
+Cηq−1q
∫
{uq(x)>αηq}\Bxq (Rµq)
dg (xq, x)
(2−n)ε(q−1)
dvg
≤ CRn−(n+2)(1−ε)µ
n−2
2
q + Cα
− n−(n+2)ε
(n−2)ε ηq−1q + Cα
1−2ε
ε
(q−1)µ
n+2
2 (1−2ε)
q
where C changes from line to line but is always independent of R, α and q. Here
we used the fact that ε < 2
n+2 and the fact that uq (xq)
2⋆−q
→ 1 as q → 2⋆, which
was proved in claim 2.3. We also used the following consequence of claim 2.5 :
Either uq(x) > αηq ⇒ dg (xq, x)
(n−2)ε
≤
2Cε
α
,
or ηq ≤
(
α
2Cε
) 1−2ε
ε
µ
n−2
2 (1−2ε)
q .
(33)
Since 0 < ε < 2
n+2 , we deduce from the above estimate and the definition of µq
that
lim
α→+∞
lim
R→+∞
lim
q→2⋆
∫
{uq(x)>αηq}\Bxq (Rµq)
fuq−1q dvg
uq (xq)
−1
+ ηq−1q
= 0 . (34)
Now, thanks to claims 2.2 and 2.3, it is easily checked that
lim
R→+∞
lim
q→2⋆
uq (xq)
∫
Bxq (Rµq)
fuq−1q dvg =
2nωn−1
n
. (35)
Coming back to (32) with (34) and (35) , we thus get that∫
{uq(x)>αηq}
fuq−1q dvg =
2nωn−1
n
uq (xq)
−1
+ o
(
uq (xq)
−1
)
+ o
(
ηq−1q
)
. (36)
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Coming back to (30) with (31) and (36), we obtain that
ηq−1q = −
2nωn−1
nf¯
uq (xq)
−1
+ o
(
uq (xq)
−1
)
. (37)
We write now thanks to the Green representation formula that
uq (yq)− uq = λq
∫
M
G (yq, x) f(x)uq(x)
q−1 dvg(x) (38)
for all sequences yq ∈ M . We write thanks to Lebesgue’s dominated convergence
theorem, to (29) and to (37) that
∫
M
G (yq, x) f(x)uq(x)
q−11{uq≤αηq} dvg(x)
= ηq−1q
∫
M
G (yq, x) f(x) dvg + o
(
ηq−1q
)
= −
2nωn−1
nf¯
uq (xq)
−1
∫
M
G (yq, x) f(x) dvg + o
(
uq (xq)
−1
)
for all α > 0. We can write now that∫
M
G (yq, x) f(x) dvg =
∫
M
G (yq, x)
(
f(x)− f¯
)
dvg
= −f¯
1
λ⋆2
ϕ (yq)
so that we obtain that
λq
∫
M
G (yq, x) f(x)uq(x)
q−11{uq≤αηq} dvg(x)
=
2nωn−1
n
uq (xq)
−1
ϕ (yq) + o
(
uq (xq)
−1
)
.
(39)
We assume in the following that
dg(xq,yq)
µq
→ +∞ since, otherwise, the estimate of
the claim is a straightforward consequence of claim 2.2. We write thanks to claim
2.2 that ∫
M
G (yq, x) f(x)uq(x)
q−11{uq>αηq} dvg(x)
=
∫
Bxq (Rµq)
G (yq, x) f(x)uq(x)
q−1 dvg(x)
+
∫
M\Bxq (Rµq)
G (yq, x) f(x)uq(x)
q−11{uq>αηq} dvg(x) .
Then, thanks to the estimate of claim 2.5, to (33) and (37) - note that (37) prevents
the second situation from happening in (33), and to standard estimates on the Green
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function, we can write that∫
M\Bxq (Rµq)
G (yq, x) f(x)uq(x)
q−11{uq>αηq} dvg(x)
≤ Cµ
n+2
2 (1−2ε)
q
∫
M\Bxq (Rµq)
dg (yq, x)
2−n
dg (xq , x)
(2−n)(1−ε)(q−1)
dvg(x)
+Cuq (xq)
−1
∫
M\Bxq (Rµq)
dg (yq, x)
2−n
dg (xq, x)
(2−n)ε
1{uq>αηq} dvg(x)
≤ CRn−(n+2)(1−ε)µ
n−2
2
q dg (xq, yq)
2−n
+ Cuq (xq)
−1
α
− 2−(n+2)ε
(n−2)ε
for some C > 0 independent of R, α and q thanks to the fact that ε < 2
n+2 . In
particular, we obtain that
lim
α→+∞
lim
R→+∞
lim
q→2⋆
∫
M\Bxq (Rµq)
G (yq, x) f(x)uq(x)
q−11{uq>αηq} dvg(x)
uq (xq)
−1
dg (xq, yq)
2−n = 0 . (40)
It is now easily checked thanks to claim 2.2 that
lim
R→+∞
lim
q→2⋆
∫
Bxq (Rµq)
G (yq, x) f(x)uq(x)
q−1 dvg(x)
uq (xq)
−1
G (yq, xq)
=
ωn−1
n
(
n(n− 2)
λ2⋆
)n
2
f (x0)
1−n2 .
(41)
Coming back to (38) with (39), (40) and (41), we obtain using claim 2.3 that
uq (yq)− uq =
(
(n− 2)ωn−1
(
2n
ωnf (x0)
)n−2
2
+ o(1)
)
uq (xq)
−1
G (yq, xq)
+
2nωn−1
n
uq (xq)
−1
ϕ (yq) + o
(
uq (xq)
−1
)
when
dg(xq,yq)
µq
→ +∞. Using claim 2.2, one ends the proof. ♦
We conclude the proof of the theorem. We set
Rq = uq (xq) (uq − uq)
and we write that
∆gRq = λquq (xq) fu
q−1
q .
Let K be a compact subset of M \ {x0}. Thanks to proposition 2.6, we know that
Rq → 2
nωn−1
n
ϕ+ (n− 2)ωn−12
n−2f (x0)
−n−2
n G (x0, . )
in C0 (K) as q → 2⋆. Using also (29) and (37), we get that
∆gRq → −
2nωn−1
n
λ2⋆
f
f¯
in C1 (K) as q → 2⋆. Thus, by standard elliptic theory, the above convergence of
Rq holds in C
2 (K) and we can pass to the limit in the equation satisfied by Rq to
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obtain that
−
2nωn−1
n
λ2⋆
f
f¯
=
2nωn−1
n
∆gϕ+ (n− 2)ωn−12
n−2f (x0)
−n−2
n ∆gG (x0, . )
=
2nωn−1
n
λ2⋆
(
1−
f
f¯
)
which is clearly a contradiction. This proves the theorem.
Remarks : the solution we obtain is a minimizing solution in the sense we have
that ∫
M
|∇u|
2
g dvg = λ2⋆(f)
and u ∈ H2⋆ where λ2⋆(f) and H2⋆(f) are as in claim 2.1. We add the dependence
in f with respect to the notations of claim 2.1. Note also that as a consequence of
this result, we have that
λ2⋆(f) < K(n, 2)
−2
(
max
M
f
)− 2
2⋆
(42)
for all smooth functions f satisfying (5) and (6), a result which is not obvious
a priori. Indeed, imagine that, on the contrary, there exists some f ∈ C∞ (M)
satisfying (5) and (6) and such that
λ2⋆ (f) = K(n, 2)
−2
(
max
M
f
)− 2
2⋆
. (43)
Let us look at the function f˜ = −maxM f + 2f which satisfies (5) and (6) and
which satisfies moreover that maxM f˜ = maxM f . By test functions computations
we know that
λ2⋆
(
f˜
)
≤ K(n, 2)−2
(
max
M
f
)− 2
2⋆
.
Moreover, thanks to what we proved above, there exists u ∈ C∞ (M), u > 0, which
satisfies that ∫
M
f˜u2
⋆
dvg = 1
and that ∫
M
|∇u|
2
g dvg = λ2⋆
(
f˜
)
≤ K(n, 2)−2
(
max
M
f
)− 2
2⋆
.
Since f ≥ f˜ and f 6≡ f˜ , we have that∫
M
fu2
⋆
dvg > 1
and we can write thanks to the definition of λ2⋆(f) that
λ2⋆(f)
(∫
M
fu2
⋆
dvg
) 2
2⋆
≤
∫
M
|∇u|
2
g dvg ≤ K(n, 2)
−2
(
max
M
f
)− 2
2⋆
.
This is clearly in contradiction with (43). Thus the above claim (42) is proved.
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