Abstract: This paper presents a new attribute selection method based on Importance Descending Order Exclusion (IDOE) to predict software fault. By using public datasets CM1 and JM1 from PROMISE repository, six machine learning algorithms-Naïve Bayes, LibSVM, Logistic, Multilayer Perceptron, SMO and Random forests integrated in Weka are used for analysis. Firstly, the GeneticSearch and Ranker search method is chosen to select attributes. Secondly, these machine learning algorithms are used in order to predict precision, recall and F-measure of software modules. Then the IDOE method is used to update the attribute datasets. Finally, the different iteration experiment results are compared and analysed.
Introduction
As the scale and complexity of the software is growing day by day, it is more significant to improve the software quality at lower costs. Software fault prediction is a very important activity in order to increase software reliability and reduce the maintenance effort before the system is deployed [1] . At present, software fault prediction can be classified as two modes: static software fault prediction and dynamic software fault prediction [2] . As the main software fault prediction way, static software fault prediction strives to identify fault-prone software modules that require refactoring or detailed testing. There are many modelling techniques based on machine learning method that are used in software fault prediction, such as Naïve Bayes, SVM, Logistic Regression, ANN, Classification Trees etc. If a model gives high overall accuracy and high fault detection rate, then it is an efficient and effective software fault prediction model [3] .
In this paper, we used two datasets named CM1 and JM2 in PROMISE repository created in 2005 [4] , includes several public NASA datasets. Public NASA datasets include 21 method-level attributes proposed by Halstead [5] and McCabe [6] . However, some researchers generally use only partial attributes from these datasets, stating that derived Halstead attributes do not contain any extra information for software fault prediction. In his software measurement book, Munson [7] explains that the four primitive attributes of Halstead describe the variation of all of the rest of Halstead attributes. That is why there is nothing new to learn from the remaining derived Halstead attributes [8] . It is also the reason that attribute selection is necessary in PROMISE repository.
For the above reasons, we present an attribute selection analysis method called Importance Descending Order Exclusion (IDOE) which is based on the attribute selection experiment results of genetic algorithm. Firstly, we choose the GeneticSearch search method and the CfsSubsetEval attribute evaluator from Weka as the preliminary round of attribute selection. If the sequence of the attribute can't be identified, the Ranker search method and the InfoGainAttributeEval attribute evaluator will be used. Secondly, we used some machine learning algorithms available in Weka, in order to predict precision, recall and F-measure of software modules. Then we delete the least important attribute according to the attribute sequence chosen by genetic algorithm, which is called IDOE. The result of IDOE will be used as the new test sets that performing repetitive experiments as the inputs of the machine learning algorithms. Finally, the different iteration experiment results will be compared.
The Weka workbench is a collection of machine learning algorithms and data preprocessing tools. Weka was developed at the University of Waikato in New Zealand, and the name stands for Waikato Environment for Knowledge Analysis. The system is written in Java and distributed under the terms of the GNU General Public License. It runs on almost any platform including Linux, Windows, and Macintosh operating systems. It includes methods for all the standard data mining problems: regression, classification, clustering, association rule mining, and attribute selection. All algorithms take their input in the form of a single relational table in the ARFF format, which can be read from a file or generated by a database query [9] . This paper is organized as follows: the following section presents a new attribute selection method based on experiments named IDOE and introduces some machine learning algorithms, performance measure indexes, design and validity evaluation of the experiments. Section 3 describes the experiments based on public datasets CM1 and JM1 from PROMISE repository and compares the results of experiments. The section 4 makes a conclusion of this research.
Methodology

Attribute selection method
Attribute selection is divided into two phases in this paper, i.e. initialization phase and experiment phase. In initialization phase, we choose the GeneticSearch search method and the CfsSubsetEval attribute evaluator from Weka as the preliminary round of attribute selection by performing cross validation with 10 folds. The 10 folds cross validation method partitions the dataset into 10 equal portions, this method uses each portion once as the test set to evaluate the model built using the remaining nine portions. GeneticSearch search method performs a search using the simple genetic algorithm described in Goldberg [10] and CfsSubsetEval attribute evaluator evaluates the worth of a subset of attributes by considering the individual predictive ability of each feature along with the degree of redundancy between them. If the sequence of the attribute can't be identified, the Ranker search method and the InfoGainAttributeEval attribute evaluator will be used. Ranker search method ranks attributes by their individual evaluations, meanwhile InfoGainAttributeEval attribute evaluator evaluates the worth of an attribute by measuring the information gain with respect to the class.
Although GeneticSearch and Ranker search method showed up high performance in attribute selection, they are not fit for all the datasets when performing attribute selection. For the above reasons, we present an attribute selection analysis method called Importance Descending Order Exclusion (IDOE) which is based on the attribute selection experiment results by initialization phase in experiment phase. An overview of the IDOE algorithm is shown in Fig.1 . Each step of IDOE is explained below:  Initialization: Collecting the attribute sequence from the result of the GeneticSearch and Ranker search method by using Weka.
 Loop: Getting rid of the least important attribute form the attribute sequence according to the result that GeneticSearch search method performed. Then getting a new attribute sequence and new test sets. Updating the ordinary attribute sequence via substituting it by the new one.  Output: Attribute database consisted of all attribute results that performed by looping. Figure 1 An overview of the IDOE algorithm
Classifiers used in Weka
There are many classifiers integrated in Weka. In this paper, we choose six typical classifiers to compare and analyze the attribute selection method mentioned earlier.  Naïve Bayes: It is a simple probabilistic classifier based on applying Bayes theorem with strong independence assumptions between the features. It follows the common principle below: all naive Bayes classifiers assume that the value of a particular feature is independent of the value of any other feature, given the class variable [11] .  LibSVM: It is a simple and easy-to-use support vector machines tool for classification (C-SVC, nu-SVC), regression (epsilon-SVR, nu-SVR), and distribution estimation. It includes a GUI for both classification and regression [12] .  Logistic: It is useful to predict a dependent variable on the basis of independent variables. It is also a class for building and using a multinomial logistic regression model with a ridge estimator [13] .  Multilayer Perceptron: It is a classifier that uses backpropagation to classify instances. This network can be built by hand, created by an algorithm or both. The network can also be monitored and modified during training time. The nodes in this network are all sigmoid (except for when the class is numeric in which case the output nodes become unthresholded linear units) [14] .  SMO: SMO chooses to solve the smallest possible optimization problem at every step. It gives highest precision and accuracy table for enemy dataset [15] .  Random Forest: Random forests are learning methods for classification that operate by constructing a multitude of decision trees at training time. A random forest is a classifier consisting of a collection of tree-structured classifiers [16].
Performance measures
By using different classifiers introduced above and performing cross validation with 10 folds we calculated the commonly used prediction performance measures-Precision, Recall and F-measure.
Precision: It is the ratio of the number of modules correctly predicted to positive to the total number of positive modules predicted to positive. It can be calculated as Equation (1) .
where P describes the Precision, TP and FP means the numbers of positive and negative modules respectively that predicted to positive.
Recall: It is the ratio of the number of modules correctly predicted to positive to the total number of positive modules. It can be calculated as Equation (2) .
where R describes the Recall, FN means the numbers of positive modules predicted to negative. F-Measure: It considers precision and recall equally important by taking their harmonic mean. The higher value indicates better prediction performance [17] . It can be calculated as Equation (3) and (4).
where F 1 describes the F-Measure.
Analysis process
In order to compare the performance of different classifiers and the trend that the experiment results of IDOE performed as attribute selection method. We build the following analysis process. Firstly, we choose the GeneticSearch search method and the CfsSubsetEval attribute evaluator from Weka as the preliminary round of attribute selection. If the sequence of the attribute can't be identified, the Ranker search method and the InfoGainAttributeEval attribute evaluator will be used. As a result, we get the initial attribute sequence. Secondly, we delete the least important attribute according to the attribute sequence chose by genetic algorithm, which is IDOE. The output of IDOE is an attribute database containing all subsets of attribute sequence selected by IDOE. It will be used as the new test sets that performing repetitive experiments as the inputs of the machine learning algorithms. Then we used the machine learning algorithms mentioned before, meanwhile available in Weka, in order to predict precision, recall and F-measure of software modules. Finally, the different iteration experiment results will be analysed and compared. The analysis process of the attribute selection method based on IDOE shown in Fig. 2 . Figure 2 . The analysis process of the attribute selection method based on IDOE
Case Study
In this study we use the CM1 and JM1 datasets of PROMISE repository, which belong to two software products developed by NASA. In each dataset we analyzed the meaning of each attribute. There are 22 attributes in CM1 and JM1. All attributes of CM1 and JM1 are shown in Table 1 . There are 496 modules and the percentage with defects is 9.8% in CM1，while the statistic is 10,885 and 19.3% respectively in JM1. The attribute sequence of CM1 is selected by GeneticSearch and Ranker search method is shown in Table 2 . According to the IDOE method, we delete the attribute ev(g), branchCount, v(g), l, n, total_Op, t, lOCodeAndComment, iv(g), d, total_Opnd, v, e, b, i, uniq_Opnd, uniq_Op, lOCode, lOBlank, lOComment, loc in CM1, respectively. The experiment results of the different attribute sets are shown in Figure 3 , Figure 4 and Figure 5 . It describes the Precision of the datasets CM1 in Figure 3 . 'AttributesSlectionType' means the different attribute datasets that IDOE chosen. For example, '1' represents all attributes in Table 1 while '5' represents the attribute datasets except for attribute 'ev(g), branchCount, v(g) and l'.
It shows the Recall of the datasets CM1 in Fig.4 . At first glance, we see that SMO shows the higher performance than other classifiers. But when attribute datasets at '13', the results start to express the instability. It indicates the '13' attribute dataset is the best fit one for SMO classifier when using GeneticSearch search method to select attributes. Figure 4 The Recall of the datasets CM1
It shows the Recall of the datasets CM1 in Fig.4 . At first glance, we see that SMO shows the higher performance than other classifiers. But when attribute datasets at '13', the results start to express the instability. It indicates the '13' attribute datasets is the best fit one for SMO classifier when using GeneticSearch search method to select attributes. Figure 5 The F-measure of the datasets CM1 Figure 5 shows the F-measure of the datasets CM1. From the above figures, we can figure out the trend of Precision, Recall and F-measure rise as the attributes become less and less. It indicates the GeneticSearch search method is more suitable for Naïve Bayes classifier. Meanwhile, each iteration follows the underlying internal rules, that is, when the result values of this iteration is higher than the previous one, it means the attribute deleted this time is less important, and vice versa. In other word, deleting a less important attribute can actually improve the quality of the attribute set.
Unlike CM1 test set, the number of JM1 test set is much larger. According to the IDOE method, we delete the attribute l, d, uniq_Op, b, t, total_Opnd, total_Op, v, lOCode, e, n, branchCount, uniq_Opnd, v(g), i, lOCodeAndComment, lOComment, ev(g), lOBlank, iv(g), loc in JM1, respectively. The experiment results of the different attribute sets are shown in Figure 6 , Figure 7 and Figure 8 . Figure 6 The Precision of the datasets JM1 Figure 7 The Recall of the datasets JM1
It is obvious that the effect of GeneticSearch search method used in JM1 is not as good as it used in CM1. From the above figures, it can be easily find that the Random forests classifier shows a better performance than others. But it shows the downtrend in the figures. The result indicates that GeneticSearch attribute selection method is noneffective for Random forests classifier used in JM1 datasets. For Naïve Bayes classifier, we can figure out the '12' attribute set make a better performance than others. According to the experiment of CM1 and JM1，it can be found out whether the attribute selection is necessary mainly based on datasets. At the same time, we can conclude that Random forests classifier is the best prediction algorithm for larger datasets while LIBSVM shows better performance than others algorithm for smaller datasets. 
Conclusion
In this research, we present a new attribute selection method IDOE based on experiment results. By using public datasets CM1 and JM1 from PROMISE repository, we compare six machine learning algorithms-Naïve Bayes, LibSVM, Logistic, Multilayer Perceptron, SMO and Random forests integrated in Weka. The process is as follow. Firstly, we choose the GeneticSearch search method and the CfsSubsetEval attribute evaluator from Weka as the preliminary round of attribute selection. If the sequence of the attribute can't be identified, the Ranker search method and the InfoGainAttributeEval attribute evaluator will be used. Secondly, we used these machine learning algorithms available in Weka, in order to predict precision, recall and F-measure of software modules. Then we use IDOE method. The result of IDOE will be used as the new test sets that performing repetitive experiments as the inputs of the machine learning algorithms. Finally, the different iteration experiment results will be compared.
According to the experiments we conducted, we can conclude that IDOE shows good performance in determining the range of attribute selection. In addition, we find that Random forests classifier is the best prediction algorithm for larger datasets while LibSVM shows better performance than others algorithm for smaller datasets.
