In the future, voice communication is expected to migrate from the public switched telephone network to the Internet. Because of the particular characteristics (low volume and burstiness) and stringent delay and loss requirements of voice traffic, it is important to separate voice traffic from other traffic in the network by providing it with a separate queue. In this study, we conduct a thorough assessment of voice delay in this context. We conclude that priority queuing is the most appropriate scheduling scheme for the handling of voice traffic, while preemption of non-voice packets is strongly recommended for sub-10 Mbit/s links. We also find that per-connection custom packetization is in most cases futile, i.e. one packet size allows a good compromise between an adequate end-to-end delay and an efficient bandwidth utilization for voice traffic.
Introduction
The Internet will become a ubiquitous infrastructure, used by numerous applications having various requirements and that generate traffic that has different characteristics: in particular, webbased data applications, video applications and voice applications. Voice applications are expected to migrate from the public switch telephone network (PSTN) that services them today to the Internet. Owing to constant improvements over the years, traditional voice communication over the PSTN is today characterized by what is referred to as toll quality, that is low delay, high availability and adequate voice quality. For the Internet to compete with the PSTN, it should provide the same level of quality, which implies stringent delay, loss and reliability requirements on voice communication. In terms of traffic characteristics, voice streams have low data rates (in the order of tens of kbit/s) and exhibit low burstiness. Because of these stringent requirements and particular characteristics, voice traffic should be treated differently than other traffic in the network. In fact, measurements on the Internet [25] as well as simulation studies [19] have shown that mixing voice traffic with both traditional TCP data traffic and UDP VBR video traffic can lead to either low average link utilization if delay requirements are met, or larger than desired delay for voice. Accordingly, allowing a mixture of voice with other traffic can lead to the need of complex admission control policies if the end-to-end delay requirements for voice were to be satisfied [19] . Hence, we assume in this study that voice traffic is separated from other traffic in the network by providing it with its own queue. That is, voice could be provided with a separate link, or a separate circuit using, for example multi-protocol lambda switching [1] . If other traffic is flowing on the link, then voice traffic could be serviced using priority queuing (PQ), and given the highest priority over all other traffic. In LANs, such a treatment is suggested in the context of the IEEE 802.1p extension to the IEEE 802.1D standard [15] ; at the Internet scale, high priority can be provided to voice traffic in the differentiated services framework [2] , by means of mapping voice traffic to the expedited forwarding per-hop behavior (EF PHB) [16] , and giving high priority to EF traffic relative to other traffic in the network. Finally, voice traffic could be given its fair share of the link using weighted round robin (WRR) [21] or comparable schemes [12, 27, 29] .
In this paper, we aim to demonstrate that in this context, the requirements of voice traffic can be attained using simple mechanisms, both in terms of scheduling and packetization. In this respect, we start with describing the particularity of voice traffic, in terms of characteristics, requirements and delay components. Singling out queuing delay as the only source of jitter, we present the methodology used to quantify it. We come up with appropriate models for voice delay, justify the intuition behind their choice and show their accuracy by comparing the resulting delay distributions to those obtained through network simulation. Using these models, we show that scheduling voice traffic using PQ and packetizing voice streams using a fixed size packetization scheme lead to an adequate handling for voice traffic in the Internet.
The paper is organized as follows: we start with a review of prior work (Section 2). In Section 3, we describe the particularity of voice traffic in terms of characteristics, requirements and delay components. In Section 4, we describe the models used for quantifying the network delay and jitter incurred by voice traffic in the Internet. We thereafter present the results of the analysis. In Section 5, we compare the delay obtained for voice traffic using different scheduling schemes. By the same token, we also investigate the effect of various parameters on network delay and jitter. In Section 6, we comment on the choice of packet size for an adequate handling of voice traffic. Finally, we end in Section 7 with a summary of the results and some concluding remarks.
Prior work
Since the concept of a packet network that supports both voice and data traffic emerged in the early eighties, the work on packetized voice has been extensive. Queuing models were developed, used and compared to understand the queuing behavior of voice traffic in a packet network. In particular, the superposition of multiple periodic streams, which constitutes the most intuitive model for packetized voice was presented and analyzed analytically in [7] . The queuing model obtained is denoted
1 Refs. [6, 18] used P D i =D=1 to derive the distribution of the queuing delay that is incurred by voice traffic, while [20] also derived the corresponding buffer distribution. [7, 18, 26] compared the delay results obtained using P D i =D=1 to those pertaining to the simpler M=D=1 queuing model, which was commonly used in practice to estimate the sizing of real systems. These studies found that M=D=1 significantly overestimates the delays incurred on packetized voice when the utilization on the link is high and the number of streams multiplexed on the link low. On the other hand, [7, 18, 26] found that in the case of lightly utilized high speed links, where the utilization is low and the number of streams multiplexed exceeds 100, M=D=1 and P D i =D=1 yield similar results. [28] studied the effect of speech 1 In P D i =D=1, the input process consists of the superposition of a fixed number of periodic streams, and each stream is characterized by a deterministic service time. The distribution of the queuing delay incurred by a packet in a stream is obtained, assuming different instances of the same experiment, where for each instance the phase of the various streams with respect to each other is chosen at random. activity detection (SAD) (that is, silence suppression) on voice delay: it was found that the increase in traffic variability that results from the inclusion of SAD in the encoding process hinders the advantage that is obtained from the reduction in average utilization. 2 Finally, [23] used the P D i =D=1 and M=D=1 models to derive one-hop queuing delay, and convolution over many hops to derive multi-hop queuing delay for voice traffic.
Today, as the differentiated services architecture [2] has gained in popularity, new studies have emerged, aiming at specifying a service based on the EF PHB [16] that would be appropriate for the handling of voice traffic. PQ has been proposed by some as a simple and adequate scheduling scheme in this context [17] , but refuted by others [5] because of the significant queuing delay variations (i.e., jitter) that could be incurred as a result of the residual transmission time of lower priority packets. In fact, [5] shows that the worst-case queuing delay incurred by voice traffic increases exponentially with the number of hops traveled, as a result of the increase in traffic burstiness with the number of hops. Conversely, [13, 24] show that settling for a statistical guarantee (i.e., accepting a small portion of lost traffic) allows a significant reduction in delay, and suggest that PQ is indeed adequate for the handling of voice traffic. However, the results obtained are inconclusive, as the multi-hop scenario used in both studies underestimates the increase in traffic burstiness as the number of hops in the path of a voice stream increases.
Particularity of voice traffic

Voice traffic characteristics and requirements
Voice characteristics: The traditional voice encoder is G.711 (and its variants [8, 9] ), which uses pulse code modulation (PCM) to generate 8 bits samples per 125 ms, leading to a rate of 64 kbit/s. In the last decade, new voice encoding schemes have been developed, which use code book excited linear prediction (CELP) techniques, leading to drastic rate reductions at the expense of additional encoding delay: 8 kbit/s for G.729A [11] , 5.33 kbit/s for G.723.1 [10] . Taking into account the headers that correspond to each of the protocol layers, the rate of the packetized voice stream remains in the order of tens of kilobits per second, which is much lower than the data rates that correspond to typical video and data traffic. In addition, speech consists of an alternation of talk-spurts and silence periods. Silence suppression at the source takes advantage of this fact, leading to a substantial reduction of the average rate at the expense of increased variability.
Voice requirements: Voice requirements are stringent: toll-quality real-time communication is needed, which limits the maximal tolerable roundtrip delay to 200-300 ms; that is, one-way delay must be in the range of 100-150 ms for adequate performance. In addition, jitter should be small enough (i.e. 50 ms at most) so that playback at the receiver remains smooth. On the other hand, the tolerable packet loss L max is small. In fact, since packet loss in the Internet is correlated [3] , if packet loss were to occur, the number of contiguous packets which are lost is usually larger than one. Hence, the duration of the corresponding portion of voice bit stream that is lost (which we refer to as a ''clip'') can easily exceed 60 ms even when a smaller packet formation time is used. Ref. [14] shows through subjective testing that clips exceeding 60 ms affect the intelligibility of the received speech. For this reason, for toll-quality communication, L max must be set to a relatively low value (i.e., 10 À5 ) to insure that such clips occur infrequently. Taking advantage of L max as opposed to conducting a worst case analysis is necessary, since the later would lead to delay results which are extremely pessimistic (e.g., [5] ), and that do not apply to realistic situations. Consequently, in the remainder of this study, we measure delay by the ð1 À L max Þth percentile, where L max ¼ 10 À5 .
End-to-end delay components of voice packets
End-to-end delay consists of the delay incurred by the voice signal from the instant it is produced 2 More specifically, [28] found that the queuing delay resulting from an M=D=1 model in which the rate of the incoming (Poisson) process is set equal to the average incoming rate of voice traffic heavily underestimates the delay incurred by voice traffic in the network.
by the speaker until it is heard by the listener at the destination (see Fig. 1 ): the analog signal is first encoded, incurring an encoding delay D enc , which in turn consists of the sum of the frame size f, the look-ahead delay l, and the processing delay p e (see Table 1 ). In general, the lower the rate of the encoded bit stream r, the larger the frame size, look-ahead delay and processing delay, and consequently D enc . The encoded bit stream thus generated is then packetized, incurring a packetization delay D pack , function of the number of frames k included in one packet, i.e. D pack ¼ ðk À 1Þf . Voice packets are then transmitted on the network, incurring transmission delay T h , queuing delay Q h and propagation delay P h at each hop h in the path from the source to the destination. Propagation depends on the distance between the source and the receiver. 3 At the receiver, packets are delayed in a playback buffer incurring a playback delay D play . De-packetization is then performed, and the reconstructed encoded bit stream is decoded at the destination incurring a decoding delay D dec . We consider processing to be fast enough so that processing delay at both the source and the receiver (p e and D dec ) are ignored. Therefore, denoting the formation time T f ¼ : kf , we get
From Eq. (1), it is clear that for a given voice connection, the only random component of voice delay (that is, the only source of jitter) consists of queuing delay in the network, Q¼ : P h2Path Q h . The playback delay D play insures that most of the packets transmitted are available the instant they have to be handed to the decoder. Assuming that Q max represents the maximum queuing delay percentile incurred in the network, the receiver must delay the first packet of a voice stream by a full Q max , 4 i.e. D play ¼ Q max ; if, in addition, that packet has already incurred in the network a queuing delay equal to Q max , then the end-to-end delay budget equation becomes
Eq. (2) clearly shows the importance of queuing delay, formation time and propagation delay. In particular, it can be used to estimate the maximum jitter Q max that can be tolerated for a given connection; for example, if G.729A is used to encode the voice stream, a formation time T f ¼ 30 ms is used to packetize the encoded bit stream, the total transmission and propagation delay on the path are equal to 5 and 40 ms, respectively, then for 100 6 D max 6 150 ms, 10 6 Q max 6 35 ms. Transmission time being negligible most of the time (except on very slow links), Eq. (2) clearly shows the importance of queuing delay, formation time and propagation delay, which are the three components we focus on in this paper.
Model for queuing delay in the network
In this section, we aim to identify the sources of queuing delay incurred by voice traffic and derive models that captures the effects of interest. We validate our models using network simulation.
The general network topology considered is shown in Fig. 1 ; it consists of a succession of hops in tandem, which represents the path followed by a voice stream from the source to the receiver. To be conservative, we consider the pessimistic scenario in which the traffic that is interfering with the tagged stream is injected at each hop, independently of the other hops in the path. Also, we assume the general case in which the interfering traffic can be generated by a source many hops away from the switch at which the interference with the target stream takes place (as opposed to the source of the interfering traffic being directly attached to the switch in question). Doing so, the variability of the interfering voice traffic gets larger as it travels through multiple hops before it is made to interfere with the target stream, leading, in turn to a larger queuing delay. This scenario is more reflective of realistic traffic conditions. We consider a number of link speeds, ranging from 384 kbit/s to 45 Mbit/s, including T1, 10Base-T and T3 links.
As described in Section 1, we shield voice traffic from other traffic in the network by providing it with a separate queue. We consider that silence suppression is implemented by the voice encoder, yielding a decrease in the total voice load. Accordingly, the model used for voice traffic consists of an ON/OFF pattern, modeling the succession of talkspurts and silence periods generated by the voice encoder. As described in [6] , talkspurts and silence periods alternate according to a two-state Markov chain. In our experiments, we consider average periods of talk-spurt and silence equal to 1.65 and 1.35 s, respectively [6] .
We identify two sources of voice delay jitter (see Fig. 3 ):
1. Queuing delay behind voice packets in the same queue: this component depends on the variability of the voice traffic pattern which, at the source originates from silence suppression. In case the link (or circuit) on which voice travels is not shared with other traffic, then a given voice stream is not affected as it travels through consecutive hops from the source to the receiver, that is its variability remains the same at each hop in the path. In this context, the interfering traffic at a given hop can be considered to be generated by sources directly attached to the switch in question.
2. In case voice traffic shares the link with other traffic, it then incurs the residual transmission time of non-voice packets. For example, in case nonpreemptive PQ is used, then voice packets that arrive to the queue during the transmission of a lower priority packet will be delayed until the end of the ongoing transmission of that packet. Also, as voice packets corresponding to a given stream incur such a delay, their inter-arrival time is modified: as a result, voice traffic variability increases with the number of hops, in turn leading to an increase in the queuing delay incurred in the voice queue.
Accordingly, the jitter experienced clearly depends on whether voice traffic shares the link (or circuit) with other traffic. In the following section, we study each case independently.
Voice alone on the link or circuit
Without silence suppression, the encoder produces frames at regular intervals f, while packets are generated at regular intervals T f . That is, each voice stream is periodic with period T f . Also, since packets are of equal size, then the service time of packets is deterministic, equal to x x ¼ rT f þ 8H , where H denotes the header size in bytes. The queuing model that is characterized by an input process that consists of a superposition of n independent periodic sources, and by a deterministic service time is P D i =D=1, and has received extensive attention in the past 5 (see Section 2). In our 5 Note that in P D i =D=1, the only source of randomness originates from the random phase of each of the periodic streams within a period T f . case, silence suppression is implemented, so the voice traffic load is reduced and its variability increased. We have simulated a number of different scenarios using the topology shown in Fig. 2 . In  Fig. 4 , we show the complementary queuing delay distribution and compare it to the complementary queuing delay distribution that results from a P D i =D=1 model. The plot shows that the delay distribution obtained using the P D i =D=1 model has a fast decaying tail, which is expected given the low level of burstiness in the traffic. Clearly, when silence suppression is implemented, then the resulting complementary delay distribution is bounded by that obtained with P D i =D=1 for low delay values. However, the tail of the distribution is mainly affected by the periods in which all voice streams are in their talk-spurt. Thus, the tail of both distributions match very closely, and both models lead to interchangeable delay results for the 10 À5 tolerable loss rate considered in this study. This phenomenon agrees with previous findings showing that the variability that entails from silence suppression increases the incurred delay percentiles, thus reducing the advantage obtained through an increase in the multiplexing gain [26, 28] (see Section 2). Having observed this result for a large range of scenarios, we conclude that the P D i =D=1 model approximates well the delay results obtained in case voice is transmitted alone on the link. Since hops are independent, then the total delay incurred by voice packets traveling through a given number of hops N is distributed according to the N-fold convolution of the onehop delay distribution.
Voice sharing the link with other traffic
As described above, in case voice shares the link with other traffic, it incurs the residual transmission time of packets transmitted over lower priority queues. We treat the case of PQ first; we then extend the results to WRR. We first characterize the added variability that results from the perturbations on the high priority queue from packets belonging to the lower priority queues. We show that the resulting variability is bounded by that inherent to a Poisson process. We then consider the voice input process to be Poisson, and find the resulting distribution of queuing delay incurred by voice traffic. For a given hop, we have
where
MTU =6. Furthermore, the perturbation incurred by the voice packets belonging to a stream traveling a given number of hops N is the sum of the perturbations incurred at each hop h, n h . Since hops are independent, then the distribution corresponding to the total perturbation C N ¼ P N h¼1 n h is distributed according to the N-fold convolution of the distribution of n h . From the central limit theorem, we know that C N ! X N as N increases, where
Þ can be shown to be fast (within 10 hops), whereas the tail of the complementary distribution function of the limiting normal distribution always bounds that of C N . Therefore, NORM 0; T MTU ffiffiffiffiffiffiffiffiffi N =6 p constitutes a close approximation to C N . Using C N to compute the inter-arrival distribution of packet sizes 6 Note that the standard deviation of the interarrival process grows with the square root of the number of hops in the path of the voice stream; that is, increasing the number of hops only results in a contained increase in variability. Also, the tail of the distribution of Dt N decays with e Àa 2 ; intuitively, this shows that the resulting burstiness in the input process is lower than the burstiness of a Poisson arrival process, which distribution tail decays with e Àa . To quantify this observation, we compare the distribution of Dt N to that of an exponential distribution N with mean T f , (i.e.
f a ). In Fig. 5 , we plot the probability that the difference between the inter-arrival period and T f exceeds a given perturbation d, a good measure of the stream variability. As can be seen from the figure, the variability of Dt N only exceeds that of N when links are extremely slow (384 kbit/s). For T1 links, the variability of Dt N is the lowest for as much as a 19 hops path (that is, for all practical cases). Hence, if PQ is used, with voice traffic given the highest priority over other traffic in the link, we can use a Poisson interarrival process of mean T f to bound the variability that results from the effect of lower priority nonvoice packets. One side benefit in so doing is to render the distribution of inter-arrival time independent of the hop number in the path.
We now find the distribution of the queuing delay incurred by a voice stream as it traverses a given hop; we use in that end the treatment of priority functions found in [22] : first, we derive the Laplace transform for the waiting time for voice 6 Since X packet in a two priority system where the high (voice) and the low (non-voice) queues are both fed by a Poisson input process, and where the service time for packets in both queues is deterministic, equal to x x 1 and x x 2 , respectively. We get
where q 1 , q 2 represent the average utilization of the high priority voice queue and lower priority non-voice queues, respectively, q ¼ q 1 þ q 2 represent the total average utilization of the link, and e X X Ã i ðsÞ ¼ ð1 À e Àsxi Þ=sx i , i ¼ 1, 2 is the Laplace transform of the residual life of the service time for packets in each queue. To be conservative, we assume that the traffic in the lower priority queue uses up all of the bandwidth that is unused by voice traffic; that is, we set q to 1; thus, Eq. (3) becomes
that is, w ¼ w M=D=1 þx x 2 , where w M=D=1 represents the waiting time obtained from an M=D=1 queuing system, whereasx x 2 represents the residual transmission time of packets in the lower priority queue. Thus the delay incurred by voice packets is simply the sum of an M=D=1 derived waiting time and the residual transmission time of lower priority packets. Also, since the model is independent of the hop number, and since hops are independent, then the distribution of the queuing delay incurred by a voice stream that travels through N hops is simply the N-fold convolution of the queuing delay incurred by a voice stream over one individual hop. In order to verify the proposed model, we have simulated a number of scenarios that are based on the multi-hop topology described above. In particular, we consider a hierarchical topology in which the interfering traffic at each of the hops visited by the target voice stream is assumed to have traveled the same number of hops as the target voice stream. In Fig. 4 , we plot for one such scenario the complementary distribution of the queuing delay incurred by voice packets belonging to the target stream as obtained from simulation, and compare it to that obtained by the model presented above. Consistent with our assumption, we consider in the simulations that the lower priority packets are all MTU-sized, and that the lower-priority queue never empties. As can be seen from the plots, the distribution obtained from the model closely bounds the distribution obtained from the simulations; this fact has been observed for a number of different scenarios based on the general topology.
When WRR is used instead of PQ, two additional effects come into play: on one hand, given that the voice traffic is given a share W of the total bandwidth, then the actual bandwidth that is available for voice traffic, c voice could be as low as W (that is, in case the remaining bandwidth is fully utilized by other traffic). In addition, because scheduling is done at the packet granularity, c voice varies around W, which increases traffic variability and consequently delay percentiles. On the other hand, a given voice packet could incur the transmission time of more than one non-voice packet, depending on the number of queues that contend for the link. We intend to obtain delay results that correspond to a lower bound on the maximum delay incurred by voice traffic when serviced by a WRR scheduler. Hence, we assume (1) that the available bandwidth for voice traffic is equal to W at all times, and (2) that voice packets incur a residual transmission time corresponding to one non-voice packet.
Choice of scheduling scheme
Using the models developed in Section 4 for voice delay, we now propose to compare different scheduling schemes that can be used to service the voice queue. We first investigate in Section 5.1 in detail the effect of the residual transmission time of non-voice packets on voice queuing delay . By the same token, we consider the effect of various network parameters (link utilization, number of hops and link bandwidth) on voice delay. We then compare in Section 5.2 PQ to competing schemes, and establish its adequacy in support of voice traffic.
Residual transmission time of non-voice packets
In case voice traffic is provided with a separate link (or circuit), it is completely shielded from other traffic on the network. If voice traffic shares the link with other traffic instead, with PQ used to schedule packets, then as found in Section 4, the increase in queuing delay caused by the residual transmission time of non-voice packets is two-fold: on one hand, the queuing delay w M=D=1 is significantly larger than w P Di=D=1 . Except for lightly utilized high speed links (see Section 2), M=D=1 leads to significantly larger delay values as compared to P D i =D=1. 7 On the other hand, the residual transmission time of lower priority packets is typically much larger than w M=D=1 ; in fact, considering a typical MTU of 1500 bytes, the transmission time of an MTU sized packet is around 16 times larger than that of a typical voice packet. 8 Number of hops and link utilization. In Fig. 6 , we plot the complementary distribution of queuing for both configurations in the case of G.729A, for 1, 2 and 5 hops, over T1 links. The first observation is that in all cases, the tail of the delay distribution is still fast-decaying, which confirms the fact that the ð1 À L max Þth delay percentile is indeed much lower than the maximum delay that could be achieved in the network. However, the tail of the complementary delay distribution widens significantly when voice shares the link with other traffic. For a tolerable loss rate L max set to 10 À5 , the queuing delay percentile incurred by voice flowing alone on the link does not exceed 6 ms even if the path consists of five T1 links; conversely, when voice traffic is given priority over other traffic on the link, then voice delay is close to 20 ms as soon as two T1 links are traversed. In fact, queuing delay becomes very sensitive to the number of hops (e.g. more than 40 ms incurred for 5 T1 links), which is expected, since for N 6 10, the ð1 À L max Þth percentile of the residual transmission time over N hops is close to N times T MTU . Clearly, in this case, the contribution of the residual transmission time of lower priority packets to queuing delay is large. Similar observations apply to other link speeds (10 Mbit/s, 45 Mbit/s, etc.). In Fig. 7 we plot the complementary distribution function of queuing delay for the same two configurations in the case of G.729A for 5 T1 hops, and for voice traffic using up to 10%, 50% and 75% of the link bandwidth. 9 The figure reveal that when voice traffic is given priority over other traffic on the link, the increase in queuing delay that results from an increase in voice utilization from 10% to 75% becomes less significant, as compared to the total queuing delay incurred. That is, when voice shares the link with other traffic, the characteristics of voice traffic become less important, while the residual transmission time of non-voice traffic becomes the determining factor.
Available bandwidth. In general, the effect of bandwidth on queuing delay is well known in queuing theory, as average queuing delay for a given utilization is shown to be inversely proportional to the available bandwidth for most queuing systems of interest. Similarly, delay percentiles (as considered in this study) decrease with an increase in the available bandwidth. 10 As queuing delay decreases with the available bandwidth, other delay components do not vary: in particular, propa-gation delay, formation time and lookahead delay are incurred by all voice packets in the stream; therefore, when bandwidth is large enough, worrying about queuing delay becomes futile. In Fig. 8 , we plot the complementary delay distribution of voice traffic for different values for the number of hops in the path and the available bandwidth. One can see from the graph that the queuing delay percentile incurred on voice packets going through 10 T3 hops remains lower than 3 ms while the delay incurred over one and 5 T1 hops already exceeds 10 and 40 ms, respectively, which is on the order of both the formation time and the propagation delay, and constitutes a large proportion of the tolerable end-to-end delay D max ¼ 100 ms.
PQ versus other scheduling schemes
In Section 5.1, we showed that PQ leads to adequate delays when the available bandwidth is large. In this section, we look more closely at the appropriate choice of scheduling scheme, and compare in that respect PQ, WRR, and the provision of a separate circuit for voice traffic. We plot in Fig. 9 the complementary delay distribu- 9 When measuring link utilization, we assume a P D i =D=1 model, and hence ignore the effect of silence suppression. 10 For M=D=1, delay percentiles are inversely proportional to the available bandwidth for a given utilization (that is, for a proportionally larger number of streams supported). For P D i =D=1, queuing delay percentile also decreases when the available bandwidth is increased, but the two are not exactly inversely proportional. tion for voice traffic when serviced using preemptive and non-preemptive PQ, and lower bounds of the complementary distribution of voice traffic when serviced using WRR for two values of W (1.5 and 10 Mbit/s, respectively). Note that when W is set to a value that is close to the maximum voice load (1.5 Mbit/s versus 1.1 Mbit/s), the delay incurred by voice traffic exceeds 10 ms for 5 T3 hops; however, as W is increased to 10 Mbit/s, then the queuing delay incurred by voice traffic decreases to less then 2 ms, which is very close to the value obtained with non-preemptive PQ. In fact, as long as the ratio of the maximum voice load to W is kept low (below 20%), the delay incurred with WRR converges quickly to that obtained with non-preemptive PQ. Also, note that even though W is much larger than the maximum voice load, resources are not wasted since residual bandwidth that is unused by voice traffic can be shared by traffic in the other queues. In addition, WRR has the well-known advantage of making sure that no traffic from a given queue starves traffic from other queues. However, since voice traffic will remain a small portion of Internet traffic (10% of the total Internet traffic expected within five years), we suspect that, in most situations, no special precaution will be needed to prevent voice traffic from starving other traffic. Also, note that WRR can lead to delays that are much larger than those shown in this figure: in particular, when multiple queues share the link, then voice packet could incur the delay pertaining to more than one MTU-sized packets. For this reason, WRR is not ideal for the handling of voice traffic.
We now compare non-preemptive PQ to the provision of a circuit for voice traffic. As shown in Fig. 9 , the penalty that results from having voice traffic incur the residual transmission time of other traffic is such that carving out a circuit of W ¼ 10 Mbit/s for voice traffic on a 45 Mbit/s link (thus shielding it totally from other traffic on the link) leads to lower delays than giving priority to voice traffic over the entire 45 Mbit/s bandwidth. However, contrarily to WRR, the difference between the actual voice load and W is wasted in this case. That is, compared to PQ, lower delays can be obtained by either wasting resources (which is undesirable), or by preempting the transmission of non-voice packets. To achieve a delay for voice traffic that is lower than that offered by a nonpreemptive PQ scheduler, yet avoiding the waste in bandwidth that results from providing voice with a separate circuit, a PQ scheduler can be made to preempt the transmission of lower priority packets, as has been proposed for low speed links 11 [4] . In this case, the delays obtained become as low as if voice traffic were flowing alone on the link. As shown in Fig. 9 , the use of preemption reduces the delay incurred by voice traffic across 5 hops over T1 links to less than 0.2 ms. In general, the results show that with preemptive PQ, the queuing delay of voice traffic flowing across 5 hops over T1 links does not exceed 11 ms for a link utilization as high as 75% .
Therefore preemptive PQ is indeed the most appropriate scheduling scheme for handling voice traffic over sub-10 Mbit/s links, while non-preemptive PQ is adequate (that is, leads to a queuing delay that is lower than 10 ms) when the link bandwidth exceeds 10 Mbit/s. 12 
Choice of packetization scheme
In this section, we look into the effect of packet size on voice delay and bandwidth utilization. We show that in most cases, choosing a packet size dynamically on a per-connection basis only provides a modest benefit as compared to using a fixed packet size for all connections.
Headers corresponding to the various layers of the protocol stack are appended to voice packets before they can be transmitted on the network. 13 Denoting r the rate of the encoded bit stream, and R the rate of the packetized bit stream, we have R ¼ r þ 8H =T f . In Fig. 10 , we plot the ratio R=r as a function of T f for both G.729A and G.711 over point-to-point links. Clearly, the lower the rate of the encoded stream, the larger the overhead, and hence the larger the ratio R=r. When T f ¼10 ms, R ¼ 5:6r for G.729A; increasing the formation time to 30 ms already decreases this ratio to R=r ¼ 2:5, while a formation time as high as 100 ms is needed to decrease the overhead to 50%. Therefore, there is an incentive to use the largest formation time possible given the maximum tolerable delay D max , the propagation delay P tot ¼ P h2Path P h and the queuing delay Q. In this section, we intent to investigate whether dynamic packetization (using the largest formation time as described above) is beneficial. We show that in most cases, choosing a packet dynamically on a perconnection basis only provides a modest benefit as compared to using a fixed packet size for all connections.
We start with the end-to-end delay budget equation derived in Section 3.2 (Eq. (2)). Ignoring the transmission time (which, as stated in Section 3.2 is, in general negligible compared to other the other delay components), we get, for a given stream,
In case different encoding and packetization schemes are used for each voice stream being served by a network node, T f and l can differ across them. For simplicity, we consider that all voice streams use the same encoder. We first consider G.729A (that is, l ¼ 5 ms), and then comment on both G.711 and G.723.1. Also, in a typical network node serving voice traffic, different streams are characterized by travel paths having different hop counts and different propagation delays. Before investigating such a scenario, we consider the simple scenario in which all streams on a link travel the same number of hops and have a zero propagation delay. In other words, given a maximum tolerable end-to-end delay D max , the end-toend delay requirement for voice becomes
For this scenario, we plot in Fig. 11 the maximum number of streams as a function of T f on T1 and T3 links for a maximum tolerable end-to-end delay D max ¼ 100 ms. The number of streams increases Fig. 11 . Maximum number of streams versus T f on T1 and T3 links, for a 5 hops path and a tolerable end-to-end delay D max ¼ 100 ms. The propagation delay is considered negligible for all voice streams sharing the link. 13 A 12 byte RTP header, an 8 byte UDP header, a 20 byte IP header, and either a 6 byte data-link (e.g., PPP or HDLC) or a 29 byte 802.3 MAC header depending on whether the voice packets are crossing a point-to-point link or an Ethernet LAN, respectively, for a total header size H ¼ 46 or 69 bytes, respectively. at first with T f , as a result of the reduction in bandwidth requirement per stream; however, as the formation time approaches D max À l, the total utilization on the link must decrease to keep queuing delay low enough so that end-to-end delay remains below D max ; this in turn leads to a decrease in the number of streams. (Clearly, for T f P D max , the number of supported streams is zero.) In this case, the number of streams supported increases significantly when the formation time is chosen optimally.
Even though the analysis conducted above suggests a significant benefit in choosing the largest formation time possible, given the end-to-end delay possible, the scenario considered is nevertheless unrealistic, as it assumes that the propagation delay of all streams on the link is negligible. Hereafter, we consider a more realistic scenario in which the propagation delays corresponding to the streams on the link are random. As shown in Table 2 , we consider various propagation delay distributions, depending on the geographical location of the link of interest. If the link belongs to a local area network, then most of the calls have a relatively low propagation delay. On the other end of the spectrum, all connections belonging to a trans-oceanic link have a large propagation delay. (The distribution of propagation delay for streams flowing in a wide area network lies somewhere between these two extremes.) In each of these cases, we assume that the formation time used for the packetization of each stream is tailored to the propagation and queuing delay it incurs. In order to capture the benefit obtained from dynamically choosing the formation time of a per-connection basis, we plot in Fig. 12 the number of streams supported as a function of the maximum allowable formation time. Clearly, as the proportion of streams having a large propagation delay increases, the benefit of tailoring the choice of formation time for each connection decreases significantly: the plots in Fig. 12 show that perflow custom packetization allows the number of streams to increase from around 1000 to more than 2500 on T1 links in local areas; however, the number of streams supported increases to around 2000 in wide areas under the same conditions, while trans-oceanic links do not benefit at all from custom packetization. Also, most of the gain is achieved by increasing the propagation delay from 10 to 30 ms. One can argue that an increase in delay by 20 ms is acceptable, given the significant benefit obtained from the increase. As shown in Fig. 13 (in which we plot the same set of graphs as in Fig. 12 , but with restricting the minimum formation time to 30 ms), the benefit from custom packetization beyond T f ¼ 30 ms appears low: in WANs, bandwidth is usually largely available and propagation delay is large; therefore, this case is the least interesting, since the incentive for bandwidth reduction is low, and the actual potential for bandwidth reduction is low too. On the other hand, the incentive for bandwidth reduction is the Table 2 Distribution of propagation delay for various geographic locations largest in the case of trans-oceanic links, where the bandwidth is scare, and the cost of installation high; unfortunately, as seen in Fig. 13 , the large propagation delays on the links dictate the choice of low formation times. Finally, the potential for bandwidth reduction is largest in local networks; even when restricting the minimum formation time to 30 ms, the increase in number of streams is still significant (from around 2200 to more than 3000 on T3 links, around 75 to more than 90 on T1 links) when formation time is chosen on a perconnection basis. Still, one could argue that with the advance in fiber optics technology, available bandwidth in local networks will also be large. However, in the situation in which T1 and T3 links are used to aggregate voice traffic in local LANs, dynamic packetization on a per-connection basis could allow the support of a factor of 20% and 36% more streams on the T1 and T3 links, respectively; conversely, for a given number of streams, the gain can allow the use of fewer T3 links, yielding a significant cost decrease. Finally, note that when voice traffic is not alone on the link but shares it with other traffic using either PQ or WRR, then the queuing delay is significantly larger, reducing in turn the number of streams supported and the potential gain provided by per-flow custom packetization. In summary, using T f ¼ 30 ms leads to a negligible waste in resources, and constitutes a good compromise in terms of delay and bandwidth utilization. Repeating the same study for G.711 and G.723.1 leads to the same observations. The recommended formation time for these encoders is 10 ms (that is, the recommended packet size is 80 bytes) and 30 ms (that is, the recommended packet size is 20 bytes), respectively.
Conclusion
In this paper, we have focused on networks where a separate queue for voice traffic is provided. In this context, we have first described the particularity of voice traffic as compared to other traffic on the network. We then assessed voice delay, and looked at the effect of network parameters on the delay incurred by voice traffic; in particular, we focused on the effect of the residual transmission time of non-voice packets of voice delay, and showed that it constitutes the largest portion of voice delay in case PQ is used to schedule voice traffic. We also showed the importance of bandwidth to reduce the delay percentile incurred by voice in a network, and concluded that network delay becomes a negligible portion of end-to-end delay in case available bandwidth exceeds 10 Mbit/s. We then compared different scheduling schemes (that is, PQ, WRR and the provision of different circuit for voice traffic), and showed that PQ leads to the best compromise between bandwidth utilization and delay minimization, as long as the preemption of non-voice packets is implemented on sub-10 Mbit/s links. Finally, we studied the effect of packet size on voice delay and bandwidth utilization, and showed that a packet formation time of 30 ms for G.729A and G.723.1 (that is, a packet size of 30 and 20 bytes, respectively) and 10 ms for G.711 (that is, a packet size of 80 bytes) constitute a good compromise between low delay and efficient network utilization. 
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