The absolute radiometric calibration of a satellite sensor is the critical factor that ensures the usefulness of the acquired data for quantitative applications on remote sensing. This work presents the results of the first cross-calibration of the sensor on board the Sistema Satelital de Observación de la Tierra (SSOT) Chilean satellite or Air Force Satellite FASat-C. RapidEye-MSI was chosen as the reference sensor, and a simultaneous Nadir Overpass Approach (SNO) was applied. The biases caused by differences in the spectral responses of both instruments were compensated through an adjustment factor derived from EO-1 Hyperion data. Through this method, the variations affecting the radiometric response of New AstroSat Optical Modular Instrument (NAOMI-1), have been corrected based on collections over the Frenchman Flat calibration site. The results of a preliminary evaluation of the pre-flight and updated coefficients have shown a significant improvement in the accuracy of at-sensor radiances and TOA reflectances: an average agreement of 2.63% (RMSE) was achieved for the multispectral bands of both instruments. This research will provide a basis for the continuity of calibration and validation tasks of future Chilean space missions.
Introduction
There is common agreement among the remote sensing community that quantitative analysis and monitoring of the Earth's surface processes require accurate and consistent measurements from satellite sensors, and this relies on absolute radiometric calibration [1] [2] [3] [4] [5] . This is especially valid when the information provided by a specific mission must be integrated with data from other platforms, either into models or multitemporal datasets [6] [7] [8] .
The Sistema Satelital de Observación de la Tierra (SSOT), known as the FASat-C satellite, was launched on 16 December 2011, carrying the New AstroSat Optical Modular Instrument (NAOMI-1) [9, 10] . FASat-C has been a successful Chilean satellite mission and has provided data for a wide range of applications in the fields of environment and forestry, mining and disaster management, among others [9, 11, 12] . Moreover, the launch of the FASat-D satellite, which gives continuity to the FASat-C Figure 1 . Location of the Frenchman Flat calibration site, Nevada, United States (36°48′24″N; 115°56′27″W), where the study area is highlighted in red (a,b); (c) The specific areas for the crosscalibration of FASat-C against RapidEye were determined based on the criteria of high reflectivity, relative homogeneity and degree of spatial association (please refer to Section 4.1). Preliminary evaluation samples were distributed across the shown area.
Overview of Sensors and Satellite Data
The NAOMI-1 sensor provides multispectral and panchromatic images with a periodicity of 37 days at-nadir conditions. Considering the satellite's roll capability of ±30°, the revisit period is reduced to 3-5 days. The technical specifications of NAOMI-1 are reviewed in Table 1 , and more details can be found in Mattar et al. [9] and Aerial Photogrammetric Service (SAF) [10] .
RapidEye is a five-satellite constellation launched on 29 August 2008, able to provide data on a daily basis at off-nadir conditions and every five days at-nadir [73] . Each satellite of the mission, named from RE1-RE5, carries identical MSI instruments. The requirements of the mission are radiometric stability over time and between spacecraft. The response between the same bands is within 5% over the whole mission, providing directly comparable images [74, 75] . Since 2009, annual field campaigns have been conducted at Ivanpah Playa, Railroad Valley Playa (RVP) and Brookings calibration sites [76] . The Cal/Val activities have been performed by Blackbridge, in conjunction with the Universities of Arizona and South Dakota State. Since 2011, simultaneous collections for the whole constellation have been considered. The results of a validation performed over RVP indicated that, after the calibration updates of early 2014, the percentage differences between field measurements and MSI imagery were below 3% for the whole constellation (personal communication) [77] . In the case of RapidEye-4 (RE4), the sensor that acquired the data involved in the present work, the maximum differences were in the order of 1.25% [78] . More details about MSI are presented in Table 1 , and a comparison of the relative spectral response (RSR) of both sensors is presented in Figure 2 .
Data acquired by the EO-1 Hyperion Hyperspectral Imager (HSI), a pushbroom sensor of 198 calibrated bands of ~10 nm Full Width at Half Maximum (FWHM) in the range of 400-2500 nm [79] , were used to obtain SBAF. The Hyperion spatial resolution is 30 m, and the dimensions of the scans are 7.5 km × 100 km. , where the study area is highlighted in red (a,b); (c) The specific areas for the cross-calibration of FASat-C against RapidEye were determined based on the criteria of high reflectivity, relative homogeneity and degree of spatial association (please refer to Section 4.1). Preliminary evaluation samples were distributed across the shown area.
The NAOMI-1 sensor provides multispectral and panchromatic images with a periodicity of 37 days at-nadir conditions. Considering the satellite's roll capability of˘30˝, the revisit period is reduced to 3-5 days. The technical specifications of NAOMI-1 are reviewed in Table 1 , and more details can be found in Mattar et al. [9] and Aerial Photogrammetric Service (SAF) [10] . RapidEye is a five-satellite constellation launched on 29 August 2008, able to provide data on a daily basis at off-nadir conditions and every five days at-nadir [73] . Each satellite of the mission, named from RE1-RE5, carries identical MSI instruments. The requirements of the mission are radiometric stability over time and between spacecraft. The response between the same bands is within 5% over the whole mission, providing directly comparable images [74, 75] Arizona and South Dakota State. Since 2011, simultaneous collections for the whole constellation have been considered. The results of a validation performed over RVP indicated that, after the calibration updates of early 2014, the percentage differences between field measurements and MSI imagery were below 3% for the whole constellation (personal communication) [77] . In the case of RapidEye-4 (RE4), the sensor that acquired the data involved in the present work, the maximum differences were in the order of 1.25% [78] . More details about MSI are presented in Table 1 , and a comparison of the relative spectral response (RSR) of both sensors is presented in Figure 2 . On 25 July 2014, simultaneous acquisitions over Frenchman Flat were obtained by FASat-C and RapidEye (Table 2 ). According to Cao et al. [15] and Teillet et al. [19, 20] , this approach helps minimize the uncertainties associated with differences in the atmospheric conditions and illumination geometry. The FASat-C image was acquired by the Space Operations Group (GOE), and the respective Level 1A product was provided to the authors by SAF. More details about the data request can be found in SAF [10] . The RapidEye L1B imagery was provided as demo data by Blackbridge, to support this cross-calibration study. EO-1 Hyperion data of the study area in Hierarchical Data Format (HDF) Data acquired by the EO-1 Hyperion Hyperspectral Imager (HSI), a pushbroom sensor of 198 calibrated bands of~10 nm Full Width at Half Maximum (FWHM) in the range of 400-2500 nm [79] , were used to obtain SBAF. The Hyperion spatial resolution is 30 m, and the dimensions of the scans are 7.5 kmˆ100 km.
On 25 July 2014, simultaneous acquisitions over Frenchman Flat were obtained by FASat-C and RapidEye (Table 2 ). According to Cao et al. [15] and Teillet et al. [19, 20] , this approach helps minimize the uncertainties associated with differences in the atmospheric conditions and illumination geometry. The FASat-C image was acquired by the Space Operations Group (GOE), and the respective Level 1A product was provided to the authors by SAF. More details about the data request can be found in SAF [10] . The RapidEye L1B imagery was provided as demo data by Blackbridge, to support this cross-calibration study. EO-1 Hyperion data of the study area in Hierarchical Data Format (HDF) were downloaded from the National Aeronautics Space Agency (NASA) Earth Explorer server [80] . The most recent cloud-free acquisitions were selected (Table 3) . 
Methods

Spatial Autocorrelation and Uniformity Analysis
After the preprocessing stage, consisting of radiometric correction of the Level 1R Hyperion data and co-registration of the whole dataset to WGS84 UTM Zone 11 North system, the relative uniformity and spatial autocorrelation of the calibration site were examined. The Coefficient of Variation (CV) and Local Indicators of Spatial Association (LISA), specifically local indices of the Moran (I) [81] and the Getis Ord statistics (Gi) [82] , were obtained for high spatial resolution data of Frenchman Flat. These indicators have been used by Cosnefroy et al. [44] , Bannari et al. [83, 84] and Odongo et al. [85] for the identification and characterization of suitable areas for the absolute calibration of satellite sensors.
The CV was derived for each band considering a 5ˆ5-pixels window [84] , and Gi and I were calculated under the Queen's rule. The following thresholds were established to select the most homogeneous areas across the playa: CV ď 2%, Gi ě 3.2 and I ě 3.5. The threshold limits were empirically defined, testing different values of the above-mentioned indices, as follows: (1) selecting and applying the values for CV, I and Gi; (2) vectorizing the obtained images; (3) intersecting the layers corresponding to each index; and (4) visually evaluating the extension of the resulting polygons, according to the information provided in Polder et al. [71] . The previous steps were repeated until areas with the characteristics of the specific LED-Based Spectral Surface Monitoring (LSpec) calibration site were delineated. In order to reduce the influence of registration errors, caused by differences in spatial resolution [58, 72] , these criteria were applied for the identification of the most homogeneous areas, from which the samples for the cross-calibration of FASat-C were extracted.
Sample Extraction
At uniform and highly-reflective clusters, resulting from thresholding and the intersection of the layers previously generated, 130 samples of 5ˆ5 pixels were collected from FASat-C and RapidEye imagery for cross-calibration. Additionally, for a preliminary evaluation of the results, 300 samples were randomly collected across the whole common area of both acquisitions, although it was not possible to maintain the same pattern, due to the lack of some land covers in the neighborhood of the site. Water bodies or dense vegetation with sufficient extension, according to the GSD of both sensors, were not available in Frenchman Flat; thus, the few vegetation samples identified cover areas of just 3ˆ3 pixels. Regarding the outlier detection, for both calibration and evaluation samples, the FASat-C digital numbers (DN) were plotted against RapidEye radiances, with outliers being considered the measurements more than two standard deviations (2σ) away from the best-fit line.
E 0 Calculation for FASat-C
The exo-atmospheric spectral solar irradiance coefficients (E 0 ) were employed to calculate the compensation factors and to derive FASat-C TOA reflectances. In order to avoid introducing additional systematic errors, hence to ensure a consistent calculation of compensation factors and TOA reflectances for all involved sensors, the same solar irradiance model was employed. The reason is that depending on the solar model, relative differences of up to 2% will arise [9, 51, 86] , affecting the Ai factor and cross-calibration results. E 0 values were estimated with Equation (1), using the solar irradiance model of Thuillier [87] , as recommended by CEOS [31] . Sampling intervals of the solar model were linearly interpolated to the RSRs.
where S λ is the solar irradiance model of Thuillier [87] expressed in W¨m´2¨µm´1 and RSR λ is the relative spectral response of the band.
Compensation Factors
In the overlap area covered by the 3 sensors, 15 samples of 5ˆ5 pixels each were extracted from every scan of Hyperion, and the time-averaged TOA reflectances were calculated to derive the SBAF (2), as presented by Chander et al. [21] . The Hyperion TOA reflectance was resampled to match the 1-nm sampling interval of the RSR of both sensors. Simulated TOA reflectance for both sensors were obtained by integrating the RSR and Hyperion spectral signatures, weighted by the RSR. The convolution of the numerator corresponds to the simulated TOA reflectance of the reference sensor and the denominator to the sensor to be calibrated; the ratio being an indicator of the difference arising from the RSR mismatch for a given band and target [21, 62] .
where ρ λ is the hyperspectral TOA reflectance of a sample; RSR λ is the relative spectral response of a sensor; R is RapidEye MSI, the reference sensor; F is FASat-C NAOMI-1, the sensor to be calibrated against R; ρ F * is the reflectance of the sensor F, compensated by the RSR difference effects. The SBAF can be applied to DNs or to at-sensor radiances of F, as well. Two factors were obtained to be applied differentially to calibration (Cal) and evaluation samples (Eva): SBAF Cal and SBAF Eva , respectively. SBAF Cal was derived with 5 samples collected at the defined homogeneous zones ( Figure 3 ) and SBAF Eva using 10 samples collected over the whole FASat-C scene, covering the range of reflectances available in the study area. TOA reflectances for all involved sensors, the same solar irradiance model was employed. The reason is that depending on the solar model, relative differences of up to 2% will arise [9, 51, 86] , affecting the Ai factor and cross-calibration results. E0 values were estimated with Equation (1), using the solar irradiance model of Thuillier [87] , as recommended by CEOS [31] . Sampling intervals of the solar model were linearly interpolated to the RSRs.
where Sλ is the solar irradiance model of Thuillier [87] expressed in W·m −2 ·μm −1 and RSRλ is the relative spectral response of the band.
In the overlap area covered by the 3 sensors, 15 samples of 5 × 5 pixels each were extracted from every scan of Hyperion, and the time-averaged TOA reflectances were calculated to derive the SBAF (2), as presented by Chander et al. [21] . The Hyperion TOA reflectance was resampled to match the 1-nm sampling interval of the RSR of both sensors. Simulated TOA reflectance for both sensors were obtained by integrating the RSR and Hyperion spectral signatures, weighted by the RSR. The convolution of the numerator corresponds to the simulated TOA reflectance of the reference sensor and the denominator to the sensor to be calibrated; the ratio being an indicator of the difference arising from the RSR mismatch for a given band and target [21, 62] .
where ρλ is the hyperspectral TOA reflectance of a sample; RSRλ is the relative spectral response of a sensor; R is RapidEye MSI, the reference sensor; F is FASat-C NAOMI-1, the sensor to be calibrated against R; ρF * is the reflectance of the sensor F, compensated by the RSR difference effects. The SBAF can be applied to DNs or to at-sensor radiances of F, as well. Two factors were obtained to be applied differentially to calibration (Cal) and evaluation samples (Eva): SBAFCal and SBAFEva, respectively. SBAFCal was derived with 5 samples collected at the defined homogeneous zones ( Figure 3 ) and SBAFEva using 10 samples collected over the whole FASat-C scene, covering the range of reflectances available in the study area. For the compensation of illumination differences, an adjustment factor was calculated, following Teillet et al. [19, 20] . This factor was multiplied by SBAF, and the resulting product was incorporated into a final factor named Ai (Equation (4)).
Ai " SBAF pE 0 cosθq R { pE 0 cosθq F (4) where E 0 are the exo-atmospheric solar irradiance coefficients of the respective sensor (R and F) obtained with Equation (1), expressed in W¨m´2¨µm´1; θ are the zenith angles corresponding to the data acquisition of R and F.
Cross-Calibration of FASat-C NAOMI-1
The average FASat-C DN per sample were adjusted by multiplying the Ai factor Equation (4). For both sensors, the offset values are periodically estimated on a pixel basis during the relative radiometric calibration process, performed over dark oceanic areas, and are subtracted at the Level 1A/1B product generation [10, 74] . The RapidEye radiances were obtained applying the radiometric scale factor given in the metadata file (9.999999776483ˆ10´3 W¨m´2¨sr´1¨µm´1) to all bands, as follows Equation (5):
The absolute radiometric calibration coefficients of NAOMI-1 bands were obtained through a linear fit, considering Equations (6)- (8):
where L R and L F are the at-sensor radiance of the F and R sensors, expressed in W¨m´2¨sr´1¨µm´1; G R and G F are the gains of R and F, expressed in W¨m´2¨sr´1¨µm´1; DN R and DN F are the digital numbers of R and F; ρ R and ρ F are TOA reflectances of F and R; DN F * is the adjusted DN of the sensor to be calibrated against the reference sensor. In Equation (7), the term ρ R /ρ F is replaced by the SBAF and, in conjunction with (E 0 cosθ) R /(E 0 cosθ) F , constitutes the final compensation factor Ai, previously obtained using Equation (4).
Results
Spatial Analysis of the Calibration Site
As spatial homogeneity is one of the most important factors for the assessment of calibration sites [70, 72, [83] [84] [85] , the calculation of Moran's I, the Getis Ord Gi, CV and TOA reflectance were essential for the selection of specific areas in the Frenchman Flat site, for the calibration (Figures 4 and 5) .
Particularly, I and Gi provided valuable information regarding the spatial patterns that are undetectable to CV or to global indicators of spatial dependence [83] [84] [85] . It must be mentioned that, as a result of the applied thresholding criteria, about 85% of the samples used for the estimation of FASat-C gains presented a CV lower than 1%. This has ensured that the most homogeneous and spatially-autocorrelated areas of Frenchman Flat were used for the cross-calibration of FASat-C ( Figure 6 ). This is in line with the research of Feng et al. [56] and Gao et al. [58] After excluding outliers, the following number of homogeneous samples were used for the calibration: 127 for the blue (B1), 125 for the green (B2), 128 for the red (B3) and 129 for the NIR (B4) bands, respectively. Since the amount of photons reaching the sensor and their energy vary according to wavelength, each band was considered as an independent experiment. The FASat-C adjusted DNs and the RapidEye radiances exhibited a linear behavior and a high degree of correlation. After excluding outliers, the following number of homogeneous samples were used for the calibration: 127 for the blue (B1), 125 for the green (B2), 128 for the red (B3) and 129 for the NIR (B4) bands, respectively. Since the amount of photons reaching the sensor and their energy vary according to wavelength, each band was considered as an independent experiment. The FASat-C adjusted DNs and the RapidEye radiances exhibited a linear behavior and a high degree of correlation. After excluding outliers, the following number of homogeneous samples were used for the calibration: 127 for the blue (B1), 125 for the green (B2), 128 for the red (B3) and 129 for the NIR (B4) bands, respectively. Since the amount of photons reaching the sensor and their energy vary according to wavelength, each band was considered as an independent experiment. The FASat-C adjusted DNs and the RapidEye radiances exhibited a linear behavior and a high degree of correlation. 
E0 and Compensation Factors
The published E0 values for RapidEye are 2003, 1824, 1571 and 1117 for the blue, green, red and NIR bands, respectively [88] . In Table 4 , the exo-atmospheric irradiance coefficients for FASat-C (W·m −2 ·sr −1 ·μm −1 ) and the compensation factors are provided. For consistency, E0 values of RapidEye were obtained and compared against the given coefficients, and differences within the range 0.4-4.8 W·m −2 ·μm −1 were obtained, where the maximum discrepancy corresponds to the NIR band. According to SBAF values, for all FASat-C bands, but B3, values lower than unity show a higher amount of in-band reflectance in comparison to RapidEye, either for Cal or Eva compensation factors, the cause being the shape of the FASat-C spectral responses and the features of the Hyperion TOA reflectance spectra employed to derive the SBAF values. Chander et al. [21] mentioned that SBAF is more sensitive to variations in slope or spikes present in hyperspectral TOA reflectance spectra rather than to magnitude disparities. This point may explain the low standard deviation values, especially for SBAFCal. The NIR band presents higher variability due to the presence of water vapor absorption features [8, 21, 54, 61] . Nonetheless, for SBAFCal and SBAFEva, this variability may also reveal a temporal variation in TOA reflectance due to the differences in observation, illumination or atmospheric 
E 0 and Compensation Factors
The published E 0 values for RapidEye are 2003, 1824, 1571 and 1117 for the blue, green, red and NIR bands, respectively [88] . In Table 4 , the exo-atmospheric irradiance coefficients for FASat-C (W¨m´2¨sr´1¨µm´1) and the compensation factors are provided. For consistency, E 0 values of RapidEye were obtained and compared against the given coefficients, and differences within the range 0.4-4.8 W¨m´2¨µm´1 were obtained, where the maximum discrepancy corresponds to the NIR band. According to SBAF values, for all FASat-C bands, but B3, values lower than unity show a higher amount of in-band reflectance in comparison to RapidEye, either for Cal or Eva compensation factors, the cause being the shape of the FASat-C spectral responses and the features of the Hyperion TOA reflectance spectra employed to derive the SBAF values. Chander et al. [21] mentioned that SBAF is more sensitive to variations in slope or spikes present in hyperspectral TOA reflectance spectra rather than to magnitude disparities. This point may explain the low standard deviation values, especially for SBAF Cal . The NIR band presents higher variability due to the presence of water vapor absorption features [8, 21, 54, 61] . Nonetheless, for SBAF Cal and SBAF Eva , this variability may also reveal a temporal variation in TOA reflectance due to the differences in observation, illumination or atmospheric conditions. Besides, in the case of SBAF Eva , the differences could possibly be related to a seasonal component (e.g., phenology of vegetation and soil moisture variation).
Radiometric Cross-Calibration
As offsets have been subtracted during the generation of the radiometrically-corrected products, the results obtained through linear fits forced to the zero intercept, I 0 , referred to hereinafter as the result of the cross-calibration, were chosen. Just as a reference, the free-intercept (F i ) results are included; however, the R 2 coefficient does not greatly differ from the I 0 outcomes, and a similar amount of variability is explained by the linear fit, except for B1. A scatterplot of RapidEye radiances and FASat-C adjusted DN samples and cross-calibration results are provided in Figure 7 and conditions. Besides, in the case of SBAFEva, the differences could possibly be related to a seasonal component (e.g., phenology of vegetation and soil moisture variation).
As offsets have been subtracted during the generation of the radiometrically-corrected products, the results obtained through linear fits forced to the zero intercept, I0, referred to hereinafter as the result of the cross-calibration, were chosen. Just as a reference, the free-intercept (Fi) results are included; however, the R 2 coefficient does not greatly differ from the I0 outcomes, and a similar amount of variability is explained by the linear fit, except for B1. A scatterplot of RapidEye radiances and FASat-C adjusted DN samples and cross-calibration results are provided in Figure 7 and Table  5 , respectively. Table 5 . The degree of dispersion around the best-fit line is considered to be mainly a consequence of the angular anisotropic effects of reflectance; this factor has neither been studied nor corrected for, since it is out of the scope of this work. The absolute radiometric parameters estimated during pre-flight calibration are provided in Table 5 . Relative differences between Pre-Flight (Pre-F) and I0 estimated gains are detailed, as well (ΔGain).
Considering the equation of FASat-C radiance, relative percentage differences have been calculated using the inverse value of the respective per-band gains. Absolute gains of Bands 1, 2 and 3 have shown an increase of 5.71%, 3.55% and 2.78% in radiance units per DN, respectively, while B4 presents a decrease of −10.88%.
To assess the influence of the size of the calibration sample on the estimated gains, 32 samples of 10 × 10 pixels each were collected on the same regions that were catalogued as uniform and highly correlated. An average relative difference of 0.16% with respect to the gains estimated with the Table 5 . The degree of dispersion around the best-fit line is considered to be mainly a consequence of the angular anisotropic effects of reflectance; this factor has neither been studied nor corrected for, since it is out of the scope of this work. The absolute radiometric parameters estimated during pre-flight calibration are provided in Table 5 . Relative differences between Pre-Flight (Pre-F) and I 0 estimated gains are detailed, as well (∆ Gain ).
Considering the equation of FASat-C radiance, relative percentage differences have been calculated using the inverse value of the respective per-band gains. Absolute gains of Bands 1,To assess the influence of the size of the calibration sample on the estimated gains, 32 samples of 10ˆ10 pixels each were collected on the same regions that were catalogued as uniform and highly correlated. An average relative difference of 0.16% with respect to the gains estimated with the 5ˆ5-pixels samples was obtained. These gains were applied to the evaluation samples, causing an average difference of 0.04% in the RMSE values of absolute errors.
A study about the dependence on sample size (i.e., 5ˆ5 pixels vs. 10ˆ10 pixels) of the per-band coefficients of the I 0 models showed an average decrease of 25.2% in the coefficients for all bands; reducing the goodness of fit of the linear models when the largest sample size is chosen. However, it must be emphasized that the relative differences between both I 0 gain sets have low impact on the calculated radiances/reflectances. These results demonstrate the importance of calibrating satellite sensors with a CEOS-WGCV endorsed site and the potential of LISA to define specific calibration regions, as shown in Bannari et al. [83, 84] and Odongo et al. [85] .
Preliminary Evaluation Results
Per-Band Bias Errors
For the evaluation of both sets of calibration coefficients, the number of remaining samples after outlier filtering was 286, 293, 295 and 293, for B1, B2, B3 and B4, respectively. This evaluation is just a preliminary exploration of the results obtained applying coefficients I 0 and Pre-F, mainly due to the fact that there is no land cover diversity in the area covered by both sensors. Hence, a validation must be considered over heterogeneous zones with the presence of different types of vegetation, soils, etc., in the form of large uniform patches. Under these circumstances, the evaluation of the estimated gains over a broader range of reflectances for each FASat-C band would be feasible.
In order to allow the comparison of both calibration parameters sets (Pre-F and I 0 ), per-sample bias errors were calculated with respect to RapidEye radiances and reflectances. Table 6 summarizes the main descriptive statistics for all FASat-C bands, such as Mean Bias Error (MBE), among others. The mean bias error of the evaluation samples was obtained as follows:
where n is the number of evaluation samples; R and F are the magnitudes derived from the common samples collected by RapidEye and FASat-C, respectively (radiance or reflectance). When compared to RapidEye, the use of Pre-F gains led to an underestimation of at-sensor radiances for B1, B2 and B3, and an overestimation for B4. The cross-calibration produced less biased results, and the best agreements were obtained for B1 and B2. The cross-calibration reduced the B1 MBE from 9.03 down to 0.17 W¨m´2¨sr´1¨µm´1 and the B2 MBE from 7.573 down to 1.67 W¨m´2¨sr´1¨µm´1. For B3, the mean bias error decreased from 8.17 down to 3.36 W¨m´2¨sr´1¨µm´1, while for B4, it changed from´10.37-3.4 W¨m´2¨sr´1¨µm´1. In spite of the high variability observed in the sample, particularly for B1 and B2, for which the standard deviations are higher than MBE, a considerable decrease in the magnitude of MBE and maximum bias errors was achieved once I 0 gains are utilized.
In Figure 8 , the bias error per sample is shown as a function of TOA reflectance, either for pre-flight or for cross-calibration. For B1 (Figure 8a) , after cross-calibration, the range of bias errors shifted from 4.7-16.5 W¨m´2¨sr´1¨µm´1 to´5.45-8.1 W¨m´2¨sr´1¨µm´1, corresponding the highest bias errors to samples of~0.15 and~0.22 reflectance units. Radiances equivalent to reflectances higher than 0.25 are mainly overestimated; nevertheless, the biases for all samples have been substantially reduced.
For B2 (Figure 8b) , after cross-calibration, underestimation has lessened if compared to the results obtained after applying the Pre-F gain. With Pre-F gain, the bias errors were in the range of 1.12-17.1 W·m −2 ·sr −1 ·μm −1 ; after applying the I0 gain, the range of bias error changed to −5.48-8.95 W·m −2 ·sr −1 ·μm −1 , meaning that the improvement is more noticeable for higher reflectance samples. The range has been reduced, along with the MBE and dispersion, which shows the good performance of the updated parameter.
In the case of B3 (Figure 8c ), the radiances are underestimated using both Pre-F and I0 gains. Nevertheless, a reduced percentage of the sample, concentrated between 0.45 and 0.6 of reflectance, presents overestimation after cross-calibration. Using Pre-F gains, the bias errors were in the range from 14.7-2.45 W·m −2 ·sr −1 ·μm −1 ; once I0 gain was used, the values were in the range from −3.30-9.78 W·m −2 ·sr −1 ·μm −1 . For this band, the decrease in MBE can be considered as a clear improvement, particularly at higher reflectances.
For B4 (Figure 8d) , where noticeable differences existed among low and high reflectances before the application of the I0 coefficients, overestimation increased with reflectance, mainly at reflectances higher than 0.5. Before cross-calibration, the bias ranged from −22.76-−0.23 W·m −2 ·sr −1 ·μm −1 , which after the procedure was significantly reduced to the interval from −2.88-9.4 W·m −2 ·sr −1 ·μm −1 . Although the bias was not completely removed, it considerably diminished after the cross-calibration against RapidEye. For B2 (Figure 8b ), after cross-calibration, underestimation has lessened if compared to the results obtained after applying the Pre-F gain. With Pre-F gain, the bias errors were in the range of 1.12-17.1 W¨m´2¨sr´1¨µm´1; after applying the I 0 gain, the range of bias error changed to´5. 48-8.95 W¨m´2¨sr´1¨µm´1, meaning that the improvement is more noticeable for higher reflectance samples. The range has been reduced, along with the MBE and dispersion, which shows the good performance of the updated parameter.
In the case of B3 (Figure 8c ), the radiances are underestimated using both Pre-F and I 0 gains. Nevertheless, a reduced percentage of the sample, concentrated between 0.45 and 0.6 of reflectance, presents overestimation after cross-calibration. Using Pre-F gains, the bias errors were in the range from 14.7-2.45 W¨m´2¨sr´1¨µm´1; once I 0 gain was used, the values were in the range from 3.30-9.78 W¨m´2¨sr´1¨µm´1. For this band, the decrease in MBE can be considered as a clear improvement, particularly at higher reflectances.
For B4 (Figure 8d ), where noticeable differences existed among low and high reflectances before the application of the I 0 coefficients, overestimation increased with reflectance, mainly at reflectances higher than 0.5. Before cross-calibration, the bias ranged from´22.76-´0.23 W¨m´2¨sr´1¨µm´1, which after the procedure was significantly reduced to the interval from´2.88-9.4 W¨m´2¨sr´1¨µm´1. Although the bias was not completely removed, it considerably diminished after the cross-calibration against RapidEye.
Per-Band Absolute Error
The Mean Absolute Percentage Error (MAPE), the Root Mean Square Error (RMSE) of absolute percentage errors and other statistics of Pre-F and I 0 calibration parameter sets are presented in Table 7 . The RMSE and MAPE, with respect to RapidEye, were obtained using the following expressions (Equations (10) and (11)):
where n is the number of evaluation samples; R and F are the magnitudes derived from the common samples collected by RapidEye and FASat-C, respectively (radiance or reflectance). Considering the skewness of the distribution of the APE of the I 0 samples (Figure 9 ), the first and third quartile values are also provided. As seen, after cross-calibration, the shape of the distribution of all bands has changed, with the samples being concentrated at the lower absolute errors, especially for B1 and B2. For B3, the trend is similar to B1 and B2, in the sense that the distribution of the absolute errors is left-skewed; however, absolute errors are concentrated below 3%, and not below 2%, as in the case of B1 and B2. In the particular case of B4, the distribution turns into a more uniform one.
Overall, once the updated coefficients are applied, the level of dispersion in the sample was reduced by 32%, 21%, 6% and 12% for B1, B2, B3 and B4, respectively.
For B1, the MAPE decreased from 6.01% down to 1.51% and the RMSE from 6.27% down to 1.94%; besides the median value of 1.2% must be observed in the case of I 0 , since it would be more representative. In addition, the maximum error diminished from 13.4% down to 8.1%. According to B1 histograms (Figure 9a ), using Pre-F gains, just 32% of the sample presented an absolute error of up to 5%, while 66% of the sample had absolute errors in the range 5%-10%. After the cross-calibration, 71% of the samples have errors of up to 2%; 27% are in the range 2%-5%; and just 2% of the sample present errors higher than 5%.
after cross-calibration. The frequency distribution of absolute errors using Pre-F calibration (Figure 9c) Lastly, for B4, the RMSE dropped from 7.8% down to 3.56%, MAPE from 7.52% down to 3.05%, and the maximum error diminished from 12.66% down to 9.6%. The median value of absolute errors changed from 7.5% down to 3.04%, once I0 coefficients are applied to the DN samples. In relation to the distribution of errors (Figure 9d ), prior to the B4 cross-calibration, 9.9% of the sample presented absolute errors of up to 5%; 77.1% was in the range 5%-10%; and 13% presented errors equal to or higher than 10%. The results obtained using the I0 gain revealed that 33.1% of the sample contained errors of up to 2%; 51.5% has errors in the range of 2%-5%; and 15.4% has errors of the order of 5%-10%.
Discussion
Though the preliminary evaluation results indicate that the absolute errors of FASat-C with respect to RapidEye radiances and reflectances have been reduced, if the obtained values are compared to the errors prior to the cross-calibration, a validation process that includes cross-validation and in situ measurements should be performed over heterogeneous areas. This task will allow the evaluation of the new set of calibration coefficients over low reflectance targets, which were not represented in the sample due to the characteristics of the site.
According to Thome [34] and Scott et al. [70] , low reflectances present a reduced SNR due to the increasing contribution of aerosols to at-sensor radiance. In relation to that topic, when assessing the uncertainty of an in-flight calibration, Chen et al. [89] found that for low-reflectance surfaces, uncertainties were higher than for more reflective targets, suggesting that the quality of remotely sensed data of darker areas should be carefully studied. Furthermore, considering all of the previous Results for B2 indicate that RMSE decreased from 5% down to 2.28% after cross-calibration, and MAPE dropped from 4.61% down to 1.71%. Besides, the maximum error diminished from 13.1% down to 9.9%, and the median value of the errors moved from 4.26% down to 1.23%. Prior to the calibration (Figure 9b ), 62.5% of the sample had an error of up to 5% and 36.9% an error of up to 10%. Just 0.7% of the sample presented absolute errors higher than 10%. After cross-calibration, 66.9% of the sample presents errors of up to 2%; 29.7% of the sample has errors in the range 2%-5%; and just 2.1% has absolute errors larger than 5%.
For B3, the RMSE decreased from 5.18% down to 2.75% and MAPE from 4.93% down to 2.31%, while the median value of errors is 2.14%. The maximum error lessened from 9.98% down to 7.4% after cross-calibration. The frequency distribution of absolute errors using Pre-F calibration (Figure 9c) indicates that 54.6% of the samples present an error of up to 5%, and 45.4% of the sample is in the range between 5% and 10%. Once the radiometric calibration parameters have been updated, 46.1% of the sample has a maximum absolute error of 2%; 48.5% is between 2% and 5%; and just 5.4% of the samples is in the order of 5%-10%.
Lastly, for B4, the RMSE dropped from 7.8% down to 3.56%, MAPE from 7.52% down to 3.05%, and the maximum error diminished from 12.66% down to 9.6%. The median value of absolute errors changed from 7.5% down to 3.04%, once I 0 coefficients are applied to the DN samples. In relation to the distribution of errors (Figure 9d ), prior to the B4 cross-calibration, 9.9% of the sample presented absolute errors of up to 5%; 77.1% was in the range 5%-10%; and 13% presented errors equal to or higher than 10%. The results obtained using the I 0 gain revealed that 33.1% of the sample contained errors of up to 2%; 51.5% has errors in the range of 2%-5%; and 15.4% has errors of the order of 5%-10%.
According to Thome [34] and Scott et al. [70] , low reflectances present a reduced SNR due to the increasing contribution of aerosols to at-sensor radiance. In relation to that topic, when assessing the uncertainty of an in-flight calibration, Chen et al. [89] found that for low-reflectance surfaces, uncertainties were higher than for more reflective targets, suggesting that the quality of remotely sensed data of darker areas should be carefully studied. Furthermore, considering all of the previous factors and what has been analyzed by Chander et al. [8] , it must be added that most of the samples characterized by higher errors correspond to targets that are more sensitive to misregistration.
In the present work, BRDF (Bi-directional Reflectance Distribution Function) effects have not been corrected; it is therefore not unlikely that some of the high absolute errors are a consequence of the anisotropic behavior of reflectance. Moreover, according to Gürbüz et al. [6] and CEOS [31], the calibration site presents some debris from weapon tests; this can be another possible factor influencing the response of some validation samples at the sub-pixel level.
As atmospheric path radiance, diffuse radiance and related adjacency effects have not been removed during the cross-calibration process, some influence on the results can also be expected. In addition, areas from which evaluation samples were collected neither exhibit the lowest CV nor the highest degree of spatial autocorrelation; therefore, as stated by Hamm et al. [72] , the adjacency effects would not be narrowed. This point may explain to some extent the higher standard deviations of MBE after cross-calibration, particularly for B1 and B2.
Another important issue to consider is the fact that the discrepancies of FASat-C B3 and B4, with respect to RapidEye, are larger than the ones existing for B1 and B2; this can be explained by the differences in the shape and magnitude of the SRF at the wavelengths where absorption features are located. The O 2 absorption feature at 630 nm is in the limit of the FWHM of RapidEye's B3, although encompassed by B3 of FASat-C. At this specific wavelength, the responses of the two sensors differ bỹ 50%. The next O 2 feature at 690 nm is by-passed by the RapidEye SRF, but not by FASat-C B3. In the case of the NIR band, the water vapor absorption feature at 760 nm is located where the difference in the RSR of the sensors is~25%. Besides, a H 2 O feature at 820 nm is over an area of the spectrum in which the RSR of FASat-C differs by 17%, in relative terms.
In Figure 2 , the RSR of both sensors and a MODTRAN (MODerate resolution atmospheric TRANsmission) [90] simulation of the transmittance for the mid-latitude summer atmosphere model are shown. The absorption features of the different atmospheric constituents can be observed. The transmittance presents a flat behavior within B1 and B2, while absorption features are noticeable for B3 and B4; thus, an influence of the overall shape of the RSR can be expected in this case.
In accordance with Chander et al. [21] , the existence of other atmospheric features, non-detectable for the Hyperion~10-nm spectral resolution, affects the SBAF and the degree of agreement between Rapid and FASat-C B3 and B4. In their research, the degree of agreement between the adjusted TOA reflectances of MODerate Resolution Imaging Spectroradiometer (MODIS) and Enhanced Thematic Mapper Plus (ETM+) increased by 1% once SCIAMACHY-based SBAFs were applied. Differences in the range of´3.01%-5.18% were reported between Hyperion-based and SCIAMACHY-based SBAFs, as well. In that case, the reported improvement was not only due to the 1-nm spectral resolution of SCIAMACHY, but also because of differences in the overall spectral shape of the reflectances measured by both sensors.
The results of the preliminary evaluation of the cross-calibration of FASat-C are affected by the lack of knowledge of SBAF over some targets, since differences in GSD do restrict the evaluation, at least over Frenchman Flat. As a result, the TOA reflectance of some targets cannot be properly characterized by the Hyperion 30-m GSD, which did not allow the estimation of SBAF over those areas. The averaged factors applied for the evaluation process could be a possible cause of the higher biases and absolute errors, mainly for lower reflectance targets that do not present Lambertian behavior. In that sense, the results presented in this work suggest that per-coverage SBAF calculations are required for validation purposes; then, for future validation activities, this point should be considered in order to have representative and properly-adjusted samples.
The previous idea supports the need for a validation over heterogeneous areas, where larger patches of different land covers are available. Besides, as mentioned by Chander et al. [21] , Henry et al. [61] and Teillet et al. [62] , TOA simulations, based on spectral libraries and in situ measurements, should be explored to evaluate improvements on the SBAF. However, despite the fact that spectral mismatches have been compensated through SBAF, this adjustment considers nominal conditions and does not account for the different sensitivities to the influence of atmospheric absorption features at specific wavelengths [17, 54, 61] or for any variation in the spectral performance of the sensor.
According to several authors, other possible sources of uncertainty in the calibration of satellite sensors are the variations affecting the SRFs [91] [92] [93] [94] [95] [96] [97] . These factors, which generate biases in measured radiances and in data-derived parameters, are related to changes in the transmittance of filters or optical components and to shifts of the SRFs towards shorter or longer wavelengths. Therefore, the influence of SRF shifts on the results of the present work is rather likely, since any change in the instrumental spectral performance directly affects the accuracy of the radiometric calibration [5, 94, 95] .
In connection with the previous point, an example is that smile and keystone effects in Hyperion data have been reported to generate absolute radiometric differences in the order of 5%-10%, between airborne and in situ measurements [91, 92] . Furthermore, spectral and radiometric issues generate uncertainties, which propagate to SBAF and to the estimated calibration coefficients. Teillet et al. [19] emphasized the importance of having accurate values of SBAF, since any uncertainty in the cross-calibration is directly proportional to the uncertainty in SBAF.
Different possible contributions to the observed errors have been mentioned and, according to the referred previous research [8, [94] [95] [96] [97] , some of them are more critical than others (e.g., SRF and BRDF related). Consequently, one should not exclude that the total contribution of these factors might be the cause of the resulting, although reduced, mismatches of the cross-calibration of FASat-C. Nevertheless, as mentioned before, MAPE, RMSE and MBE have substantially decreased after cross-calibration, meaning that the FASat-C radiances and reflectances are in good agreement with the RapidEye values. However, additional improvements in the cross-calibration method could be accomplished either by increasing the number of SNO's, when available [19, 20, 32] , or by fitting a BRDF model to the observations of the calibration site [52, 53, 56] . A refinement of the SBAF retrieval scheme could also provide important advances, particularly if (1) higher spectral resolution data and TOA simulations based on in situ measurements and (2) radiative transfer modeling [21, 56, 61] are applied.
Conclusions and Further Remarks
The sensor FASat-C NAOMI-1 has been cross-calibrated using SNOs collected over the Frenchman Flat calibration site. RapidEye-MSI's radiometric response was used to update the absolute gains of FASat-C NAOMI-1 multispectral bands. A multitemporal EO-1 Hyperion dataset was utilized to derive an SBAF, which has allowed the correction of one of the major sources of uncertainties in a cross-calibration study; leading to a substantial improvement in the degree of agreement between both sensors. The applied cross-calibration method will permit an adequate integration and a straightforward comparison of FASat-C and RapidEye data, as well as from other sensors, taking advantage of the higher joint revisit capability.
For future cross-calibration tasks, the availability of high spectral resolution data, either in situ, airborne or satellite measurements, will be fundamental to perform the required adjustments to the data; particularly historical hyperspectral imagery, since it offers a more operational approach for deriving compensation factors (SBAF).
As PICS are constantly monitored by a considerable amount of Earth observation satellites, FASat-C will continue acquiring data over such sites, incrementing the number of available observations for cross-calibration purposes. As far as Chile is concerned, it is our intention to obtain and assign additional resources to the exploration, characterization and use of Cal/Val sites, with emphasis on sites where field campaigns and inter-comparison studies with other satellite programs have already been performed [98] [99] [100] [101] [102] [103] [104] .
Local indicators of spatial association have been essential for the definition of the calibration areas; as a consequence, they will provide a tool for the selection of specific areas inside the CEOS-WGCV endorsed sites, either instrumented or PICS, and for the study of Cal/Val areas in Chile.
This first experience will lead to the exploration and integration of other vicarious calibration techniques, such as the reflectance based approach, with the aim of implementing a more comprehensive method for updating not only the absolute radiometric response of FASat-C NAOMI-1, but also of upcoming Chilean space observation sensors. In this sense, future Cal/Val activities of FASat-C will include data from instruments, such as Terra-ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer), MODIS, ETM+ and L8-OLI (Operational Land Imager), among others, as proposed by McCorkel et al. [105] .
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