Min-Hash is a popular technique for efficiently estimating the Jaccard similarity of binary sets. Consistent Weighted Sampling (CWS) generalizes the Min-Hash scheme to sketch weighted sets and has drawn increasing interest from the community. Due to its constant-time complexity independent of the values of the weights, Improved CWS (ICWS) is considered as the state-of-the-art CWS algorithm. In this paper, we revisit ICWS and analyze its underlying mechanism to show that there actually exists dependence between the two components of the hash-code produced by ICWS, which violates the condition of independence. To remedy the problem, we propose an Improved ICWS (I 2 CWS) algorithm which not only shares the same theoretical computational complexity as ICWS but also abides by the required conditions of the CWS scheme. The experimental results on a number of synthetic data sets and real-world text data sets demonstrate that our I 2 CWS algorithm can estimate the Jaccard similarity more accurately, and also competes with or outperforms the compared methods, including ICWS, in classification and top-K retrieval, after relieving the underlying dependence.
INTRODUCTION
N OWADAYS, data are growing explosively on the Web.
In 2016, Google handled at least 2 trillion searches [1] ; and Facebook Messenger and Whatsapp handled 60 billion messages a day [2] . Big data have been driving machine learning and data mining research in both academia and industry [3] , [4] . No matter how data mining and machine learning develop, in most tasks such as classification, clustering and retrieval, computing the similarity of data is one of the most fundamental operations. However, exact similarity computation has become daunting for big data due to its "3V" nature (volume, velocity and variety). For example, in the scenario of text mining, it is intractable to enumerate the complete feature set (e.g., over 10 8 elements in the case of 5-grams in the original data [4] ). Therefore, it is urgent to develop efficient yet accurate similarity estimation techniques.
A powerful solution to address the above challenge is to exploit Locality Sensitive Hashing (LSH) techniques [5] , [6] , which are tactfully designed to approximate certain similarity (or distance) measures. LSH adopts a family of hash functions to map similar objects to the same hash code with higher probability than dissimilar ones. Many LSH methods have been successfully developed, e.g., Min-Hash for the Jaccard similarity [7] , Sim-Hash for the angle-based distance [8] , [9] , and LSH with p-stable distribution for the l p distance [10] , of which Min-Hash has been verified as being particularly effective in document analysis based on the bag-of-words representation [11] and widely applied in real-world problems such as social networks [12] , [13] , bioinformatics [14] and information management [15] . Recently, some variations of Min-Hash have further improved its efficiency [16] , [17] , [18] , [19] .
Min-Hash and its variations treat all the elements equally and select one element uniformly from the set. However, in many cases, one wishes to select an element with a probability in proportion to its importance (or weight). A typical scenario is the tf-idf used in text mining, where each term is assigned to a positive value to indicate its importance for discriminating the documents in the corpus. Min-Hash cannot handle such weights properly. To address this limitation, weighted Min-Hash algorithms have been explored to approximate the generalized Jaccard similarity [20] , which is used to measure the similarity of weighted sets. So far, the generalized Jaccard similarity has been applied in a wide range of applications, e.g., malware classification [21] , malware detection [22] , hierarchical topic extraction [23] , etc. Existing works on weighted Min-Hash can be roughly classified into quantization-based and sampling-based approaches.
Quantization-based methods explicitly quantize each weighted element into a number of distinct and equal-sized subelements, which are treated independently in the augmented universal set. Then the standard Min-Hash scheme is directly applied to the collection of subelements. The remaining float part of each weighted element resulting from the quantization can be handled by either simply rounding off or preserving with probability [24] . Obviously, the computational complexity of the quantization-based methods is proportional to the number of subelements. Such a computational cost is still unaffordable if there are numerous subelements.
To avoid computing hash values for all subelements, researchers have resorted to sampling-based methods. The pioneering work in [23] introduces the notion of "active indices", which are independently sampled on a weighted element from bottom to top, as a sequence of subelements whose hash values are monotonically decreasing. Since many inactive subelements are skipped, the computational complexity is reduced to be proportional to the logarithm of the weight [23] . Recently, Consistent Weighted Sampling (CWS) [25] , Improved CWS (ICWS) [26] and Practical CWS (PCWS) [27] further reduce the computational complexity to be constant for each weighted element by considering only two active indices: the largest active index smaller than the weight of the kth weighted element, denoted by y k , and the smallest active index greater than the weight, denoted by z k . So far, ICWS [26] is recognized as the state-of-the-art algorithm for approximating the generalized Jaccard similarity. ICWS produces the hash code in the form of ðk Ã ; y k Ã Þ, where k Ã denotes the element obtaining the minimum hash value while y k Ã denotes the largest active index sampled on the k Ã th weighted element. In [28] , the component y k Ã in the hash code ðk Ã ; y kÃ Þ is simply discarded because it empirically demonstrates that almost the same performance can be obtained by merely using k Ã . Instead of uniformly discretizing the logarithm of the weight to generate y k [26] , Canonical CWS [29] considers uniformly discretizing the original weight to avoid the risk of violating the uniformity property of the CWS scheme.
As the CWS scheme generalizes the weighted Min-Hash scheme, it should satisfy the independence condition of the two components, k Ã and y k Ã , of the hash code. Unfortunately, we find that this condition does not hold in ICWS [26] and its theoretical analysis is also questionabletherefore, ICWS does not comply with the CWS scheme.
In order to address the above problem, in this paper we propose an Improved ICWS (I 2 CWS) algorithm, which not only shares the same theoretical computational complexity as ICWS [26] and satisfies the required independence condition, it also complies with the uniformity and consistency properties of the CWS scheme. To this end, I 2 CWS samples y k and z k separately without deriving z k from y k as [26] does, such that k Ã is finally independent of y k Ã . To validate that the proposed I 2 CWS algorithm is able to estimate the generalized Jaccard similarity better than ICWS, we conduct a comparative study on a number of synthetic data sets with different distributions to demonstrate the merit of I 2 CWS as a more accurate estimator. In addition, we also conduct extensive empirical tests on a number of real-world text data sets to compare the proposed I 2 CWS algorithm with the state-ofthe-art in classification and top-K retrieval. The experimental results demonstrate that I 2 CWS can not only estimate the generalized Jaccard similarity more accurately than ICWS, it also competes with or outperforms the compared methods, including ICWS, after relieving the underlying dependence. In summary, our contributions are four-fold: 1) We revisit ICWS [26] and show that this state-of-theart actually violates the independence condition of the two components, k Ã and y kÃ , of the hash code; so ICWS does not comply with the CWS scheme. 2) We propose the I 2 CWS algorithm, which not only complies with the CWS scheme but also has the same computational complexity as ICWS. 3) We conduct a comprehensive comparative study of the ability of I 2 CWS and ICWS in estimating the generalized Jaccard similarity and find that I 2 CWS acquires an estimator with smaller errors than ICWS. 4) We observe some interesting findings about the CWS algorithms from the empirical study, which may be helpful for choosing or designing CWS algorithms. The remainder of the paper is organized as follows: Section 2 briefly introduces the Min-Hash and CWS schemes. We review the state-of-the-art algorithm, ICWS [26] , and highlight its problems in Section 3.1. Then, we present our algorithm and its theoretical analysis in Section 4. The experimental results are presented in Section 5 and the related work is discussed in Section 6. Finally, we conclude the paper in Section 7.
PRELIMINARIES
In this section, we first give some notations which will be used throughout the paper. Then we introduce the Min-Hash scheme and the CWS scheme.
Given a universal set U and its subset S U, if for any element k 2 S, its weight S k ¼ 1 or S k ¼ 0, then we call S a binary set; if for any element k 2 S, S k ! 0, then we call S a weighted set. For hashing a binary set S, a Min-Hash scheme assigns a hash value to each element k, h : U 7 ! V . By contrast, for hashing a weighted set, there is a different form of hash function h : ðU; Y Þ 7 ! V , where Y ¼ ½0; S k . A random permutation (or sampling) process returns the first (or uniformly selected) k from a binary set (or ðk; y k 2 Y Þ from a weighted set). If the set is sampled D times, we will obtain a fingerprint with D hash values.
Min-Hash
Definition 1 (Min-Hash [7] ). Given a universal set U and a subset S U, Min-Hash is generated as follows: Assuming a set of D hash functions (or D random permutations), fp d g D d¼1 , are applied to U, the elements in S which have the minimum hash value in each hash function (or which are placed in the first position of each permutation), fminðp d ðSÞÞg D d¼1 , would be the Min-Hashes of S. [7] is an approximate algorithm for computing the Jaccard similarity of two sets. It is proved that the probability of two sets, S and T , generating the same Min-Hash value (hash collision) exactly equals the Jaccard similarity of the two sets JðS; T Þ:
The Jaccard similarity is simple and effective in many applications, especially for document analysis based on the bagof-words representations [11] . We can see from the above Min-Hash scheme that all elements in U are treated equally since all elements can be mapped to the minimum hash value with equal probability.
If the standard Min-Hash scheme is applied to sampling a weighted set, the weight, which indicates the different importance of each element, has to be simply replaced with 1 or 0 -This treatment will result in serious information loss.
Consistent Weighted Sampling
The binary set only implies whether an element exists in the set. By contrast, the weighted set contains not only element information, but also the importance information of each element. Consequently, the latter can describe the data object more accurately than the former. In order to reasonably compute the similarity of two weighted sets, the generalized Jaccard similarity was introduced in [20] . Considering two weighted sets, S and T , the generalized Jaccard similarity is defined as
In order to efficiently compute the generalized Jaccard similarity, the Consistent Weighted Sampling (CWS) scheme was proposed in [25] .
Definition 2 (Consistent Weighted Sampling [25]).
Given a weighted set S ¼ fS 1 ; . . . ; S n g, where S k ! 0 for k 2 f1; . . . ; ng, Consistent Weighted Sampling (CWS) generates a sample ðk; y k Þ : 0 y k S k , which is uniform and consistent.
Uniformity: The subelement ðk; y k Þ should be uniformly sampled from S k ðfkg Â ½0; S k Þ, i.e., the probability of selecting the kth element is proportional to S k , and y k is uniformly distributed in ½0; S k . Consistency: Given two non-empty weighted sets, S and T , if 8k; T k S k , a subelement ðk; y k Þ is selected from S and satisfies y k T k , then ðk; y k Þ will also be selected from T . CWS has the following property
REVIEW OF ICWS
Based on the generalized Jaccard similarity, some efficient CWS algorithms have been proposed [25] , [26] . To the best of our knowledge, Improved Consistent Weighted Sampling (ICWS) [26] is remarkable in practice, and considered as the state-of-the-art method for weighted Min-Hash [28] . In this section, we briefly review the method derived in [26] and point out its potential problems.
Derivation of ICWS
As shown in the left part of Fig. 1 , ICWS achieves a constant computational complexity independent of the weight, S k , as it only introduces two special active indices,
which is uniformly sampled in ½0; S k as the largest active index less than S k , and
which is sampled as the smallest active index greater than S k , where u k1 ; u k2 $ Uniformð0; 1Þ. Now one has 0 y k S k z k < þ1.
In order to make y k uniformly distributed in ½0; S k , ICWS employs the following equation
where b k $ Uniformð0; 1Þ and r k $ Gammað2; 1Þ. As shown in the right part of Fig. 1 , ln y is located in ½ln S À r; ln S. Eq. (4) can be rewritten as y k ¼ S k expðÀr k b k Þ, where exp ðÀr k b k Þ $ Uniformð0; 1Þ can be proved. The proof for the uniformity property of ICWS [26] is based on Eq. (4). Thus, y k is uniformly distributed in ½0; S k .
In the algorithmic implementation of ICWS, the above equation is replaced with the following equation for the sake of consistency 1
where b k $ Uniformð0; 1Þ. It can be proved that ln y k in Eq. (4) and ln y k in Eq. (5) have the same uniform distribution in ½ln S k À r k ; ln S k . The floor function and the uniform random variable b k in Eq. (5) ensures that a fixed y k is sampled in an interval of r k . Obviously, Eq. (5) gives rise to consistency because small changes in S k cannot affect the value of y k . By contrast, in Eq. (4), different S k definitely generates different y k and consistency cannot be satisfied. Furthermore, we cannot acquire the same samples in the cases of different S k . In order to sample k in proportion to S k , ICWS implicitly makes use of a nice property of the exponential distribution: if each hash value a k 0 of the k 0 th element is drawn from an exponential distribution parameterized with the corresponding weight, i.e., a k 0 $ ExpðS k 0 Þ, the minimum hash value a k will be sampled in proportion to S k ,
According to the CWS scheme [25] , ICWS also requires that a k and y k are mutually independent such that ICWS should satisfy
which indicates y k $ Uniformð0; S k Þ and a k $ ExpðS k Þ. The uniform distribution of y k has been satisfied in Eq. (5) . To construct an exponential distribution for a k , ICWS adopts the following equation:
where c k $ Gammað2; 1Þ. In [26] , a k has been proved to follow the exponential distribution ExpðS k Þ. Based on Eq. (8), the selected k Ã th element is returned via k Ã ¼ arg min k a k . Finally, a hash code ðk Ã ; y k Ã Þ is produced through ICWS. The ICWS algorithm introduced in [26] is summarized in Algorithm 1.
Algorithm 1. The ICWS Algorithm [26] Require: S ¼ fS 1 ; . . . ; S n g Ensure: ðk Ã ; y kÃ Þ 1: for k ¼ 1; . . . ; n do 2: r k $ Gammað2; 1Þ
Issue: Dependence between y k and a k
The derivation of ICWS given above seems reasonable. Unfortunately, we need to point out that ICWS actually violates the independence condition of y k and a k , which suggests that ICWS does not comply with the CWS scheme [25] . In the following, we show where the dependence in [26] is and how the dependence is introduced. In order to guarantee the global consistency of the active indices, that is, the same y k produces the same z k , ICWS builds the relationship between y k and z k using the following equation:
We see from the right part of Fig. 1 that the length of the interval ½ln y; ln z is a constant, which is unrelated to the weight S. By combining Eqs. (4) and (9), we have
where r k ¼ À lnðx 1 x 2 Þ and x 1 ; x 2 $ Uniformð0; 1Þ. Eqs. (10) and (11) seem very different from Eqs. (2) and (3) which lay the foundation for the derivation of ICWS. However, we can easily prove
By the Jacobian transformation, we have pdfðm k1 ; wÞ ¼ pdfðx; b k Þj det @ðx;b k Þ @ðm k1 ;wÞ j ¼ 1
Therefore, Eqs. (10) and (11) can be expressed in the following forms:
where
In summary, in the left part of Fig. 1 , Eqs. (2) and (3) are the foundation for the derivation of ICWS, while Eqs. (10) and (11) are actually employed to compute the two "active indices", y k and z k .
Eqs. (12) and (13) are the actual distributions of y k and z k used in the derivation as well as the algorithmic implementation of ICWS 2 , instead of the intended distributions based on the two independent uniform random variables u k1 and u k2 used in Eqs. (2) and (3). As shown in the right part of Fig. 1 , ½ln y; ln z is an interval of fixed length, which means that as long as one endpoint is determined, the other one will be done. Now the problem has become obvious: m k1 and m k2 are dependent uniform variables, which suggests that y k and z k are dependent "active indices". -This violates the independence condition of the "active indices" in the CWS scheme. Note that in the Min-Hash scheme or the CWS scheme, all (sub-) elements (including "active indices") should be sampled uniformly and independently, which makes the estimation for the Jaccard similarity unbiased. Therefore, the dependence issue in ICWS generates the biased estimation.
In the above, we have uncovered the underlying dependence between y k and z k , which further leads to the dependence between y k and a k according to Eq. (8) . In other words, dependence between y k and a k implies dependence between y k and z k . Therefore, in [26] pdfðy k ; a k Þ 6 ¼ pdfðy k Þ pdfða k Þ, which is essentially contradictory to Eq. (7), the basic assumption taken by [26] in its theoretical analysis.
The remaining question is how the dependence between y k and z k is introduced? The origin is Eq. (9), which cancels out S k to directly establish the relationship between y k and z k . It seems that z k can be generated more easily using Eq. (9); however, z k is independent from y k only conditioned on S k .
IMPROVED ICWS
In this section we propose a new algorithm for consistent weighted sampling, which completely avoids the dependence problem stemming from Eqs. (9), (10), and (11) in ICWS [26] . We also demonstrate that the proposed algorithm complies with the uniformity and consistency properties of the CWS scheme [25] .
2. Ref. [26] claims that Eq. (4) conforms to the same distribution as Eq. (5) (in both cases, ln y k is uniformly sampled from ½ln S k À r k ; ln S k ). Therefore, from the perspective of statistics, the algorithmic implementation essentially satisfies Eqs. (10), (11), (12) , and (13) and furthermore, the dependence issue appears in the algorithmic implementation as well.
The I 2 CWS Algorithm
To relieve the dependence between y k and z k (thus y k and a k ) and preserve the properties of the CWS scheme as well, we need to construct a CWS algorithm satisfying the following conditions: 1) y k is uniformly sampled from ½0; S k ; 2) a k complies with an exponential distribution parameterized with S k ; 3) y k is independent of a k . To this end, we can completely abandon the shared random variables in Eqs. (10) and (11) and directly consider Eqs. (2) and (3):
2) The hash function is seeded with z k and outputs the hash value a k conforming to the exponential distribution with the parameter being S k , that is, a k $ ExpðS k Þ and obtain k Ã ¼ arg min k a k ; 3) y kÃ is independently sampled through
1Þ. Obviously, the above procedure not only preserves the uniformity of ðk; y k Þ but also guarantees the independence between y k and z k (thus y k and a k ) because all the random variables for generating y k and z k are mutually independent.
On the other hand, in order to ensure consistency, in the algorithmic implementation we follow ICWS [26] to replace
with
respectively. The two sampling equations for y k Ã , Eqs. (14) and (16), share the same distribution: ln y k Ã $ Uniform ðln S k Ã À r k Ã 1 ; ln S k Ã ); the two sampling equations for z k , Eqs. (15) and (17), share the same distribution: ln z k $ Uniformðln S k ; ln S k þ r k2 Þ. In this way, we are able to independently acquire the same y k (and z k ) even if S k changes slightly. Our algorithm, which is named I 2 CWS, is summarized in Algorithm 2.
Computational Complexity. It is worth noting that y k Ã is only computed once after obtaining the index of the minimum hash value, k Ã (Lines 11-13 in Algorithm 2); while the for-loops (Lines 6-10) in both Algorithm 1 and Algorithm 2 have the same complexity. All the random variables can be sampled offline. Therefore, the I 2 CWS algorithm shares the same computational complexity as ICWS [26] .
Analysis
In this subsection, we demonstrate that the proposed I 2 CWS algorithm generates a sample ðk; y k Þ satisfying the uniformity and consistency properties of the CWS scheme (see Definition 2) [25] .
Uniformity
In the following we drop the element index k for conciseness. In the proof of uniformity, we adopt y ¼ SðexpðÀr
In Section 3.2 we showed that if we let
Next we will show that a $ ExpðSÞ is also true. Combining a ¼ c z , where c $ Gammað2; 1Þ (Line 9 in Algorithm 2) and z ¼ S
For a ¼ l S , through the Jacobian transformation, we have pdf A ðaÞ ¼ pdf L ðlÞj dl da j ¼ Se ÀSa , which further indicates a $ ExpðSÞ. For all the weights fS 1 ; . . . ; S n g in weighted set S, there exist a set of exponential distributions parameterized with the corresponding weights. According to Eq. (6), a kÃ is the minimum hash value with a probability in proportion to
Note that a is a function of z which is sampled independently of y, so a is independent of y. Consequently, we have pdfðy; aÞ ¼ pdfðyÞpdfðaÞ. Therefore, ðk Ã ; y kÃ Þ is uniformly sampled from S k ðfkg Â ½0; S k Þ.
Consistency
In the following we demonstrate that, for two non-empty weighted sets S and T , if 8k; T k S k , a subelement ðk Ã ; y kÃ Þ is sampled from S and satisfies y kÃ T kÃ , then ðk Ã ; y kÃ Þ will also be sampled from T . Considering the k Ã th element, we have t S kÃ1 ¼ b
Thus y S k Ã and y T k Ã will be sampled from the k Ã th elements of S and T , respectively. Similarly, we can also show that any sample satisfying
On the other hand, we notice that, for any k, a k is essentially a monotonically non-increasing function of S k :
and in turn arg min k a T k ¼ arg min k a S k ¼ k Ã , which demonstrates that ðk Ã ; y k Ã Þ is sampled from S and T simultaneously. Thus consistency holds.
In summary, I 2 CWS strictly abides by the independence condition between y k and a k , and also satisfies the uniformity and consistency properties of the CWS scheme.
EXPERIMENTAL RESULTS
In the following, we first conduct a comparative study on a number of synthetic data sets with different distributions to demonstrate that the proposed I 2 CWS algorithm is able to estimate the generalized Jaccard similarity better than ICWS in Section 5.2. Then, we report the experimental results of the proposed I 2 CWS algorithm and a number of state-of-the-art weighted Min-Hash and CWS algorithms on four real-world text data sets. We investigate the effectiveness and efficiency of the compared methods for classification in Section 5.3 and for information retrieval in Section 5.4.
Experimental Preliminaries
Ten state-of-the-art methods are compared in our experiments: 1) Min-Hash: The standard Min-Hash scheme is applied by simply treating weighted sets as binary sets; 2) WMH: This method applies Min-Hash to the collection of subelements which are generated by explicitly quantizing weighted sets and rounding the remaining float part of the subelements; 3) Haeupler et. al. [24] : Compared to WMH, this method preserves the remaining float part of the subelements with probability; 4) Gollapudi et. al. [23] : This method transforms weighted sets into binary sets by thresholding realvalue weights with random samples and then applies the standard Min-Hash scheme (another algorithm is introduced in the same paper which improves WMH but is extremely inefficient for real-value weights and is thus not reported); 5) CWS [25] : This is the first algorithm under the CWS scheme which finds two special "active indices", i.e., y k and z k , by traversing several "active indices". 6) ICWS [26] : This is introduced in Section 3.1, and is currently the state-of-the-art for weighted Min-Hash in terms of both effectiveness and efficiency; 7) Li [28] : This method approximates ICWS by simply discarding one of the two components, y k , in the hash code ðk; y k Þ of ICWS; 8) PCWS [27] : This improves ICWS in both space and time complexities by simplifying the mathematical expressions of ICWS. 9) CCWS [29] : Instead of uniformly discretizing the logarithm of the weight as ICWS, this method directly uniformly discretizes the original weight. 10) Shrivastava [30] : By uniformly sampling the area which is composed of the upper bound of each element in the universal set, this method unbiasedly estimates the generalized Jaccard similarity. All the compared algorithms are implemented in MAT-LAB. We first apply all the algorithms to generate the fingerprints of the data. For WMH and Haeupler et. al. [24] each weight is scaled up by a factor of 10 for the quantization of the subelements. Suppose that each algorithm generates x S and x T , which are the fingerprints with a length of D for the two real-value weighted sets, S and T , respectively. The similarity between S and T is
where 1ðstateÞ ¼ 1 if state is true, and 1ðstateÞ ¼ 0 otherwise. The above equation calculates the ratio of the same Min-Hash values (i.e., collision) between x S and x T , which is used to approximate the probability that S and T generate the same Min-Hash value, and to estimate the generalized Jaccard similarity. We set D, the parameter of the number of hash functions (or random samples), such that D 2 f32; 64; 128; 256; 512g. All the random variables are globally generated at random in one sampling process. That is, the same elements in different weighted sets share the same set of random variables. All the experiments are conducted on a node of a Linux Cluster with 8 Â 3:1 GHz Intel Xeon CPU (64 bit) and 1TB RAM.
Results on the Quality of Estimators
In order to validate that the proposed I 2 CWS algorithm is able to estimate the generalized Jaccard similarity better than the state-of-the-art algorithm, ICWS, we conduct a comparative study on a number of synthetic weighted sets with two different distributions of weights (see Table 1 for details) and present the empirical mean square errors (MSEs) of the estimators for the generalized Jaccard similarity by comparing the estimation result and the real generalized Jaccard similarity calculated using Eq. (1). We repeat each experiment 10 times and compute the mean and the standard derivation of the results.
1) SynxLyU: Each data set of this group is a synthetic vector data set with 1,000 samples and 100,000 features. To generate 1,000 samples, we repeat the following procedure 1,000 times: first, we uniformly generate the dimensions where the values (i.e., weights) are non-zero; second, the weights in the above dimensions are uniformly drawn from ½x; y; finally, we obtain a synthetic data set named Syn-xLyU, where "xL" indicates that the lower bound of the uniform distribution is x and "yU" indicates that the upper bound of the uniform distribution is y. 2) SynxEyS: In order to simulate the "bag-of-words" in real text data following power-law distributions, we generate a second group of synthetic data sets, each of which contain 1,000 samples and 100,000 features as well. Similarly, we uniformly produce the dimensions, but the nonzero weights in each vector sample conform to a power-law distribution with the exponent parameter being x and the scale parameter being y. After repeating 1,000 times, we obtain a data set dubbed SynxEyS, where "xE" indicates that the exponent parameter of the power-law distribution is x and "yS" indicates that the scale parameter of the power-law distribution is y.
Overall Results

Figs. 2 and 3 show the comparison results
in MSE for the estimation accuracy of generalized Jaccard similarity on two groups of synthetic data sets, respectively. Remarkably, the proposed I 2 CWS algorithm clearly outperforms the state-of-the-art ICWS with smaller MSE in all cases. It is worth noting that the performance gain of I 2 CWS is more obvious when the length of the fingerprints is small, which implies that I 2 CWS is more powerful in the scenarios where the computational and spatial budget is limited. For example, in mobile devices, the length of the fingerprints tends to be small, e.g., D ¼ 30 $ 100, due to the limited computational and spatial resources, while the length normally ranges from 200 to 500 in practice [17] . In this case, by adopting I 2 CWS and short fingerprints, e.g., D ¼ 30 $ 100, the mobile devices are able to not only process more data, but also acquire more accurate solutions.
Discussion on the Results
The experimental results validate that our I 2 CWS algorithm is able to approximate the generalized Jaccard similarity more accurately than ICWS. This phenomenon fundamentally justifies our preceding theoretical analysis in Section 3.1 that ICWS essentially breaks the independence condition of y k and a k of the CWS scheme, while our I 2 CWS algorithm completely solves the problem. Consequently, our I 2 CWS algorithm not only theoretically complies with the CWS scheme, it also empirically acquires the accurate estimator.
Results on Classification
We investigate the classification performance of the compared algorithms using KNN on two binary classification benchmarks. 3 We empirically set KNN to consider the five nearest neighbors, repeat each experiment 10 times and compute the mean and the standard derivation of the "# of Docs": size of the data set. "# of Features": size of the dictionary (universal set) of the data set. "Average Density": ratio of the elements with positive weights to all the elements in the universal set (a small value indicates a sparse data set). "Average Std of Weights": standard deviation of the weights of the documents for each element (a large value indicates that the documents have very different weights for the corresponding element).
3. Rcv1, Kdd and Webspam can be downloaded at https://www. csie.ntu.edu.tw/$cjlin/libsvmtools/datasets/binary.html results. We adopt the following two data sets (see Table 1 for details).
1) Rcv1:
The data set is a large collection of newswire stories drawn from online databases. The formatted data set has 20,242 training samples with 47,236 features. The data set has been categorized into two classes. The positive instances contain two kinds of major subjects: CCAT (Corporate/Industrial) and ECAT (Economics) while the negative ones contain two kinds of major subjects: GCAT (Government/Social) and MCAT (Markets) on the website. We randomly select 10,000 positive instances and 10,000 negative ones to compose a balanced data set for classification. 2) Kdd: This is a large educational data set from the KDD Cup 2010 competition. The formatted data set has 8,407,752 training samples with 20,216,830 features. We also randomly select 10,000 positive instances and 10,000 negative ones to form a balanced data set for classification. Fig. 4 compares the results for accuracy for Rcv1 and Kdd, and Fig. 5 compares the results for time. For Rcv1, our I 2 CWS algorithm clearly outperforms all the other algorithms and five of the six CWS-based algorithms (i.e., CWS, ICWS, Li [25] , PCWS and I 2 CWS) perform better than the other one, CCWS; Shrivastava [30] performs nearly the same as some CWS-based algorithms, i.e., ICWS, Li [25] and PCWS. For Kdd, all the algorithms achieve almost the same classification accuracy. For runtime (only including the time for hashing), the difference between I 2 CWS and the other three CWS-based algorithms (ICWS, Li [25] and CCWS) is small. As D increases, I 2 CWS costs slightly more than the three algorithms because the aggregated additional time cost for generating the independent y k Ã becomes obvious (Lines 12-13 in Algorithm 2). By contrast, I 2 CWS generally runs more efficiently than WMH and Haeupler et. al. [24] in most cases. PCWS runs faster than all other CWS-based algorithms because it needs only four uniform random variables for each element. CWS and Shrivastava [30] generally run more slowly than the other algorithms, possibly because the two algorithms iterate many times in order to find the y k as well as z k for CWS and the sample located within the weight for Shrivastava [30] . Furthermore, the iteration process happens on real values instead of integers, which further increases the number of iterations, because the number of real values to explore is infinite.
Overall Results
Discussion on the Results
The results for Rcv1 show that I 2 CWS improves the classification performance by relieving the dependence between k Ã and y k Ã . By contrast, the results for Kdd might not be surprising if we understand the mechanism of the compared algorithms and the statistics of the data sets. I 2 CWS, ICWS, PCWS and CCWS all return the hash code ðk Ã ; y kÃ Þ while Li [25] only returns one component, k Ã , of ðk Ã ; y kÃ Þ generated by ICWS. In [28] , it is empirically shown that the contribution of y kÃ produced by the CWS-based approaches is trivial to classification on most data sets; only using k Ã as the hash code to produce the fingerprint is sufficient to achieve almost the same classification performance as using ðk Ã ; y k Ã Þ. This phenomenon is verified again by the above experiments, this being that the four CWS-based algorithms, I 2 CWS, ICWS, PCWS and Li [25] , achieve almost the same performance on Kdd. The difference among the four CWS-based algorithms concerns how to sample y kÃ , which has less empirical contribution.
We also note that CCWS performs worse than the other four CWS-based algorithms on Rcv1 while it generally competes well on Kdd. CCWS uniformly discretizes the original weights instead of discretizing the logarithm of the weights in ICWS, Li [25] , PCWS and I 2 CWS. However, as shown in [29] , taking a logarithm on the weights leads to an increased probability of collision, and such a sublinear (logarithm) transform of the weights is particularly effective for classifying data with large variances of weights (with a similar effect as inverse document frequency), such that the classification performance is likely to be improved. We can see that Rcv1 has a relatively large variance of weights (see Table 1 ) which is more suitable for ICWS, Li [25] , PCWS and I 2 CWS.
The fact that CWS maintains nearly the same level in terms of accuracy as most of the CWS-based algorithms shows the unity of the scheme.
WMH and Haeupler et. al. [24] perform worse than the CWS-based algorithms on Rcv1. There exists a tradeoff related to the scaling factor: if using a larger factor, the performance may be improved while the runtime will be increased because of the dramatically expanded collection of subelements as the universal set. In Kdd (see Table 1 ), each document (weighted set) has around 8,000 non-zero features (positive weights) on average, which is much more than Rcv1, which has about 80 non-zero features. Therefore, we can see that, although the same scaling factor is applied to the two data sets, WMH and [Haeupler et. al., 2014 ] perform more efficiently on Rcv1 than Kdd, because Kdd has a much larger universal set induced by scaling and quantizing.
The reason why all the algorithms maintain the same accuracy level on Kdd may be due to the low variance of the weights, which implies that the weighted set tends to be a binary set.
Results on Top-K Retrieval
In this experiment, we carry out top-K retrieval, for K ¼ f1; 20; 50; 100; 500; 1000g. We adopt Precision@K and Mean Average Precision (MAP)@K to measure the performance in terms of accuracy because precision is relatively more important than recall in large-scale retrieval; furthermore, MAP contains information on the relative orders of the retrieved samples, which can reflect the retrieval quality more accurately. We compute Precision@K and Mean Average Precision MAP@K 10 times and average the results. To this end, we adopt two very large public data sets (see Table 1 for details). In terms of runtime in Fig. 8 , I 2 CWS runs slightly slower than the other four CWS-based algorithms (i.e., ICWS, Li [25] , PCWS and CCWS) on both data sets.
Discussion on the Results
We notice that our I 2 CWS algorithm performs much better than the others on Webspam while all the algorithms except CCWS achieve almost the same performance on Url. The difference in the results on the two data sets is mainly caused by the variances of the weights: Webspam has a normal variance of weights at the same level as those of Rcv1 and Kdd while Url has an almost vanishing variance such that the data set can be degraded to a binary set to some extent. On Webspam with a normal variance of the weights, I 2 CWS is able to better approximate the generalized Jaccard similarity by relieving the dependence.
The runtime results again show that all CWS-based algorithms except the CWS algorithm share the same time complexity: I 2 CWS costs slightly more for generating y k Ã , while PCWS runs more efficiently than the other CWS-based algorithms due to a lower number of uniform random variables; by contrast, the CWS algorithm runs overtime, largely because it iterates many times on such large data sets for y k as well as z k . On the other hand, as Webspam is denser than Url, the scaling factor has more impact on Url than Webspam for the expansion of the subelements. Consequently, WMH and Haeupler et. al. [24] perform more stably on Webspam than Url. Shrivastava [30] runs efficiently on Webspam but fails on Kdd, which is possibly related to the large average density of Webspam. In this case, a wealth of non-zero weights can make the value of s x ¼ 
RELATED WORK
LSH is used to approximate similarity (or distance) measures. So far various LSH methods have been proposed based on l p distance, angle-based distance, hamming distance and Jaccard similarity, which have been widely applied in statistics [32] , computer vision [33] , [34] , [35] , multimedia [36] , data mining [37] , [38] , machine learning [39] , [40] , natural language processing [41] , [42] , etc. LSH with p-stable distribution [10] is designed for l p norm jjx i À x j jj p , where p 2 ð0; 2. This scheme employs the property of stable distributions, e.g., Cauchy distribution (p ¼ 1) and Gaussian distribution (p ¼ 2), to estimate the corresponding l p norm. Andoni and Indyk [43] extend LSH with p-stable distribution in [10] into the multi-dimensional space by randomly projecting data points into R t . Dasgupta et al. [44] quickly estimate l 2 distance between two vectors using randomized Hadamard transforms in a non-linear settting. The Sim-Hash [8] , as the classical angle-based LSH, is designed to approximate the cosine distance between vectors representing data points. In the approach, the vectors are projected into the normal vector of a random hyperplane, and the hash values (0 or 1) are either side of the hyperplane on which the vector lies. Manku et al. [9] practically implement Sim-Hash and propose an algorithmic technique to judge whether a document represented as D-bit fingerprints is different from a given document represented as fingerprints with the same bit number in at most k bitpositions of the fingerprints where k is small. Ji et al. [45] improve Sim-Hash by partitioning the random projections into different groups and orthogonalizing them in each group. Consequently, their results in each group can be combined together. Kulis et al. [46] , [47] extend the angle between vectors in [8] into the angle between kernel functions, while multiple kernel LSH approaches [48] generate hash functions by adopting multiple kernels, each of which is assigned to the same number of bits. Xia et al. [49] present a boosted version of multi-kernel LSH. Instead of assigning the same number of bits in each kernel, the method in [49] automatically allocates various numbers of bits via the boosting scheme. The above angle-based LSH approaches are used to retrieve points (or vectors) that are close to a query point (or vectors), while hyperplane hashing aims to retrieve points that are close to a query hyperplane [50] . For binary vectors, the LSH method for the hamming distance is proposed in [5] , where one LSH function randomly samples one index from the binary vector. Furthermore, Gorisse et al. [51] propose a LSH method for the x 2 distance between two vectors.
Min-Hash [7] , [52] is proposed to approximate the Jaccard similarity and has been widely applied in the bag-ofwords model, for example, duplicate webpage detection [53] , [54] , webspam detection [55] , [56] , text mining [57] , [58] , large-scale machine learning systems [17] , [59] , content matching [60] , etc. Furthermore, Shrivastava and Li [11] give theoretical and experimental evidence that Min-Hash outperforms Sim-Hash in document analysis where data are represented as binary sets. Also, many variations of Min-Hash have been subsequently proposed to improve efficiency because Min-Hash needs K random permutations. To this end, Min-Max Hash [61] generates K hash values by employing only K 2 random permutations and taking the smallest as well as the largest values of each permutation, but it is still able to obtain an unbiased estimator. Moreover, some methods use only one permutation to speed up Min-Hash. For example, Conditional Random Sampling [62] , [63] achieves better estimators than random projections by permutating only once and taking the k smallest nonzeros. By contrast, One Permutation Hashing [17] , [64] permutates only once, breaks the permutation into K bins and then concatenates the smallest nonzero value in each bin as a fingerprint. Unfortunately, the method in [17] gives rise to the issue of empty bins, and subsequently, Shrivastava and Li solve the problem and provide an unbiased estimator in [19] . On the other hand, b-bit Min-Hash [16] , [65] , [66] remarkably improves the storage efficiency and provides an unbiased estimator by storing only the lowest b bits of each Min-Hash value (e.g., b ¼ 1 or 2) in the case of K permutations.
The aforementioned algorithms regarding the standard Min-Hash are all designed to approximate the Jaccard similarity for binary sets. Subsequently, some weighted Min-Hash algorithms have been proposed to approximate the generalized Jaccard similarity for the weighted sets because the generalized Jaccard similarity is able to sketch sets more accurately than the Jaccard similarity. The naive idea of the weighted Min-Hash algorithm is to quantize each weighted element into a number of distinct and equalsized subelements, and then apply the standard Min-Hash to the collection of subelements. The remaining float part of each weighted element stemming from quantization can be operated by either rounding off or saving with probability [24] . Despite the feasibility, the quantization process explicitly increases the size of the universal set which significantly increases the computational workload because each subelement is independently permutated according to the definition of Min-Hash. In order to address this issue, the second method in [23] applies the standard Min-Hash to the binary sets which are transformed by thresholding real-value weights with random samples; by contrast, Chum et al. [67] compute the Min-Hash values for integer weighted sets by deducing the minimum of a set of random variables. Although the two approaches are efficient, the second method in [23] traverses the original set twice and permutates once for every Min-Hash value while the method in [67] traverses only once for every Min-Hash value, hence there exist gaps between the expectation of the approximation and the true Jaccard similarity. In order to further improve effectiveness and efficiency, researchers have resorted to sampling-based methods. Shrivastava [30] proposes a weighted Min-Hash algorithm based on uniform sampling. Essentially, the algorithm is rejection sampling, the drawback being that if the upper bound is too loose, valid samples (i.e., the samples located in the interval ½0; S) will be difficult to acquire. Consequently, the method is so inefficient that it is infeasible in practice, especially when the upper bound is very loose. To improve the efficiency of the algorithm, it is necessary to know the tight upper bound of each element in the universal set in advance. To this end, the algorithm has to pre-scan the whole data set, which in turn increases the time complexity of the algorithm and prohibits its applications to streaming scenarios. As a milestone work, the first method in [23] proposes the idea of "active indices". The "active indices" are independently sampled on a weighted element as a sequence of subelements whose hash values are monotonically decreasing. Consequently, a large number of inactive subelements between two adjacent "active indices" are skipped, and the computational complexity is proportional to the logarithm of the weight. However, this method is still inefficient for real-value weighted sets because real-value weights must be transformed into integer weights by multiplying a large constant. Subsequently, the CWS scheme [25] is proposed to solve the efficiency problem for real-value weighted sets by considering only two special "active indices", one of which is the largest "active index" smaller than the weight and the other of which is the smallest "active index" greater than the weight. The algorithm in [25] still needs to traverse some "active indices" in order to find the two special ones, and thus it runs in expected constant time for weighted elements; while ICWS [26] runs in worst-case constant time by directly sampling the two special ones. Recently, Wu et al. [27] uncovered the working mechanism of ICWS, that is, ICWS essentially needs to sample five independent uniform random variables for each element and further proposed the Practical CWS (PCWS) algorithm which is simpler and more efficient in terms of time and space complexities by sampling four independent uniform random variables for each element. Li [28] approximates ICWS by simply discarding one component of the Min-Hash values returned by ICWS, and empirically shows that the discarded component barely affects performance. Such a treatment enables [28] to store twice the length of fingerprints of other ICWS variants with the same memory budget, but the cost is that both the number of hash functions and the time complexity need to be doubled. On the other hand, Wu et al. [29] claim that the three CWS algorithms (ICWS, PCWS and the algorithm in [28] ) all conduct uniform discretization on the logarithm of the weight, and thus there is a risk of violating the uniformity of the CWS scheme to some extent. In order to avoid the risk, Wu et al. [29] propose the Canonical CWS (CCWS) algorithm by uniformly discretizing the original weights, but it decreases the probability of collision and thus generally performs worse than the three other CWS algorithms.
CONCLUSION
In this paper, we propose the Improved ICWS (I 2 CWS) algorithm to relieve the underlying dependence between the two components of the hash code produced by ICWS [26] , the widely accepted state-of-the-art for real-value weighted Min-Hash. The proposed I 2 CWS algorithm not only complies with the CWS scheme, it also shares the same computational complexity as ICWS. We conduct extensive empirical tests on the proposed I 2 CWS algorithm and the state-of-the-art for estimating the generalized Jaccard similarity on two groups of synthetic data sets, as well as for classification and information retrieval on four real-world text data sets. The experimental results demonstrate that I 2 CWS is able to estimate the generalized Jaccard similarity more accurately than ICWS, and furthermore competes with or outperforms the compared methods while maintaining similar efficiency to ICWS.
According to our empirical tests, we make the following interesting findings: 1) y k Ã produced by the CWS scheme makes less contribution to classification performance, which was observed in [28] . 2) I 2 CWS is more effective for approximating the generalized Jaccard similarity by relieving the underlying dependence.
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