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Abstract—In this paper, we consider the problem of sparse
signal detection based on partial support set estimation with
compressive measurements in a distributed network. Multiple
nodes in the network are assumed to observe sparse signals which
share a common but unknown support. While in the traditional
compressive sensing (CS) framework, the goal is to recover the
complete sparse signal, in sparse signal detection, complete signal
recovery may not be necessary to make a reliable detection
decision. In particular, detection can be performed based on
partially or inaccurately estimated signals which requires less
computational burden than that is required for complete signal
recovery. To that end, we investigate the problem of sparse
signal detection based on partially estimated support set. First,
we discuss how to determine the minimum fraction of the
support set to be known so that a desired detection performance
is achieved in a centralized setting. Second, we develop two
distributed algorithms for sparse signal detection when the raw
compressed observations are not available at the central fusion
center. In these algorithms, the final decision statistic is computed
based on locally estimated partial support sets via orthogonal
matching pursuit (OMP) at individual nodes. The proposed
distributed algorithms with less communication overhead are
shown to provide comparable performance (sometimes better) to
the centralized approach when the size of the estimated partial
support set is very small.
Index Terms—Compressive sensing, sparse signal detection,
partial support set estimation, orthogonal matching pursuit
(OMP)
I. INTRODUCTION
Sparsity is one of the low dimensional structures exhibited
in many signals of interest including audio, video and radar
signals. A signal is said to be sparse if the coefficient vector,
when represented in a known (orthogonal) basis, contains only
a few significant elements. Sparsity has been exploited in
signal processing and approximation theory for tasks such
as compression, denoising, model selection, and image pro-
cessing [1] for a long time. The problem of sparse signal
recovery has attracted much attention in the recent literature
with advancements of the theory of compressive sensing (CS).
In the CS framework, a sparse signal can be reliably recovered
with a small number of random projections under certain
conditions [2]–[7].
In addition to complete recovery, the problem of detecting
signals which are sparse is important in many applications
including sensor, cognitive radio, and radar networks. For this
problem, complete signal recovery is not necessary to make a
reliable detection decision. Theories and concepts developed
1This work is partly supported by the National Science Foundation (NSF)
under Grant No. 1307775.
in CS for sparse signal recovery have been exploited in the
recent literature for signal detection problems [8]–[23]. These
works include deriving performance bounds for CS based
signal detection [9], [10], [12], [13], [17], [18], [20], [21],
[23], developing algorithms [8], [15], [16] and designing low
dimensional projection matrices [14], [22]. While some of
the work, such as [8], [9], [15], [16], [19]–[21] focused on
sparse signal detection when the underlying subspace where
the signal lies is unknown, some other works [12]–[14], [17],
[18] considered the problem of detecting signals which are not
necessarily sparse. In CS based sparse signal detection, the
main objective is to utilize a small number of measurements
to extract decision statistics to make a reliable detection
decision. For example, in [9], the authors consider the case
where an estimate of the sparse signal is obtained using some
additional information to implement the matched filter for
detection. In [8], the authors consider a greedy algorithm
developed for sparse signal reconstruction where the detection
decision is made after the maximum absolute coefficient of the
partially estimated sparse signal exceeds a certain threshold.
In this case, if the maximum component of the estimated
signal exceeds the required threshold during an early iteration,
complete signal recovery is not necessary.
Without completely reconstructing the signal, one possible
way to perform reliable detection is to construct a decision
statistic by estimating only a fraction of the support set of a
sparse signal. Using greedy approaches as considered in [8],
a partial support set can be computed with fewer number of
iterations (thus less computational power and time), than that is
required for complete signal recovery. Then, a decision statistic
is computed based on the corresponding nonzero coefficients
obtained via least squares estimation. When the requirement is
to estimate only a fraction of the support, different approaches
developed for partial support set estimation can be used
with fewer compressive measurements [24]. On the other
hand, with multiple sensors each observing sparse signals
with joint sparse structures, the detection performance can
be enhanced by proper fusion of partially estimated support
sets at individual nodes. Motivated by these, in this paper,
we investigate the problem of sparse signal detection based
on partially estimated support sets with multiple sensors in
centralized as well as distributed settings.
We consider a distributed network in which the sparse
signals observed by multiple nodes share the same sparsity pat-
tern. Each node makes CS based measurements. While sparse
signal (or the complete support of the sparse signal) recovery
with compressed measurements has been investigated quite ex-
2tensively with multiple sensors with a common sparse support
model [15], [25]–[38], the problem of sparse signal detection
with CS based measurements in a multiple sensor setting has
not been investigated adequately. Recently, our work presented
in [15], [16], extended the decentralized algorithms developed
for joint sparsity pattern recovery based on greedy techniques
to the case of sparse signal detection in a decentralized manner.
In [15], a heuristic decision statistic based on support set
indices estimated at multiple nodes via orthogonal matching
pursuit (OMP) was computed in a decentralized manner. This
approach counts the number of nodes estimating the same
index at a given iteration of OMP, therefore, it is promising
only when the network has sufficient number of nodes or
the signal-to-noise-ratio (SNR) is relatively large. In [16],
a similar approach has been considered using the subspace
pursuit (SP) algorithm. The current work is different from
[15], [16] in terms of the computation of decision statistics
and the communication architectures used.
In this paper, we consider the problem in which the detec-
tion decision is made based on the knowledge of a partial sup-
port set. First, we discuss how to obtain the minimum fraction
of the support set to make a detection decision with a desired
performance level in a centralized setting. Second, we extend
the OMP algorithm in centralized and distributed settings to
perform joint partial support set estimation and sparse signal
detection. Note that, in the centralized setting all the com-
pressed observations are transmitted to the fusion center. In
the distributed setting, two approaches are considered in which
local decision statistics are computed based on partial support
set estimates at the individual nodes. In the first distributed
algorithm, based on independently estimated partial support
sets, a local decision statistic is computed and transmitted
to the fusion center. In the second approach, independently
estimated partial support sets are fused at the fusion center to
obtain an updated support set of larger size which are fed back
to the nodes. In this case, it is possible to obtain the complete
support set at the fusion center under certain conditions. Then,
a decision statistic computed based on the updated support set
is transmitted to the fusion center to compute the final decision
statistic. The two distributed algorithms differ from each other
in terms of the communication overhead required. Another
interesting observation is that, under certain conditions, the
two distributed algorithms (with less communication burden)
perform better than the centralized algorithm which requires
a higher communication burden.
Organization of the paper
The paper is organized as follows. In Section II, the sparse
signal detection problem with compressive measurements in
a distributed network is formulated. The minimum fraction
of the support set required to be known in order to achieve
a desired detection performance in a centralized setting is
derived in Section III. Several practical algorithms based on
OMP to perform sparse signal detection by partial support set
estimation in centralized as well as in distributed settings are
proposed in Section IV. In Section V, numerical results are
presented to show the effectiveness of the proposed algorithms.
Finally, concluding remarks are given in Section VI.
Notation
The following notation and terminology are used throughout
the paper. Scalars are denoted by lower case letters and
symbols; e.g., x and α. Lower case boldface letters are used
to denote vectors; e.g., x. Both upper case boldface letters
and boldface symbols are used to denote matrices, e.g., A, Φ.
Matrix transpose is denoted by AT . The lp norm of a vector
x is denoted by ||x||p. Calligraphic letters are used to denote
sets; e.g., U . The notation U \V represents the set of elements
in U which are not in V when V ⊆ U . By B(U), we denote
the submatrix of B with columns indexed in U . We use the
notation |.| to denote the absolute value of a scalar, as well
as the cardinality of a set. We use IN to denote the identity
matrix of dimension N (we avoid using subscript when there
is no ambiguity) and 0 to denote the vector of all zeros with
an appropriate dimension. The notation x ∼ N (µ,Σ) denotes
that the random vector x is multivariate Gaussian with mean
vector µ and covariance matrix Σ. The notation x ∼ X 2k
denotes that the random variable x is distributed as a chi-
squared with k degrees of freedom while x ∼ X 2k (λ) denotes
that x has a non-central chi-squared distribution with non-
centrality parameter λ.
II. SPARSE SIGNAL DETECTION WITH MULTIPLE SENSORS
A. Observation model with uncompressed data
Consider the problem of detecting unknown (deterministic)
sparse signals in the presence of noise based on observations
collected at multiple sensor nodes. Let there be L nodes. The
observation model at the j-th node under hypothesis H1, (the
signal is present) and H0 (the signal is absent) is given by
H1 : xj = θj + vj
H0 : xj = vj (1)
where θj is the signal observed by the j-th node and vj is
the additive noise for j = 1, · · · , L. The signal θj , is assumed
to be sparse in an orthonormal basis Ψj so that θj = Ψjsj
where sj is the N × 1 coefficient vector with only k ≪ N
nonzero elements. We assume that all the signals are sparse
in the same basis so that Ψj = Ψ and the coefficient vectors
sj’s share the same sparse support. This particular joint sparse
model is applicable in sensor networks where multiple sensors
observe a signal that is sparse in the same basis, and the
amplitudes of coefficients are different from each other due
to different propagation conditions [39]. We further assume
that the sparsity index k is known in advance. Finding the
sparsity index of a sparse signal and estimating the complete
sparse signal (or the support) are conceptually different and
there are several algorithms developed to achieve the former
[40], [41]. The noise vector vj is assumed to be Gaussian with
vj ∼ N (0, σ2vIN ) for j = 1, · · · , L.
B. Compression via random projections
Now assume that the observations at each node are com-
pressed via a low dimensional random projection matrix. The
compressed measurement vector at the j-th node is given by
yj = Ajxj (2)
3for j = 1, · · · , L where Aj is an M×N (M < N ) matrix. We
assume that the elements of Aj are selected so that Aj is an
orthoprojector; i.e., AjATj = IM . Let Bj = AjΨ. When Ψ is
an orthonormal basis, we have BjBTj = IM for j = 1, · · · , L.
The goal is to decide between hypotheses H1 and H0 based
on (2).
Let U be the set which contains the indices of locations
of nonzero coefficients in sj which is defined by U := {i ∈
{1, · · · , N} | sj(i) 6= 0} where sj(i) denotes the i-th element
of sj for i = 1, · · · , N and j = 1, · · · , L. Then we have
k = |U|, where |U| denotes the cardinality of U . It is noted
that U is the same for all the signals sj since we consider
the common sparse support model. Further let v˜j = Ajvj
where v˜j ∼ (0, σ2vIM ) when AAT = IM . Then, the detection
problem in the compressed domain can be expressed as:
H1 : yj = Bjsj + v˜j
H0 : yj = v˜j (3)
for j = 1, · · · , L.
Note 1. It is worth noting that we consider the noiseless
scenario in (2). If we consider the noisy scenario, the mea-
surement model will be of the form yj = Ajxj+nj with nj ∼
N (0, σ2n), and we end up with the same detection problem as
in (3) except that we will have v˜j ∼ (0, (σ2v+σ2n)I). Thus, the
analysis in the remainder of the paper will remain the same
except that σ2v will be replaced by σ2v + σ2n. For simplicity of
presentation, we will employ the noiseless measurement model.
Results for noisy measurements can be obtained by changing
the value of variance.
C. Sparse signal detection when the common support of the
sparse signals is known
When U is exactly known, the detection problem in (3)
reduces to
H1 : yj = Bj(U)sj(U) + v˜j
H0 : yj = v˜j (4)
for j = 1, · · · , L whereBj(U) denotes the M×k submatrix of
Bj in which columns are indexed by the ones in U , and sj(U)
is a k × 1 vector containing nonzero elements in sj indexed
by U for j = 1, · · · , L. When Bj(U) is known, (4) is the sub-
space detection problem which has been addressed previously
[42]–[44]. Depending on how the unknown coefficient vector
sj(U) is modeled, different detectors have been proposed. In
[42], a generalized likelihood ratio test (GLRT) based detector
is proposed when sj(U) is assumed to be deterministic. In
[43], the analysis has been extended to the case when sj(U)
is modeled as random. The problem with multiple observation
vectors is addressed in [44] where the authors have proposed
adaptive subspace detectors when the coefficients {sj(U)}Lj=1
follow first and second order Gaussian models.
In the case of sparse signal detection, it is unlikely that the
exact knowledge of U is available a priori. In other words,
sparse signal detection needs to be performed when U is
unknown. With the advancements of CS, some algorithms have
been developed to detect sparse signals based on (3) exploiting
algorithms developed for sparse signal recovery [8], [9], [15],
[16]. In particular, the standard OMP algorithm was modified
in [8] to detect the presence of a sparse signal based on a single
measurement vector. There, the detection decision is obtained
after running a few iterations (≤ k) of the OMP algorithm.
Let sˆUt0 be the estimated signal after running t0 ≤ k number
of iterations. Then, the decision statistic is taken to be the
maximum absolute component of sˆUt0 (||sˆUt0 ||∞ where || · ||p
denotes the p-norm) in [8]. In [15], a heuristic algorithm is
proposed for sparse signal detection in a decentralized manner
based on partial support set estimation via OMP at individual
nodes.
Unlike in complete sparse signal recovery, in sparse signal
detection it is important to focus on extracting a decision
statistic without completely reconstructing the signal. To that
end, our goal is to explore the sparse signal detection problem
with partially known/estimated support sets.
III. SPARSE SIGNAL DETECTION WITH KNOWN PARTIAL
SUPPORT
Let us assume that the detection task is performed with
the knowledge of a fraction of the support set of size T0 <
k. Let U(T0) ⊂ U denote the set containing known indices
of the support set. We assume that the detection decision is
made by comparing the total power of the compressed signals
projected on to the subspace spanned by the known subspace
to a threshold. More specifically, the decision statistic is given
by,
Λ =
L∑
j=1
||Pj,T0yj ||22, (5)
where
Pj,T0 = Bj(U(T0))
(
Bj(U(T0))TBj(U(T0))
)−1
Bj(U(T0))T
is the projection operator to the space spanned by Bj(U(T0)).
When T0 = k, the decision statistic in (5) is the same as the
GLRT decision statistic in [43]. Under the assumption that
AjA
T
j = I for j = 1, · · · , L, Λ in (5) is distributed under
H0 and H1 as:
Λ
σ2v
|H0 ∼ X 2T0L
Λ
σ2v
|H1 ∼ X 2T0L(λT0 )
respectively, with λT0 =
∑L
j=1
||Pj,T0Bjsj ||22
σ2v
. Let the decision
be made by comparing Λ in (5) to a threshold τ0. Then, the
probabilities of false alarms and detection can be expressed as
[45],
Pf = 1− F
(
T0L
2
,
τ0
2σ2v
)
(6)
and
Pd = Q T0L
2
(√
λT0 ,
√
τ0
σ2v
)
, (7)
respectively, where F (a, x) = γ(a,x)Γ(a) is the reg-
ularized Gamma function, Γ(·) is the Gamma func-
tion, γ(a, x) is the lower incomplete Gamma function
4given by γ(a, x) =
∫ x
0
ta−1e−tdt, and QM (a, b) =∫∞
b
x
(
x
a
)M−1
e−
x2+a2
2 IM−1(ax)dx is the Marcum Q func-
tion with IM−1 being the modified Bessel function of order
M − 1. Defining the Rayleigh quotient of Bjsj with respect
to Pj,T0 , κj,T0 , as,
κj,T0 =
||Pj,T0Bjsj||22
||Bjsj||22
, (8)
λT0 can be written as,
λT0 =
L∑
j=1
||Bjsj ||22
σ2v
κj,T0 . (9)
When the elements of A are random variables with mean zero
and AjATj = I, we may approximate ||Bjsj||22 ≈ MN ||sj ||22.
Defining γj = ||sj||
2
2
σ2v
, (9) can be approximated by,
λT0 ≈
M
N
L∑
j=1
γjκj,T0 . (10)
Note that,
||Pj,T0Bjsj ||22 = ||Bjsj ||22 − ||P⊥j,T0Bjsj||22
where P⊥j,T0 = I−Pj,T0 . Thus, κj,T0 in (8) can be written as,
κj,T0 = 1−
||P⊥j,T0Bjsj ||22
||Bjsj ||22
. (11)
The quantity ||P⊥j,T0Bjsj ||22 reflects the power of the sam-
pled signal unaccounted for by the subspace spanned by
Bj(U(T0)). Thus, the impact of not having the knowledge of
the complete support set of sj on the detection performance
is reflected by ||P⊥j,T0Bjsj ||22. When T0 = k, we have
||P⊥j,T0Bjsj ||22 = 0 and κj,T0 = 1 and, therefore, λk ≈
M
N
∑L
j=1 γj . Let τd be the desired probability of detection. If
Q kL
2
(√
λk,
√
τ0/σ2v
)
< τd, the desired Pd with the decision
statistic (5) cannot be achieved even if all the indices of
the common support are known correctly. Thus, estimation
of only a fraction is sufficient only if the desired detection
performance is such that τd < Q kL
2
(√
λk,
√
τ0/σ2v
)
. In that
case, it is of interest to determine the minimum fraction of the
support to be known in order to achieve the desired detection
performance which will be discussed next.
The goal is to find the minimum value of T0 in order to
achieve a desired Pd while maintaining the probability of false
alarm Pf under a desired value, say, α. Letting t = T0, the
desired optimization problem can be cast as,
min t such that
Pd(t) ≥ τd, Pf ≤ α and 1 ≤ t < k, t ∼ integers (12)
with
Pd(t) = Q tL
2
(√
λt,
√
τ0/σ2v
)
(13)
where λt is as given in (10). The term t is related to λt via
κj,t = 1− ||P
⊥
j,tBjsj||22
||Bjsj ||22 . Let P
⊥
j,t = U
TΠU where U is unitary
and Π is a diagonal matrix with t zero elements and (M − t)
ones. Then, we can write
||P⊥j,tBjsj ||22 = ||P⊥j,tBj,k\tsj,k\t||22
= ||ΠUBj,k\tsj,k\t||22 (14)
where Bj,k\t = Bj(U \U(t)) with |U| = k (similar definition
holds for sj,k\t). Whenever BTj Bj ≈ MN I, we have B˘Tj B˘j ≈
M
N I since U is unitary where B˘j = UBj . Since Π has only
M − t ones, we may approximate (14) by,
||ΠUBj,k\tsj,k\t||22 = ||ΠB˘j,k\tsj,k\t||22
≈ M − t
N
||sj,k\t||22.
Then, κj,t can be approximated by
κj,t ≈ 1− (M − t)
M
||sj,k\t||22
||sj ||2 . (15)
It is noted that ||sj,k\t||22 depends on t and the nonzero
coefficients of the signal indexed by U \ U(t). Since the
nonzero coefficients of sj are unknown, the knowledge of
||sj,k\t||22 for given t is not available. Thus, in the following
we solve the problem under certain assumptions regarding the
nonzero coefficients. We discuss the impact of relaxations of
these assumptions in the numerical results section.
Nonzero coefficients do not significantly deviate from each
other: In the case where the nonzero coefficients do not de-
viate much from each other, we may approximate ||sj,k\t||
2
2
||sj||22 ≈
(k−t)
k . In that case, (15) can be approximated by
κj,t ≈ t
k
(
1 +
k − t
M
)
. (16)
Then we have
λt ≈ Mt
Nk
(
1 +
(k − t)
M
) L∑
j=1
γj . (17)
With λt as in (17), we aim to solve (12). Note that (12)
is an integer programming problem with linear and nonlin-
ear constraints. To further simplify the nonlinear constraint
Pd(t) ≥ τd, we use certain approximations for Pd and Pf in
(6) and (7), respectively, exploiting approximations of the tail
probabilities of chi-squared random variables.
The cumulative distribution function (cdf), G(x, k), of a
chi-squared random variable, x ∼ X 2k , can be approxi-
mated by G(x, k) ≈ 1 − Q
(
(xk )
1/3−(1− 29k )√
2
9k
)
[46], where
Q(x) = 1√
2pi
∫∞
x
e−
t2
2 dt is the Gaussian Q-function. Using
this approximation for Pf , we have,
Pf ≈ Q


(
τ0/σ
2
v
tL
)1/3
− (1− 29tL)√
2
9tL


and the threshold should be selected as
τ0(t, α) ≈ σ2vtL
((
1− 2
9tL
)
+
√
2
9tL
Q−1(α)
)3
(18)
5to maintain Pf ≤ α. Similarly, the cdf of a non-central chi-
squared random variable, x ∼ X 2k (λ), can be approximated by
G(x; k, λ) ≈ 1−Q
(
( xk+λ )
h−(1+hp(h−1−0.5(2−h)mp))
h
√
2p(1+0.5mp)
)
where
h = 1− 23 (k+λ)(k+3λ)(k+2λ)2 , p = k+2λ(k+λ)2 , and m = (h− 1)(1− 3h)
[46]. With this approximation, Pd can be written as,
Pd ≈ Q (f(t, α,γ)) (19)
with
f(t, α,γ)
=


(
τ0(t,α)
σ2v(tL+λt)
)h
− (1 + hp(h− 1− 0.5(2− h)mp))
h
√
2p(1 + 0.5mp)

(20)
where h = 1 − 23 (tL+λt)(tL+3λt)(tL+2λt)2 , p = tL+2λt(tL+λt)2 and m =
(h−1)(1−3h), γ = [γ1, · · · , γL] and τ0(t, α) is approximated
as in (18). It is noted that λt in the right hand side of (20) is
given by (17) which is a function of γ.
With the approximations (17), (18) and (19), the optimiza-
tion problem in (12) can be rewritten as,
min t such that
τd −Q (f(t, α,γ)) ≤ 0,
t− k < 0 and 1− t ≤ 0, t ∼ integers. (21)
The theory developed in the area of integer nonlinear program-
ming is much less mature than integer linear programming
[47]. We aim to solve (21) based on rounding by relaxing the
integer restriction. This is a heuristic method which is shown
to be faster than most of the other algorithms developed for
integer nonlinear programming [48]. After relaxing the integer
restriction, the solution for t which satisfies the Karush-Kuhn-
Tucker (KKT) conditions is summarized in the following
proposition.
Proposition 1. Let k > 1. The solution for t in (21) which
satisfies the KKT conditions is given by (22) where tˆcont is
the continuous valued solution for t.
Proof: For µ1, µ2, µ3 ≥ 0, the Lagrangian for (21) is
given by,
L(t, µ) = t+ µ1(τd −Q(f(t))) + µ2(t− k) + µ3(1− t)
where we use f(t) for f(t, α,γ) for simplicity. The KKT
conditions are given by,
1− µ1 ∂Q(f(t))
∂t
+ µ2 − µ3 = 0 (23)
µ1(τd −Q(f(t))) = 0, µ2(t− k) = 0, µ3(1− t) = 0 (24)
τd −Q(f(t)) ≤ 0, t− k < 0, 1− t ≤ 0. (25)
Using the Leibnitz integral rule, ∂Q(f(t))∂t can be computed as,
∂Q(f(t))
∂t
= − 1√
2pi
e−
f(t)2
2 f ′(t) (26)
where f ′(t) is the derivative of f(t) with respect to t. With
∂Q(f(t))
∂t as in (26), it can be verified that (23)-(25) have a
feasible solution only under the following cases: (i). µ1 = 0,
µ2 = 0 and µ3 6= 0, (ii). µ1 6= 0, µ2 = 0 and µ3 = 0, (iii).
µ1 6= 0, µ2 = 0 and µ3 6= 0, and (iv). µ1 6= 0, µ2 6= 0 and
µ3 = 0. Then, tˆcont which satisfies (23)-(25) can be obtained
as in (22).
The integer valued solution, tˆ, is obtained by rounding tˆcont
to the nearest integer. From Proposition 1, it is observed that,
under certain conditions, i.e., when the parameters γ, α and τd
are such that τd ≤ Q(f(1, α,γ)), it is sufficient to know only
one support location of the sparse signal correctly to reach
the desired detection performance. It is further interesting to
investigate the infeasible case. In Fig. 1, we plot f ′(t) vs
t. While f ′(t) depends on several parameters, we show the
behavior of f ′(t) for a given set of values for N , cr = M/N ,
and L as k, and σ2v (and thus γj) vary. In order to compute γj ,
we generate the nonzero coefficients of sj’s from a uniform
distribution in [3, 4]. For the sparse support, k indices are
selected randomly (and uniformly) from [1, N ]. It is observed
from Fig. 1 that the infeasible case can be observed when the
signal is less sparse (i.e. k is large). As seen in Fig. 1 (b)
after some value of t, f ′(t) becomes positive. In other words,
when t exceeds this threshold, Pd(t) starts decreasing. When
the signal is sufficiently sparse (i.e. k ≪ N ), the infeasible
case is less likely to be observed.
The above analysis provides insights on sparse signal de-
tection when the minimum size of the partial support set is
computed under certain assumptions on the sparse signals. In
practice, the desired fraction of the support of the sparse signal
needs to be estimated based on the available data when it is
not known a priori whether the signal is present or not. In
the following section, we consider several extensions of the
OMP algorithm to detect the presence of a sparse signal by
estimating the partial support of given size in centralized as
well as distributed settings.
IV. OMP BASED SPARSE SIGNAL DETECTION VIA
PARTIAL SUPPORT SET ESTIMATION
OMP is a greedy algorithm developed for sparse signal
recovery with a single measurement vector (SMV) [49]. In
Algorithm 1, we state the standard OMP for sparse support
set estimation (the coefficients can be estimated using least
squares estimation). It is noted that, the subscripts of the
vectors and matrices corresponding to node index are dropped
for brevity.
The OMP algorithm was extended to the multiple measure-
ment vector case in [25], [39] which is termed simultaneous
OMP (S-OMP). First, we consider that all the compressed
observations are available at the fusion center. In Algorithm
2, we extend the S-OMP algorithm for sparse signal detection
by first estimating a partial support set of size T0 based on
compressed observations in (2). This is a simple modification
of the S-OMP algorithm.
In a centralized setting, each node has to transmit its length-
M compressed measurement vector to the fusion center so
that the fusion center processes {yl, · · · ,yL} to make the
detection decision. While this reduces the communication
burden compared to forwarding uncompressed data vectors of
length-N , in the following we consider further reduction of
information to be transmitted by each node. We propose two
6tˆcont =


1 if τd ≤ Q(f(1))
f−1(Q−1(τd)) if f ′(t)|t=f−1(Q−1(τd)) ≤ 0 & Q(f(1)) < τd < Q(f(k))
infeasible otherwise
(22)
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Fig. 1: Behavior of f ′(t) and Pd(t) ≈ Q(f(t)); N = 256, L = 10, cr = 0.1
Algorithm 1 Standard OMP for sparse support set estimation
with SMV
Inputs: y, B, k
Output: An estimate for the support set, Uˆ
1) Initialize t = 1, Uˆ(0) = ∅, residual vector r0 = y
2) Find the index β(t) such that β(t) =
arg max
ω=1,··· ,N
|〈rt−1,B(ω)〉|
3) Set Uˆ(t) = Uˆ(t− 1) ∪ {β(t)}
4) Compute the projection operator P(t) =
B(Uˆ(t))
(
B(Uˆ(t))TB(Uˆ(t))
)−1
B(Uˆ(t))T . Update
the residual vector: rt = (I − P(t))y (note: B(Uˆ(t))
denotes the submatrix of B in which columns are taken
from B corresponding to the indices in Uˆ(t))
5) Increment t = t+1 and go to step 2 if t ≤ k, otherwise,
stop and set Uˆ = Uˆ(t− 1)
distributed algorithms and they differ from each other in terms
of the communication overhead.
A simple version resulting in low communication overhead
is to obtain the length T0 support set independently at each
node and compute a local decision statistic which is then trans-
mitted to the fusion center. The fusion center then combines
the local contributions to obtain the final decision statistic. This
algorithm is presented in Algorithm 3. Based on the partial
support set Uˆj of size T0 obtained in step 6, Λj = ||Pj,Uˆjyj ||22
is computed and transmitted to the fusion center by the j-th
node for j = 1, · · · , L. Then, the fusion center computes the
decision statistic Λdist1 as given in step 9 in Algorithm 3.
Algorithm 2 S-OMP based sparse signal detection: centralized
approach
Inputs: {yj}Lj=1, {B}Lj=1, T0
Outputs: Partial support set estimate Uˆ(T0), Decision statistic
Λcent, Detection decision
1) Initialize t = 1, Uˆ(0) = ∅, residual vector rj,0 = yj for
j = 1, · · · , L
2) For t = 1 to t = T0
3) Find the index β(t) such that
β(t) = arg max
ω=1,··· ,N
L∑
j=1
|〈rj,t−1,Bj(ω)〉|
4) Set Uˆ(t) = Uˆ(t− 1) ∪ {β(t)}
5) Compute the orthogonal projection operator: Pj,t =
Bj(Uˆ(t))
(
Bj(Uˆ(t))TBj(Uˆ(t))
)−1
Bj(Uˆ(t))T for j =
1, · · · , L
Update the residual: rj,t = (I−Pj,t)yj for j = 1, · · · , L
6) End For
7) Set Uˆ(T0) = Uˆ(t)
8) Detection decision:
If Λcent =
∑L
j=1 ||Pj,T0yj ||22 ≥ τ0, H1 is true, other-
wise H0 is true where τ0 is the threshold.
Intuitively, it is expected that Algorithm 2 performs better than
Algorithm 3. However, in the following, we show that this is
not true always (for certain values of M and T0).
7Algorithm 3 OMP based sparse signal detection: distributed
approach 1
Inputs: (At the j-th node) yj ,Bj , T0 for j = 1, · · · , L
Outputs: (At the j-th node) Partial support set estimate Uˆj , (At
the fusion center) Decision statistic Λdist1, Detection decision
Initialization:
At the j-th node: Uˆj(0) = ∅, residual vector rj,0 = yj for
j = 1, · · · , L.
- At the j-th node for j = 1, · · · , L
1) For t = 1 to t = T0
2) Find the index βj(t) such that βj(t) =
arg max
ω=1,··· ,N
|〈rj,t−1,Bj(ω)〉|
3) Set Uˆj(t) = Uˆj(t− 1) ∪ {βj(t)}
4) Compute the projection operator Pj,t =
Bj(Uˆj(t))
(
Bj(Uˆj(t))TBj(Uˆj(t))
)−1
Bj(Uˆj(t))T .
Update the residual vector: rj,t = (I−Pj,t)yj
5) End For
6) Set Uˆj = Uˆj(T0) and Pj,Uˆj = Pj,T0
7) Compute Λj = ||Pj,Uˆjyj ||22 and transmit Λj to the
fusion center
- At the fusion center
8) Receive Λj for j = 1, · · · , L
9) Compute the decision statistic Λdist1 =
∑L
j=1 Λj
10) Detection decision: if Λdist1 ≥ τ0 decide H1, otherwise
decide H0
A. Comparing Algorithms 2 and 3
It is noted that the j-th element in the sum in Λcent in
Algorithm 2 accounts for the power of the compressed obser-
vations projected on to the subspace spanned by the columns
of Bj for j = 1, · · · , L indexed by the same set Uˆ(T0). On the
other hand, j-th element in the sum in Λdist1 in Algorithm 3
represents the power of the compressed observations projected
on to the subspace spanned by the columns of Bj indexed
by Uˆj which in general can be different for j = 1, · · · , L.
Thus, when M is not very large, there can be at least one
correct index in {Uj}Lj=1 although Uˆ(T0) does not contain
any correct index, especially when T0 is also small. In that
case, all the elements in the sum in Λcent correspond to the
power of the compressed observations projected on to a noise
subspace while there can be at least one element in the sum
in Λdist1 that accounts for the power projected into the signal
subspace leading to better detection performance by Algorithm
3. We further analyze this scenario when T0 = 1.
Let P1 be the probability that β(1) (to avoid confusion while
referring to the two algorithms in the following discussion, we
denote this as βc(1)) estimated at step 3 in Algorithm 2 is a
correct index underH1. Similarly, let P2 be the probability that
at least one βj(1) (we denote this as βdj (1)) for j = 1, · · · , L
estimated at step 2 in Algorithm 3 is correct under H1. Then
we have,
P1 = Pr(β
c(1) ∈ U|H1)
= Pr



arg maxω=1,··· ,N
L∑
j=1
|〈yj ,Bj(ω)〉|

 ∈ U|H1

 .
On the other hand,
P2 = Pr(β
d
1 (1) ∈ U or, · · · , or βdL(1) ∈ U|H1). (27)
Authors in [49] and [25], respectively, consider the conditions
under which OMP (with a single measurement vector) and
S-OMP (with multiple measurements vectors) are capable of
recovering the complete support set while we focus here only
on T0 = 1. Let us partition Bj as Bj = [B¯j B˜j ] where B¯j
and B˜j are submatrices of Bj with B¯j containing the columns
of Bj indexed by U , while B˜j contains the rest of the columns
of Bj for j = 1, · · · , L. Let
ρj(yj) =
||B˜Tj yj ||∞
||B¯Tj yj ||∞
(28)
where || · ||∞ is the infinity norm of a vector (or a matrix).
Then P2 in (27) can be expressed as,
P2 = Pr(ρ1(y1) < 1 or, · · · , or ρL(yL) < 1|H1)
= 1−
L∏
j=1
Pr(ρj(yj) > 1|H1) (29)
where the second equality is due to the fact that the multiple
nodes estimate the indices independently. In order to compute
P1, let
ρc(Y) =
||[B˜T1 y1, · · · , B˜TLyL]||∞
||[B¯T1 y1, · · · , B¯TLyL]||∞
(30)
where [B˜T1 y1, · · · , B˜TLyL] denotes the matrix in which the
j-th column is B˜Tj yj for j = 1, · · · , L. Then we have,
P1 = Pr(ρc(Y) < 1). (31)
It is difficult to find exact analytical expressions for P1 and
P2 in (31) and (29), respectively. Thus, in Fig. 2 we plot P1
and P2 obtained numerically as the compression ratio cr = MN
varies for different values of k and L. It can be observed that
there is a threshold for cr for which P1 > P2. In the region of
cr where P2 > P1, we expect Algorithm 3 to perform better
than Algorithm 2 which is observed in the numerical results
section. Thus, Algorithm 3 is promising in terms of both
performance and the communication overhead when cr (or M )
is small. However, as cr increases, Algorithm 2 performs better
than Algorithm 3. It is more likely that Algorithm 2 estimates
all the T0 indices correctly compared to the event that all the
nodes estimate all the T0 indices correctly in Algorithm 3 as
M increases.
B. Description of Algorithm 4
When estimating the partial support of size T0 at each node,
Algorithm 3 does not account for the fact that all the nodes
have the same support in the support set estimation stage.
In the second distributed algorithm presented in Algorithm 4,
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Fig. 2: Comparison of P1 in (31) and P2 in (29) as cr = M/N varies
Algorithm 4 OMP based sparse signal detection: distributed
approach 2
Inputs: (At the j-th node) yj ,Bj , T0 for j = 1, · · · , L
Outputs: (At the fusion center) Partial support set estimate Uˆ ,
Decision statistic Λdist2, Detection decision
Initialization:
At the j-th node: Uˆj(0) = ∅, residual vector rj,0 = yj for
j = 1, · · · , L.
- At the j-th node for j = 1, · · · , L
1) For t = 1 to t = T0
2) Find the index βj(t) such that βj(t) =
arg max
ω=1,··· ,N
|〈rj,t−1,Bj(ω)〉|
3) Set Uˆj(t) = Uˆj(t− 1) ∪ {βj(t)}
4) Compute the projection operator Pj,t =
Bj(Uˆj(t))
(
Bj(Uˆj(t))TBj(Uˆj(t))
)−1
Bj(Uˆj(t))T .
Update the residual vector: rj,t = (I−Pj,t)yj
5) End For
6) Set Uˆj = Uˆj(T0) and transmit Uj to the fusion center
7) Receive Uˆ from the fusion center
8) Compute Λj = ||Pj,Uˆyj ||22 and transmit Λj to the fusion
center
- At the fusion center
9) Receive Uˆj for j = 1, · · · , L
10) Compute Uˆ = f({Uˆj}Lj=1) as discussed in subsection
IV-B and transmit to all the nodes
11) Receive Λj for j = 1, · · · , L from the nodes
12) Compute the decision statistic Λdist2 =
∑L
j=1 Λj
13) Detection decision: if Λdist2 ≥ τ0 decide H1, otherwise
decide H0
the fact that all the nodes share the same support is taken into
account by fusion as described below. In Algorithm 4, each
node estimates a partial support set of size T0 after running T0
iterations of the standard OMP algorithm independently. Then,
the T0-length support set, denoted by Uˆj is transmitted by the
j-th node to the fusion center. Based on {Uˆj}Lj=1, the fusion
center estimates a length-k support set Uˆ and transmits it back
to the nodes. The j-th node then computes Λj = ||Pj,Uˆyj ||22
where Pj,Uˆ = Bj(Uˆ)
(
Bj(Uˆ)TBj(Uˆ)
)−1
Bj(Uˆ)T and trans-
mits back to the fusion center. The fusion center computes the
decision statistic Λdist2 =
∑L
j=1 Λj .
In this algorithm, each node communicates with the fusion
center twice (steps 6 and 8). The communication overhead in
step 8 is similar to that in Algorithm 3. In step 6, the estimated
partial support set Uj of size T0 is transmitted to the fusion
center. Then, the fusion center computes an updated estimate
for the support set which can be larger than T0 and of course
less than k. Let I be the set containing all the indices (can
have multiple occurrences of the same index) in {Uˆj}Lj=1. Let
D be a set which contains all the distinct values in I ordered in
a descending manner based on the frequency of occurrence in
I . Let length(D) denote the number of elements in D. If each
node estimates T0 correct locations of the support via OMP,
length(D) can have maximum value of k. However, if there is
an error in estimating the support after T0 iterations at a given
node, length(D) can be greater than k; in the worst case,
length(D) = T0L. Thus, we have, T0 ≤ length(D) ≤ T0L.
We compute Uˆ as Uˆ = D(1 : min(length(D), k)). Thus,
in this algorithm, partial support estimates are fused (via the
majority rule) at the fusion center to compute an enlarged (or
sometimes complete) support set.
When comparing Algorithms 3 and 4, the additional com-
munication overhead required by each node in Algorithm 4
comes from the need for transmitting indices of length T0 in
step 6. Thus, the communication overhead in Algorithm 4 can
be reduced by letting all the nodes to run only 1 iteration of the
OMP algorithm; i.e., T0 = 1. As illustrated in the numerical
results section, Algorithm 4 provides promising performance
when T0 = 1 since the local decision statistic is computed
based on a fused and enlarged support set compared to both
Algorithms 3 and 2. However, as T0 increases, it can be ob-
served that Algorithm 3 performs better than Algorithm 4 even
though the communication overhead of Algorithm 4 increases
as T0 increases. Thus, the improved performance of Algorithm
4 is significant with only small T0 which is desirable. Further,
under certain conditions, both distributed algorithms perform
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Fig. 3: Minimum fraction of the support to be known, tf , to
achieve a desired detection performance, N = 256, L = 5,
σ2v = 1
better than the centralized version presented in Algorithm 2.
More details are provided in the numerical results section.
C. Communication complexity
In this subsection, we summarize the communication com-
plexities of Algorithms 2-4 in terms of the number of messages
to be transmitted by each node to the fusion center.
• Algorithm 2: M messages per node
• Algorithm 3: 1 message per node
• Algorithm 4: T0 + 1 messages per node; needs feedback
from the fusion center.
V. NUMERICAL RESULTS
In this section, we illustrate the performance of sparse signal
detection based on the knowledge of a partial support set.
The signals are assumed to be sparse in the canonical basis,
so that Bj = Aj for j = 1, · · · , L. The elements of Aj
are drawn from a standard normal ensemble and then Aj is
orthogonalized so that AjATj = I. The sparse support set
is selected from [1, N ] uniformly. The coefficients of sj for
j = 1, · · · , L are taken uniformly from [−b,−a]⋃[a, b]. For
given a and b, the SNR is varied by changing σ2v . The average
(over all the nodes) uncompressed SNR, γ¯, is defined as γ¯ =∑L
j=1
||sj||22
LNσ2v
=
∑L
j=1
γj
LN where γj =
||sj||22
σ2v
. In the following
figures, by average SNR, we mean the uncompressed SNR, γ¯.
As defined before, cr = MN is the compression ratio at a given
node. Further, we define tf = tˆk to be the minimum fraction
of the support that needs to be known. First, we illustrate the
minimum fraction of support to be known to achieve a desired
detection performance level.
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Fig. 4: Minimum fraction of the support to be known, tf ,
to achieve a desired detection performance as τd and α vary,
values of τd and α in the black region cannot be achieved even
if all the indices of the support are known correctly; N = 256,
k = 5, cr = 0.1
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A. The minimum fraction of the support set to achieve a
desired performance level
In Figs. 3 and 4, the minimum fraction of the support set is
shown as different parameters vary. We let a = 3 and b = 4.
In Fig. 3, tf is shown as τd varies for different values of cr, α
and k while keeping N = 256, L = 5 and σ2v = 1. It is worth
mentioning that the average SNR in the bottom two subplots
in Fig. 3 is different from the two top subplots due to the
change of k (albeit σ2v is kept constant). When cr increases,
the fraction of the support set to be estimated becomes small
to achieve the desired performance level. For example, in the
top left figure, to achieve τd ≈ 0.9, the knowledge of only one
index of the support set is sufficient when cr = 0.2 while it
requires the knowledge of 4 (out of 5) indices when cr = 0.1.
As cr increases, the SNR of the compressed signal increases
(although the uncompressed SNR remains the same) resulting
in better performance. Similarly, the impact of α and k (thus
the uncompressed SNR) on tf is depicted in Fig. 3.
In resource constrained sensor networks working in a dis-
tributed setting, it is desirable to keep cr as small as possible.
In Fig. 4, the impact of L and uncompressed SNR on tf is
illustrated when cr is kept at a lower value (cr = 0.1) for
k = 5 and N = 256. The regions of τd and α that can be
achieved with a specific tf obtained from Proposition 1 are
shown in different colors. The black portion corresponds to
the regions of τd and α that cannot be achieved even if all the
support indices corresponding to nonzero coefficients of sparse
signals are known. It can be seen that, when cr is small, the
desired detection performance can be achieved by estimating
only a very small fraction of the support set when either γ¯ is
large or by increasing L. For example, as depicted in Fig. 4
(c) when L = 5 and uncompressed SNR = −3dB, almost all
the regions of τd and α can be achieved by knowing only one
or two indices of the support set correctly (so that tf = 0.2
or tf = 0.4). In summary, Figures 3 and 4 demonstrate the
regions of k, L, γ¯, τd, α and cr so that estimation of only
a small fraction of the support is sufficient for sparse signal
detection with desired performance.
B. Impact of the values of nonzero coefficients
The minimum fraction of nodes in Proposition 1 was
computed under the assumption that the nonzero coefficients
of the sparse signals do not deviate much from each other. In
this subsection, we analyze the results in Proposition 1 when
this assumption is relaxed. In Fig. 5, we plot the performance
of the detector (5) when the size of the support is computed
based on Proposition 1 given that the nonzero coefficients
are actually far from each other. For a given τd on the x-
axis, tf is computed as in (22). Substituting T0 = tfk in
(5), the probability of detection (obtained numerically) with
the decision statistic (5) is shown on the y-axis. It is noted
that since Proposition 1 does not give a clue on which T0
indices should be selected, we get T0 indices uniformly from
U . The first two subplots correspond to a small problem size
while last two subplots consider relatively large N . For both
problem sizes, relatively large and small values for a and
b are considered. It is noted that a, b and σ2v are changed
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Fig. 6: ROC curves for detection based on partial support set
estimation, k = 5, N = 256, L = 5
accordingly so that the average SNR remains approximately
the same for given N and L. The desired scenario is that the
curves stay close or above the black (y=x) line. It can be seen
that when N is large, all the curves remain fairly close to (or
above) the black line for most values of τd. When N is not
very large (subplots (a) and (b)), performance degradation can
be seen for some values of τd. However, for relatively large
values of τd (which is the most interesting scenario), there
is no significant performance degradation using Proposition
1 even the coefficient values deviate quite significantly from
each other irrespective of the problem size.
C. Performance of sparse signal detection in a centralized
setting: Detection with known partial support and via S-OMP
In this subsection, we compare the detection performance
when the partial support set is exactly known and it is esti-
mated via S-OMP in a centralized setting. In Fig. 6, we show
receiver operating characteristic (ROC) curves with 104 Monte
carlo runs. In the case where the partial support set is known,
T0 indices are selected randomly from U and the results are
averaged over 20 trials. In the S-OMP based detection, T0
indices are selected according to Algorithm 2. In Fig. 6 (a),
T0 = 1 while in Fig. 6 (b), T0 = 2. The other parameters
k, L, and N remain the same in both subfigures as stated
while a = 3 and b = 4. In Fig. 6 (a), we further plot the
detection performance when the sparse signal is estimated via
maximum likelihood (ML) estimation ignoring sparsity; i.e.
when the decision statistic is ΛML =
∑L
j=1 ||Pjyj ||22 with
Pj = Bj
(
BTj Bj
)−1
BTj . It is observed that exploitation of
sparsity even with T0 = 1 outperforms the ML based detection
approach and we avoid plotting curves for this comparison in
subsequent figures.
It is observed that, for both T0 = 1 and T0 = 2, the
performance of the S-OMP based detection is close to the
performance with known partial support for very small and
relatively large cr values. When cr is very small (e.g ≈ 0.05
in Fig.6), the SNR of the compressed observation vector is
small, thus even with the known support set, the power of the
compressed observations projected onto the known subspace is
not significant compared to the analogous noise power. Thus,
close (and poor) performance is observed when the partial
support is known or estimated. On the other hand, when cr
is large, the estimated support set of size T0 via Algorithm 2
is more accurate, resulting in close performance to the case
where the partial support is exactly known. However, when
cr is moderate (i.e. ≈ .1 or .2 in Fig. 6)), S-OMP based
detection has a performance gap compared to detection with
known partial support of the same size. When cr takes such
values, the accuracy of the estimated partial support set via S-
OMP is not quite good thus, resulting in a performance gap. In
such regions of cr where compressed measurements per node
are not sufficient to provide a good estimate of the support set
via S-OMP, the detection performance is improved with the
two distributed algorithms as will be illustrated next.
D. Performance comparison of S-OMP based and two dis-
tributed OMP based algorithms
In Fig. 7, ROC curves are plotted for different values of
cr for centralized and two distributed OMP based algorithms.
We let a = 3 and b = 4. In Figs. 7 (a) and (b), we consider
relatively a small sized problem with N = 256, k = 5, L = 5,
T0 = 1 and the average SNR (uncompressed) is varied by
changing σ2v . On the other hand, in Figs. 7 (c) and (d), a bigger
sized problem is considered so that N = 1000, k = 20, L = 5,
the average SNR (uncompressed) = −6 dB and T0 is varied.
We make several important observations here.
1) When cr and T0 are quite small, the S-OMP based
algorithm performs worse than the two distributed algo-
rithms (subplots (a), (b) and (c)). This (counter-intuitive)
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Fig. 7: ROC curves for OMP based detection; S-OMP and two distributed approaches
phenomenon was discussed in detail in Subsection IV-A
for T0 = 1 considering Algorithms 2 and 3. Thus,
Algorithm 3 produces a better decision statistic to dis-
criminate between the noise and the signal. Similar
explanation holds for Algorithm 4 which provides even
better results compared to Algorithm 3 due to the fusion
of support indices estimated at multiple nodes. Thus,
when M (thus cr) is not sufficient to provide accurate
estimates for the support set after T0 iterations via S-
OMP, the two distributed algorithms, by fusion, provide
better performance.
2) When T0 is relatively large, from Fig. 7 (d), it is seen
that Algorithm 4 works relatively poorly compared to the
other two algorithms. As discussed in Section IV-B and
seen in Fig. 7 (a), (b) and (c), Algorithm 4 is promising
in terms of communication complexity only when T0 is
small.
It is noted that, in the S-OMP algorithm, raw compressed
observations are fused in computing the support set indices and
the decision statistic for detection is obtained based on such
estimated indices. On the other hand, in Algorithms 3 and
4, individually computed local decision statistics are fused to
compute the final decision statistic at the fusion center. From
Fig. 7, it is seen that, measurement fusion via S-OMP provides
better performance only when cr is relatively large. This is an
important observation which is somewhat counter intuitive,
since one would expect a centralized scheme to work better
than any distributed approach. There are several reasons. One
is that S-OMP is not an optimal method of computing the
sparse support set although it provides promising results when
cr exceeds a certain threshold. When cr is small, there can be
other variants (such as two distributed algorithms presented
here) of OMP other than S-OMP that would provide better
performance in sparse support recovery. Another reason is that,
we focus on partial signal recovery (and detection based on
that) but not on complete signal recovery. Thus, we conclude
that better decision statistics for detection based on OMP can
be computed in a distributed setting compared to a centralized
setting under certain conditions.
E. Performance comparison of two distributed OMP based
algorithms
The first distributed algorithm presented in Algorithm 3 re-
quires small communication overhead compared to the second
distributed algorithm in Algorithm 4. In Fig. 8, we compare
the performance of the two distributed algorithms as T0,
SNR values and L vary. When T0 = 1, it can be seen that
Algorithm 4 performs better than Algorithm 3 for both SNR
values considered when L = 5. However, as seen in Fig.
8(b), when T0 is increased, Algorithm 3 performs better than
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Fig. 8: Performance comparison of two distributed algorithms,
k = 5, N = 256, cr = 0.2
Algorithm 4. The additional communication overhead required
by Algorithm 4 is not worth it as T0 increases compared to
Algorithm 3. Thus, it is seen that the Algorithm 4 is promising
and worth the additional communication overhead needed only
when T0 = 1 and L is relatively small, which are the most
desirable scenarios.
VI. CONCLUSION
In this paper, we discussed the use of a CS measurement
scheme for sparse signal detection when multiple sparse
signals observed by distributed nodes share the same sparsity
pattern. We showed that by estimating only a fraction of the
support with less computational power than that is required
for complete signal recovery, a reliable decision statistic can
be designed. First, we analyzed the minimum fraction of the
support set to be estimated to achieve a desired detection
performance in a centralized setting. Then, OMP based al-
gorithms were developed to jointly estimate a partial support
set and perform detection in centralized as well as distributed
settings. It was shown that with each node estimating only one
index of the support set, a reliable detection decision can be
made by appropriate fusion among nodes. Further, when the
number of compressed measurements acquired at each node is
small, the two distributed algorithms (with less communication
overhead) are shown to outperform the centralized algorithm
(with higher communication overhead). In future work, we
will show the efficiency and effectiveness of the proposed
algorithms with different real world application scenarios
(using real experimental data).
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