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SUMMARY 
We consider the problem of stabilizing a discrete-time nonlinear system using a feedback which is not 
necessarily smooth. A sufficient condition for global dynamical stabilizability of single-input triangular 
systems is given. We obtain conditions expressed in terms of distributions for the nonsmooth feedback 
triangularization and linearization of discrete-time systems. Relations between stabilization and 
linearization of discrete-time systems are given. 
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1. INTRODUCTION 
In this paper we consider the problems of stabilizing and of linearizing a single-input discrete- 
time nonlinear control system of the form 
x ( k +  1) = f ( x ( k ) ,  u(k)) (1) 
where x E R" and u E R, using coordinate transformations and state feedbacks which are not 
necessarily smooth. 
The smooth stabilization problem for (1) consists of finding a smooth feedback law u = u(x) 
which renders the closed-loop system asymptotically stable for some equilibrium point 8. Some 
results regarding the stabilizability of the system (1) have been reported in Reference 9. In the 
present note we want to contribute further to the question of designing a stabilizing controller 
for (1) that renders the equilibrium 8 asymptotically stable. Essentially the innovative element 
of this paper lies in two points, namely we admit for controllers that are implicitly defined as a 
dynamic controller and secondly we do not necessarily require our feedback to possess 
smoothness properties. It is interesting to note that this work has some points in common with 
implicit control equations as used in differential algebraic control (see Reference 4) and the 
topological methods used in continuous-time nonlinear systems by Celikovskf in Reference 2. 
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In Section 2, after introducing a natural notion of dynamical asymptotic stability, we obtain a 
sufficient condition for an asymptotically stabilizable single-input discrete-time control system 
to be dynamically asymptotically stabilizable. This result (Lemma 2.3) will be useful in Section 
3, when dealing with the stabilization of triangular systems. The continuous-time version of 
Lemma 2.3 received already some attention, see for instance Reference 3. 
In Section 3 we study the problem of dynamic asymptotic stabilization for triangular systems 
with a nonsmooth feedback. Some sufficient conditions are given for systems with state space 
R". These conditions are analogous with those given in Reference 11 for stabilization of 
continuous-time triangular systems. Note at this point that the methodology employed in the 
present paper for stabilization of the discrete-time case is less technical and does not consider a 
discrete analogous procedure of Reference 11. Finally, two examples are presented, where for 
given nonlinear systems stabilizing explicit feedback control laws are constructed. 
The smooth feedback linearization problem for the system (1) consists of finding a smooth 
coordinate change z = $ ( x )  and a smooth feedback u = a(x ,  v )  such that in the new coordinates 
the system becomes a linear controllable one. This problem has been studied and solved locally 
by Grizzle' and Jakubczyk.6 Reference 1, a survey of results and methods on stability of 
continuous-time systems, presents feedback linearization as an indirect method for stabilization. 
See also Reference 8 for a self-contained presentation of the results. In Section 4 we study 
feedback equivalence of discrete-time systems using nonsmooth transformations: for that, we 
will give conditions for the triangularization of a system and conditions for a triangular system 
to be linearizable. Notice that for stabilizability of triangular systems we have the results 
obtained in Section 3; connecting then both Sections 3 and 4 we obtain results on the stability of 
the original system and both its triangularization and its linearization. The connection between 
stabilization and feedback linearization has already been suggested in Reference 2 for 
continuous-time nonlinear systems, where the author uses the notion of feedback linearization to 
approach the stabilization of smoothly nonstabilizable nonlinear systems. 
2. DEFINITIONS AND PRELIMINARY RESULTS 
Consider the implicit discrete-time autonomous system 
c: F ( x ( k ) ,  x ( k  + 1)) = 0 
where F: R2" + R p  for some natural p ,  is a continuous map such that F(0,O)  = 0. The family of 
systems of the form (2) includes all the difference equations in explicit form 
x ( k +  1) = f ( x ( k ) )  (3) 
but also systems of this form on which some restrictions are imposed, for instance, the state 
space being a subset of R" of the form ( x l g ( x ) = O ) .  Since in the sequel we will include 
systems with this kind of restriction, in this section we will give the terminology according to 
the more general structure (2). 
Let N be the set of natural numbers, No =: N U( 0 )  and S(R") the set of all subsets of R". 
Given a system C of the form (2), define the map A,: N, x R" + S(R") where 
A , ( k , x , ) =  { x E  R " b x , ,  . . . ,xk-l E R": F ( x o , x l ) = O ,  
F ( x I , x ~ ) = O ,  ... , F ( ~ ~ - ~ , x ~ _ I ) = O , F ( X ~ - ~ , X ) = O )  
for (k, xo) E N x R" and A,(O, xo) = { x , ) .  We call A, (k ,  x,) the solution set of E at time k 
starting from x,. The system Z is called complete if for any x E R" there exist y E R" such that 
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F ( x ,  y )  = 0. Completeness of C is equivalent to the fact that A, ( k ,  x,) # Q for all x, E R" and 
k E No. Obviously, if C has the form (3), then it is complete and for every k and x, the set 
Ax (k, x,) is a singleton. 
We say that 0 E R " is an equilibrium point for C if A, ( 1,O) = { 0 ) .  
Definition 2.1 
equilibrium point for C. 
Let C be a system of the form (2), with dynamics F vanishing at zero and 0 E R" an 
(a) We say that 0 E R" is locally asymptotically stable (L.A.S.) with respect to C if 
(i) the system C is complete; 
(ii) for any e>0 ,  there exist 6 =  B ( e ) > O  such that if Ilx,ll< 6, then llyll< E ,  
(iii) there exist 6 > 0 such that if Ilx,ll< 6 then lim, y ( k )  = 0, where y ( k )  is any in 
We say that 0 E R" is globally asymptotically stable (G.A.S.) with respect to C if it is 
L.A.S. and furthermore 1imk+ y ( k )  = 0, where y ( k )  is any in A, (k, x,), for each k E N, 
and every initial x, E R". 
(b) C has the global (resp. local) dead beat property of order k, (k, E N) if 0 E R" is G.A.S. 
(resp. L.A.S.) and A, ( k ,  x,) = { 0 ) ,  V k  2 k,, Vx, E R" (resp. Vx, E R" such that llx,ll c 6, 
with 6 defined as in (a)(iii)). 
VY E Az ( k ,  x,), V k  E No; 
A, (k, x,), for each k E No. 
Consider now the single-input discrete-time control system 
x(k+ 1) = f ( x ( k ) ,  u ( k ) )  (4) 
where f: Rn+l + R" is a continuous map with f ( 0 , O )  = 0. Applying the static feedback u = u(x) 
in (4) we obtain a system of the form (3). If, more generally, the feedback law verifies a 
dynamic implicit equation as q ( x ( k ) ,  u (k ) ,  u(k + 1)) = 0, we obtain a system of the form (2), 
with state given by [xTuIT. In that case the corresponding dynamic feedback is called implicit 
dynamic compensator of order one. Using the notion of implicit dynamic compensator, we 
introduce the following definition. 
Definition 2.2 
(a) The system (4) is globally (resp. locally) dynamically asymptotically stabilizable 
(G.D.A.S.) (resp. L.D.A.S.) at 0 E R" if there exists a Co map q: R"+* + R such that 
0 E Rn+l is G.A.S. (resp. L.A.S.) with respect to the closed-loop implicit system 
(b) The system (4) has the global (resp. local) dynamic dead beat property of order k, 
( k ,  E N) with respect to Q, if in addition (5 )  has the global (resp. local) dead beat 
property of order k,. 
Notice that the origin 0 E Rn+' is an equilibrium point for (5) if and only if the map q satisfies 
Q,(O,O, u ) = O a u = O  
The following lemma gives a sufficient condition for (4) to be G.D.A.S. (resp. L.D.A.S.). 
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Lemma 2.3 
Consider the control system (4). 
(a) Suppose that there exist a Co map 21: F i n + '  + R satisfying V(O.0) = 0 and 
[ lim W(x(k) ,  p(k))  = 0 A lim x ( k )  = 01 =$ [ lim u(k) = 01 
k+m k+oJ k + m  
and such that 0 E Rn is G.A.S. (resp. L.A.S.) with respect to the system 
x(k + 1) - f ( x  (k), u(k)) = 0 
W ( m ,  u ( 4 )  = 0 
Then the system (4) is G.D.A.S. (resp. L.D.A.S.) by means of the dynamic compensator 
&(kh u(k + 1)) ly(f(x(k), W)), u(k + 1)) (7) 
(b) Suppose that Z, has the dead beat property of order k,,. Then the system (4) has the 
dynamic dead beat property of order k, + 1 with respect to q, 
Notice that the state for the system C, is x: in fact, given the equation W ( x ( k ) ,  u ( k ) )  = 0 in F i n + '  
and given a state x ( k )  of Z, at time k, we get the admissible u(k)s  which, plugged into the first 
equation x ( k +  1) -f(x(k), u ( k ) )  =0, allow us to obtain A, , ( l ,  x ( k ) ) .  For this reason is u ( k )  in 
C, just a latent variable and we can consider this system as being of the form (2). 
Proof. We prove the lemma only for the global case. The local result follows analogously. 
(a) Our first claim is to prove that 0 E Rnt*  is G.A.S. with respect to the system 
x(k + 1) - f ( x  (k), u(k)) = 0 
W ( f ( - W ,  m), u(k + 1)) = 0 C2: 1 
Let { ( x ( k ) ,  u(k))) be any sequence of vectors such that ( x ( k ) ,  u(k)) E A,,(k, (xu ,  uo) ) ,  for 
each k E No. Then we have 
x u )  =f(x,. u,) 
W(f(x,, uo), W)) = 0 c 3  W ( X ( l ) ,  u(1)) = o  
4 2 )  =f(x(l), 41)) 
v ( f ( x ( l ) ,  Nl)),  u(2)) = 0 - W ( 2 ) ,  u(2)) = 0 
x ( k )  = f ( x ( k  - l),  u(k - 1)) 
W(f(x(k  - 1). u(k  - 1)). u ( k ) )  = 0 W ( x ( k ) ,  u(k)) = 0 
Therefore the sequence { ( x ( k ) ,  u(k))] also satisfies, for each k E N, the pair of equations 
x ( k  + 1) = f ( x ( k ) *  u(kN 
with x(1) = f ( x ( , ,  u,) and u(1) being any scalar such that @(x(l), u(1)) = 0. It follows that the 
system C2 is also complete and for all k E N 
1 W ( x ( 4 ,  u(kN = 0 
( x ( k ) ,  Nk)) E A&- 1, x Iu(k)l 
Since x ( k )  E A , , ( k  - 1, ~(1 ) ) .  we have limk+, x ( k )  = 0. Since ly verifies (6), then we also have 
limk- u ( k )  = 0. 
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Now from the fact that for all k E N 
we conclude that 0 E Rn+l is G.A.S. with respect to Z2. 
(b) Our second claim is to prove that 
Since ly is continuous and verifies (6),  we also have (v (0 ,  u) = 0 u = 0). 
The result now follows from (8). 
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The continuous-time version of the result presented in Lemma 2.3, namely whether a system 
x = f ( x ,  y )  is dynamically asymptotically stabilizable by means of a feedback integrator has 
been explored in References 3, 10 and 11. In particular, in Reference 3 this problem has been 
solved for a wide class of systems whereas the corresponding dynamic feedback is smooth for 
( x ,  u) + 0 and continuous at zero. In References 1 0  and 11 necessary and sufficient conditions 
of Lyapunov type are presented for the existence of a nonsmooth feedback integrator. These 
conditions are analogous to those imposed in Lemma 2.3, however as we have mentioned in the 
introduction, the methodology is quite different from the one in the present paper. 
Remark 2.4 
A particular case arises when the equation q ( x ,  u) = 0 is solvable with respect to u, namely 
that there exist a unique (continuous) map u = U ( x )  such that q ( x ,  U ( x ) )  = 0, Vx, which means 
that this map makes zero G.A.S. with respect to the system (4). In that case, the map Q, defined 
in (7) is also solvable with respect to the last entry, i.e., 
Q,(x,  u ,  a )  = 0 ($ q ( f ( x ,  u), a )  = 0 e3 a = U ( f ( x ,  u)) 
x ( k  + 1)  =f(x (k),  u(k)) 
u(k + 1) = U(f (x (k ) ,  u(kN 
therefore Z2 can be written in an explicit form as 
xi [ 
and Lemma 2.3 is a generalization of Proposition 3.2 in Reference 9 for the single-input case. 
3. SYSTEMS HAVING A TRIANGULAR STRUCTURE 
In this section we will consider the single-input discrete-time nonlinear control system having 
the following triangular structure 
where f,: Ri+ l  + R, i = 1,2 , .  . . , n ,  are continuous functions vanishing at zero and 
(xI , .  . . , x,)  E R" and u E R are the state and the input of the system (9), respectively. Let us 
make the following assumption for (9). 
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Assumption 3.1 
(a) There exists a Co map x2 = X2(x,) vanishing at zero which globally asymptotically 
stabilizes the system 
x , ( k +  1) =fl(xl(k), x 2 ( k ) )  (10) 
(11) 
at zero, i.e., 0 E R is G.A.S. with respect to the system 
XI (k + 1) =f1 (XI (k), x20, (k))) 
(b) For every i = 2, . . . , n and for each x ,  , . . . , x i ,  the map h(xI, .. , , x i ,  .) is a surjection. 
(c) For every i = 1, . . . , n, the following holds 
The next theorem shows that Assumption 3.1 is a sufficient condition for constructing a global 
stabilizing feedback for the system (9). 
Theorem 3.2 
If Assumption 3.1 holds then the system (9) is G.D.A.S. at zero. If we further assume that 
(1 1) has the dead beat property of order k, then (9) has the dynamic dead beat property of order 
k, + n with respect to some map q: Rn+' + R. 
Proof. We prove by induction that for every p = 1,. . . , n, there exists a continuous map 
qp: R P + *  + R vanishing at zero such that 0 E RP+l is G.A.S. with respect to the system 
w1 (XI. x2) + x* - x21x, 1 
where X, is the map defined in Assumption 3.l(a). By Assumption 3.1 (a), 0 E 08 is G.A.S. with 
respect to 
On the other hand, (13) satisfies the assumptions of Lemma 2.3. therefore 0 E R2 is G.A.S. with 
respect to the system 
x, (k  + 1) =A (x , (k) ,  %(kN 
q1 (XI (4, %(kh +.(k + 1)) = 0 
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'x1 ( k  + 1) = f i  (x1 ( 4 9  %(k)) 
x,(k + 1) =.f&(k), %(kh %(k))  
xp(k + 1) = f p  (XI (4, x, (k) ,  . . ., xp + 1 ( k ) )  
xp + 1 (k  + 1 ) = f p  + 1 (4 ( k ) ,  %(k), *. - 9  x p  + 1 (4, x p  + 2(kN 
(Pp(xl (4, .. . 9  xp + 1 ( k ) , f ,  + * Cq (k),  . . ., Xp + * (k),  XP + 2(k))) = 0 
(14) 
where 
(PI (4, x 2 , G )  @ WI (fl (XI 9 x*), 4) 
Suppose now that our claim holds for p < n, namely that there exists a Co map qP: RPc2  + R 
vanishing at zero and such that 
(i) the following property holds 
The previous discussion guarantees that the system (14) satisfies the conditions of Lemma 2.3 
with 
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'x , (k  + 1) =fi(x,(k),XZ(k)) 
%(k + 1) =h(xl(k) ,  %(4. x 3 ( 4 )  
xp + 1 (k + 1 1 =& + 1 (x1 (k),  x, (k), . . ., xp +. 1 (k) I xp + 2 (4) 
< :  
Corollary 3.3 
Suppose that for the system (9) 
(a) There exists a Co map xz = X , ( x , )  vanishing at zero which locally asymptotically 
(b) For each i = 2, .  . . , n,  there is an open interval I ;  C R containing zero such that 
(c) Foreveryi=l,  . . . ,  n,  
stabilizes the system (10) at zero. 
f i ( x , ,  . . . , x i ,  1,) is again an open interval containing zero, for each x l ,  . . . , xi .  
Then the system (9) is L.D.A.S. at zero. 
Remark 3.4 
If we assume in Assumption 3.1 (b) that 
(i) also f l  (xI , a )  is sur'ective, for each x, , 
(ii) Y= { (x , ,  x 2 )  E R2 r' f l  (xI, x 2 )  = 0) is a connected set, 
then Assumption 3.1 (a) is automatically true. 
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In fact, in that case there exists a continuous real function X 2 ( x I )  defined for all xI E R, 
vanishing at zero and such that 
f l (xl ,X,(x,))=o,  v x ,  E R 
The function X , ( x , ) ,  defined for all initial .fl(0), can be taken as the map referred to in 
Assumption 3.1 (a) and is constructed in such a way that the system 
XI ( k  + 1 )  = f, (4 (k)l X , ( x ,  
has the dead beat property of order 1. 
property of order n + 1 (with respect to the function QI referred to in Theorem 3.2) .  
Now from Theorem 3.2 we can conclude that the system (9) has the dynamic dead beat 
We illustrate the above comments with some examples. The first one is a discrete-time 
counterpart of the planar nonsmooth stabilization as described in Reference 7. 
Example 3.5 
Consider the following system of the form (9): 
XI ( k  + 1 )  = -3x, ( k )  + x;(k) I +(k  + 1 )  = u3(k)  
In this case, we have 
3 x , 3) != -3x, + x, 
3 I:::: x , x  2 ,u)!= u 
Since f, (x ,  , .) and f2 (x, , x 2 ,  .) are surjections and the set 
Y =  {(Xl,X2)I - 3 x ,  + x , 3 = 0 }  
is connected, the system (17) is G.D.A.S. To determine a stabilizing feedback law, define as 
X,(X,)!= ( 3 x 1 ) ” ~  
the map referred to in Assumption 3.l(a). Now using Lemma 2.3,  0 E R2 is G.A.S. with respect 
to the system 
XI (k + 1) = -3x, (k) + x;(k) 1 %(k + 1) = [ - 9x, ( k )  + 3x,3(k)11’3 
Then a stabilizing feedback law for the system (17) is 
u ( x I ,  x2) + [ - 9 X ,  + 3x,3]lP 
which is in fact a Co-function. On the other hand, the linearization of (17) is 
which is uncontrollable and unstable. 
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It is known that if a system is stabilizable by use of a C’ feedback law then the uncontrollable 
modes of the linearization are stable, Example 3.5 does not contradict this result, since 
the constructed feedback law is not C’. Nevertheless, we should not believe that it is 
always possible to construct a Co feedback to stabilize a system whose linearization has 
unstable uncontrollable modes; for instance, in Reference 9 it is shown that the system 
x ( k  + 1) = f ( x ( k ) )  + Bu(k)  is stabilizable by a feedback for which no continuity assumption is 
imposed only if the uncontrollable modes of the linearization are stable. 
The next example shows that the arguments used in Example 3.5 can be used for systems with 
higher dimension, contrary to the continuous-time case presented in Reference 7 which does not 
seem to hold in dimension larger than 2. 
Example 3.6 
Consider the following system of the form (9) 
x, (k  + 1) = 2x,(k) +x!(k)  
x2(k + 1) = x;(k) I x3(k + 1) =‘u‘(k) 
where p ,  q,  r are odd numbers. In this case, we have 
fi(xpX2) * 2-q + x ;  
&(XI 9 3. x3) + 4 
la x I , $9 x3, u) * ur 
Sincef, ( x , ,  .), f r ( x l ,  x2,  .) andf,(x,, x 2 ,  x 3 ,  .) are surjections and 
Y= { (XI, x 2 )  I2x, + x$ = 0 )  
X * ( x , )  * - (2x,)“” 
is connected, the system (18) is G.D.A.S. To determine a stabilizing feedback law, define as 
the map referred to in Assumption 3.1 (a). Define 
?#,(XI 9 x2 1 + - x2 (XI 1 
Using Lemma 2.3,O E R2 is G.A.S. with respect to the system 
X I  (k + 1) = 2x, ( k )  + x!(k) I $(k  4- 1) = -[4Xl(k) + 2X;(k)]”’ 
Now x , ( k +  1) = x g ( k ) ,  so using again Lemma 2.3 ,O E R3 is G.A.S. with respect to 
XI (k  + 1) = ZU, ( k )  + x$(k)  
x*(k + 1) = xZ(k) I x3(k + 1) = -[8x, ( k )  + 4x$(k)  + 2 ~ ; ~ ( k ) ] ” ’ ~  
NONSMOOTH STABILIZABILITY 181 
Then a stabilizing feedback law for the system (1 8) is 
u ( x I ,  ~ 2 ,  ~ 3 )  * - [ 8 x ,  + 4 ~ $  + 2~3w]I"~' 
which is again a Co function. 
Notice that again the linearization of the system (18) is uncontrollable and unstable. 
Both feedback laws obtained in the previous examples are continuous, but this was not 
guaranteed by Theorem 3.2. (In fact, they are both almost smooth, i.e., globally continuous and 
smooth except at a set Y of measure zero: in case of Example 3.5 the curve 
Y =  ( (xl, x,) E R2: -9x, + 3x; = 0) 
and in case of Example 3.6 the surface 
Y= { ( x , ,  x,, x,) E R3: 8xI + 4$ + 2xp" = 0)) 
The reason for this is that the functions f, ( x , ,  .), f , ( x , ,  x,, -) and f 3 ( x I ,  x,, x,, .) are in fact 
bijections, and this is a sufficient condition for finding a continuous stabilizing feedback law for 
(9), as we will see in the next corollary. 
We now strengthen Assumption 3.1 as follows. 
Assumption 3.7 
(a) The same as Assumption 3.1 (a). 
(b) For each i = 2,. . . , n and for every x, , . . . , x i ,  the map f i ( x l ,  x,, . . . , x i ,  .) is bijective. 
(c) The same as Assumption 3.1 (c). 
Corollary 3.8 
If Assumption 3.7 holds, then (9) is G.D.A.S. by means of an almost smooth feedback. 
Proof. The proof follows the same arguments as those of the proof of Theorem 3.2. In 
addition, take into account Remark 2.4 and the fact that, because of the Assumption 3.7, for 
each p + 1 = 1, .  . . , n, the map qP+, as defined in (15) is uniquely solvable with respect to x,+*. 
In particular, there exists a Co map X P + 2 :  Rp+l + R such that 
qy+l(xlr... Jp+l ,Xy+*(xI,  ... , x p , , ) ) = O ,  vx, ,... ,XP+ l  
Let now x n C l  F q,(x), with x k  ( x , ,  . . . , x n ) ,  be a continuous global stabilizer for (9). By the 
well-known converse Lyapunov theorem for discrete-time systems there exists a continuous 
positive definite and uniformly unbounded function V R n  + R +  such that 
V ( h  (XI ~ 2 ) s  * * 9 fn(xI 9 * * ., xn, q C ( x ) ) )  < V ( X ) ,  VX * O (19) 
(20) 
The previous inequality asserts that for every nonzero x we have 
V ( h  (XI 9 %), . . . , fn(x, I . .  * , x n ,  v)) < V ( x )  
for every v in an open neighbourhood .NV of the vector q, (x). 
Define % c UxtONx. Then % is a covering of the graph of the map qc(x), x +. 0. Using (20) 
and standard partition of unity arguments (see Reference 9) we can now construct an almost 
smooth map x,+, = q ( x ) ,  cp(0) = 0, whose graph is contained in % and such that (19) is satisfied 
with cp instead of rp,. This implies that cp globally asymptotically stabilizes (9). 
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4. NONSMOOTH FEEDBACK LINEARIZATION OF DISCRETE-TIME NONLINEAR 
SYSTEMS 
The goal of feedback linearization consists in finding conditions for the existence of a feedback 
law u = u(x ,  v )  for which a given system is transformed into a linear one, possibly after a 
smooth change of coordinates in the state space. 
The purpose of this section is to study the feedback linearization of discrete-time systems 
using transformations which are not necessarily smooth and characterize those systems which 
are feedback equivalent to a linear one. In fact, we will deal with coordinate changes and 
feedbacks that are almost everywhere analytic or, more precisely, that are analytic on an open 
and dense part of the space where they are defined. For instance, the feedbacks obtained in 
Examples 3.5 and 3.6 are both analytic except respectively at a curve in 08' and at a surface in 
R3. 
Consider the single-input discrete-time control system 
x(k+ 1) = f ( x ( k ) ,  u(k)) (21) 
where x E R", u E R andf R"+' + 08" is an analytic map such that f (0 ,O) = 0. 
We define the following (nonsmooth) transformations for (2 1): 
0 A local regular static state feedback for (21) on a given open subset L of 08" is a relation 
u =  a(x, v )  for which there exists an open interval 'V C R such that the map 
a ( x ,  .): 'V+ a ( x ,  V C R is bijective and continuous, t l x  E L. 
0 A local coordinate change of (21) around a given x, E R" is a bijective and continuous 
map 2 L C R " + Y(X)  C R " defined on a neighbourhood L of x,. 
In this section we are interested in finding conditions under which (21) can be put into the form 
(9) by means of a coordinate change and/or a regular static state feedback. When that 
is possible, we say that (21) and (9) are locally feedback equivalent or that (21) is locally 
feedback triangularizable. 
More precisely, we introduce the following. 
Definition 4.1 
equivalent to the system 
around (x, .  u,) if there exist 
with Y'(x,) = z,, 
and satisfying a(x , ,  v,) = u, 
Consider the system (21) and a point (xo,  u,) E R"+'. The system (21) is locally feedback 
z(k + 1) = g ( z ( k ) ,  v(k))  (22) 
(a) a coordinate transformation 9 X C R" + Y ( X )  C R" defined on a neighbourhood L of x, 
(b) a regular static state feedback u = a(x, v )  defined on a neighbourhood L x Vof (x,,, v,) 
such that in the new coordinates z = Y ( x )  the closed-loop dynamics are given by (22) in a 
neighbourhood of (z,, v ~ , ) .  
Of course the most common situation is the case where the system (22) is linear. In that case, 
the system (21) is said to be locally feedback linearizable around (xo ,  u(>). 
The following proposition gives sufficient conditions for the system (9) to be feedback 
linearizable. 
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Proposition 4.2 
are open intervals I,, . . . , I, containing respectively xo2, . . . , x,,, u, such that the functions 
Consider the system (9) and suppose that for a given (x, ,  u,) with x, = (x , , ,  . . . , xOn) there 
f j ( x , ,  . . . , x; ,  .): Ii  + L ( x , ,  . . . , x i ,  Z;) 
are bijective, for every xI , . . . , x i ,  i = 1, . . . , n. 
Then (9) is locally feedback equivalent to a controllable linear system around (xo ,  u,). 
Proof. In the system (9) f has the following structure 
f (x ,  u) = 
Choose around (x,, u,) new coordinates (z,, . . . , z,) as follows: 
z1 =xl 
z2 =A (XI 9 
zk=xk, k = 3 ,  . . a ,  n 
Then x2 =f;(xl, x2) for some function f; with f;(xl, .) bijective in some interval containing 
f, (xl, xO2),  and the map f will take the form: 
&(z, 9 z 2 . 4  
J;;(Zl, ..., ql,  u) 
f(z, u) = (.j ] 
with A , .  . . ,A bijective in the last entry, in some open intervals. If we repeat the process for 
f;, . . . ,A, we will get 
wheref;,(z, .) is bijective around u,. Take now the regular static state feedback v=L(z,  u). In 
the new coordinates and around (x, ,  uo) ,  we obtain the system 
which is a controllable linear system. 
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Obviously, if 1; = R, i =  1, .  . . , n, then ( 9 )  is globally feedback linearizable around any point 
We now return to (21) to find conditions under which this system is feedback equivalent to a 
system of the form (9). Denote by x the canonical projection n(x, u)  + x and by X the 
distribution X = kerf, defined in OU C [ W n + l ,  where OU is the set of points where f. has full rank, 
withf. the Jacobian off. Since f is analytic, iff. has full rank at some point of Rn+l thenf. has 
full rank in an open and dense part of Rn+l .  From this we can conclude that if OU is nonempty, 
then it is open and dense in R"+l. 
We associate with the system (21) the following sequence of distributions (Reference 8 ,  
( x ,  u )  E Rn+l. 
pp. 439-440). 
Algorithm 4.3 
Consider the set % C R n c '  wheref, has full rank. 
Step 0.  For (x, u )  E %, define the distribution 
Do = x?(O) 
Step i + 1. Consider the set OUj C Rn+l where D; + X  is an involutive constant-dimensional 
distribution. OU; is open and dense in Rn+l. Define for ( x ,  u) E %; the distribution 
D i C l  = X i - ' f * ( D i )  (24)  
and stop if D,+, + X is not involutive or constant-dimensional in an open and dense part of R"" 
or if dim Dj+, = n + 1. 
We illustrate this algorithm with an example. 
Example 4.4 
Consider the system (17) from Example 3.5. Then 
f(Xi 9 x2, u )  = (-3X1 -I- X i ,  U 3 )  
and 
f. has full rank except if u = 0, therefore OU = ( ( x I ,  x 2 ,  u ) :  u # 0). For (x, u )  E OU, define 
Then dim X ( x ,  u)  = 1, for all ( x ,  u )  E OU. For ( x ,  u )  E OU, define 
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(Do + X ) ( x ,  u )  is involutive and constant-dimensional for (x,  u )  E du, so duo = du. For 
( x ,  u)  E duo, define 
Then (D, + X ) ( x ,  u )  is involutive and constant-dimensional for (x, u )  E 011, = 
( (x,, x2, u):  u - x2 # 0 ) .  For ( x ,  u )  E du, , let 
Then (0, + X ) ( x ,  u )  is involutive and of constant dimension for (x, u )  E %,= 011, and 
dim D,(x, u )  = 3, V(x, u )  E du2. 
Using Algorithm 4.3 we obtained distributions Do, D,, D ,  which are all involutive and 
constant dimensional in du2, an open and dense subset of R3. 
In Proposition 4.2 we obtained sufficient conditions for a triangular system to be feedback 
linearizable. The next step is to obtain conditions for the system (21) to be feedback equivalent 
to a triangular one. Those conditions are presented in the Theorems 4.5 (sufficient conditions) 
and 4.7 (necessary conditions). 
Theorem 4.5 
Consider the discrete-time nonlinear system (21). If Algorithm 4.3 applied to (21) gives 
distributions Do, . . . , D, defined respectively in duo, . . . , Q, and such that 
dimDi(x, u ) = i +  I ,  ( x ,  u)E011;, i = O  ,..., n 
then (21) is on an open dense subset of [w“ feedback equivalent to a system of the form (9). The 
obtained triangular system is such that in each connected component of Q, all functions 
f , ( x , ,  . . . , x i ,  a )  are injective, for each x, , . . . , x i ,  i = 1, . . . , n. 
Proof. Suppose that dim D i ( x ,  u)  = i + 1 ,  (x, u)  E du,, i = 0, . . . , n. According to Algorithm 4.3, 
we have 3 du2 3.. .I dun.  Given an arbitrary point (x,,, u,) E %, let %, be the connected 
component of %, which contains (x(, ,  u,). For (x, u )  E a ,  define 
A i ( x , u ) + ~ * D i ( x , u ) ,  i =  1 ,... , n (25) 
Since dim Di = i + 1, we have dim A, = i. Then, as in Reference 8 (p. 442), it is possible to 
obtain local coordinates x in a,, such that 
d .  
ax/ ,  
,..., -1, z = l ,  ..., n Ai = span 
With respect to the above coordinates x, let f, be the i-component of f, for i = 1, . . . , n. In a 
similar way as in Reference 8 (pp. 442-443), we investigate the structure of f with respect to 
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the distributions A i ,  i = 1, . . . , n. From (24) and (25), we have that f. Do = A, , which implies 
that in qn 
yielding 
q a, - (x. u) =O,forj= 1, ..., n - 1 andalso -( x , u )  # O  
du dU 
Similarly, from f. D, = A*, we have 
from which we obtain 
(x ,  u) = 0, for j  = 1 ,  . . ., n - 2 and - (x, u) # 0 q 
dx,, ax,, 
- 
A repetition of the above argument using f. D i - l  = Ai ,  i=  1,. , . , n,  yields the triangular form 
(23) for f, with 
( x , u ) # o , i = l , . * * , n + l ( x , , + ,  * u) dA-1 
d X i  
for each ( x ,  u) €%,,. Since (x, ,  u,) is arbitrary, we can conclude that in each connected 
component of %, the functions f,(xI,. . . , x i ,  .) are injective, for each xl, . . . , x i ,  for 
i =  l , . .  . , n. 0 
If additionally the Djs  can be defined everywhere, we obtain a global result. More precisely, 
we obtain the following. 
Corollary 4.6 
dimensional distributions &, . . . , D,, in Rn+' such that 
Under the conditions of Theorem 4.5, suppose that there exists involutive and constant- 
B i ( ~ , u ) = ~ i ( x , u ) , ( ~ , u ) ~ a U j ,  i = l ,  ..., n 
Then (21) is globally feedback equivalent to a system of the form (9). 
Theorem 4.1 
Suppose that 
0 the system (21) is feedback equivalent to a triangular system C, of the form (9) in an open 
0 given any connected component % of %,% is a convex set and the functions J. in ZT are 
and dense part aU of Rn+I. 
such that 
- 
f ; . (x , ,  . . . , xi ,  .): aUi(Xl,. . . , x;) + R 
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is injective, for any xI , . . . , x,, i = 1, . . . , n, where 
- 
'%;(x,, . . . , x i ) +  { X E  R: (x,, .. . ,xi, x i c 2 , .  . , xn)  EOU,forsome x i + * ,  . . . ,x, E R J  
Then Algorithm 4.3 applied to the system (21) gives distributions Do, .  . . , D, which are 
involutive and constant dimensional on OU and such that dim D; = i + 1, i = 0, . . . , n. 
Proof. Let '% be a connected component of OU. In '%, (21) is feedback equivalent to a triangular 
system - XT of the form (9), with f given by (23) and f , ( x , ,  . . . , x i ,  .) injective when restricted to 
OU,(x,, . . . , x i ) ,  for i =  1 , .  . . , n. 
Since '% is convex, '%; is a connected set and the map 
A(x1, ... , x i ,  . ) :%;+f i (XI , .  .. ,Xi,'%,) 
is bijective, for each i = 1, . . . , n. 
feedback equivalent in % to a controllable linear system 
Using now Proposition 4.2 on the system ZT with f: % + fm), we conclude that (21) is 
z ( k +  1) = Az(k) + bv(k) (26) 
In these coordinates, f. = [ A  I b ] ,  which has full rank since (26) is controllable. Now the claim 
follows from the fact that 
Dj = Imb + --. +A' - '  Imb + span - 1 ad,) 
Combining respectively the results of Corollary 3.8 with those in Proposition 4.2 and 
Theorem 4.5 we easily obtain the following two corollaries. 
Corollary 4.8 
Suppose that for the system (9) f , ( x , ,  . . . , xi, .) is bijective, for each x, , . . . , xi, i = 1, . . . , n. 
Then the system (9) is G.D.A.S. at 0 E R" and globally feedback linearizable around any point 
( x ,  u )  E W+'. 
Corollary 4.9 
Consider the discrete-time nonlinear system (2 1). If 
0 the Algorithm 4.3 applied to (21) gives distributions D o , .  . . , D, defined respectively in 
OU,, . . . , OU, and such that 
d imD; (x ,u )= i+  l , (x,u)€OUi, i = O  ,..., n,  
0 the origin is contained in OU,, 
0 the resulting triangular system verifies Assumption 3.1 (c), 
then there is a neighbourhood of the origin contained in OU, where the triangular system is 
L.D.A.S. 
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5 .  CONCLUSIONS 
In this paper we have addressed the stabilization problem and the feedback linearization 
problem for discrete-time nonlinear systems. For the special case of triangular systems, we 
obtained sufficient conditions for both its stabilization and linearization. We gave some 
examples to illustrate how to construct a stabilizing feedback for an n-dimensional triangular 
system. Furthermore, we proposed sufficient conditions for a triangular system to be linearizable 
and for a general system to be triangularizable. Finally, relations between stabilization and 
linearization of discrete-time nonlinear systems have been explored. 
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