given the very bursty 1/0 request pattern. By using read-ahead and write-behind in a large solid-state disk, one or two applications were suficient to fully utilize a Cray Y-MP CPU.
Introduction
Over the last few years, CPUS have seen tremendous gains in performance.
1/0 systems and memory systems, however, have not enjoyed the same rate of increase. As a result, supercomputer applications are generating and consuming more data, but 1/0 systems are not becoming better able to cope with this huge volume of information.
Multiprocessors are exacerbating this problem, as the number of disks and tape drives, and thus aggregate bandwidth required, increase. The actual bandwidth available is not usually scaled up at the same rate as the aggregate processing speed, however. According to Amdahl's metric [3] , each MIPS (million instructions per second) should be accompanied by one megabit per second of 1/0. Solving this problem requires correct matching of bandwidth capability to application requirements, and using buffering to reduce the peak bandwidth that the 1/0 system must handle. To better determine the necessary hardware bandwidth and software buffer sizing and policies, we must analyze the 1/0 patterns of applications running on such computers To do this requires 1/0 access traces from real supercomputing applications, which we have gathered for the analysis . . Caching, the most effective method for reducing 1/0 bandwidth requirements, has been widely used in conventional file systems. It succeeds because of the properties commonly exhibited by many workstation and minicomputer applications, such as locality of reference in time and space [7] . For example, with a 2 MB cache on a VAX, only 17.770 of the applications' requests had to be fetched from disk. Prefetching data into a cache also reduces the instantaneous demand on an 1/0 system by spreading out demand and by predicting references [10] . This may reduce the number of separate disk requests, but the amount of data transferred will not go down. b
In 7], sequential reads and writes accounted for over 90 0 of the accesses to files which were either read or written, but not both, and about 67% of total data transferred. There was no overhead during non-I/O operations because the tracing mechanism was only active during an 1/0 system call. Also, the amount of tracing code executed per 1/0 was small relative to the code the operating system would execute anyway. Overhead per system call was less than 2070 of the unmodified call. The total overhead per program was dependent on the number of 1/0 system calls.
While this trace collection method is standard on UNICOS, and vendor-supplied software contains most of the code necessary for tracing, the same method could easily be used to instrument standard libraries on other computers and collect traces from applications on them.
The only major requirement is an accurate system clock.
An operating system which supports Unix-style pipes would also make it easier to implement the trace collection software because we used pipes to pass trace data from applications to procstat. Table  2 shows. These numbers are per second of CPU time used by the process.
The only applications which had read/write ratios much less than one were gcm and upw, as can be seen in Table  2 . They were the programs that did not do much 1/0 in the first place? since they did little 1/0 other than compulsory writes. The pro rams 7 that did higher amounts of 1/0 had higher read write ratios because, for those programs, the disk was used to hold large parts of the data array. For each cycle of the algorithm, each section of the data is written once.
However, that data may be read more than once so it can be used in the computation in different places.
This pattern will remain no matter how large the memory of the system gets, as a larger memory will simply encourage larger problems which will have the same access patterns.
A file cache will not greatly change the read/write ratio seen by the disk. Since these areas cannot be predicted in advance, the program itself identifies the areas and creates more points, changing the data array and the disk reference patterns.
6
Caching Simulations
The traces collected from the applications can, by themselves, show the behavior of an individual program.
However, a supercomputer rarely runs only one job per processor even when in batch mode. CPU cycles would go unused if there were no additional programs to run because an application often must wait for a disk access to complete, and all programs do some 1/0.
On a typical Cray Y-MP system there are usually few enough 1/0 requests that only one or two more processes than processors are sufficient to avoid wasted cycles. This rule of thumb requires that programs fit their entire data array in memory, since any program that must use the disk to store its data will do large amounts of 1/0 each cycle. If all currently in-memory programs make many 1/0 requests, it is likely that more than one will be awaiting 1/0 all the time. 
Cache Simulator
VVe constructed a cache simulator that models the behavior of a single CPU with multiple processes making 1/0 requests. For each process, there is an input trace in our format which determines the size of each 1/0 and the elapsed time between it and the next 1/0. Using this information, a simple scheduler built into the simulator, and a simple disk model, the overall sequence of 1/0s that the process will make can be simulated.
The position of our buffer simulator relative to a simulation of the entire file system is shown in Figure  5 .
The simulator uses a simple round-robin scheduler with a quantum that can be specified each time it is run.
The context-switch overhead, file system code overhead, and interrupt service time are also parameters to the simulator.
The disk model, like the scheduler, is a simple one. Since ours were logical traces and we did not model the file system, we could not use physical block numbers.
Thus, seek times could only be approximated. There was no queueing at the disks, so the completion time of a specific 1/0 was dependent only on the location of the 1/0 and how 'close" the 1/0 was to the previous 1/0. This simplification significantly affected our results, as will be shown later.
Main Memory Buffering
The first set of simulation runs involved file caches that were small enough to fit in a Y-MP's main memory.
On a standard Gray, the file system cache is shared among all the processors; however, we were only modeling one processor. However, as can be seen from Figure  7 , the writes from cache to disk still did not come evenly; instead they were bursty in the same way that the requests to cache were bursty. 
