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Abstract
This paper develops a convex approach for sparse one-dimensional deconvolution that improves upon
L1-norm regularization, the standard convex approach. We propose a sparsity-inducing non-separable
non-convex bivariate penalty function for this purpose. It is designed to enable the convex formulation
of ill-conditioned linear inverse problems with quadratic data fidelity terms. The new penalty overcomes
limitations of separable regularization. We show how the penalty parameters should be set to ensure
that the objective function is convex, and provide an explicit condition to verify the optimality of a
prospective solution. We present an algorithm (an instance of forward-backward splitting) for sparse
deconvolution using the new penalty.
1 Introduction
Methods for sparse regularization can be broadly categorized as convex or non-convex. In the standard convex
approach, the regularization terms (penalty functions) are convex; and the objective function, consisting of
both data fidelity and regularization terms, is convex [4, 61]. The convex approach has several benefits: the
objective function is free of extraneous local minima, and globally convergent optimization algorithms can
be leveraged [11].
Despite the attractive properties of convex regularization, non-convex regularization often performs better
[12, 14, 58]. Classical and recent examples are in edge preserving tomography [15,39,57, 59] and compressed
sensing [16, 19, 76], respectively. In the non-convex approach, penalty functions are non-convex as they can
be designed to induce sparsity more effectively than convex ones. However, the convexity of the objective
function is generally sacrificed. Consequently, non-convex regularization is hampered by complications: the
objective function will generally possess many sub-optimal local minima in which optimization algorithms
can become entrapped.
It turns out, non-convex penalties can be utilized without giving up the convexity of the objective
function and corresponding benefits. This is achieved by carefully specifying the penalty in accordance with
the data fidelity term, as described by Blake, Zimmerman, and Nikolova [9, 56, 57, 59]. In recent work, a
class of sparsity-inducing non-convex penalties has been developed to formulate convex objective functions
and applied to several signal estimation problems [6, 7, 21, 29, 47, 62, 63, 70, 71]. This approach maintains
the benefits of the convex framework (absence of spurious local minima, etc.), yet estimates sparse signals
more accurately than convex regularization (e.g., the `1 norm) due to the sparsity-inducing properties of
non-convex regularization. However, this previous work considers only separable (additive) penalties, which
have fundamental limitations.
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In this paper, we introduce a parameterized sparsity-inducing non-separable non-convex bivariate penalty
function. The penalty is designed to enable the convex formulation of ill-conditioned linear inverse problems
with quadratic data fidelity terms. The new penalty overcomes limitations of separable non-convex regu-
larization. We show how the penalty parameters should be set to ensure the objective function is convex.
We also show how this bivariate penalty can be incorporated into linear inverse problems of N variables
(N > 2), and we provide an explicit condition to verify the optimality of a prospective solution. We de-
rive two iterative algorithms for optimization using the new penalty, and demonstrate its effectiveness for
one-dimensional sparse deconvolution.
1.1 Basic problem statement
We consider the problem of bivariate sparse regularization (BISR) with a quadratic data fidelity term:
xˆ = arg min
x∈R2
{
f(x) =
1
2
‖y −Hx‖22 + λψ(x)
}
(1)
where λ > 0, H is a 2 × 2 matrix, and ψ : R2 → R is a bivariate penalty. [In Sec. 5, it will be shown how
to extend this bivariate problem to an N -point linear inverse problem.] In this paper, we suppose HTH is
Toeplitz, as this naturally arises in deconvolution problems. Correspondingly, we write HTH = K(γ) where
γ = (γ1, γ2) ∈ R2 and
K(γ) :=
1
2
[
γ1 + γ2 γ1 − γ2
γ1 − γ2 γ1 + γ2
]
= QΓQT (2)
where
Q =
1√
2
[
1 1
1 −1
]
, Γ =
[
γ1 0
0 γ2
]
. (3)
This is an eigenvalue decomposition of HTH. The parameters γ1 and γ2 are the eigenvalues of the positive
semidefinite matrix HTH; hence, they are nonnegative.
First, suppose ψ is a separable convex penalty, e.g., ψ(x) = |x1| + |x2| corresponding to the `1 norm
(Fig. 1(a)). Then the objective function f in (1) is convex, but it does not induce sparsity as effectively
as non-convex penalties can. In particular, `1 norm regularization tends to underestimate the true signal
values.
Second, suppose ψ is a separable non-convex penalty, i.e., ψ(x) = φ(x1)+φ(x2), as illustrated in Fig. 1(b).
Then the objective function f is convex only if φ is suitably chosen. In particular, for the class of penalties
we consider, the objective function is convex only if φ′′(t) > −min{γ1, γ2}/λ, where γ1 and γ2 are the
eigenvalues of HTH. (See Lemma 3, [70], and [9].) When H is singular, the minimum eigenvalue of HTH
is zero and φ must be convex (i.e., it induces sparsity relatively weakly). Hence, if H is singular and we
restrict the penalty ψ to be separable, then we can not use sparsity-inducing non-convex regularization
without sacrificing the convexity of the objective function f . Indeed, when separable non-convex penalties
are utilized for their strong sparsity-inducing properties, the convexity of f is generally sacrificed.
Our aim is to prescribe a non-separable penalty ψ so that the objective function is guaranteed to be
convex even though the penalty ψ itself is not. Such a penalty will be given in Sec. 4. It turns out, when we
utilize a non-separable non-convex penalty to strongly induce sparsity, we need not sacrifice the convexity
of the objective function f , even when H is singular.
1.2 Related work
The design of non-convex regularizers ensuring convexity of an objective function was proposed as part of the
Graduated Non-Convexity (GNC) approach [9, 57, 59] and for binary image estimation [56]. Most methods
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Figure 1: Separable bivariate penalties, convex and non-convex.
for non-convex sparse regularization do not aim to maintain convexity of the objective function. The `p
pseudo-norm (0 6 p < 1) is widely used, but other regularizers have also been advocated [16, 18, 38–40,
49, 50, 52, 53, 77, 81]. Several algorithms have been developed specifically for the `0 pseudo-norm: matching
pursuit [51], greedy `1 [45], iterative hard thresholding and its variations [10, 35, 44, 64, 66, 78], smoothed
`0, [53], and single best replacement [74].
The penalty developed here is different from regularizers described in the literature, most of which are
separable or are compositions of separable regularizers and linear operators. Non-separable penalties (e.g.,
mixed norms [4, 52,72]) are generally used to capture statistical relationships among signal values (possibly
linearly transformed1) or to induce structured sparsity; they are not intended for unstructured, uncorrelated,
‘pure’ sparsity. Moreover, most sparsity-inducing penalties are neither parameterized nor utilized in the way
undertaken here: namely, to induce sparsity subject to the constraint that the objective function is convex.
As the proposed method leads to a convex problem, convex sparse optimization methods may be used
or adapted for its solution. Representative algorithms are the iterative shrinkage/thresholding algorithm
(ISTA/FISTA) [8,33], proximal methods [24,25], alternating direction method of multipliers (ADMM) [2,41],
and majorization-minimization (MM) [32,46].
Several algorithms are suitable for general non-convex sparse regularization problems, such as iteratively
reweighted least squares (IRLS) [28, 42], iteratively reweighted `1 (IRL1) [3, 14, 79], FOCUSS [67], related
algorithms [54, 55, 75], non-convex MM [23, 40, 50, 77], extensions of GNC [53, 57, 59], and other methods
1Isotropic two-dimensional total variation, which induces joint sparsity of horizontal and vertical gradients, exemplifies this
type of regularization.
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Table 1: Penalties
φ(t; a) =
|t|
1 + a|t|/2 , a > 0
φ(t; a) =
 1a log(1 + a|t|), a > 0|t|, a = 0
φ(t; a) =

2
a
√
3
(
tan−1
(
1+2a|t|√
3
)
− pi6
)
, a > 0
|t|, a = 0
[15, 16, 38]. Non-convex regularization has also been used for blind deconvolution [68] and low-rank plus
sparse matrix decompositions [17]. Convergence of these algorithms are generally to local optima only.
However, conditions for convergence to a global minimizer, or to guarantee that all local minimizers are
near a global minimizer, have been recently reported [20,48]. Whereas Refs. [20,48] focuses on convergence
guarantees for given penalties, we focus on the design of penalties.
1.3 Notation
We write the vector x ∈ RN as x = (x1, x2, . . . , xN ). Given x ∈ RN , we define xn = 0 for n /∈ {1, 2, . . . , N}.
(This simplifies expressions involving summations over n.) The `1 norm of x ∈ RN is defined as ‖x‖1 =∑
n|xn|. If the matrix A is positive semidefinite, we write A < 0. If the matrix A−B is positive semidefinite,
we write A < B.
2 Univariate Penalties
The bivariate penalty to be given in Sec. 4 will be based on a parameterized non-convex univariate penalty
function φ( · ; a) : R→ R with parameter a > 0. We shall assume φ has the following properties:
P1) φ( · ; a) is continuous on R
P2) φ( · ; a) is twice continuously differentiable, increasing, and concave on R+
P3) φ(0; a) = 0
P4) φ(t; 0) = |t|
P5) φ(−t; a) = φ(t; a)
P6) φ′(0+; a) = 1
P7) φ′′(0+; a) = −a
P8) φ′′(t; a) > −a for all t 6= 0
P9) φ(t; a) is decreasing and convex in a.
P10) φ(t; a) = (b/a)φ
(
at/b; b
)
for a, b > 0 [Scaling].
It follows from symmetry that φ′(−t) = −φ′(t) and φ′′(−t) = φ′′(t). The scaling property of φ also
induces a scaling property of φ′ and φ′′. Namely,
φ′(t; a) = φ′(at/b; b), (4)
φ′′(t; a) = (a/b)φ′′(at/b; b). (5)
Table 1 lists several penalty functions that satisfy the above properties. For example, the rational [39],
logarithmic, and arctangent functions [14, 58, 70] (when suitably normalized). The arctangent penalty is
4
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Figure 2: Penalty φ(t; a) for several values of a.
illustrated in Fig. 2 for several values of a. For larger a, the penalty functions increase more slowly, are more
concave on the positive real line, and induce sparsity more strongly (i.e., by mildly penalizing large values).
A comparison of the three penalties listed in Table 1 is illustrated in Figure 1 of Ref. [21] for a fixed value
of a. Of the three penalties, the arctangent penalty increases the slowest for a fixed value of a.
We mention that we do not use the simpler form of the arctangent penalty, φ(t; a) = (1/a) tan−1(a|t|),
as it does not satisfy φ′′(0+, a) = −a which is property P7 listed above.
Corresponding to a penalty φ having the above properties, we define a smooth concave function.
Definition 1. Let φ : R → R be a penalty function satisfying the properties listed above. For a > 0, we
define s : R→ R,
s(t; a) = φ(t; a)− |t|. (6)
Figure 3 illustrates the function s corresponding to the arctangent penalty for a = 0.3. The following
proposition follows straightforwardly [62].
Proposition 1. Let a > 0. Let φ : R → R be a penalty function satisfying the properties listed above. The
function s : R→ R in Definition 1 is twice continuously differentiable, concave, and satisfies
− a 6 s′′(t; a) 6 0. (7)
This property will be of particular importance. Note that the value φ′′(0) is not defined since φ is not
differentiable at zero. But the value s′′(0) is defined (and is equal to −a).
s′′(t; a) =
−a, t = 0φ′′(t; a) t 6= 0. (8)
Also, although φ′(0) is not defined [because φ′(0+) = 1 and φ′(0−) = −1], the value s′(0) is defined [s′(0) = 0].
Many of the properties listed above for φ are inherited by s, such as the symmetry and scaling properties:
s(−t; a) = s(t; a) (9)
s(t; a) = (b/a) s
(
at/b; b
)
(10)
s′(t; a) = s′
(
at/b; b
)
(11)
s′′(t; a) = (a/b) s′′
(
at/b; b
)
(12)
The following proposition is proven in Appendix A.1.
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Figure 3: A univariate penalty φ, its corresponding function s, and the first and second-order derivatives
of s. The function s is twice continuously differentiable and concave.
Proposition 2. Let φ : R → R satisfy the properties listed above. Let s : R → R be given by Definition 1.
Let λ > 0. If 0 6 a 6 1/λ, then the functions g : R→ R
g(t) =
1
2
t2 + λs(t; a) (13)
and f : R→ R
f(t) =
1
2
t2 + λφ(t; a) (14)
are convex functions.
3 Bivariate Concave Function
The bivariate penalty to be given in Sec. 4 will be defined in terms of a concave bivariate function S. The
role of S, in describing the bivariate penalty, will be analogous to the role of s in describing the univariate
penalty φ. Accordingly, the properties of S will be important for the properties of the bivariate penalty.
Definition 2. Let a = (a1, a2) with ai > 0. Let φ : R → R be a univariate penalty function having the
properties listed in Sec. 2. Let s : R→ R be given by Definition 1. If at least one of {a1, a2} is non-zero, we
define the function S : R2 → R as
S(x; a) =

s(x1 + rx2;α) + (1− r) s(x2; a1), x ∈ A1
s(rx1 + x2;α) + (1− r) s(x1; a1), x ∈ A2
s(rx1 + x2;α) + (1 + r) s(x1; a2), x ∈ A3
s(x1 + rx2;α) + (1 + r) s(x2; a2), x ∈ A4
where
α =
a1 + a2
2
, r =
a1 − a2
a1 + a2
(15)
6
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Figure 4: Regions A1 through A4 in Definition 2.
and sets Ai ⊂ R2 are
A1 = {x ∈ R2 | x2(x1 − x2) > 0} (16)
A2 = {x ∈ R2 | x1(x1 − x2) 6 0} (17)
A3 = {x ∈ R2 | x1(x1 + x2) 6 0} (18)
A4 = {x ∈ R2 | x2(x1 + x2) 6 0} (19)
as shown in Fig. 4. If both ai = 0, we define S(x; 0) = 0.
The non-negative parameters ai characterize how strongly concave S is. Figure 5 illustrates S for the
parameter values a1 = 1.5 and a2 = 0.3. The level sets of S are not ellipses, even though they appear
ellipsoidal.
The function S has three symmetries:
S(x1, x2; a) = S(x2, x1; a) (20a)
= S(−x1,−x2; a) (20b)
= S(−x2,−x1; a) (20c)
(any two of which imply the remaining one). Equivalently, S is symmetric with respect to the origin and the
two lines x1 = x2 and x1 = −x2. These symmetries follow directly from Definition 2 and from the symmetry
of the univariate function s.
The following lemmas are proven in the Appendix. It will be useful in the proofs to note some identities.
First, note that S(0; a) = 0. From the definitions of α and r in (15), we have:
|r| 6 1, (1 + r)α = a1 (21)
rα = (a1 − a2)/2, (1− r)α = a2. (22)
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Figure 5: Non-separable concave function S in Definition 2.
Lemma 1. The bivariate function S : R2 → R in Definition 2 is twice continuously differentiable and concave
on R2.
Lemma 2. Let a = (a1, a2) with ai > 0. The Hessian of the bivariate function S in Definition 2 satisfies
− 1
2
[
a1 + a2 a1 − a2
a1 − a2 a1 + a2
]
4 ∇2S(x; a) 4 0, for all x ∈ R2. (23)
Equivalently,
−K(a) 4 ∇2S(x; a) 4 0, for all x ∈ R2 (24)
where K(a) is defined by its eigenvalue decomposition
K(a) := QT
[
a1 0
0 a2
]
Q =
1
2
[
a1 + a2 a1 − a2
a1 − a2 a1 + a2
]
(25)
where Q is the orthonormal matrix defined in (3). Furthermore, the lower bound is attained at x = 0, i.e.,
∇2S(0; a) = −K(a). (26)
Lemma 2 states that S is maximally concave at the origin. The lemma also gives the Hessian at the
origin in terms of the parameters ai. Lemma 2 is a key result for the subsequent results.
Lemma 2 can be illustrated in terms of ellipses. If M is a positive semidefinite matrix, then the set
E [M ] = {x : xTM−1x 6 1} is an ellipsoid [11]. In addition, M1 4 M2 if and only if E [M1] ⊆ E [M2]. In
8
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0
4
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Hessian ellipses with a = (1.5, 0.3)
x1
x 2
Figure 6: Illustration of Lemma 2. The black ellipses are inside the gray ellipses, indicating that 0.5xTKx+
S(x; a) is convex.
Fig. 6, we set a1 = 1.5 and a2 = 0.3. The ellipses corresponding to K(a) and −∇2S(x; a) are shown in gray
and black, respectively. For each x, the black ellipse is contained within the gray ellipse, illustrating (24).
For large x, the black ellipse shrinks, indicating that the function S becomes less concave away from the
origin. The shrinkage behavior of the ellipse for large xi is different in different quadrants: it shrinks faster
in quadrants 1 and 3 than in quadrants 2 and 4. At x = 0, the black and gray ellipses coincide, reflecting
the fact that the Hessian of S is equal to −K(a) at the origin (26).
Theorem 1. Let a = (a1, a2) with ai > 0. Let S : R2 → R be the function in Definition 2. Let K(γ) =
QΓQT with eigenvalues γi > 0 be the positive semidefinite matrix defined in (2). The function g : R2 → R,
g(x; a, γ) =
1
2
xTK(γ)x+ λS(x; a), λ > 0, (27)
is convex if
0 6 a1 6 γ1/λ, 0 6 a2 6 γ2/λ. (28)
Proof. Since g is twice continuously differentiable, it is sufficient to show the Hessian of g is positive semidef-
inite. The Hessian of g is given by
∇2g(x; a, γ) = K(γ) + λ[∇2S(x; a)] (29)
= QTΓQ+ λ[∇2S(x; a)]. (30)
From Lemma 2 it follows that
∇2g(x; a, γ) < QT
[
γ1 − λa1 0
0 γ2 − λa2
]
Q. (31)
Hence, g(x; a, γ) is convex if γi − λai > 0 for i = 1, 2. This proves the result.
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Figure 7: Illustration of convexity condition (28). (a) Function g is convex as ai satisfy (28). (b) Function
g is not convex as ai violate (28).
Theorem 1 is illustrated in Fig. 7. In this example, we set γ1 = 1.5, γ2 = 0.3, and λ = 15.0. Hence, the
critical parameters are a∗1 = γ1/λ = 0.1 and a
∗
2 = γ2/λ = 0.02. If either a1 or a2 is greater than the respective
critical value, then the function g in (27) will be non-convex. In Fig. 7(a), we set ai = 0.9γi/λ < a
∗
i to satisfy
condition (28), hence g is convex. In contrast, in Fig. 7(b), we set ai = 1.1γi/λ > a
∗
i violating condition
(28), hence g is non-convex. The lack of convexity can be recognized in both the surface and contour plots.
4 Bivariate Penalties
In this section, we define a non-convex non-separable bivariate penalty. Our intention is to strongly induce
sparsity in solutions of problem (1) while maintaining the convexity of the problem. The penalty is pa-
rameterized by two non-negative parameters a1 and a2, which we restrict so as to ensure convexity of the
objective function.
Definition 3. Let a = (a1, a2) with ai > 0. Let φ : R → R be a univariate penalty function having the
properties listed in Sec. 2. Let S : R2 → R be the corresponding function in Definition 2. We define the
bivariate penalty function ψ : R2 → R as
ψ(x; a) = S(x; a) + ‖x‖1. (32)
If a1 6= a2, then the penalty ψ is non-separable. Figure 8 illustrates ψ for the parameter values a1 = 1.5
and a2 = 0.3. The degree of non-convexity differs in different quadrants. Note in Fig. 8 that the contours
10
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Figure 8: Non-separable non-convex penalty ψ in Definition 3.
of ψ resemble those of the separable non-convex penalty in Fig. 1, but the curvature is more pronounced
in quadrants 2 and 4 and less pronounced in quadrants 1 and 3. The parameters a1 and a2 determine the
precise behavior of the penalty.
It is informative to consider special cases of the bivariate penalty. If a1 > 0 and a2 = 0, then ψ simplifies
to
ψ(x) = |x1|+ |x2|+ φ(x1 + x2; a1/2)− |x1 + x2|. (33)
If a1 = a2, then the penalty reduces to a separable function, ψ(x) = φ(x1; a1) + φ(x2; a1) (see Fig. 1(b)). If
a1 = a2 = 0, then it further reduces to the `1 norm, i.e., ψ(x) = |x1| + |x2| (see Fig. 1(a)). In any case, if
either a1 or a2 is positive, then ψ is non-convex.
The following theorem, based on Theorem 1, states how to restrict the parameters ai to ensure problem
(1) is convex.
Theorem 2. Let ψ : R2 → R be the bivariate penalty in Definition 3. Suppose HTH = QTΓQ where Q and
Γ are given by (3). If a = (a1, a2) satisfy 0 6 ai 6 γi/λ, then the bivariate objective function f := R2 → R,
f(x; a) =
1
2
‖y −Hx‖22 + λψ(x; a), (34)
is convex.
Proof. We write
f(x; a) = g(x; a) +
1
2
yTy − yTHx+ λ ‖x‖1 (35)
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Figure 9: Illustration of Theorem 3. The non-separable penalty ψ lies between two separable penalties.
where g is given by (27) with K = HTH therein. From Theorem 1, g is convex. Hence, f is convex because
it is the sum of convex functions.
Theorem 2 gives a range for parameters a1 and a2 to ensure the objective function f is convex. Precisely,
the parameters should be bounded, respectively, by the eigenvalues of (1/λ)HTH. To maximally induce
sparsity, the parameters should be set to the maximal (critical) values, ai = γi/λ.
Note that, even when the matrix H is singular (i.e., γ1 = 0 or γ2 = 0), the bivariate penalty can be
non-convex without spoiling the convexity of the objective function f (if at least one of γi is positive). In
other words, we need not sacrifice the convexity of the objective function f in order to use sparsity-inducing
non-convex penalties, even when H is singular. This is an impossibility when the penalty ψ is a separable
function.
Other bivariate penalties can be defined that ensure the objective function is convex; however, the one
defined here satisfies a further property we think should be required of a bivariate penalty. Namely, the
proposed bivariate penalty lies between the two separable penalties corresponding to the minimum and
maximum parameters ai.
Theorem 3. Let a = (a1, a2) with ai > 0. Set amin = min{a1, a2} and amax = max{a1, a2}. The bivariate
penalty ψ in Definition 3 satisfies
φ(x1; amax) + φ(x2; amax) 6 ψ(x; a) 6 φ(x1; amin) + φ(x2; amin). (36)
The theorem is proven in Appendix A.6. (The supplemental material has an animated illustration of
these bounds.)
The inequality in Theorem 3 is tight: the lower and upper bounds are individually satisfied with equality
on the lines {x = (t, t)} and {x = (t,−t)}, as illustrated in Fig. 9. Note that when a1 = a2 (i.e., amin = amax),
the theorem requires the penalty ψ to be separable. Indeed, the penalty (32) is separable when a1 = a2.
We think a bivariate penalty should satisfy the inequality of Theorem 3 for the following reason. In
this work, we aim to induce pure sparsity (i.e., not structured sparsity, etc.). Therefore, when HTH is
a diagonal matrix we should use a separable penalty. (A separable penalty best reflects an iid prior.) It
follows that when HTH = γ1I, the most suitable penalty (maintaining convexity of f) is the separable
one: φ(x1, γ1/λ) +φ(x2, γ1/λ). A parameterized bivariate penalty should recover this separable penalty as a
special case. Moreover, if HTH = γ2I with γ2 < γ1, then the most suitable penalty is again a separable one:
φ(x1, γ2/λ) + φ(x2, γ2/λ). But γ2 < γ1 means the corresponding data fidelity term is less strongly convex
and thus the penalty term must be less strongly non-convex. Consequently, we must have
φ(x1, γ1/λ) + φ(x2, γ1/λ) < φ(x1, γ2/λ) + φ(x2, γ2/λ).
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When HTH has distinct eigenvalues γ1 and γ2, the most suitable bivariate penalty should lie between these
two separable penalties. Theorem 3 assures this.
If not suitably designed and utilized, it is conceivable that a non-separable penalty may lead to correlation
or structure in the estimated signal that is not present in original sparse signal. To avoid unintentionally
inducing correlation in the estimated signal, it seems reasonable that the bivariate penalty should exhibit
some similarity to the corresponding separable penalties (that reflect unstructured sparsity). Theorem 3
indicates the bivariate penalty (32) conforms to the relevant separable penalties. It is still possible that
some erroneous correlation might be introduced, but such correlation is not evident in the experimental
results. We attribute this to Theorem 3.
One may question the legitimacy of a method wherein penalty parameters are set according to the
data fidelity term. Conventionally, the penalty term should reflect prior knowledge of the signal to be
estimated; it should not depend on H, which represents the observation model. (This is formalized in the
Bayesian perspective where the objective function corresponds to a likelihood function and the penalty term
corresponds to a prior). The approach taken here, wherein the parameters of the penalty term are based on
properties of H, appears to violate this principle. However, the common practice of restricting the penalty
to be convex also violates this principle. Probability densities (e.g., generalized Gaussian [51], mixture
models [22, 65], Bessel-K [31], and α-stable [1]), that accurately model sparsity, correspond to non-convex
penalties. Using the `1 norm as a penalty corresponds to the Laplace distribution (a relatively weak sparsity
model). The proposed bivariate sparse regularization (BISR) approach is simply intended to follow a sparsity
prior more closely.
4.1 Separable penalties
To clarify the value of non-separable regularization, we note a limitation of separable penalties.
Lemma 3. Let the univariate penalty φ : R → R satisfy the properties of Sec. 2. The objective function
f := R2 → R,
f(x; a) =
1
2
‖y −Hx‖22 + λφ(x1; a) + λφ(x2; a), (37)
with λ > 0 and a > 0, is convex only if
φ′′(0+) > −(1/λ) min{γ1, γ2}, (38)
or equivalently, 0 6 a 6 min{γ1, γ2}/λ, where γi are the eigenvalues of HTH.
Proof. Let u ∈ R2 be an eigenvector of HTH corresponding to its minimum eigenvalue γmin, i.e.,
HTHu = γminu. (39)
Consider f on a line in the direction of u. Namely, define g : R→ R as
g(t) = f(tu; a) (40)
=
1
2
‖y − tHu‖22 + λφ(tu1; a) + λφ(tu2; a). (41)
We will show that g is not convex when a > γmin. It will follow that f is not convex, because the restriction
of a multivariate convex function to any line must also be convex.
By the properties of φ, the function g is twice continuously differentiable on R+ and its second derivative
is given by
g′′(t) = uHTHu+ λu21 φ
′′(tu1; a) + λu22 φ
′′(tu2; a) (42)
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= γminu
Tu+ λu21 φ
′′(tu1; a) + λu22 φ
′′(tu2; a). (43)
Since φ′′(0+; a) = −a is a defining property of φ, we have
g′′(0+) = γminuTu− λu21 a− λu22 a (44)
= (γmin − λa)uTu. (45)
Hence, convexity of g requires γmin − λa > 0; i.e., a 6 γmin/λ.
According to Lemma 3, a separable non-convex penalty, that ensures convexity of the objective function,
is limited by the minimum eigenvalue of HTH. It cannot exploit the greater eigenvalue. This is unfavorable,
because when one of the eigenvalues is close to zero, a separable penalty can be only mildly non-convex and
provides negligible improvement relative to the `1 norm; when H
TH is singular, we recover the `1 norm. In
contrast, a non-separable penalty can exploit both eigenvalues independently. Hence, non-separable penalties
are most advantageous when the eigenvalues of HTH are quite different in value.
5 Sparse Reconstruction
Practical problems in signal processing involve far more than two variables. Therefore, the proposed bivariate
penalty (32) and convexity condition (28) are of little practical use on their own. In this section we show
how they can be used to solve an N -point linear inverse problem (with N > 2). We consider the problem of
estimating a signal x ∈ RN given y,
y = Hx+ w (46)
where H is a known linear operator, x is known to be sparse, and w is additive white Gaussian noise (AWGN).
We formulate the estimation of x as an optimization problem with bivariate sparse regularization (BISR),
xˆ = arg min
x∈RN
{
F (x) =
1
2
‖y −Hx‖22 +
λ
2
∑
n
ψ((xn−1, xn); a)
}
, λ > 0 (47)
where a = (a1, a2) and ψ : R2 → R is the proposed bivariate penalty (32). In the penalty term, the first
and last signal values pairs, (x0, x1) and (xN , xN+1), straddle the end-points of x. As noted in Sec. 1.3, we
define xn = 0 for n /∈ {1, 2, . . . , N}, which simplifies subsequent notation.
If a1 = a2, then the bivariate penalty is separable, i.e., ψ(u; a) = φ(u1; a1) + φ(u2; a1), and the N -point
penalty term in (47) reduces to λ
∑
n φ(xn, a1). Hence, we recover the standard (separable) formulation of
sparse regularization. In particular, if a1 = a2 = 0, then ψ(u; 0) = |u1|+ |u2| and the N -point penalty term
reduces to λ‖x‖1, i.e., the classical sparsity-inducing convex penalty.
In order to induce sparsity more effectively, we allow ψ to be non-separable; i.e., a1 6= a2. To that end,
the following section addresses the problem of how to set a1 and a2 in the bivariate penalty ψ to ensure
convexity of the N -variate objective function F in (47).
5.1 Convexity condition
Lemma 4. Let F : RN → R be defined in (47) where ψ : R2 → R is a parameterized bivariate penalty as
defined in Definition 3. Let P be a positive semidefinite symmetric tridiagonal Toeplitz matrix,
P =

p0 p1
p1 p0 p1
. . .
. . .
. . .
p1 p0 p1
p1 p0
 , (48)
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such that 0 4 P 4 HTH. If the bivariate function f : R2 → R defined as
f(u) =
1
2
uT
[
p0 2p1
2p1 p0
]
u+ λψ(u; a) (49)
is convex, then F is convex.
The lemma is proven in Appendix A.7. According to the lemma, it is sufficient to restrict ψ so as to
ensure convexity of the bivariate function f in (49). Therefore, the allowed penalty parameters ai can be
determined from the tridiagonal matrix P . Using Theorem 1 and Lemma 4, we obtain Theorem 4.
Theorem 4. Let F : RN → R be defined in (47) where ψ : R2 → R is a parameterized bivariate penalty as
defined in Definition 3. Let P be a symmetric tridiagonal Toeplitz matrix (48) satisfying 0 4 P 4 HTH. If
0 6 a1 6 (p0 + 2p1)/λ, 0 6 a2 6 (p0 − 2p1)/λ, (50)
then F in (47) is convex.
Proof. Note the eigenvalue value decomposition[
p0 2p1
2p1 p0
]
= QT
[
p0 + 2p1 0
0 p0 − 2p1
]
Q (51)
where Q is the orthonormal matrix (3). Hence, f in (49) can be written as
f(u) =
1
2
uTQT
[
p0 + 2p1 0
0 p0 − 2p1
]
Qu+ λψ(u; a). (52)
By Theorem 1, if 0 6 a1 6 (p0 + 2p1)/λ and 0 6 a2 6 (p0−2p1)/λ, then f is convex. It follows from Lemma
4 that F in (47) is convex.
5.2 Optimality condition
In this section, we derive an explicit condition to verify the optimality of a prospective minimizer of the
objective function F in (47). The optimality condition is also useful for monitoring the convergence of an
optimization algorithm (see the animation in the supplemental material).
The general condition to characterize minimizers of a convex function is expressed in terms of the sub-
differential. If F is convex, then xopt ∈ RN is a minimizer if and only if 0 ∈ ∂F (xopt) where ∂F is the
subdifferential of F .
We seek an expression for the subdifferential of the objective function F . The function F in (47) has a
regularization term that is non-differentiable, non-convex, and non-separable. But with the aid of (32), we
may write the regularization term as:
1
2
∑
n
ψ((xn−1, xn); a) =
1
2
∑
n
[
S((xn−1, xn); a) + ‖(xn−1, xn)‖1
]
(53)
=
1
2
∑
n
[
S((xn−1, xn); a) + |xn−1|+ |xn|
]
(54)
= ‖x‖1 + 1
2
∑
n
S((xn−1, xn); a) (55)
where xn = 0 for n /∈ {1, 2, . . . , N}. We define Θ: RN → R as
Θ(x; a) =
1
2
∑
n
S((xn−1, xn); a). (56)
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The function Θ is differentiable, it being the sum of differentiable functions. Using (55), we may express the
objective function F in (47) as
F (x) =
1
2
‖y −Hx‖22 + λΘ(x; a) + λ‖x‖1. (57)
The benefit of (57) compared to (47) is that the regularization term (which is non-differentiable, non-
convex, and non-separable) is separated into a differentiable part and a convex separable part. The Θ
term is differentiable and its gradient is easily evaluated. The `1 norm is separable and convex and its
subdifferential is easily evaluated.
The gradient of Θ is given by
[∇Θ(x; a)]n = 1
2
S1((xn, xn+1); a) +
1
2
S2((xn−1, xn); a) (58)
where Si is the partial derivative of S((x1, x2)) with respect to xi. They are tabulated in (85) and (86).
The subdifferential of the `1 norm is separable [11],
∂‖x‖1 = sign(x1)× · · · × sign(xN ) (59)
where sign is the set-valued signum function
sign(t) :=

{1}, t > 0
[−1, 1], t = 0
{−1}, t < 0.
(60)
Since the first two terms of (57) are differentiable, the subdifferential of F is
∂F (x) = HT(Hx− y) + λ∇Θ(x; a) + λ∂‖x‖1. (61)
Hence the condition 0 ∈ ∂F (xopt) can be expressed as
(1/λ)HT(y −Hxopt)−∇Θ(xopt; a) ∈ ∂‖xopt‖1. (62)
Expressing this condition component-wise, we have the following result.
Theorem 5. If a = (a1, a2) is chosen so that the objective function F in (47) is convex, then x
opt minimizes
F if and only if
1
λ
[HT(y −Hxopt)]n − [∇Θ(xopt; a)]n ∈ sign(xoptn ), n = 1, . . . , N. (63)
This condition can be depicted using a scatter plot as in Fig. 14 below. The points in the scatter plot
show the left-hand-side of (63) versus xn for n = 1, . . . , N . A signal x
opt is a minimizer of F if and only if
the points in the scatter plot lie on the graph of the set-valued signum function (e.g., Fig. 14).
5.3 Sparse Deconvolution
We apply Theorem 4 to the sparse deconvolution problem. In this case, the linear operator H represents
convolution, i.e.,
[Hx]n =
∑
k
hn−k xk. (64)
That is, H is a Toeplitz matrix. It represents a linear time-invariant (LTI) system with frequency response
given by the Fourier transform of h,
H(ω) =
∑
n
hn e
−jωn. (65)
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Similarly, the matrix P in (48) represents an LTI system with a real-valued frequency response,
P (ω) = p1e
−jω + p0 + p1ejω (66)
= p0 + 2p1 cos(ω). (67)
Specializing Theorem 4 to the problem of deconvolution, we have the following result.
Theorem 6. Let H in (47) represent convolution. Let P in (67) satisfy
0 6 P (ω) 6 |H(ω)|2, ∀ω, (68)
where H(ω) is given by (65). If 0 6 a1 6 P (0)/λ and 0 6 a2 6 P (pi)/λ, then F in (47) is convex.
Proof. Using the convolution property of the discrete-time Fourier transform, condition (68) is equivalent to
0 4 P∞ 4 HT∞H∞, where these are doubly-infinite Toeplitz matrices corresponding to discrete-time signals
defined on Z. Since any principal sub-matrix of a positive semidefinite matrix is also positive semidefinite,
the inequality is also true for finite matrices P and HTH, which can be recognized as principal sub-matrices
of the corresponding doubly-infinite matrices. Therefore, 0 4 P 4 HTH, and by Theorem 4, the objective
function F is convex if ai satisfy (50). Noting that P (0) = p0+2p1 and P (pi) = p0−2p1 yields the result.
To induce sparsity as strongly as possible, P (ω) should be as close as possible to the upper bound
|H(ω)|2. The determination of P (ω) satisfying such constraints can be efficiently and exactly performed
using semi-definite programming (SDP) as described by Dumitrescu [30]. Since P is low-order here, the
SDP computation is negligible.
An example is illustrated in Fig. 10. The impulse response h is shown in Fig. 10(a). The square magnitude
of the frequency response |H(ω)|2 is shown in Fig. 10(b). The frequency response P (ω) = 0.4 + 0.2 cos(ω)
is real-valued, non-negative, and approximates |H(ω)|2 from below. According to Theorem 6, the objective
function F is convex if 0 6 a1 6 0.6/λ and 0 6 a2 6 0.2/λ. This filter will be used in Example 1 below
(Sec. 7.1).
Another example is illustrated in Fig. 11. The frequency response H(ω) has a null at ω = pi. Hence,
the system H is not invertible. Since H(pi) = 0, any P satisfying (68) also has P (pi) = 0. We find
P (ω) = 0.38(1 + cosω) satisfies (68); see Fig. 11(b). Therefore, according to Theorem 6, the objective
function F is convex if 0 6 a1 6 0.76/λ and a2 = 0. For {a1 > 0, a2 = 0}, the multivariate penalty is non-
convex and non-separable. For {a1 = a2 = 0}, the penalty is simply the `1 norm (convex and separable).
This filter will be used in Example 2 below (Sec. 7.2).
In reference to the filters H illustrated in Figs. 10 and 11, it is informative to consider the case of a
separable penalty. If ψ is a separable penalty (i.e., a1 = a2), then the objective function F is convex only
if 0 6 a1 = a2 6 minω|H(ω)|2. For the filter of Fig. 10 this leads to the constraint 0 6 a1 = a2 6 0.26,
meaning that the separable penalty may be non-convex (i.e., a1 = a2 > 0 is allowed). On the other hand,
for the filter of Fig. 11 this leads to the constraint a1 = a2 = 0, i.e., ψ(x, a) = |x1| + |x2|. When the filter
H is not invertible, the only non-convex penalties maintaining convexity of the objective function F are
non-separable penalties. Since inverse problems often involve singular or nearly singular operators H, this
motivates the development of non-separable penalties as herein.
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Figure 10: Filters H(ω) and P (ω) for Example 1.
6 Algorithms
6.1 Iterative L1 minimization
We present an iterative L1 norm minimization algorithm to solve (47). The derivation is based on majorization-
minimization (MM) [32]. The MM principle consists of the iteration
x(k+1) ∈ arg min
x
FM(x;x(k)) (69)
where k is the iteration index and FM denotes a majorizer of the objective function F , i.e.,
FM(x; v) > F (x), for all x, v (70)
FM(v; v) = F (v), for all v. (71)
The function S : R2 → R defined in Lemma 1 is twice continuously differentiable and concave. Therefore,
a majorizer of S is given by
SM(x; v) = S(v) + [∇S(v)]T(x− v) (72)
where ∇S is the gradient of S. See Fig. 12. The majorizer SM(x; v) is linear in x; hence convex in x. A
majorizer of the bivariate penalty ψ is then obtained using (32),
ψM(x; v) = SM(x; v) + ‖x‖1 (73)
= S(v) + [∇S(v)]T(x− v) + ‖x‖1. (74)
The majorizer ψM(x; v) is convex in x, it being a sum of convex functions.
Recall the objective function F in (47) can be expressed as (57). Therefore, a majorizer of the objective
function F in (47) is given by
FM(x; v) =
1
2
‖y −Hx‖22 + λΘM(x; v; a) + λ‖x‖1 (75)
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Figure 11: Filters H(ω) and P (ω) for Example 2.
where ΘM(x; v; a) is a majorizer of Θ(x; a). We recall the bivariate function S is concave and twice contin-
uously differentiable. Therefore, the N -variate function Θ is concave as it is a sum of concave functions.
Likewise, Θ is twice continuously differentiable. Therefore, a majorizer of Θ is given by
ΘM(x; v; a) = Θ(v; a) + [∇Θ(v; a)]T(x− v) (76)
where ∇Θ is given by (58). Hence, FM is given by
FM(x; v) =
1
2
‖y −Hx‖22 + λ[∇Θ(v; a)]Tx+ λ‖x‖1 + C(v) (77)
where C(v) does not depend on x. The MM iteration (69) is then given by
x(k+1) ∈ arg min
x∈RN
{1
2
‖y −Hx‖22 + λ[∇Θ(x(k); a)]Tx+ λ‖x‖1
}
. (78)
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Figure 12: Majorization of concave function S by linear function SM.
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This is a standard `1 norm optimization problem which can be solved by several methods (e.g. proximal
methods, ADMM). Hence, the solution to (47) can be obtained by iterative `1 norm minimization.
Based on the theory of MM algorithms, it is guaranteed that x(k) converges to the minimizer of F when
F is strictly convex [13, 43]. If H is not invertible, then F may be convex without being strictly convex. In
this case: (a) the function value F (x(k)) converges to the minimum value of F , and (b) if F has a unique
minimizer, then x(k) converges to it. See Theorems 4.1 and 4.4 of [43].
6.2 Iterative thresholding
We present an iterative thresholding algorithm to solve (47). The algorithm is an immediate application of
forward-backward splitting (FBS) [25,26]. The FBS algorithm minimizes a function of the form f1+f2 where
both f1 and f2 are convex and additionally ∇f1 is Lipschitz continuous. To apply the FBS algorithm to
problem (47), we express F using (57). The first two terms of (57) constitute the smooth convex function f1.
We remark that since Θ is concave, the Lipschitz constant of ∇f1 is bounded by ρ where ρ is the maximum
eigenvalue of HTH. The `1 norm term in (57) constitutes the (non-smooth) convex function f2. An FBS
algorithm to solve problem (47) is then given by
z(k) = x(k) + µ
[
HT(y −Hx(k))− λ∇Θ(x(k); a)
]
(79a)
x(k+1) = soft(z(k), µλ) (79b)
where 0 < µ < 2/ρ where ρ is the maximum eigenvalue of HTH. The parameter µ can be viewed as a
step-size. The soft thresholding function
soft(t, T ) :=

t− T, t > T
0, |t| 6 T
t+ T, t 6 −T
(80)
is applied element-wise to vector z(k). As an FBS algorithm, it is guaranteed that x(k) converges to a
minimizer of F .
This algorithm resembles the classical iterative shrinkage/thresholding algorithm (ISTA) [27, 33]. Note
that ISTA was derived in [27,33] using MM and was shown to converge for 0 < µ < 1/ρ. However, the same
algorithm derived using FBS is known to converge for twice this step size. This is a practical advantage
because the larger step-size generally yields faster convergence of the algorithm. We implement the algorithm
with µ = 1.9/ρ.
We further note that the iterative thresholding algorithm (79) has the property that F (x(k)) monotonically
decreases. For 0 < µ < 1/ρ, this monotonic decreasing property follows from the MM-based derivation. For
0 < µ < 2/ρ, the proximal theory of FBS [25, 26] ensures convergence but not the monotonic decreasing
property. However, for this larger range of µ the algorithm does in fact have the monotonic decreasing
property [5, 73].
7 Numerical Examples
7.1 Example 1
The 100-point sparse signal illustrated in Fig. 13(a) is convolved with the impulse response h shown in Fig. 10.
The convolved signal is corrupted by additive white Gaussian noise (AWGN) with standard deviation σ = 4.
The corrupted signal is shown in Fig. 13(b). To perform sparse deconvolution using BISR, we need to define
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Figure 13: Example 1 of sparse deconvolution using bivariate sparse regularization (BISR).
the univariate penalty φ and set the regularization parameters λ and a = (a1, a2) in the objective function
(47). For φ, we use the arctangent penalty in Table 1. We set λ straightforwardly as
λ = βσ‖h‖2 (81)
which follows from an analysis of sparse optimality conditions [36, 37, 70]. We set β = 2.5, similar to the
‘three sigma’ rule. This choice of β is not intended to minimize the mean square error, but rather to inhibit
false impulses appearing in the estimated sparse signal.
To set a, we use the non-negative function P (ω) shown in Fig. 10. This filter has P (0) = 0.6 and
P (pi) = 0.2. Therefore, according to Theorem 6, the objective function is convex if 0 6 a1 6 0.6/λ and
0 6 a2 6 0.2/λ. To maximally induce sparsity, we set ai to their respective maximal values. To perform
deconvolution using BISR (i.e., to minimize the objective function F ) we use the iterative thresholding
algorithm (Sec. 6.2) with a step-size of µ = 1.9/ρ. We run the algorithm until a stopping condition is
satisfied. As a stopping condition, we use ‖x(k+1)−x(k)‖∞ 6 10−4×‖x(k)‖∞ where k is the iteration index.
The run-time (averaged over 50 realizations) is about 8.8 milliseconds using a 2013 MacBook Pro (2.5 GHz
Intel Core i5) running Matlab R2011a.
The BISR solution is shown in Fig. 13(c). It has a root-mean-square-error (RMSE) of 2.7, about 56%
that of the `1 norm solution, shown in Fig. 13(d) for comparison. Figure 13(e) shows the reconstruction
error of both solutions. The relative accuracy of the BISR solution is further illustrated in the scatter plot
of Fig. 13(f), which shows the error of the two solutions plotted against each other. Most of the points lie
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Figure 14: Optimality condition for Example 1.
Table 2: Average RMSE and run-time for Example 1
Algorithm σ=1 σ=2 σ=4 σ=8 σ=16 (msec)
L1 1.17 2.32 4.43 8.19 13.47 3.5
L1+debiasing 0.62 1.26 2.57 5.46 11.92 3.6
Lp (p = 0.5) 0.66 1.19 2.39 5.12 12.05 4.3
SBR (L0) 0.65 1.15 2.38 5.33 15.35 2.1
IMSC 0.50 1.00 2.23 5.00 11.02 323.9
IPS 0.51 1.02 2.23 4.89 10.96 5.1
BISR (log) 0.52 1.11 2.53 5.62 11.58 8.2
BISR (rat) 0.51 1.06 2.41 5.42 11.46 8.6
BISR (atan) 0.50 1.03 2.30 5.13 11.22 8.8
below the diagonal line, meaning that the BISR solution has less error than the `1 norm solution.
We verify the optimality of the obtained BISR solution using (63) as illustrated by the scatter plot in
Fig. 14. The obtained solution is confirmed to be a global minimizer of the objective function because the
points in the scatter plot lie on the graph of the signum function.
We compare the proposed BISR method with several other algorithms in Table 2 and Fig. 15. For the
comparison, we vary the noise standard deviation σ and generate 200 sparse signals and noise realizations
for each value of σ. Each sparse signal consists of 10 randomly located impulses with amplitudes uniformly
distributed between −100 and 100. Table 2 gives the average RMSE and run-time (with all algorithms
implemented in Matlab on the same computer).
Included in the comparison are the following methods: `1 norm regularization, `1 norm regularization
with debiasing, `p pseudo-norm regularization with p of 0.5, the single best replacement (SBR) algorithm [74],
iterative maximally sparse convex (IMSC) regularization [70], and the iterative p-shrinkage (IPS) algorithm
[77,80].
Each method provides an improvement over `1 norm regularization. The first approach is `1 norm regular-
ization with debiasing. Debiasing is a post-processing step that applies unbiased least squares approximation
to re-estimate the non-zero amplitudes [34]. This method solves the systematic underestimation of non-zero
amplitudes from which `1 norm regularization suffers, but it is still influenced by noise in the observed data.
As shown in Table 2, several other methods generally perform better than `1 regularization with debiasing.
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Figure 15: Average RMSE for Example 1.
Non-convex regularization using the `p pseudo-norm with 0 < p < 1 is also a common approach for
improving upon `1 norm regularization. We use p = 0.5 with λ set according to (81) with β = 8, a value we
found worked well on average for this example. This method performed similarly as `1 norm regularization
with debiasing.
For non-convex regularization using the `0 pseudo-norm we use the SBR algorithm [74]. A comparison
of several methods for `0 pseudo-norm regularization showed the SBR algorithm to be state-of-the-art [70].
We use SBR with λ set according to (81) with β = 70, which we found worked well here except for high
noise levels. We were unable to find a single β value that worked well over the range of σ considered here.
The SBR algorithm performed similarly to `p pseudo-norm regularization, except for the highest noise level
of σ = 8.
The IMSC algorithm for sparse deconvolution proceeds by solving a sequence of convex sub-problems
[70]. The regularization term of each sub-problem is individually designed to be maximally non-convex
(i.e., sparsity-inducing). In contrast to the proposed BISR approach, IMSC does not solve a prescribed
optimization problem — each iteration yields a new convex problem to be solved. The formulation of each
problem in IMSC requires the solution to a semidefinite problem (SDP); therefore, the IMSC approach is
very slow. (IMSC is up to 100 times slower than other algorithms; see Table 2.) In IMSC, the parameter λ
can be set the same as for `1 deconvolution; hence, we again set λ using (81) with β = 2.5. From Table 2,
IMSC performs better than the preceding methods.
The IPS algorithm [77, 80] generalizes the classic iterative shrinkage-thresholding algorithm (ISTA)
[27,33]. The IPS algorithm replaces soft-thresholding in ISTA by a threshold function that does not underes-
timate large-amplitude signal values. Notably, IPS can be understood as a method that seeks to minimize a
prescribed (albeit implicit) non-convex objective function; furthermore, each iteration of IPS can be under-
stood as the exact minimization of a convex problem. Moreover, as IPS is an iterative thresholding algorithm,
it is computationally very efficient. For this example, IPS gives excellent results when the parameter λ is
set using (81) with β = 2.5. It performs about the same as IMSC but runs much faster.
To complete the comparison, we compare the proposed BISR method using the three penalties listed
in Table 1. (The BISR method can be used with any penalty function satisfying the properties listed at
the beginning of Sec. 2.) Referring to Table 2, the three penalties give about the same result at low noise
levels; at higher noise levels, the arctangent penalty tends to perform better than the other two penalties.
Compared to the other algorithms, BISR with the arctangent penalty does about as well as IPS and IMSC
at low noise levels, but not quite as well at higher noise levels. Note that the proposed BISR approach is
the only algorithm minimizing a prescribed convex objective function.
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Figure 16: Example 2 of sparse deconvolution using bivariate sparse regularization (BISR).
7.2 Example 2
This is like Example 1, except we use the convolution filter H shown in Fig. 11. This filter is not invertible.
The sparse signal (Fig. 16(a)) is convolved with the impulse response h and corrupted by AWGN (σ = 4).
We set λ using (81) with β = 2.5 as in Example 1. Since the filter P has P (0) = 0.76 and P (pi) = 0, Theorem
6 states that the objective function (47) is convex if 0 6 a1 6 0.76/λ and a2 = 0. We run the algorithm
of Sec. 6.2 with the same stopping condition to obtain the BISR solution (Fig. 16(c)). The BISR solution
has an RMSE of 1.8, which is about 50% that of the `1 norm solution (Fig. 16(d)). As in Example 1, the
optimality of the obtained BISR solution can be readily verified.
It is noteworthy in this example that we obtain a strictly non-convex penalty ensuring convexity of the
objective function F , because in this example the convolution filter H is not invertible. It is possible only
because the utilized penalty is non-separable.
In Table 3 we compare the same algorithms as in Example 1. The regularization parameter λ for each
algorithm was chosen as in Example 1. The remarks made in Example 1 mostly apply here, but with a few
exceptions as follows. In contrast to the generally tendency, the `p pseudo-norm performed worse than the
debiased `1 norm solution for the lowest noise level (σ = 1). It appears that the performance of the `p pseudo-
norm and SBR methods may degrade for low or high noise levels when one attempts to set λ proportional
to σ. In addition, in contrast to Example 1, the BISR approach did not outperform `p pseudo-norm or SBR
for several noise levels. IPS performs very well at most noise levels.
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Table 3: Average RMSE and run-time for Example 2
Algorithm σ=1 σ=2 σ=4 σ=8 σ=16 (msec)
L1 1.37 2.70 5.01 8.96 14.01 5.1
L1+debiasing 0.76 1.55 3.14 6.56 13.31 5.2
Lp (p = 0.5) 1.07 1.57 2.89 6.14 13.38 5.7
SBR (L0) 0.73 1.44 2.73 6.59 17.64 3.4
IMSC 0.54 1.18 2.69 6.26 12.38 305.9
IPS 0.59 1.20 2.66 5.88 12.41 6.9
BISR (log) 0.75 1.60 3.19 6.65 12.45 13.9
BISR (rat) 0.73 1.56 3.08 6.49 12.37 14.6
BISR (atan) 0.75 1.56 3.00 6.29 12.25 15.4
8 Limitations of Bivariate Penalties
The examples in Sec. 7 demonstrate the improvement attainable by non-separable bivariate penalties in
comparison with separable penalties; however, the degree of improvement depends on the linear operator H
in the data fidelity term. In particular, for some H, a bivariate penalty will offer little or no improvement
in comparison with a separable penalty.
In reference to Figs. 10 and 11, the effectiveness of a bivariate penalty for sparse deconvolution depends
on how well |H(ω)|2 can be approximated by a function P (ω) of the form (67) satisfying condition (68).
Some filters H can not be well approximated by such a filter P . For example, if H(ω) is Gaussian or has
a sharp peak, then it can not be well approximated by such a filter P . In this case, a bivariate penalty
does not offer significant improvement in comparison with a separable penalty. For a second example, if the
frequency response H(ω) has multiple nulls (e.g., a K-point moving average filter with K > 2), then the only
filter P of the form (67) satisfying condition (68) is identically zero, P (ω) = 0. In this case, the bivariate
penalty reduces to the `1 norm and the proposed BISR approach offers no improvement.
In both situations, a higher-order filter P is needed to accurately approximate H, and a higher-order non-
separable penalty is needed to strongly induce sparsity. Hence, to extend the applicability of non-separable
sparse regularization, it will be necessary generalize the bivariate penalty to non-separableK-variate penalties
(K > 2). Provided such an extension can be constructed, we expect the proposed BISR approach will be
applicable to more general problems.
9 Conclusion
This paper aims to develop a convex approach for sparse signal estimation that improves upon `1 norm
regularization, the standard convex approach. We consider ill-conditioned linear inverse problems with a
quadratic data fidelity term. We focus in particular on the deconvolution problem. The proposed method
is based on a non-convex penalty designed to ensure that the objective function is convex. Our previous
work [70] using this idea considered only separable (additive) penalties; this is a fundamental limitation
when the observation matrix is singular or near singular.
The non-separable bivariate penalty introduced in this paper overcomes this limitation. The proposed
bivariate sparse regularization (BISR) approach provides a mechanism by which to improve upon `1 norm
regularization while adhering to a convex framework. The greater generality of non-separable regularization,
as compared with separable regularization, allows for the design of regularizers that more effectively induce
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sparsity. Both BISR and `1 norm regularization lead to convex optimization problems which can be solved
by similar optimization techniques.
While we have focused on deconvolution, we note that several filtering methods can be formulated as
sparse deconvolution problems, e.g., peak detection [60] and denoising [69]. Hence, the proposed approach
(and extensions thereof) is not limited to deconvolution.
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A Proofs
A.1 Proof of Proposition 2
Proof of Proposition 2. Let 0 6 a 6 1/λ. By Proposition 1, s is twice continuously differentiable. Hence, so
is g. Thus, to show g is convex, we show its second derivative is non-negative. From (7), we have
s′′(t; a) > −a. (82)
Since a 6 1/λ, we have
s′′(t; a) > − 1
λ
. (83)
Hence
g′′(t) = 1 + λs′′(t; a) > 0. (84)
Therefore, g is convex. From (6), we have f(t) = g(t) + λ|t|. Since f is the sum of convex functions, f is
convex.
A.2 Partial derivatives
Some following proofs will require the partial derivatives of S(x; a). From Definition 2, they are as follows.
∂S
∂x1
(x; a) =

s′(x1 + rx2;α), x ∈ A1
rs′(rx1 + x2;α) + (1− r) s′(x1; a1), x ∈ A2
rs′(rx1 + x2;α) + (1 + r) s′(x1; a2), x ∈ A3
s′(x1 + rx2;α), x ∈ A4
(85)
∂S
∂x2
(x; a) =

rs′(x1 + rx2;α) + (1− r) s′(x2; a1), x ∈ A1
s′(rx1 + x2;α), x ∈ A2
s′(rx1 + x2;α), x ∈ A3
rs′(x1 + rx2;α) + (1 + r) s′(x2; a2), x ∈ A4
(86)
∂2S
∂2x1
(x; a) =

s′′(x1 + rx2;α), x ∈ A1
r2s′′(rx1 + x2;α) + (1− r) s′′(x1; a1), x ∈ A2
r2s′′(rx1 + x2;α) + (1 + r) s′′(x1; a2), x ∈ A3
s′′(x1 + rx2;α), x ∈ A4
(87)
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∂2S
∂2x2
(x; a) =

r2s′′(x1 + rx2;α) + (1− r) s′′(x2; a1), x ∈ A1
s′′(rx1 + x2;α), x ∈ A2
s′′(rx1 + x2;α), x ∈ A3
r2s′′(x1 + rx2;α) + (1 + r) s′′(x2; a2), x ∈ A4
(88)
∂2S
∂x1∂x2
(x; a) =

rs′′(x1 + rx2;α), x ∈ A1
rs′′(rx1 + x2;α), x ∈ A2
rs′′(rx1 + x2;α), x ∈ A3
rs′′(x1 + rx2;α), x ∈ A4
(89)
A.3 Scaling identities
Some following proofs will use scaling identities. From the scaling property in Sec. 2, it follows that
s(t, α) =
a1
α
s
( α
a1
t; a1
)
(90)
= (1 + r) s
( t
1 + r
; a1
)
(91)
and similarly
s(t, a1) =
1
1 + r
s
(
(1 + r)t;α
)
(92)
s′(t, a1) = s′
(
(1 + r)t;α
)
(93)
s′′(t, a1) = (1 + r)s′′
(
(1 + r)t;α
)
. (94)
Likewise,
s(t, α) =
a2
α
s
( α
a2
t; a2
)
(95)
= (1− r) s
( t
1− r ; a2
)
(96)
and
s(t, a2) =
1
1− r s
(
(1− r)t;α) (97)
s′(t, a2) = s′
(
(1− r)t;α) (98)
s′′(t, a2) = (1− r)s′′
(
(1− r)t;α). (99)
A.4 Proof of of Lemma 1
Proof of Lemma 1. We first show that S in Definition 2 is consistent on the common boundaries of the sets
Ai. Consider the common boundary of A1 and A4, i.e., the line {(x1, 0) : x1 ∈ R}. From the A1 side,
S(x; a)
∣∣∣x2=0
x∈A1
= s(x1;α) + (1− r)s(0; a1) (100)
= s(x1;α) (101)
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where we used s(0; ·) = 0. From the A4 side,
S(x; a)
∣∣∣x2=0
x∈A4
= s(x1;α) + (1 + r) s(0; a2) (102)
= s(x1;α). (103)
Hence, S is consistently defined on the common boundary of A1 and A4.
Consider the common boundary of A1 and A2, i.e., the line {(x1, x1) : x1 ∈ R}. From the A1 side,
S(x; a)
∣∣∣x2=x1
x∈A1
= s((1 + r)x1;α) + (1− r)s(x1; a1). (104)
From the A2 side,
S(x; a)
∣∣∣x2=x1
x∈A2
= s((1 + r)x1;α) + (1− r) s(x1; a2). (105)
Hence, S is consistently defined on the common boundary of A1 and A2. Similarly, it can be shown that S
is consistently defined on the other common boundaries of the sets Ai. Hence S is continuous because s is
continuous.
We now show S is differentiable on R2. We need only show S is differentiable on the common boundaries
of the sets Ai because s is differentiable. Consider the common boundary of A1 and A4. From the A1 side,
∂S
∂x1
(x; a)
∣∣∣x2→0
x∈A1
= s′(x1;α) (106)
using (85), and
∂S
∂x2
(x; a)
∣∣∣x2→0
x∈A1
= rs′(x1;α) + (1− r)s′(0; a1) (107)
= rs′(x1;α) (108)
using (86) and s′(0, ·) = 0. From the A4 side,
∂S
∂x1
(x; a)
∣∣∣x2→0
x∈A4
= s′(x1;α) (109)
and
∂S
∂x2
(x; a)
∣∣∣x2→0
x∈A4
= rs′(x1;α) + (1 + r)s′(0; a2) (110)
= rs′(x1;α). (111)
Hence, the partial derivatives of S are continuous on the common of boundary of A1 and A4.
Consider the common boundary of A1 and A2. From the A1 side,
∂S
∂x1
(x; a)
∣∣∣x2→x1
x∈A1
= s′((1 + r)x1;α) (112)
= s′(x1; a1) (113)
where we used the scaling property (11) and identity (21). Also, using the same properties,
∂S
∂x2
(x; a)
∣∣∣x2→x1
x∈A1
= rs′((1 + r)x1;α) + (1− r)s′(x1; a1) (114)
= s′(x1; a1). (115)
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From the A2 side, we similarly have
∂S
∂x1
(x; a)
∣∣∣x2→x1
x∈A2
= rs′((1 + r)x1;α) + (1− r)s′(x1; a1) (116)
= s′(x1; a1) (117)
and
∂S
∂x2
(x; a)
∣∣∣x2→x1
x∈A2
= s′((1 + r)x1;α). (118)
= s′(x1; a1). (119)
Hence, the partial derivatives of S are continuous on the common of boundary of A1 and A2. Similarly, it
can be shown that the partial derivatives of S are continuous on the other common boundaries of the sets
Ai. Hence S is differentiable on R2.
We now show S is twice differentiable. We need only show the second-order partial derivatives of S are
continuous on the common boundaries of the sets Ai because s is twice differentiable.
Consider the common boundary of A1 and A4. Using (87), we obtain
∂2S
∂2x1
(x; a)
∣∣∣x2→0
x∈A1
= s′′(x1;α) (120)
and
∂2S
∂2x1
(x; a)
∣∣∣x2→0
x∈A4
= s′′(x1;α). (121)
Hence ∂2S/∂2x1 is continuous on the common boundary of A1 and A4. Using (88), we obtain
∂2S
∂2x2
(x; a)
∣∣∣x2→0
x∈A1
= r2s′′(x1;α) + (1− r)s′′(0; a1) (122)
= r2s′′(x1;α)− (1− r)a1 (123)
where we used s′′(0; a1) = −a1, and
∂2S
∂2x2
(x; a)
∣∣∣x2→0
x∈A4
= r2s′′(x1;α) + (1 + r)s′′(0; a2) (124)
= r2s′′(x1;α)− (1 + r)a2 (125)
where we used s′′(0; a2) = −a2. Using (15), we have
(1− r)a1 = (1 + r)a2 = 2a1a2
a1 + a2
, (126)
hence ∂2S/∂2x2 is continuous on the common boundary of A1 and A4.
Consider the common boundary of A1 and A2. Using (87), we obtain
∂2S
∂2x1
(x; a)
∣∣∣x2→x1
x∈A1
= s′′((1 + r)x1;α) (127)
and
∂2S
∂2x1
(x; a)
∣∣∣x2→x1
x∈A2
= r2s′′((1 + r)x1;α) + (1− r)s′′(x1; a1) (128)
= r2s′′((1 + r)x1;α) + (1− r)(1 + r)s′′((1 + r)x1;α) (129)
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= s′′((1 + r)x1;α) (130)
where we used (94). Hence ∂2S/∂2x2 is continuous on the common boundary of A1 and A2.
Similarly, it can be shown that the remaining partial derivatives are continuous on the other common
boundaries of the sets Ai. Hence S is twice continuously differentiable on R2.
We now show S is concave by showing that ∇2S(x) is negative semidefinite for all x ∈ R2. Specifically,
we show that −[∇2S(x)] is positive semidefinite by showing that its principal minors are non-negative
(Sylvester’s criterion).
The determinant of the Hessian of S
det[∇2S(x)] = ∂
2S
∂2x1
∂2S
∂2x2
−
(
∂2S
∂x1∂x2
)2
(131)
is given by
det[∇2S(x; a)] = (132)
(1− r) s′′(x2; a1) s′′(x1 + rx2;α), x ∈ A1
(1− r) s′′(x1; a1) s′′(rx1 + x2;α), x ∈ A2
(1 + r) s′′(x1; a2) s′′(rx1 + x2;α), x ∈ A3
(1 + r) s′′(x2; a2) s′′(x1 + rx2;α), x ∈ A4.
Since s′′(t; ·) is negative for all t and |r| is bounded by 1, it follows that det[∇2S(x)] is non-negative for all
x ∈ R2. Hence, the determinant of −[∇2S(x)] is non-negative. Moreover, ∂2S/∂2xi(x; a) 6 0 for all x ∈ R2
for i = 1, 2. Hence, the principal minors of −[∇2S(x)] are non-negative. This proves S is concave on R2.
A.5 Proof of Lemma 2
Using (87)-(89), the Hessian of S is given by
∇2S(x; a) =

 s′′(x1 + rx2;α) rs′′(x1 + rx2;α)
rs′′(x1 + rx2;α) r2s′′(x1 + rx2;α) + (1− r) s′′(x2; a1)
 , x ∈ A1
r2s′′(rx1 + x2;α) + (1− r) s′′(x1; a1) rs′′(rx1 + x2;α)
rs′′(rx1 + x2;α) s′′(rx1 + x2;α)
 , x ∈ A2
r2s′′(rx1 + x2;α) + (1 + r) s′′(x1; a2) rs′′(rx1 + x2;α)
rs′′(rx1 + x2;α) s′′(rx1 + x2;α)
 , x ∈ A3
 s′′(x1 + rx2;α) rs′′(x1 + rx2;α)
rs′′(x1 + rx2;α) r2s′′(x1 + rx2;α) + (1 + r) s′′(x2; a2)
 , x ∈ A4.
(133)
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We write this as
∇2S(x; a) =

s′′(x1 + rx2;α)
1 r
r r2
+ s′′(x2; a1)
0 0
0 1− r
 , x ∈ A1
s′′(rx1 + x2;α)
r2 r
r 1
+ s′′(x1; a1)
1− r 0
0 0
 , x ∈ A2
s′′(rx1 + x2;α)
r2 r
r 1
+ s′′(x1; a2)
1 + r 0
0 0
 , x ∈ A3
s′′(x1 + rx2;α)
1 r
r r2
+ s′′(x2; a2)
0 0
0 1 + r
 , x ∈ A4.
(134)
Using (94) and (99), we write (134) as
∇2S(x; a) =

s′′(x1 + rx2;α)
1 r
r r2
+ s′′((1 + r)x2;α)
0 0
0 1− r2
 , x ∈ A1
s′′(rx1 + x2;α)
r2 r
r 1
+ s′′((1 + r)x1;α)
1− r2 0
0 0
 , x ∈ A2
s′′(rx1 + x2;α)
r2 r
r 1
+ s′′((1− r)x1;α)
1− r2 0
0 0
 , x ∈ A3
s′′(x1 + rx2;α)
1 r
r r2
+ s′′((1− r)x2;α)
0 0
0 1− r2
 , x ∈ A4.
(135)
Proof of Theorem 2. Note that the matrices in (135) are positive semidefinite because |r| 6 1. We also have
−α 6 s′′(t;α) < 0 for all t. Hence,
∇2S(x; a) < −α
[
1 r
r 1
]
, x ∈ R2. (136)
Using (15) and (22), we write (136) as
∇2S(x; a) < −1
2
[
a1 + a2 a1 − a2
a1 − a2 a1 + a2
]
. (137)
Since s′′(0;α) = −α [see (8)], we similarly have
∇2S(0; a) = −1
2
[
a1 + a2 a1 − a2
a1 − a2 a1 + a2
]
. (138)
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A.6 Proof of Theorem 3
Proof of Theorem 3. Without loss of generality, assume a1 > a2. From (32) and (6), the inequality (36) can
be written as
s(x1; a1) + s(x2; a1) 6 S(x; a) 6 s(x1; a2) + s(x2; a2) (139)
where S is given in Definition 2. First we prove (139) for x ∈ A1. Second, we prove it for x ∈ A3. The
proofs for x ∈ A2 and x ∈ A4 are essentially identical by symmetries. Note that since a1 > a2 > 0, we have
a1 > α > a2 and 0 6 r 6 1.
Let x ∈ A1. We seek to prove
s(x1 + rx2;α) + (1− r) s(x2; a1) > s(x1; a1) + s(x2; a1). (140)
Using (91), we have
s(x1 + rx2;α) = (1 + r) s
(x1 + rx2
1 + r
; a1
)
(141)
> (1 + r)
[ 1
1 + r
s(x1; a1) +
r
1 + r
s(x2; a1)
]
(142)
= s(x1; a1) + r s(x2; a1) (143)
where the inequality is due to s being a concave function. Adding (1 − r) s(x2; a1) to both sides of (143)
gives (140).
Let x ∈ A1. (That is, 0 6 x2 6 x1 or x1 6 x2 6 0.) We seek to prove
s(x1; a2) + s(x2; a2) > s(x1 + rx2;α) + (1− r) s(x2; a1). (144)
From (91) we have
s(x2; a1) =
1
1 + r
s((1 + r)x2;α). (145)
Suppose 0 6 x2 6 x1. As s is concave and s(0; · ) = 0, we have
s(x1;α) >
x1
x1 + rx2
s(x1 + rx2;α) (146)
because 0 6 x1 6 x1 + rx2. Similarly,
s((1 + r)x2;α) >
(1 + r)x2
x1 + rx2
s(x1 + rx2;α) (147)
because 0 6 (1 + r)x2 6 x1 + rx2. From (145) and (147) it follows that
rs(x2; a1) >
rx2
x1 + rx2
s(x1 + rx2;α). (148)
Adding (146) and (148) gives
s(x1;α) + rs(x2; a1) > s(x1 + rx2;α). (149)
Adding (1− r) s(x2; a1) to both sides of (149) gives
s(x1;α) + s(x2; a1) > s(x1 + rx2;α) + (1− r) s(x2; a1). (150)
Since α > a2, we have s(x1; a2) > s(x1;α). Similarly, since a1 > a2, we have s(x2; a2) > s(x2; a1). It follows
that (144) holds. For x1 6 x2 6 0 the proof is similar.
Let x ∈ A3. We seek to prove
s(rx1 + x2;α) + (1 + r) s(x1; a2) > s(x1; a1) + s(x2; a1). (151)
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Suppose x2 > −x1 > 0. Since 0 6 r 6 1 it follows that 0 6 rx1 + x2 6 x2. As s is concave and s(0; · ) = 0,
we have
s(rx1 + x2;α) >
rx1 + x2
x2
s(x2;α) (152)
and
s(x1;α) = s(−x1;α) > −x1
x2
s(x2;α) (153)
where we use the fact that s is symmetric. Multiplying (153) by r and adding (152), we have
s(rx1 + x2;α) + rs(x1;α) > s(x2;α) (154)
Since a2 6 α, we have s(x1; a2) > s(x1;α). Multiplying by (1 + r) and rearranging, we have
(1 + r)s(x1; a2)− rs(x1;α) > s(x1;α). (155)
Adding (154) and (155), we have
s(rx1 + x2;α) + (1 + r) s(x1; a2) > s(x1;α) + s(x2;α). (156)
Since α 6 a1, we have s(t;α) > s(t; a1) for all t. It follows that (151) holds. For x2 6 −x1 6 0 the proof is
similar.
Let x ∈ A3. We seek to prove
s(rx1 + x2;α) + (1 + r) s(x1; a2) 6 s(x1; a2) + s(x2; a2). (157)
From (96) we have
s(rx1 + x2;α) = (1− r) s
(rx1 + x2
1− r ; a2
)
. (158)
Since s is symmetric, we have s(x1; a2) = s(−x1; a2). Hence
s(rx1 + x2;α) + rs(x1; a2) = (1− r) s
(rx1 + x2
1− r ; a2
)
+ rs(−x1; a2) (159)
6 s
(
(1− r)rx1 + x2
1− r − rx1; a2
)
(160)
= s(x2; a2) (161)
where the inequality is due to s being a concave function. Adding s(x1; a2) to both sides of (161) gives the
desired inequality (157).
A.7 Proof of Lemma 4
Proof of Lemma 4. We express F in (47) as
F (x) =
1
2
‖y −Hx‖22 +
λ
2
∑
n
ψ((xn−1, xn); a) (162)
=
1
2
yTy − yTHx+ 1
2
xT (HTH − P )x+ g(x) (163)
where g : RN → R is defined as
g(x) =
1
2
xTPx+
λ
2
∑
n
ψ((xn−1, xn); a). (164)
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The first three terms are convex. Hence F is convex if g is convex. We express P as a sum of matrices, each
comprising a single 2× 2 block.
P = · · ·+

0
1
2p0 p1
p1
1
2p0
0
0
+

0
0
1
2p0 p1
p1
1
2p0
0
+ · · · (165)
Hence g may be expressed as
g(x) =
1
2
∑
n
((
xn−1, xn
) [ 1
2p0 p1
p1
1
2p0
](
xn−1
xn
)
+ λψ((xn−1, xn); a)
)
(166)
=
1
2
∑
n
f((xn−1, xn)) (167)
where f : R2 → R is given by (49). If f is convex, then g is the sum of convex functions and is thus convex
itself.
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