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Abstract
The consequences of spatial eﬀects on discrete choice models have not been well
established. Various ad hoc workarounds have been proposed to mitigate potential es-
timation problems. This paper employs Monte Carlo simulation to investigate the
severity of the problems introduced by spatial eﬀects and the eﬀectiveness of the
workarounds.
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1Introduction
A discrete choice framework is often encountered in economic analysis of land use; for exam-
ple, what leads some land to be agricultural and other land non-agricultural. The land use
literature has often employed discrete choice techniques especially following the justiﬁcation
and derivation provided by Chomitz and Gray. Examples include Nelson and Hellerstein,
Staal, et al., and others. Spatial eﬀects are found when what occurs at one location is
aﬀected by conditions at other locations.
It is well known that spatial eﬀects involving continuous left-hand-side variables can
cause bias and/or ineﬃciency in the parameter and variance estimates. In discrete choice
situations the consequences are much less well understood (see for example Anselin, 1988 or
Anselin and Bera). Some fully spatial treatments of spatial eﬀects for the binary probit case
are under development (Fleming).
In the absence of theoretically acceptable solutions, the land use literature has proposed
ad hoc workarounds in an attempt to address the potential for inaccurate estimation and
prediction.
This paper evaluates the performance of several of the most commonly used workarounds
using synthetic data generated with a wide range of parameter options. Using generated
data rather than actual land-use data aﬀords a best case scenario in which to consider the
workaround techniques. This Monte Carlo simulation investigates the consequences for the
workarounds in both the presence and absence of various kinds of spatial eﬀects. The primary
criterion for judging the performance of diﬀerent techniques is how well the estimated model
predicts outcomes in a second dataset generated using identical procedures. Prediction is
considered rather than parameter estimates for two reasons. As will be apparent later, the
parameters in a discrete choice situation are not fully identiﬁed. Further, in the case of
a true spatial eﬀect, the estimated parameters are not directly comparable to the “true”
parameters because the assumed form of the estimated model is diﬀerent than the true.
2The paper is structured as follows. The latent variable interpretation of binary discrete
choice is presented. Then, diﬀerent kinds of spatial eﬀects are presented along with the
complications they introduce. The next section presents and categorizes workarounds. The
Monte Carlo setup is brieﬂy described along with the results obtained from diﬀerent combi-
nations of parameter choices. Technical details concerning one of the workarounds are found
in the Appendix.
The Latent Variable Approach
General Setup
The standard approach to discrete choice estimation is to view a discrete outcome (Y col-
lectively or yi for a particular datapoint i) as a consequence of underlying “latent” variables
(Y ∗ or y∗
i) which are continuous. This paper will consider only the binary case as a special
case of more general problems. The same concept can be applied to choosing between several
options.
Consider that there is a latent variable for each possible choice. In the case of land
use, the idea is that for each possible use (agriculture, forest, etc.), there is a proﬁt function
based on the characteristics of the parcel, and the characteristics of the technologies available
(collectively, x). In general then,
y
∗
i = f(xi) (1)
With the possibility of spatial eﬀects (as represented by a spatial weights matrix to be
described later), the latent variable will be determined by both the characteristics of a











3The decisionmaker then chooses the most proﬁtable option. With no conversion costs
from one choice to another, the absolute proﬁt levels are irrelevant: only the relative levels
matter. Consider a binary case, say corn versus parking lot. Picking the most proﬁtable
option is the same as the following. For a particular datapoint, take the proﬁtability of
planting corn (y∗
icorn) and subtract the proﬁtability of paving a parking lot (y∗
iparking lot) from
it and call it plain y∗
i = y∗
icorn − y∗
iparking lot. If this new (unsubscripted) y∗
i is positive, the
ﬁrst option (corn) is chosen. If y∗
i < 0 the second option is chosen.1 This means that the
researcher cannot determine the individual y∗
ioption. Further, if the decision rule is multiplied
by any positive scalar, the decisions are unchanged. Thus, even the diﬀerenced y∗
i is only
identiﬁable up to an arbitrary multiplicative constant. This single, unsubscripted y∗
i (or when
arranged into a column vector of all the observations: Y ∗) is referred to in the remainder of
the paper as “the latent variable”
Working backward, the logical connection is that Y is the column vector of zeros and ones
corresponding to which option is chosen based on the values of Y ∗. Y ∗ is in turn determined
by observed independent variables (X), individual independent unobserved inﬂuences (error
terms ε), and parameters (β). They are usually assumed to be related in a linear way (this
is known in various literatures as a compensatory linear model):
Y
∗ = Xβ + ε (3)
yi = 0 iﬀ y
∗
i < 0 (4)
yi = 1 iﬀ y
∗
i ≥ 0 (5)
Maximum Likelihood Estimation and Error Speciﬁcation
Estimation usually follows maximum likelihood lines and is relatively straightforward for
linear (in parameters) latent variables. One item to bear in mind is the underidentiﬁcation
of the scaling of the parameters in the estimation. Note the form of the decision rule in
4expression 4. If the inequality is multiplied by any positive number, the choice remains the
same because the left-hand-side will still have the same algebraic sign and the right side will
still be zero. For example, in a single variable model
y
∗
i = mx + b < 0 (6)
is the same decision rule as
y
∗
i = (km)x + (kb) < 0k = 0; ∀ k > 0 (7)
Thus, to obtain unique, comparable parameters, the scale must be arbitrarily chosen by
the researcher. This is usually imposed implicitly in the speciﬁcation of the assumed error
structure (speciﬁcally, the variance). Regardless, ratios of the coeﬃcients are identiﬁed
because the arbitrary scale factor will divide out.
The particular speciﬁcation for the error determines the ﬂavor of the binary choice model.
Some common choices are linear probability [ε ∼ U(0,1), decision rule is yi = 0 iﬀ y∗
i > 1
2],
probit [ε ∼ N(0,1)], and logit [ε ∼ Logistic,f(ε) = 1
1−e−ε].
Conceptualizing/modelling Spatial Eﬀects
The Spatial Weights Matrix
Spatial eﬀects are present when what happens at one location is aﬀected by the situation at
neighboring locations. One common method of modelling these interactions is called direct
representation: a spatial weights matrix explicitely describes the relationship between the
data points. This matrix is then used to transform parts of the model to reﬂect the suspected
spatial structure. Speciﬁcally, the spatial weights matrix is an n × n square matrix where n
is the number of observations in the data set. At each row/column combination a number
5is recorded that represents whether the location corresponding to column is a neighbor of
the location corresponding to row and the degree of its importance. [For a more complete
description, see, for example Anselin (1988).] The weights matrix (commonly denoted as
‘W’) can then be used to premultiply parts of classical linear models to create new spatially
interacting ones as indicated in the following section.
Anselin’s Second Generation Taxonomy
Spatial processes can take a myriad of forms. Anselin (2003) introduced a second generation
taxonomy to describe spatial models by their eﬀective range of interaction.
The categories are Local and Global (determined by whether the spatial eﬀect applies
only to immediate neighbors) and in Errors and in X (determined by what the weights
matrix is applied to).
The taxonomy is applied in general as follows. First, the model is manipulated until it
is of the form Y ∗ = f (X,β,ε,ρ,W). If the power on the W is 1, then the eﬀect is “Local.”
If the power of the factor that W is a part of is −1, the eﬀect is deemed “Global.”
Consider a model like:
Y
∗ = Xβ + ε + ρWε = Xβ + (In + ρW)ε (8)
Y ∗ is determined by its own characteristics (X), the error at its location (ε) and a scaled
weighted average of the errors at its immediate neighbors’ locations (ρWε). (W deﬁnes the
neighbors and ρ scales the eﬀect.) This would be classiﬁed as a “Local in Errors” model
because the spatial eﬀect is caused only by the immediate neighbors of each location and
the error term is what is aﬀected.
6Consider another traditional example that results in a global eﬀect:
Y
∗ = Xβ + u;u = ρWu + ε (9)
This exhibits an error term where the total error at a particular location is the sum of
the (scaled and averaged) neighbors’ total errors and one’s own independent error. To write
equation 9 in fully reduced form, the u must be substituted out:
(In − ρW)u = ε (10)
u = (In − ρW)
−1ε (11)
Y
∗ = Xβ + (In − ρW)
−1ε (12)
Interpretation is now more diﬃcult due to the presence of the matrix inverse. W often
consists primarily of zeros and thus cuts oﬀ the range of interaction at the immediate neigh-
bors. (In − ρW)
−1 usually has no non-zero elements. Many of those elements are very small,
but in principle, any particular location is aﬀected by every other location, as well as itself.
Thus, the range of interaction extends beyond the immediate neighbors and will be farther
as |ρ| increases. The model expressed by equations 9 and 12 is called Global in Errors.
Anselin (2003) illustrates the global nature of the matrix inverse by performing an ex-
pansion (if |ρ| < 1):
(In − ρW)
−1 = In + ρW + ρ
2W
2 + ··· + ρ
kW
k + ··· (13)
Thus, when a matrix is premultiplied by the matrix inverse, it is interacting with itself
(In), its immediate neighbors (W), its second order neighbors (W 2: any location that is a
neighbor of a neighbor will have a non-zero entry; this could include some of the ﬁrst order
immediate neighbors as well), and so on, each discounted by the spatial parameter ρ. If ρ
7is close to zero, the interaction will drop oﬀ quickly, but if it is close to unity, many more
locations will be involved in a meaningful way.
The eﬀects need not be limited only to ε. Consider the traditional spatial lag model:
Y
∗ = ρWY
∗ + Xβ + ε (14)
In reduced form it becomes “Global in Both X and Errors”:
Y
∗ = (In − ρW)
−1Xβ + (In − ρW)
−1ε (15)
Spatial Eﬀects with Binary Dependent Variables
Spatial speciﬁcations are suspected to cause problems in estimation due to their multivariate
nature. Start by considering the classical case that the standard discrete choice approach
is designed for: a linear latent variable with IIDN(0,1) errors. (In the following, ε is the
individual independent error term assumed to follow a standard normal.)
Y
∗ = Xβ + ε (16)
The likelihood for this case is (numerically) tractable because the density for ε(n×1) can
be broken down into a simple product of univariate normals for which there are suﬃcient
approximations. True spatial speciﬁcations introduce complications. If a true spatial process
is occurring, the likelihood cannot be broken down into univariate components; it must stay
fully multivariate. In a correctly speciﬁed MLE setup, ε is a draw from a fully multivariate
distribution of the same dimension as the size of the dataset. Finding the probability of a
particular outcome requires calculating a multiple integral of the same dimension. To see
8why it must remain fully multivariate consider the Local in Errors example:
Y
∗ = Xβ + (In + ρW)ε (17)
Then, the probability (likelihood) of the observed outcomes occurring based on a particular
set of parameters β and ρ is:

















































































where the inequality for each row is “<” if yi = 0 and “≥” if yi = 1. Notice that there is no
good way to move the (In + ρW) to the other side to get the ε by themselves to reduce it
to a collection of univariate distributions.
If the spatial eﬀects are ignored and a standard MLE is na¨ ıvely applied, the implicit
threshold will be diﬀerent on top of ignoring the multivariate nature of the problem. Unfor-
tunately, it is not entirely clear how these potential complications will manifest themselves.
9Thus their eﬀects will be investigated by Monte Carlo simulation. That is, datasets will be
constructed with a particular structure built in. Then various (non-fully spatial) estimators
will be applied to see how they fare.
Latent Spatial Speciﬁcations to Be Considered
The forms that will be investigated are as follows.
Local in Errors:
Y
∗ = Xβ + (In + ρW)ε (21)
Global in Errors:
Y




∗ = Xβ + WXγ + ε (23)
Here γ is the collection of coeﬃcients for the “spatially lagged X.”2 This speciﬁcation does
not have the multivariate complications because the ε are still IIDN(0,1).
Global in X:
Y
∗ = (In − ρW)
−1Xβ + ε (24)
This also does not have the multivariate complications. If the matrix inverse is multiplied
out, a somewhat strange structural form is obtained:
Y
∗ = ρWY
∗ + Xβ + ε − ρWε (25)
Global in Both X and Errors:
Y
∗ = (In − ρW)
−1Xβ + (In − ρW)
−1ε (26)
10As mentioned before, this is the traditional lag model
Y
∗ = ρWY
∗ + Xβ + ε (27)
Testing for Spatial Eﬀects
The typical approach for testing is to estimate a model and look for spatial patterning in the
residuals. This is done by combining the residuals with a candidate weights matrix to test for
absence of correlation among neighboring residuals. The traditional test for independence
against very general spatial alternatives in the continuous case is Moran’s I. However, when
the dependent variable is discrete, there are no true residuals to examine. Kelejian and
Prucha have developed a Moran’s I analog for pseudo-residuals that works in a discrete
choice context and is employed in the Monte Carlo portion of this study. The statistic is
asymptotically distributed as N(0,1).
The Moran’s I analog is calculated as follows (assuming a symmetric distribution for ε).
˜ Wij = (Wij + Wji)
2 (28)
˜ εi = yi − Fε(ˆ yi
∗) (29)
Q
∗ = ˜ ε
0W ˜ ε (30)
ˆ σ
2
i = Fε(ˆ yi
















Because spatial eﬀects are thought to be important in land use decision making, and because
fully spatial treatments are at present impractical, several workarounds have been used to
11try and mitigate the potential deleterious consequences caused by spatial eﬀects. The main
workarounds used in the past as well as some other possibilities are listed below. All of these
are applied in the Monte Carlo simulations.
Na¨ ıve Strategy
This strategy ignores any potential spatial eﬀects. This approach is rational if the researcher
does not realize that spatial eﬀects may be present or if there are no superior techniques
available. In practice, this means to apply an out-of-the-box binary probit MLE routine to
the data which are assumed to behave as
Y
∗ = Xβ + ε;ε ∼ N(0,σ
2
ε = 1) (34)
Inclusion of Spatially Derived Explanatory Variables
In these strategies, extra variables are constructed and included as explanatory variables.
Sometimes a proxy can be included that is thought to reﬂect the spatial patterning. Examples
included in the literature include distance to a common point, or coordinates (allowing a
directional trend). Distances to closest geographic features like cities also fall into this
category. Another approach is to include one or more spatially lagged X (W kX) up to
whatever order (k) is desired. This would be expected to help when there is a spatial eﬀect
in X.
In the Monte Carlo simulation results presented below, both of these are used as reﬁne-
ments on the mainstream Na¨ ıve Strategy.
Again, here is the assumed behavior of the data:
true : Y ∗ = (In − ρW)
−1 Xβ + ··· (35)
or Y ∗ = Xβ + WXγ + ··· (36)
12assumed : Y ∗ = Xβ + Aζ + ε (37)
or Y ∗ = Xβ + WXξ1 + W
2Xξ2 + ε (38)
Besag Coding
This approach is based on a technique proposed by Besag. The idea is that problems are
suspected because the datapoints are not truly independent because of feedback from neigh-
bors. To get around this, the dataset is subsampled to include only datapoints that are
non-neighbors, or at least not close neighbors. Thus, the points are picked in such a way
that all chosen points are relatively far from each other. Note that this is nonrandom pre-
cisely because only non-neighbors are desired. The spacing of the subsample is chosen to to
be slightly farther than the researcher feels the interaction reaches. In the case of a local
interaction, the spatial dependence should be essentially absent once the spacing is greater
than the typical distance to a neighbor. Global interaction should also drop oﬀ, but not
nearly as quickly since each data point is related to almost every other location.
There are many possible subsamples that can be used. Consider a regular grid or lattice.
Suppose that every other point is chosen both across and down. Only 1
4 of the data is used
in any particular one of four unique subsamples. So now, there is the problem of several
subsamples to use as well as the problem of lost information from all the unused datapoints.
It is possible to combine the estimates (Besag originally proposed this) while ignoring the
dependence between the subsamples. The details of such an approach are given in the
Appendix.
However, this may not be as eﬀective as hoped. Under this implementation, despite the
subsampling, the Y are still being matched with X rather than the spatially transformed X
and thus, despite the subsampling, the estimates will be similar to the Na¨ ıve estimates, only
less eﬃcient. The original idea behind the coding scheme was to allow a conditional estima-
tion. Consider the continuous case with Global in both X and Errors, speciﬁcally equation
1326. With the subsampling, WY ∗ can be constructed for each included datapoint from the
excluded ones (then all the datapoints and variables are still more or less independent). In
the discrete case, this type of construction is not as clear. Since the Y ∗ are reﬂected (albeit
incompletely) in the Y , one possibility is to include WY (based on the non-selected points).
It might be expected that better estimates for β are obtained. However, an estimate of ρ
is needed in order to make predictions as well as to interpret the substantive signiﬁcance
of the spatial eﬀect. The coeﬃcient for WY is not ρ and it is not readily apparent how to
manipulate it in such a way as to obtain ρ. Thus, supposing this is an eﬀective strategy for
dealing with the spatial eﬀects, interpretation and prediction are still problematic.
It does not appear that this formulation has been applied in the past.
The models serving as bases for these are:
true : any of the discussed speciﬁcations (39)
assumed : Y ∗ = Xβ + ε (part of dataset) (40)
or Y ∗ = θWY + Xβ + ε (conditioned on excluded points) (41)
Monte Carlo Setup and Results
General Setup
To investigate the inﬂuence of spatial eﬀects and the eﬀectiveness of the workarounds, a
Monte Carlo simulation is developed. All of the diﬀerent latent speciﬁcations previously
described are simulated and then estimated using the diﬀerent workarounds. A wide range
of values is used for each parameter (in all combinations).3
A 30×30 square lattice is used for a total of 900 data points. The model is assumed to
consist of a constant term and two independent variables (drawn from a normal distribution
around zero whose variance is determined by the desired explanatory value of the model).
14Since only the ratio of the coeﬃcients is of consequence, the coeﬃcient for one variable
(b, a scalar) is (without loss of generality) ﬁxed at −1 while the constant term (a, also
a scalar) is varied along with the other coeﬃcient.4 The independent errors are pseudo-
randomly generated from a standard normal distribution.5 So far, the actual speciﬁcation is
y∗
i = a + bx1i + cx2i + εi.
For true spatial processes, a row-standardized Queen-criterion weights matrix is used
(shared sides and corners). All of the previously described spatial speciﬁcations are simu-
lated with a constant and two explanatory variables: X(n×3) = [~ 1(n×1)|~ x1(n×1)|~ x2(n×1)]. The
constructed proxy variables are distance-to-a-common-point (the upper left-hand corner),
latitude, and longitude. For inclusion of lagged independent variables, ﬁrst and second order
lags are constructed (WX and W 2X). The spacing for the Besag coding is set at 3 (every
fourth observation is selected) which should be suﬃcient to counteract a local interaction
from the Queen neighbors.
A detailed description of the various cases and workarounds can be found in the appendix.
A range of values are used for each remaining parameter (a,c,ρ,r2). All possible com-
binations of parameters are used for all of the various speciﬁcations. The values used are
summarized in Table 1. When Global in X speciﬁcations are used, extreme parameter values
often result in simulated datasets consisting nearly entirely of 1’s or 0’s. This is especially
problematic for the Besag estimators which subsample. Thus, for those cases, a narrower
range is employed which generates a suﬃciently balanced split to allow estimation.
For each combination, two datasets are generated using identical parameters and proce-
dures. The ﬁrst is used as an “estimation set” for the estimation and is subjected to the
Kelejian and Prucha Moran’s I analog test for independence from spatial eﬀects. The second
is used for cross-validation of the estimated models. Each combination is replicated 500
times.
After a dataset is generated and each of the workarounds is applied several results are
15Parameter Typical Values Used Brief Explanation
a -0.75 -0.55 -0.5 0 0.5 0.55 0.75 Constant Term
b -1 Coeﬃcient of x1
c -0.75 -0.55 -0.5 0 0.5 0.55 0.75 Coeﬃcient of x2
ρ 0.25 0.65 Spatial Parameter
γ ρb,ρc Coeﬃcients for Local in X
r2 0.25 0.75 Explanatory Value
Table 1: Assumptions used in Monte Carlo simulations.
calculated (described below) across all repetitions. Since the data are generated, the true
model structure and parameters are known and predictions of Y can be made using the
true model speciﬁcation with the true parameters. The predictive ability of the true model
(without the error eﬀects) can thus be compared to the predictive ability of the estimated
models. Two things can then be observed: ﬁrst, how important the error structure is, and
second, how much more badly the misspeciﬁed models perform.
Results
Several results become apparent upon review of the 265 tables of results (available upon
request) corresponding to the diﬀerent parameter combinations for each speciﬁcation. The
examples discussed shortly are those showing the most extreme behavior. The other param-
eter combinations exhibited more muted eﬀects.
The numbers presented in the tables are as follows. For each speciﬁcation reported, the
parameters used to generate the data are shown (following the naming convention used in
the text) along with the average split between the realized ones and zeros. “Frac RightIn, ˆ µ”
is the sample mean (across all repetitions) of the fraction of observations correctly predicted
when using the estimates along with the assumed model on the estimation dataset. Similarly,
“Frac RightOut, ˆ µ” is the sample mean of the fraction correctly predicted when using the
estimates and assumed model but X and Y from the validation dataset. In both cases,
the lines marked “ˆ σ2” give the sample variance of the fraction correctly predicted. In all
16cases the number corresponds to a standard deviation of less than 3.0% indicating that the
performance was very similar between repetitions.
Additionally, the sample mean and variance of the log-likelihood resulting from the as-
sumed form of the model and the estimated parameters are listed in the four lines marked
“Assumed LL.”
Finally, the rejection rates for the Kelejian-Prucha test are shown for each workaround
and the true model. This is not done for the Besag estimates since the full dataset is not
what was used in the estimation. The test statistic assumes that the pseudo-residuals come
from the same data used to estimate the parameters; which is not quite the case here. That
is, one could mechanically apply the rules, but there are no guarantees that the statistic will
actually follow N(0,1) even though it may appear to do so.
The procedure for comparing the workarounds is to ﬁrst compare the predictions of the
true model (the correct speciﬁcation and parameters are known, but not the errors) to the
Na¨ ıve predictions. If the Na¨ ıve model performs substantially diﬀerently the next step is
to see if any of the workarounds dominated it. Then further observations can be made by
comparing the resulting assumed log-likelihoods and test rejection rates.
The ﬁrst result observed is that very little information is available in a binary choice
situation. Regardless of the speciﬁcation, when the underlying explanatory value of the
model (controlled via the target r2) is low, correct estimation procedures and even the true
model barely predict better than predicting all the outcomes to be identical. This is especially
apparent when the parameters are such that the outcomes are heavily stacked to one side or
the other.
Second, the Error models and Local in X models do not cause the workarounds to perform
much worse than the true model. For Error models, none of the workarounds prove superior
to Na¨ ıvet´ e. Independence of the pseudo-residuals is soundly rejected routinely for the Error
models.
17Table 2 shows the results from a Global in Errors model that would be expected to
perform poorly. However, notice that all of the diﬀerent workarounds predict approximately
as well as the true model (excluding the errors).
For the Local in X models (for example, Table 2), inclusion of lagged Xs drops the
rejection rate back to its proper size (if independence is rejected under the Na¨ ıve strategy,
which occurs only when γ is relatively large) and improves predictive ability slightly (for an
extreme example, moving from 81.73% in Na¨ ıve to 83.16% with lags with the true model
predicting 83.38% correctly).
Global in X models hurt the predictive ability of the Na¨ ıve estimation more than the
previous speciﬁcations. The predictive ability is restored (both in the estimation sets and
in the cross-validation sets) by including ﬁrst and second order lagged X. Independence is
routinely accepted if there is only the standard error structure but is soundly rejected for
the models with both Global in X and Global in Errors.
One of the most extreme examples constructed is listed under Global in X in Table 4. The
Na¨ ıve approach predicted (on average) 81.53% correctly. Inclusion of lagged independent
variables brought it up to 85.53% while the true model predicted 85.72% correctly. The
rejection rate for Kelejian-Prucha test dropped from 52.33% (at the 1% threshold) to 0.44%
while the true model rejected exactly 1%. The assumed log-likelihood was also larger with
the diﬀerence being greater than the square root of the sample variance.
For some reason, when a Global spatial eﬀect is present in Both the X and the errors,
the diﬀerence in predictive ability between the Na¨ ıve and the true tended to be less that in
the Global in X, although the predictive ability is possibly lower overall. The calculations
in Table 5 gives an example. The only major diﬀerence among the workarounds is that
inclusion of the distance to a common point and the coordinates hurt the predictive ability
in the cross-validation set. The improvement in the mean assumed likelihood is within a
standard error. The error term is still misspeciﬁed, rendering the assumed likelihood of
18limited use. Notice also that all the workarounds (including Na¨ ıve) brought the rejection
rate down from that of the true model, but independence was still rejected the majority of
the time.
In almost all cases, the Na¨ ıve model was aﬀected the most when the explanatory value of
the underlying model was high along with the spatial parameter and outcomes split evenly.
Conclusions
Based on the simulations, two implications are especially important within the context that
these datasets were constructed:
First, any regression technique is helpful only if the modelled portion is much more
important than the unmodelled eﬀects. Since binary discrete choices inherently contain
little information, it is perhaps not surprising that even the correct model does not perform
well when the data are unevenly split. This is not a new conclusion: e.g., Greene p. 833.
Second, spatial eﬀects in the latent variable do not seem to have serious eﬀects on pre-
dictive ability (both in and out of sample) except for Global in X models. In these cases,
the predictive ability can be restored by inclusion of ﬁrst and second order spatially lagged
explanatory variables.
Appendix: Details of Combined Besag Coding Estima-
tor
When Besag Coding is employed, the full data set is systematically subsampled to select
observations that are not close neighbors. Consider a square lattice world. The easiest way
to systematically subsample is to choose a spacing s and a base point in the upper-left-hand
corner. Selecting the base point, skip the next (s − 1) and select the sth one, etc. until
19the edge is reached. If the width of the map is not an even multiple of s, the last point is
dropped. This ensures that there are s2 subsamples which are non-intersecting. Similarly,
select every sth point down from the selected points on the top row. Every possible unique
subsample can be constructed by moving the base point systematically to every point in the
s × s box in the upper-left-hand corner. As noted by Besag these subsamples are likely to
be highly dependent. Still, as a ﬁrst try, they can be regarded as independent.
From each subsample an estimate can be obtained of both β and the variance of ˆ β. These
can be combined using a GLS approach. Let j ˆ βi denote the estimate from subsample i of a
particular parameter j and jvi denote the estimated variance of the estimate of parameter
j from subsample i. All this is put together in a GLS-solvable model of a constant with
heteroskedasticity:
j ˆ β = ~ 1
jB +
ju (42)
where j ˆ β are the s2 estimates of parameter j and jB is the “true” parameter j (or rather, the
mean of the process generating the estimates of parameter j) and ju follows MV(0,jΩ) with
jΩ being the variance-covariance matrix initially assumed to have the jvi on the diagonal
(reﬂecting the independence assumption which may or may not be valid).
Applying the GLS estimator gives
j ˆ B =


































This is the estimator used in the Monte Carlo procedure to obtain a unique Besag Coding
estimate.
20Appendix: Details of Speciﬁcations
Deﬁnitions
The basic model consists of a constant and two explanatory variables. ε(n×1) is the column
vector containing the individual independent errors. 1(n×1) is a column consisting entirely of
ones (1). x(n×2) is the matrix containing the two explanatory variables. The elements of x
are pseudorandomly drawn from a normal distribution with mean 0 and variance σ2
X. The











The matrix X(n×2) is deﬁned by the horizontal augmentation of 1(n×1), x1(n×1) and x2(n×1):
X = [1(n×1)|x1(n×1)|x2(n×1)] (47)
The coeﬃcient vector β(3×1) is deﬁned as:
β = [a b c]
0 (48)
ρ is a scalar representing the spatial parameter, when needed. γ is a vector of the same
dimension as β that is used in the case of Local in X. In these simulations, the ﬁrst element
of γ is set to 0 because it is not separately identiﬁable from a.
Cases
The “true” speciﬁcations were calculated using matrix algebra and the matrix equations
described in the main body using the matrices deﬁned above. The construction of the
workarounds is now described (except for the Besag coding). All of the strategies involve
21using a standard probit MLE. The diﬀerences lie in which variables are included.
For the Na¨ ıve strategy, the variables are assumed to be just those which are available
and not changed at all:
Xnaive = [1(n×1)|x1(n×1)|x2(n×1)] (49)
For the inclusion of geographically constructed variables strategy, additional variables
are included. The latitude and longitude are just the row and column coordinates on the
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23Global in Error with 500 repetitions
a = 0; b = -1; c = -0.55; r2 = 0.25; ρ = 0.65 .
Average fraction of 1s in the estimation sample: 0.4921
and in the validation sample: 0.5031
True Na¨ ıve Besag Distance Lags
Frac RightIn, ˆ µ 0.6472 0.6510 0.6511 0.6577 0.6550
Frac RightIn, ˆ σ2 0.0002 0.0003 0.0003 0.0002 0.0003
Frac RightOut, ˆ µ 0.6411 0.6370 0.6371 0.6315 0.6339
Frac RightOut, ˆ σ2 0.0003 0.0003 0.0003 0.0004 0.0003
Assumed LL In, ˆ µ NaN -653.3655 -653.1773 -649.1108 -650.4266
Assumed LL In, ˆ σ2 NaN 146.0447 145.2341 154.0995 146.5083
Assumed LL Out, ˆ µ NaN -658.8977 -658.6573 -663.2723 -660.9389
Assumed LL Out, ˆ σ2 NaN 1153.0519 1157.6611 1137.6845 1182.2080
K-P MI; 0.05 1.0000 0.5556 NaN 0.5556 0.5556
K-P MI; 0.01 1.0000 0.5556 NaN 0.5556 0.5556
Table 2: Selected Monte Carlo results: an example of a Global in Error speciﬁcation.
Local in X with 500 repetitions
a = 0; b = -1; c = 0; r2 = 0.75; ρ = 0.65 .
Average fraction of 1s in the estimation sample: 0.4890
and in the validation sample: 0.5147
True Na¨ ıve Besag Distance Lags
Frac RightIn, ˆ µ 0.8401 0.8294 0.8293 0.8302 0.8416
Frac RightIn, ˆ σ2 0.0001 0.0001 0.0001 0.0001 0.0001
Frac RightOut, ˆ µ 0.8338 0.8173 0.8172 0.8161 0.8316
Frac RightOut, ˆ σ2 0.0001 0.0001 0.0001 0.0001 0.0001
Assumed LL In, ˆ µ NaN -522.4144 -522.1772 -522.1065 -513.0823
Assumed LL In, ˆ σ2 NaN 104.9437 105.1442 111.3102 106.5840
Assumed LL Out, ˆ µ NaN -512.8200 -512.6110 -514.3817 -510.9494
Assumed LL Out, ˆ σ2 NaN 145.1112 146.7731 153.7664 182.7664
K-P MI; 0.05 0.0560 0.1011 NaN 0.0633 0.0344
K-P MI; 0.01 0.0180 0.0367 NaN 0.0211 0.0078
Table 3: Selected Monte Carlo results: an example of a Local in X speciﬁcation.
24GlobalX with 500 repetitions
a = 0; b = -1; c = -0.55; r2 = 0.75; ρ = 0.65 .
Average fraction of 1s in the estimation sample: 0.4996
and in the validation sample: 0.4894
True Na¨ ıve Besag Distance Lags
Frac RightIn, ˆ µ 0.8526 0.8146 0.8144 0.8197 0.8541
Frac RightIn, ˆ σ2 0.0001 0.0001 0.0001 0.0001 0.0001
Frac RightOut, ˆ µ 0.8572 0.8153 0.8152 0.8116 0.8553
Frac RightOut, ˆ σ2 0.0001 0.0001 0.0001 0.0001 0.0001
Assumed LL In, ˆ µ NaN -528.5648 -528.7802 -523.9777 -499.9373
Assumed LL In, ˆ σ2 NaN 87.6455 86.8410 85.7967 85.2983
Assumed LL Out, ˆ µ NaN -533.6333 -533.8704 -536.2926 -502.4204
Assumed LL Out, ˆ σ2 NaN 120.1125 120.1513 123.9050 129.9366
K-P MI; 0.05 0.0440 0.5389 NaN 0.5344 0.0233
K-P MI; 0.01 0.0100 0.5233 NaN 0.5056 0.0044
Table 4: Selected Monte Carlo results: an example of a Global in X speciﬁcation.
Global in Both with 500 repetitions
a = 0; b = -1; c = -0.55; r2 = 0.75; ρ = 0.65 .
Average fraction of 1s in the estimation sample: 0.4643
and in the validation sample: 0.5088
True Na¨ ıve Besag Distance Lags
Frac RightIn, ˆ µ 0.8303 0.8023 0.8022 0.8088 0.8328
Frac RightIn, ˆ σ2 0.0001 0.0001 0.0002 0.0001 0.0001
Frac RightOut, ˆ µ 0.8415 0.8112 0.8111 0.8061 0.8376
Frac RightOut, ˆ σ2 0.0001 0.0001 0.0001 0.0001 0.0001
Assumed LL In, ˆ µ NaN -551.3561 -551.2477 -546.2708 -527.8512
Assumed LL In, ˆ σ2 NaN 115.5731 117.2211 106.3908 121.6281
Assumed LL Out, ˆ µ NaN -521.0572 -520.9640 -525.5176 -506.3887
Assumed LL Out, ˆ σ2 NaN 251.6966 253.8517 272.9082 309.6844
K-P MI; 0.05 1.0000 0.5556 NaN 0.5556 0.5556
K-P MI; 0.01 0.9980 0.5556 NaN 0.5556 0.5533
Table 5: Selected Monte Carlo results: an example of a Global in both speciﬁcation.
25Notes
1If y∗
i = 0 an arbitrary assignment can be made.
2For the constant term ~ 1 = W~ 1 (if row-standardized weights are used) and thus the ﬁrst
element of β and γ are not separately identiﬁable.
3The full MATLABr 
 source code and results tables are available from the author upon
request.
4The latent variable is characterized by y∗ = a+bx1+cx2+ε;ε ∼ N(0,σ2
ε). Any positive
scalar multiple (k > 0) is inconsequential for the actual outcomes as well as the underlying
probabilities because the cutoﬀ is taken to be zero which is unaﬀected by multiplication.
Suppose that a ∈ < and b ∈ (−∞,0). If k = 1
















new = anew − x1 + cnewx2 + εnew (53)
Thus the form used to generate the data is recovered from arbitrary a,b,c. Two issues




ε. This is unimportant because the r2 of the
latent variable is controlled by solving the r2 for the X variance needed to generate that
explanatory value. Which means the values of the coeﬃcients and the error variance are
used to pick the variance needed in the x. Thus, even if σ2
εnew 6= σε (in this case because
of multiplying the whole equation) the x would be generated accordingly to maintain the
target r2. Second, only b = −1 is considered and not both [b = −1 and b = +1]. In the
binary case this also turns out to be unimportant. The relative signs of the coeﬃcients are an
26artifact of the naming convention. All the same information would be present and it would
be without loss of generality to arbitrarily switch all the 1s to 0s and all the 0s to 1s, which
would result in changing all the signs of the multiplicative parameters. Thus, ﬁxing b = −1
is not restrictive. That is, any situation that could be encountered can be represented as an
equivalent model of the simpliﬁed form in equation 53.
5Remember that the error variance is not identiﬁable separate from the coeﬃcients. Thus,
arbitrarily choosing unit variance is without loss of generality as described elsewhere.
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