1. Introduction {#sec1}
===============

Modeling the relationship function between energy consumption and economic growth is an important and ever interesting area of research. A good number of studies have been conducted in the context of connection between energy consumption and output by investigating the long-run and short-run dynamic inter-relationship as well as establishing causal links (even with the help of endogenous growth models). The studies have been pursued on the premises of developed, developing and newly industrialized countries. Hence, the existing body of literature portrays that the consumption of coal, petrol, thermal power, oil resource, natural gas and electric power has its direct bearing on economic development of the nations in general and every segment of the economy in particular. As pointed out by various research studies, energy consumption is a fundamental and indispensable input of production ([@bib12]; [@bib46]; & [@bib37]). Using this instrument, a country can increase the production of goods and services thereby enhancing the income and economic growth. The outcome of research works conducted by [@bib76]), [@bib73], [@bib8], [@bib86], [@bib90], [@bib21], [@bib56], [@bib10],[@bib11], and [@bib39] for different periods using different types of econometric models on dissimilar data set indicate that energy is a powerful source to execute the production process, increase the volume of production, attain efficiency, enhance the welfare of the nation and ultimately to achieve a paramount economic development.

1.1. Energy and economic growth {#sec1.1}
-------------------------------

A group of scholars conducted their research on an *individual country* in order to find the casual relationship between energy consumption and economic growth. The production function technique applied on **Canadian\'s** statistics by, [@bib31] revealed that energy consumption contributed significantly to attain economic growth. The same production function model was applied by [@bib23] on **Brazilian** economy to examine the presence of relationship between energy consumption and economic growth. Also, the result of the study coincides with that of [@bib31]. The energy influenced economic growth was found in **Turkey** by [@bib75] and [@bib8] for different periods by applying advanced models for estimation. In two different studies conducted in **Chinese** and **South Korean** by [@bib83] and [@bib32] respectively found that the causality runs from energy consumption to the growth of the economy. The experiment of co-integration and Granger causality by [@bib66] for **Bangladesh** supported the energy driven hypothesis. Whereas, the ARDL and causality estimation proposed by [@bib74] for **Pakistan** data determined the existence of energy led-economic growth. A comprehensive assessment conducted by [@bib87] attained the result in favor of energy driven growth in India.

1.2. Multi-country studies {#sec1.2}
--------------------------

In developed countries, quite a sizable number of empirical studies ([@bib43]; [@bib14]; [@bib48]) have been attempted to demonstrate the nexus between energy consumption and economic growth. Among the existing multi-country studies, [@bib55] found that the causality was visible for G-7 countries for the period from 1972 to 2002, i.e., causality relationship running from energy consumption to growth of GDP. In a comprehensive research work by [@bib9] based on six Central American countries for the period from 1971 to 2004, reached the conclusion that evidently perceivable unidirectional causality had escalated from energy consumption to real output. Also, [@bib53] proved the existence of both long and short-run dynamics between energy consumption and output in 14 oil-exporting countries. Further, the result confirmed the presence of causal relationship running from energy consumption to economic growth over the study period between 1980 and 2007.

Among the existing studies in the Asian context, the co-integration and Error-correction exercise of Pradhan (2010) determined that there was an energy induced economic growth in SAARC. Also, the findings by [@bib60] for 16 Latin American countries the data from 1971 to 2001 revealed that the energy-driven growth existed in those nations in the long-run. A study undertaken by [@bib45] with a special focus on Asian countries indicated that energy performed as a powerful instrument to attain economic growth in the short-run. [@bib24] found the validity for energy driven economic growth in Taiwan, Malaysia, Indonesia, and Hong Kong for the period from 1954 to 2006. By applying ARDL Bound test on India, Bangladesh, Pakistan and Sri Lanka, [@bib41] concluded that the causality has been running from energy consumption to gross domestic product over the period under study.

1.3. Energy and industrial output {#sec1.3}
---------------------------------

Classical economists failed to recognize energy as an important factor of production. In the modern world, energy use has been an integral part of economic growth ([@bib89]; [@bib73]; [@bib84]; [@bib20]; and [@bib82]) in general and industrial development in particular ([@bib35]; [@bib40]; [@bib61]). Unlike Classical economists, [@bib5] opined that, energy performs as a main instrument in converting raw materials into consumable commodities in the process of manufacturing. This sector consumes approximately one-third of the total energy produced in the world ([@bib65]). Hence, in the present context, the association between electricity consumption and industrial development is a debatable area of interest not only in developing nations but also in developed nations. Researchers redirected their attention to find the long-run and short-run relationship between electricity consumption and industrial development.

Among the available research studies, [@bib59] highlighted the significant role played by the electric power in the manufacturing sector, while examining the liaison between energy efficiency and energy consumption in manufacturing sector with respect to the OECD countries. The causal relationship between electricity consumption and industrial output for the period of 37 years from 1960 to 1996 was examined by [@bib35] in Greece, and fount the bi-directional causal relationship between industrial output and electricity consumption. [@bib70a] found that causality flows from industrial output and employment to energy consumption from various sources, including electricity, in the economy of US. In a recent study, [@bib77] checked the long-run relationship between industry output and electricity consumption in Turkey using the time series data set for the duration of time from 1970 to 2015. By employing panel cointegration test and error correction model, he found that there is a bi-directional causality between these variables in the long-run. Using Nigeria data for the period from 1980-2013, [@bib34], found the bi-directional relationship between electricity consumption and manufacturing output. By applying VECM model for Kenya data for the period from 1970-2008, [@bib40], concluded that there was a uni-directional causality escalating from the output of manufacturing sector to electricity consumption.

The bounds test procedure of [@bib70], in the case of Philippines offered the result that there was a long-term relationship between electricity consumption and growth in industry. [@bib52] estimated the causal relationship between electricity consumption and sectoral output in Uganda and found that there was a uni-directional causality running from former to latter. The survey study pursued by [@bib61], concluded that, the electricity consumption had positively affected the manufacturing sector in Ghana. In order to find the long-run relationship between manufacturing value added and electricity consumption, [@bib58] and [@bib15] applied different types of econometric tools such as Johansen co-integration and vector error correction model in Nigeria and found the electricity induced industrial growth. In the seminal research, [@bib7] reached similar conclusion for the same country for the period from 1980 to 2013. The research finding of [@bib58] corroborated the recent study conducted by [@bib1] through the ARDL bounds test for the period from 1971-2014 for Ghana.

1.4. Manufacturing sector and open economy {#sec1.4}
------------------------------------------

In an influential research work, [@bib44] elaborated the role of importing technology in augmenting the production and productivity of Indonesian manufacturing industry. [@bib27] discussed the role of trade and new technology benefits for manufacturing sector based on absolute and comparative advantage theories for 19 OECD countries. [@bib47] elaborated on International technology spillover (imports) and its accomplice indigenous innovative performance that jointly determines the performance of high technology industries in service sector. Real exchange rate acts as an international demand and supply shock which influences import of raw materials and export of output by altering international prices. [@bib18] discussed this in the context of US, while [@bib28] identified exchange rate pass through effect on manufacturing output using three major channels. Lai [@bib88] focused on sustainable economic growth experience of Malaysia on the wings of early industrialization where export-led growth and domestic demand-led growth were found valid at least in the short-run.

1.5. Energy and economic growth: four major hypotheses {#sec1.5}
------------------------------------------------------

Four hypotheses are explained to be relevant in describing energy-growth connectivity namely (1) growth hypothesis (2) conservation hypothesis (3) feedback hypothesis and (4) neutrality hypothesis. The growth hypothesis pinpoints energy consumption as a vital factor for economic growth. The hypothesis explains how reduction in energy has got a negative impact on GDP---in a nutshell, the economy is energy dependent. The conservation hypothesis paints a scenario where there is a unidirectional causality emanating from economic growth to energy use. So, the implication is that policy to reduce energy demand may not culminate into having any impact on economic growth. The feedback hypothesis implies bi-directional causality i.e., energy and economic growth have a symbiotic relationship. Neutrality hypothesis negates any kind of relation among growth and energy and thus considers them as an independent factor ([@bib14]).

As a whole, while examining literature reviewed above, apart from energy, some other variables are also found playing a major role in determining the manufacturing output, such as import as a vehicle of technological transfer, export representing international demand, exchange rate carrying international supply and demand shocks, and domestic demand as well. The fundamental reflection is the realization that energy is a major input for all manufacturing production. While going through the existing studies, the researchers found that the context of discussing the association between energy consumption and manufacturing output in a group of late industrialized countries[1](#fn1){ref-type="fn"} is missing and thus found to be a gap in the research. The late industrialized countries are in a stage of transition and incur some structural changes in favor of industrialization. So, how energy-manufacturing output relations work in the open economic contexts of such countries deserve special attention.

The present study involves a detailed analysis of the nexus between electricity consumption and manufacturing value added for ten late industrialized countries along with the presence of control variables such as per capita income, imports, exports and real exchange rate. The additional purpose of the study is to test and understand the relevance of various hypotheses mentioned above. Hence, the study contributes a piece of knowledge towards the existing body of literature and makes the industrialists, electricity authority, academicians, governments, and policy makers of the late industrialized nations to understand about the degree of electricity dependency rate by the manufacturing sector. The present paper has two specific objectives which are as follows: (a) to understand the relation between manufacturing value added and electricity consumption in the presence of certain control variables, and (b) to have an empirical analysis of the relevant hypotheses explaining energy growth nexus and suggest policy recommendations on the basis of the evidence. Hence the novelty of the article is that this is the first systematic work on the relationship between manufacturing output and electricity consumption with special reference to the late industrialized nations in a comparative economic perspective. Further, this study offers interesting insights into effective energy policy-making for late industrialized nations that may help to enhance their economy and address their long-pending socio-economic issues.

The rest of the paper is framed as follows. Data and estimation methodology employed are discussed in Section [2](#sec2){ref-type="sec"}. Section [3](#sec3){ref-type="sec"} presents the empirical results and discussions. Finally, the conclusion and policy suggestion are presented in Section [4](#sec4){ref-type="sec"}.

2. Materials & methods {#sec2}
======================

In order to examine the relationship among the variables, the study used annual time series data from 1980 -- 2016 for ten late industrialized countries. These nations and periods of the study have been selected based on the availability of the data. In this study, the manufacturing value added (LNMVA) is the dependent variable and electricity consumption (LNELEC) is the major independent variable, while per capita income (LNPC), real exchange rate (LNEX), export (LNEXP) and import (LNIMP) are the additional determinants of the manufacturing value added (it is expected that the other determinants will also have considerable influence on manufacturing output). All the data used in this study are collected from the World Development Indicators (World Bank, 2018) except energy. The energy data has been collected from International Energy Statistics. All variables are expressed in Million USD (at constant 2010 US Dollars) except exchange rate and electricity consumption. Exchange rate is expressed in domestic currency per unit of USD and electricity consumption data is expressed in terms of Billion Kwh. In a single country research, converting variables into per capita term, reduces the size of the variable ([@bib75]), also [@bib30] guided the use of variable in absolute terms instead of per capita term. Therefore, data in absolute terms but not per capita terms is used in this study. All these variables are converted into natural logarithm for consistent and reliable empirical results ([@bib70b]). The functional relationship between manufacturing value added and all other variables is stated as follows:$$LNMVA = f{(LNELEC,LNPC,LNEXP,LNEX,LNIMP)}$$

Before executing the time series model, it is mandatory to check the nature of the data series ([@bib29]). Hence, we examined the stationary condition of all variables using Augmented Dickey-Fuller (ADF, [@bib26]), and Phillips-Perron (PP, [@bib64]) tests[2](#fn2){ref-type="fn"}. As few variables are *I(0)* and remaining are *I(1)*, the result directed us to go for ARDL bound test ([@bib63]). The ARDL model has certain number of advantages over traditional method of testing co-integration. Firstly, this method can be applied when variables are a mixture of *I(0)* and*I(1)*. *Secondly*, we can simultaneously estimate the short-run as well as long-run relationship among variables using ARDL bound testing procedure. In addition, the ARDL model takes care of endogeneity issue by adding lags of dependent as well as independent variables in the model. The Autoregressive distributed lag (ARDL) model is written as:$$\ \ LNMVA_{t} = \alpha + \sum\limits_{i = 1}^{n_{1}}\gamma LNMVA_{t - i} + \sum\limits_{i = 0}^{n_{2}}\beta_{1}LNELEC_{t - i} + \sum\limits_{i = 0}^{n_{3}}\beta_{2}LNPC_{t - i} + \ \sum\limits_{i = 0}^{n_{4}}\beta_{3}LNEX_{t - i} + \sum\limits_{i = 0}^{n_{5}}\beta_{4}LNEXP_{t - i} + \sum\limits_{i = 0}^{n_{6}}\beta_{5}LNIMP_{t - i} + \varepsilon_{t}$$

Where, LNMVA, LNELEC, LNPC, LNEX, LNEXP and LNIMP are variables of the study and $\varepsilon_{t}$ white noise term. The bound test can be implemented by converting the [Eq. (1), into](#fd1){ref-type="disp-formula"} a bound testing equation by including both short-run and long-run dynamics. The bound testing approach to co-integration warrants us to carry out F-test on the selected ARDL bound testing equation with appropriate lag lengths. We enforced a mandate of maximum 3 lags on the level of variables and then the optimal lag length has been chosen based on Akaike Information Criterion (AIC)[3](#fn3){ref-type="fn"}. The existence of co-integration is confirmed by standard F test ([@bib63]) which has come-up with two sets of critical values (i.e. lower and upper) for bound test. The lower and upper critical values encompass the assumptions of all variables being *I(0)* and *I(1)* respectively. This provides a bound restriction encompassing all possible classifications of the variables. If the generated F-statistics from the bound testing equation lies above the upper bound, the null hypothesis of no co-integration is rejected, if it lies below the lower bound, the test fails to reject null hypothesis. However, the result is inconclusive, if the value of F statistics lies in between the lower and upper bound. Once the long-run relationship is confirmed, we can capture the short-run dynamics by converting [Eq. (1)](#fd1){ref-type="disp-formula"} into an error correction specification (ECM) as follows:$$\text{Δ}LNMVA_{t} = \alpha + \sum\limits_{i = 1}^{n_{1}}\gamma\text{Δ}LNMVA_{t - i} + \sum\limits_{i = 0}^{n_{2}}\beta_{1}\text{Δ}LNELEC_{t - i} + \sum\limits_{i = 0}^{n_{3}}\beta_{2}\text{Δ}LNPC_{t - i} + \ \sum\limits_{i = 0}^{n_{4}}\beta_{3}\text{Δ}LNEX_{t - i} + \sum\limits_{i = 0}^{n_{5}}\beta_{4}\text{ΔLN}EXP_{t - i} + \sum\limits_{i = 0}^{n_{6}}\beta_{5}\text{Δ}LNIMP_{t - i} + \delta EC_{t - 1} + \varepsilon_{t}$$

Where δ captures the speed of adjustment, $EC_{t - 1}$ represents disequilibrium and $\Delta$ denotes first difference. The error correction coefficient indicates the speed of re-adjustment to the long-run equilibrium after short-run shocks lead to disequilibrium, and in this process, the causality is portrayed by negative and statistically significant value of the error correction term coefficient δ ([@bib72]).

Model diagnostic checking is very significant in the sense that some important ARDL assumptions like errors are serially independent and normally distributed. So, to check serial independence, Breush-Godfrey serial correlation LM test is used and for normality testing, Jarque-Bera test is applied. While, ARCH test is used to check the issue of heteroskedasticity in the model, and Ramsey Reset test is applied to check whether there is any misspecification in the model. Recursive CUSUM and CUSUM of squares ([@bib19]) and [@bib62] are used to detect whether any autoregressive structure is crept into the model. These tests are also used to ensure the parameter stability of the model**.**

Inconsiderate to the state that whether the variables are *I(0)* or *I(1)*, the ARDL bound estimation will divulge the existence of the linear relationship among the non-stationary or mixed form of variables, but this test does not reveal the direction of the relationship among the considered variables. Hence, in order to understand the cause and effect direction among those variables in general, and with special reference to the relation between electricity consumption and manufacturing output, this study employed Modified Wald test (MWALD) as suggested by [@bib79]. The MWALD test emerged as a major improvement over the traditional Granger causality test as the latter test failed to consider the possibility of a non-stationarity or any cointegrating relationship, if at all, among the variables ([@bib85]). The [@bib79] exercise applies a standard VAR model while variables are in levels rather than first differences (unlike Granger causality test) implying that the risk of wrongly identifying the order of integration of the series is minimized ([@bib51]).

3. Results & discussion {#sec3}
=======================

The late industrialized countries are declared as 'industrialized' recently and they are yet to attain the characteristics of the "early and newly industrialized" countries. They are subjected to both supply and demand shocks from the international as well as from the domestic interface. Supply shocks can be external, such as price shocks through exchange rate, technological spillover through imports, and energy access through electricity. While, demand shock comes through export as its foreign component and through domestic consumption. These factors are supposed to have an impact on the production and productivity of industrial output, in late industrialized countries, which is subjected to a detailed analysis in this paper. Descriptive statistics are shown in Supplementary file 1: Table A1. The result of ADF and PP unit root tests are presented in Supplementary file 2: Table A2. Both tests demonstrate that some series are stationary at level or at first difference, or the series contains unit root. In conclusion, all series are mix of *I(0)* and *I(1).* The condition of the data series permitted us to estimate ARDL model.

The conventional unit root tests don\'t include the knowledge of structural shocks and they are prone to yield biased results. So, the deficiency of ability in hitherto unit root tests in processing the information of structural breaks led to the evolution of Zivot and Andrews unit root test [@bib91]. The Zivot and Andrews structural break unit root test has been incorporated in the analysis and the results of the test is presented in Supplementary file 3: Table A3. The specialty of Zivot and Andrews model is that it detects the presence of one single major break in the data series [@bib49]. The conventional structural break tests such as [@bib25] test determine breaks exogenously and this may lead to an over rejection of unit root hypothesis. In this context, the [@bib91] argue, that the break dates should be determined endogenously as it is correlated with data series ([@bib54]).

Its methodology involves a testing procedure where the time of the structural break is endogenously estimated, even the shocks are exogenous. In addition to finding structural break in the data series, the present exercise offers result similar to that of [@bib64] and Augmented Dickey Fuller tests [@bib26]. From the estimated result it\'s found that the structural breaks vary widely across the studied nations over the periods. These structural breaks may be attributed to global as well as domestic shocks which can be generally known as Asian financial crisis in 1997 ([@bib33]), global financial crisis in 2007--2008 ([@bib42]), open door system ([@bib71a] & [@bib13]) introduced in most of the developing and late industrialized nations around 2007--08, economic spillovers and cycles ([@bib38]) experienced by the business world around 2007 and transition in the demographic structure of the globe in 2004.

3.1. Bound test result {#sec3.1}
----------------------

The F-statistics for co-integration analysis based on the selected ARDL models are reported in [Table 1](#tbl1){ref-type="table"} for all countries. All the reported F- statistics lies above the upper bound, hence the null hypothesis of no co-integration is rejected and the precondition for co-integration is established in all ten countries.Table 1Bound test result.Table 1Country**MoroccoPhilippinesSri LankaTunisiaBangladesh**F Statistics14.08^∗∗∗^5.38^∗∗∗^12.34^∗∗∗^5.29^∗∗∗^6.28^∗∗∗^Country**BoliviaCameroonIndiaKenyaPeru**F Statistics8.90^∗∗∗^4.73^∗∗∗^23.99^∗∗∗^14.08^∗∗∗^5.37^∗∗∗^[^1]

3.2. Short run estimates {#sec3.2}
------------------------

The [Table 2](#tbl2){ref-type="table"} indicates short-run implications. While MNVA is found to have a lagged impact on itself in the case of Cameroon, India, and Kenya, whereas in the case of other countries there is no such experience. Per capita income influences MNVA positively and which is statistically significant in all countries, except Tunisia. Electricity consumption has got positive and statistically significant instantaneous and lagged impact on Sri Lanka, India, Kenya while in Bangladesh and Bolivia the effect is found to be negative. Exchange rate has got positive and statistically significant instantaneous and lagged impact on MNVA in all countries except Philippines, Bangladesh and Bolivia, but in Morocco, Cameroon, Sri Lanka and Kenya, negative lag impact is also found to be statistically significant. Import is found to have a negative relationship with MNVA in Morocco, Bolivia, Cameroon and Kenya, whereas the relation is found to be positive and statistically significant only in Sri Lanka and Bangladesh. Export has got instant and lagged positive and statistically significant impact in Morocco, Tunisia, Cameroon and Peru, whereas in Sri Lanka and Bangladesh it is found to be negative and statistically significant. Error correction term is negative and statistically significant at 1% level in the case of all the countries.Table 2Short run estimates.Table 2MoroccoLagsPhilippinesLagsvariables012Variables012$\Delta LNMVA$\--0.24 (0.18)-$\Delta LNMVA$\-\--$\Delta LNPC$0.18 (0.28)0.60^∗∗^ (0.02)0.82^∗∗∗^ (0.00)$\Delta LNPC$0.77^∗∗∗^ (0.00)\--$\Delta LNELEC$0.03 (0.62)\--$\Delta LNELEC$-0.01 (0.89)\--$\Delta LNEX$0.01^∗^ (0.10)-0.05^∗^ (0.10)0.01 (0.99)$\Delta LNEX$0.01 (0.95)\--$\Delta LNIMP$0.01 (0.71)-0.09^∗∗^ (0.03)-0.07^∗^ (0.08)$\Delta LNIMP$0.01 (0.93)\--$\Delta LNEXP$0.64^∗∗∗^ (0.00)\--$\Delta LNEXP$0.01 (0.97)-0.01 (0.71)-$ECM_{t - 1}$-1.97^∗∗∗^ (0.00)$ECM_{t - 1}$-1.73^∗∗∗^ (0.00)Sri LankaLagsTunisiaLagsvariables0123variables0123$\Delta LNMVA$\-\-\--$\Delta LNMVA$\--.15 (0.56)0.08 (0.70)0.09 (0.57)$\Delta LNPC$0.74^∗∗∗^ (0.00)\-\--$\Delta LNPC$0.20 (0.64)-0.45 (0.30)\--$\Delta LNELEC$0.35^∗∗∗^ (0.00)-0.18^∗^ (0.09)-.28^∗∗∗^ (0.00)0.16^∗^ (0.06)$\Delta LNELEC$0.08 (0.83)\-\--$\Delta LNEX$0.11 (0.22)-0.14^∗^ (0.09)\--$\Delta LNEX$0.57^∗∗∗^ (0.00)-0.13 (0.60)0.52^∗∗^ (0.03)-$\Delta LNIMP$-0.09 (0.25)0.23^∗∗^ (0.02)0.18^∗∗^ (0.02)0.19^∗∗^ (0.03)$\Delta LNIMP$0.07 (0.54)\-\--$\Delta LNEXP$0.05 (0.25)-.20^∗∗∗^ (0.00)-.13^∗∗∗^ (0.01)-0.13^∗∗∗^ (0.01)$\Delta LNEXP$0.26^∗∗^ (0.02)-.12 (0.41)0.34^∗∗∗^ (0.00)-$ECM_{t - 1}$-0.91^∗∗∗^ (0.00)$ECM_{t - 1}$-2.16^∗∗∗^ (0.00)BangladeshLagsBoliviaLagsCameroonLagsvariables012Variables012variables01$\Delta LNMVA$-0.02 (0.93)-.08 (0.75)$\Delta LNMVA$-0.10^∗∗∗^ (0.47)-$\Delta LNMVA$-0.30^∗∗∗^ (0.01)$\Delta LNPC$1.14^∗∗^ (0.04)-0.05 (0.56)0.98 (0.26)$\Delta LNPC$1.41^∗∗∗^ (0.00)\--$\Delta LNPC$0.42^∗∗∗^ (0.00)-$\Delta LNELEC$-0.07 (0.32)-0.13^∗^ (0.10)-$\Delta LNELEC$0.08 (0.35)\--$\Delta LNELEC$-0.31\*\* (0.04)-$\Delta LNEX$0.02 (0.79)\--$\Delta LNEX$-0.01 (0.65)\--$\Delta LNEX$0.17^∗∗^ (0.05)-$\Delta LNIMP$0.08^∗^ (0.07)0.03 (0.85)0.02 (0.36)$\Delta LNIMP$-0.19^∗∗∗^ (0.00)\--$\Delta LNIMP$-0.21^∗∗^ (0.04)-$\Delta LNEXP$-0.04 (0.20)-0.10^∗∗^ (0.05)-0.11^∗^ (0.10)$\Delta LNEXP$0.01^∗^ (0.29)\--$\Delta LNEXP$0.10^∗^ (0.08)-$ECM_{t - 1}$-0.96^∗∗^ (0.03)$ECM_{t - 1}$-0.55^∗∗∗^ (0.00)$ECM_{t - 1}$-0.38^∗∗∗^ (0.00)IndiaLagsKenyaLagsPeruLagsvariables012Variables012variables012$\Delta LNMVA$-1.24^∗∗∗^ (0.00)1.51^∗∗∗^ (0.00)$\Delta LNMVA$\--0.72^∗∗∗^ (0.00)-$\Delta LNMVA$\--0.02 (0.85)-$\Delta LNPC$1.57^∗∗∗^ (0.00)-0.09 (0.76)0.40 (0.14)$\Delta LNPC$0.18 (0.43)0.59^∗∗^ (0.04)0.81^∗∗∗^ (0.00)$\Delta LNPC$0.35^∗∗∗^ (0.00)0.09 (0.65)-$\Delta LNELEC$0.41^∗∗^ (0.03)-0.30 (0.16)-$\Delta LNELEC$0.52^∗∗∗^ (0.00)\--$\Delta LNELEC$0.00 (0.97)\--$\Delta LNEX$0.17^∗∗^ (0.04)-0.17 (0.22)0.35^∗∗∗^ (0.01)$\Delta LNEX$0.01 (0.98)0.04^∗^ (0.08)0.03 (0.33)$\Delta LNEX$0.01 (0.15)\--$\Delta LNIMP$0.01 (0.95)-0.11 (0.21)-0.01 (0.96)$\Delta LNIMP$0.01 (0.91)-0.09^∗∗^ (0.04)-0.07^∗^ (0.07)$\Delta LNIMP$9.11^∗∗∗^ (0.00)\--$\Delta LNEXP$-0.07 (0.21)0.03 (0.55)0.09 (0.24)$\Delta LNEXP$-0.02 (0.60)\--$\Delta LNEXP$0.13^∗∗∗^ (0.00)\--$ECM_{t - 1}$-2.65^∗∗∗^ (0.00)$ECM_{t - 1}$-0.32^∗∗∗^ (0.00)$ECM_{t - 1}$-1.66^∗∗∗^ (0.00)[^2]

3.3. Long run elasticity {#sec3.3}
------------------------

The study is mainly centered on explaining the long-run relationship between electricity consumption and industrial output. The long-run elasticity of all independent variables with respect to dependent variable is shown in [Table 3](#tbl3){ref-type="table"}. Countries such as India, Morocco, Sri Lanka, Bolivia, Tunisia and Kenya have got statistically significant and positive relationship between electricity consumption and manufacturing value added. India is one of the fast-growing economies in terms of growth, and other countries are also more or less marching towards sustainable growth. Hence, they demand a lot of energy requirements and their growth is led by capital intensive industrial sectors like, Petro-chemicals, petroleum products, iron and steel. And also, India is shifting from fossil fuel-based technology to electricity-based source as it is a clean energy source. As countries such as Bangladesh, Cameroon, Philippines are agrarian in nature and the structural transformation is yet to be attained, their electricity consumption for manufacturing activities is very limited, according to the results attained by the empirical analysis. Electricity may not be used for industrial production efficiently and is redirected for some other purposes in those nations.Table 3Long run Estimates Dependent variable LNMVA.Table 3CountryVariablesC$LNPC$$LNELEC$$LNEX$$LNIMP$$LNEXP$Morocco6.01^∗∗∗^ (0.00)-0.21^∗^ (0.07)0.12^∗∗∗^ (0.01)-1.28^∗∗∗^ (0.00)-0.03^∗^ (0.07)6.58^∗∗∗^ (0.00)Philippines4.68^∗∗∗^ (0.00)0.44^∗∗∗^ (0.00)0.01 (0.89)0.01 (0.95)0.00 (0.89)0.11^∗∗∗^ (0.00)Sri Lanka35.90^∗∗∗^ (0.00)0.46^∗∗∗^ (0.00)1.05^∗∗∗^ (0.00)-0.04 (0.55)-0.96^∗∗∗^ (0.00)0.44^∗∗∗^ (0.00)Tunisia9.28^∗∗∗^ (0.00)0.53^∗∗∗^ (0.00)0.16^∗^ (0.07)0.55^∗∗∗^ (0.00)0.03 (0.53)-0.14^∗∗∗^ (0.00)Bangladesh15.72^∗∗∗^ (0.00)0.88^∗∗∗^ (0.00)0.08 (0.55)0.17 (0.34)-0.06 (0.25)0.27^∗∗∗^ (0.00)Bolivia23.10^∗∗∗^ (0.00)0.49^∗^ (0.06)0.68^∗∗∗^ (0.00)0.01 (0.25)-0.29^∗∗^ (0.03)0.02 (0.27)Cameroon6.48 (0.17)1.10^∗∗∗^ (0.00)-0.08 (0.79)-0.05 (0.84)0.26 (0.24)0.27 (0.11)India14.11^∗∗∗^ (0.00)0.81^∗∗∗^ (0.00)0.28^∗∗∗^ (0.00)0.03 (0.20)0.21^∗∗∗^ (0.00)-0.10 (0.18)Kenya36.93^∗∗∗^ (0.00)-1.34 (0.18)0.99^∗∗^ (0.02)-0.18 (0.37)-0.25^∗∗^ (0.05)-0.28 (0.25)Peru0.51 (0.59)0.41^∗∗∗^ (0.00)0.01 (0.97)0.01 (0.15)5.48^∗∗∗^ (0.00)0.08^∗∗∗^ (0.00)[^3]

From the empirical analysis, it is found that the coefficient of import is statistically significant indicating that import is the major source of technological transfer to countries such as, India and Peru, while the coefficient is negative for Morocco, Sri Lanka and Bolivia. Except Tunisia and Morocco, in no other country exchange rate is playing a key role in industrial output. The coefficient is positive in Tunisia while it\'s negative in Morocco. This probably indicates the repercussions of exchange rate shocks, which crept into the manufacturing output of each country in different terms. In addition, export has proved to have statistically significant influence on LNMVA in Morocco, Philippines, Sri Lanka, Tunisia and Bangladesh. This shows that the export arena, as far as industrial output is concerned, has been ruled by industrialized nations and the late industrialized countries are having less share of foreign market as far as their industrial output is concerned.

3.4. Diagnostic test {#sec3.4}
--------------------

The diagnostic statistics for all individual ARDL models are presented in [Table 4](#tbl4){ref-type="table"}. The Ramsey RESET test results indicate that the models do not suffer from misspecification problem. Lagrange multiplier (LM) tests that reveal there is no serial correlation at 5% significance level, JB test results show that all residuals are normally distributed. Further, ARCH test shows that there is no heteroscedasticity problem in our models.Table 4Diagnostic test.Table 4CountryRESET TestLM TestJB TestARCH TestMorocco0.73 (0.41)1.41 (0.29)2.24 (0.32)1.46 (0.23)Philippines0.85 (0.40)0.31 (0.73)0.04 (0.97)0.60 (0.44)Sri Lanka1.15 (0.30)1.46 (0.28)0.69 (0.70)0.01 (0.89)Tunisia22.13 (1.15)0.79 (0.47)0.07 (0.96)0.41 (0.52)Kenya0.76 (0.41)1.41 (0.29)2.24 (0.32)0.46 (0.23)Bangladesh0.13 (0.89)1.47 (0.33)0.16 (0.91)1.96 (0.13)Bolivia1.25 (0.27)1.91 (0.17)0.45 (0.79)0.17 (0.67)Cameroon0.89 (0.37)0.17 (0.83)1.43 (0.48)0.02 (0.86)India1.31 (0.31)0.78 (0.53)0.48 (0.78)0.60 (0.44)Peru1.00 (0.32)0.45 (0.64)0.30 (0.85)0.14 (0.71)[^4][^5][^6][^7][^8][^9][^10]

3.5. Stability of the model {#sec3.5}
---------------------------

To check the robustness of models, the structural stability test of the parameter on the axis cumulative sum of recursive residuals (CUSUM) and cumulative sum of recursive residuals squares (CUSUMSQ) approaches propounded by [@bib62], are applied. The graphical representation of CUSUM and CUSUMSQ are given in [Fig. 1](#fig1){ref-type="fig"}. According to the guideline, if the plots remain within the 5% level of critical bound, then it means the parameters of the models are stable and consistent. Our model plots show that the CUSUM and CUSUMSQ are within the boundaries for all countries throughout the period, except in the case of Bangladesh, India and Peru. But still, the parameters of long-run estimates converging to the zero mean in the long-run reveals that models are stable and consistent. Hence, the CUSUM and CUSUM of square tests could not verify a stability violation in any of the countries in the late industrialized category. For each country, the upper figure represents CUSUM at 5% level of significance and the lower one is CUSUMSQ at 5% level of significance.Fig. 1CUSUM and CUSUM of square tests.Fig. 1

3.6. Toda Yamamoto causality test {#sec3.6}
---------------------------------

After estimating long-run results, we proceeded to causality test. From the estimation of the Toda Yamamoto Granger causality test (see [Table 5](#tbl5){ref-type="table"}.), the study attained a kaleidoscopic result, which is as follows: For Morocco, Bangladesh, Bolivia and India, there is unidirectional causality flowing from electricity consumption to industrial output thereby supporting *growth hypothesis* and for Tunisia, the reverse causality is established *supporting* *conservation hypothesis*. There is bi-directional causality running in the case of Peru giving testimony to *feedback hypothesis*. At the same moment, *neutrality hypothesis* is found in the case of Sri Lanka, Cameroon and Kenya. Per capita income is found to have a significant causal effect on manufacturing value added with respect to Cameroon and India. Manufacturing value added has reverse causality to per capita income in countries such as Philippines and Peru. Interestingly, import has contributed to the manufacturing value added in Sri Lanka, Cameroon, India and Peru. Manufacturing value added has unidirectional causal effect on imports for Philippines. There is bi-directional causality established between Sri Lanka and Cameroon. Export Granger causes Manufacturing value added in Bolivia, while reverse causality is found in Tunisia, Bangladesh, Kenya and Peru.Table 5Toda-Yamamoto causality test.Table 5**CountriesMoroccoPhilippinesSri LankaTunisiaBangladesh**Cause→EffectTest StatisticsP valueTest StatisticsP valueTest StatisticsP valueTest StatisticsP valueTest StatisticsP valueLNELEC→LNMVA5.390.02^∗∗^2.850.244.600.321.680.7911.890.02^∗∗^LNMVA→LNELEC0.100.742.160.330.012.480.640.00^∗∗∗^2.810.58LNMVA→LNPC0.340.555.020.08^∗^4.240.375.040.281.260.86LNPC→LNMVA2.150.143.300.1911.000.023.930.415.660.22LNMVA→LNIMP1.340.2411.330.00^∗∗∗^11.810.01^∗∗^342.90.004.290.36LNIMP→LNMVA0.030.852.900.2315.790.00^∗∗∗^5.750.213.680.45LNMVA→LNEXP0.130.710.450.764.360.3519.490.00^∗∗∗^12.750.01^∗∗∗^LNEXP→LNMVA0.570.440.230.887.500.113.930.412.050.72LNMVA→LNEX7.270.00^∗∗∗^0.450.7610.900.02^∗∗^7.440.111.040.90LNEX→LNMVA0.050.820.070.965.710.223.690.447.290.12**BoliviaCameroonIndiaKenyaPeru**LNELEC→LNMVA14.060.00^∗∗∗^1.710.423.460.06^∗^1.880.7514.270.00^∗∗∗^LNMVA→LNELEC4.420.110.050.970.080.773.910.4110.500.03^∗∗^LNMVA→LNPC2.430.290.300.830.230.623.760.4318.480.00^∗∗∗^LNPC→LNMVA1.180.557.160.02^∗∗^3.850.05^∗∗^0.940.917.370.11LNMVA→LNIMP4.300.118.170.02^∗∗^0.530.460.690.792.350.67LNIMP→LNMVA2.060.355.980.05^∗∗^5.900.01^∗∗∗^0.990.918.730.06^∗^LNMVA→LNEXP4.420.111.440.480.820.3611.850.02^∗∗^16.890.00^∗∗∗^LNEXP→LNMVA16.000.00^∗∗∗^3.020.220.560.450.710.604.970.28LNMVA→LNEX3.320.180.750.680.160.6818.040.00^∗∗∗^6.230.18LNEX→LNMVA3.940.130.360.830.440.501.620.804.970.28[^11]

4. Discussion & conclusion {#sec4}
==========================

The whole study centers around analyzing the relation between manufacturing value added and electricity consumption, which is expressed in natural logarithmic form along with variables such as per capita income, exports, imports and exchange rate for ten late industrialized economies for the period 1980--2016. After employing unit root tests (Augmented Dickey Fuller and Phillip Perron), we found that the variables are a mix of *I(0)* and *I(1)*. Hence, ARDL bounds test approach of cointegration was employed followed by Toda- Yamamoto Granger causality test in order to elicit the relationship between electricity consumption and industrial output, provided the influence of other certain variables are retained. The empirical evidence is acquired from ARDL bounds followed by Toda-Yamamoto Granger causality test. The entire result is mixed in nature and can broadly be classified into four hypotheses, which are available in the existing literature such as *growth, conservation, feedback, and neutralily hypotheses.*

For countries like, Morocco, Bangladesh, Bolivia and India, there is unidirectional causality flowing from electricity consumption to manufacturing output, which testifies *growth hypothesis*. For such countries electricity reduction policy will prove fatal on industrial output. This relationship is retained in the long-run as indicated by positive and statistically significant coefficients, except Bangladesh. Hence, any energy policy, which reduces electricity consumption, will have negative impact on output both in the short-run and in the long-run. So, the electricity policy for industry should be made realizing this aspect. While, reverse causality is established in the case of Tunisia supporting *conservation hypothesis*. Thus, electricity reduction policy in the context of industrial sector may not incur any negative impact in the short-run and in the long-run.

The *feedback hypothesis* is found relevant in the case of Peru and in this context, there is a symbiotic relationship. Hence, policy suggestion in this regard is to frame a policy, which won\'t destabilize this symbiotic relationship. The long-run impact cannot be estimated out to be significant in this regard, which implies, there is no long-run policy implications. In the case of Sri Lanka, Cameroon and Kenya, there is *neutrality hypothesis* in regime and electricity reduction commitments and policy suggestions won\'t have any impact on industrial output.

Import has contributed as a major vehicle of technology transfer in the case of Sri Lanka, Cameroon, India and Peru and the policies which augments FDI cap so as to share import burden in this direction can be framed. Per capita income is found to have a cause and effect relationship with manufacturing value added in Cameroon and India, supporting domestic *demand-led growth hypothesis* and policies which augments domestic demand in future is a compulsory choice. Manufacturing acts as a factor augmenting per capita income in Philippines and Peru and this gives ample policy leverage to use industrial sector as a tool to transform the standard of living of the people.

Even though, they are listed in the late industrialized group, the results found are highly varying, which can be attributed to the factors such as the endowment of natural resources, size of population, level of technology, nature of labor market, functioning of governments\' machinery and variety of industrial production. Also, scale of trade and nature of economic development vary widely across those nations. The above-mentioned factors influence the level of electricity consumption through industrial process.
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Appendix A. Supplementary data {#appsec1}
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The following are the supplementary data related to this article:Supplementary file 1Table A1. Summary statistics.Supplementary file 1Supplementary file 2Table A2. ADF and PP unit root test.Supplementary file 2Supplementary file 3Table A3. Zivot-Andrews unit root test.Supplementary file 3

Libio [@bib68].

Results for ADF and PP unit root test are reported in Supplementary file 2: Table A2.

We have used AIC criteria to select the maximum lag length.

[^1]: \*\*\* denotes statistically significant at 1% level.

[^2]: \*\*\*, \*\* and \* denotes significant at 1%, 5% and 10% level respectively, and the value in parenthesis is p-value.

[^3]: \*\*\*, \*\* and \* denotes significant at 1% level, 5% level and 10 % level respectively. The value in parenthesis is p-value.

[^4]: Notes:

[^5]: 1\. The value above the parenthesis is F-Statistics.

[^6]: 2\. The value in parenthesis is p-values.

[^7]: 3\. RESET is Ramsey model specification test to check model stability.

[^8]: 4\. LM is Lagrange Multiplier test for serial correlation.

[^9]: 5\. JB is Jarque-Bera normality test.

[^10]: 6\. ARCH is Heteroskedasticity test.

[^11]: \*\*\*, \*\* and \* denotes statistically significant at 1%, 5% and 10% level respectively.
