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Abstract: In this paper we prove a sufficient condition for convergence of Chebyshev semi-iterative (SI) methods 
applied to the numerical resolution of algebraic linear systems. The convergence condition depends on the bounds on 
the eigenvalues of a particular matrix; the matrix is associated with the well-known Chebyshev SI method defined by 
Varga [3], or equivalently, the Chebyshev extrapolation method by Young [5]. 
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1. Introduction 
There are several classes of iterative methods for obtaining the numerical solution of algebraic 
linear systems. 
They may be classified into two broad groups: 
- linear stationary methods; and 
- linear nonstationary methods. 
For the stationary case, there is a well-known necessary and sufficient condition for conver- 
gence based on the spectral radius of the associated iteration matrix. It is valid for every linear 
stationary method. 
On the other hand, the problem of convergence of the nonstationary method is more complex. 
For this case, Young [5, p. 2981 shows with an interesting counterexample that the result based 
on spectral radius analysis is not generally applicable. 
However, as we will prove in Section 4, for a Chebyshev SI method, which is a particular 
nonstationary method, it is possible to establish a sufficient condition for convergence based on 
the spectral radius. 
Before developing this condition, we review in Section 2 the classical theorem about conver- 
gence of the stationary method. 
In Section 3 we also look at a well-known criterion for convergence of the nonstationary 
iterative method, which is based on the convergence of a certain composite matrix related to the 
method, rather than on spectral analysis. 
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2. Convergence of linear stationary iterative methods 
We consider a system of N linear equations with N unknowns written in matrix form as 
Ax=b. (2.1) 
Let the stationary first degree iterative method for (2.1) be written as 
x(“+‘) = Gx’“’ + j,,, n>O (2.2) 
where G is a matrix depending on the matrix A, and h is a vector depending both on A and b. 
The choice of x(O) is arbitrary. We shall denote by {xc”)} the sequence defined by (2.2). The 
choice of the iteration matrix G and the vector h cannot be completely arbitrary. 
It is known that the consistency property of the iterative method is a requirement in order to 
obtain the convergence of the sequence {x(~)} to a solution of (2.1). 
In analysing the method (2.2) we shall consider the related linear system 
(I-G)x=h. (2.3) 
According to Young [6], we define the following classes of iterative methods. 
Definition 2.1. The method (2.2) is consistent with (2.1) if 
V(A, b) z V(I- G, h). 
Here, in general, V( A, b) denotes the set of solutions of (2.1). 
(2.4) 
Definition 2.2. The method (2.2) is completely consistent with (2.1) if 
F’(A, b) = l’(I- G, h). (2.5) 
An important example of a completely consistent method is the class of iterative methods’ 
obtained by considering a ‘splitting’ of the matrix A, i.e., a representation of A as the difference 
of two matrices 
A= W-R (2.6) 
where W is nonsingular. For this method we have 
G= W-‘R, h = W-lb. (2.7) 
Proposition 2.1. The iterative method (2.2) is consistent with (2.1) if and only if the following holds: 
If, for some n, x(“) is a solution, say jz, of (2.1), then x(“+‘) = xc”‘*) = . . . = 2. 
Proposition 2.2. If A is nonsingular then the method (2.2) is consistent with (2.1) if 
h = (I- G)A-‘b. (2.8) 
Proposition 2.3. If A is nonsingular, then the iterative method (2.2) is completely consistent with 
(2.1) if and onfy if it is consistent and I - G is nonsingular. 
Henceforth, we shall denote by X the unique solution of (2.1) whenever A is nonsingular. 
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Proposition 2.4. Let A be nonsingular. If the sequence {xc”) } converges to X for all x(O), then (2.2) 
is completely consistent. Conversely, if (2.2) is completely consistent and if the sequence {xc”‘} 
converges, it converges to X. 
Definition 2.3. The iterative method (2.2) is convergent if for all starting vectors x(O) the sequence 
{xc”)} converges to a limit independent of x(O). 
It should be noted that the limit vector of the above definition may not coincide with X. This 
fact may happen, for instance, when the method is not consistent with (2.1). On the other hand, 
it is known that a consistent iterative method may not converge. Therefore, besides the 
consistency property, some additional condition is needed in order to guarantee that the iterative 
method will indeed converge to the unique solution X. 
Let S(G) denote the spectral radius of the matrix G, i.e., 
S(G)=m~lXI (2.9) 
where X is an eigenvalue of G. Necessary and sufficient conditions for convergence of the 
iterative method (2.2) are given by the following theorem. 
Theorem 2.1. The iterative method (2.2) is convergent if and only if 
S(G) < 1. (2.10) 
The proof of this basic result may be seen in [5, p. 771. 
Since S(G) < 1 implies I - G is nonsingular, we conclude that if A is a nonsingular matrix 
then any consistent iterative method will converge to the unique solution X for all starting 
vectors x(O) if and only if S(G) < 1. 
3. Convergence of linear nonstationary iterative methods 
Consider the nonstationary first degree iterative method for (2.1), 
xc”+‘) = G,+,x(“) + h,+l 3 n>,O 
where the matrix G,,,, and the vector h,+l varies with n. 
By (3.1) we can write 
xtn) = .j,x(‘) + k,, n>l 
where 
gn = G,G;_, . . . G,, 
k,=h,+G,h,_,+G,G,_,h,_,+G,G,_,...G,h,. 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
Definition 3.1. The method (3.2) is consistent with (2.1) if the following holds: If xtn) E V( A, b) 
then xck) E V( A, b) for all k > n. 
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By Proposition 2.1 the definition above reduces to Definition 2.1 for stationary first degree 
methods. 
We state the following propositions without proof. 
Proposition 3.1. Zf the nonstationary method (3.2) is obtained by the use of (3.1) and if for each 
j= 1, 2,. . . the linear stationary iterative method defined by 
x(n+l) = G x(n) + k,, 
/ n>O (3.5) 
is consistent, then the method (3.2) is consistent. Conversely, if the method (3.2) is consistent, then 
for each j the method (3.5) is consistent. 
Proposition 3.2. Let { 9,, } b e a sequence of matrices. Then lim, _ =,,Ynu = 0, for all u, if and only if 
lim ._,% = 0. 
Obviously the definition of convergence for the stationary method can be applied to the 
nonstationary method. 
As a corollary of Proposition 3.2, the fundamental result immediately follows: 
Theorem 3.1. Let the nonstationary iterative method (3.2) be consistent. Then the method (3.2) 
converges if and only if 
lim 3” = 0. (3 4 n-30 
Proof. Let 2 be a solution of (2.1). Since (3.2) is consistent, we have 
.?=9Hjt+k l, . 
Put 
e’“’ = XCn) _ 2 
(3.7) 
(3.8) 
From (3.2) and (3.7), it follows that 
C(n) = y C(o) 
)I (3.9) 
Applying Proposition 3.2 to (3.9) completes the proof. q 
This proof was given by Santos [2]. A similar proof may be found in [5]. Additionaly, we 
remark that if gn + 0 with n + 00, then k, + 2. 
Note that if A is nonsingular and lim, _ m c!?~ = 0, then a consistent method (3.2) will converge 
to the unique solution X of (2.1). 
4. Convergence of Chebyshev SI methods 
Let us recall the sequence (x (“)} defined by the consistent iterative method 
X(n+r) = Gx(“) + jr. 
Given the coefficients (Y,,~ such that 
(4.1) 
(4.2) 1 a,k = l, 
k=O 
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we define the sequence 
,I 
U(n) = c oL,xx(k)* 
x-=0 
(4.3) 
The process defined by (4.3) is said to be a semi-iterative method (SI method) with respect to 
the stationary iterative method (4.1) [3]. 
Now set 
<(n) = X(n) _ x and E(n) = UOI) _ jZ. (4.4) 
By (4.2) and (4.4) it is easy to see that 
,$(“) = p,( G),$‘“’ (4.5) 
where 
n 
P,(G) = c (Y,,~G~. (4.6) 
/i=o 
A measure of convergence of an SI method is given by the following average spectral radius: 
SP,(P,,(G)) = [S(f’n(G))]“” = [ 2; I Cb-4 I]““. (4.7) 
Here, S, denotes the set of all eigenvalues of G and P,,(p) is the n th degree polynomial 
8(p) = i %kpk. (4.8) 
k=O 
Generally an SI method is constructed with the aim of accelerating the convergence of the 
sequence {x(“)}. Th us, the coefficients (Y,,~ above are determined such that the value of the 
average spectral radius (4.7) is minimized. This idea combined with the use of Chebyshev 
polynomials, namely Chebyshev extrapolation, leads to a Chebyshev SI method. Therefor, let the 
eigenvalue p of G satisfy 
cu<p<P<l, p>a (4.9) 
and define the new variable 
Y = Y(P) = (2P - (a + PMP - a) (4.10) 
Now, by using (4.5) and applying the known property of Chebyshev polynomials 
Tn+,(x) =2x7Xx) - T,-,(x), (4.11) 
we obtain, after some calculations, the three-term recurrence relation 
u(n+l) = 
2_T;;P) {[2G++P)$4’“‘+2h} +(l-pp,+,)u’“-“, na0 (4.12) 
where 
p1 =l. - pz = 2z2/(2z2 - l), 
P n+,=(1-p,/4zX)-‘, na2, 
and 
z = Y(l) = (2 - (a + PMP - a>. 
See [5, pp. 347-3521. 
(4.13) 
(4.14) 
64 N. R. Santos, 0. L. Linhares / Iterative methods 
Henceforth, we shall simply say SI method when referring to a Chebyshev SI method. 
Define the matrix r = (2G - ((Y + p)I)/( p - ol). 
Proposition 4.1. The aoerage spectral radius of a SZ method is given by 
%(P,(G)) = [S(T,(r)/T,(#‘“. 
Moreover, 
S(r,(Wr,(z)) = “,“” I T,(Y) I/r,(z) 
and if (4.9) is prescribed, then y7( P,( G)) = T,( z)-I”. 
(4.15) 
(4.16) 
Proof. By Young [5, p. 3481. 0 
We can observe, by virtue of (4.9) and (4.14), that z > 1 and so 
X(E,(G)) < 1. (4.17) 
Thus one would expect that condition (4.17) should be sufficient to imply the convergence of a 
SI method as a simple extension of the stationary theory of convergence. However, there are no 
theoretical results based on the average spectral radius to guarantee such convergence. 
This led us, using spectral analysis, to discover a sufficient condition for convergence of a SI 
method. We need the following two propositions from Ostrowsky [l, pp. 141 and 1431. 
Proposition 4.2. Given a matrix A of order N and given c > 0, there exists a matrix M such that 
S(A) < 11 MAM-’ II m < S(A) + E. (4.18) 
Proposition 4.3. Let A be an N X N matrix and c > 0. There exist two positive constants p, > 0 and 
o > 0, depending onIy on A and E, such that if for a sequence of N X N matrices U, with 
IIU,II,<~cLI, k=l,2,... (4.19) 
where 
,ui =v’~(J, (J= llW,lIM-‘II,. (4.20) 
Then we have, irrespective of the order of the factors, 
II 
fi (A + K) 
II 
<a(s(A)+~)~, m=l,2 ,... . (4.21) 
k=I m 
We are now able to state and prove a sufficient criterion for convergence of a SI method based 
on S( Z’,(G)), the spectral radius of P,(G); see (4.15) for the case n = 1. 
Theorem 4.1. Let a consistent SZ method with respect to (4.1) be given by (4.12), and let the matrix 
P,(G) be defined by 
P,(G)=[2G-(cu+P)Z]/[2-(a+P)]. 
The SZ method conoerges, if 
S(P,(G)) < 1. 
(4.22) 
(4.23) 
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Proof. Putting q = 2 - (LY + /3) we may rewrite (4.12) as 
UC”) = q-lp,{ [2G - (a + ,8)1] u(“-~) + 2h) + (1 - P~)u(“-~), n > 1 
Introducing the notation 
“(“J = [ U(n-l) ucqT, 
h; = q-I&[0 2hlT, 
and 
where d, = p, - 1 and G, = q-‘p,[2G - (a + P)Z], the formula (4.24) becomes 
U(n) = G,*U(“-‘) + h,* 
which is a first degree nonstationary method. From (3.2), it follows that 
u(“) = S+,J(~) + k, 
where 
gn=G,,?G,*,...G:= fiG,T. 
r=l 
Recalling that pl = 1 (see 4.13) we conclude that 
0 I 
CT = 0 G, ’ 
[ 1 G,=q-‘[2G-(a+P)Z]. 
Now put 
U’ = d, 
0 0 
[ 1 -I G, 
where 
d,G,=q-‘d,[2G-(a+B)Z] =G,,-G,. 
By (4.27), (4.31) and (4.32) we have 
G,*=G;*+U,. 
Consider the matrix M guaranteed by Proposition 4.2, i.e., such that 
s(P,(G:)) < II MP,(G:)M-’ II oa G s(P,(G:)) + 6 
and a constant p, given by 
CL1 = e/q2 II J4 II cc II M-’ II ccl * 
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(4.24) 
(4.25) 
(4.26) 
(4.27) 
(4.28) 
(4.29) 
(4.30) 
(4.31) 
(4.32) 
(4.33) 
(4.34) 
(4.35) 
It is obvious that the parameter p,, appearing in (4.24) satisfies 1 < p, < 2, see (4.13), so d, < 1. 
Now, by (4.9) we find q f 0, and 11 G, 11 m = L is finite. It follows immediately that 
IIUnlIoo=max g lU,(i, j)l =d,(l+L). (4.36) 
I j=l 
Here, U,( i, j) denotes the i th row and jth column entry of U,. 
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On the other hand, because p,, + 1, ivhen n becomes large, d, -+ 0 with n + 00. Then, there 
exists m such that for every n > m 
IIU, IICC GPl. (4.37) 
Introducing a convenient index k, we can write 
I/ Uk II 30 G/-%? k= 1, 2,... . (4.38) 
By hypothesis, S( P,(G)) = S( G,) < 1 - E, E > 0, hence 
S(G,*)+e<l. (4.39) 
All the conditions of Proposition 4.3 are satisfied and so 
gn’,= nG,*-*O whenn+cc. 
X=1 
If now suffices to apply Theorem 3.1 and the proof is complete. •I 
Corollary 4.1. Let the parameter z given by (4.14). A consistent SZ method (4.12) converges if 
zz=- 1. 
Proof. z > 1 so 
T,(z)-’ = Sk(G)) 
It is easy to see that the above 
real and greater than unity. 
In this case, we have 
(4.40) 
< 1. 
real-eigenvalues analysis also holds if all eigenvalues p of G are 
1<p<p<a, p<a. (4.41) 
Therefore, z isgreaterthanunity,since2-(ar+p)<O, p--a<Oand ~~-((Y+~)~--~~--(Y~ 
= 2( p - 1) > 0. 
So, by Corollary 4.1 the SI method will be convergent. •I 
Let us suppose now that some of the eigenvalues of G are strictly less than unity and some are 
strictly greater than unity. It is yet possible to construct a convergent SI method, provided I - G 
is nonsingular. 
There exists (Y and p such that (Y < /? < 1 and such that each eigenvalue of G lies in one of the 
intervals 
u<~J<P or 2--P6~<2-a. (4.42) 
So, the eigenvalues 77 of H = G(21- G) lie in the interval 
a(2 - Ly) < 77 < P(2 - P) < 1 (4.43) 
which is condition (4.9). It suffices to construct the SI method based on the stationary iterative 
method 
U(n+i) = Hu(“) + k (4.44) 
where 
k=(Z-H)A-‘b=(Z-G)2A-‘b. (4.45) 
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Conditions (4.9), (4.41) and (4.42) require that the eigenvalues p of G are real. The 
complex-eigenvalues case may be treated as well, since one can consider the transformation (see 
[41) 
Y=(2P-b+m/(P-a) (4.46) 
where p, y E Q= and the parameter z E 53 by 
z = Y(l) = (2 - (a + PMP - a). (4.47) 
Now, the average spectral radius (4.15) must be calculated by 
%(8(G)) = [ max 1 T,(y) I/Tn(z)]l’n = 
Y 
(4.48) 
as y is complex. 
The formula (4.12) is still valid (see [4, p. 171 and 1721). So we can extend the Corollary 4.1 to 
the complex-eigenvalues case as well, since 
S@(G)) = max I C(PL) I 
= max I T,(Y) I/T,(z) = max I Y I/z. (4.49) 
Remembering that 1 y( (Y) 
Y 
I = Iv(P) I = 1, one concludes that S( Pi(G)) < 1 if z > 1. 
5. Concluding remarks 
For all applications of a SI method the choice of the parameter z > 1 is always made which 
means that convergence is guaranteed. As Young [5] has shown, a SI method is generally 
superior to the basic method from which it has been developed, i.e., if the basic method does 
converge, the respective SI method does generally converge faster. 
Now, by virtue of Corollary 4.1 above, we can state that a SI method always converges even 
when the basic method does not. It suffices to assign and appropriate value to the parameter z. 
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