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Resumen
La cantidad de información digital que se gene­
ra día a día impone restricciones a los usuarios en 
cuanto a la facilidad de acceso. Considerando la ne­
cesidad de acceder a información relevante, la alta 
tasa de aparición de nuevo contenido genera la nece­
sidad de contar con herramientas de búsqueda que 
puedan manejar el tamaño, complejidad y dinamis­
mo de las fuentes de información digital actuales. 
Este problema no puede ser resuelto en el ámbito 
de un solo equipo de cómputo por lo que requie­
re de una arquitectura que involucra procesamiento 
paralelo y distribuido, la cual incluye diseñar y op­
timizar estructuras de datos y algoritmos eficientes 
que las gestionen.
Esta arquitectura es desafiada cuando los docu­
mentos aparecen en flujos en tiempo real como, por 
ejemplo, las publicaciones en las redes sociales. Un 
caso paradigmático son las publicaciones en Twit- 
ter, en la cual millones de usuarios1 alrededor del 
mundo publican “documentos cortos” (tweets) desde 
diferentes tipos de dispositivos (generalmente, móvi­
les), los cuales deben estar disponibles casi de inme­
diato (segundos) por lo que las estructuras de datos 
deben soportar un alto dinamismo. Esto contrasta 
con la búsquedas web clásicas, donde el índice in­
vertido se actualiza en modo batch ya que existe un 
tiempo entre actualizaciones debido a la necesidad 
de recolectar los nuevos documentos a indexar.
Un abordaje actual a este problema es la parti­
ción de la colección en porciones (shards) de acuerdo 
a algún criterio (por ejemplo, temático) de manera 
tal de enviar las consultas solamente a un número 
reducido n de nodos (n C P) que contengan par­
ticiones de la colección que potencialmente pueden 
satisfacer la consulta. Este problema se lo conoce 
como “búsquedas selectivas” (selective search) e in­
cluye métodos que permiten seleccionar los recursos 
adecuados, algoritmos de fusión de resultados par­
ciales y estrategias adaptadas de caching.
Este trabajo presenta las líneas de investigación 
en el contexto de las búsquedas en tiempo real utili­
zando una arquitectura basada en búsquedas selec­
tivas. Las propuestas abarcan el estudio, diseño y 
evaluación de los criterios de actualización del índi­
ce invertidos por partición, las estrategias de cache 
a implementar y el algoritmo de búsqueda final y 
cómo estos impactan en la performance que se pre­
tende optimizar (eficiencia y/o efectividad).
Palabras clave: algoritmos de búsqueda, es­
tructuras de datos, búsquedas selectivas.
Contexto
Esta presentación se encuentra enmarcada en 
el proyecto de investigación “Búsquedas Selectivas 
sobre Flujos de Documentos”, de la Secretaría de 
Ciencia y Tecnología de la Universidad Nacional de 
Luján. Convocatoria: Proyectos de Investigación Ar­
ticulados con Centros de Investigación, Docencia y 
Extensión y/o Centros Regionales, Delegaciones y 
Sede CABA (RESREC:213-19).
Introducción
Las búsquedas de escala web son llevadas a cabo 
por motores de búsqueda que se encuentran prepa­
rados para gestionar eficientemente aspectos de es- 
calabilidad, eficiencia y efectividad [2], Esto se pue­
de plantear como el problema de diseñar sistemas 
distribuidos de gran escala que permitan satisfacer 
las expectativas de los usuarios, utilizando eficiente­
mente los recursos disponibles [5]. Hoy en día, este 
problema es considerado uno de los más atrayentes 
tanto en aspectos teóricos como prácticos en cien­
cias de la computación.
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La arquitectura típica de un motor de búsque­
da está compuesta por un nodo front-end (broker) 
que proporciona la interfaz de usuario y un conjunto 
(grande) de nodos workers (P) que almacenan los 
datos y soportan las búsquedas. Para alcanzar una 
alta eficiencia, se han desarrollado estrategias sofis­
ticadas para recorrer las estructuras de datos (índice 
invertido) en los workers como los algoritmos de po­
da dinámica (dynamic pruning) Maxscore, WAND 
y Block-Max-Wand [8]. A partir de una consulta de 
usuario (query), éstos permiten “navegar”por las es­
tructuras de datos sin evaluar todos los documentos 
de modo de acelerar el procesamiento sin disminuir 
la calidad de las respuestas. Complementariamen­
te, se implementan varios niveles de cache: a nivel 
del broker se mantiene generalmente un cache de 
resultados[4], el cual almacena la lista final de los 
resultados correspondientes a las consultas más fre­
cuentes o recientes. Además, un cache de listas de 
posteo (posting list cache) [14] se implementa en ca­
da nodo de búsqueda. Este cache almacena en me­
moria las listas de posteo de términos populares o 
valiosos, para evitar el acceso al disco.
Cuando esta arquitectura es aplicada sobre flu­
jos de documentos de escasa extensión generados en 
tiempo real, como el caso de Twitter, aparecen nue­
vos problemas, siendo necesario revisar esta arqui­
tectura y diseñar y aplicar nuevas estrategias, políti­
cas, estructuras de datos y algoritmos.
Diversos trabajos se enfocan en este tema, ya 
sea, basándose en indexación adaptativa o en con­
trol de la evolución del tamaño de las estructuras 
de datos. En el primero de los casos, Chen et al.
[6] implementa un sistema de indexación orientado 
incorporar al índice solamente aquellos tweets que 
tengan mayor probabilidad de formar parte de los 
resultados de búsqueda (llamados “distinguidos”), 
retrasando la indexación de los restantes (llamados 
“ruidosos”). En el otro caso, Rissola et al. [12] pro­
pone estrategias de poda dinámica del índice inverti­
do (invalidación) que controlan su tamaño y permi­
ten aumentar la eficiencia de la búsqueda al recorrer 
estructuras más compactas.
Por otro lado, se han propuesto estrategias al­
ternativas para acelerar el proceso de búsqueda en 
grandes colecciones de documentos. Una de ellas 
son las “búsquedas selectivas” (selective search), la 
cual implica particionar la colección en subcolec­
ciones que luego son asignadas a diferentes nodos 
de acuerdo a algún criterio con el objetivo de con­
sultar un número reducido de ellos para satisfacer 
una consulta. Como es de suponer, un aspecto clave 
aquí es el criterio empleado para particionar y dis­
tribuir la colección entre los nodos. Dicho criterio es 
llamado política de asignación. En relación a esto, 
Kulkarni et al. [11] estudiaron tres tipos de asig­
nación (aleatoria, basada en origen y basada en el 
tema) e investigaron cómo realizar la búsqueda sólo 
en un subconjunto de shards para cada consulta sin 
sacrificar calidad. Sus resultados muestran que los 
costos de búsqueda se reducen al menos un orden de 
magnitud utilizando la estrategia de dividir por te­
ma, esto es, mediante una técnica de clustering para 
la asignación de documentos a conjuntos disjuntos 
temáticos. En cuanto a la precisión, al menos el 86 % 
de las consultas obtuvo una performance más alta 
con esta estrategia versus la aleatoria y la basada 
en origen.
Por su parte, Hafizoglu et al. [9] plantean la uti­
lización de un índice denominado cluster-skipping 
por cada shard que permite mejorar la latencia en 
la resolución de las consultas, llegando a mejoras 
del orden del 55 % respecto de la búsqueda selecti­
va basada en tópicos. Además, muestran que la ar­
quitectura mejora el imbalance producido al utilizar 
índices basados en tópicos, permitiendo un balanceo 
uniforme a través de los diferentes shards.
Sin embargo, ninguno de los trabajos previos 
considera la posibilidad que los documentos arriben 
en flujos, como es el caso de las publicaciones en 
redes sociales.
Finalmente, entre los trabajos sobre caching y 
búsquedas selectivas solamente se cuenta con el 
aporte de Dai y Callan [7]. En el mismo, se estudia si 
los shards basados en temas reducen la efectividad 
del caching basado en QtfDf [3] y propone una serie 
de variantes que tienen en cuenta esta arquitectura. 
Además, explora si el uso de un log de consultas re­
lacionadas a los shards puede mejorar los resultados 
del caching de posting lists. Los resultados muestran 
que la distribución sesgada de las posting listss pue­
den causar una disminución en la tasa de aciertos. 
Sin embargo, este efecto puede ser eliminado utili­
zando los logs de consultas en la política de asigna­
ción de los shards, distribuyendo los más populares 
en diferentes núcleos de los procesadores, lo cual a 
su vez, mejora la performance.
201
Líneas de I+D
Las líneas de I+D del grupo se basan, principal­
mente, en mejorar la eficiencia en la recuperación 
de información de gran escala sobre flujos de docu­
mentos en tiempo real, con énfasis en los siguientes 
temas:
a. Diseño de políticas de asignación
Como se mencionó anteriormente, en este traba­
jo se parte de la hipótesis de que una arquitectura 
basada en búsquedas selectivas pueden mejorar la 
búsqueda sobre flujos de documentos cortos en tiem­
po real sobre todo en eficiencia. Así, dentro de este 
tipo de arquitecturas, los criterios empleados para 
la asignación de los documentos en los diferentes 
shards juega un rol fundamental, dado que la misma 
impacta fuertemente en el logro de una distribución 
de carga lo más equitativa posible entre los nodos 
que componen el cluster. Aquí no hay que perder de 
vista que dicha política será empleada sobre un flujo 
de documentos en tiempo real, lo cual implica una 
indexación incremental lo que supone desafíos desde 
el punto de vista del rendimiento a la hora de asig­
nar documentos a las particiones. Los objetivos aquí 
perseguidos entonces son el diseño y evaluación, res­
pecto al estado del arte, de políticas y técnicas de 
asignación de documentos a las diferentes particio­
nes utilizando, entre otras, técnicas de clasificación 
de aprendizaje automático. En particular, se propo­
ne tomar como base los algoritmos/métodos, consi­
derados estado del arte, utilizados para seleccionar 
recursos, concretamente Rank-S [10] y Taily [1]. A 
partir de éstos, se propondrán variantes que conside­
ren que los documentos son cortos y que aparecen en 
flujos. Lo cual, además, lleva a que consideren que 
las estadísticas2 no son tan robustas y que deben 
recalcularse de forma on fine.
2 Con el término “estadísticas” se pretende indicar el con­
junto de indicadores que se utilizan para la descripción de 
una colección (o partición) y que son necesarios también para 
la selección de recursos (por ejemplo, distribución de a fre­
cuencia de los términos en los documentos y en la colección, 
tamaño de la misma, tasa de actualización, etc.)
b. Métodos de selección de los nodos
Luego de haber distribuido los documentos entre 
las particiones, otra cuestión de suma importancia 
en el contexto de la búsqueda selectiva, es cuáles y 
cuántos shards consultar a la hora de resolver una 
query. Aquí se pueden distinguir dos grandes cla­
ses de algoritmos de selección que modelan a los 
shards de diferentes formas: los basados en voca­
bulario y los basados en muestreo [1]. Los prime­
ros, representan las particiones mediante una serie 
de estadísticas de los términos del vocabulario ma­
nejado por el motor de búsqueda. En cambio, los 
basados en muestreo son aquellos que utilizan un 
índice central que contiene muestras representativas 
de cada shard. En este proyecto, específicamente, en 
base a escenarios diferentes, con requerimientos di­
versos planteados para el diseño de las políticas de 
asignación, se propone estudiar el tradeoff entre la 
cantidad de particiones y número seleccionado para 
resolver la consulta.
c. Técnicas de caching en los nodos y en 
el broker
Para el estudio de las políticas de caching, se 
propone partir del trabajo de Dai et al. [7], quie­
nes trabajan con caches estáticos, luego extender­
lo a dinámicos y estudiar el impacto de diferentes 
políticas de reemplazo, con la posibilidad de combi­
narlas entre posting lists y resultados. En general, 
estas pruebas de evaluación se realizan habitualmen­
te con datos reales provenientes de archivos de log 
de motores de búsqueda comerciales. Existen data- 
sets disponibles para investigación que son de do­
minio público y - además - se cuenta con vínculos 
académicos con grupos en la temática con quienes 
se comparten datos de prueba..
Finalmente, para poder estimar la performan­
ce de diferentes arquitecturas y configuraciones se 
propone complementar la experimentación real con 
modelos de simulación. Estos posibilitan evaluar un 
sistema sobre escenarios para los cuales no se dispo­
nen recursos (por ejemplo, un cluster de 2000 o más 
nodos) y determinar costos, performance, escalabi- 
lidad y otras métricas.
Resultados y objetivos
Dentro del escenario en el cual se cuenta con 
flujos de documentos que ingesta el sistema y se 
deben incorporar a una o varias particiones para 
soportar la búsqueda, la hipótesis de trabajo que 
aparece es que es posible aumentar la performance 
del sistema de búsqueda a partir de la utilización de 
métodos ad-hoc para la asignación de documentos, 
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junto con estrategias de selección de particiones que 
consideren este mismo criterio.
De aquí, se define como objetivo general de esta 
propuesta el desarrollo de técnicas y algoritmos pa­
ra la asignación de flujos de documentos a diferentes 
particiones de un índice para luego soportar búsque­
das sobre un subconjunto de éstas, maximizando la 
performance (tanto eficiencia como efectividad).
En cuanto a los objetivos específicos, se conside­
ran:
■ Desarrollar un método online para rutear los 
documentos a los nodos (o particionar una co­
lección) para la asignación a las diferentes par­
ticiones (shards) basado en parámetros de la 
arquitectura (por ejemplo, número de proce­
sadores, núcleos, etc.).
■ Proponer y evaluar nuevos métodos de selec­
ción de los nodos a consultar para responder 
una consulta a partir de considerar la dinámi­
ca de ingreso de los documentos y la estrategia 
de ruteo.
■ Estudiar el tradeoff entre cantidad de shards 
y número de nodos a consultar (k) para obte­
ner la respuesta a una consulta dada para las 
métricas de interés (eficiencia/efectividad).
■ Incorporar y evaluar técnicas de caching en 
los nodos y en el broker para incrementar el 
throughput del sistema (queries/segundo).
■ Desarrollar un método que permita especifi­
car una métrica a maximizar para un query 
dado (por ejemplo, para soportar aplicaciones 
que requieren una aproximación cercana a una 
búsqueda exhaustiva).
■ Desarrollar un modelo de estimación de la per­
formance de la arquitectura en base a las va­
riables más determinantes para un hardware 
dado (por ejemplo, un cluster particular).
Los resultados de este proyecto poseen aplica­
ción práctica directa en la industria. Hoy en día la 
mayoría de los sistemas que gestionan información 
implementan estrategias de búsquedas, incluso so­
bre documentos de texto o flujos de tweets. En es­
te último caso, principalmente debido a que Twit- 
ter se utiliza como una plataforma multipropósito, 
tanto de diseminación de información social como 
para negocios (marketing), publicidad, entre otras. 
Cualquiera de estas aplicaciones que requieran so­
portar búsquedas en tiempo real deben contar con 
estrategias eficientes que optimicen el uso de recur­
sos ofreciendo parámetros de efectividad aceptables 
(que dependen del problema). Además, teniendo en 
cuenta que se propone realizar la experimentación 
sobre plataformas distribuidas (por ejemplo, Spark 
[13]), se genera conocimiento para implementar los 
modelos/servicios a diferentes escalas, permitiendo, 
por ejemplo, que una pequeña/mediana organiza­
ción acceda a desplegar un cluster con hardware 
commodity.
Formación de Recursos Humanos
En cuanto a formación de recursos humanos se 
propone que los integrantes del proyecto se incor­
poren a tareas de investigación de forma regular. 
Además, se espera que al menos uno de los inte­
grantes inicie estudios de postgrado. Complementa­
riamente, durante los dos años del proyecto se espe­
ra incorporar un pasante (estudiante de la Lie. en 
Sistemas de Información) para que inicie tareas de 
investigación y ofrecerle la posibilidad de seguir esta 
línea para su trabajo final (tesina de grado).
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