Measurement is a technique that is widelyused to quantify quality of process models. Evaluation of measurement results implies comparison against limit values, called thresholds. Determining thresholds is no trivial task and it requires the application of complex techniques. There are several techniques that have been published to date, proposing different approaches for threshold extraction. Two of the most prominent techniques are ROC curves and the Bender method. Although they come from different fields, both use logistic regression analysis as a discriminator function. Aim: For this reason, the main hypothesis is that thresholds obtained by both of those techniques are equally efficient in classifying the measurement results. Method: To check the hypothesis, we obtained thresholds for a group of empiricallyvalidated measures for business process models, by applying both techniques. Then we checked the accuracy of the results.
INTRODUCTION
Measurement activities provide a good means for obtaining important information and for helping us to plan and track improvement efforts, communicate goals and convey reasons for improvements [1] . Improving efficiency in any organization generally requires better process control. Since a process is a complex entity which describes a lifecycle, some authors have affirmed that processes should be improved starting at the design stage, because "more than half the errors that occur during process developments are requirements errors" [2] and those errors are easier to eliminate early on than they are in post-implementation stages [3] .
Even though the measurement of process models is considered to be very useful in obtaining information on potential improvement directions [1] , the evaluation of measurement is no trivial task. Evaluation of measurement results implies "having an alarm which occurs whenever the value of the specific measure exceeded some predetermined value" [4] . This value is called a threshold.
Definition of thresholds requires a theory and practical base and it should meet certain requirements. It should fulfill the following conditions: it should not be based on expert opinion, but on measurement data, it should respect the statistical properties of the measure, such as measure scale and distribution and be resilient against outlier values, and finally, it ought to be repeatable, transparent and easy to carry out [5] . Some authors have worked on different techniques for threshold definition. However, a relevant number of authors used ROC curves [6] [7] [8] and the Bender method [9] [10] [11] [12] [13] for threshold determination. ROC curves is a technique from signal detection theory to select possible optimal models and to discard suboptimal ones independently of the cost context [14] . On the other hand, Bender [9] defined a method for quantitative risk assessment in epidemiological studies. Both methods follow a two-step approach: firstly, the estimation of the discriminator function and secondly, the determination of thresholds. The first step is the same for both methods: the discriminator function is based on the logistic regression; it should then be considered whether both techniques generate similar results or not. All this being so, we address the following research question in this paper: which threshold determination technique will obtain more accurate threshold values? To resolve this question, we have applied both techniques on previously-defined experimental data, in order to obtain a threshold for business process model measures. Threshold values are then validated using the recall and precision measures [15] .
The remainder of this paper proceeds as follows. Section II provides the background of this research work by introducing business process model measures and techniques for threshold extraction. In Section III, the threshold determination techniques chosen are described in detail and then, in Section IV, these are applied to extract thresholds for business process measures. In Section V, the effectiveness of both techniques is checked and results obtained are discussed, along with threats to validity. Section VI concludes the paper with a summary and an outlook on future research.
II. BACKGROUND

A. Business process model measures
A systematic literature review concerning business process models was published in [16] and updated in [11] . In these documents, several measurement proposals for business process models were selected. These measures are about structural aspects of these models: for example, the control-flow complexity, or the number of elements of a specific design element. The most important aspect is that the measures should be supported by some kind of empirical validation, which makes them reliable and which facilitates the establishment of a more objective relationship between them and external quality characteristics. Some works about empirical validation of measures have been published in [11, 17, 18] . Although external quality of models can be discussed from different perspectives, most authors investigate understandability, since process models are typically used as a communication vehicle between stakeholders. Using the model therefore signifies being able to understand the semantics represented and to then adapt those to the new business requirements [19] .
In the context of this paper, therefore, we use empiricallyvalidated measures found in literature which have demonstrated their ability to predict the understandability of business process models. These measures are depicted in Table  I . Although most of these measures can be applied on business process models independently of the notation, in this paper they are applied on models represented in BPMN [20] . Measurement results do not report significant benefits if they cannot be contrasted against limit values, however which is why thresholds have to be defined. The next section discusses techniques for threshold definition. 
B. Related works on threshold determination techniques
Several proposals on threshold determination have been published to date. For example, Erni and Lewerentz [23] used mean and standard deviation to extract thresholds for software measures, specifically for class and method complexity, coupling and cohesion. French [24] also uses mean and standard deviation to extract thresholds for some software measures, but in addition using Checbyshev"s inequality theorem. This technique requires data to follow a normal distribution, which is rarely applicable for model measure values, and it is sensitive to a large number of outliers. On the other hand, Benlarbi [25] defined thresholds for Chidamber and Kemerer measures using a linear regression analysis. There was no empirical evidence supporting that model, however. Rosenberg [26] extracted thresholds for object-oriented software measures in order to check the error-probability using histogram analysis, but there was no clear evidence of how these values are associated with error-probability. Other authors used techniques from the Artificial Intelligence field, for example Herbold et al. [27] , who used a machine learningbased method, but this only produced a binary classification. Yoon et al. [28] used a k-means cluster algorithm, but it required an input parameter that affects both the performance and the accuracy of the results.
Several authors proposed different techniques for threshold determination, but a few of them agree on using ROC curves and the Bender method. For example, Shatnawi [10] used the Bender method for Chidamber and Kemerer measures. Likewise, Sanchez-Gonzalez et al. [11, 13] , use the same method for business process model measures, in particular, for a group of structural complexity measures. Perez-Castillo et al. [12] also used the Bender method for measures related to business process mining. Others authors agree upon the use of ROC curves, including Shatnawi [6] and Catal et al. [8] works, in which ROC curves were used to obtain thresholds for software measures. Mendling et al. also use that technique to define thresholds for business process models [29] . Since both of these techniques are the two used most extensively in the literature; they are explained with more detail below.
III. THRESHOLD DETERMINATION TECHNIQUES
ROC curves and the Bender method involve a two-step approach. The first step is about estimating the discriminator function, and the second is the determination of thresholds. For both methods, the logistic regression is utilized to estimate a discriminator function. Logistic regression is a statistical model for estimating the probability of binary choices [30] . In this paper, the binary variable understandability can take the values of understandable/non-understandable. The idea of a logistic regression is that this probability can be represented by the odds. This is the ratio of considering the model as understandable, divided by the probability of considering it as non-understandable. The logistic regression estimates the odds based on the logit function, which is
(1), where α is called the intercept and β 1 , β 2 , β 3 and so on, are called the regression coefficients of independent variables x 1i , x 2i , x 3i respectively. In our case, we will consider k business process model measures as input variables and observations from i business process models. This part is common for both techniques: they require a logistic regression equation; in the case of the Bender method, to obtain α and β, which are needed to perform the operations; for ROC curves, it indicates the relationship between input and dependent variables. That means that ROC curves evaluate the ability of the logistic model to distinguish between the two states: understandable/ non-understandable. Having described the step in common, then, we will go on to explain how the technique obtains threshold values.
A. The Bender method
The Bender method assumes that the risk of an event happening is constant below a specific value (i.e. the threshold) and increases according to a logistic equation. By defining acceptable levels for the absolute risk, the corresponding benchmark values of the risk factor can be calculated by means of nonlinear functions of the logistic regression coefficients. Generally, a benchmark value is a characteristic point of the dose-response curve at which the risk of an event rises very steeply. The difficulty is to define what is meant by "very steeply". At first, a benchmark can be defined as the "Value of an Acceptable Risk Level" (VARL) defines as equation 2.
In Equation (2), p 0 is the probability of an event occurring. This value is indicated by the engineer who is applying that method and it can vary from 0 to 1. For example, p 0 = 0.6 indicates that there is a probability of 0.6 the measures to be considered as appropriate. On the other hand, α and β are coefficients of a logistic regression equation, as was indicated in (1). The independent variable in the logistic regression model is the measure or measures of which we want to determine the thresholds. The dependent variable must be a binary variable.
B. ROC curves
Receiver Operating Characteristics (ROC) curves provide a pure index of accuracy by demonstrating the limits of a test"s ability to discriminate between alternative states [14] . For the definition of a ROC curve, we need two variables: one binary and another that is continuous. Each point in the ROC curve represents a pair of sensitivity and 1-specificity. In this way, it represents the classification performance of any potential threshold.
The test performance is assessed using the Area Under the ROC Curve (AUC). AUC is a widely-used measure of performance of classification [31] . Ranging between 0 and 1, it can be used to assess how good threshold values are at discriminating between groups. There are rules of thumb for assessing the discriminative power of measures based on AUC [30] . An AUC < 0.5 is considered no good, poor if AUC < 0.6, fair if AUC < 0.7, acceptable if AUC < 0.8, excellent if AUC < 0.9 and outstanding if AUC <1. The standard error or p-value is estimated using a 95% confidence interval. The test checks if the AUC is significantly different from 0.5. For those measures that are found to be valid according to the AUC value, we can determine a threshold based on the ROC curve. We need a criterion to choose a threshold value for a measure (sensitivity, 1-specificity pair) to balance benefits and costs. The purpose is to maximize both values, i.e. sensitivity and specificity, while at the same time [30] minimizing false-positive and falsenegative. As was indicated in [7] , we assume sensitivity and specificity to be of equal importance. The best threshold can then be selected by finding the point on the curve that maximizes both sensibility and specificity. This is the point with the greatest distance from the 0.5 diagonal.
IV. ANALYSIS OF THE EFFECTIVENESS OF THRESHOLD DETERMINATION TECHNIQUES
After describing the threshold determination techniques in detail, these will be used to extract thresholds, and after that, those thresholds will be validated to detect which technique obtains the most accurate threshold values.
A. Hypothesis
The previous discussion gives us reason to assume that threshold determination techniques based on logistic regression equation obtain threshold values with similar accuracy in classifying models. The main hypothesis is:
H 0: Thresholds obtained by both techniques are equally efficient in classifying the measurement results To check this hypothesis, we calculate thresholds for a set of measures, which are able to predict understandability through the application of ROC curves and Bender method.
B. Experimental settings
To check the hypothesis we have used the experimental data obtained in two families of experiments. The first family of experiments was conducted by Rolón et al. [17] and included one experiment and two replicas (to see Figure 1 ). The experimental material was composed of 15 BPMN models which included a group of questions about the understandability of the model. We collected the efficiency of understandability tasks carried out by each subject in each model, which was calculated by dividing the number of correct answers by the time spent. Therefore, the dependent variable is the understandability and the independent variables the measures about structural properties of the model (number of nodes, control-flow complexity, etc.). The second family of experiments included one experiment and one replica (to see Figure 2 experimental material was composed of 10 BPMN models which included some understandability questions. As in the first family of experiments, the dependent variable was the understandability measured through the efficiency and the independent variables were the measures of structural properties of the models. The mean (µ) and the standard deviation (σ) of the independent variables in the two families of experiments are summarized in Table II . Cells with a "-" indicate that the measure does not vary in that family of experiments. In Figure 3 is included an excerpt of the experimental material, which was similar in both families of experiments.
C. Thresholds calculation
The obtained data were divided into two groups. One group was used to define the thresholds and the other to validate them. For the first family of experiments, the first experiment and the 2 nd replication were used for threshold definition (because subjects have similar background) and in the second family of experiments, the experiment is used for threshold determination and the replication for validating them. Thresholds are calculated by applying ROC curves and the Bender method on the experimental data described previously. A prerequisite for calculating thresholds is that measure values must vary enough for the results obtained with the threshold determination techniques to be significant. This is the reason dichotomization of the dependent variable: in this case, the efficiency of understandability. In the family of experiments this variable is not binary, because it ranges between 0 and 1. However, it can be converted into a dichotomous one, signifying that it would be 1 when it was higher than the median and 0 when it was lower [32] . The median was also used for dichotomizing variables in [13] . As regards the second step in threshold determination, ROC curves do not require any configuration. The Bender method requires the definition of p 0 , however. That value is used to indicate the probability of considering the model as non-understandable. For example, if p 0 is 0.9, the probability of considering the model nonunderstandable is about 90%. Since there is no consensus about what value of p 0 is the most suitable, we chose three possible options: p 0 = 0.6, p 0 = 0.7, and p 0 = 0.8. We believe that a model with a 60%, 70% or 80% percentage of being deemed non-understandable should be submitted to the redesign process.
Thresholds obtained in the first and second family of experiments for each measure are depicted in Table III . The symbol "-" signifies that the threshold for that measure could not be calculated, or that the threshold value is out of the variable domain.
D. Thresholds validation
In this section, we present findings from applying the threshold in experimental data for validity. We approached the validation of threshold from an information retrieval perspective. In this field, true and false positives, as well as true and false negatives, are used as the basis for calculating precision, and recall measures are employed for assessing the quality of a search results [15] . Precision is the ratio of true positives to the sum of true and false positives. In terms of understandability, this is the ratio of correctly-found nonunderstandable models, based on a threshold value in relation to the sum of all error predictions. Recall is the ratio of true positives to the sum of true positives and false negatives. In other words, recall is the ratio of correctly-found nonunderstandable models to the sum of all non-understandable models.
The next section compares results obtained for each technique.
V. DISCUSSIONS
In this section, we discuss the derived threshold for each technique, along with their validation, in order to check which technique obtained the most accurate threshold values.
A. Bender method vs. ROC curves
The results of precision and recall of threshold are set out in Table IV, Table V and Table VI. In Table IV and Table V there are some cells in gray, to highlight the most suitable values (the higher the values of recall or precision, the more suitable the result is).
According to precision results of thresholds, 60% of the most accurate precision results were obtained by the Bender method in the first family of experiments and 42% in the second one. That means thresholds obtained by any technique can classify models with similar precision. As regards recall results, 68% of the most accurate results were obtained by ROC curves in the first family of experiments and 47% in the second one. That means that the classification of models by thresholds obtained with ROC curves is more comprehensive than with the Bender method. Interpreting both measures in an isolated manner does not report as many advantages as when this is done with them in conjunction. A way to combine precision and recall is the harmonic mean, which is typically called F-measure. It ranges between 0 and 1. This measure provides a single measurement for the relationship we are validating. Moreover, we need a statistical technique to compare the results of precision and recall measures formally. Since we cannot assume that the sample follows a normal distribution, the comparison requires a non-parametric test. The test of Mann-Whitney [33] is used to check the heterogeneity of two ordinal samples, so it will indicate to us whether there is a significant difference between the two techniques, based on precision and recall measures. The result of this test is shown in Table VII . Precision, recall and the harmonic mean of them (F-measure) is displayed, and we have highlighted the significant results in grey.
Precision
In Table VII , the test of Mann-Whitney reveals that the precision of both techniques is not significantly different (pvalue > 0.05); this means that in classifying models there is no prevalence between the precision of thresholds obtained by either of the techniques. On the other hand, there are significant differences between recall values of the two techniques; mainly for high values of p 0 (p 0 is the input value of the Bender method). Finally, the F-measure is significantly different for both techniques in most of the cases. In conclusion, then, the comparison of these techniques presented in this paper is valid, because the differences between them are meaningful.
Since the Mann-Whitney test indicates that there are significant differences between recall and F-measure values, it interests us to know which of those techniques is the most suitable; in other words, to find out the technique that can extract thresholds with higher values of recall and F-measure. As it can be observed when comparing the values of the Fmeasure of both techniques in the two families of experiments (Table IV, Table V and Table VI) , more suitable values are obtained by ROC curves (68% in the first family and 52% in the second one), which indicates that ROC curves are a more suitable technique for threshold determination. This is illustrated in Figure 4 and Figure 5 . Those figures show a comparison of the F-measure between the ROC curves and the Bender method for each family of experiments. Those charts reflect that the F-measure associated with ROC curves is higher in most of the cases. 
B. Threats to validity
With regards to the conclusion validity, the size of the sample data for performing the calculations is about 71subjects for the first family of experiments and 52 subjects for the second one. The number of measures used to obtain thresholds is 25, which is the number of comparisons between precision and recall values, and this is considered significant to allow us to obtain conclusion validity.
Construct validity is about reflecting our ability to measure what we want to measure. The comparison of the techniques (which are the independent variables of the study) is done by the measures precision and recall (which are the dependent variables of the study). Those measures are commonly accepted in related works, so we considered that making a comparison between techniques based on precision and recall measures provides an objective comparison.
Internal validity concerns whether the effect measured is due to changes caused by the researcher, or from some other unknown cause, in other words, if there is a causal relationship between treatment and outcome. To answer this question we have to highlight some points. First of all, we examine the threats to the experimental data used for threshold determination. In both families of experiments, all subjects had roughly the same knowledge about modeling, because all the students were close to finishing their degree, or had recently finished it. Subject motivation effects are discarded, because all our subjects received extra marks, and fatigue effects were mitigated by conducting the experiments on different days. Since we consider that most of the typical threats to internal validity are not real threats for the experiments, we are confident that there are no major risks. More details about threats to validity in the experiments are described in [17] . On the other hand, there are threats related to the techniques used for threshold determination. The first is that logistic regression requires a binary variable, and dichotomization can imply a loss of information. This can result in the thresholds not being very accurate. Another point is that one particular curve may have a larger AUC (which is apparently better), even though the alternative may show superior performance over almost the entire range of values of the classifications threshold. This fact indicates that sometimes ROC curves can offer not very accurate thresholds. Moreover, application of the Bender method requires the subjective definition of p 0 and that directly affects the accuracy of thresholds. Despite these limitations, we believe that the comparison between both of the techniques studied in this paper offers strong evidence for ROC curves being more accurate in threshold determination. In relation to external validity, some characteristics of the experiments could limit the applicability in reality. In our case the generalization of results to other studies means that ROC curves will always obtain more accuracy thresholds than the Bender method. This can depend on the p 0 chosen: a p 0 that is different for each measure obtains more accuracy results than the same p 0 for all. For this reason, we selected three different values, in order to cover as many choices as possible. We believed that determining thresholds with a 60%, 70% or 80% chance of considering the model as non-understandable is sufficiently valid.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we analyzed two techniques for threshold determination, in order to demonstrate which of them obtain more accurate thresholds. The techniques are ROC curves and the Bender method, both of which use the logistic regression as a part of their calculations. For this reason, the hypothesis assumed that both techniques obtain similar threshold values, and to prove this, we extracted thresholds with them, using the experimental data of two families of experiments. For each threshold obtained, the precision and recall measure, and the harmonic mean of them were calculated.
The differences between both techniques are checked through the application of a statistical test, the Mann-Whitney test. This test detected that there are significant differences between the F-measure values, and the charts revealed that the better results corresponded to ROC curves. The main finding of this paper is that both techniques are able to obtain thresholds with similar precision (precision means that all the non-understandable models were classified using thresholds, although others which were considered understandable were also selected). However, only when the p 0 is higher than 0.6 are the differences of recall values between the techniques significant, and ROC curves are again the most suitable technique. The F-measure, however, considers both the precision and the recall to compute the score. We can thus conclude that ROC curves obtain more accurate thresholds in classification tasks than the Bender method.
As future work, we propose the comparison of the threshold obtained by other techniques, in order to select the most effective one for threshold determination. Moreover, more empirical validation is needed to generalize the results shown in this paper.
