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Resumen 
La transformación local polinomial de Fourier (LPFT) 
es una representación tiempo-frecuencia (TFR) que 
generaliza los resultados obtenidos por la transfor-
mación de Fourier de corto tiempo (STFT); esta herra-
mienta matemática puede ser empleada para estimar 
la frecuencia instantánea (IF)  
y sus derivadas  en 
señales no estacionarias o señales de fase variante 
en el tiempo . Varias publicaciones presentan 
diferentes métodos para calcular la LPFT; sin embar-
go, estos trabajos no describen de manera completa 
un algoritmo para su implementación computacional 
o requieren del cálculo de funciones o transforma-
ciones adicionales. Este artículo propone un algo-
ritmo basado en la definición de la aproximación 
local polinomial (LPA) y el uso del periodograma lo-
cal polinomial (LPP) como estimador de la IF y sus 
derivadas; asimismo, se presenta la validación del 
algoritmo propuesto y se consideran los errores (SR-
MSE) en el cálculo de los estimados de la LPFT. Final-
mente, se determinan los costos computacionales a 
partir de un caso de estudio. Los resultados muestran 
que el error en el cálculo de la LPFT disminuye de-
pendiendo del ancho de la función ventana y de la 
resolución dada a los posibles estimados de , 
aunque esto provoque un incremento en la cantidad 
de operaciones realizadas.
Palabras clave: aproximación local polinomial, es-
timadores no paramétricos, frecuencia instantánea, 
periodograma local polinomial, transformación local 
polinomial de Fourier.
Abstract
The local polynomial Fourier transform (LPFT) is 
a time-frequency representation (TFR) that gene-
ralizes the results obtained by the short-time Fou-
rier transform (STFT). This mathematical tool can 
be used to estimate the instantaneous frequen-
cy (IF)  and its derivatives 
 into non-statio-
nary signals or time-varying phase signals . 
Several publications present different methods for
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calculating the LPFT. However, these studies do not fully 
describe an algorithm for its computational implementa-
tion or require the calculation of additional functions or 
transformations. This paper proposes an algorithm based 
on the definition of the polynomial local approximation 
(LPA) and the use of the polynomial local periodogram 
(LPP) as an estimator of the FI and its derivatives. Likewi-
se, the validation of the proposed algorithm is presented 
and errors (SRMSE) are considered in the calculation of 
the LPFT estimates. Finally, computational costs are de-
termined from a case study. The results show that the 
error in the LPFT calculation decreases depending on 
the bandwidth of the window function and the resolu-
tion given to the possible estimates, although this 
process causes an increase in the number of operations 
performed.
Keywords: instantaneous frequency, local polinomial 
approximation, local polinomial Fourier transform, lo-
cal polynomial periodogram, non-parametric estimators.
INTRODUCCIÓN
El procesamiento digital de señales (DSP) facilita la 
extracción de información y de las características 
de una señal que no son fácilmente perceptibles du-
rante su registro [1]; este proceso incluye la adquisi-
ción de la señal bajo, el alistamiento y organización 
de los datos, la selección de la técnica que se usará 
para la extracción de la información y la estimación 
de características particulares de la señal [2].
Respecto a las técnicas usadas para analizar la se-
ñal y procesar sus características, estas pueden apli-
carse en el dominio del tiempo o el dominio de la 
frecuencia. Una alternativa que integra las ventajas 
de estos métodos, son las que combinan el análisis 
en el tiempo y la frecuencia, conocidas como re-
presentaciones tiempo-frecuencia (TFR); estos mé-
todos facilitan la extracción de las características de 
una señal a partir del análisis de algunos paráme-
tros tales como: los niveles de amplitud en bandas 
tiempo-frecuencia, la concentración de energía, los 
coeficientes de descomposición, etc. [3].
En función del enfoque que se le quiera dar al análi-
sis, las TFR pueden ser categorizadas en dos grupos: 
las que emplean funciones tiempo frecuencia (TFF) y 
las que se basan en distribuciones tiempo-frecuencia 
(TFD). En el primer grupo se encuentran las TFR li-
neales, las cuales se caracterizan por ser expresadas 
en forma de integrales, usan una función que ac-
túa como el núcleo (kernel) y evitan la aparición de 
términos cruzados, lo cual facilita la interpretación 
de singularidades. La transformación de corto tiem-
po de Fourier (STFT), la transformación de wavelets 
(WT), la transformación S (ST) y la transformación 
armónica de corto tiempo (STHRT) son algunas de 
las TFR lineales más usadas en los últimos años.
Estas herramientas matemáticas se enfocan en la 
estimación de la frecuencia instantánea (IF) de la 
señal, la cual es una generalización del término fre-
cuencia constante aplicada a señales estacionarias 
o periódicas, pero extendida a señales cuyo ángulo 
de fase varía con respecto al tiempo. Este concepto 
de IF se vuelve mucho más relevante si los cambios 
en la fase son irregulares, pues bajo esta condición, 
las nociones de periodicidad y frecuencia pierden 
completamente su sentido; adicionalmente, si se 
tiene en cuenta que en ciencias e ingeniería es co-
mún el análisis y procesamiento de señales de fase 
variante, señales multicomponentes y señales que 
presentan rápidas variaciones de amplitud, la esti-
mación de la IF en este tipo de señales se torna una 
problemática de estudio permanente.
En las últimas décadas, la aplicación de TFR para la 
extracción de información y la estimación de la IF 
ha fijado su atención en algunas transformaciones 
que rotan el plano tiempo-frecuencia (transforma-
ciones rotadas); estas técnicas aprovechan algunas 
de sus propiedades como la buena concentración 
de energía y la identificación de variaciones tiem-
po-frecuencia, para conocer información relevante 
de la señal [3], [4]. Algunos ejemplos de estas son: 
la transformación Radon-Wigner (RWT), la trasfor-
mación fraccional de Fourier (FRFT) y la transfor-
mación local polinomial de Fourier (LPFT).
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La LPFT es una generalización matemática de la 
STFT que conserva sus propiedades de linealidad 
y simplicidad. La LPFT se basa en el teorema de 
aproximación de Weierstrass [4] y ha sido usada 
en aplicaciones donde las señales bajo estudio son, 
por lo general, no-estacionarias y variantes en el 
tiempo [5]; adicionalmente, la LPFT se relacionada 
con el periodograma local polinomial (LPP), el cual 
es una distribución de energía tiempo-frecuencia 
sobre un espacio de  dimensiones, donde 
 es el orden polinomial (grado) de la LPFT.
La ventaja de la LPFT sobre otras TFR lineales es 
que utiliza una función polinomial en su exponen-
te complejo para describir las características de la 
IF  en señales de fase variante en el tiem-
po, conocidas también como señales de fase poli-
nomial (PPS). Mientras otras técnicas como la STFT, 
la WT o la distribución de Wigner-Ville (WVD) se 
enfocan en obtener los estimados de  con 
una buena resolución, la LPFT proporciona infor-
mación de  y de sus variaciones respecto al 
tiempo . Este proceso 
permite estimar con mayor precisión las variacio-
nes tiempo-frecuencia de la señal, mejora la con-
centración de energía y aumenta la resolución de 
la IF y, en general, del espectro de frecuencia [5].
Debido a que su desarrollo es relativamente recien-
te, la LPFT ha recibido considerable atención en la 
última década y ha sido usada en variedad de apli-
caciones tales como: voz, audio, radar, sonar, señales 
biológicas, señales geofísicas, supresión de interfe-
rencias en comunicaciones, entre otros. Una síntesis 
de estas aplicaciones se puede encontrar en [6].
Por lo general, el proceso de cálculo de la LPFT 
se asocia con la búsqueda de los coeficientes 
 q u e 
aproximan de mejor manera la fase de la señal. 
En la literatura, es posible encontrar varios méto-
dos para calcular la LPFT y estimar la IF en seña-
les de fase variante en el tiempo; no obstante, las 
alternativas más usadas para esta tarea se basan 
en la transformación polinomial tiempo-frecuen-
cia (PTFT) y el concepto de la aproximación local 
polinomial (LPA) [6], [7], [8], [9].
La PTFT es una herramienta desarrollada para el 
análisis de señales multicomponentes; esta técni-
ca convierte una señal unidimensional de entrada 
en una salida multidimensional, a partir de la cual 
pueden obtenerse los coeficientes polinomiales de 
la LPFT [6]. Empleando la PTFT, la LPFT puede ser 
calculada así: (a) usar una función ventana  
para dividir la señal en cierto número de segmen-
tos, (b) modelar cada segmento como una PPS de 
-orden, (c) estimar los parámetros de la fase para 
cada segmento usando la PTFT (d) calcular la LPFT 
con los parámetros obtenidos y el ancho de venta-
na seleccionado.
Este método tiene un alto costo computacional, ya 
que antes de proceder con la LPFT se debe esti-
mar la PTFT para cada segmento de la señal, deter-
minar la función multidimensional y encontrar su 
máximo; debido a esto, se han desarrollado algu-
nos algoritmos rápidos para la PTFT basados en la 
transformación de fase cuadrática [10], el algorit-
mo Radix-2 [11], el algoritmo Radix-3 [12] y el al-
goritmo Split-Radix [13]. La desventaja de algunos 
de estos métodos es que solo funcionan cuando el 
número de muestras de la señal es de potencia dos. 
De manera que cuando esto no se cumple, se debe 
volver al proceso convencional que incrementa la 
complejidad computacional.
Por otra parte, la LPA es una es una técnica ba-
sada en la teoría de aproximación, propuesta y 
aplicada en estadística para el procesamiento 
escalar y el análisis multidimensional de datos. 
Debido a que la LPFT y el LPP guardan relación 
con el concepto de la LPA, esta última puede ser 
empleada para obtener los estimados del vector 
,  em-
pleando el LPP como estimador de los puntos 
de mayor concentración de energía en la LPFT, 
los cuales coinciden con la IF y sus derivadas. La 
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ventaja de este método, a diferencia del basado 
en la PTFT, es que su implementación facilita el 
cálculo directo de la LPFT y no requiere de funcio-
nes o transformaciones adicionales, reduciendo así 
la cantidad de pasos y operaciones que se deben 
realizar.
Aunque el problema de calcular la LPFT usando 
la LPA ya ha sido abordado en otros trabajos [7], 
[14], la mayoría de estos estudios se ha centrado en 
el análisis del error y la covarianza de las estima-
ciones, dejando de lado el desarrollo de métodos 
para el cálculo de la LPFT. Este artículo propone 
un algoritmo que facilita la implementación com-
putacional de la LPFT para el análisis de señales no 
estacionarias o variantes en el tiempo; el algoritmo 
integra el concepto de la LPA y el cálculo simul-
táneo de los estimados de la IF y sus derivadas. 
Asimismo, se presenta una breve introducción a la 
LPFT y se valida el algoritmo propuesto con ayu-
da de algunas simulaciones; finalmente, se anali-
zan los costos computacionales y se calculan los 
errores de los estimados de la LPFT en función de 
parámetros como: el tiempo de muestreo , la 
duración de la función ventana  y la resolución 
establecida para los posibles estimados del vector 
, denotadas como .
LA TRANSFORMACIÓN POLINOMIAL 
DE FOURIER Y EL PERIODOGRAMA LO-
CAL POLINOMIAL
La LPFT es una generalización de STFT con un po-
linomio en su exponente compleja y es una técnica 
que puede ser usada para determinar la IF de señales 
variantes en el tiempo y PPS. Esta transformación se 
define matemáticamente de la siguiente forma [5]:
Dónde,  es la señal bajo estudio , es el 
tiempo de muestreo de la señal, ,  
es una función ventana que debe satisfacer algu-
nas propiedades: [ ;
;  cuando ; ], 
 es el ancho de banda o duración de la ventana y 
la función  es el núcleo de la transforma-
ción, el cual es definido como:
A partir de esta definición, se puede establecer un 
conjunto de coeficientes  con la informa-
ción de la IF y sus derivadas de manera que [8]:
Donde,  y  es el grado de la LPFT. A par-
tir de la definición mostrada en la ecuación (1), se 
puede notar que  es una función periódica 
de , con periodos iguales a , para 
; de esta manera, el rango de valores 
que puede asumir cada estimador que hace parte 
del vector  es [8]:
De manera similar al periodograma que se obtie-
ne a partir de la STFT, el cual es definido como 
una distribución de energía en el plano tiem-
po-frecuencia , el LPP puede ser in-
terpretado como una distribución de energía 
tiempo-frecuencia de una señal sobre el espacio 
 y se define 
matemáticamente así:
El LPP permite establecer la manera en que la ener-
gía de una señal se distribuye y, además, puede ser 
usado para estimar la IF de una señal [7], [14]. Se 
puede notar que para el caso particular en el que 
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se reduce a la definición convencional de la STFT, 
y el periodograma polinomial  en la ecua-
ción (5) convergerá al periodograma convencional 
en el plano tiempo-frecuencia.
LA APROXIMACIÓN LOCAL POLINO-
MIAL APLICADA AL CÁLCULO DE LA 
LPFT
Aunque el problema de calcular la IF de una señal 
puede ser resuelto de diferentes maneras, la LPA 
puede ser aplicada en las definiciones de la LPFT 
y el LPP para aproximar la fase variante de una 
señal en el tiempo; de hecho, la LPA utiliza se-
ries de Taylor truncadas o limitadas hasta un orden 
 para obtener una función polinomial cercana a 
la fase de la señal bajo estudio. Posteriormente, la 
LPA utiliza dicha expansión de manera local para 
aproximar la fase de la señal sobre un pequeño in-
tervalo de tiempo. 
Así, esta expansión local es usada para calcular 
los estimados de la fase de la señal para un solo 
instante de tiempo , por lo que para el siguiente 
instante de tiempo, estos cálculos deben ser repeti-
dos.; esto determina el carácter no-paramétrico de 
la estimación punto a punto en que se basa la LPA 
y, por consiguiente, el cálculo de la LPFT.
Es importante aclarar que el uso de la LPA garan-
tiza replicar las propiedades de cada estimado de 
 con respecto a las componentes polino-
miales de la IF; de esta forma, para cada instante de 
tiempo se obtienen un conjunto de coeficientes de 
la función polinomial que hace parte del exponen-
te complejo de la LPFT. Esta es la diferencia prin-
cipal entre aplicar la LPA no paramétrica y el uso 
de estimados paramétricos donde los coeficientes 
de la serie polinomial son constantes en todos los 
intervalos de tiempo analizados [15], [16], [17]. 
A partir de las definiciones presentadas en la sec-
ción anterior, el modelo de señal definido en este 
trabajo para aplicar la LPA debe ser de la forma:
Donde,  es una función arbitraria que expre-
sa la fase polinomial de la señal y  representa la 
amplitud de la misma. De esta manera, la IF de la 
señal es definida como:
Para que la LPA pueda considerarse como un méto-
do adecuado para estimar la IF y pueda ser integra-
da con los conceptos de la LPFT y el LPP, la función 
de la fase polinomial  debe ser diferenciable 
respecto al tiempo. A partir de la ecuación (2) y de 
la ecuación (7), es posible afirmar que para mejo-
rar la precisión en el cálculo de las características 
tiempo-frecuencia de una señal la LPFT debe ser 
de orden , de lo contrario, todas las defi-
niciones presentadas convergerán a la definición 
convencional de la STFT.
ALGORITMO PARA EL CÁLCULO DE LA 
LPFT Y EL LPP USANDO LA LPA
El objetivo de aplicar la LPA en el cálculo de la 
LPFT y el LPP es determinar el argumento  
de la señal  definida en la ecuación (6); este 
argumento contiene la IF de la señal y sus respec-
tivas derivadas con respecto al tiempo, los cuales 
se definen como los estimados  de la LPFT. 
Para determinar estos valores en cada instante de 
tiempo, el algoritmo se basa en la construcción 
de vectores, matrices o arreglos finitos  de 
dimensiones (con ) formados 
por los posibles valores que pueden tomar los es-
timados de la IF y sus derivadas. Posteriormente, 
la LPA prueba todas las combinaciones posibles 
en los coeficientes de  y busca los pun-
tos de mayor concentración de energía en el LPP 
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La adecuada localización de  usando el 
concepto de la LPA se asegura mediante la fun-
ción ventana ; esta función solo considera las 
observaciones en la vecindad del punto central  
sobre el cual se está calculando la aproximación 
local. Debido a esto, existen diferentes formas de 
resolver el problema de optimización presentado 
en la ecuación (8). En este artículo se propone el 
siguiente procedimiento:
• Seleccionar el orden  del polinomio para 
definido en la ecuación (2).
• Seleccionar una resolución o tamaño de paso 
 con el fin de variar el valor de los po-
sibles estimados de la IF y sus derivadas. Pue-
de seleccionarse una misma resolución para 
todos los estimados  en conjunto o por 
separado.
• Variar de manera simultánea cada uno de los 
coeficientes asociados a los estimados, desde 
cero o un valor límite inferior en pasos  y 
hasta el límite superior establecido.
• Calcular el LPP para todas las combinaciones 
de .
• Usar la ecuación (8) para determinar el con-
junto de estimados  en los cuales el LPP 
muestra su valor máximo.
• Calcular el LPP general o el LPP normalizado 
según las necesidades del estudio.
• Repetir los pasos (d) a (f) para cada instante de 
tiempo.
• Evaluar el comportamiento del LPP simple o 
normalizado y su relación con la función ven-
tana y el tiempo de muestreo.
El algoritmo completo para la implementación 
computacional de la LPFT para órdenes  
se muestra en el Anexo 1. Al aplicar este algorit-
mo se debe tener presente que el proceso para 
determinar los estimados  debe realizarse 
para cada instante de tiempo ; además, el ni-
vel de precisión con el que se desee conocer el 
comportamiento de la IF dependerá del orden 
polinomial definido para calcular la LPFT y, por 
consiguiente, de los coeficientes que se integran 
gracias a la LPA. Por esta razón, dependiendo del 
tipo de señal a analizar y de la resolución  
definida para cada uno de los coeficientes de 
, será conveniente o no escoger un poli-
nomio de gran orden.
VALIDACIÓN DEL ALGORITMO PROPUESTO
Señal de análisis
Con el fin de aplicar la LPA y los estimadores si-
multáneos en el cálculo de la LPFT y el LPP, se ha 
definido una señal variante en el tiempo cuya ex-
presión matemática es:
Al evaluar la señal bajo estudio se puede ob-
servar que su fase posee una primera derivada 
, la cual varía en función del tiempo; ade-
más, cuenta con una segunda derivada 
, la cual es 
constante en el tiempo. 
Si se revisa la definición de la LPFT — ecuacio-
nes (1) y (2) — puede notarse que el argumento 
 del kernel de transformación que mejor se 
ajusta a esta señal es un polinomio de orden 
; de esta manera, el núcleo  de la LPFT será:
A partir de este análisis, el algoritmo propuesto para 
el cálculo de la LPFT deberá buscar los estimados 
 y  para cada instante de tiempo. De-
bido a que el orden del polinomio que compone 
el kernel de la LPFT es quien define la compleji-
dad del cálculo de la IF y sus derivadas, en aque-
llos casos en los que se desconozca la expresión 
(9)
(10)
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matemática o la naturaleza de la señal bajo estu-
dio, se sugiere iniciar el proceso evaluando el com-
portamiento de  y, posteriormente, analizar 
sus derivadas partiendo de un orden bajo hasta que 
una de estas muestre un comportamiento constante 
respecto al tiempo. En este sentido, lo recomenda-
ble es que el orden del polinomio del kernel sea 
igual a la cantidad de variaciones de la IF más uno; 
sin embargo, la experiencia muestra que es posible 
obtener buenos resultados para señales variantes 
en el tiempo con polinomios de órdenes bajos re-
duciendo la cantidad de cálculos realizados [6], 
[8], [18].
Parámetros de simulación
Siguiendo el algoritmo propuesto, a continuación, 
se muestran los parámetros que se definieron para 
las simulaciones:
• Duración de la señal: .
• Tiempos de muestreo de la señal:
•  .
• Definir los límites para los estimados:
•   y .
• Resolución de los estimados locales : en 
este caso, . 
• Tipo de ventana : rectangular simétrica, 
es decir  si .
• Duración de la ventana 
• 
En el caso de la resolución usada para la búsque-
da de los estimados, se definió que los parámetros 
 y  sean de igual magnitud (aunque tienen 
diferentes unidades); esto se hizo para reducir la 
cantidad de operaciones realizadas y ajustar la 
simulación usando una sola variable. En total, se 
estudiaron 42 casos analizando el comportamien-
to de la LPFT, la magnitud del LPP, los estimados 
de la IF y su primera derivada , el error 
de los estimados obtenidos por el algoritmo y los 
tiempos de cómputo empleados para el cálculo 
de la LPFT.
Resultados de simulación
En la Figura 1, la Figura 2 y la Figura 3, se muestran 
algunos de los resultados obtenidos de las simula-
ciones. Como ya se mencionó, con el fin evitar la 
influencia de una función ventana con un único 
valor máximo (por ejemplo, función Gaussiana), 
se utilizó una función ventana rectangular. La Fi-
gura 1 muestra la distribución de energía de la se-
ñal, definida en (9), en función de la IF  y de 
su primera derivada . Teniendo en cuenta la 
duración de la señal y el periodo de muestreo, se 
puede apreciar en cada simulación diez LPP, uno 
para cada instante de tiempo .
En la Figura 1 se puede observar que al aumentar la 
duración de la función ventana el LPP se tiende a 
concentrar; esto proporciona una mayor resolución 
al momento de identificar los estimados . En 
la Figura 1(a), la Figura 1(b) y la Figura 1(c) cada 
LPP muestra un único valor máximo para cada ins-
tante de tiempo evaluado; este valor corresponde 
al punto de mayor concentración de energía de la 
señal y posee un conjunto de estimados  
y . Ahora bien, cuando la duración de 
la ventana aumenta por encima de , 
Figura 1(d), ya no se diferencia con claridad un solo 
valor máximo en el LPP, lo cual se relaciona con la 
pérdida de resolución en el cálculo de la LPFT; esto 
hace que los estimados de la frecuencia calculados 
presenten un mayor error y no sean confiables.
Para la señal de prueba, la mejor solución lo-
cal se presenta con una ventana de duración 
, tal y como se muestra en la Figura 
1(c). Este resultado se debe a que los valores de 
la IF y los de su primera derivada tienen un único 
máximo y el espectro de energía muestra un LPP 
más concentrado.
La Figura 2 muestra la vista superior de los LPP pre-
sentados en la Figura 1, desde esta perspectiva se 
confirma que a medida que aumenta la duración 
de la ventana (hasta ) el LPP presenta 
Herbert enrique rojas Cubides; María Carolina Forero Mejía
[ 12 ]
Redes de Ingeniería
ISSN: 2248–762X • Vol. 8, No. 1 (enero-junio 2017). 5-17
una mejor resolución y se facilita la identificación de 
los valores máximos de cada estimado 
. Si se analizan los valores de , se observa 
que estos presentan un comportamiento lineal con 
respecto al tiempo, mientras que su primera deri-
vada se mantiene constante en 
. Estos resultados concuerdan con las definiciones 
matemáticas presentadas en sección 5.1.
Figura 2. Vista superior del LPP en función de la IF ( ) y su primera derivada ( ) para la señal 
de interés  y      (a)   (b)  (c)   (d) 
Fuente: elaboración propia. 
Figura 1. LPP normalizado en función de la IF ( ) y su primera derivada ( ) para la señal 
de interés  y      (a)   (b)  (c)  (d) 
Fuente: elaboración propia.
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Debido a que el algoritmo propuesto para cal-
cular la LPFT permite conocer el valor de la 
IF para cualquier valor de , los LPP obteni-
dos para un caso particular pueden ser ana-
lizados al observar la variación de la IF con 
respecto al tiempo. La Figura 3 muestra los pun-
tos de mayor concentración de energía de  con 
respecto al tiempo; estos puntos se presentan en 
 
para                                          , respectivamente.
Figura 3. LPP normalizado en función de 




Para evaluar la precisión con la que se calcularon 
los estimados de la IF, se utilizó como indicador la 
raíz cuadrada del error medio cuadrático (RMSE); 
este indicador permite obtener un valor global del 
error para todos los intervalos de tiempo en vez de 
obtener errores individuales de  y  para 
cada instante. El RMSE se define de la siguiente 
manera:
Donde,  son los valores teóricos y  
los resultados obtenidos en la simulación. La Tabla 
1 y la Tabla 2 muestran el SRMSE calculado para 
los dos valores de . To-
dos los errores son calculados sobre el segmento 
, para los tres tiempos de muestreo 
y las siete duraciones de ventana previamente 
establecidas. 
Los resultados muestran que para cada tiem-
po de muestreo analizado el SRMSE se man-
tiene constante para ventanas en el rango 
 y luego aumenta, este 
comportamiento muestra que para el caso analiza-
do no es necesario utilizar ventanas de gran dura-
ción para obtener errores pequeños.
Adicionalmente, si se comparan los resultados 
presentados en la Tabla 1 y la Tabla 2, se observa 
que para una duración de ventana  
el SRMSE es menor a 0.03 para una resolución 
 y es inferior a 0.014 cuando la 
resolución de los estimados es 
. Esto permite concluir que a medida que se redu-




0.51* 0.91* 4.1* 20.1* 50.1 80.1 100.1
0.100 0.02601 0.02601 0.02601 0.02601 0.37897 0.92145 1.22927
0.010 0.02928 0.02928 0.02928 0.02928 0.37530 0.92513 1,23454
0.002 0.02928 0.02928 0.02928 0.02928 0.37531 0.92513 1,23514
0.001 0.02881 0.02881 0.02881 0.02881 0.37529 0.92513 1,23514
Tabla 1. SRMSE de los estimados de la IF con  variando  y la duración de la ventana .
Fuente: elaboración propia.
* SRMSE constante con respecto a 
Herbert enrique rojas Cubides; María Carolina Forero Mejía
[ 14 ]
Redes de Ingeniería
ISSN: 2248–762X • Vol. 8, No. 1 (enero-junio 2017). 5-17
aumentan, los tiempos de cálculo se incrementan. 
En el caso de la señal bajo estudio, es posible ob-
tener tiempos de cómputo por debajo de los 100 
[s] cuando se analiza la señal de diez muestras o 
de 100 muestras, junto con ventanas de duración 
. Por otra parte, cuando la señal tiene 
500 muestras se obtienen tiempos de computo por 
debajo de los 300 [s] usando ventanas con ancho 
.
Figura 4. Tiempo computacional del cálculo de la LPFT 
en función de la duración de la ventana para diferentes 
tiempos de muestreo.
Fuente: elaboración propia. 
En la Figura 4 se resalta con un cuadro punteado 
las duraciones de ventana que permiten obtener 
los estimados de la IF en tiempos menores a 60 se-
gundos; esta franja coincide con el rango en el cual 
el valor del SRMSE es menor a 0.03 (Tabla 1). Esto 
confirma que el intervalo  óptimo para el análisis 
de la señal de prueba es . 
errores que se obtendrán en la estimación de la IF y 
sus derivadas; sin embargo, es conveniente evaluar 
qué implicaciones tiene reducir los pasos de  y 
 (mejorar la resolución de los estimados) en los 
costos computacionales. Este análisis se presenta 
en la siguiente sección.
COSTOS COMPUTACIONALES
Como se mencionó anteriormente, el orden polino-
mial  es uno de los parámetros que aumenta el 
tiempo de cómputo en el cálculo de la LPFT; sin 
embargo, la resolución de los estimados  y 
, la duración de la ventana  y el número de 
muestras de la señal son parámetros que también in-
fluyen en la cantidad de operaciones necesarias para 
obtener la LPFT de una señal. La Figura 4 muestra 
el comportamiento del tiempo de cómputo en fun-
ción de la duración de la ventana . Para estas 
pruebas, se varió el número de muestras de la señal 
manteniendo fija su duración (entre 0 y 1 [s]), esto 
se consiguió cambiando el periodo de muestreo (
 para 10 muestras,  para 
100 muestras y  para 500 muestras); 
además, se ajustó la resolución de los estimados en 
. Para las simulaciones se usó un 
ordenador con procesador de cuatro núcleos, velo-
cidad de 2.4 GHz y memoria RAM de 8 GB.
Se puede observar en la Figura 4 que a medida que 
la duración de la ventana y el periodo de muestreo 
 [s]
 [s]
0.51* 0.91* 4.1* 20.1* 50.1 80.1 100.1
0.100 0.01400 0.01400 0.01400 0.01400 0.13849 0.38835 0.56178
0.010 0.01339 0.01339 0.01339 0.01339 0.13873 0.38862 0.56178
0.002 0.01338 0.01338 0.01338 0.01338 0.13874 0.38862 0.56178
0.001 0.01338 0.01338 0.01338 0.01338 0.13874 0.38862 0.56178
Tabla 2. SRMSE de los estimados de la IF con  variando  y la duración de la ventana .
Fuente: elaboración propia. 
* SRMSE constante con respecto a 
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Por otra parte, la manera en que se comporta el 
tiempo computacional en función del período 
de muestreo se muestra en la Figura 5. Para es-
tas simulaciones se usaron diferentes valores de 
, manteniendo constante la duración 
de la ventana en . Se puede observar 
que cuando  disminuye (mejorando la resolu-
ción), los tiempos de cómputo aumentan; esto se 
debe al aumento en la cantidad de valores de  
y  que se evalúan durante el cálculo de la LPFT. 
Si se comparan estos tiempos con los resultados 
del SRMSE (Tabla 1 y Tabla 2), puede notarse como 
al disminuir  y  de 0.1 a 0.05 el SRMSE 
disminuye de 0.03 a 0.014, respectivamente. Esta 
diferencia muestra que para reducir los tiempos de 
cómputo de la LPFT es conveniente evaluar de ma-
nera conjunta el tipo de señal analizada, el número 
de muestras y los valores fijados para .
Figura 5. Tiempo computacional del cálculo de la LPFT 
en función del período de muestreo para diferentes 
 y con .
Fuente: elaboración propia.
CONCLUSIONES
En este artículo se ha presentado en detalle el pro-
ceso de aplicación de la LPFT para el análisis de 
una señal de fase variable en el tiempo y la esti-
mación de la frecuencia instantánea (IF) y sus de-
rivadas sobre el espacio ; para este fin, 
se propuso y validó un algoritmo para el cálculo 
de la LPFT basado en la aplicación de la aproxi-
mación local polinomial (LPA), la combinación de 
estimados simultaneos y el cálculo del periodogra-
ma local polinomial (LPP).
A partir de las simulaciones realizadas, 
se observó que para la obtención de re-
sultados confiables en los estimados de 
 no es 
necesario utilizar anchos de ventana grandes o una 
alta resolución en los estimados  y ; lo 
anterior es importante al momento de definir el valor 
de las constantes de paso  y los límites de eva-
luación de los estimados, más si se tiene en cuenta 
que en ciertas aplicaciones el número de muestras 
de una señal depende de la ventana de tiempo pre-
establecida y el periodo de muestreo con que se 
adquiere. En esos casos en los que se registran seña-
les, discretizadas con un número de muestras fijo, la 
única manera de reducir el tiempo de computo será 
modificando la resolución de los estimados .
Finalmente, se observó que el aumento en la re-
solución de los estimados , el aumento en 
la duración de la ventana  y el aumento en el 
número de muestras incrementan los tiempos de 
cómputo en el cálculo de la LPFT.
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Anexo 1. Algoritmo para el cálculo de la LPFT
INICIO
Señal analizada = {t,x} 
Tipo de función ventana
Ancho de banda de la 
ventana = {h, rh}










matrices ω=[ω1 , ω2] Construir tres matrices ω=[ω1 , ω2, ω3]
Ajustar:  ka = 0
Y (ω , t) = 0
k=(h/2+1):N
ka=ka+1 Guardar el vectort = t{:,ka}
n=(-h/2):(h/2)
Calcular la LPFT usando la ecuación (1)
.
Calcular el LPP usando la ecuación (5)
.
Guardar LPP
Encontrar el máximo del LPP (8)
.
Guardar      .
Normalizar el LPP 
.Guardar               
.
Encontrar los estimados 
Guardar estimados                                                       .
Guardar                                   .
FIN
position[row, column]
of          inside ω
Fuente: elaboración propia.
