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Abstrakt
Tato práce stručně popisuje moderní metody v rozšířené realitě a dále se zabývá gen-
erováním a detekcí Uniform Marker Fields. Hlavním cílem je zlepšovat markery známé
jako Unifrom Checker-Board Marker Fields. Toho je dosaženo několika vylepšeními návrhu
těchto markerů. Mezi hlavní patří využití širší barevné palety, zaměření na podobnost s vy-
braným obrázkem a změna tvaru modulů. Výsledný algoritmus byl navržen ke generování
právě takových markerů. Výstupem jsou esteticky vypadající markery, které umožňují
spolehlivou detekci i v případě výrazného překrytí nebo za špatných světelných podmínek.
Abstract
This thesis briefly describes the modern methods in augmented reality and deals with the
synthesis of Uniform Marker Fields. The main purpose of this work is to refine the Uniform
Checker-Board Marker Fields. This is achieved by proposing several improvements to the
marker field design. The main ones are the use of a color palette, targeting resemblance
to an image and changing the shape of the modules. An algorithm was implemented for
the generation of such marker fields. As a result, the produced markers are aesthetically
appealing, besides they can be reliably detected even when heavily occluded and under
terrible lighting conditions.
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Chapter 1
Introduction
Uniform marker fields (UMF) are used in augmented reality systems to efficiently deter-
mine the position of the camera within the scene. These marker fields consist of mutually
overlapping markers, which are composed of square modules. The characteristics of the
marker fields allow its identification from close-up views, as well as from larger distances.
Additionally, they treat occlusions in such an effective way, that the detection of the camera
position occurs very fast, without using too much computational resource.
However, the uniform marker fields have a lot of unexplored potential, so it is worthwhile
dealing with this area of research. Uniform checker-board marker fields have only a binary
definition of the map. Why should we stick to an only black-and-white marker? One of the
improvements that can be made is the expansion of the color palette with more shades of
gray or other colors (e.g. orange or red). We could also just make maps of markers which
remind us of an image or a logo, but within the rules of UMF. Proceeding with these steps
the marker fields become more natural to the human vision, therefore they can be more
acceptable.
The objective of this work is to improve the uniform marker fields by using different
approaches, but at the same time preserving their main advantages. Also, an algorithm is
presented in this work, which allows a comfortable generation of these maps using evaluation
criteria. This is accomplished by implementing a genetic algorithm and a client-server
model, where the server manages the database and the clients perform the mutations.
The document is divided into 6 chapters and each of them describes a distinct topic.
Chapter 2 is dedicated to the overview of augmented reality and the camera position track-
ing techniques. Chapter 3 discusses the idea of the UMF (synthesis and detection), fur-
thermore it dissects the issue of improvement in the area. Chapter 4 reviews the difficulties
with the possible improvements and explains the limitations of the new marker fields. In
Chapter 5 an algorithm for synthesis is proposed and the results from it are examined.
2
Chapter 2
Augmented Reality
The most prevailing definition of augmented reality (AR) can be found in an article by
Azuma [1]. It defines augmented reality as a variation of virtual environment (or virtual
reality). While a virtual reality puts the user in a complete synthetic environment, without
seeing the real world around him, augmented reality uses the real world and adds some
virtual objects to it. Therefore, it supplements reality, rather than completely replacing it.
The simplest instances of augmented reality can be seen around us almost everyday, e.g.
(without enumerating all possible examples):
• highlighting details in live-broadcasting of sports events (see Figure 2.1)
• a mobile application, which helps with navigation and provides useful information
about the places we see in real-time as in Figure 2.1
• interactive video games, like the Wonderbook for the PlayStation 3 console1
Figure 2.1: Everyday examples of augmented reality: Sports and games (on the left2),
mobile phone applications (on the right3).
Early publications about augmented reality refer to it, as a system that requires the use
of Head-Mounted Displays [22]. This restriction was circumvented by Azuma, who defines
AR with the following three main characteristics [1]:
1http://us.playstation.com/games/wonderbook-book-of-spells-ps3.html
2http://ru.okno-tv.ru/news/detail.php?ELEMENT ID=54593&SECTION ID=54593
3http://www.layar.com/
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1. it combines real and virtual world
2. it is interactive in real-time
3. it is registered in 3-D
From the examples listed above, the mobile application and the interactive game fully
satisfies these requirements, while the live-broadcasting one only does it partially.
Why does Augmented Reality deserve attention? AR enhances the users experience:
while the user is viewing the real world, he could receive detailed information about it in
real-time, information which the user could not posses otherwise and he could perform real
world tasks in this hybrid world between simulation and reality. These characteristics are
highly advantageous in several areas, like military, industry, entertainment and medicine
(Figure 2.2).
Figure 2.2: Examples of augmented reality in medicine (on the left4) and military (on the
right5).
Augmented reality consist of several topics that can be discussed, such as graphics
rendering that can create synthetic content, calibration and registration tools, tracking
techniques so that the changes in the viewer’s position can be properly reflected in the
rendered graphics, interaction techniques specifying how the user can manipulate the AR
virtual content and so on including other areas [29]. To interact effectively in a virtual
environment, tracking should operate accurately and in real-time. The solution of this
problem is helped exactly by markers in AR.
Uniform marker fields are not only fast calibration tools, but also an impressive tracking
technique, so the next chapters will be dedicated to introduce some tracking methods
separated into sensor-based, vision-based and hybrid tracking techniques. Due to the fact
that uniform marker fields belong to fiduciary markers, this field of augmented reality will
be discussed more detailed. (Do not confuse tracking (camera pose) in augmented reality
with tracking (feature points) in computer vision.)
4http://www.cs.unc.edu/Research/us/
5http://readwrite.com/2010/06/11/military grade augmented reality could redefine modern warfare
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2.1 Sensor-Based and Hybrid Tracking Techniques
Sensor-based tracking techniques are based on miscellaneous sensors such as magnetic,
acoustic, mechanical, optical, inertial. These sensors have their own advantages and dis-
advantages, so they are often combined with each other and as well with vision-based
techniques (creating the term hybrid-based tracking technique). Tracking using only none-
camera based sensors is exceptional [29, 21]. This kind of system was introduced by New-
man et al. [19]. They have used mainly their small wireless devices called Bats, which
were worn by personnel and attached to objects. They have developed a sensor-driven, or
sentient computing system that can be deployed in a building of any size. The location and
the state of the objects in the system is immediately available to every user in the system.
Two endpoint devices were developed: a head-mounted display and a handheld PDA (see
Figure 2.3).
Figure 2.3: A fully sensor-based system. From left to right: head-mounted display, view
from the display and the use of a PDA.6
Sensor-based tracking techniques can not only be categorized by their actual technolog-
ical implementation, but also by various operating principles. Here is a categorization of
the existing principles [21]:
• Time of Flight (TOF) systems determine the distances between the reference and
target objects by measuring the time of propagation of pulsed signals between pair of
points assuming that the propagation is constant.
– Usually, ultrasonic measurement systems consist of a reference with three re-
ceivers and the target with three emitters, all arranged in a triangular shape. The
distance is computed using triangulations. These systems are very lightweight,
but have a lot of limitations resulting from the characteristics of sound propa-
gation (like sensitivity to temperature, air pressure, etc.)
– Pulsed infrared laser-diode measurement is mainly used in combination with
other technologies. Originally, it was proposed to teach robots’ paths.
– The GPS (Global Positioning System) uses a total of 24 satellites and 12 ground
stations spread around the world. On the GPS receiver, four measurements must
be taken of the incoming signals and the time delay between is used to determine
the position within precision of 10 meters.
6http://www.cl.cam.ac.uk/research/dtg/attarchive/ar/
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– Optical gyroscopes use laser light and time of flight principle to measure
angular velocity of a target.
• Spatial Scan tracker systems compute the position and orientation of the target by
either analysis of 2D projections or measurement of the angles between the reference
and the target. Two methods can be differentiated:
– Outside-in - when the sensors are fixed on the static reference.
– Inside-out - when the sensors are fastened to the mobile target.
• The principle of Inertial Sensing is that the system estimates the rotation with a
mechanical gyroscope or the position using an accelerometer. The main benefit of
such a system is that it does not need any external reference. On the other hand, the
disadvantage is that it functions with relative values, therefore the errors from the
inaccurate measurements can accumulate.
Figure 2.4: PHANTOM R© OmniTM– a haptic device 7
• Mechanical Linkages can be used between the reference and the target. This kind
of tracking systems excel in accuracy, but are very limited in the range of the motion,
because of the kinematics of the joints and the length of each link. Two kind of
approaches can be mentioned. One is were the mechanical linkages are wires which
can roll on coils. The other is a structure of mechanical parts attached together (see
Figure 2.4).
• Phase-Difference systems are similar to the time of flight systems. Unlike TOF
systems, they measure the relative phase of the signals from the target compared to
the reference. Phase-difference tracking is less sensitive to noise then TOF, but it
cumulates errors and it is sensitive to environmental conditions.
• Two types of Direct-Field Sensing systems can be distinguished. The first one uses
the Earth’s magnetic field, while the second one benefits from the Earth’s gravitational
field. Using both methods, it can determine its orientation in all three directions.
7http://www.sensable.com/haptic-phantom-omni.htm
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2.2 Vision-Based Tracking Techniques
The vision-based tracking techniques have the advantage that the processed image can be
used directly with the rendered graphics, unlike in the sensor-based systems. In augmented
reality, the registration of computer-generated objects with the real world is a crucial prob-
lem. This can be accomplished only by an accurate calibration. The sensor-based tracking
methods enumerated in the previous chapter have undesirable disadvantages. They are not
sufficiently punctual or they have a restricted working space. These are the reasons why
many researches develop vision-based methods. These methods can be categorized by their
approach to the problem of camera calibration and tracking [23]:
• special landmarks placed in the scene
• already calibrated images
• direct image features from the working space (initial pose has to be given interactively)
Several issues have to be considered to propose a vision-based system. First of all it must
work in real-time, so the complexity of computations have to be limited by the platform.
If the precision of the method is not acceptable, sometimes they use other sensors for
compensation [23].
Figure 2.5: PTAM (Parallel Tracking and Mapping)8
Tracking methods are usually based on a two-stage process [29]: a learning or feature
extraction stage, and a tracking stage. The complexity of computations can be decreased
by adding some artificial markers to the scene. However, this kind of features are often not
readily available, therefore more general methods are needed for tracking [18]. One of the
effective methods of this kind is SLAM (Simultaneous Localization and Mapping), which
can construct edge models from image sequences without any prior knowledge of the world.
One of the promising alternatives to the SLAM method is called PTAM (Parallel Tracking
and Mapping). PTAM uses lots of features (even with lower-quality) for its calculations
8http://www.robots.ox.ac.uk/ gk/PTAM/
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and achieves a frame-rate of 30 Hz, therefore it is very accurate and works in real-time (see
Figure 2.5). However, these methods have limitations in particular environments [15].
The natural features are not always satisfactory for the tracking techniques, as an
example when scenes are not textured or unique enough. As a consequence, artificial
marker systems are still in use. These systems utilize printed patterns, which have unique
features, so they are easily located in the scene. The design of the markers can differ
from each other in many ways. There are publications that discuss experiments with circle
shaped markers (see Section 2.3), but the markers with quadrilateral boundaries are the
most dominant (see Section 2.4). A possible explanation can be that the square markers
provide at least 4 co-planar corresponding points, so the camera can be calibrated from a
single marker, unlike circular markers with a single correspondence [28, 7].
Figure 2.6: A fiducial and its left heavy depth sequence from [2]
Also, there are other approaches in fiducial designs. One of these is described by Bencina
et al. [2]. Their method does not use the characteristics of the shape for identification, but
it is purely based on the topological structure. (see Figure 2.6)
Figure 2.7: Random dot markers [27] Figure 2.8: Overlapping RDM [27]
Another concept is demonstrated by Uchiyama and Saito, they are using randomly
spread dots as markers [27]. The uniqueness of the marker is guaranteed by the random
arrangement of the points. These dots are utilized for the detection and tracking as well
(see Figure 2.7). During the preparation of the marker, they avoid dots that are located
too close to each other and can choose various types of shape to fill with them. Multiple
overlapping random dot markers can be used as a robust marker system (see Figure 2.8).
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2.3 Circular Markers
Circular fiducials have their advantages in determining their point of correspondence. It
can be carried out with sub-pixel accuracy, because of the consistency of the centroid in
alternating viewing direction and angle. The accuracy increases with the size of the marker,
because a larger amount of pixels contribute in the computations. The most basic circular
fiducial is the contrasting concentric circle (CCC) shown in Figure 2.9 [11]. CCC markers
have been refined from multiple aspects, some of them are explained below.
Figure 2.9: Contrasting Concentric Circle [11]
Single-sized fiducials limit the tracking range of the system. This problem was consid-
ered by Cho et al. [5]. They have proposed a multi-ring multi-size concept of fiducials and
a system of markers. This system uses not only different size levels, but colored markers
with six colors, too (red, green, blue, yellow, magenta and cyan). As the level goes up,
one extra ring is added outside of the fiducial from the previous level (an example of three
levels of markers can been seen in Figure 2.10).
Figure 2.10: Three levels of multi-ring multi-size color fiducials [5]
Generating significant number of different codes is another issue of circular fiducials,
which was analyzed by Naimark et al. [17]. They goal was to design markers which
are robustly extracted in real-time with great accuracy and speed, as well as generating
thousands of different black-and-white codes. This was accomplished by designing a fiducial
with the following characteristics (also see Figure 2.11):
• A black outer ring and a black inner ring with a white
”
eye“ for straightforward finding
these special markers in the scene. The rest is called data ring, which is divided into
8 sectors.
• 3 sectors from the data ring have always constant structure. Two of them are used to
calculate the orientation with two black eyes in a white background. Between these
9
sectors, there is a full black one to guarantee the connectivity (this is required because
of the
”
blob analysis“).
• The other 5 sectors are used for data storing.
Figure 2.11: Fiducials with barcodes 101, 1967, 32767 [17]
2.4 Quadrilateral Markers
Figure 2.12: Binary
Square Marker from [3]
Figure 2.13:
Cybercode [7]
Figure 2.14: Canon
Markers [7]
In these systems using quadrilateral shapes, mostly the detection of unique markers is
the first step. The second stage is verification/identification phase [7]. There are several
fiducial systems available using square-shaped markers. This chapter will introduce some
popular methods of this type. See Figures 2.12, 2.13, 2.14 for additional marker designs,
that are not described more detailed in this chapter.
Figure 2.15: Sample markers for ArToolKit [28]
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ARToolKit was the first publicly available graphic toolkit that contained a fiducial
marker system. The markers consist of a black border, which is containing a grayscale image
(see Figure 2.15). The unique feature detection is performed by morphology operations.
The image between the borders is used in the identification stage by comparing it with a
set of stored prototypes. This decoding is based on a very simplified template matching
algorithm. As a result, ARToolKit has a high false positive detection rate. Solving this
problem would cause a slower processing speed. This system uses a binary image to extract
the image feature points, which can lead to accuracy errors in blurred images [7, 28].
Figure 2.16: Sample markers at Siemens AG [28]
The Hoffman marker system was developed at Siemens AG. The marker is made
by a main square containing 4x4 cells and a side bar providing other 6 bits of encoding, to
ensure reliability (see Figure 2.16). These systems provide 7 confidence levels, from 0 to 6,
where 0 is the most reliable [28].
Figure 2.17:
Sample markers
at IGD [28]
Figure 2.18:
Sample markers
at SCR [28]
Figure 2.19:
Sample markers
for ARTag [7]
The IGD marker system was proposed at IGD (Institut Graphische Datenverarbeitung).
Its design is similar to the Hoffman system, just without the side bar (see Figure 2.17), also
quite similar to the markers implemented at Sony Computer Science Laboratory (they use
a 5x5 tiles), or at Siemens Corporate Research (see Figure 2.18) and in ARTag (6x6 tiles).
[28]
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ARTag was inspired by ARToolKit, it was supposed to operate with less disadvantages
when compared to it. Unlike ARToolKit, ARTag uses an edge-based approach for feature
detection and a robust digital encoding method for the identification/verification. These
changes produce a vanishingly low false positive rate and the marker detection is more
immune to occlusions (see Figure 2.20). Similar information encoding, as in ARTag, was
used at the creation of ARToolKit Plus and BinARyID systems. ARToolKit relies on
repeating a 9-bit ID four times, while in BinARyID the markers carry 16-bit data that do
not have rotational symmetry [7, 8].
Figure 2.20: The first and the second figure show a detection by ARToolKit library. Even
a small occlusion could influence a correct detection. The third figure shows an ARTag
marker recognized despite of a larger occlusions. [8].
For a proper camera position estimation every frame must contain at least one of the
markers. This is usually performed by installing several markers into the scene. In this
manner, the camera localization can fail at larger distances or on close-ups when just a part
of the marker is visible. A solution was proposed to this problem by Tateno et al. [25].
The described marker has a hierarchical structure, the marker at an upper layer has four
smaller markers at a lower layer. Smaller markers can also contain markers nested inside
them. Each marker can be identified by its unique pattern (see Figure 2.21). Another
method solving the problem of multiple distances is described by Szentandrási et al. [24],
their technique is called Uniform Marker Fields.
Figure 2.21: Nested markers proposed by Tateno et al. [25]
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Chapter 3
Uniform Marker Fields
Uniform Marker Fields were introduced by Szentandrási et al. [24]. The method’s main
idea was to create large planar areas of markers by mutually overlapping partial markers.
In this manner, any view of a sub-area from the scene can be recognized as an individual
marker. Another benefit of the intersecting markers is that the detection can be accom-
plished anywhere from close-up views to larger distances. Opposed to the other marker
designs described before, this method uses the same features for detection, localization and
identification of the fiducials. These features are arranged uniformly within the whole area
of the marker field, for this reason they are called uniform.
The proposed principle is based on 4-orientable binary n2-window arrays (or De Bruijn
tori [4]). An aperiodic (m,n)-window array is a k-ary 2D array of size h× w
A = (ai,j ∈ {0, . . . , k − 1{ ; 0 ≤ i < h; 0 ≤ j < w), (3.1)
where each subarray Ar,c of size m × n appears exactly once (note the fact, that this is a
general definition of a De Bruijn tori, UMF uses n×n windows). Considering this definition,
there is a possibility that multiple rotations of the same subarray can occur. This example
could lead to errors in the identification, therefore these will be called conflicting windows.
A conflict is defined as a n×n sized subwindow which (or its rotation) occurs two (or more)
times in the whole array (see Figure 3.1). A self-conflict is described as a subwindow who’s
rotation leads to the same subwindow. The solution to this problem is brought by orientable
window arrays. For the ordinary window arrays defined earlier the 1-orientable term is used.
2-orientable arrays are unique in respect to rotation by 180◦, while 4-orientable arrays to
rotation by 90◦. An upper bound for the size of 4-orientable n2-window arrays is described
with the Eq. (3.2). For binary (k = 2) window arrays the upper bound for n = 3, 4, 5 values
are N = 120, 16320, 8386560, which means that the theoretical maximum of square maps
will not be larger than 10 × 10, 127 × 127, 2895 × 2895. As an optimal value of n = 4 is
used by Szentandrási et al. [24].
N ≤ k
n2 − kbn
2+1
2
c
4
(3.2)
3.1 Synthesis
A genetic algorithm for synthesis of such window arrays was implemented by Szentandrási
et al. [24]. Such an algorithm begins with a population of possible solutions and in each
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Figure 3.1: A marker field with two
conflicting window arrays
Figure 3.2: A conflict-free uniform
marker field
iteration some of them are replaced with different ones, depending on their fitness. The
fitness function associates a score to a candidate solution depending how well it solves the
initial problem. Each iteration is called a generation [16]. Contrary to the typical genetic
algorithms, the synthesis of marker fields are a little more different (as it will be discussed
below).
The proposed genetic algorithm starts with random maps containing conflicts and con-
secutively improves them by decreasing the conflict count. It was characterized by the
following terms:
• The initial population is determined by several copies of a randomly generated array
or by some various arrays.
• The fitness function is calculated from the number of conflicts in the given array
f(A) = 1c(A)+1 .
• The fitness threshold, where the algorithm stops is set to 1 (when the map is conflict-
free).
• For selecting the next generation a rank selection is used.
• Mutation is defined by a replacement of a window with a randomly generated one.
The windows for mutation are selected randomly, however the conflicting windows
are chosen with a higher probability.
As an implementation a client-server architecture is recommended. The server keeps
track of the population: as it stores the arrays and distributes the tasks to the clients.
Nevertheless, it does not keep track of the clients. The clients role is to query for tasks
from the server and if possible solve conflicts in the array by mutation. If a client succeeds,
it sends the array back to the server. The described structure demands a change in the
proposed genetic algorithm: there are no separated generations, the server manages only a
single population which is updated incrementally.
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3.2 Detection
An efficient four-step detection algorithm was also introduced by Szentandrási et al. [24].
Unlike other fiduciary marker systems the marker localization stage and the identification
stage is not separated. The four steps of the algorithm are described below (see also
Figure 3.3).
Figure 3.3: The four phases of UMF detection: extraction of edgels, determination of
vanishing points, finding the grid of edges, extraction of checker-board modules [24].
Extraction of edgels: An edgel is described by an image point and an edge orientation
or by two endpoints. An adaptive thresholding is used for the edge point detection on a
scanline, further the Sobel operator is applied. This results in an edge point p0, the n0
gradient direction, and the rough approximation of the slope of the corresponding edge line
s0. In each direction of the slope, more edge pixels are searched for, this way increasing the
accuracy of the method. The additional steps do not require a huge number of the edges,
so only the reliable ones are stored.
Determination of two dominant vanishing points is calculated from the edgels
using a RANSAC-like method [9]. At first, the edgels are separated into two groups based
on their slope, corresponding to two main directions. The vanishing points are acquired by
a satisfactorily precise computation. Using homogeneous coordinates for the v vanishing
point and the cluster of lines li the Eq. (3.3) must be satisfied.
∀i : v · li = 0 (3.3)
Points of the real projective plane correspond to hyperplanes passing through the origin,
so the vanishing points can be found by fitting a hyperplane through all the observed lines
– edgels. A very efficient process to find this hyperplane is by eigendecomposition of the
correlation matrix:
C = (l0 . . . lN )(l0 . . . lN )
T (3.4)
Finding the grid of edges is computed after the two vanishing points were found.
These vanishing points – as mentioned above – define two group of edgels, the horizon
can be represented as h = v1 × v2. The lines – equal to the edges in the grid of the
marker – can be defined using Eq. (3.5). The xˆ notation marks a normalized vector. lˆbase
is an arbitrarily chosen baseline through the vanishing point, different from the horizon.
Parameter k controls the line density, while q determines the position of the first line.
li = lˆbase + (ki + q)hˆ (3.5)
Extraction of checker-board modules is completed using the grid lines derived in
the previous step and the localization of the camera view within the window array. The
edge lines related to a the specific vanishing point are defined by Eq. (3.6) and (3.7).
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RDM ALVAR UMF (edge grid match cam sref)
164.4 30.1 8.8 (3.8 1.1 0.3 0.7 2.9)
Table 3.1: Speed of three tested algorithms in milliseconds for 1080p videos using a mid-
range Intel(R) Core(TM) i5 CPU 661 (3.33GHz) CPU and the breakdown of the process
time. edge: edgel detection in scanlines; grid: reconstructing the grid; match: edge
direction detection and position decision making; cam: camera pose estimation; sref:
processing in subwindows and position refinement by iterative search for more corner points
[13].
This is followed by the Eq. (3.8), the points in the middle of the checker-board square
modules. These locations are sampled from the input image and looked up in a hash table
to determine the location within the marker field.
l
(1)
i = lˆ
(1)
base + (k
(1)i + q(1))hˆ (3.6)
l
(2)
i = lˆ
(2)
base + (k
(2)i + q(2))hˆ (3.7)
xij = l
(1)
(i+1/2) × l
(2)
(j+1/2), ∀i, j ∈ N (3.8)
An improvement in the detection of such marker fields was proposed by Herout et al.
[13]. The main contribution was an idea of a grayscale grid of squares (instead of a binary
one used by Szentandrási et al. [24]). To maintain the possibility of a detection in various
lighting conditions the edge gradient between the modules was used for localization. They
have tested the speed of the detection compared to two other algorithms: Random Dot
Markers (RDM) [27] and ALVAR1 (see table 3.1) It was 3 times faster than ALVAR.
3.3 Motivation
As mentioned before, Herout et al. [13] implemented a detection algorithm handling
grayscale or color k-ary marker fields (instead of the binary). The upper size limitation
of such fields is roughly described by the Eq. (3.2). If the k is increased (where k is the
number of possible values for a module), then an even smaller window size (n) can be used.
This advancement also provides more edges in the marker field (i.e. improved detection),
besides even less visible squares are needed for identifying the location. In contrast with
the black-and-white checkerboard, where the absolute values were determining the unique
window, the grayscale or color values cannot be treated the same way. The reason is that
they cannot be accurately recognized in varying lighting conditions. Another problem pro-
voked by various colors can be when the neighboring modules are in low contrast compared
to each other. It can cause not only a loss of the grid lines, but also confusion with similar
modules.
The solution – for the complications described before – can be the use of the gradient
values in the edges. This is explained in the next chapter, along with the necessity of rating
the quality of the edges. Also an idea of preprocessing images to obtain characteristics
of a marker field is described further. Other improvements can be achieved by benefiting
from different windows or modules. A promising experiment with non-planar markers was
1http://virtual.vtt.fi/virtual/proj2/multimedia/alvar/
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performed by Horváth et al. [14], where these markers were constructed of hexagonal
modules reminding a honeycomb-like structure.
3.4 Targeted Applications
Camera localization technology using natural features is highly advanced, so many of the
application do not require markers anymore. However, in some cases these natural features
are not enough, these scenes still rely on markers. Some applications of marker fields are
suggested by Herout et al. [13].
Screen-to-screen Task Migration: There are experiments of an application helping
a direct visual interaction between desktop and ultra-mobile devices. Often, the desktop
screen does not contain enough key-points to establish the localization of the camera. This
can be solved by mixing the marker into the image for short periods of time, so that a
mobile device can accurately determine the exact location within the screen.
Figure 3.4: Tabletop scene [13] Figure 3.5: Chromakeying [6]
Effortless Chromakeying: One of the widely used techniques in film industry is the
chromakeying. It can be described by the replacement of a constant color with another scene
reflecting the camera movement [10]. The position of the camera can be calculated by using
sensors mounted to the camera, or by programmed camera rigs following a predefined track.
Often, the process of retrieving the camera movement involves a considerable amount of
manual work. Dubská et al. provide a solution for this problem with their Poor Man’s
SimulCam [6]. Their application is based on a marker field of shades of green. They are
offering a technique available for everyone, because of its low cost and easy setup (see
Figure 3.5).
Tabletop Scene Interaction: Near-eye see-through glasses are recently becoming
generally available, this could develop to tabletop applications. Tracking of key-points can
be used for the camera localization. However, a visually unobtrusive marker field can be
highly advantageous as a reliable starting point. Because of its easy detection, it can oﬄoad
the expensive computations (see Figure 3.4).
Honeycomb marker fields introduced by Horváth et al. have an advantageous property:
They are planar when printed, but they can be deformed, this way they can be called non-
planar [14]. An example of an application of such a field can be on rigid deformed surfaces
(cylinders, free-form design objects, etc.) or on non-rigid surfaces (clothes, furniture, etc.).
The marker does not have to stay planar anymore. Using it as a pattern on clothes, it can
adapt to the movement of the one wearing it with ease. This can be profitable in film and
video game industry.
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Chapter 4
Advanced Marker Fields
This chapter discusses several possible improvements of the marker fields. Usually, mod-
ifications lead to some difficulties, which are examined from different aspects. As for an
example, trying to use the absolute values of the modules of a marker field with shades of
gray could produce errors in varying lighting conditions. So, a solution for identification is
indicated: the detection algorithm relying on the edge gradients instead.
The areas of advancements are listed below:
• Expanding the color palette by different shades of gray and other colors.
• Generating aesthetically appealing marker fields from an actual image.
• Making variations with the definition of windows.
• Using different modules for generation.
The synthesis of such marker fields can be similar to the genetic algorithm introduced
by Szentandrási et al. [24]. However, the fitness function based only on the number of
conflicts will not be enough. It has to be expanded according to the facts presented in the
next sections. This way, each of the modules’ cost is calculated independently regarding to
the following causes:
• Taking part in a conflicting window.
• Disadvantages of the detection algorithm.
• Dissimilarity to the targeted image.
The higher the summarized cost the lower the fitness of the entire marker field.
Not all the rules presented in the previous chapter will apply on these advanced marker
fields. The estimation of the size limits of such maps will not be the same either. These
complications are analysed in Section 4.5.
4.1 Expanding the color palette
As it was mentioned before, the expansion of the color palette evokes some difficulties with
the proper detection. The absolute values of the modules cannot be reliably extracted from
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the camera image. This is the reason, why the edge gradients are used. An edge gradient
e is the difference between two neighbor modules’ values:
e→ij = ai,j+1 − ai,j , (4.1)
e↓ij = ai+1,j − ai,j , (4.2)
However, this is an absolute value as well, which is still unstable for the detector. This
is why the signum function is applied on e, so an edge gradient will be described with
values from {−1, 0,+1} as proposed by Herout et al. [13]. In Figure 4.1, the gradients
are represented with arrows. The figure also demonstrates the difference between grayscale
and a colored marker field. In a colored marker field, multiple gradients are defined, which
correspond to each channel of the RGB model. Nevertheless, other color models can be
used, too.
Figure 4.1: Edge gradients illustrated with arrows on a portion of the marker field. On the
left, five shades of gray are used, while on the right five colors and multiple gradients are
defined (i.e. in every channel of the RGB color model).
To achieve a valid detection, the quality of the edges must be considered. Edge gradients
with higher absolute value are preferred. Figure 4.2 shows how a module is possible ranked
by the quality of the surrounding edges.
Figure 4.2: A marker field and a cost field belonging to it. Left: The marker field. Right:
The grid symbolizing the cost of each module (the lighter the red, the higher cost it has).
The image quality of different video cameras in different lighting conditions can be
varying. There is a possibility, that a high range of colors cannot be distinguished in the
output of the camera. This produces that some different colored modules will be recognized
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as identical. This problem has to be considered at the generation of the better marker fields.
It can be solved by selecting a threshold Tequal and replacing the signum function with a
function sbyT :
sbyT (eij) =

−1 for eij < −Tequal
0 for −Tequal ≤ eij ≤ Tequal
1 for Tequal < eij
(4.3)
A viable way to calculate the cost of the modules can be the use of a couple of linear
functions. The cost function for a module based on its neighbors can look like this:
c˙neighbor( ˙eij) =

C12−C11
T 1c
˙eij + C
1
1 for ˙eij ≤ T 1c
C22−C21
T 2c −T 1c ( ˙eij − T
1
c ) + C
2
2 for T
1
c < ˙eij ≤ T 2c
C32−C31
T 3c −T 2c ( ˙eij − T
2
c ) + C
3
2 for T
2
c < ˙eij ≤ T 3c
. . .
Cn2 −Cn1
Tnc −Tn−1c
( ˙eij − Tn−1c ) + Cn2 for Tn−1c < ˙eij ≤ Tnc
. . .
0 for TMc < ˙eij
(4.4)
Where ˙eij is the absolute value of gradient eij , Tnc is the n
th threshold for a level, Cn1 and C
n
2
Figure 4.3: Plot of the c˙neighbor from Eq. (4.5). In the red interval, there are the equal
modules. In the orange, there are the ones with low gradient and in the green interval,
there are to most acceptable gradients.
are the costs for this level. An actual example can be the next function for an 8-bit grayscale
palette, where eij ∈ 〈0, 255〉, C11 = 10, C12 = 8, T 1c = Tequal = 20, C11 = 12, C12 = 0, T 1c = 68
(see also Figure 4.3 for its plot):
c˙neighbor( ˙eij) =

10− 110 ˙eij for ˙eij ≤ 20
17− 14 ˙eij for 20 < ˙eij ≤ 68
0 for 64 < ˙eij
(4.5)
This approach assures the following outcome for each interval:
[0,20] Modules with these difference are declared equal, because Tequal = 20. Equal
modules are generally unwanted, because the detector relies on the edges. The reason,
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why is a higher difference with a lower cost, is that the even if there are small changes
between modules, there is a small possibility that an edge can be found there. As far
as the detection algorithm relies on these, they are more beneficial.
(20,68] These are the edges with a low gradient. They are undesirable due to the fact,
that they can be mistakenly recognized as equal modules. This is why they start from
an even higher cost than the equal modules.
(68,255] The rest of the gradients are satisfactory (with 0 cost).
If other color models are used, the cost function is applied in all the color channels.
The considered advancements still limit the palette of colors by a concrete value. This
could be remedied by not using a palette at all, just actual colors. The changes in the
marker field can be made by replacing the color of the module with a randomly selected
other one. The output of such a concept would be chaotic. However, the palette can be used
as a starting point and colors can be chosen from its near neighborhood in the color model.
Picking values from its neighborhood can be controlled by a pseudo-random generator with
normal distribution. The mean value of the normal distribution should be set as the value
from the palette. The main advantage of this method will be revealed in the next section.
4.2 Image as a targeted result
Use of multiple colors allow to generate marker fields resembling a selected image. This
kind of marker field will be aesthetically appealing for a human viewer, furthermore it
will be recognizable by the detection algorithm (Figure 4.4). When producing this kind
of maps, several aspects have to be considered. It has to fulfill the features characterized
in the previous sections, as well as to converge to a selected image, so the penalization of
the modules becomes more complex. Also, to keep a maximal correspondence actual colors
similar to the targeted image can be used without a specified color palette, as proposed
before.
Figure 4.4: An example of an image as a marker field.
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To satisfy the conditions described in the previous sections and make an image-like
marker field, it is necessary to combine the cost function defined earlier with a cost function
determining the degree of similarity with the image. This similarity can be approached from
different angles. The simplest solution is to scale the original image to the size of the marker
field and check the distance between the color of the pixel of the image and the module of
the map.
The distance between two colors can be calculated in various ways. Again, the simplest
path to choose is an Euclidean distance of them in a specific color model. For more precise
calculations device independent color spaces are used, like L*a*b* [12]. In this specific
case of marker fields, the most effortless way is to work with the RGB color model. Color
differences calculated in it produce acceptable results (see Section 5.5).
Another problem to be noticed is that most of the images have continuous areas with
the same or very similar color. This property is undesired during the creation of a marker
field, because in such regions no edges will be present. On the other hand, if these regions
are filled with differing modules and compared pixel to pixel, the computed resemblance
will be low. However, a small number of dissimilar modules will not influence the human
viewer’s idea of the whole image. Especially when these different colors add up the desired
one. In computer science, this effect can be simulated with the convolution of an image.
A convolution matrix is applied on the marker field before comparing it with the original
picture. To choose the right convolution matrix will be crucial, as well as to pick the right
values for penalization.
After knowing the distance of the colors between a marker field module and the targeted
image’s pixel, it is easy to use the following function
c˙similar(dij) = Csimilardij , (4.6)
where dij is the distance of the two colors and Csimilar is a selected constant.
4.3 Variations with windows
Other improvements can be performed by changing the type of the modules or by selecting
the edges to use in the identification. Normally, for a window size of k the number of edges
is ne = 2k2 − 2k. This results, that while the size of the window is increasing linearly,
the number of edges used will grow exponentially. So the amount of the coded information
cannot be comfortably controlled. The edge selection helps to solve this problem. Examples
of different edge configurations can be seen in Figure 4.5.
Figure 4.5: Different edge definitions for a 4× 4 window.
As it can be seen in Figure 4.5, the edge definition has to respect the fact, that the
window arrays are 4-orientable. If an edge is missing from the selection, then it has to be
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removed from all the possible rotations.
Figure 4.6: Using the first window from the left as a reference, red arrows representing the
differing gradients in other windows (from left to right the differences are D0 = 0, D1 =
2, D2 = 4, D3 = 9).
If the detection algorithm fails at identifying an edge gradient, the whole window can be
recognized incorrectly. During the generation of the markers, this problem can be handled,
too, by selecting a minimal difference between windows (Dmin). This minimal difference
is making the process of searching for conflicts more strict. It defines how many edge
gradients have to be differing in a window, in other cases they are considered as conflicts
(see Figure 4.6). The specification of a conflicting window from before is working with a
Dmin = 0. Therefore, there is one differing gradient enough to determine two windows not
conflicting. Differences in more edge gradients (higher Dmin) could guarantee, that the
detection algorithm would be more resistant against errors in the identification.
4.4 Other possible improvements
An illustration of constructing a marker field from hexagonal components can be seen in
Figure 4.7. This example was chosen, because of an experiment, that was performed on
these kind of maps. This variation uses 6-orientable windows and a limitation is applied,
where identical modules cannot lay next to each other. This limitation is necessary, because
the detection algorithm for these kind of markers is relying on the Y-s constructed by three
adjoining modules. Leading to a marker system more resistant against deformations, so the
markers do not have to be planar anymore [14].
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Figure 4.7: A marker field with hexagonal modules.
However, this is not the only shape, which the marker field can be constructed from.
Theoretically, the modules of the field could take any other form. This can be a single
equilateral triangle or even an abstract shape. The only thing to consider is the fact, if it
is reasonable to do such maps (see Figure 4.8).
Figure 4.8: A marker field with triangular modules.
Additional rules can be set up by prohibiting some characteristics. As mentioned before,
like preventing the map to consist of identical modules next to each other. Another example
can be forbidding neighboring modules with low contrast with each other.
4.5 Estimating Marker Field Size Limits
To estimate upper boundaries of the size of the generated maps is a complex problem. A
very rough estimation can be described by the inequality by Burns and Mitchell [4] (see
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Formula 3.2). However, the following fact must be acknowledged: In this case, a window is
characterized by the edge gradients, which are selected from three values (see Section 4.1).
The values of the edge gradients can be described as lower, equal or higher. In addition, the
edges are not arranged like a window array suitable for the referred inequality. To calculate
the maximal amount of possible proper windows the following steps are needed:
1. Find all the permutations with repetition from those three values for a window.
2. Reduce this number considering the fact that the windows must be n-orientable (for
square modules n = 4, for hexa modules n = 6, etc.).
3. Reduce this number by the paradoxes. For an example a paradox can appear when a
loop is made by starting and ending in the same module and using the same gradient
value differing from equal as in Figure 4.9.
Figure 4.9: An example of a possible paradox defined only by the edges, the same as we
say a1 < a2 < a3 < a4 < a5 < a6 < a7 < a8 < a1 so a1 < a1, and this cannot be valid.
Algorithm 1 Calculating possible proper windows
function findAllPossible(s, l)
if l > 0 then
for i = −1→ 1 do
s′ ← s
s′.add(i)
findAllPossible(s′, l − 1)
end for
else
if isNotConflict(s) ∧ isNotParadox(s) then
Ω← Ω ∪ {s}
end if
end if
end function
Even, solving this problem with an algorithm can only be achieved by high computa-
tional complexity. It could look like the function findAllPossible (see Algorithm 1). It
should be called with an empty list in s and l should be the number of edges in the window
used for identification. The global variable Ω should be initialized as an empty set at the
beginning. At the end, it will contain all possible window definitions.
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The algorithm checks all possible permutations with repeating items and analyzes them
if they are suitable to function as an actual window in a marker field. For this, it has to
test if it is not conflicting with any other window previously defined or by its own rotations.
This is done by the function isNotConflict (see Algorithm 2), where n defines that the
window is n-orientable. Furthermore, it has to decided if it is a paradox or not.
Algorithm 2 Checking if window is not conflicting
function isNotConflict(s)
ω ← ∅
for i = 1→ n do
s′ ← shift(s, i)
if s′ /∈ ω ∧ s′ /∈ Ω then
ω ← ω ∪ {s}
else
return FALSE
end if
end for
return TRUE
end function
To find this out, the window has to be treated as an undirected graph. This undirected
graph has the modules as nodes and the edges between modules become edges of the graph
(see Figure 4.10). The first step of finding a paradox is to find all cycles in the graph. A
cycle can be a potential source of a paradox. Finding cycles in a graph can be solved by a
depth-first search [26]. A gradient e is defining an arbitrary edge and e ∈ {−1, 0,+1}. If
the gradient on one direction from the module is e, than the other way it is −e. Let E be
the sum of the gradients on a path of a cycle and let Z be the number of gradients where
e = 0. If |E| + Z is equal to the number of vertices in a cycle, a paradox is present (the
situation similar as in Figure 4.9, where |E| = 8 and Z = 0). Other paradox can occur due
to the size of the color palette (if there is one). Let Emax be the biggest absolute value of
the sum of gradients from every possible path of the cycle. If Emax is greater or equal than
the size of the palette, then it is a paradox (see Algorithm 3 for better understanding).
Figure 4.10: In the background with light-gray is the marker field window, in the front the
graph representation of it.
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Algorithm 3 Deciding if it is a paradox. C are all possible circles and r is the palette
range.
function isNotParadox(s)
for all c ∈ C do
c′ ← setEdgeValues(s, c)
E← 0,Z← 0
for all e : c′ do
if e = 0 then
Z← Z + 1
else
E← E + e
end if
if E ≥ r then
return FALSE
end if
end for
if |E|+ Z = getVerticeCount(c) then
return FALSE
end if
end for
return TRUE
end function
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Chapter 5
Implementation and results
This chapter describes a method for synthesis of marker fields analyzed before. The main
idea is to customize the genetic algorithm and client-server model implemented by Szen-
tandrási et al. [24]. The genetic algorithm is extended by cost calculations depending on
the quality of the edges or on the similarity between the targeted image. The client-server
model changes due to the growing number of attributes which determine a marker field
(see Section 5.1). The server stores the active population, while the idle clients request for
tasks from the server and apply the mutations on the received maps. The server runs as a
website written in PHP, while the clients use the language C++ (see Sections 5.2 and 5.3).
The theoretical limitations of the marker fields discussed before are compared to the
results achieved in practice in Section 5.4. The speed of the algorithm is tested, too. Some
synthesized markers are presented in Section 5.5 and they are reviewed.
5.1 Genetic algorithm and client-server model
The main idea to generate marker fields is to start with a random marker field and optimize
it, so it becomes suitable for the detection. This process can be comfortably solved by a
genetic algorithm. In brief, a standard genetic algorithm works as follows:
1. Start with a randomly generated population.
2. Calculate the fitness f(x) of each chromosome x in the population.
3. Use a selection from the population and apply the crossover and mutation operators.
4. Replace the current population with the new population.
5. Go to step 2.
Each iteration is called a generation, while the entire set of generations is called a run [16].
A reasonable way to deal with such an algorithm is a client-server architecture where the
expensive calculations are distributed. These expensive computations are mainly caused
by finding the conflicts, or generally the evaluation of the cost function. The server only
keeps track of the active population, whereas the clients ask for maps to improve. After
making the changes in them, they send the arrays back. However, the server does not have
any information about the clients’ statuses (see Figure 5.1).
28
Server Client 
Client 
POPULATION 
ASSIGN TASKS 
MUTATIONS 
SUPERCOMPUTER 
Client 
Client 
Client 
Client 
Figure 5.1: The client-server model.
This model results some modifications to the general approach of a genetic algorithm.
The clients are not aware which iteration is present in the very moment, because they op-
erate individually. They are not controlled by the server. Each iteration of the algorithm
would overlap with the next one, therefore the generations would overlap too. This means
that this kind of architecture does not provide sufficient circumstances to keep the gener-
ations separated. The solution is that the server stores only one single population. The
clients receive a map and they make several mutations to it in one run. Contrary to typical
genetic algorithms there are no crossovers either. The reason for this unusual attitude is
that the conflicts are not local on an array. A crossover of two maps could lead to more
conflicts, because the whole structure of the map would change. This is why some simple
corrections are more efficient.
Synthesis of black-and-white marker fields was presented by Szentandrási et al. [24].
This solution is comparable to their work, as a similar genetic algorithm and a client-server
architecture is used. The genetic algorithm is based on the following terms:
• The first population is initialized from a number of copies of the same (or various)
randomly generated array(s).
• The fitness function is based on the number of conflicts and the quality of the edges.
Generally it looks like
f(A) =
w∑
i=0
h∑
j=0
(cconf (ai,j) + cneighbor(ai,j))/wh, (5.1)
where w is the width, h is the height of the array, cconf (a) returns the cost for the
conflicts module a is involved, while cneighbor(a) penalizes its edges by the Eq. (4.4).
For the image-like markers, the correspondence to the original image is included,
too. Function csimilar(a) returns the cost for similarity defined by the distance of the
module’s color to the targeted image as defined by the Eq. (4.6):
f(A) =
w∑
i=0
h∑
j=0
(cconf (ai,j) + cneighbor(ai,j) + csimilar(ai,j))/wh. (5.2)
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• No specific fitness threshold is defined. It tries to improve the markers as much as
possible, and it can be manually decided if they are satisfactory enough to stop the
algorithm.
• For selecting members for the next generation, rank selection is used.
• Mutation is performed by selecting a number of modules with the highest cost (see
Eq. (5.1) and (5.2)) and replacing them with randomly generated values.
Currently, the algorithm is running on a supercomputer of around 1000 nodes. The
communication between the server and the clients is based on the HTTP protocol. The
clients obtain the information about the arrays in XML format.
On the server, new populations can be started by selecting their attributes, like size,
type of modules, type of windows, etc. There is a waiting room for different maps, where
it can be chosen which one should be improved. The chosen ones get into the queue, where
the clients obtain their tasks from. Normally, if a client returns a conflict-free marker field,
it is moved to the ready group. This can be manually overridden by selecting the force
continue option, so the marker fields quality can be further increased.
While the server only stores the data about the marker fields, the clients’ responsibility
is to decrease the cost of the maps. The highest penalization is given for the modules, which
take a share in a conflict. This ensures that the conflicts are solved in the first place. Also,
if dramatic improvements are achieved by the client (i.e. the array becomes conflict-free),
then it immediately forwards the array back to the server. In this manner, the idle clients
lined up for tasks could acquire a more enhanced map.
5.2 Role of the server
The role of the server is to manage the database of marker fields, interact with the clients
and the users. This means that new marker fields can be added, the existing ones can be
browsed between or deleted. The server waits for a request of a client, selects a map and
sends it back as a response. After the client processed the map, it is sent back and inserted
into the database. As mentioned before, it does not distinguish several generations and
does not keep track of the clients and their status.
The server was implemented as a simple PHP website using an Apache server and a
MySQL database. It can be deployed on any other machine by using the sample database
added to it. Its graphical user interface can be used by a web browser with Javascript and
cookies enabled.
The GUI is composed of a menu and the content segment. From every place of the site,
an auto reload option can be reached. So, the user can set, whether he wants to get the
latest state of the database automatically. In the tabbed menu, there are five options to
choose from (see Figure 5.2):
• Settings: This page allows the users to log in. Only logged in users can manipulate
with the database and modify the outcome of the process.
• Generate: The synthesis of new markers starts here. There is a possibility to start
from a random array or append the existing. For this the following options can be
set:
– Module type: Whether to use square or hexagonal modules.
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Figure 5.2: The graphical user interface of the server.
– Color space: Picking from colored or grayscale.
– Range and colors: Set the range of the palette and choose colors if needed.
– Width and height : Set the width and height.
– Kernel size and type: Set the size of the kernel and adjust the edge configuration
(see Figure 4.5).
– Image: It is optional to select a targeted image. This can be achieved by choosing
from the database or uploading a new one. There are options to pick whether
start from the image or a random marker field, also the algorithm of improvement
can be selected, too. However, only the default algorithm is available.
– Advanced settings: Here, more complex attributes can be set. For example, there
is the threshold to treat two modules equal or there are the cost functions for
penalizing the neighboring modules (see also Eq. (4.4)). There is the convolu-
tion matrix for the image markers and the cost of similarity, too, mentioned in
Section 4.2.
– Count and name: Setting the name of the population and the number of new
populations added.
• In-queue markers: This page was earlier mentioned as the waiting room. Here, the
various unresolved populations are displayed. The user can use the three checkboxes
to change the different flags related to them. The most important flag is the Run flag.
When it is set, the server is allowed to assign the members of the specific population
to the clients for improvements. The Force flag is used to block the marker field to
be declared ready. The Test flag is used for experimental purposes.
• Queue: This page shows all the possible members of the populations with the Run
flag set. These markers are appointed to the clients. Rank selection is used to choose
from them, preferring the markers with lower cost. However, the Boost flag can be
set for the markers which seem to be promising. This way the rank selection can
be influenced manually. Every population has a member with the lowest cost. This
member could be updated in every second by the clients finishing in that moment.
This phenomenon can be tracked at live-feed in the detailed informations about the
populations.
• Ready: Markers with zero conflicts are copied to the set of ready markers. If a
population has a member with zero conflicts, then it is removed from the queue. This
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action can be prevented by setting the Force flag, mentioned earlier. If it is set, then
the markers stay in the queue for further improvements. Furthermore, markers in the
ready section can be forced to be returned to the queue for some extra cost reduction.
The communication between the server and the client starts with a request from the
client. The server selects a map from the queue. The response is in a form of an XML
document, with all the information about the marker that the client might need. On the
other hand, the client sends back the data using the POST request of the HTTP protocol.
The received map is inserted into the database depending on how successful were the
mutations (see Figure 5.3).
++
Figure 5.3: The communication of the client and the server.
5.3 Client and the improving algorithm
Figure 5.4: The process of improving a marker field with conflicts: Left map with 92
conflicts. Right one with 21 conflicts. See Figure 5.5 for further improvements.
The role of the client is to improve the marker field received from the server. Generally,
this is achieved by decreasing the cost. However, the conflicts are solved in the first place (as
in Figure 5.4), which is accomplished by penalizing the modules participating in a conflict
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Figure 5.5: The process of improving a marker field without conflicts: Left marker field
without conflicts and without any further improvement. Right one with the lowest cost.
with the highest values. Further, the process does not stop, it tries to improve the marker
field even more (as in Figure 5.5).
The client is implemented as a C++ program, also some helper libraries are utilized.
The Boost1 library assists with the communication over the HTTP protocol. In addition,
it is beneficial in the string-based data processing (parsing XML files and strings). The
OpenCV2 library is used for image processing and for the graphical output of the process.
As stated before, the client exchanges the information with the server over the HTTP
protocol. A GET method is used to access the marker field and the POST method to
return the improved map. The received XML document is parsed and if it indicates an
image marker field, then the targeted image is downloaded separately.
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Image-based 
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Figure 5.6: The hierarchy of the classes used. Abstract classes represented by dark blue.
The object oriented properties of C++ are used. So, a class hierarchy can be con-
structed, where all the marker fields are derived from the abstract class MarkerField (see
Figure 5.6). Besides the usual getter and setter methods, only few methods are not virtual.
Among them belong some initialization methods and the method printing the statistics to
the standard output. All the other methods are made virtual, including the incrementation
1http://www.boost.org/
2http://opencv.org/
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of the cost of a module, selecting modules for the mutations, recalculation of the cost or
the mutation itself. Also, there is a method returning the modules in a readable format.
The same format as used in the received XML, representing the indices of the palette as
numbers and letters (i.e. 0..9a..zA..Z). There are some methods made pure virtual. This
is necessary, because they have different implementations in various types of marker fields.
The most important of them is the method finding the conflicts. Also, the show method
belongs to them, which shows a graphical output of the process.
Classes derived from class MarkerField are specified by the type of the module. This
means, there is a class for square and hexagonal modules (MFSquare and MFHexagonal).
This is required, because the change of a module changes the structure of the marker
field and the conflicts will be defined in an other way. The grayscale, the colored and the
image-based markers have their own class for each type of module. This way, they can be
optimized separately.
Figure 5.7: Graphical visualization of the client. The current marker field on the left, the
cost field belonging to it on the right. The lowest cost is indicated with the green color, the
highest with the red color.
The calculation of the cost of a marker field starts with finding the conflicts. Each
module participating in a conflict is penalized by a constant value. It is essential to solve
self-conflicting windows in the first place. This is the reason why they get an even higher
cost. Also, modules are penalized by the functions defined before by their neighbors (see
Eq. (4.5)) and by the similarity to the targeted image (see Eq. (4.6)). Also, a visualization
is available for the process, where the cost of the modules is shown as well (see Figure 5.7).
Finding the conflicts is the most time consuming phase of the algorithm. To speed it
up, a so called template for passes To is initialized at the creation of a marker field object
(see Algorithm 4). This template contains a vector of pairs in each orientation o, where the
pairs are relative positions of the neighboring modules in a window.
Each window is analysed one-by-one and strings are constructed for them for every
orientation by the T. These strings have to be unique for the whole array. Ω is a set of
these strings and the set Ψ keeps track of the conflicting windows. Usually, the number
of conflicts will be |Ψ|. However, for the hexagonal marker fields, the conflict count is
increased even if identical modules are next to each other. In this way, it is prevented that
a marker field that is declared correct would contain such modules. As mentioned before,
this restraint is required by the detection algorithm [14].
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Algorithm 4 Initialization of the passes template T4 for a square marker field. Every
orientation (North, East, South, West) has its own list prepared. k is the size of the
window (or kernel) and tN , tE , tW , tS are empty lists.
for n = 0→ k − 2 do
n′ ← n/2,m← k − 1− n/2
if n ≡ 0 mod 2 then
for i = 0→ k − 2− n do
tN .add((n
′w + n′ + i, n′w + n′ + i + 1))
tE .add(((n
′ + i)w + m, (n′ + i + 1)w + m))
tW .add((mw + m− i,mw + m− i− 1))
tS .add(((m− i)w + n′, (m− i− 1)w + n′))
end for
else
for i = 0→ k − 2− n do
tN .add((n
′w + n′ + i + 1, (n′ + 1)w + n′ + i + 1))
tE .add(((n
′ + i + 1)w + m, (n′ + i + 1)w + m− 1))
tW .add((mw + m− i− 1, (m− 1)w + m− i− 1))
tS .add(((m− i− 1)w + n′, (m− i− 1)w + n′ + 1))
end for
end if
end for
T4 ← [tN , tE , tW , tS ]
Algorithm 5 Checking for the conflicting windows in a marker field with O-orientable
windows.
Ω← ∅,Ψ← ∅
for y = 0→ (h− k) ∧ x = 0→ (w − k) do
i = x + yw
for all t : T do . get identification strings in all orientation
sˆo ← getString(i, to)
end for
for o = 0→ O do
so ← sˆo.sˆ(o+1)%O.sˆ(o+2)%O . . . sˆ(o+O−1)%O
end for
for o = 0→ O do . check if string is unique or conflicting
if so /∈ Ω then
Ω← Ω ∪ {so}
setWindowIndex(so, i)
else
i′ ← getWindowIndex(so)
if i′ /∈ Ψ then
Ψ← Ψ ∪ {i′}
end if
Ψ← Ψ ∪ {i}
end if
end for
end for
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There are two methods for selecting the modules for mutation. The first one chooses
from the modules with the highest cost. The second method chooses from the ones taking
part in random conflicting windows. The second is used only, if the first method is without
success for a long time. A successful mutation is when the cost is decreased, in other cases
the conditions before the mutation are set back.
5.4 Limits and the speed of the method
As mentioned before, only rough limits exist for the theoretical limitations of the generated
marker fields. However, a benchmark was created to illustrate the practical limits. A
supercomputer was used with around 1000 nodes at the university’s computer centre, which
has the Sun Grid Engine (recently called as Oracle Grid Engine3) deployed on it. The
algorithm is still running, therefore the results can be updated in the future. Generally,
a client has 20 minutes to improve the received map. However, if it makes significant
reduction of the overall cost, it will send back the marker field after cca. one minute. This
causes that a better map will be assigned sooner for the other clients. The measured run-
time is the fastest route to a solution, but it does not represents the total run-time of the
clients working on a single population.
In the first test, the starting population was defined by 3 × 3 windows and differing
number of shades of gray. The maximum size of the marker field was monitored, considering
the question, how does it increase by increasing the color palette. As Table 5.1 shows, this
maximum size changes radically only at smaller numbers. This can be explained by the
fact, that the edges with 3 possible values are used for the identification of a window, and
not the absolute values of the modules. If the modules were defining a window, the Eq. (3.2)
would determine the limits. For k = 3 window size and different values of n ∈ {2, 3, 4, . . .},
it would be the following limits: 10×10, 69×69, 255×255, . . . However, the algorithm from
Section 4.5 makes better estimations, as it can be seen in Figure 5.8, too.
Number of shades Largest Maximum differing windows Run-time (min)
2 10× 10 120 (12× 12) 2.44
3 34× 34 2961 (56× 56) 14.08
4 53× 53 11411 (108× 108) 65.52
5 63× 63 18906 (139× 139) 115.09
6 63× 63 22106 (150× 150) 114.65
7 70× 70 22872 (153× 153) 361.84
8 70× 70 22968 (153× 153) 377.06
9 70× 70 22968 (153× 153) 358.73
10 72× 72 22968 (153× 153) 159.56
Table 5.1: Largest maps generated with 3 × 3 windows and different number of shades of
gray. Compared with the maximum of differing windows computed from Section 4.5.
The other test shows the upper boundaries with 4 shades of gray and different window
configurations (see Table 5.2). Marker fields bigger than 256 × 256 were not tested. The
results show that the maximal size of the map can be controlled with the number of edges
used for the identification of a window. This is useful, because for a detection algorithm
3http://www.oracle.com/us/products/tools/oracle-grid-engine-075549.html
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Figure 5.8: The limits of the algorithm: Blue representing the practical limits (from Ta-
ble 5.1). Red representing the theoretical limits by the algorithm from Section 4.5
Edges Largest Run-time (min)
8 ( ) 19× 19 47.33
12 ( ) 52× 52 212.38
16 ( ) 144× 144 260.91
20 ( ) 256× 256 12.54
24 ( ) 256× 256 1.93
Table 5.2: Largest maps with 4 shades of gray and different number of edges used. For 20
and 24 edges no larger maps were tested.
the marker has to be as large as possible and the fewest edges have to identify a window,
so it can easily deal with occlusions.
Several tests were accomplished to measure the speed of the client using an Intel R©
CoreTMi5-2430M CPU (2.40Ghz). These tests start from random arrays, which are tried
to be improved by the client in three mutations (see Figures 5.9, 5.10, 5.11, 5.12, 5.13).
Hundred measurements were performed for each type of marker field. The values presented
in the figures are the averages from them. As all the graphs demonstrate, the most time
consuming part of the algorithm is the search for conflicting windows. The speed of this
phase of the method is depending on the number of conflicts, too. This can be observed
in Figures 5.13 (and 5.12), where the smaller range of the palette (or the fewer edges used
for identification) causes a high number of conflicts in the beginning and it influences the
run-time.
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Figure 5.9: The percental decomposition of the phases of the algorithm for marker fields
with differing size. All of them uses five shades of gray and 4× 4 windows.2
Figure 5.10: The percental decomposition of the phases of the algorithm for marker fields
with differing size. All of them uses eight colors and 3× 3 windows.2
2Hundred measurements were performed for each initial configuration of the marker field and the algo-
rithm tried three mutations.
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Figure 5.11: The speed of the algorithm for marker fields with varying size. All of them
uses eight shades of gray and 3× 3 windows.2
Figure 5.12: The speed of the algorithm for different edge configurations for a 64 × 64
marker field with five shades of gray.2
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Figure 5.13: The speed of the algorithm for different number of shades for a 128 × 128
marker field with 4× 4 windows.2
The next tests were oriented on the effectiveness (see Figure 5.14). In other words, how
fast can the client decrease the conflict count to zero of a random marker field. Hundreds of
random marker fields were generated with the same initial configuration, but with different
size. Each client got unlimited time to solve one of them (i.e. reduce the conflict count to
zero), after success they have stopped. The graphs show the average run-time of these runs
for different sizes.
Figure 5.14: The figure shows how fast can the client solve a marker field from the beginning.
On the left, there are the results from the test of marker fields with eight shades of gray
and 3× 3 windows. While on the right, there are marker fields with eight colors and 3× 3
windows.
5.5 Results and future work
A user study was performed with 38 respondents. They were asked about which marker
would they prefer. Beside the standard binary fields and image marker fields, there was a
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ordinary image, too. The images used as markers gained the highest rating with an average
of 7.42 on a scale from 1 to 10, where 10 was the best score. The average rating of the image
marker fields was 5.61, while the black-and-white fields had 3.52. Most of the respondents
knew what augmented reality is and half of them was already aware of what markers in
augmented reality are [20].
Figure 5.15: The results from the survey. The respondents were asked to rate the markers
according to how pleasing they are visually.
In Figure 5.16, there are markers targeting the same image (a horizontal gradient from
white to black), but with different settings. Applying a convolution matrix allows the
algorithm to add modules with larger differences between the marker and the original
image. This trend can be seen by comparing the marker fields on the top (no convolution)
Figure 5.16: Image marker fields aiming for a horizontal gradient. There are markers
without a convolution matrix on the top, and with a 3 × 3 convolution matrix M (from
Eq. (5.3)) on the bottom. From left to right, there are the following costs for similarity
(Csimilar): 0.5, 1.0, 1.5. There is the same cost for equal modules (C11 = 25.0).
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with the ones on the bottom (3× 3 convolution matrix M Eq. (5.3)).
M =
 1 1 11 0 1
1 1 1
 (5.3)
For the ones with convolution, there is a higher probability that white modules occur closer
to the right side of the marker (or black modules closer to the left side). The same trend
can be observed, when the constant for similarity cost (Csimilar) is decreased (markers on
the left). Furthermore, reducing Csimilar causes that the marker will resemble less the
targeted image and a more intense image noise would appear. Markers with no convolution
are more likely to contain segments with several equal modules next to each other. Best
example of this effect is the top right marker in the figure, where there is a bigger segment
with dark-gray on the right side.
As the examples of image marker fields demonstrate, the results successfully resemble the
desired images (see Figure 5.17). However, the use of a limited palette is highly influencing
Figure 5.17: Examples of image marker fields.
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them. A dynamic color palette or the use of actual colors would solve this problem. This
modification would require changes in the database and the communication between the
client and the server. Recently, the markers are stored as strings. However, a binary format
would be more efficient. For an example, representing markers as a raster graphics file using
a lossless data compression, where every pixel would correspond to a module, would be a
possible solution. The colors could be chosen randomly from the near distance of the actual
color of the image.
In the future, it would be interesting to try out other color models and compare the
results. Finding gradients in the channels of an RGB model can be highly varying, because
of the various results from printing the marker and scanning it with different cameras. It
is possible, that other color spaces like HSL or YCbCr would achieve better results. The
use of the YCbCr color space would be especially beneficial, because this format is used on
most of the mobile devices as the default format of an image for camera previews (encoded
in NV16 or NV21 format4). The advantage of this approach is, that there is no need for
converting the image from the default color model to RGB.
Other hypothetical extensions are listed in Chapter 4. One of them was the definition
of a minimal difference between windows (see Section 4.3). This can be very useful respect
to the detection algorithm, because it would allow more errors during the identification of
the modules. However, it can slow down the conflict search for the client. Recently, the
conflicts are checked by a single search in an associative container. This change could lead
to computations of Hamming distances between two strings identifying a window.
On the other hand, the search for conflicts is the most time consuming part of the
algorithm (as the tests show in the previous section). This is were the client has to be
improved more. Other speed reduction could be performed by implementing a more effective
way of mutations. This could be achieved by further analysis of the marker fields and
proposing a more intelligent way of selecting the modules for the mutation.
4http://developer.android.com/reference/android/graphics/ImageFormat.html#NV21
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Chapter 6
Conclusion
The camera calibration and localization is a critical issue in augmented reality systems.
The accuracy of this process will determine whether the synthetic elements are rendered
and disposed in the scene in a precise way. One of the popular methods for camera pose
estimation is achieved by placing fiduciary markers in the scene. Uniform marker fields are
this kind of markers with lots of advantages. The purpose of this work was to improve
marker fields and propose an algorithm for their synthesis. This was accomplished by
recommending a genetic algorithm using a client-server model.
The work begins with an introduction into the field of augmented reality focusing on
camera tracking methods. It presents several marker designs and aims the attention on the
uniform marker fields, which are a black-and-white checkerboard like markers with several
benefits and unexplored potentials.
Furthermore, several achievable extensions of marker fields are discussed with their
possible complications. Starting with the expansion of the color palette and its inefficient
way of using the absolute values of the modules. Other improvements can be performed at
aiming on the visual quality and forcing the marker field to look like an existing image or
using different type of modules, window configurations, etc.
The construction of such markers was realized by implementing a client-server model.
The server is used as a database, its role is to assign tasks to clients. The clients receive
arrays, which have to be solved by the rules of the marker fields. After successful changes
on them, they are sent back to the server. The efficiency of the technique is measured
by several criteria and the results from the algorithm are reviewed, too. The generated
markers were used by the authors of several publications cited in this work.
The results show that the approach is fast and effective. The research can be continued
considering varying aspects. On the one hand, more attributes can be added to the syn-
thesis. Some of there were listed in Section 5.5, but new ones can be invented, too. On the
other hand, the speed can be optimized. Primarily, the mechanism of finding the conflicts
has to be revised. Also, finding a more powerful mutation can be advantageous.
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