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Abstract 
Nonlinear control has been an important subject with both theoretical and practical in-
terest. The techniques of nonlinear control analysis and design can significantly enhance 
the ability of a control engineer to deal with practical control problems effectively. Since 
the 1980s, there has been consistent enthusiasm for developing advanced nonlinear control 
methods to address a number of key issues important in control theory and applications. 
This thesis aims to make some original contributions to two fundamental nonlinear control 
problems, namely, global stabilization and output regulation. 
The thesis consists of two parts. In the first part, we consider the global robust sta-
bilization of a class of nonlinear cascaded systems. This problem is challenging when 
the zero dynamics is not exponentially stable. In the current literature there exist some 
recursive algorithms for handling this problem utilizing the small gain theorem. How-
ever, the procedure cannot guarantee the solvability of the problem due to some stringent 
conditions imposed on the systems. We will show that, for the cascaded systems with 
polynomial nonlinearity, it is possible to develop a constructive method to solve this prob-
lem. The significance of this result is almost self-evident since the polynomial systems are 
very frequently encountered in practice. 
In the second part of the thesis, we will address the output regulation problem of 
singular nonlinear systems. Output regulation is one of the central problems in systems 
and control. Solvability of this problem has been extensively studied for normal nonlin-
ear systems, but is barely studied for singular nonlinear systems. We will present two 
contributions to the research of this problem as summarized below. 
• Regulation by normal output feedback control: The existing approach to solving out-
put regulation problem by normal output feedback control relies on the normaliz-
ability assumption. By developing a novel approach, we are able to remove this 
assumption, thus giving a complete solution for this problem. 
• Robust output regulation: The output regulation problem for singular nonlinear sys-
tems has been studied only recently for the ideal case where the mathematical model 
is exactly known. We will further take into account the model uncertainties, thus 
offering a more realistic solution. Our work has extended the existing results from 
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Nonlinear control is an important area of systems and control science and engineering. 
Techniques of nonlinear control analysis and design can significantly enhance the ability 
of a control engineer to deal with practical control problems effectively. Learning these 
techniques leads to a sharper understanding of the real world, which is inherently nonlinear. 
Currently, there is considerable enthusiasm for the research and application of nonlinear 
control methods in various fields of sciences and engineering. 
In general terms, the objective of control design can be stated as follows: given a 
physical system to be controlled and the specifications of its desired behavior, construct 
a feedback control law to make the closed-loop system display the desired behavior. In 
accordance with the objective, a number of key issues have to be considered among which 
stabilization and output regulation are of fundamental interest. 
This chapter provides some background for nonlinear control and the current progresses 
on the two fundamental issues to be studied in the later chapters. Section 1.1 highlights 
the motivations for the study of nonlinear control and briefly illustrates some unique and 
rich behaviors of nonlinear systems. Sections 1.2 and 1.3 review the current research on 
global stabilization and output regulation problems, respectively, and then explain the 
motivations of our research. Finally, Section 1.4 gives an overview of the contributions of 
this thesis. 
1.1 Nonlinear Control 
Linear control is a mature subject with a variety of powerful methods and a long history of 
successful industrial applications. Therefore, it is not surprised to see so many researchers 
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and designers, from such broad areas as aircraft and spacecraft control, robotics, process 
control, and biomedical engineering, have a common and great interest in the development 
and applications of nonlinear control methodologies today. Many reasons can be given 
to this interest, as is evidenced from the literatures, including improvement of existing 
control systems, analysis of hard nonlinearities, dealing with model uncertainties, design 
simplicity, and cost and performance optimality, etc. [42]. All these point to a fact, that 
is, nonlinear control is an important area of systems and control science and engineering. 
Physical systems are inherently nonlinear. Thus, all real control systems are nonlinear 
to a certain extent. Nonlinear control systems can be described by nonlinear differential 
equations. Nonlinearities can be classified as inherent {natural) and intentional (artifi-
cial). Inherent nonlinearities are those that naturally come with the system's hardware 
and motion while intentional nonlinearities are artificially introduced by the designer. Non-
linearities can also be classified in terms of their mathematical properties, as continuous 
and discontinuous. If the operating range of a control system is small, and if the involved 
nonlinearities are smooth, then the control system may be reasonably approximated by a 
linearized system. Discontinuous nonlinearities cannot be locally approximated by linear 
functions, and they are also called "hard" nonlinearities. Commonly nonlinear systems 
show some unique and rich behaviors as compared with linear systems, e.g., multiple iso-
lated equilibrium points, limit cycles, bifurcations and chaos. Other interesting types of 
behaviors, such as jump resonance, subharmonic generation, and asynchronous quenching, 
also occur and become important in some nonlinear system studies. Thus, nonlinear sys-
tems have considerably richer and more complex behaviors than linear systems in general. 
1.2 Global Stabilization 
In the last decade, methods for global stabilization of nonlinear systems have experienced 
a vigorous growth. New concepts and techniques, such as input-to-state stability, feed-
back passivication, small gain theory and backstepping, have greatly increased our ability 
of designing feedback laws for achieving global stability in various classes of uncertain 
nonlinear systems. 
One of the recent focuses in nonlinear control is global robust stabilization of nonlinear 
cascaded systems. This problem has been approached with Lyapunov's direct method 
in [15], [25], [28], [29], [30], [33], [36], [37], [39], [41], among others. In particular, an 
important class of cascaded nonlinear systems was studied in [28], [29], in the presence 
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of both unstructured static uncertainties and stable dynamic uncertainties. Based on 
the work of [28], a method for robust global stabilization of the systems having a lower-
triangular structure was presented in [26], where a recursive algorithm for handling this 
problem was also given. However, the proposed procedure cannot guarantee the solvability 
of the problem due to some stringent conditions imposed on the systems. 
In this thesis, we will study the solution of a class of cascaded systems with polynomial 
nonlinearities, aiming to develop a constructive method to solve this problem. The sig-
nificance is almost self-evident since polynomial systems are very frequently encountered 
in practice. We note that this result is also interesting for the robust nonlinear output 
regulation problem since this problem can only be solved for polynomial nonlinear systems 
to date [3], [16], [18:. 
1.3 Output Regulation 
Briefly, the output regulation problem is concerned with designing a control law for a plant 
such that the closed-loop system satisfies two requirements. The first requirement is the 
(local or nonlocal) closed-loop stability, and the second one is asymptotic tracking and 
disturbance rejection, i.e., to have the output of the closed-loop system asymptotically 
track a class of reference inputs in the presence of a class of disturbances. Here, both the 
reference inputs and disturbances are generated by an autonomous differential equation 
called eccosystem. If the uncertainty of the plant is further considered, the problem is 
called structurally stable output regulation problem (alternatively, robust servomechanism 
problem). 
For the class of normal systems, this problem was thoroughly studied for the linear 
case in the 1970s, in [11], [13] and [14], among others. A salient outcome of these research 
activities is the internal model principle, which enables the conversion of the output regu-
lation problem into an eigenvalue placement problem for an augmented linear system. For 
nonlinear systems, the same problem was first treated for the special case in which the 
exogenous signals are constant [10], [14], and [22]. The nonlinear output regulation prob-
lem with time varying exogenous signals was first studied in 1990 by Isidori and Byrnes, 
without considering the parameter uncertainty [27]. Subsequently, the robust version of 
the same problem was studied in [3], [12], [16], [19], [20], and [31]. These research ef-
forts have led to various methods for synthesizing controllers that can achieve asymptotic 
tracking and disturbance rejection for an uncertain nonlinear system with local stability. 
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The fundamental idea of these methods is, similarly to the linear case, the employment of 
a nonlinear version of the internal model principle. 
As for singular systems, the study of output regulation has long been limited to linear 
systems [10], [34], and only very recently a clear-cut solution was obtained by Lin and 
Dai [34]. More recently, the output regulation problem for singular nonlinear systems has 
been formulated and solved in part by Huang and Zhang in 1998 [24]. We will further 
tackle this problem in two aspects in this thesis, as summarized below. 
Regulation by normal output feedback control: The existing approach for solving the 
output regulation problem by normal output feedback control relies on the restrictive 
normalizability assumption. We will develop a new approach that does not need this 
assumption. 
Robust output regulation: The output regulation problem for singular nonlinear systems 
has recently been studied for the ideal case where the mathematical model is exactly 
known. We will take the model uncertainty into account and develop a robust version of 
output regulation for singular nonlinear systems. 
1.4 Contributions of the Thesis 
The contributions of this thesis can be summarized as follows: 
• A constructive method for solving the robust global stabilization problem for non-
linear cascaded polynomial systems is developed. 
• The normalizability assumption as mentioned above is removed, thus a complete so-
lution for output regulation problem of singular nonlinear systems by normal output 
feedback control is given. 
• Some solvability conditions for the robust output regulation problem of singular 
nonlinear systems are established, thereby extending the existing results for normal 
systems to singular systems. 
4 
Chapter 2 
Global Robust Stabilization of 
Cascaded Polynomial Systems 
Global robust stabilization of nonlinear cascaded systems is a challenging problem when 
the zero dynamics is not exponentially stable. Recently there have been some progress 
in developing a recursive procedure for handling this problem by utilizing the small gain 
theorem. However, the procedure cannot guarantee the solvability of the problem since it 
involves verification of some stringent conditions that arise at each step of the recursion. 
In this chapter, we will show that, for the important class of cascaded polynomial systems, 
the solvability conditions can be satisfied by appropriately implementing the recursive 
procedure. This result leads to a systematic construction of the control law. 
This chapter is organized as follows: Section 2.1 gives an introduction of this problem. 
Section 2.2 describes the problem and reviews some existing results. In Section 2.3, some 
basic results are derived. The main algorithm will then be developed in Section 2.4. 
Finally, an example is given to illustrate our result. 
2.1 Introduction 
Cascaded systems have been studied in the literature in a variety of forms. The problem of 
robust stabilization of cascaded nonlinear systems has been approached with Lyapunov's 
direct method in [15], [25], [28], [29], [30], [33], [36], [37], [39], [41], among others. This 
problem was first studied for the following system in [28]: 
‘ 
Zi = qi{xi,--',Xi,Zi), I <i <n 
(2.1) 
Xi = Xi+i + fi {xi,--' ,Xi,Zi), 1 <i <n 
\ 
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where u := Xn-i-i G is the input, {xi, ‘ ‘ ‘ G 况"are the measured components, 
and (Zi, • • •, Zn) are the unmeasured components of the state vector. A solution by 
using partial state feedback was given in [28] under the assumption that system Zj = 
Qi (a：!, • • •, Xj, Zj), i = 1 , . . . n, is input-to-state stable with (a i^, • • •, xi) as input. 
Based on the work of [28] and [29], the global robust stabilization problem of the 
systems described by equations having a lower-triangular structure of (2.2) was studied in 
'26], where a recursive design procedure was given. It was shown there that this recursive 
procedure works if, in addition to some technical hypotheses, at each step of the recursion, 
a certain subsystem resulting from the previous steps must be ISS and, in particular, the 
estimate of a certain gain function associated with the small gain theorem must be known. 
This chapter focuses on the class of cascaded nonlinear systems described by (2.2), with 
an additional assumption that the nonlinearities are of polynomial form. It will be shown 
that the global robust stabilization problem can be solved under two mild assumptions. 
Moreover, the designed controller can be explicitly constructed. 
2.2 Preliminaries 
We consider a class of cascaded nonlinear systems described as follows: 
Z = f{z,Xi,fl) 
Xl = h ( 么 , + Pi (么，, fj)x2 , � 
< . (2.2) 
‘ Xr = fr{z,Xi,-'-Xr,fl) + gr{z, Xi, • - • , Xr, fJ,)u 
where z E 况肌，xi E 5R, i = 1, • • • ,r, u e and /j, e P C W is a. vector of un-
known parameters with P a prescribed compact set containing the origin of 况p. Also, 
the functions / , / “ gi, i = 1 , . . . , r, are sufficiently smooth satisfying / (O , . . . ’ 0, /i) = 0, 
/i(0,…，0, = 0, i = 1, • • •, r, for all jj, ^ P. It is assumed that (2.2) satisfies the following 
two hypotheses. 
(HI): For each fi, the upper subsystem, i.e., z = / ( 么 ， i s ISS with z as state and 
xi as input, and, in particular, a class Koo function locally Lipschitz at the origin 
and independent of / i , is known such that the response z (•) to any bounded xi (•) satisfies 
IkWII < max{/3(||2;(0)||,i),Av(||a;i(-)IL)} (2.3) 
for some class KL function /3 (•, •). 
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(H2): For 2 二 1,...，r, there exist real numbers bi > 0 such that gi{z,xi,- • • > bi 
for all 0；1，...，Xi, z and all /j, e P. 
Remark 2.1: System (2.2) is a special case of the class of systems studied in [29]. The 
state feedback global robust stabilization problem for this system has been investigated in 
29] and [26]. A recursive procedure has been developed based on the small gain theorem 
to handle this problem. At each step of the recursion, however, the procedure will lead to 
a subsystem of the following form: 
f 
z = (p(z, X, a) 
< " ， , … (2.4) 
X = rr, jj) + x^ 
< 
in which {z,x) G 况“^  x 况，</?(0,0,/i) = 0, 0(0,0,/ / ) = 0 for // G P C The success 
of this procedure depends on whether or not, at each step, this subsystem satisfies four 
conditions described in Lemma 11.4.1 of [26]. For convenience, let us rephrase Lemma 
11.4.1 of [26] as follows: 
Lemma 2.2: Consider system (2.4). Suppose the following: 
(i) For each /i, the upper subsystem in (2.4) is ISS and, in particular, a class Kqq 
function independent o f / / , is known such that the response 斗）to any bounded x (•) 
satisfies 
IkWII < max { ^ ( 1 1 2 . ( 0 ) 1 1 , ( 2 . 5 ) 
for some class KL function j3 (., •). 
(ii) There exists a real number bo > 0 such that 讽z, x, ji) > bo for all {z, x) E 况爪 x 况 
and all /u, e P. 
(iii) For all {z, x) e x ^ and all // G P, 
max {10 (2;, a;,/i) I, \ip{z,x, < max {po {\x\),pi (||z||)} 
where po (.) and pi (•) are locally Lipschitzian class K functions. 
(iv) The function pi {k (.)) is locally Lipschitz at the origin. 
Then, there exists a smooth function a (rr), with q:(0) = 0, such that, under the control 
law 
u = a{x) -\-v (2.6) 
the closed-loop system (2.4) and (2.6), viewed as a system with input v and state (z^x)^ is 
ISS and, in particular, a class K^o function «(•), which is locally Lipschitz at the origin 
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and independent of is known such that the response Z (.) = (z (•), x (•)) to any bounded 
V (•) satisfies 
� ||Smax{》（||Z(0)||,t),iKIM-)||j} 
for some class KL function 百(.,.）. 
Remark 2.3: Among the four conditions, the first one can be satisfied under assump-
tion HI, by an appropriate design of the control law of the form (2.6), and the second one 
is always satisfied under assumption H2. But neither the procedure itself nor assumptions 
HI and H2 can guarantee the satisfaction of conditions (iii) and (iv). This is because, at 
each step, the specified functions (/?, 0 depend not only on the functions / , f i , gi of the 
original system but also on the function a designed at the previous steps. 
In this chapter, we will focus our attention on an important class of systems of the 
form (2.2), with an additional assumption that the function f is polynomial in z, xi^ 
and the functions fi, gi, i = 1 , . . . , r , are polynomials in - • - with all coefficients 
depending on /i. Such systems are called polynomial systems. We will show that, within 
the existing framework, for polynomial systems of the form (2.2), under assumptions HI 
and H2, conditions (iii) and (iv) of Lemma 2.2 are automatically satisfied. Moreover, if 
we further assume that the class Kqq function k{') in assumption HI is in a polynomial 
form, then, at each step of the recursion, the function a{x) in (2.6) also takes a polynomial 
form, and can be constructed explicitly. As a result, the global robust stabilization can 
always be solved via a constructive approach. 
2.3 Basic Results 
In this section, we will establish some preliminary results that will lay the foundation of 
our further approach to be introduced in Section 2.4. 
Lemma 2.4: For any function f[z,x,ii) with {z,x) G 况爪 x 况,which is polynomial 
in (2;,x), with the coefficients depending on fi and satisfies / (0 ,0 , / i ) = 0 for any fi 6 P, 
there exist class K polynomial functions (thus locally Lipschitz at the origin) P0(.),Pi(.) 
such that 
< max{po(M)，pi(|H|)} (2.7) 
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rri 
Proof: Assume = {zi^ • • •, Zm} . Because rr, /i) is a polynomial in 2;, x, tlicre 
exists a positive integer k such that f { z , x , f i ) can be written in the following form: 
k 
i=l ni,i + �+ni’„i+ni,a;=i 
where Q!(.)(//) may depend on fi. Since fj, E P with P being a compact set, there exist 
non-negative integers a(.) such that 
Therefore, 
k 
| / (么 , r z ;’/ i ) | < E « ( n u ， " . ’ n — 气 J 么 l l " … . . I 么 m r 叫 工 r 、工 
i=l ni，i+�+ni’Tn+ni’a;=i 
k 
< V V on �(ni，i+…+ni，„0 ni’：^ 
ni,H hni^rn+ni,x=i 








= V ^ V^ at • N T 了 rii^ x 
ni,H Vui^rn-^-ni^x—i 
> |/(�a:,/i)|, when > 
Similarly, we have rr,/i)| < pi(||么||) when < ||2；||. • 
Lemma 2.5: Consider system (2.4) with 0(2：, a;, \i) and (^2：, a:, /i) being polynomials 
in z and x. Suppose the following: 
(i') For each fi, the upper subsystem in (2.4) is ISS and, in particular, a class Kqq 
function k(-), locally Lipschitz at the origin and independent of /i, is known such that the 
response z (.) to any bounded x (•) satisfies 
IkWII < max{^(||^(0)||,t),/^(||:z;(.)||oo)} 
for some class KL function (3 (•, •). 
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(ii') Same as condition (ii) of Lemma 2.2. 
Then, there exists a sufficiently smooth function a (a;), with q;(0) : 0，such that, under 
the control law 
u = a{x) +v (2.8) 
the closed-loop system (2.4) and (2.8), viewed as a system with input v and state {z^ x), is 
ISS and, in particular, a class Kqo function 斤(•)， which is locally Lipschitz at the origin 
and independent of is known such that the response Z (•) = {z (•), x (•)) to any bounded 
V (•) satisfies 
||Z(^)||<max{^(||Z(0)||,t),/^(|b(.)||oo)} (2.9) 
for some class KL function 
Proof: By Lemma 2.4, there are class K polynomial functions Pq(-),p}(-), Po(')?Pi(') 
such that 
Let po(') == po(.) + and pi(-) = + pj(-)- Then clearly, system (2.4) satisfies the 
conditions (iii) and (iv) of Lemma 2.2. As a result, system (2.4) satisfies all conditions of 
Lemma 2.2. Therefore, there exists a sufficiently smooth function a (x), with a(0) = 0， 
such that, under the control law of the form (2.6), the closed-loop system (2.4) and (2.6), 
viewed as a system with input v and state (z, x), is ISS and, in particular, a class K^o 
function independent of /i, is known such that the response Z (•) = {z (•), x (•)) to 
any bounded v (.) satisfies (2.9) for some class KL function ^ ( . , . ) . 
It remains to show k{-) is locally Lipschitz at the origin. To this end, recall from the 
proof of Lemma 11.4.1 [26] that 
k{r) = max{2Av o �(r)，2i^y(r)} (2.10) 
where /^“r) = dr for some positive integer d = ^2bo-e with 26o > e > 0. Next, using the 
fact that for any non-negative integers a, 6, c, d, 
max (a, b) — max(c, d)\ < \a — c\ + \b — d 
yields that, for any G [0, J], where S ^  R is sufficiently small, 
k{x) - k(y)\ < o — 2/1： o/^^yCy)! + |2/^”(a:;) — 
< 2L\Ky{x) - ny{y) \ + 2\Ky{x) - Ky{y) 
< {2L + 2)d\x - y 
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where L is the Lipschitz constant of function in So k{-) is locally Lipschitz at 
the origin. • 
Remark 2.6: In Lemma 2.5, if the class K^o function is assumed to be polynomial 
function, then the functions a in (2.8) and k{-) in (2.9) can also be polynomials. Moreover, 
from the proof of Lemma 11.4.1 of [26], the function a{x) takes the form a{x) = —x — a{x)^ 
where a (a;) is a smooth and strictly increasing odd function satisfying 
3 
> — max{po(kl),Pi(/^(|2a;|))} (2.11) 
2oo 
where bo, and are those defined in Lemma 2.5, and po(.)’ and pi(.) are those given in 
the proof of Lemma 2.5. Since po(.),Pi(.) are polynomial functions, it is always possible 
to choose d, hence a, to be a polynomial function provided the function is also in 
polynomial form. In fact, it suffices to let a(x) = ax bx^ with a and b being sufficiently 
large real numbers, and p a sufficiently large integer. Furthermore, it suffices to choose 
k{r) = 2ko K,v{r) + 2K,y(r) 
to satisfy (2.10), where clearly k{r) is polynomial. 
2.4 The Algorithm 
Lemma 2.5 together with Remark 2.6 shows that it is always possible to give an explicit 
expression for controller (2.6). These three numbers, a, b and p, may depend on the size of 
the compact set P. We now proceed to further present a constructive algorithm to obtain 
an explicit controller to solve the problem. 
Theorem 2.7: Consider system (2.2), under assumptions HI and H2, and further 
assume that the class Kqo function k,(-) in assumption HI is in polynomial form. Then 
the global robust stabilization problem is solvable. 
Proof: A constructive proof is given. Throughout this proof, denote Xr+i ：二 u. 
Step 1: Define a subsystem of (2.2) as follows: 
< 哪 ( 2 . 1 2 ) 
工 1 = fl (么,尉’"）+ 9l {z, Xi，fl)X2 
\ 
Under HI and H2, by Lemma 2.5 and Remark 2.6 there exists a polynomial function 
ai {x i ) such that the coordinate transformation xi = xi^ X2 = X2 —ai(5i) converts system 
11 
(2.2) into the following: 
Zi 二 Fi (Zi,X2,/J>) 
^ ^2 = f2(Zl,X2,fl) +92 fi) X3 (2 工^ ) 
Xi = fi {Zi,X2,Xs'-' 
where 
/ \ r -
7 h 17 … 、 /(么，工1，/^) 
J [ h +9i {ai{xi) +X2) 
h = /2 {z,xi,x2,/ji) 一 Aai{xi) (/i {z,xi,ii) + gi (z^xi^fx) {ai{xi) + X2)) 
h = g2{z,xi,x2,^) 
fi (Zi,X2,..., rri,) = /i (之， . . . , x i , ) 
9i , 52, ..., rri’ /i)=分i (2；, rri, •.., aJi, /i) 
with Aa(a;) = Moreover, the subsystem governing Z\ is ISS with state Z\ and input 
and, in particular, a class Kqq function in polynomial form, locally Lipschitz at 
the origin, and independent of 11, is known such that the response Zi{-) to any bounded 
X2{') satisfies 
11^ 1 � II < max { f t i\\Zi{0)\\,t),ni{\\x2 (OIloo)} 
for some class KL function 风（.，.）.That is, the hypothesis HI associated with the 
subsystem governing Zi holds. Also, the functions 子2,§2 and / / , g j , for z. = 3, • • • ,r, are 
all polynomials. 
Step i, i = 2, • • •, r : 
Assume at the end of the { j — 1) th step, that we obtain a system of the form 
Zj-i = Fj-i 
无j = f j {Zj-uXj,^) +gj {Zj^uxj,^) Xj+i 
^ .—1 (丄丄 4) 
Xi = //— {Zj-i,Xj,Xj+i … ， / i ) 
‘ 广 1,而，巧+1’ …，工 i ,“)而+1 j + ,r 
where 
Zj-l = col ,Xj-i) 
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and the functions f j . g j and for f 二 j + 1，...，r", are all polynomials. Further-
more, hypothesis HI associated with the subsystem governing Z j - i holds for a known 
class Kqo function which is polynomial, thus locally Lipschitz at the origin, and 
independent of for some class KL function (.’ .）. 
Comparing system (2.14) and (2.2) shows that these two systems have the same struc-
ture under the same assumptions. Thus, using the same analysis as that in step 1 on 
system (2.14), it is easy to conclude that there exists a sufficiently smooth function OLj[xj) 
such that the coordinate transformation Xj^i = Xj^i — otj{xj) converts system (2.14) into 
the following: 
，• Zj = Fj 
Xj+l = fj+l + 办+ 1 Xj+2 
< . 
Xi 二 // (Zj,Xj+i,Xj+2 ••• ,Xi,fJ,) 
‘ +gj ..., Xi,iJ,)xi+i , i = j + 2,...，r 
where 
Zj = col {z^ xi, • • •, Xj) 
and the functions / j + i , 众 a n d / / , gl, for i = j + 2, • • •, r, are all polynomials. Fur-
thermore, hypothesis HI associated with the subsystem governing Zj holds for a known 
class Kqq function which is polynomial, thus locally Lipschitz at the origin, and 
independent of for some class KL function pj (•, •). 
Step r+1: At the end of step r, one has obtained a system 
Zr = Fr {Zr,Xr+l,lJ>) (2.15) 
where 
Zr = col {z, • • • , Xr) 
is ISS with state Zr and input Xr+i- Therefore, letting Xr+i = 0 shows that the origin of 
the system (2.15) is globally asymptotically stable. Or, noting that Xr+i = Xr+i — ov(无『)， 
the original system (2.2) is globally asymptotically stable under the control u = ar{xr). 
Thus, the overall controller expressed in the original coordinate is given by 
( 
U = OLr[Xr) 
< Xi = Xi- ai-i{xi-i),i = r, • • • ,2 (2.16) 
Xi = Xi \ 
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• 
Remark 2.8: For some i G {1 , . . . ,r}, if there exists a real number < 0 such that 
gi{xi^ • • • < bi for all ici’...，xi^ z and all fi e P, Theorem 2.7 still holds. And, 
if the upper subsystem of (2.2) is not in polynomial form, that is, the function f is not 
polynomial, Theorem 2.7 still holds. 
Remark 2.9: It should be noted that the global stabilization problem for the lower 
triangular systems of form (2.2) has also been studied under some other assumptions, in 
33] and [35]. In particular, in [33], under the assumption that the zero dynamics of system 
(2.2) is globally asymptotically stable (GAS) and locally exponentially stable (LES), a full 
state feedback control law can be constructed by a backstepping procedure. Nevertheless, 
our result here can handle some cases that do not satisfy the LES assumption, as can be 
seen from the example given in the next section. 
Remark 2.10: It can be verified that it suffices to assume hypotheses HI and H2 
in order to guarantee the solvability of the global robust stabilization for the polynomial 
systems (2.2). The additional assumption that the class Kqq function in hypothesis 
HI is a polynomial can further guarantee an explicit construction of a family of control 
laws in polynomial form. 
Remark 2.11: Note that, even for polynomial systems with the ISS property, the 
class Kqo function mentioned in HI may not be polynomial, and may not even be 
locally Lipschitzian. For example, consider the system 
Q 
Xl = -xl + XiX2 
which is ISS with state xi and input X2. An estimate of the form (2.3) holds with K(r )= 
f — t for any 0 < e < 1. But is neither polynomial nor locally Lipschitzian. 
2.5 An Example 
Consider the following lower-triangular system: 
• 
z = —z^ + niz^xi 
‘ X l = ^xf + ^Xiz-h/^iz + 2X2 (2.17) 
X2 =工f 么 + 2xiZ^ — 工 2 + + l)u 
< 
Let us design a state-feedback controller to globally stabilize this system in the presence 
of three uncertain parameters /Xi,/X2， 
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For this purpose, we need to check whether or not the subsystem i = —z^  + juiz^xi 
of (2.17) satisfies HI. This is indeed the case with the function = although 
the system with = 0 is not locally exponentially stable. Thus, by Theorem 2.7, system 
(2.17) is globally stabilizable with a control law in polynomial form. To explicitly give our 
control law, we assume G [—1，1 • 
At the first step, consider the subsystem out of (2.17) as follows: 
f 
< 一 3 + m A i ( 2 . 1 8 ) 
Xi 二 W + ^XiZ + fliZ + 2X2 
V 
with X2 being viewed as the input and xi as the states. 
Let 
Po(kil) = + 4\xil Pi{\z\) = + k 
Then 
max I + + fj,iz ,4|j;i|| < max{po(ki|),Pi(kl)} 
It is easy to verify that ai (xi ) = x ^ A x i satisfies 
3 
So, under controller X2 = + with ai {xi ) = —xi — ai {x i ) 二 —xf — 5xi, system 
(2.18) is ISS with X2 as input, where the estimate ki can be calculated as Ki(r) = r. 
This controller defines the coordinate transformation xi = xi, X2 = X2 + Xi + 5a;i, 
which puts the original system (2.17) into the following form: 
• , 9 ~ 
Z — —z^ + lliZ^Xi 
< f 1 = + \xiz + ^iz - 2x\ - 10^1 + 2X2 (2.19) 
X2 = x\z + 2xiz^ - "2(^2 —无?一 5xi) + {3xi + 5)xi + 5(/i3 + l)u 
\ 
Denote Zi = {z^  xi)^. Then 
xlz + 2xiz'^ — /i2(无 2 — — 5xi) + (3x1 + 5)^1 
5 25 
< 6||Zi||5 + -llZill^ + 47||ZI||3 + —||Zif + 60||Zi|| + 6||Zi||2|x2| + ll\x2\ 
i 丄Z 
Thus, 





P0{\X2\) = 6\x2f + 而 |4 + 53| 如 + —1^21^ + 100|^2| 
c 25 
Pi(llZill) = 6||Zi||5 + -\\Zi\\^ + 53||ZI||3 + —\\Zif + 100||Zi|| 
It is easy to verify that ^2(^2) = §(2^2)^ + 9(2勤尸 + 25(2^2) — X2 satisfies 
3 
So, under controller u = with ^2(^2)= 一仍 一 知）=一臺(2^2)5 - 9(2:^2)3 -
25(2x2), system (2.17) can be globally stabilized. 
The overall controller for solving the global robust stabilization problem for system 
(2.17) is thus given by 
u = -^{2x2)^ - 9(252)3 - 25(2:^2) 
X2 = X2 + Xi 
Figure 2.1 shows the trajectories of the states for the case where 
z (0) 二 a；! (0) 二 2；2 (0) = 100, /ii = —0.4, /i2 = 0.8, "3 二 0.3 
2.6 Concluding Remarks 
This chapter shows that, for polynomial systems of the form (2.2), the global robust 
stabilization problem can be solved under hypotheses HI and H2. Furthermore, a state 
feedback control law in polynomial form can be explicitly constructed if it is further 
assumed that the class K^o function in hypothesis HI is a polynomial. 
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Figure 2.1: (a) shows the trajectories of all states, and (b), (c), (d) respectively show the 
detailed convergence behaviors of states 2：, xi and X2 in small scale. 
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Chapter 3 
Output Regulation of Singular 
Nonlinear Systems by Normal 
Output Feedback 
Singular systems are dynamical systems subject to algebraic constraints, and arise in many 
engineering disciplines. Output regulation of singular nonlinear systems via normal output 
feedback controls has been a challenging problem. Existing approaches for solving this 
problem employed techniques similar to those used for linear singular systems. Results 
from these approaches either rely on a normalizability assumption or are limited to sys-
tems with special structures. This chapter gives a complete solution to this problem by 
employing a novel approach that is even interesting for linear systems. 
This chapter is organized as follows. Section 3.1 gives an introduction to the problem 
and Section 3.2 describes the problem and prepares some preliminaries. In Section 3.3, 
the main result is established. 
3.1 Introduction 
Singular systems arise in many engineering areas such as electrical networks, power sys-
tems, aerospace engineering and chemical processing. Over the past two decades, there 
has been extensive study on singular systems encompassing such issues as solvability, 
controllability and observability, pole assignment and elimination of impulsive behavior, 
LQG control, output regulation, input-output decoupling, etc. [5], [8], [10], [32] . Such 
efforts not only have extended a substantial portion of the research results on normal sys-
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terns to this more general class of dynamic systems, but also have led to many practical 
applications involving economics, power systems, robot control, and so on. 
This and the next chapters will consider the output regulation problem for a class of 
singular nonlinear systems to be described in Section 3.2. Roughly, by output regulation, 
we mean to design control laws for a system so that the output of the closed-loop system is 
able to asymptotically track a class of reference inputs and reject a class of disturbances, 
both generated by an exosystem. 
This chapter addresses an open problem in the area of output regulation of singular 
systems, i.e, the output regulation problem of singular nonlinear systems via normal output 
feedback control. The same problem was first studied by Huang and Zhang in [24], where 
it was shown that the problem can be solved by a normal output feedback control if it can 
be solved by a singular output feedback control and the system satisfies a normalizability 
assumption. This assumption is somewhat restrictive, since it cannot be satisfied by many 
systems. Moreover, for the class of singular linear systems, similar hypothesis can be 
removed by a normalizability decomposition technique [10]. This simple fact has motivated 
the recent work by Wang and Huang [46], in which they have removed this assumption 
for a class of nonlinear systems to be specified in Section 3.2. The results obtained in [24 
and [46] are limited due to the fact that the technique used there is an extension of the 
similar one developed for linear singular systems [34]. There are some inherent obstacles 
in carrying over these techniques to the nonlinear setting. In this chapter, we look into 
this problem from a different perspective, and develop a novel approach to tackle it. We 
have indeed succeeded in removing the normalizability assumption for general singular 
nonlinear systems, thus leading to a complete solution to the problem. Roughly, our 
major result can be summarized as follows: The output regulation problem of singular 
nonlinear systems can be solved by a normal output feedback control if and only if the 
problem can be solved by a singular output feedback control. This result is interesting 
not only because it bridges the gap between the linear and the nonlinear cases, but also 
because a normal controller is of lower order, and is much easier to implement in practice. 
3.2 Preliminaries 
Consider a singular plant described by 
Ei � = / (x � , u � , ” � ) ， x ( 0 ) = xo , 
(3.1) 
y{t) = h{x{t),v{t)), t>0 
\ 
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and an exosystem described by 
. (t ) = a(v(t)) (0) = vo (3.2) 
where x( t ) E ~n is the plant state) u(t) E ~m the plant. i npllt~ y{t) E ~p t he plan t. 
ut pu t represent ing the t rack ing error. v{ t ) E the exogenous signa l represent ing t he 
d isturbance and / or th 
rank (E ) == IIp < n . It 
nee input. and E E ~TI :,n a singular CO llsta nt lllat rix. with 
cl that if nE:; == 1l, the plant is 1Ionnal. 
fhe class of output feed back cont rol Icl\vS to be used is dc~c rib('d by 
I u( / ) = 1.- (::( 1), y(/ )) 
1 E,':( / ) = y(;;( I), y(/ )) (3.3) 
wtwn.: z is the rOlnpcnsatur stat c \'cclor of di lllCllSioll H:. and E : ~ 'I; • ": is a rOllstant 
III a 1 r i x . Eq u a t i () 11 (:3 .:1 ) is sa i cl t a 1Ionllol controller if E : is an id f' lltity IIl;llrix . 
rit c' dO!-i ('d-loop SySlf' lll, ('o lllpos('d of plant (3. 1) , ('x()systelll (:3 .2) ilnd cOlltrullaw (:3 .:Q 
(' il fI b ( · P II tin l () t h (I fo n 11 0 f 
wlH'rt, 
t " J" r (l) =- f c ( r c (t ). ,, ( f ) ) , r e ( () ) == I cO 
t', == (J ( r' (I) ). ,, ( () ) = " 0 
y {/ } == h ,.(r r{t }. u(l)) 
[ I] [E ()] I," = .. ' Er = . h r ( 1" ( , t') =- h ( .r . P , . 
... () E: 
[ 
f (r, k (: . Id r . tJ l, ) , lJ) ] 
.. (I, . t') = , 
y (: , h ( I. ,.)) 
(:L·' ) 
(:L:, ) 
Thrnllt!htHIl thl" chapt .: r . it i." ; L,,~t1 Illf'd that ;dl tll«' flll}('l\llll~ 11I\'fj l\,l ·d ill lhi ... ""' (IIP a"" 
:--U lli C' jPlllh' "llloolh . \11.1 ddlllf'fl ~ln l ), dly II Il :QII"IJjlr I.ll,' J'.1I1 Ild":LlI "p:Ln·~. : tllrl J} 0 , 
l ll,O,O) n. ;\1ul 11 (0, ( 11 (J\ '~IJ It oS w d I 1)1' .. t;, t « • .1 I.,,' all \" III t!· ril l " I I r \', W I \ ' 
lH'il1~ all oP"1l n.'it!hhorhood • III III R, \\1'1. \ ' i~ IlIlplicit"'- IWllllillf'" 
tl IU' load., Slll. ,lI "0 h." lo aCn
'
rnlll t)cihtf' !'-lIh:"f'(l'l "r 
" 
1.1lH'!U HPIHl';\lIll.\tloIlS 1I , , . '\:f ~ Y ~ I. ' ' Ill ;ll :. r If' "rI ',', ill Ill' fr " fjlll'lItl" 




p—dh . _ da{v) _ % 
^ 口幻=0, 二 口 0, A c = ^ 尤 c 二胆 0 
Using this notation, the linearization of (3.1) and (3.2) is described by 
‘Ex (t) = Ax (t) + Bu (t) + Bv (t) 
< y(t) = Cx (t) + Fv � 
i)�=Aiv (t) 
The output regulation problem: Find a control law such that the closed-loop system 
(3.4) has the following two properties: 
(PI) The linearization at rrc = 0 of 
BcXc{t) = fc{Xc{t),0) 
is strongly stable in the sense that 
deg (det (AEc - Ac)) =rank(Ec) 
and that a ( E � , Ac) G C—, where 
c 7 ( E c / c ) = {A| det(AEe — A^) = 0} 
(P2) The trajectories starting from all sufficiently small initial state [xcq^vq) satisfy 
lim yit) = lim hAxAt^^vit)) = 0 
Also, let us list the following standard hypotheses: 
(HI): ；^ = 0 is a stable equilibrium of the exosystem (3.2), and there exists a neighbor-
hood V in the origin of 况Q with the property that each initial condition o ^ ^ is stable 
in the sense of Poisson, that is, all the eigenvalues of {daldv){^) are simple and have zero 
real parts. 
(H2): (E, A, B) is strongly stabilizable, i.e., there exists a matrix K G such that 
(E, A + BK) is strongly stable. 
/厂 1 r 1 \ 
E 0 A E � ] � 
(H3): , , C jP is strongly detectable, i.e. there exists a U � M 卜 + J L �j ‘ 
/r 1 r 1 � 1 \ 
E 0 A E G r 1 matrix Gi G 况 G 况化口 such that , - ^ C F 
0 J [ 0 J L j j 
is strongly stable. 
(H4): (E,B) is normalizable, that is, there exists L G 况"^ xn g^^h that E + BL is 
nonsingular. 
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Remark 3.1: The theorem given in [24] shows the solvability of the output regulation 
problem by a singular controller. It states that, under Hypotheses HI, H2 and H3, the 
output regulation problem via a singular output feedback controller is solvable if and only 
if there exist sufficiently smooth functions x{v) and u(?;), with x(0) = 0 and u(0) = 0, 
both defined in a neighborhood V of the origin of such that 
) 警 — H / ( x M ’ u ( 々 ） （3 6) 
h{x{v),v) = 0 
\ 
When E is an identity matrix, Hypotheses (H2) and (H3) are reduced to exactly the 
same ones assumed by Isidori and Byrnes in [27] for the output regulation problem of 
the normal systems; Hypothesis (H4) is automatically satisfied; and (3.6) becomes the 
so-called regulator equations discovered also by Isidori and Byrnes. Thus, this result can 
be viewed as an extension of what was obtained in [27] for normal systems to singular 
systems. 
Precisely, the singular output feedback controller is in the form of 
E 0 zi _ f{zi,u{z2) -\-H{zi -y:{z2)),Z2) - Gi[h{zi,z2) - y] 
0 Iq Z2 a{z2) 一 G2[h{zi,z2) - y] 
U = u{z2) + H{zi — X(Z2)) 
where H, Gi and G2 exist for assumptions H2 and H3 such that 
( \ E 0 ] I" A-GiC E-GiF 
(E, A -f- BH) and , are strongly stable. 
0 Iq J [ -G2C -G2F \ J 
The output feedback controller constructed here is also singular due to the singularity 
assumption on E. It is known that singular controllers are sensitive to the variations 
of initial conditions, and to structured uncertainties. Moreover, it is less easy to realize 
singular controllers physically. Thus, it is desirable to synthesize normal controllers to 
solve the problem, if ever possible. The following remark shows that it is indeed possible 
under an additional hypothesis (H4). 
Remark 3.2: It was shown in Theorem 4 of [24] that, under Hypotheses (HI) to 
(H4), the output regulation problem is solvable by a normal output feedback controller if 
and only if this problem is solvable by a singular output feedback controller. 
To continue the above discussion, the normal output feedback control law can be 
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constructed as 
_ mm � • 
11 _ 么， 
12 a{z2) - G2[h{zi,z2) - y] 
_ J L -
u = j{z,r]{z,y)) 
As a matter of fact, Hypotheses H2 and H4 together imply the existence of two ma-
trices, H and L, such that 
E + BL is nonsingular and (E + BL, A + BH) is strongly stable. 
Also, Hypothesis (H3) implies the existence of two matrices, Gi and G2, such that 
( \ E 0 1 [ A-GiC E-GiF 
, is strongly stable. 
\ 0 Ig -G2C Ai - G2F i 
\ L. J L» -i / 
Let 
「 dx ‘ 7(2；, ii) 二 11(2；2) + H[zi - x(Z2)] - L Zi- —a{z2) L 0^ 2 J 
and 
gi{z,zi,y) = Bzi - f{zi,j{z,zi),z2) + Gi[h{zi,z2) 一 y. 
Then it can be verified that 
UZi 
Since E + BL is nonsingular, by the Implicit Function Theorem, there exists a sufficiently 
smooth and locally defined function r]{z,y), satisfying 7 7 ( 0 , 0 ) = 0, such that 
9i{z,rj{z,y),y) 二 0 (3.7) 
Remark 3.3: The output regulation problem can be solved for a more general class 
of normal nonlinear systems, in which the error output is allowed to depend on the input 
u, as studied by Huang and Rugh in [23], 
x{t) = f{x{t),u{t),v(t)), x{0) = xo 
\ (3.8) 
e�=h{x{t),u{t),v{t)), t > 0 
V 
This fact is instrumental for the success of our approach (also see Remark 3.11). For 
the later convenience, we summarize the solvability conditions for the output regulation 
problem for normal systems (3.8) as follows ([27], [23]): 
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Under Hypotheses HI to H3, the output regulation problem for systems (3.8) via an 
output feedback controller is solvable if and only if there exist sufficiently smooth functions 
x(v) and with x(0) 二 0 and u(0) 二 0, both defined in a neighborhood V of the 
origin of 况 s u c h that 
‘ 誓 — ) = / ( x ⑷ ， … 
< 
/i(x(i;)，u �’?;）= 0 
Remark 3.4: As mentioned in the Introduction, Hypothesis H4 is somewhat re-
strictive. Wang and Huang [46] had removed the Hypothesis H4 for a class of nonlinear 
systems, in which f{x^u,v) is linear in u with a constant input gain, i.e., f(x,u,v)= 
Ax + Bu Ev + 屯(x,v), where .) is a sufficiently smooth function vanishing at the 
origin together with its first-order derivatives. The assumption that f{x,u,v) is linear in 
u with constant input gain is needed so that the normalizability decomposition technique 
for linear systems can be carried over to nonlinear systems. 
3.3 Main Result 
In this section, we will present a completely different approach to design a normal output 
feedback controller to solve the output regulation problem for singular nonlinear systems. 
This approach does not need hypotheses H4, and applies to a general class of nonlinear 
systems as discussed in last section. 
As a first step, we will establish a result that replaces the normalizability assumption 
by a condition that can be removed later through an output feedback precompensator. 
Lemma 3.5: Under hypotheses HI to H3, and the following additional condition: 
deg (det(AE-A))=n£； (3.9) 
the output regulation problem of system (3.1) and (3.2) via a normal output feedback 
controller is solvable if and only if there exist sufficiently smooth functions x(?;) and 
with x(0) = 0 and u(0) = 0, both defined in a neighborhood V of the origin of 
satisfying equation (3.6). 
Proof: The necessity follows trivially from the previous result [24]. The proof of suffi-
ciency can be divided into three steps. In the first step, we apply the standard coordinate 
transformation to the system. This transformation will in turn lead to a well-defined 
reduced-order normal system. In the second step, we show that the output regulation 
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problem for the normal system obtained in step 1 is solvable. Finally, we show that this 
normal output controller also solves the output regulation problem for the original system. 
Step 1: Consider the original system (3.1). There exist two nonsingular matrices Ti,T2 
G SfTxn such that 
- luE 0 
T1ET2 - E = E 
0 0 
Let 
T1AT2 = A= _ _ , 
A21 A22 
- Bi 
TIB = B= _ , 
B2 
- El 
TiE = E= _ , 
它2 
CT2 = C= Ci C2 , 
m 1 无1 
T^ X = x = 
X2 
where A n € 况几芯xn^；，应1 ^ 况几^^ xm,岛 ^ 况几丑xg, A G W ^ ' ^ . x i G 况几丑 and all other 
matrices have proper dimensions. 
This coordinate transformation leads to the following singular system: 
击 1 = = Aiixi + A12X2 + Biu + Eiv + o{x,u,v) (3.10) 
0 = /2(无,U, V) = A21X1 + ^22^2 + B2U + E2V + o(x, U, v) (3.11) 
y{t) = h{x, v) = Cx + Fv + o(x, v) (3.12) 
where the notation o(x) denotes higher-order terms in x, and 
( J (—、入 
_ _ = Tif[x,u,v) 
� f 2 { x , U , v ) y 
v) = h{x, v) 
The system described by (3.10) to (3.12) possesses two properties that (E, A, B) is strongly 
stabilizable, and that 
/ � - 1 � - - 1 \ E 0 A El �— 1 � 
， ， C F 0 Iq \ [ 0 J L �乂 
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is strongly detectable, because 
det ( A E - {A + BK)) = det ( T f i (AT1ET2- (T1AT2 + T1BKT2)) T^^) 
= d e t (Ti—i) X det (了2一1) X det ( a E - ( i + BK')) with K' = KT2 
and 
/ r 1 / r i r i \ \ 
E 0 A E Gi � 1 U 
det A - - C F 
I 卜 q U •成J卜2 � L \]l 
/ r 1 \ / r 1 \ 
T f i 0 f �2—1 0 
= d e t X det 
U • U 。 了 g j ) 
/ r - 1 / r - - i \ \ 
/ E 0 A El G i � 1 U xdet A - — C F I； U�成J M L V; 
with G'i = T2G1 
Moreover, condition (3.9) implies that A22 is non-singular because 
deg (det (AE-A) ) = deg (det (Ti ( A E — T 2 ) ) 
/r - - "I� 
, XlflE — -M2 
= d e g _ _ = riE 
� -^21 —^22 y 
Now, by the Implicit Function Theorem, there exists a unique sufficiently smooth 
function, X2 二 o;(无i,w,t»)，satisfying a(0,0,0) = 0, and 
0 = 4^21^ 1 + A22(^{xi,U,V) + B2U + E2V + o {x i ,a {x i ,u ,v ) ,u ,v ) 
It is easy to show that 
X2 = v) (3.13) 
=-A22 (^21^1 + B2U + E2V) + o{xi,u,v) 
Substituting (3.13) into (3.10) and (3.12) gives a reduced-order normal system: 
r 广「 - 1 、 
Xl = fr {xi,U,v) = Si _ 
y [ ol(XI,U,V) J y 
=ArXi + BrU + ErV + o{xi, U, v) 
( / � 1 \ (3.14) 
_ - Xi 
y = hr (xi,u, v) = h , V 
\ a{xi,u,v) j 
�=CtX\ + Ru + FrV + 0(^1, li, v) 
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where 
Ar 二 不 i - i i 2 端 
Br = Bi - A12A22B2 
Cr 二 Ci — C2A22 ^21 
Er = J ^ i - i i 2 姑 岛 
Fr = F -
R 二 - ( 5 2 招 压 
Step 2: System (3.14) is a normal system. We will show in this step that the output 
regulation problem for this system is solvable. By Remark 3.3, it suffices to verify that 
the regulator equation associated with (3.14) is solvable and Hypotheses H2 and H3 are 
satisfied with E being an identity matrix. 
_ _ Xi(i') _ 
In fact, let 5t{v)=T2 ^{v) and denote 5L{v) = . Then u{v) and 5t{v) satisfy 
[又2⑷ 
： 響 — ) = / i ( 酬 , u ( — ) (3 15) 
0 = /2(文⑷，U⑷，… 
V 
； 酬 ’ … = 0 (3.16) 
Also it is clear that 
= (3.17) 
Substituting (3.17) into (3.15) and (3.16) gives 
:'-^a{v)=fr{5t,{v)MvU) ( 3 . 1 8 ) 
hr = 0 
Thus, the pair (又1 ⑷，u(?;)) is the solution of the regulator equation associated with system 
(3.14). 
It remains to show that (3.14) satisfies H2 and H3. To this end, first recall that 
(E, A, B) is strongly stabilizable, i.e., there exists a matrix K G 况爪xn g^ch that (E, A + BK) 
is strongly stable. 
Denote K = Ki K2 • Then 
det ( A E - {A + BK)) 
= d e t {-A22 — B2K2) X det {XInE _ {An + BiKi) 
+ {Ai2 + ^ 1 X 2 ) ( 义 2 2 + 应 1 {A21+B2K1)} 
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Noting that A22 is nonsingular and using the fact that 
(A22 + 压 二 招 — 姑 否 2 + J)—1 姑 
give 
{An + BiKi) - (Ai2 + B1K2) {A22 + 1 {A21 + B2K1) 
=[An - + (^1 - ^12^22^52) k' = Ar + BrK' 
where 
K' =Ki- (^2^22^52 + (A21 + B2K1) 
Therefore, 
det (AE — (A + BK)) = det (—A22 — B2K2) X det - (-Ar + BrK'yj 
which concludes that the pair (A .^, Br) is stabilizable. 
Next, recall that 
E 0 A E � _ 1 ) 
, , C F 
卜 1 ” V 
is strongly detectable. Let 
luE -M2A22 0 
Ml = 0 In-UE 0 , 
0 0 Iq _ 
luE 0 0 
M2 = - i 拍 1 In-UE -^22 E2 
_ 0 0 Iq 
These two matrices are clearly nonsingular. A straightforward calculation shows that 
� — 1 [ "^ n J 0 "I \ In^ 0 0 
E 0 
Ml M2 = Ml 0 0 0 M 2 = 0 0 0 
0 Iq 
L � 0 0 Jg 0 0 Jg 
�— _ 1 Ai2 El Ar 0 Er 
A E _ _ 
Ml M2 = Ml A21 A22 E2 M2 = 0 A22 0 , 
0 
L � L 0 0 yli J 0 0 
C F M2= Ci C2 F M2= Cr C2 Fr 
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One can easily verify the strong stabilizability of 
f � / , J 0 ]「各 Er 0 ] 
r "I 
0 /g 0 , 0 Ai 0 , Cr Fr C2 
0 0 0 0 0 A22 
\L J L � / 
/ r 1 \ 
. . Ej- � 1 
which, in turn, implies the delectability of , Cr Fr . 
、 卜 A i j L \j 
By Remark 3.3, the output regulation problem for system (3.14) is solvable by a normal 
output controller, which will be denoted as 
u = k(z ⑴） , � � � “ (3.19) 
明=g(Xt),y[tyi 
K 
where z G 况 . 
Step 3: We now show that the controller (3.19) will also solve the output regulation 
problem for the original system (3.1), or that the closed-loop system composed of (3.1) 
and (3.19) satisfies PI and P2. To this end, let the linearization of (3.19) be 
f 
u = K*z 
(3.20) 
z{t) = Giz + G2y 
Let Ac be the Jacobian of the closed-loop system composed of (3.14) and (3.19), and 
(Ec, Ac) be the linearization of the closed-loop system composed of (3.1) and (3.19). Then 
we have 
Ar BrK* 
‘ [ G 2 C r Gl + G2RK* 
and 
Ec = diag {E,/^^ 




luE -M2A22 0 
= 0 0 I n , , 
_ 0 In-UE 0 _ 
luE 0 0 
N2 = - 姑 知 I n - U E 
_ 0 In, 0 
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A simple calculation shows that 
r* "1 r n r “ 
Ti 0 _ T2 0 A BK* 九丁 
Ni Ac N2 = Ni N2 0 In. 0 In, G2C Gi J L J L J 
An 1^2 BiK* 1 [ Ar BrK* 0 
二 Ni A21 A22 B2K* N2 = G2Cr Gi + G2RK* C2C2 
G2C1 G2C2 Gi 0 0 A22 
一 J L J r r "In 0 
_ Ac — 
= C2C2 
0 A22 _ 
Ti 0 1 _ I" T2 0 1 [ E 0 
Ni Ec N2 = Ni N2 
0 In. J [ 0 In, \ [ 0 In, _ 
In^ 0 0 1 [ /n^ 0 0 1 r -
、T ^riE+riz 0 
= N i 0 0 0 N2 = 0 In, 0 = 
0 0 
0 0 7n. J [_ 0 0 0 J L � 
from which one can easily verify that the stability of Ac and nonsingularity of A22 together 
imply the strong stability of (Ec, Ac). 
Finally, to verify that P2 is satisfied, one only needs to note that 
0 = limt-^oohr {xi{t),u{t),v{t)) = limt-^ooh (x{t),v{t)) 
=\imt-^ooh{x{t) ,v{t)) 
• 
Remark 3.6: The solution of the closed-loop system, composed of the original plant 
(3.1) and the controller (3.19), can be given in terms of the closed-loop system, composed 
of the reduced-order system and (3.19), as follows: 
' 厂 _ 
Xl 
T2 ,t>0 
x{t) = T2Ht) = a{xuk{z),v) 
xo,t = 0 
\ 
which clearly shows the strongly stability of the closed-loop system, and exhibits the 
impulse-free nature of the closed-loop system [24 . 
Remark 3.7: Condition (3.9) is the key to the validity of Lemma 3.5. This condition 
of course makes the lemma less appealing. What makes our approach interesting is that 
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this condition can actually be removed through an output feedback precompensator, as 
shown in the following lemma. 
Lemma 3.8: Under H2 and H3, there exists a linear output feedback control 
u = Ky + u' (3.21) 
such that the system with u' as an input, i.e., 
Ei 二 / (rr, v) = f{x, Kh{x, v) + v) 
< ~ (丄 
y 二 h{x,v) = h[x,v) 
\ 
satisfies: 
i) deg (det ( A E — = n £ ；’ where A is the Jacobian of f ； 
ii) the linearization of (3.22) is strongly stabilizable, and strongly detectable. 
Moreover, assume that there exist sufficiently smooth functions x � and u⑷，with 
x(0) = 0 and u(0) = 0, both defined in a neighborhood V of the origin of 况"，satisfying 
equation (3.6). Then the pair (x('u), u(i')) is also the solution of the regulator equations 
associated with (3.22) and (3.2). 
Proof: Under H2, there exists a matrix L satisfying 
deg (det ( A E - {A + BL))) 二 tie 
Using the same coordinate transformation Ti,T2, as used in Lemma 3.5, gives 
/ / 厂 _ 一 - -
/ / Xln^ - An - BiLi -Ai2-B,L2 
deg det _ _ — _ = tie 
� y -A21 - B2L1 -A22 — B2L2 y J 
where [Li, L2] = LT2. Hence, det(灰2 + 应2丄2) + 0, i.e., the pair (A22, B2) is normaliz-
able. 
Similarly, under H3, there exist matrices Gi and G2 satisfying 
/ / r 1 / r " i r 1 \ \ \ 
E 0 A E � 1 ��� deg det A — — C F = tie + q 
V V 卜 M U � 成 J 卜 2 j L ” J J 
which gives 
丨 f\ A/n^-Aii + GiCi + -Ei + GiF IV 
deg det -A21 + G2C1 -A22 + G2C2 一启 2 + G2F = tie + q 
� 乂 G2C1 G2C2 Xlq — + G2F y) 
31 
where ^^ = TiGi. Hence, det(i22 一 G2C2) + 0, i.e., the pair is normal-
G2 J 
izable. (In fact, it suffices to assume the strong detectability of (E, A, C) to obtain this 
normalizability property.) 
By Lemma 3-5.1 of [10], the normalizability of (^22,^2) and the normalizability of 
C j ) together guarantee the existence of a matrix K G 况爪父厂 such that 
det {A22 + B2KC2) + 0 
Let the linearization of / (x, v, v) be 
Ex = {ABKC)x + Bv-\'[E + BKF)v = Ax + Bv + Ev 
Then the fulfillment of (i) follows from 
deg det A E - A = deg det _ _ = tie 
�� “ y -A21 - B2KC1 -A22 - B2KC2 J j 
To verify the fulfillment of (ii), one only needs to note the simple fact that, for 
any matrices k G 况爪xn 肌(1 g E 况(奸9)xp’ (E.A + Bk) is strongly stable if and only 
/r 1 r 1 \ / E 0 A. E r 1 
if B{k- KC)) is so; and , - g C F is strongly 
V[ 0 J [ 0 J L �乂 
stable if and only if 
( \ E 0 1 [ A E 1 [ 5 f i + R ? c " | � 1 ) 
, - C F 
[ 0 Iq \ [ 0 J [ g2 L 」乂 
is so, where g^ = (gT^ffl)-
Finally, suppose x(i;) and u(v) are the solution of the regulator equations associated 
with (3.6). Then 
f (x(v),u(v),v) = f(x(v),Ke + u(i;),?;)= 
f{x(v),Kh{x{v),v) 4- u(v),v) = / ( x ⑷， u � ’ ”） 
Thus, x(i;) and u(u) are also the solution of the regulator equations associated with (3.22) 
and (3.2). • 
Combining Lemmas 3.5 and 3.8 leads to our main result as follows: 
Theorem 3.9: Under hypotheses HI to H3, the output regulation problem of system 
(3.1) and (3.2) via a iionnal output feedback controller is solvable if and only if there exist 
32 
sufficiently smooth functions x(?;) and u{v), with x(0) 二 0 and u(0) = 0, both defined in 
a neighborhood V of the origin of 况satis fying equation (3.6). 
Remark 3.10: The matrix K in Lemma 3.8 can actually be constructed as follows 
10]. Denote rank {A22) = s.Jis = n — riE, then A22 is nonsingular and Lemma 3.5 suffices 
to solve the problem. Otherwise, suppose s < n - n丑.Then there exist two nonsingular 
matrices Q,P E 况(几-邮）x(几-几五）,such that 
- Bi 1 
QA22P = diag {Is, 0),QB= ,CP = [C^i, Cy 
[召2 J 
where Bi e 况召父爪,Ci e In this case, we can choose K 二 B � C f . 
Remark 3.11: The way we construct the controller is completely different from the 
one given in [22], where the authors employed the normalizability decomposition that 
leads to a reduced-order singular nonlinear system. Success of that approach relies on 
the solvability of the output regulation problem for this reduced-order singular nonlinear 
system. So far, this technique only works for the systems that would lead to a reduced-
order singular system whose error output equation does not depend on u. This is the 
case when u, v) is linear in u with a constant input gain, as described in Remark 3.4. 
In contrast, the technique in this chapter employs a standard coordinate transformation, 
well-known in the literature of singular systems [10]. Success of this approach depends 
on that this transformation can lead to a well-defined normal nonlinear system for which 
the output regulation problem is solvable. As established in Lemmas 3.5 and 3.8, this 
objective is always achievable provided that a linear precompensator described in Lemma 
3.8 is first employed. Therefore, our result applies to general singular nonlinear systems. 
We note that our approach also relies on the fact that the output regulation theory for 
normal nonlinear systems can handle the systems whose error output equation depends 
on u, as described in Remark 3.3. 
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3.4 An Example 
Consider the following singular nonlinear system: 
f 
X\ = - 'ivi V2 u x l ViU — V1V2 
0 = 0；2 - f 1 + i'2 + 
< 0 二一:ci + w + 2巧 (3.23) 
0 二 0；4 + + + rrf -
y = 2xi xs — vi — 2v2 
\ 
with the exosystem 
VI = 2v2,V2 = -2^1 
which is not linear in u with a constant input gain. 
Linearizing (3.23) gives 
1 0 0 0 ] [ 0 0 - 2 0 ] r 1 
0 0 0 0 0 1 0 0 0 
E = 二 ,B 二 
0 0 0 0 —1 0 0 0 1 
0 0 0 0 J 0 0 0 1 J L 0 _ 
- 3 1 
� 1 - 1 1 � 1 
C = 2 0 1 0 = = —1 - 2 
L � 2 0 L � 
0 1 _ 
Simple calculation shows that neither is (E, B) normalizable nor is condition (3.9) satisfied. 
Nevertheless, Hypotheses HI to H3 are satisfied, and the regulator equations have the 
following unique solution: 
Xi(f ) = ？; 1 + V2 
2 X2 � = V i — V2 — + V2) 
2 
X4(l；) = —V‘2 — (t'l + V2) 
u{v) — —Vi + V2 
Thus, our approach applies to this system. In fact, using a precompensator u — y + u' 
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gives the following: 
Xi = -Xs + 2xi +u' - 4:Vi -V2 + xl-\-vi {2xi + xs - vi - 3v2 + u') 
. 0 + 4 (3.24) 
0 = Xi Xs + u' + Vi — 2V2 
� 0 二 + + + rr卜?;f 
which satisfies all conditions of Lemma 3.5. Thus, we can solve x2,xs and X4 in terms of 
a；!, vi, V2, and v from (3.24), as follows: 
f 
X2 = Vi - V2 - Xi 
< Xs = —xi — u' — vi + 2V2 (3.25) 
= —V2 - {xi -^u' + Vi- 2v2f' -xl+vj 
\ 
Substituting (3.25) into (3.24) gives a reduced-order normal system as follows: 
f 
xi 二 3x1 + 2u' - 3vi - 3v2 + {xi -\-u' + 2^)2 + vi (3xi — 2vi -仍） < (3.26) 
y = xi — u' — 2vi 
\ 
We are now ready to design a controller to solve the output regulation problem of the 
normal system (3.26), according to the method in [27] and [23], as follows: 
u' = Zs- Z2-2 {zi - Z2- Z3) 
Zi 二 + 2u’ - ZZ2 - 32^ 3 + +u' -\-Z2- 22:3)2 
< (2>zi - 2z2 — Z3) _ 7 (zi -u' - 2z2 一 y) (3.27) 
h = 22:3 + {zi -u' - 2z2 - y) 
h = -22^2 + {zi -u' - 2z2 - y) 
V 
Composition of this controller with the precompensator u = y + u' gives a normal 
output feedback controller that solves the output regulation problem of the original system. 
A simple simulation result is shown in Figure 3.1. 
3.5 Concluding Remarks 
This chapter has removed the normalizability assumption for general singular nonlinear 
systems, thus leading to a complete solution to the output regulation problem of singular 
nonlinear systems via normal output feedback. The result has bridged the gap between the 
linear case and the nonlinear case, and is practically useful due to the advantage of normal 
controllers over singular controllers. An example that cannot be handled by existing 
approaches has been used to show the solvability and effectiveness of this approach. 
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(a) 
3.51 1 1 1 1 1 1 I I I 
——reference input: v1 +2v2 
— o u t p u t : 2x1 +x3 
3 - : ： -
2.5 - : . -
2-1 -
1.5 -； -
1 -； ........... -
0.5 -； -
"i/WVVVWVWVVWV 
-0.51 1 1 1 1 1 1 ‘ 1 ‘ 
0 5 10 15 20 25 30 35 40 45 50 
time 
(b) 
0.1 n 1 1 1 1 1 1 1 I I ~ 








- 0 . 0 6 • -
-0.08 • -
V 
-0.1 1 1 1 1 1 1 1 1 1 
0 5 10 15 20 25 30 35 40 45 50 
time 
Figure 3.1: (a): the system trajectories, and (b): the profile of the tracking error 
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Chapter 4 
Robust Output Regulation of 
Singular Nonlinear Systems 
The output regulation problem for singular nonlinear systems has been studied recently for 
the ideal case where the mathematical model is exactly known. We will further consider 
the robust output regulation problem for the same class of singular nonlinear systems 
which may contain uncertain parameters. And we will establish some conditions for the 
solvability of the problem, thus extending the existing results from the normal nonlinear 
systems to the singular nonlinear systems. 
This chapter is organized as follows. Section 4.1 gives an introduction. Section 4.2 
describes the problem and summarizes some results obtained in [24]. And Section 4.3 
gives a preliminary result, which solves the A;,"-order robust output regulation problem. 
The main result of this chapter is given in Section 4.4, where we will derive the solvability 
conditions for the problem, and construct the controller. The result can be viewed as a 
generalization of the same problem for the normal nonlinear systems studied in [17 . 
4.1 Introduction 
In the last chapter, we have investigated an open problem on output regulation of sin-
gular nonlinear systems without considering model uncertainty. Here, we focus on the 
robust version, i.e., the controller is further required being able to tolerate certain plant 
uncertainty. 
For linear systems, this robust version of output regulation problem was thoroughly 
studied for normal systems in the 1970s, in [13], [14], among others. A salient outcome 
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of these research activities is the internal model principle, which is an extension of the 
well-known PID control. The problem was also investigated for linear singular systems 
in the 1980s [10]. Recently, a more clear-cut solution of this problem for linear singular 
systems was obtained in [34]. For nonlinear systems, the output regulation problem was 
first treated for normal systems. The special case in which the exogenous signals are 
constant was studied in [14], [22]. The general case with time-varying exogenous signals 
was studied in [27] without considering parameter uncertainty. Subsequently, the robust 
version of the same problem was pursued in [3], [17], [19], [20]. The objective of this 
chapter is to further pursue the research initiated in [24] by considering the presence of 
plant uncertainty, so as to obtain a solution of the robust output regulation problem for 
singular nonlinear systems. 
4.2 Problem Description and Standard Assumptions 
Consider the singular system (3.1) with uncertain parameters, described by 
f 
E i � = / O r⑴’姻,冲 ) , t x ; ) ’ : r ( 0 ) 二 rro … � 
(4.1) 
\ 
with same exosystem as (3.2): 
v{t) =a{v{t)),v{0) =vo (4.2) 
where x{t) e 况""is the plant state, u{t) G 况爪 the plant input, y{t) G 况口 the plant 
output representing the tracking error, v(t) G 况"the exogenous signal representing the 
disturbance and/or the reference input, w G 於況 the plant unknown parameters, and 
E G 况几xn a singular constant matrix, with rank (E) = ue < ti. Also, it is assumed that 
0 is the nominal value of the uncertain parameters w. 
This chapter will focus on the dynamic output feedback controller described by 
I u{t) = k{z{t),y{t)) (4 3) 
i � = 9 ( 2：⑴,y ⑴） ’ 
\ 
where z{t) is the compensator state vector of dimension ric. When the system state is 
available, a state feedback control law can be considered accordingly. 
The closed-loop system, composed of plant (4.1), exosystem (4.2) and control law (4.3), 
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can be put into the following form: 
Ec^cW = fc{Xc{t),v{t),w),Xc{0) = XcO 
< v = a{v{t)),v{0) =vo (4.4) 
y{t) = hc{xc{t),v{t),w) 
\ 
where 
/ r "1 r _ 
X E 0 , � ， � 
Xc = , Ec = , he (Xc, V, w) = V, w) 





Throughout this chapter, it is assumed that all the functions involved in this setup are 
sufficiently smooth and defined globally on appropriate Euclidean spaces, and a(0) = 0, 
/ (0 ,0 ,0 , w) 二 0, and h(0,0,0,w) 二 0 for any w e W with W being an open neighborhood 
of the origin of 况 O u r results will be stated locally in terms of V and W with V being 
an open neighborhood of the origin in In the sequel, V and W are implicitly permitted 
to be made small so as to accommodate subsequent local arguments. 
Using the following notation, 
Q J* Q J^ 
A (w^ ) = ^ ^ 二V二0, B (w) = x=u=v二(h 
已 J* ^Jx 
E (w) = "^ la^ i^i^ ^ysO, C (^) 二 ^|a;=w=?;=0， 
1 7 , 、 洲 A 加 ⑷ A ( \ ^/c 
system (4.1) and (4.2) can be rewritten as 
f 
Ei = A{w)x + B(w)u + E{w)v + o{x, u, v, w) 
\ y = C{w)x + F{w)v + o{x, u, v, w) 
i) = Aiv + o[v) 
V 
where o(x, u, v, w) (or o{v)) is a sufficiently smooth function vanishing at (x, u, v) = (0，0，0) 
(or = 0) together with its first-order derivative, for any w E W. For convenience, let 
A, B,…，denote A(0), S(0),…，respectively. 
The robust output regulation problem: Find a control law such that the closed-loop 
(4.4) has the following two properties: 
(PI) The linearization at rCc = 0 of 
BcXcit) = fc{xc(t),0,0) 
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is strongly stable in the sense described in (PI) of Chapter 3. 
(P2) The trajectories starting from all sufficiently small initial states satisfy 
lim y{t) = lim hc{xc{t),v{t),w) = 0 (4.6) 
Remark 4.1: The above problem is clearly an extension of the problem studied in 
24] by taking into account the uncertainty. Viewing w as generated by an exosystem of 
the form ti; 二 0, a solvability condition can be obtained, by slightly modifying Lemma 4.1 
of [24], as follows: 
Theorem 4.2: Assume the following: 
(HI): ；^ 二 0 is a stable equilibrium of the exosystem (4.2), and there exists a neighborhood 
V of the origin of with the property that each initial condition ？;o ^ ^ is stable in the 
sense of Poisson. 
Then, the controller (4.3) solves the robust output regulation problem for the singular 
uncertain system (4.1) and (4.2) if it is such that the closed-loop system satisfies the 
following: 
(i) (PI) holds; 
(ii) there exists a sufficiently smooth function Xc locally defined in V x W, 
satisfying Xc (0,0) = 0 and 
< (4.7) 
hc{yic{'V,w),v,w) = 0 
、 
To close this section, some standard assumptions are listed: 
(H2): {E,A,B) is strongly stabilizable, i.e., there exists a matrix K e 况"^ xn g^ch that 
(E, A + BK) is strongly stable. 
(H3): (E, A, C) is strongly detectable, i.e., there exists a matrix K E 况似” such that 
(E, A + KC) is strongly stable. 
(H4): There exist sufficiently smooth functions x {v,w) and u {v^w), with x (0，0) = 0 
and u (0,0) = 0, such that, ioi v eV,w eW 
,E^^a(^) = f (x(幻,w), u w), w) 
w),v, w) = 0 
\ 
Remark 4.3: When E is an identity matrix, Assumptions H2 and H3 are reduced to 
exactly the same ones assumed by [27] for normal systems. Equations (4.8) become the 
so-called regulator equations discovered by Isidori and Byrnes [27 . 
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4.3 A Preliminary Result 
Recall that, in the normal case, the way to handle the robust output regulation problem 
is much more complicated than the way to handle the output regulation problem. This 
is because, when there is no uncertainty, the solution of equation (4.8) or its estimation 
can be used as a feedforward function to cancel the steady state error output. But this 
is impossible when the uncertain parameter vector w is presented since the solution of 
equation (4.8) also depends on w, which however cannot appear in the control law. As a 
result, the problem has to be approached with the employment of a nonlinear version of 
the internal model principle [17], [19], [20]. Here, this technique will be further extended 
to singular nonlinear systems. 
To begin with, some notations that have been used frequently in [17], [19], [20] are 
first introduced. For any matrix M , define 
M(o) = J , M � = M , . . . , M � = M (8) • • • (8) M , A; = 
k factors 
where <S> denotes the Kronecker product. Also let ？；⑷ denote the vector 
^ ； ⑷ = . . . , v [ - \ l . . . , v[-\2Vg, . . . , V^gf (4.9) 
Remark 4.4: It was shown in [17] that if v satisfies i) = Aiv for some square matrix 
Ai, then there exist square matrices Ai, / = 2,3, • • •, such that 
{；� � = A r y⑷⑴，1 = 2 , 3 , ' " 
In fact, Ai can be explicitly given as 
• I -
Ai=Mi f / f 1) 0 山(g) J f i ) Ni 
.i=l -
where Mi and Ni are such that 
and Iq denote the ^-dimensional 
identity matrix. As in [17], the following autonomous system is called the K-fold exosys-
tem: 
-？)[1] 1 r 0 …0 ] [ -
{；[2] 0 A2 ••• 0 [2] 
= (4.10) 
• « • • • • \ , 
J [ 0 0 . . • Ak \ [ ” [“] _ 
A linear result, which will play an important role in establishing our main result, is 
first stated. 
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Lemma 4.5: Given any square matrix Ai , with all the eigenvalues located on the 
closed right complex plane, let ft G 况叫><〜，(7i G 3 i^xni，^ = l , . . . , r , for some positive 
integers n i , . . . , tv, such that 
(i) the pair (J3i,ai) is controllable, and 
(ii) the minimal polynomial of Ai divides the characteristic polynomial of ft. 
Also, let 
Gi 二 block diag ..., /^r], 
G2 二 block diag [cri, • • •, cr广 
and finally, let matrices gi and g2 have the following form: 
• "1 r _ 
Sy S2 1 Ss 
gi=T T-\ 92 二 T 
0 Gi G2 
where 5i , S2, S2 are arbitrary matrices with proper dimensions, and T is a nonsingular 
matrix. Then, for any matrices A, B, C, D with appropriate dimensions, if the matrix 
A A 
A B , 、 
A . (4.11) 
92C gi + g2D 
is Hurwitz, then for any (JJ, V) with proper dimensions, the linear matrix equation 
< 
6Ai = Ad + BO-\-U , 、 
^ � (4.12) 
eAi = giO + + be-\-v) 
\ 
has a unique solution which satisfies 
+ 66' + y = 0 (4.13) 
Proof: Since (4.12) is a Sylvester equation, it follows from the assumptions on matrices 
Ai and (4.11) that equation (4.12) has a unique solution. To verify (4.13), let 6 = [0^,沒〒， 
where 6 has the same dimension as Gi. Then the second equation of (4.12) implies 
OAi - GiO = G2Y (4.14) 
where y 二 + + 
Due to the block diagonal structure of Gi, G2, we can assume r = 1 without loss of 
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generality. Consequently, we can write Gi, G2 in the following form: 
P n � -
0 1 … 0 0 0 
0 0 ••• 0 0 0 
Crl = ： ： ： ： ： ： 
0 0 ••• 0 1 0 
-OLuk -o^uk-i . . . -0:2 - O i l � [_ 1 _ 
Let 6jJ 二 1,…，riA；, and denote the 产 row of 6. Then expanding (4.14) gives 
6>iii - 0 2 0 
6>2ii - 6 3 0 
• • 
• = • • • 
n^fc-1^ 1 — U^k 0 
Ouk^l + C^nA + • •. + aiOn^ J [ Y _ 
Furthermore, 
= + 广1 + ... + 
The fact that the characteristic polynomial of Gi is divisible by the minimal polynomial 
of Ai gives y = 0. • 
Lemma 4.6: Under assumption HI, for any positive integer k, let 
yli 0 … 0 
. 0 Aq 0 
0 0 ••• Ak _ 
Let a linear controller of the form 
( 
u = Kiz + K2^j 
(4.15) 
i = giz + g2y 
V 
be given, where g\ and g‘2 are given as in Lemma 4.5 with r = p. Then, if the controller 
(4.15) makes the pair 
( \ E 0 1 [ A + BKoC BKi 1 ^ 
, " (4.16) 
y [ 0 In, J [ 920 gi J y 
strongly stable, then the closed-loop system composed of (4.1), (4.2) and controller (4.15) 
has the property that there exists a sufficiently smooth function Xc(v, u>), locally defined 
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mV xW^ satisfying Xc (0,0) = 0 and 
^ , 、 （4.17) 
where O 於+i) means that 丨丨二[；|“1)丨丨 is a constant. 
Proof: This result can be established by performing the standard coordinate trans-
formation on the closed-loop system. To this end, first note that the closed-loop system 
composed of (4.1),(4.2) and (4.15) can be written as follows: 
Ex 二 + B{W)K2C{W)) X + B{w)Kiz 
+ {E{w) + B{w)K2F{w)) V + o{x, u, V, w) 
< i = g2C{w)x + giz + g2F{w)v + u, v, w) (4.18) 
y 二 C{w)x + F{w)v + u, v, w) 
V — Aiv + o{v) 
V 
\ luE。] 
Let Ti and T2 be two nonsingular matrices such that T1ET2 = . Let 
0 0 
An(w) Auiw) Bi(w) 
A2i{w) A22{w) B2{w) 
El (w) 「 1 1 无1 
TiE{w) = ,C{w)T2 = Ci{w) C2H ，了2"1 工= 
E2{w) L 」 无 2 
with Au{w) e efT^xn丑’历(切)e况n芯xm,丑1(切)^况xg, (^ 丄(切)^ 况pxn丑，无1 e况即，and 
other matrices have proper dimensions. 
In terms of xi and 无2，the first equation of (4.18) can be written as 
' _ _ _ _ 
= Au{w)xi + + Bi{w)Kiz + Ei{w)v + o{x^z,v,w) 
‘ _ _ — _ _ _ (4.19) 
0 = A2i{w)xi + A22{'w)x2 + B2{w)Kiz + E2{w)v + Z, V, w) 
\ 
where 
Aij[w) = Aij {w) + Bi (w) KqCj (w) 
Bi{w) =Bi[w) 
它 i M = Ei (w) + Bi (w) K2F {w) , i j e {1, 2} 
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We will first show that A22 is nonsingular. In fact, 
( \ Ti 0 1 [ E 0 1 I" A + BK2C BKi r T2 0 "1) 
det A -
U 0 Zn�J [_ 0 I n � j [ 92C 9i J y 0 4 c J y 
([XIuE - (^11 + B1K2C1) -(AI2 + BIK2C2) -BiKi � 
= d e t -(A21 + B2K2C1) -{A22 + B2K2C2) -B2K1 
� -92C1 -92C2 Xlfic -91 \ J 
/ r 一 - - 1 \ 
XIuE - 乂 11 - ^ 1 2 - B i K i 
= d e t -A21 -A22 -B2K1 
\ [ -P2C1 -92C2 A/n, -91 \ J 
= d e t M 2 2 ) A _ c + 明 （4.20) 
where 6(A) is a polynomial in A of degree smaller than riE + ric. It follows from the strong 
stability of (4.16) that det {A22) ^ 0. Thus, the Implicit Function Theorem guarantees 
the existence of a unique sufficiently smooth solution of the second equation of (4.19), and 
this solution has the form 
X2 = = -A22{w)A2l{w)xi - A22 i'w)B2{w)KiZ 
-A22{w)E2(w)v + o{xi,z,v,w) (4.21) 
Substituting (4.21) into the first equation of (4.19), and the second and the third equations 
of (4.18), we obtain a reduced-order normal system as follows: 
xi = fic{xi,z,v^w) = A(w)xi + B{w)z + E(w)v + o{xi, z,v,w) 
N z = giz + g2y 
y = hc{xi,z,v,w) = C{w)xi + D{w)z + F{w)v + o{xi, z,v,w) 
\ 
where 
A{w) = Aii(w；) - Ai2{W)A22\W)A2I{W) 
B[w) = [Bi{W) - ii2Hi2~2 H^2H) Ki 
D{w) = (-C2M姑 i^l 
E{w) 二 - Ai2(w)A22(w)B2(w} 
F(w) = F(w) - C2(w)A22(w)B2(w) 
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Next, we will show the matrix 
/\ A 
A B , � 
. . (4.22) 
92C gi + g2D 
is Hurwitz. To this end, let 
r n 「 -
luE - M 2 2 0 In^ 0 0 
Ml = 0 In-UE 0 ,M2 二 泣义21 In-UE -A^2B2Ki . 
0 0 In, 0 0 In, 
• 」 L -J 
Then 
/ r - - - 1 \ 
XIuE - ^11 -^12 -BiKi 
det Ml -A21 -A22 - B 2 K 1 M2 
\ -92C1 -9202 XInc - Pi」 乂 
/ 厂 - 八 1 \ 
[ - A 0 - B 
= d e t 0 -A22 0 
\ 1 2 6 A/n, - (gi + 仍力）J y 
/r A i\ � / � � f 叩 - 4 -B 
= d e t {-A22) det ^ ^ 
� - 9 2 C Xlric - {91 + 92D) J y 
Again, it follows from the strong stability of (4.16) that the matrix (4.22) is Hurwitz. Thus, 
from the center manifold theorem [6], there exist sufficiently smooth functions 文f) (v^w) 
and z � …， w ) , with 文 ( 0 , 0 ) = 0 and z � （0，0 ) = 0, satisfying 
‘ = hM'^ (V, w) ’ z�…，—,”，— 
< ⑷ = 仍 z � ⑷ (幻,t^ ) (4,23) 
�y{v, w) = Ac(文(1 幻 w ) , z � [ v , w) , V, w) 
In terms of � defined in (4.9),文(丄幻{v, w), z � ( v , w) and y(y�w) can be uniquely expressed 
as 
< z �…，w ) 二 E f •幻⑷ + 0 +1) (4.24) 
‘ = + 0 l y + i ) 
Substituting (4.24) into (4.23), and expanding (4.23) as power series in v � “ = 1 , - • • ,k, 
yield the following: 
‘ A A A 
(kwAi = A{w)(t)i^ju + B{w)6i^a + Ulyj 
< eiyjAi = giOiy, + g2{C{w)cf>i^ + D{w)ei^ + PiJ (4.25) 
YlUJ = Ciw)(f)lyj + D(w)ei^ + Plyj \ 
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where (Uiw^Viw) = and for I = 2 ,3 , . . . , (Uiw.Viyj^ depends only on 
( h w , . . . ， a n d Oiw,. •.，0(i_r)w. 
Equation (4.25) is the Sylvester equation described in Lemma 4.5, and satisfies all 
conditions of Lemma 4.5. Therefore, it has a unique solution for any (^ Uiw, Viw") that 
satisfies 
Yi^ = 0,l = l,"-,k (4.26) 
Thus, 
y (v, w) = (v, w) ’ z � ( v , w),v,w) = 0 (4.27) 
Finally, define 
於）…,w) = 7(文严(v, w), z � { v , w), w) 
< x(^) {v,w) = {v,wf {v^wff (4.28) 
:x.c{v,w) 二 [X(左）(V,W)T , z � 
\ 
Then, one can verify that Xc(v,w) satisfies (4.17) by using (4.23), (4.27), and (4.28). • 
Remark 4.7: Consider the linear singular system of the form 
f 
Ei = Arr + + Ev, 
< y = Cx-\-Fv (4.29) 
/N 
V = AlV 
with X e e e W. Assume (4.29) satisfies assumptions H2, H3, and the 
following: 
(H5): 
A-EX B “ � 
rank = n + p^X e a (Ai). 
C 0 \ , 
Then, there exists a controller of the form (4.15), in which gi, and g2 are as described in 
Lemma 4.5 with r = p and the pair 
( \ E 0 1 [ A + BK2C BKi 1 \ 
, (4.30) 
0 n^c J [ 92C gi j j 
is strongly stable. 
In fact, define 
i i = Gizi + Gsy, G 况邮 （4.31) 
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where (Gi, G2) is described as in Lemma 4.5 with r 二 p，and let the dimension of Gi be 
denoted by no- Consider the following augmented (n + no ) -dimensional system: 
E 0 X A 0 x{t) B E 
= + V 
0 Ina i i G2C Gi 0 G2F 
/ U _ J L 」 ， 卜 ， 「 J J j " 」 “ 」 」 ) 
y C O X F 
= + V 
么 1 0 Inc 0 
Under assumptions H2, H3, H5 and the fact that {G1G2) is controllable, according to the 
linear systems theory [10], there exists a control law of the form 
( r 
� 1 y 
u 二 Nz2 + K2 L 
L 」 尉 
< L � (4.33) � 1 y 
Z2 二 AcZ2 + Bc2 Bel 
L 」 尉 
\ L 
where Z2 G 况(^ G+n^ ；) such that the closed-loop system is strongly stable. In fact, the 
controller parameters N,L, etc. can be constructed explicitly from Theorem 5-3.2 of [10. 
Combining (4.31) and (4.33) gives the controller of the form (4.15), with 
勾 r, N Ac Bel BC2 ,力 Qh 
Z= = ,gi= ,92 二 (4.34) 
； L 0 Gi [ G2 
As a result, we have the following. 
Corollary 4.8: Under assumptions HI to H3, assume the plant composed of (4.1) 
and (4.2) satisfies H5 with Ai 二 diag {Ai , • • •, Ak}. Then there exists a controller of the 
form (4.15) such that property PI holds and equation (4.17) is satisfied. 
Remark 4.9: It can be shown, using the center manifold theory [6], [27], that if the 
closed-loop system satisfies Property PI and equation (4.17), then for sufficiently small 
(xco, f^ o), the solution of the closed-loop system exists for all t > 0, and is bounded, and 
l i m s u p y � = • (V+i �)，"iw e W 
For this reason, a controller that renders the closed-loop system satisfying these two prop-
erties is called a A:认-order robust regulator. 
4.4 Solvability of the Problem 
-order robust regulator is interesting in its own right since it guarantees the steady 
state tracking error of the closed-loop system is in the order of A: + 1 of the exogenous 
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signal regardless of the small variation of the uncertain parameter w. Moreover, under 
some additional assumptions, the k^^-ovdev robust regulator actually solves the robust 
output regulation problem. 
(H6): The exosystem is linear, that is, a{v) 二 Ai?;. 
Theorem 4.10: Under assumptions HI to H6, further suppose u{v,w) is a k^ de-
gree polynomial in v. Then the same controller that solves the /a亡 -^order robust output 
regulation also solves the robust output regulation problem. 
Proof: By the assumptions, there exists a linear control law of the form (4.15) that 
solves the A;亡紅-order robust regulation problem. Clearly, the closed-loop system, composed 
of the plant and this control law, satisfies condition (i) of Theorem 4.2. We need to 
show that the closed-loop system also satisfies condition (ii) of Theorem 4.2. To this end, 
consider the following: system 
f 
(4.c)0j 
y 二 h 
\ 
Performing the same coordinate transformation on (4.35), as what was done for the 
closed-loop system (4.18) in the proof of Lemma 4.6, gives 
r 
击1 = / i ( 无 1,%”，… 
一 _ (4.36) 
y = h[无 i,u,v,w) 
、 
rjp 
where xi is such that T^^x 二 (无 f ,无�)，and / i (无i, w, v^ w), and h v, w) are in the 
following form: 
fl {xi,u,v,w) = A{w)xi + (^Bi{w) — Ai2{w)A22{w)B2{w)^ u + E{w)v + o{xi,z,v,w) 
h {xi,U^V,w) = C{w)xi — C2{w)A22 {'^)B2{w)u + F{w)v + o{xi,Z,V,w) 
where all the matrices in the above two equations are as defined in the proof of Lemma 
4.6. 
It is easy to verify that 
f 
fl {xi,Kiz,v,w) = fic {xi,z,v,w) 
< — _ (4.37) 
h {xi,Kiz,v,w) = he V, w) 
\ 
Next, let w) and u(t>，w) be the solution of (4.8). Then, clearly, w) and u(t»’ w) 
also satisfy the following: 
f 
B^^^Aiv = f (x(v, w),u(v, w) + K2h(x(v, w), v, w),v, w) 
\ (4.38) 
h{-x.{v, w) = 0 
\ 
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Let T2—ix(?;，— = (x { (v ,w) ,x^(v ,w) )^ . Then (4.36) and (4.38) together imply 
‘ ^ ^ A , v = fi(x^(v,w),u(v,w),v,w) (4.39) 
h(xi(v, w), u(v, w),v, w) = 0 
v 
Next, we show that there exists a sufficiently smooth function z{v,w) such that 
f 
^ ) (4 40) 
� 
To this end, let and z � { v , w ) be as defined in (4.23). Then, by (4.37) and 
(4.27), and z(幻{v,w) also satisfy the following equation: 
: = h 切 ) ， i ^ i z ⑷ … , 切 （ 4 . 4 1 ) 
(文f)…，—，i^iz ⑷…，—，”’—=O …糾） 
V 
Since 文 f )…，w ) , z � ( v , w) take the form given by (4.24), and 如^) and Oi^ satisfy (4.25) and 
(4.26), comparing (4.39) with (4.41) shows that there exist sufficiently smooth functions 
= O ( V科 1)) and Uk{v,w) = O (奸 ” ) s u c h that 
< 
u(v,i(；) = ELiKiOinjV^^^ + Uk{v,w) 
But since w) is assumed to be a k仇 degree polynomial in v, it must hold that w)= 
Let 7.{v,w) = 幻⑷.Clearly the first equation of (4.40) is satisfied. 
Now, using (4.25) and (4.26) gives Oi^ jAi = giOiwJ = 1,... Hence, 
亡 切 如 ⑷ 她 叫 ” [z] (4.42) 
1 1 
Using ^ A i v = {；⑷=而”⑷ in (4.42) gives 
加 t i ^^ t i 
Thus, the second equation of (4.40) is also satisfied. 
Finally, letting •x.^'^^w) = {x^ {v ^  w), z^ (v, w))^ and substituting xd^^'w) and u(v,w) 
into (4.5) give 
he (xc(f, w) = h w),v,iv) = 0 
and, additionally, using (4.8) and (4.40) gives 
” dxc{v,w) ‘ 、 f(x(v,w),u(v,w),v,w) 
Ec~^-a(v)= 
_ [ 9\'l{v,W) 
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But (4.5) gives 
r -
f{x{v, w), Kiz{v, w) + K2h w) , v, w) 
fc{^c[V,w),V,W)= 
gMv： w) + g2h (x(7；, w), V, w) • — 
Thus, condition (ii) of Theorem 4.2 is also satisfied. • 
Remark 4.11: In equation (4.35), the introduction of the output feedback term Kay 
is to modify the system dynamics so that the matrix A22, as defined in Lemma 4.6, is 
invertible. 
4.5 Concluding Remarks 
This chapter has extended some main results of the robust output regulation problem from 
linear and nonlinear normal systems to nonlinear singular systems. Even though only some 
sufficient conditions are given here, it is possible to establish some necessary conditions 
for the existence of a /c认-order robust regulator. In fact, if we assume the variations of 
w is such that each entry of {E{w), F{w)) can vary arbitrarily in a neighborhood of the 
origin, then using a similar argument as used for normal nonlinear systems [17], it can be 
shown that, assumption H5 is also a necessary condition for the existence of a A;,"-order 




This thesis has addressed some important problems in nonlinear control theory includ-
ing global robust stabilization of cascaded polynomial systems and output regulation of 
singular nonlinear systems. 
Some concluding remarks are in order: 
• For polynomial systems in a low-triangular form, the global robust stabilization 
problem can be solved under some standard hypotheses described in hypotheses HI 
and H2 of Chapter 2. Furthermore, a state feedback control law in a polynomial 
form can be explicitly constructed if it is further assumed that the class KQO function 
in hypothesis HI is a polynomial. 
• The normalizability assumption for general singular nonlinear systems is removed. 
Thus, a complete solution to the output regulation problem of singular nonlinear 
systems via normal output feedback is obtained. 
• Some solvability conditions for the robust output regulation problem for nonlinear 
singular systems are established. 
The later two results on output regulation are obtained with local stability. It is 
interesting to further consider the output regulation problem with global stability. My 
future work will focus on the following problems: 
• Establish a global framework for the output regulation problem that can incorporate 
more advanced stabilization techniques into the design. 
• Further study the global output regulation problem of cascaded systems based on 
the stabilization result obtained in Chapter 2. 
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• Pursue some global solutions on the stabilization and output regulation problems of 
the singular systems studied in Chapters 3 and 4. 
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