This paper 1 gives a geometric description of functional spaces related to Domain Decomposition techniques for computing solutions of Laplace and Helmholtz equations. Understanding the geometric structure of these spaces leads to algorithms for solving the equations. It leads also to a new interpretation of classical algorithms, enhancing convergence. The algorithms are given and convergence is proved. This is done by building tools enabling geometric interpretations of the operators related to Domain Decomposition technique. The Despres operators, expressing conservation of energy for Helmholtz equation, are defined on the fictitious boundary and their spectral properties proved.It turns to be the key for proving convergence of the given algorithm for Helmholtz equation in a non-dissipating cavity. Using these tools, one can prove that the Domain Decomposition setting for the Helmholtz equation leads to an ill-posed problem. Nevertheless, one can prove that if a solution exists, it is unique. And that the algorithm do converge to the solution.
Introduction
For this sake, the geometry of the set of solutions of the Helmholtz equation on Ω 1 × Ω 2 with equated energy fluxes is studied, through the study of the coupling operator defined on L 2 (Γ) × L 2 (Γ) which intertwins the fluxes. It turns out that the key for understanding the convergence of the sequence (u n 1 , u n 2 ) n∈N is the analysis of the spectral properties of the intertwinnig operator.
Using these tools, one can prove that the Domain Decomposition setting for the Helmholtz equation leads to an ill-posed problem. Nevertheless, one can prove that if a solution exists, it is unique. And that the algorithm do converge to the solution.
Convergence of the penalized algorithm is proven and numerical tests for solving the Helmholtz equation through this domain decomposition algorithm are given.
The geometric analysis given here provides the theoretical background for another numerical algorithm for computing the global solution u, by a specific spectral method. A forthcoming paper describes and gives the numerical analysis of this algorithm.
This domain decomposition algorithm (in a dissipating cavity case, i.e. with a Sommerfeld-like radiation condition on part of the boundary), was first initiated and studied by B.Despres in [D1] [D2] [BD] , and computational results given by J.D.Benamou [B] [BD] , F.Collino and P.Joly [CGJ] .
In order to perform the geometric analysis of the set of solutions of the Helmholtz equation on Ω 1 × Ω 2 , one has first to make a complete description of the geometry of the set of solutions of the Laplace equation on Ω 1 × Ω 2 . Geometric properties of this set proven below makes it possible to revisit the classical penalized Dirichlet/Neumann domain decomposition algorithm (with penalization) for solving the Laplace equation. A new version of this algorithm is given here, and proved to converge to the global solution, enhancing the usual assumption on the penalization parameter.
This completes classical results by O.Widlund [PW] , P.L.Lions [L] , or A.Quarteroni and A.Valli [ FMQT] [FQZ] [QV] .
The paper is organized as follows: in section 2 basic facts are revisited, although classical, and completed in order to set the geometric framework needed. (It also makes the paper self contained). A precise study of duality, and the link with the Poincare-Steklov operators, is performed, which turns to be central for the remainder of the paper. In section 3 a new version of the Dirichlet/Neumann algorithm for the Laplace equation is given, and convergence is proved. In section 4 geometric tools for the Helmholtz equation, and related domain decomposition algorithm, are given. Despres operators are studied and their spectral properties investigated. As is the intertwinnig operator. In section 5, convergence of the domain decomposition algorithm for Helmholtz equation is proved. In section 6 numerical tests are given.
Throughout this paper, when dealing with the Helmholtz equation, the frequency k is assumed to be non-resonnant for the Dirichlet boundary condition. More precisely we shall always make the following Assumption (A) −k 2 is not an eigenvalue of the Laplace operator on Ω with Dirichlet boundary condition, i.e. the following problem is well posed for f ∈ L 2 (Ω): ∆u + k 2 u = f and u ∈ H 1 0 (Ω) We shall also adopt the following Notation (N) normal derivatives at the boundary of an open set are always meant as the derivative along the outward unit normal vector
Basics
Let Ω ⊂ R d be a bounded open set whose boundary ∂Ω is a
where Ω 1 and Ω 2 are open sets in R d . We assume that Ω 1 and Ω 2 fulfill the strict cone property (see [Ag] for instance) and that Γ is transverse to ∂Ω in the following sense: Γ is a C 1 -submanifold of R d with boundary, and there exists a < 1 such that for any σ ∈ ∂Ω ∩ Γ, we have:
where n Γ (σ) ∈ C 0 (Γ) is a unit vector normal to Γ at σ and n ∂Ω (σ) ∈ C 0 (∂Ω) a unit vector normal to ∂Ω at σ. 0 (∂Ω ∩ ∂Ω m ) imply that these are Hilbert spaces when endowed with the scalar products:
Functional spaces associated to
, 2) be the trace operator on Γ, i.e. the bounded linear operator from
Because ρ Γ and ρ Γ m are bounded, Λ and Λ m are Hilbert spaces when endowed with the following norms:
and ∀λ ∈ Λ m , λ Λm = inf
4-Using the previous notation, for any
proof: 1-Uniqueness follows well posedness of the Laplace problem in H 1 0 (Ω m ). In order to prove existence, let u ∈ H m be such that λ = ρ
2-Because of remark 1, one has to show:
which follows from the Green formula.
Obviously it is orthogonal to Kerρ Γ . so
By symmetry, it is enough to prove Λ = Λ 1 . In order to prove this algebraic and topological equality, two key tools are needed. The first tool is the Calderon extension theorem [Ag], which applies here because Ω 1 has the strict cone property, by assumption, and which gives a bounded linear operator E from
The second key tool is:
Theorem 1 There exists a bounded linear operator τ in
Assumption (1) gives a finite open covering (ω j ) j of Γ ∩ ∂Ω and a change of variables (a j ) j such that V j = a j (ω j ) is a neighbourhood of zero in R d and:
∞ (R) be equal to one for s < 0 and zero for s > ε. Let ϕ(θ) ∈ C ∞ (R) be equal to zero for θ < 0 and equal to one for θ > π 2
we define τ v as:
with:
in the local coordinates. These three quantities are multiplication of v by C ∞ functions, which are bounded as well as all their derivatives. It is linear and bounded in
. In order to define τ (α j v), we first write α j v in the cylindrical coordinates as follows:
and define τ (α j v) in these coordinates as:
This quantity is linear with respect to v, and we prove its boundedness in
as follows (we omit the index j and denote the measure dz 3 ...dz d by dz):
In order to estimate this last quantity we use the assumption v |∂Ω 1 ∪∂Ω = 0 to have:
which gives (with ε ′ the radius of the support of α in the r variable, and B a ball containing the support of α in the z variable):
we summarize to have:
and this ends the proof of the boundedness of τ in
We end the proof of theorem 1 using the following obvious observations: 
Remark 3 If we denote as usual by H
Boundedness of the trace operators gives constants C, C m such that:
(Ω m ) and ∆v = f This is a well-posed problem and we have, because the Riesz representation operator is isometric,
Duality and the Poincare-Steklov operators
Let Λ ′ denote the dual space to Λ, endowed with one of the three equivalent norms associated with the equivalent norms on Λ defined previously. We denote by (., .) ΛΛ ′ the duality product, and by (., .) DD ′ the duality product in D ′ (Γ). Because of Corollary 3 and remark 3, we have the usual injections:
where η denotes the complex conjugate of functions or distributions η. For any of the three scalar products on Λ we have (λ, η) = (λ, η) so for all norms:
∀λ ∈ Λ, λ = λ and ∀ν ∈ Λ ′ , ν = ν
Notation 1 LetS denote the antilinear Riesz representation operator for
Let S (resp. S m ) be the linear isometric bijections from Λ to Λ ′ defined by
We denote by n m the normal unit vector on Γ pointing outward with respect to Ω m . We denote by proof: by Green formula
This is because for any ϕ ∈ D(Ω) we have:
and this formula shows that the distribution ∂v ∂nm is bounded on Λ.
Adjoints
Corollary 5 Coerciveness: For m = 1, 2 let m ′ = 2, 1. There exists C > 0 such that for all λ ∈ Λ: Moreover isometry of the Riesz representation gives:
proof: Uniqueness is straightforward. For existence let v m ∈ H 1 0 (Ω m ) be the unique solution of ∆v m = f . In remark 4 we have shown that ν = ∂vm ∂nm
m ν solves the problem, and we have:
3 A two-sided Dirichlet-Neumann domain decomposition algorithm for the Laplace operator
proof: the direct implication is stating continuity of u and its normal derivatives through Γ. The converse implication states that taking u |Ωm = u λ m solves the global problem.
We use the same notation as in the previous proposition to state:
do converge in Λ (with geometric rate 1 − 3θ 2 at least) and its limit is u |Γ .
proof: theorem 3 states selfadjointness of S
2 S 1 in Λ and theorem 5 states coerciveness of S
4 Tools for a Domain Decomposition algorithm for the Helmholtz equation
In the sequel we shall assume connnectedness of the open sets Ω m , m = 1, 2.
On the j operator
We define the linear bounded operator j from Λ to Λ ′ as the composition of the bounded linear injections
It will play a key role for Helmholtz equations. Its properties are summarized by:
proof: Item 1 comes from the Rellich compactness of the injection from H 
Uniqueness is straightforward by the Green formula. For existence we apply the previous proposition to get λ ∈ Λ such that (S m + iγj)λ = ν, and check that u = u λ solves the problem.
The following remark will be crucial to prove convergence of domain decomposition algorithms for the Helmholtz equation:
Remark 5 with the notation of the preceeding proposition, if
proof:
Proposition 10 
We can now proceed to compute the eigenfrequencies of the local Helmholtz problems involved in the Domain Decomposition algorithm. For that sake, we will use the following Notation 3 For m = 1, 2 we denote by
where u is given by proposition 10.
This map has the following properties: 
proof: 1-follows compactness of D γ m asserted in proposition 11. 2-is obvious by taking the complex conjugate of the eigenfunction associated with µ. u. Because the Laplace operator is hyperbolic in the direction n m , and both data on Γ are zero, this implies u = 0 on a neighbourhood of Γ. Solutions of elliptic equations being analytic, and Ω m being connected, this implies u = 0 on Ω m . Then f = 0, which contradicts the assumption on f as an eigenfunction.
1-for any f in L 2 (Ω m ) and ν ∈ Λ ′ , there exits a unique u ∈ H m such that:
2-we have the estimate
Γ) and we have the estimate:
The previous proposition 12 shows that −k −2 / ∈ σ(D γ m ) so this problem is well-posed 2-we have the estimate:
and the H m estimate follows proposition 9 and proposition 10. 3-If ν ∈ L 2 (γ) we write again
and the estimate follows remark 5 and remark 6.
Despres operators and the energy fluxes
We now define the building blocks of the intertwinning operator on the fictitious boundary Γ: the Despres operators. 
Remark 8 : The inverse ofÃ γ in Λ ′ × Λ ′ is the bounded linear operator given by:
In order to use conservation of energy, and to gain compactness, we use Theorem 5 to introduce:
Conservation of energy fluxes through Γ reads:
Proposition 14 Let γ = 0 and m = 1, 2. The result follows integration of the following identity on Γ:
An important consequence of this property will be crucial in the next section:
Corollary 6 : For m = 1, 2 and γ = 0,
Spectral properties of the Despres operators
In the preceeding section we proved that the Despres operator P γ m , ( m = 1, 2 and γ = 0) is a bijective isometry in L 2 (Γ), and consequently a normal operator in L 2 (Γ). It follows that its spectrum is a subset of the unit circle in the complex plane. We now investigate this spectrum more accurately. 
We have: Properties of the intertwinning operator A γ rely heavily on the spectral properties of P γ 1 P γ 2 and P γ 2 P γ 1 that we investigate now. We first list obvious properties which follow from the previous section:
Proof: (i) follows the fact that P γ 1 and P γ 2 are isometric bijections in L 2 (Γ). (ii) follows (i) (iii) follows proposition 15 through:
An important property that we sall need is the spectral status of 1:
Proof: By symmetry, it is enough to prove it for P
This translates to the existence of u 1 ∈ H 1 and u 2 ∈ H 2 satisfying:
This implies that on Γ these functions fulfill:
Adding and substracting gives:
We define u on Ω as u |Ω 1 = u 1 and u |Ω 2 = −u 2 . It solves the Helmholtz equation on Ω 1 and Ω 2 , its has no jump accross Γ, neither has its normal derivative. So it solves Helmholtz equation on Ω. Moreover u |∂Ω = 0. Assumption (A) gives u = 0, so u 1 = 0 and u 2 = 0; and ν = 0 follows. Proof: The operator P γ 1 P γ 2 − I is a normal compact operator (proposition 17). So by the diagonalization theorem its spectrum is the union of {0} and an infinite sequence of eigenvalues with finite multiplicity (t n ) n∈N , (t n = 0). Zero is not an eigenvalue of P γ 1 P γ 2 − I (proposition 18). So the whole set of eigenvalues is (t n ) n∈N . If E n 12 denotes the eigenspace associated with t n , then L 2 (Γ) is the Hilbert direct sum of (E n 12 ) n∈N . By proposition 17 we know that P γ 1 P γ 2 is an isometry in L 2 (Γ), so |1 + t n | = 1, and we write it: t n = e iτ n 12 . The theorem translates proven properties of t n into properties of τ 
Taking the complex conjugate of these equalities gives u m ∈ H m such that
which by definition of P γ m writes
(mod 2π); we denote it by τ n (iii) If we denote by C the set of complex conjugates of distributions in a set C, then, for any n ∈ N, Proof: Lemma 4 : Let γ = 0. For any µ / ∈ {1} ∪ (e iτn ) n∈N :
Proof: we prove the second assertion, using resolvant identity:
Lemma 5 Proof: By symmetry it is enough to prove the first formula. Let C n denote a positively oriented curve in the complex plane, which winds one time around the eigenvalue e iτn , and none around any other eigenvalue, then the Dunford integral representation formula gives:
The previous lemma gives the following:
Spectral Properties of A γ
We recall that
and that this operator is a bijective isometry in
2 ) n∈N then λ belongs to the resolvant set of A γ and
(ii) For any n ∈ N, ±e i τn 2 is an eigenvalue of A γ with associated eigenspace:
and associated eigenprojector : 
this writes P γ 1 ψ + λϕ = 0 and P γ 2 ϕ + λψ = 0 which implies
This implies ϕ = ψ = 0 by proposition 19 and lemma 2.
We have, by lemma 4
So surjectivity is proven. These expressions for (ϕ, ψ) give the formula for the resolvent of A.
(ii) By definition of E n 12 we have for any µ ∈ E n 12 :
is an eigenvalue of A γ . This proves moreover that F ± n is a subset of the eigenspace of A γ associated with the eigenvalue ±e We compute now the eigenprojector: for this sake, we make a choice of a branch for √ z. We take a positively oriented curve C ± n in the complex plane which winds one time around ±e for n ′ = n. Let D n be the image of C ± n by the function z → z 2 . D n winds one time around e iτn and does not wind around e iτ n ′ for n ′ = n. Let D ′ n wind one time around e iτn , lying in the interior set delimited by D n .
The eigenprojector is given by the Dunford formula:
Using the representation formula given by (i) for (A γ −λI) −1 leads to compute integrals of two different types: For the first type it is straightforward and gives:
For the second type, we first use the resolvant identity to have:
We compute now the second type of integral using this equality, properties of Π n 12 , and lemma 5 to have:
(iii) ±1 are limits of the sequence of eigenvalues (±e
−iτn
2 ) n∈N so they belong to the spectrum of A. These values are not eigenvalues, or else 1 is an eigenvalue of P 
The domain decomposition θ-algorithm for Helmholtz equation
Let f ∈ L 2 (Ω). Let u ∈ H 1 0 fulfill the non-dissipating Helmholtz equation ∆u+k 2 u = f in Ω. The classical algorithm used, (for dissipating cavities with Sommerfeld-like boundary condition), to solve by a domain decomposition technique the Helmholtz equation ( [B] , [BD] , [D1] , [D2] , [CGJ] ) writes, in the non-dissipating case that discussed here, as follows: for any π 0 = (π 
