We provide a comprehensive framework for forecasting five minute load using Gaussian processes with a positive definite kernel specifically designed for load forecasts. Gaussian processes are probabilistic, enabling us to draw samples from a posterior distribution and provide rigorous uncertainty estimates to complement the point forecast, an important benefit for forecast consumers. As part of the modeling process, we discuss various methods for dimension reduction and explore their use in effectively incorporating weather data to the load forecast. We provide guidance for every step of the modeling process, from model construction through optimization and model combination. We provide results on data from the PJMISO for various periods in 2018. The process is transparent, mathematically motivated, and reproducible. The resulting model provides a probability density of five-minute forecasts for 24 hours.
1
See appendix for how the MAPE is calculated. [6] is a notable exception. The authors incorporate load uncertainty in developing an energy price forecast. The importance of decision making under uncertainty has been recognized in the mathematics and computer science communities [11] , and in finance [12] but has not yet found prominence in energy price forecasting in spite of the uncertainty of many of the input variables for pricing models. infinite-dimensional space, the efficiency with which the data is used, the ease of implementation, and 84 the natural handling of uncertainty. These properties make Gaussian processes ideal to forecast load 85 for energy trading where accurate point estimates are required and uncertainty (i.e., risk) quantification 86 is desirable.
87
Consider a matrix of input data X ∈ R m×d such that X := [x 1 , . . . , x m ] , and (x i ) m i=1 ∈ R d are column vectors. For this paper the input data consists of temperatures (z i ) m i=1 ∈ R (d−1)/2 , dew points (w i ) m i=1 ∈ R (d−1)/2 ), and a time component (t i ) m i=1 ∈ R, such that for i = 1, . . . , m,
Output data, load, is also observed, y ∈ R m + such that y := [y 1 , . . . , y m ] . The goal is to predict the load, f new ∈ R m new + , at m new future times given future inputs X new ∈ R m new ×d := [x m+1 , . . . , x m+m new ] . For Gaussian processes, the posterior distribution of the predictive process relies on the particular positive definite kernel chosen for the task; the properties of various kernels are discussed in Section 2.3. For shorthand it is a common abuse of notation to pass the kernel matrix-valued arguments; the corresponding output is a kernel matrix (often referred to as the Gram matrix), as discussed in Appendix A. The posterior process is derived in [14] , the result is as follows 4 :
where µ post is the posterior mean,
and Γ post is the posterior variance,
The mean term is also referred to as the maximum a posteriori (MAP) estimate. In our context it is a 88 point forecast of the load. Sample realizations can be drawn from the predictive distribution, providing 89 a mathematically rigorous and computationally efficient estimate of uncertainty. As a density estimate 90 for future load, the posterior distribution can be used downstream in electricity price forecasting and 91 modelling the risk associated with generation or trading decisions. community is to over-parameterize models and allow the information contained in the data to dictate 99 which facets come to the forefront. Such an approach is data-inefficient. For example, if there are not increments. We deal with this by interpolating hourly data to five-minute data using a piecewise cubic
117
Hermite interpolating polynomials as described in [18] . We choose the Hermite spline for several We gather one year of 5-minute market-wide load data for PJMISO. Over the course of the year, 83 ticks, or approximately seven hours of data were not reported by the ISO. As with the weather, and with similar rationale, we interpolate this missing data using a piecewise cubic Hermite interpolating polynomial. Furthermore, Gaussian processes are sensitive to scale, so we normalize the load:
Here µ y unnormalized and σ y unnormalized , respectively, represent the mean and standard deviation of the 130 observed data. The mean and standard deviation are stored in memory to be applied to 'undo' the 131 scaling on the forecast.
132
Time 133 The temporal component, t unnormalized ∈ Z + coincides with the five-minute observations; for instance, t 10 unnormalized = 10 corresponds to the 10 th observation. Some of the kernels have stability issues over long time scales so we linearly rescale the time axis so that 0 < t 1 < t m = 10. The factor of scaling is dependent on the amount of data used to train the model. For example, for m = 10000,
Rescaling has no impact on the prediction beyond improving numerical stability. explain the rationale behind their use, and discuss mathematical properties needed to construct the 168 model from these kernels.
169
The most obvious structure of the data is the cyclic nature over the course of the day, week, and year. A discussion of the 7 and 365 day seasonality can be found in [25] , where the authors show load data in the frequency domain to identify the cyclic behavior. Their analysis has intuitive appeal as it confirms the seasonal structure of power demand one might expect before observing any data. The periodic kernel, first described in [26] , can be used to model seasonality:
where θ 1 , θ 2 , θ 3 are the amplitude, the period, and the length-scale respectively. The Gaussian (also known as squared-exponential) kernel is commonly used in the machine learning literature. It has the form
where in this context θ 1 , θ 2 are the amplitude and length-scale parameters. cases are smooth even for short length-scales, this is characteristic of the Gaussian kernel.
175
The Matérn 5/2 kernel, commonly used in the spatial statistics literature, has the form
Here, θ 1 , θ 2 are the amplitude and length-scale parameters, which are analogous to their counterparts of the covariance function of the Ornstein-Uhlenbeck (OU) process to higher dimensions [14, §4.2].
178
The OU process has been used before to forecast load (see e.g., 186 Remark 1. Let K 1 , K 2 be two positive definite kernels taking arguments from a vector space X . Then for all
is a positive definite kernel and,
is a positive definite kernel.
190
Furthermore, if K 1 takes arguments from X 1 (for instance, time), K 2 takes arguments from X 2 (for instance, 191 space). Then, for all t i , t j in X 1 and all
194
Proofs of the statements in the above remark are straightforward and can be found in [28, §13.1] .
195
This remark allows for the combination of all the kernels that have been discussed in a way that is
196
intuitive and easy to code. For example, we use the periodic kernel with a Matérn decay on time:
The kernel can be interpreted as follows: the Matérn portion allows for a decay away from strict Figure 7 demonstrates the effect that varying θ 4 of (7) for which the similarities after two periods are already difficult to identify. . left: Random draws from Gaussian processes with covariances defined by three different decaying periodic kernels. In all cases the amplitude is 1, the period is 1, and the length-scale of the periodic kernel is 1. The length-scales of the Matérn kernel are 2, 1, 0.5 for top, middle, and bottom respectively. right: Covariance kernels corresponding to the cases on the left.
Creating a Composite Kernel for Load Forecasts

207
To showcase the properties of this method, and to give insight into how one might go about 208 creating a composite kernel using domain expertise, we step through the construction of one such 209 kernel in this section. At each step we discuss the desired phenomena that we would like to capture 210 with the structure of the latest model. We also provide figures to help interpret the effect the changes 211 have on the resulting predictions. 
222
We begin with two kernels meant to capture the periodicity. As discussed in Section 2.3, there is known daily and weekly seasonality to the data, so we fix the parameters that control the period. The kernel is thus,
where θ 0 is the amplitude of the composite kernel. The parameters are provided in Table 1 .
223
Identifier Kernel Parameters Fixed Parameters Arguments Table 1 . The parameters of the composite kernel described by equation (8) Figure 8 shows that the daily and weekly periodicity capture a substantial portion of the variation 224 in load. As expected, a purely periodic structure is not sufficient to accurately predict future load.
225
Nevertheless, capturing the weekly and daily periodicity is an important first step for creating an Studying the structure of the forecasted and actual data in Figure 8 suggests that a decay away from exact periodicity is desirable. One way to achieve this is via the kernel described in (7). In particular, we want to allow consecutive days to co-vary more strongly than nonconsecutive days, and similarly for weeks. This structure is described in equation (9) and Table 2 K
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Identifier Kernel Parameters Fixed Parameters Arguments Table 2 . The parameters of the composite kernel described by equation (9) Relaxing the strict periodic structure gives the model the flexibility required to capture the shape working. Figure 9 shows that the decaying periodic model better-captures the structure of the load the 233 uncertainty is more realistic. The predicted uncertainty is too high which we address by adding more 234 structure to the model. 
240
A reasonable next step is to incorporate temperature information. We do this with a tensor product over time to allow for a decay of the relevance of information as time passes. The resulting kernel is described by equation (10) with the parameters outlined in Table 3 . The temperature data is modeled with a single Gaussian kernel which gives changes in temperature at every location equal weight. More sophisticated methods for handling the high-dimensional temperature data are discussed in Section 2.6. Figure 10 shows the results of using the kernel to predict only on the test set. The simulations shown in Figure 10 are more accurate than those shown in Figure 9 performance and a more thorough analysis of the forecast error and uncertainty for more complex models is provided in Section 3. Figure 10 . Forecasted load using a composite kernel with a decay away from strict daily and weekly periodicity, as well as a temperature component.
Identifier
Kernel Parameters Fixed Parameters Arguments Table 3 . The parameters of the composite kernel described by equation (10) The model used in Section 3 is the result of creating a composite kernel using the procedure 241 described in this section. The final kernel includes additional structure meant to capture phenomena 242 not discussed in this section. In contrast to many modern machine learning techniques, we develop 243 this structure consistent with domain specific knowledge as described above. where the modeler has little domain specific knowledge.
Parameter Estimation
248
Once the kernel has been specified, the values of the parameters of the model must be determined. We use maximum likelihood estimation, a popular and mathematically sound method for parameter estimation. The log marginal likelihood of a Gaussian process is log p(y | X, θ, σ
where the parameter vector θ is implicit in the kernel. The observed data is fixed, so the goal is to 249 choose the parameters which are most likely to have resulted in the observed data. Equation (11) P ∈ R d× such that: 
The subroutine in Algorithm 1 defines a random matrix that is used to determine which directional 268 derivatives to compute. Automatic differentiation software such as autograd for Python [31] can 269 speed up the implementation by removing the need for finite differences, or for simpler kernels, the 270 gradients can be calculated by hand. For complex kernels this may not be feasible so for generality 271 and programming ease we use a zeroth-order method.
272
An important attribute of stochastic subspace descent is that the routine avoids getting caught in 273 saddle points which is a typical problem in high-dimensional, non-convex optimization as discussed in
274
[32]. Despite the fact that this algorithm avoids saddle points, there is no guarantee that the likelihood 275 surface is convex for any particular set of data and associated parameterization. Non-convexity implies 276 that there may be local maxima with suboptimal likelihood that are far from the global maximum in 277 parameter space. To address this concern we perform multiple restarts of the optimization routine 278 with the parameters initialized randomly over the domain. 
Dimension Reduction
280
Using a separate kernel to model the weather effects of every location for both temperature 281 and dew point is inefficient as it causes the parameter space to be higher dimensional (and thus, 282 more difficult to optimize over) than necessary. There are several existing methods for reducing the 283 dimension of the parameter space while retaining information. In this section we introduce four such 284 techniques, each with its own merits. Because there is no preferred dimension reduction technique for 285 forecasting, we assess the performance of these methods discussed using the data described in Section 286 2.4.
287
Random sampling
288
This method is the most naïve, but perhaps the most common, and certainly the easiest to 289 implement. From the available weather stations a random subset is chosen according to some 290 probability distribution, typically the discrete uniform distribution. An obvious downside to using 291 the uniform distribution is that weather readings from the largest cities are given no preference in 292 the selection. This fails to incorporate the fact that populous cities contribute more to demand than 293 rural areas, and that the impact of weather in large cities has a more pronounced effect on demand.
294
Furthermore, sampling uniformly may lead to drastically different results from one trial to the next. A 295 simple, albeit tedious fix which we do not pursue in this paper is to select locations for inclusion in 296 proportion to their population. In Section 3, we use a discrete uniform probability distribution to select 297 three random locations to be used.
298
Truncated singular value decomposition
299
Another approach that is not specific to Gaussian processes is to use a truncated singular value 300 decomposition (tSVD). This approach is possible due to the inherent spatial structure of temperature 301 data, and is motivated by the following theorem due to Carl Eckart and Gale Young which can be 302 found with proof in [33] .
Theorem 1 (Eckart-Young). Let the SVD of A ∈ R m×n be UΣV . Let r < rank(A) and
denote the rank r truncated SVD of A where u i , v i represent the i th column of U, and V respectively, and σ i is the i th diagonal element of Σ. Then
Theorem 1 says that the optimal (in the sense of L 2 distance) low rank approximation of the 304 original data is exactly the truncated singular value decomposition, and the approximation error is 305 exactly the first omitted singular value (which are ordered from largest to smallest Table 4 . Each cell denotes the percentage of variation captured by the corresponding low rank approximation and training set. These results are specific to the times and the weather stations used and provide general guidance on the trade off between dimension reduction and information loss.
A potential problem with using a truncated SVD is that the actual load plays no role in the using only temperatures, though in the models we use both temperature and dew point. So, 
where W ∈ R r×((d−1)/2) and r < (d − 1)/2 is the desired rank of the kernel. Consider that W W ∈ 345
is rank r, and writing it as such we recover a form similar to the ARD kernel. As in 346 the ARD kernel, the entries of W are learned during the optimization phase so that the only parameter 347 that must be specified by the user is r, the desired rank. Similar to the truncated SVD the result is a 348 low rank subspace of the original input data, but this method considers the relationship between load 349 and the temperature at each individual location. Though this is the most flexible option described,
350
its primary weakness is that r × ((d − 1)/2) + 1 parameters must be learned, requiring a tremendous 351 amount of data.
352
We evaluate different dimension reduction techniques on a subset of the data to choose which to 15 minutes. Table 5 shows the results.
359
The random subsets model appears to predict well, but its performance is deceptive. Table 5 . Results for the four methods described in Section 2.6, averaged over 576 forecasts (new forecasts every 15 minutes for 6 days). The credible interval coverage is a Monte Carlo approximation to the true coverage. It represents the percentage of data points in the test period that fall below the corresponding credible interval using 1000 samples from the posterior distribution. The kernels used for the models in Table 5 are described in Appendix C.
Model Combination
372
Ensemble methods, which combine multiple models to create a single more expressive model,
373
have been common in the machine learning community for many years. 6 Recently such methods of Gaussian process models, a comparison of various methods is provided in [22] . In this paper we 382 propose using the Generalized Product of Experts (GPoE) method originally described in [40] .
383
The standard product of experts (PoE) framework [41] can take advantage of the Gaussian nature 384 of the posterior process. We recall the posterior density from (1) with an additional subscript to denote 385 the model index
The product of Gaussian densities remains Gaussian, up to a constant:
where M is the number of models to be combined. The density of the PoE model is 
392
It is apparent that models with low uncertainty will dominate Γ, and cause the variance of the 393 PoE model to be relatively small. This is because if Γ j is small then Γ −1 j will be large, dominating 394 the variance of the other models in the sum. The GPoE framework is designed to ameliorate this by 395 allocating additional weight to those models for which the data is most informative to the model.
396
The details of the algorithm, including how we measure the informativeness of data to a model, are 397 available in the Appendix B. 7
398
There is a trade-off to model combination. On the one hand it is straightforward to implement, 399 provides empirically and provably better estimates (see e.g.
[37] for a straightforward explanation in 400 the context of classification), and has enormous practical value as demonstrated in the M4 competition.
401
The cost of these benefits is that there is no longer a single kernel to provide interpretability. Since the 402 method for combining the models is to take a product of the densities, the kernels of the individual 403 models get lost in the mix, turning the GPoE model into a black box. Depending on the application,
404
interpretability may or may not be a relevant consideration. The ability to combine models in this way 405 provides the data analyst the opportunity to make a decision based on the requirements placed on the 406 forecast. 
Results
408
We find that combining models via the GPoE method described in Section 2.7 creates more 409 accurate predictions. In this section we train the models on the 40 days leading up to test time,
410
sampling 1/12 of the possible observations using Chebyshev sampling. We perform six random of the twelve created, most informed by the data at the time of prediction as described in Appendix B.
425 Table 6 Table 6 . Results for the GPoE and uncombined models. The first two data columns correspond to the error GPoE model, the second correspond to the single best model for each forecast. The credible interval coverage is a Monte Carlo approximation to the true coverage. It represents the percentage of data points in the test period that fall below the corresponding credible interval using 1000 samples from the posterior distribution.
The forecast themselves provide more insight than can be captured by the table. In Figure 11 we The model combination approach does not appear to be uniformly better than using the single values is important, so ticks on the left vertical axis are omitted. As expected, the test data co-varies 442 most strongly with recently observed training data. The daily periodic structure is easy to identify, 443 though the weekly periodicity is more difficult to pick out. There are jumps in the covaraiance around 444 9/25, 9/29, and 10/14; this is due to weather similarity between the test set and those days. The kernel 445 used on the temperature component of this model is the ARD kernel that was described in Section 2.6.
446
Recall that it has the ability to determine the relevance of its arguments. The implication is that the weather on 9/25, 9/29, 10/14 is similar to the weather on 10/27 (the test set) in ways that are relevant to 448 the load. We notice that days with higher covariance appear to be low-load days, indicating that 10/27 449 is expected to also be low load. The kernel can also be viewed in terms of its constituents, as in Figure   450 14.
451
Figure 14 can be interpreted as follows: K is the sum of the individual kernels. Though K may be 452 difficult to interpret, each of its pieces is designed specifically for a purpose, as discussed in Section 453 2.4, and is readily interpretable. In particular, K 1 is the daily periodicity with a decay term. K 2 is the 454 weekly periodicity with a decay term. K 3 is the periodic effect of temperature. K 4 is the periodic effect 455 of dew point. K 5 is the recent effect of temperature and dew point. This particular kernel is used 456 in the model which puts an emphasis on weather, and is defined rigorously in Appendix D. We see,
457
for instance, that temperature and dew point play a similar rôle, though dew point is slightly more 458 influential. The daily periodicity contributes very little, likely due to the fact that it is captured by the 459 periodic nature of the weather. Recency has a large effect that appears to collapse after about five days, 460 but the weekly periodic structure appears to be important and decays very slowly as we look back on 461 the training set.
9/17
9/27 10/6 10/16 10/26 Date Figure 14 . Values for the first row of K(X new , X), and for all of its constituent kernels.
Discussion
463
We describe a Gaussian process approach to modeling short term load using a positive definite 464 kernel designed explicitly for such a purpose. We apply this model to data from PJMISO to forecast 465 between 5 minutes and 24 hours from the last observed datum. We discuss the use of weather 466 information, and propose several mechanisms for dimension reduction to keep the models from 467 growing too large. We describe methods that can be easily interpreted, as well as black-box models 468 that result from combining the result of several Gaussian processes. To test the robustness of the model 469 to changes in the system we provide results for different times of the year. The density predictions 470 provided by our proposed methodology allow users to accurately assess uncertainty which is important 471 for load forecasts where prediction errors can be particularly costly.
472
There are several directions future work could take:
473
•
In [42] , the authors show that correctly accounting for holidays has a drastic positive impact 474 both on holiday forecasts and on non-holiday periods. While beyond the scope of this analysis,
475
Gaussian processes do allow for indicators.
476
• A major shortcoming of this work, and indeed of naïve implementations of Gaussian processes in 477 general, is that equation (1) Definition A1 (Gram matrix). Let X be a non-empty set. Given a function K : X × X → R, and data (x i ) m i=1 ∈ X , the m × m matrix K with elements
is said to be the Gram matrix of K with respect to x 1 , . . . , x m .
520
Before discussing positive definite functions we must define positive definiteness in a linear 521 algebraic sense. The properties given by Remark 1 follow directly from these definitions. In particular, see [28, weights α j express a preference for those models for which the data is the determining factor in the 540 posterior variance, rather than the prior. In Section 3 we use arg max j (α j ) as the best model by setting 541 the model with the highest value of α j to have weight one, and the remaining models to have weight 0. + K Periodic 3 (t i , t j ) + K Periodic 4 (t i , t j ) (K Gaussian 1 (z 1,i , z 1,j ) + K Gaussian 2 (z 2,i , z 2,j ) + K Gaussian 3 (z 3,i , z 3,j ) + K Gaussian 4 (w 1,i , w 1,j ) + K Gaussian 5 (w 2,i , w 2,j ) + K Gaussian 6 (w 3,i , w 3,j )), second, and third eigenvectors provided by the truncated SVD rather than randomly selected locations.
