Abstract. We study fluctuations in the distribution of families of p-th Fourier coefficients a f (p) of normalised holomorphic Hecke eigenforms f of weight k with respect to SL 2 (Z) as k → ∞ and primes p → ∞. These families are known to be equidistributed with respect to the Sato-Tate measure. We consider a fixed interval I ⊂ [−2, 2] and derive the variance of the number of a f (p)'s lying in I as p → ∞ and k → ∞ (at a suitably fast rate). The number of a f (p)'s lying in I is shown to asymptotically follow a Gaussian distribution when appropriately normalised. A similar theorem is obtained for primitive Maass cusp forms.
Introduction
The statistical distribution of eigenvalues of the Hecke operators acting on spaces of modular cusp forms and Maass forms has been well investigated in recent years ( [1] , [19] , [21] ). Among the early developments that motivated this study was a famous conjecture, stated independently by M. Sato and J. Tate around 1960. This conjecture predicted a distribution law for the second order terms in the expression for the number of points in a non-CM elliptic curve modulo a prime p as the primes vary. Serre [20] generalised this conjecture in 1968 to the context of modular forms. The modular version of the Sato-Tate conjecture can be understood as follows: Let k be a positive even integer and N be a positive integer. Let S(N, k) denote the space of modular cusp forms of weight k with respect to Γ 0 (N ). For n ≥ 1, let T n denote the n-th Hecke operator acting on S(N, k). We denote the set of all newforms in S(N, k) by F N,k . Any f (z) ∈ F N,k has a Fourier expansion
where a f (1) = 1 and T n (f (z))
The Sato-Tate conjecture states that for a fixed non-CM newform f ∈ F N,k , we have The measure µ ∞ (t) is referred to as the Sato-Tate or semicircle measure in the literature. This conjecture has deep and interesting generalisations and has been a central theme in arithmetic geometry over the last few decades. In 1970, Langlands [10] formulated a general automorphy conjecture which would imply the Sato-Tate conjecture. This general automorphy conjecture is still open. However, using a very special case of the Langlands functoriality conjecture, M. R. Murty and V. K. Murty [13] have shown that the general automorphy conjecture follows. The Sato-Tate conjecture has now been proved in the highly celebrated work of Barnet-Lamb, Geraghty, Harris and Taylor [1] . The methods in [1] to address the Sato-Tate conjecture are different from the approach of Langlands: the authors prove that the L-functions L m (s) associated to symmetric powers of l-adic representations (l coprime to N ) attached to f are potentially automorphic. If these L-functions are automorphic, then one can also obtain error terms in the Sato-Tate distribution. In fact, under the condition that all symmetric power L-functions are automorphic and satisfy the Generalized Riemann Hypothesis, V. K. Murty [14] showed that for a non-CM newform f of weight 2 and square free level N, we have
log N x .
Building on Murty's work, Bucur and Kedlaya [5] have obtained, under some analytic assumptions on motivic L-functions, an extension of the effective Sato-Tate error term for arbitrary motives. Recently, Rouse and Thorner [18] have generalised Murty's explicit result for all squarefree N and even k ≥ 2, further improving the error term by a factor of √ log N x. In 1987, Sarnak [19] shifted perspectives and considered a vertical variant of the Sato-Tate conjecture in the case of primitive Maass cusp forms. For a fixed prime p, he obtained a distribution measure for the p-th coefficients of Maass Hecke eigenforms averaged over Laplacian eigenvalues. In 1997, Serre [21] considered a similar vertical question for holomorphic Hecke eigenforms. For a fixed prime p, let |F N,k | → ∞ such that k is a positive even integer and N is coprime to p. Let I be a subinterval of [−2, 2] and N I (N, k) := #{f ∈ F N,k : a f (p) ∈ I}.
Serre showed that (1) lim
where µ p (t) = That is, µ p (t) = (p + 1) (p 1/2 + p −1/2 ) 2 − t 2 µ ∞ (t).
The measure µ p (t) is referred to as the p-adic Plancherel measure in the literature. This theorem was independently proved by Conrey, Duke and Farmer [6] for N = 1. Since averaging over eigenforms provides us with an important tool namely, the Eichler-Selberg trace formula, the quantity N I (N, k) becomes easier to approach. Error terms in Serre's theorem were obtained by M. R.
Murty and K. Sinha [15] . They prove that for a positive integer N, a prime number p coprime to N and a subinterval I of [−2, 2],
In this note, we consider the families described in (C),
as |F N,k | → ∞ and x → ∞. In other words, this is the Sato-Tate family (A) averaged over all newforms in F N,k . In fact, in this direction, the following theorem was proved by Conrey, Duke and Farmer [6] : If x → ∞ and k = k(x) satisfies log k x → ∞, then, for any subinterval I of [−2, 2],
Nagoshi [16] obtained the same asymptotic under weaker conditions on the growth of k, namely, k = k(x) satisfies log k log x → ∞ as x → ∞. An effective version of Nagoshi's theorem was proved by Wang [22] . Under the above mentioned conditions, he proves that
We also note that although Conrey, Duke and Farmer [6] and Nagoshi [16] state their "average" Sato-Tate theorems for N = 1, one can easily generalise their techniques to N > 1. One can show that if k runs over all positive even integers such that
In this note, for simplicity of computation and exposition, we assume that N = 1. Henceforth, we denote F 1,k by F k and |F 1,k | by s k . The "average" Sato-Tate theorem tells us that for a fixed interval I, the expected value of
is asymptotic to
It is therefore natural to ask what we can say about the fluctuations of N I (f, x) about the expected value. In this direction, we prove that under appropriate conditions on the growth of k = k(x), N I (f, x) has variance asymptotic to
where
Finally, when appropriately normalised, the limiting distribution of the random variable
2 as x → ∞ is Gaussian, provided the weight k = k(x) grows appropriately faster than the range of primes p ≤ x. More precisely, we prove the following theorem:
As defined above, for a positive real number x and f ∈ F k , let
In other words, for any real numbers A < B,
2 /2 dt.
1.1.
Harmonic averaging. We can also consider a weighted variant of the statistical questions posed in this article. Instead of uniformly averaging over cusp forms in F k , we consider the case of harmonic averaging. That is, for f ∈ F k , we denote
where f, g denotes the Petersson inner product of f, g ∈ S k . We define
For a function φ : S k → C, we denote its harmonic average as follows:
We can prove the following analogue of Theorem 1.1 with harmonic weights attached to the quantities in consideration.
2 dt.
1.2.
Maass cusp forms. The case of primitive Maass cusp forms admits a similar analysis to what we present in this article for holomorphic modular cusp forms. We therefore make some observations in this case. Let C(Γ\H) denote the space of Maass cusp forms with respect to Γ = SL 2 (Z). Let {f j : j ≥ 0} denote an orthonormal basis for C(Γ\H), which consists of the simultaneous eigenforms of the non-Euclidean Laplacian operator ∆ and Hecke operators T n , n ≥ 1. Here, let f 0 denote the constant function. For an eigenform f j , we have
For z = x + iy ∈ H, each f j has the Fourier expansion
where a j (n) ∈ R, ̺ j (1) = 0 and K ν is the K-Bessel function of order ν. We order the f j 's so that 0 < t 1 ≤ t 2 ≤ t 3 ≤ . . . . It is well known, by a result of Weyl, that
The Ramanujan-Petersson conjecture, which is still open, is the assertion that for all primes p,
For an interval I = [a, b] ⊂ R and for 1 ≤ j ≤ r(T ), let us define
We have the following analogue of Theorem 1.1 for Maass cusp forms.
Probabilistic motivation and interpretation.
In order to place Theorem 1.1 in the framework of central limit theorems, we may interpret N I (f, x) as a sum of random variables. For an even positive integer k ≥ 2 and a prime p, we define
Here, χ I denotes the characteristic function of the interval I. We now have a double array of random variables X k,p parametrised by the sets F k and primes p, each with expected value, say, ν k,p and variance σ 2 k,p . N I (f, x) can be thought of as the sum of random variables p≤x X k,p . In the context of central limit-type theorems, it is natural to ask if the random variable
tends to a normal distribution as x → ∞. A theorem of Lyapounov [2, Theorem 27.3] gives us sufficient conditions for the above to happen. In our context, we index the rows with weights k and choose x ≤ k in each row. If X k,p 's are mutually independent for each k, this theorem of Lyapounov states that if there exists δ > 0 such that
then the random variable in (3) tends to a normal distribution as x → ∞. One could show that under appropriate growth conditions on k with respect to x, the above asymptotic holds for δ = 2. However, we cannot apply Lyapounov's condition since the random variables X k,p are not quite independent. On the other hand, it does give us motivation to investigate whether the sequence (3) tends to a normal distribution under suitable hypothesis. Therefore, Theorem 1.1 and its variants can be interpreted as a central limit theorem that holds under additional hypothesis on the growth of k with respect to x.
Remarks on proofs.
Following the spirit of other central limit throems proved in number theory, such as the Erdös-Kac theorem, the method of moments proves to be useful. The main technique used in the proof of Theorem 1.1 is the approximation of N I (f, x) by certain trigonometric polynomials called the Beurling-Selberg polynomials. We then estimate the exponential sums associated to Hecke eigenvalues that arise in these polynomials via the Eichler-Selberg trace formula. These polynomials were used by M.R. Murty and Sinha [15] and by Wang [22] to obtain error terms in families (B) and (C) respectively. In this article, we use this technique in a more refined way: we compute moments of functions arising from the Beurling-Selberg polynomials which give approximations to higher moments of
The moments of these modified approximating functions are shown to match those of the Gaussian distribution after suitable normalisation. This refined technique owes its origin to the work of Faifman and Rudnick [8] , who used it to prove a central limit theorem for the number of zeros of the zeta functions of a family of hyperelliptic curves defined over a fixed finite field as the genus of the curves varies. The ideas of Faifman and Rudnick have since been fruitfully adapted by various authors (for example, [3] , [4] , [23] ) to study similar statistics for different families of smooth projective curves over finite fields. Nagoshi [16] proved another remarkable theorem. He showed that if k = k(x) satisfes log k log x → ∞ as x → ∞, then for any bounded continuous real function h on R,
In this article, we consider the statistics of p≤x χ I (a f (p) for a fixed interval I as opposed to p≤x a f (p) as f is picked up at random from F k . However, we do borrow some combinatorial ideas from Nagoshi's proof in Section 7 of this paper. 1.5. Outline. In Section 2, we set up some notation and review some important properties of Hecke eigenvalues that will be needed in the proof of Theorem 1.1. In Section 3, we describe the Beurling-Selberg polynomials and prove some results about the asymptotics of their Fourier coefficients. In Section 4, we use the Beurling-Selberg polynomials to derive the expected value of N I (f, x) for f ∈ F k and obtain error terms in the theorem of Nagoshi. In Section 5, we derive the second central moment of N I (f, x). In Section 6, we describe the strategy for the proof of Theorem 1.1. We show that in order to prove Theorem 1.1, it is sufficient to derive the higher odd and even moments of our modified approximating functions for
. In Section 7, we derive these higher moments and deduce Theorem 1.1.
Preliminaries
In this section, we state fundamental results about modular forms and eigenvalues of Hecke operators that will be needed in the proof of Theorem 1.1. We start by recalling the following classical lemma which describes multiplicative relations between a f (p)'s.
Lemma 2.1. Let f ∈ F k . For primes p 1 , p 2 and non-negative integers i, j,
The recursive relations between a f (p m )'s for m ≥ 0 can be elegantly encoded by the following lemma [21,
where the m-th Chebyshev polynomial is defined as follows:
We observe that for m ≥ 2, 2 cos mθ = X m (2 cos θ) − X m−2 (2 cos θ). Thus, we have the following corollary to the above lemma.
Corollary 2.3. With the same notation as in Lemma 2.2, for
Proposition 2.4. Let k be a positive even integer and n be a positive integer. We have
Here, c = 1 2 + ε and the implied constant in the error term is absolute. Proof. This proposition follows from the Eichler-Selberg trace formula for Hecke operators T n , n ≥ 1 acting on S k . The Eichler-Selberg trace formula (see [15, Sections 7, 8] and [21, Section 4]) states that for every integer n ≥ 1,
where B i (n)'s are as follows:
if n is a square 0 otherwise.
Here, ̺ and ̺ denote the zeroes of the polynomial x 2 − tx + n and for a positive integer l, H(l) denotes the Hurwitz class number.
The notation (b) on top of the summation denotes that if there is a contribution from d = √ n, it should be multiplied with 1/2. Finally,
To estimate B 2 (n), we observe that |̺| = √ n. Thus,
Following a classical estimate of Hurwitz, we have
the implied constant being absolute. Thus,
One can immediately observe that
Combining the above estimates, we prove Proposition 2.4.
In particular, n = 1 in the above trace formula gives us
We also record the following important estimate:
In particular, using Proposition 2.4, we have the following lemma:
Then, for any positive integer m and and positive real number a, we have
Furthermore, for non-negative integers m 1 , m 2 , . . . m r not all zero,
where p 1 , p 2 , . . . p r are distinct primes not exceeding x.
Proof. From Proposition 2.4, equations (4) and (5), one deduces, for m ≥ 1, the following:
Since
for any a > 0. This proves equation (6) . Equation (7) follows by a similar argument.
Remark 2.6. We note that the proof outlined above gives us a stronger statement, which is of independent interest. Let us assume the same growth conditions on k as stated above. Equation (8) tells us that for any a > 1, with , 
Beurling-Selberg polynomials
The Beurling-Selberg polynomials are trigonometric polynomials which provide a good approximation to the characteristic functions of intervals in R. The strength of these polynomials is that they reduce the estimation of counting functions to evaluating finite exponential sums. We briefly review important properties of these polynomials in this section and refer the reader to a detailed exposition by Montgomery (see [ 
Henceforth, we will use the following notation: for an interval
, we choose a subinterval
For M ≥ 1, let S 
We record the following bound, which is not optimal, but good enough for our purposes. 
Here,
m r denotes that the sum is taken over r-tuples of positive integers lying between 1 and M. Proof. From equation (9), we observe that for any 1 ≤ m ≤ M,
Thus, for a fixed r-tuple (m r ),
First moment
For an interval
, we define
Denoting a f (p) = 2 cos θ f (p), with θ f (p) ∈ [0, π], we consider the families
As before, we choose a subinterval
We denote I 2 = (α, β]. Thus,
Following the notation and properties of the Beurling-Selberg polynomials from the previous section, we have
Our aim is to compute, for every positive integer r,
Our strategy is to use equation (12) to approximate N I (f, x) − π(x)µ ∞ (I) by certain trigonometric polynomials and evaluate the moments of these polynomials. We observe
By a similar argument, we derive (14)
Let us denote
By combining equations (13), (14) and Corollary 2.3, we get
We are now ready to calculate the first moment of N I (f, x). Henceforth, for any function φ : S k → C, we denote the average
In order to derive the moments (X f (x)) r , we explore the moments of S ± (M, f )(x). In this direction, we state the following proposition, which shows that the Sato-Tate conjecture is true on average as x → ∞. 
Thus, if k = k(x) runs over positive even integers such that
Remark 4.2. Proposition 4.1 is essentially due to Y. Wang [22, Theorem 1.1]. He proves an analogous result for primitive Maass forms and indicates that a similar technique works for the average Sato-Tate family. We provide a brief proof of this proposition as a first step in evaluating moments of the polynomials
Proof. We have, by equation (10),
Combining the above with equations (15) and (16), we can find constants C and D such that
We observe, for [α, β] ∈ [0, 1/2] as chosen before,
Thus, for every positive integer M,
By equation (8),
Thus,
That is, for every positive integer M, by equation (18), we have
We now choose M = d log k c log x for some 0 < d < 1. This proves the proposition.
Second moment
In this section, we will compute
Recall that S ± (M, f )(x) was obtained after removing
. Therefore we may write
Squaring both sides, the following expansion is obtained.
We have:
First we consider the sum
Writing out the Fourier expansion
we obtain the following:
Observe that for 0 ≤ m ≤ 2M ,
for all x ∈ R. Applying this to equation (22), we see that
m , using the trace formula (as in equation (7)), the following holds:
Now we analyze the term
It is easy to see that
is as defined in equation (11) . Again, using the trace formula and a calculation similar to equation (8) it is not hard to show that
(25) 14 We now write (Ŝ
and use equations (23) and (25) in (21) and (20) to get the following:
In conclusion, we have
if we let M = M (x) and k = k(x) to grow appropriately with respect to x so that the error term is negligible.
Remark 5.2. By almost exactly the same process, one can show that
S + (M, f )(x)S − (M, f )(x) = π(x) µ ∞ (I) − µ ∞ (I) 2 + O (log log x) 2 + π(x) 2 x 2Mc k + π(x) M + 1 .(26)
Strategy for proof of main theorem
The proof of Theorem 1.1 depends on the following fundamental steps.
(1) We first show that for a suitable choice of M = M (x),
converges in mean square to
as x → ∞. This forms the content of Proposition 6.2.
Remark 6.1. This convergence holds as we vary the families F k under certain growth conditions on k. As will be seen in equation (29), this convergence holds if M grows faster than π(x) and we impose appropriate growth conditions on k at the same time. To this end, we choose M = ⌊ π(x) log log x⌋ and let k = k(x) run over positive even integers such that
(2) For the above choice of M = M (x), we then derive, for every n ≥ 1, the limit of the moments
In the next section, we show (see Theorem 7.5) that these converge to the Gaussian moments under the growth conditions on weight k imposed in the previous step. 
n for every n ≥ 1. These match the moments of the Gaussian distribution. Since the Gaussian distribution is characterized by its moments, one deduces Theorem 1.1.
Towards the first step, we prove the following proposition:
runs over positive even integers such that
Proof. From equation (17), we deduce the following two equations:
Thus, for M ≥ 1 and a suitable positive constant E,
We observe,
Moreover, combining equations (19) and (26), we know that for any M ≥ 3,
From the above, we deduce
We now choose M = ⌊ π(x) log log x⌋.
Suppose k = k(x) runs over positive even integers such that log k √ x log x → ∞ as x → ∞.
16
Let us fix 0 < d < 1. The above growth condition on k tells us that for sufficiently large values of x, 2c π(x) log log x log x + 1 < d log k.
This proves the proposition.
Higher moments
Henceforth, we set
π(x) and evaluate the moments 1
for positive integers n ≥ 3 with M = ⌊ π(x) log log x⌋. By definition, we have
For a prime p, we have,
where, as before, we denote, for M ≥ 3 and 1 ≤ m ≤ M,
Therefore,
Using the multinomial formula, we may write the above equation as follows.
where, (a) The sum is taken over tuples of positive integers r 1 , r 2 , . . . , r u so that r 1 + r 2 + · · · + r u = n, that is, a partition of n into u positive parts.
(b) The sum (2) (p1,p2,...,pu)
is over u-tuples of distinct primes not exceeding x.
We first focus on the inner sum in equation (30),
(p1,p2,...,pu)
for a fixed partition (r 1 , r 2 , . . . , r u ) of n. By repeated use of Lemma 2.1, we may write, for each 1 We observe that D ri,m i (t) is independent of the prime p i .
C
± M (i) is the sum of the coefficients of a f (1) = 1, coming from the the expansion using Lemma 2.1. That is,
Observe that C ± M (i) is independent of the prime p i and is in fact a polynomial expression inŜ
We now prove the following proposition: Proposition 7.2. Let 1 ≤ i ≤ u and m i be an r i -tuple as specified above. Then, for t ∈ I(m i ),
Proof. While focusing on an r i -tuple m i , we may also denote D ri,m i (t) as D ri (t) for brevity. The cases r i = 1, 2 are clear. In fact, for r i = 2, we have
so that the coefficient of a f (p t ) = 1 if t ∈ I(m 1 , m 2 ) and zero otherwise. In particular, if t = 0,
Using equation (33) for r i = 2,
We now address the case r i = 3. Let l ∈ I(m 1 , m 2 , m 3 ). The product
We observe that in the above product, a f (p l ) can occur at most in all possible expansions
Since D 2 (t) = 1 for all t ∈ I(m 1 , m 2 ) and |I(m 1 , m 2 )| ≤ M + 1, we deduce
This proves D 3 (r i ) = O(M ri−2 ) for r i = 3. We now proceed by induction. Assume that for some k ≥ 3, D k (l) = O(M k−2 ). We observe that for each k-tuple m i ,
Now, in the expansion
any a f (p l ) can occur at most in all possible expansions
By induction hypothesis,
Thus, by equation (35), we have
Thus, by induction, we have proved that if r i ≥ 3, t ≥ 0,
Note that the implied constant depends on r i . We now use these estimates to get a better estimate for D ri (0) for r i ≥ 3. We prove
Equation (34) tells us that for r i = 2, D ri (0) ≤ 1. For r i = 3, looking again at the expansion
we observe that m 3 + j − 2i = 0 if and only if i = j = m 3 . Thus,
In general, for r i ≥ 3,
As before, m ri + j − 2i = 0 if and only if i = j = m ri . Therefore,
Here, the implied constant depends on r i . This proves the proposition.
We record the following lemma.
Furthermore, if we let M = ⌊ π(x) log log x⌋, the following holds.
Proof. Observe that for r i = 2, from equation (34), it follows that
For the second assertion, note that
k , using (24) for the sum over p 1 = p 2 and a similar calculation for the case p 1 = p 2 with m 1 = m 2 . We now plug in our choice of M and compare the above equation with (19) . The claim follows by uniqueness of limits on letting x → ∞.
Taking the product of Y ± M (p i ) ri over i = 1, . . . , u, we may write (31) as
(p1,p2,...,pu) denotes that the sum is taken over u-tuples t = (t 1 , . . . , t u ), where each t i ≥ 0, unless otherwise specified and t i ∈ I(m i ). 2. We abbreviate the notation by setting
We now prove the following proposition:
Proof. From equation (37), we have, for each partition (r 1 , . . . , r u ) of n,
For each tuple (m 1 , . . . , m u ), on applying Proposition 2.4, we have
(t1,...,tu)
where δ(t 1 , . . . , t u ) = 1 if 2|t i for every t i > 0 and δ(t 1 , . . . , t u ) = 0 otherwise. Observe that for each 1 ≤ i ≤ u, t i is even if and only if the sum of the components of the corresponding m i is even. The sum
(p1,p2,...,pu) denotes that the sum is over those tuples such that δ(t 1 , . . . , t u ) = 1.
The technical part of the proof lies in the analysis of the main term of equation (38) 
Here, in the second term on the right hand side, (ε 1 , ε 2 , . . . , ε u ) runs over all u-tuples such that for each i = 1, . . . , u, the corresponding ε i ∈ {0, 1} and at least one ε i is non-zero. The tuple (0, . . . , 0) is accounted for by the first term. We also follow the convention that if C 
For ε = (ε 1 , . . . , ε u ), we define α(ε) := α(ε 1 , . . . , ε u ) := #{1 ≤ i ≤ u : ε i = 0}.
We observe that if r i = 1, then C
