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THERMODYNAMIC LIMIT FOR DIRECTED POLYMERS AND
STATIONARY SOLUTIONS OF THE BURGERS EQUATION
YURI BAKHTIN AND LIYING LI
Abstract. The first goal of this paper is to prove multiple asymptotic results
for a time-discrete and space-continuous polymer model of a random walk in a
random potential. These results include: existence of deterministic free energy
density in the infinite volume limit for every fixed asymptotic slope; concentra-
tion inequalities for free energy implying a bound on its fluctuation exponent;
straightness estimates implying a bound on the transversal fluctuation expo-
nent. The culmination of this program is almost sure existence and uniqueness
of polymer measures on one-sided infinite paths with given endpoint and slope,
and interpretation of these infinite-volume Gibbs measures as thermodynamic
limits. Moreover, we prove that marginals of polymer measures with the same
slope and different endpoints are asymptotic to each other.
The second goal of the paper is to develop ergodic theory of the Burg-
ers equation with positive viscosity and random kick forcing on the real line
without any compactness assumptions. Namely, we prove a One Force – One
Solution principle, using the infinite volume polymer measures to construct
a family of stationary global solutions for this system, and proving that each
of those solutions is a one-point pullback attractor on the initial conditions
with the same spatial average. This provides a natural extension of the same
program realized for the inviscid Burgers equation with the help of action min-
imizers that can be viewed as zero temperature limits of polymer measures.
1. Introduction. The Burgers equation
The main topics in this paper are directed polymers and the Burgers equation.
We begin with the Burgers equation which is one of the basic nonlinear evolutionary
PDEs. It has various interpretations and applications. Although Burgers himself
introduced it as a fluid dynamics model in an attempt to create a simplified picture
of turbulence (see [Bur40], [Bur73]), the equation along with its modifications has
been used to model diverse real world phenomena such as interface growth, traffic,
or the distribution of matter in the Universe. Various aspects of the Burgers tur-
bulence are discussed in [BK07]. The Burgers equation is also directly related to
the KPZ equation that has been intensively studied lately. For an introduction to
KPZ, see [Cor12] or [Qua12].
In one dimension, the Burgers equation is
(1.1) ∂tu+ u∂xu = κ∂xxu+ f.
Under the fluid dynamics interpretation, the equation describes the evolution of a
velocity profile u of particles moving along the real line. The velocity of the particle
located at time t ∈ R at point x ∈ R is denoted by u(t, x) ∈ R. The left-hand side
of (1.1) represents the acceleration of the particle, so the right-hand side must
contain all the forces acting on the particle. In this pressureless model, particles
are subject to external forcing f = f(t, x) and viscous friction forces represented
by the term κ∂xxu(t, x), where κ ≥ 0 is the viscosity constant.
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The following (viscous) Hamilton–Jacobi–Bellman (HJB) equation:
(1.2) ∂tU +
(∂xU)
2
2
= κ∂xxU + F,
is tightly connected to the Burgers equation. Namely, if U is a solution of (1.2),
then u = ∂xU solves (1.1) with f = ∂xF .
Under mild assumptions on f and the initial conditions, the Cauchy problem
for (1.1) has smooth classical solutions for κ > 0. In fact, the Hopf–Cole logarithmic
transformation reduces the problem to the linear heat equation with multiplicative
potential. This linear equation can be solved using the classical Feynman–Kac
formula. The works [Hop50], [Col51] by Hopf and Cole were, in fact, preceded by
[Flo48], see the note [Bir] for some historical comments.
Another way to represent solutions of viscous HJB equations is via stochastic
control, see [FS06] for systematic treatment of stochastic control.
If κ = 0, then even smooth initial velocity profiles result in formation of dis-
continuities called shock waves. In this important case, one has to work with
appropriately defined generalized solutions that can be obtained from the smooth
solutions via a limiting (κ → 0) procedure. The solutions can be characterized
through a variational principle.
In this paper we continue the study of the case where the forcing f = fω(t, x) is
a stationary random field, the argument ω being an element of a probability space
(Ω,F ,P).
Ergodic properties of the Burgers equation (and its generalizations) with random
forcing have been studied in various settings in [Sin91], [EKMS00], [IK03], [HK03],
[Sui05], [GIKP05], [DS05], [Bak07], [Bak13], [BCK14], [DV15], [Bak16].
The details of the systems considered in those papers vary. In one dimension,
the equation may be considered on a circle, a compact segment, or the entire real
line. The kinds of time-stationary forcing that have been considered are: white
noise, kick (applied at a discrete sequence of times), Poissonian (concentrated at
configuration points of a Poisson point process). It is usual to assume the zero-range
dependence in time (this ensures the Markov property of the solutions but is not
absolutely necessary). Several kinds of spatial dependence structure and behavior
at infinity have been considered. Also, the role of the external forcing can be played
by random boundary conditions. Each setting calls for its own toolbox, but despite
the variety of approaches and methods that have been employed, there are several
general features that we proceed to describe informally.
In dissipative systems, statistically steady states often emerge due to some form
of energy balance. For the Burgers equation, the energy is pumped into the system
by the external forcing and dissipated either due to the Laplacian viscosity friction
term (in the case of positive viscosity), or at shocks (in the zero viscosity case). So
it is natural to expect existence of stationary regimes.
The question of ergodicity of the invariant measures for Markov processes in-
cluding those associated with stochastic PDEs can often be approached by studying
regularity properties of the transition probabilities or controllability properties, see,
e.g., [HM08] for the stochastic Navier–Stokes case.
In contrast with turbulence described by the Navier–Stokes system, the dynam-
ics generated by Burgers equation is dominated by contraction. So the random
dynamical system approach turns out to be more fruitful and gives more detailed
information about the pathwise behavior of the system. Namely, it is natural and
beneficial to study the stochastic flow, i.e., the self-consistent (satisfying the so
called cocycle property) family of random operators Φstω constructing the solution
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Φstω u at time t given the initial condition u at time s. For various settings, it turns
out that one can describe ergodic components in the following terms: for two ve-
locity profiles u1 and u2 in the same ergodic component, Φstω u
1 and Φstω u
2 get close
to each other as t− s→∞. In other words, the evolution over long time intervals
depends mostly on the random forcing while the dependence on the initial condi-
tion vanishes, which can be interpreted as loss of memory in the system. Moreover,
with probability one, there is a limit
(1.3) ut,ω = Φ
−∞t
ω u
0 = lim
s→−∞Φ
st
ω u
0,
and it does not depend on the initial condition u0 within an ergodic component.
The resulting family (ut,ω) of velocity profiles forms a global solution, i.e.,
ut,ω = Φ
st
ω us,ω, s < t,
and is non-anticipating, i.e., ut depends only on the history of the forcing up to
time t. Moreover, for almost every ω, (ut,ω) is a unique global solution with values
in the given ergodic component. This statement along with the pullback attraction
property (1.3) is often called One Force — One Solution Principle (1F1S).
The study of ergodic properties of solutions of (1.1) with random forcing began
in [Sin91] where the evolution was considered on the circle (or one-dimensional
torus) T1 = R1/Z1 (i.e., all the functions involved were assumed or required to be
space-periodic), the forcing was assumed to be white in time and smooth in the
space variable, and a mixing statement showing loss of memory in the system was
proved. The key consideration in this paper is the view at the iterative application
of the Feynman–Kac formula as the product of positive operators.
In [Kif97] the connection with the directed polymers in random environments was
noticed and used for the first time. With the help of the Hopf–Cole transform and
Feynman–Kac formula it was shown that for the high-dimensional version of (1.1)
and sufficiently small forcing (this situation is known as weak disorder in the stud-
ies of directed polymers in random environments), certain series in the spirit of
perturbation theory converge and can be used to define global attracting solutions
of the Burgers equation.
In [EKMS00], the zero viscosity case on the circle was considered. Solutions
of the Burgers equation with zero viscosity admit a variational Hamilton – Jacobi
– Bellman – Hopf – Lax – Oleinik representation. The minimizing paths in the
variational principle can be identified with particle trajectories, and the analysis
of solutions over long time intervals involves the study of asymptotic properties of
those minimizers. Since the mean velocity is preserved by the Burgers system, all
velocity profiles in one ergodic component have the same mean. One of the main
results of [EKMS00] is that all functions with the same mean form one ergodic
component, i.e., there is a unique invariant measure for the corresponding Markov
dynamics on this set. Moreover, for each mean velocity, 1F1S holds on the asso-
ciated ergodic component. The global solution is defined by a family of one-sided
infinite action minimizers stretching into the infinite past. Also, hyperbolicity holds,
i.e., all these minimizers are exponentially asymptotic to each other.
In [IK03], this program was repeated for the multi-dimensional version of the
inviscid Burgers equation on the torus Td = Rd/Zd, d ∈ N, and in [GIKP05], it was
extended to the positive viscosity case. Unlike [Sin91], the approach of [GIKP05]
was based on stochastic control. In fact, for a fixed mean velocity, a unique global
solution is constructed using optimal control of diffusions on semi-infinite time in-
tervals stretching to the infinite past. The variational character of the stochastic
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control approach allowed to show that as κ → 0, the optimally controlled diffu-
sions converge to the one-sided action minimizers. This also allowed to deduce the
convergence of invariant distributions as κ → 0.
In [Bak07], 1F1S was established for the Burgers equation with random boundary
conditions. Given an appropriate notion of generalized solutions and the associated
variational characterization, the argument is very simple. It turns out that it takes
a finite random time to erase all the memory about the initial condition, so the
system exhibits an extreme form of contraction.
In all the results discussed above (see also [DS05] and [DV15] that do not use
variational or stochastic representations and use PDE tools instead), the space was
assumed to be compact, being a torus or a segment, except [Kif97]. Extending
those results to noncompact situations turned out to be a nontrivial task. Quasi-
compact settings where the system is considered on the entire real line but the
forcing is mostly concentrated in a compact part, were studied in [HK03], [Sui05],
[Bak13].
However, truly noncompact situations with space-time homogeneous random
forcing in one dimension for positive or zero viscosity presented serious difficulties.
In the noncompact case, there is much less rigidity in the behavior of optimal paths
or diffusions used in the representation of solutions, and they are much harder to
control. Also, the approach of [Kif97] is useful only in the weak disorder case and
fails in dimension 1.
In the zero viscosity case, the ergodic theory of the Burgers equation on the real
line without compactness or periodicity assumptions was constructed in [BCK14]
for forcing given by space-time Poisson point process, and in [Bak16] for kick forc-
ing. Similarly to the compact case, the ergodic components are essentially formed
by velocity profiles with common mean, but establishing 1F1S on each ergodic
component required using methods originating from studies of long geodesics in
the last-passage percolation theory. In the Poissonian forcing case, due to the dis-
crete character of the forcing, all the one-sided minimizers giving rise to the global
solution coalesce, strengthening the hyperbolicity property for the spatially smooth
periodic forcing case. However, the behavior of minimizers in the kick forcing case
is more complicated. Although they are expected to be asymptotic to each other,
only a much weaker liminf substitute of hyperbolicity was proved in [Bak16].
The main goal of the present paper is to extend this program to the Burgers
equation with positive viscosity, space-time homogeneous random kick forcing, and
without any compactness assumptions. Our main results at a formal level look
similar to the ergodic results for the inviscid case with kick forcing: ergodic compo-
nents are formed by velocity profiles with common mean value, and on each ergodic
component 1F1S holds. This extension to the viscous case is natural to expect be-
cause positive viscosity means stronger dissipation and contraction. However, a
very important feature of our work is that in order to analyze the Burgers equation
we rely on the Feynman–Kac formula and the associated directed polymer model.
For that directed polymer model in 1 + 1 dimensional random environment, we
prove a whole series of new results that are of independent interest. These results
include: the existence of finite nonrandom quenched free energy density for every
fixed asymptotic slope and its quadratic dependence on the slope; a concentration
inequality for free energy and a bound on the fluctuation exponent; straightness
estimates and a bound on the transversal fluctuation exponent. We use those
results to construct thermodynamic limits satisfying the DLR conditions and prove
their uniqueness for every fixed asymptotic slope. We also prove results on limiting
ratios of partition functions playing the role of Busemann functions and show that
DIRECTED POLYMERS AND BURGERS EQUATION 5
a version of hyperbolicity property holds true. Namely, we show that the marginals
of any two infinite volume polymer measures with the same slope are asymptotic
to each other in the total variation distance.
We state and discuss our main results on directed polymers in section 4 that
also has an introductory character. Before that, we explain the Burgers equation
setting in Section 2 and state the main 1F1S results in Section 3.
Acknowledgments. The authors are grateful to Konstantin Khanin for stim-
ulating discussions. They also thank Firas Rassoul-Agha for useful bibliographical
suggestions. Yuri Bakhtin gratefully acknowledges partial support by NSF through
grant DMS-1460595.
2. The setting. Kick forcing
The main model that we study in this paper is the Burgers equation with kick
forcing of the following form:
f(t, x) =
∑
n∈Z
fn(x)δn(t).
This means that the additive forcing is applied only at integer times. At each time
n ∈ Z, the entire velocity profile receives an instantaneous macroscopic increment
equal to fn:
(2.1) u(n, x) = u(n− 0, x) + fn(x), x ∈ R,
and between the integer times the velocity field evolves according to the unforced
viscous Burgers equation
(2.2) ∂tu+ u∂xu = κ∂xxu.
We assume that the potential F = Fn,ω(x) of the forcing
fn(x) = fn,ω(x) = ∂xFn,ω(x), n ∈ Z, x ∈ R, ω ∈ Ω,
is a stationary random field (i.e., its distribution is invariant under space-time shifts)
defined on some probability space (Ω,F ,P). We will describe all conditions that
we impose on F in the end of this section. At this point we need only the following
consequence of those conditions: for every ω ∈ Ω, and every n ∈ Z, the function
Fn,ω(·) is measurable and satisfies
(2.3) lim
|x|→∞
Fn,ω(x)
|x| = 0.
Let us now define the Burgers dynamics with kick forcing. First, we remind
that if U is a C3 function solving the unforced (F ≡ 0) equation (1.2), then,
differentiating (1.2), we obtain that u = Ux solves (2.2). Furthermore, we can
introduce a new variable ϕ via the Hopf–Cole transformation:
U(t, x) = −2κ lnϕ(t, x),
or, equivalently,
ϕ(t, x) = e−
U(t,x)
2κ ,
and directly check that if ϕ is a C3 positive solution of the heat equation
(2.4) ∂tϕ = κ∂xxϕ,
then the function u obtained from ϕ by
(2.5) u(t, x) = ∂xU(t, x) = −2κ∂x lnϕ(t, x) = −2κ∂xϕ(t, x)
ϕ(t, x)
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is a solution of (2.2). The solution for the Cauchy problem for (2.4) under very
broad assumptions (measurability and moderate growth of the initial condition) is
given by
(2.6) ϕ(t, x) =
∫
R
ϕ(s, y)g2κ(t−s)(x − y)dy, x ∈ R, t > s,
where
gD(x) =
1√
2piD
e−
x2
2D , x ∈ R,
is the centered Gaussian density corresponding to varianceD > 0. So, the evolution
between the kicks is governed by (2.5) and (2.6). To see what happens at the kick,
we rewrite (2.1) at the level of potentials as
U(n, x) = U(n− 0, x) + Fn(x), x ∈ R,
and in the multiplicative form as
ϕ(n, x) = ϕ(n− 0, x)e−Fn(x)2κ .
Combining the instantaneous kick at a time n and unforced evolution on the time
interval [n, n+ 1) leads to the following random linear operator:
Ξn,n+1ω ϕ(y) =
∫
R
g2κ(y − x)e−
Fn,ω(x)
2κ ϕ(x)dx, y ∈ R.
Iterating this, we obtain that the (linear) solution operator over an interval [m,n)
(producing the solution just before the next instantaneous kick is applied at time n)
is given by
(2.7) Ξm,nω ϕ(y) =
∫
R
Zm,nx,y,ωϕ(x)dx, y ∈ R,
where
(2.8)
Zm,nx,y,ω =
∫
R
· · ·
∫
R
n−1∏
k=m
[
g2κ(xk+1 − xk)e−
Fk(xk)
2κ
]
δx(dxm)dxm+1 . . . dxn−1δy(dxn).
We can interpret (2.7) as a time-discrete version of the Feynman–Kac formula for
the following kicked parabolic model
∂tϕ(t, x) = κ∂xxϕ(t, x) + ϕ(t, x) ·
∑
n∈Z
(e−
Fn(x)
2κ − 1)δn(t).
Invoking the change of variables (2.5), we can define evolution on potentials by
Φm,nω U = −2κ ln Ξm,nω e−
U
2κ .
Let us now be more precise about the domains of the operators we have intro-
duced. The C3 requirement that we started with is superfluous since our Feynman–
Kac formula makes sense and produces generalized solutions under much weaker
requirements. The space of velocity potentials that we will consider will be H, the
space of all locally Lipschitz functions W : R→ R satisfying
lim inf
x→±∞
W (x)
|x| > −∞.
We will also need a family of spaces
H(v−, v+) =
{
W ∈ H : lim
x→±∞
W (x)
x
= v±
}
, v−, v+ ∈ R.
Lemma 2.1. For any ω ∈ Ω, for any l, n,m ∈ Z with l < n < m and W ∈ H,
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(1) Φn,mω W is well-defined and belongs to H;
(2) if W ∈ H(v−, v+) for some v−, v+, then Φn,mω W ∈ H(v−, v+);
(3) Φl,mω W = Φ
n,m
ω Φ
l,n
ω W .
We give a proof of this lemma in Section 13. Due to the last statement of the
lemma (called the cocycle property) we can view the Burgers evolution as a random
dynamical system (see, e.g., [Arn98, Section 1.1]).
Potentials are naturally defined up to an additive constant. It is thus convenient
to work with Hˆ, the space of equivalence classes of potentials from H. We can also
introduce spaces Hˆ(v−, v+) as classes of potentials in H(v−, v+) coinciding up to
an additive constant. The cocycle Φ can be projected on Hˆ in a natural way. We
denote the resulting cocycle on Hˆ by Φˆ.
We can also introduce the Burgers dynamics on the space H′ of velocities w (ac-
tually, classes of equivalence of functions since we do not distinguish two functions
coinciding almost everywhere) such that for some function W ∈ H and Lebesgue
almost every x, w(x) = W ′(x) = ∂xW (x). For all v−, v+ ∈ R, H′(v−, v+) is the
space of velocity profile with well-defined one-sided averages v− and v+, it consists
of functions w such that the potential W defined by W (x) =
∫ x
0 w(y)dy belongs to
H(v−, v+).
We will write w1 = Ψ
n0,n1
ω w0 if w0 = W
′
0, w1 = W
′
1, and W1 = Φ
n0,n1
ω W0 for
some W0,W1 ∈ H. Of course, the maps belonging to the Burgers cocycle (Ψn0,n1)
map H′ into itself. The spaces H′(v−, v+) are also invariant.
Our choice of solution spaces follows that of [Bak16] where discontinuous solu-
tions in H′ naturally arose in the zero viscosity setting. In our setting, in fact, for
any w ∈ H′, ω ∈ Ω, and m,n ∈ Z satisfying m < n, Ψm,nw can be viewed as a
function in C∞(R) as straightforward differentiation in (2.7) shows.
In fact, the Burgers dynamics has the following additional regularizing property:
Lemma 2.2. For any w ∈ H′, ω ∈ Ω, and m,n ∈ Z satisfying m < n, the function
x 7→ x−Ψm,nw(x) is nondecreasing.
We prove this lemma in Section 13 using the results on monotonicity that we
introduce in Sections 7 and 11.3.
2.1. The requirements on the random forcing. For simplicity, we will work on
the canonical probability space (Ω0,F0,P0) of realizations of the potential, although
other more general settings are also possible. We assume that Ω0 is the space of
continuous functions F : R×Z→ R equipped with F0, the completion of the Borel
σ-algebra with respect to local uniform topology, and P0 is a probability measure
preserved by the group of shifts (θn,x)(n,x)∈Z×R defined by
(θn,xF )m(y) = Fn+m(x+ y), (n, x), (m, y) ∈ Z× R,
i.e., (Fn(x))(n,x)∈Z×R is a space-time stationary process. In this framework, F =
Fω = ω, and we will use all these notations intermittently.
In addition to this, we introduce the following requirements:
(A1): The flow (θ0,x)x∈R is ergodic. In particular, for every n ∈ Z, Fn(·) is
ergodic with respect to the spatial shifts.
(A2): The sequence of processes
(
Fn(·)
)
n∈Z is i.i.d.
(A3): With probability 1, for all n ∈ Z, Fn(·) ∈ C1(R).
(A4): For all (n, x) ∈ Z× R,
λ := Ee−
1
2κFn(x) <∞.
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(A5): There is η > 0 such that for all (n, j) ∈ Z× Z,
EeηF
∗
n(j) <∞,
where F ∗n(j) = sup{|Fn(x)| : x ∈ [j, j + 1]}.
We will use these standing assumptions throughout the paper. However, many
of our results will hold true if one removes (A3) because (A5) guarantees that F is
locally bounded which is sufficient for most of our results. Of course, differentiability
of F guarantees that f = ∂xF in the Burgers equation is defined as a function, but
even this is not necessary for some of our claims on the Burgers equation.
A sufficient condition on distributional properties of F at any fixed time, say,
time 0, for existence of an appropriate probability space satisfying (A1) and (A2)
is mixing of F0 with respect to spatial shifts. This (along the other requirements
from the list above) holds, for example, for Gaussian processes with decaying corre-
lations and processes with finite dependence range. Also, processes obtained from
Poissonian noise (or any other space-time ergodic process) via spatial smoothening
are compatible with probability spaces satisfying (A1)–(A2). So, the conditions
that we impose define a very broad class of processes. We note that the entire
inviscid Burgers equation program developed in [Bak16] using shot-noise potential,
also holds for this broad class of potentials.
Stationarity and (A5) imply that (2.3) holds with probability 1 on Ω0. It will
be convenient in this paper to work on a modified probability space
(2.9) Ω =
{
F ∈ Ω0 : lim|x|→∞
Fn(x)
|x| = 0, n ∈ Z
}
∈ F0.
of probability 1 instead of Ω0. As we will see, on this set, the Burgers evolution
possesses some nice properties. Moreover, Ω is invariant under space-time shifts θn,x
and under Galilean space-time shear transformations Lv, v ∈ R, defined by
(2.10) (LvF )n(x) = Fn(x+ vn), (n, x) ∈ Z× R.
We denote the restrictions of F0 and P0 onto Ω by F and P. From now on
we work with the probability space (Ω,F ,P). Under this modification, all the
distributional properties are preserved.
Having introduced the shifts θn,x, we can also rewrite the cocycle property as
Φn+mω W = Φ
m
θnωΦ
n
ωW, n,m ∈ N, ω ∈ Ω,
where θn = θn,0 and Φnω = Φ
0,n
ω . The cocycle property of Ψ and Ξ can also be
expressed similarly.
3. Main results
Our main results for the positive viscosity Burgers equation are parallel to those
of [Bak16] for the inviscid case.
We say that u(n, x) = uω(n, x), (n, x) ∈ Z × R is a global solution for the
cocycle Ψ if there is a set Ω′ ∈ F with P(Ω′) = 1 such that for all ω ∈ Ω′, all m
and n with m < n, we have Ψm,nω uω(m, ·) = uω(n, ·).
A function uω(x), ω ∈ Ω, x ∈ R is called skew-invariant if there is a set Ω′ ∈ F
with P(Ω′) = 1 such that for any n ∈ Z, θnΩ′ = Ω′, and for any n ∈ N and ω ∈ Ω′,
Ψnωuω = uθnω.
If uω(x) is a skew-invariant function, then uω(n, x) = uθnω(x) is a stationary
global solution. One can naturally view the potentials of uω(x) and uω(n, x) as a
skew-invariant function and global solution for the cocycle Φˆ.
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To state our first result, a description of stationary global solutions, we need
more notation. For a subset A of Z× R, we denote by FA the σ-sub-algebra of F
generated by random variables (Fn(x))(n,x)∈A.
Theorem 3.1. For every v ∈ R there is a unique skew-invariant function uv :
Ω→ H′ such that for almost every ω ∈ Ω, uv,ω ∈ H′(v, v). The process uv,ω(n, ·) =
uv,θnω(·) is a unique stationary global solution in H′(v, v).
The potential Uv,ω defined by Uv,ω(x) =
∫ x
uv,ω(y)dy is a unique skew-invariant
function for Φˆ in Hˆ(v, v). It defines a unique stationary global solution Uv,ω(n, ·) =
Uv,θnω(·) for Φˆ in Hˆ(v, v). The skew-invariant functions Uv,ω and uv,ω are mea-
surable w.r.t. F|(−N)×R, i.e., they depend only on the history of the forcing. The
spatial random process (uv,ω(x))x∈R is stationary and ergodic with respect to space
shifts.
Remark 3.1. All uniqueness statements in this theorem are understood up to
zero-measure modifications. We say that a process u is a unique (up to a zero-
measure modification) process with certain properties if for every process u˜ defined
on the same probability space and possessing these properties, u and u˜ coincide
with probability 1.
This theorem can be interpreted as a 1F1S Principle: for any velocity value v,
the solution at time 0 with mean velocity v is uniquely determined by the history
of the forcing: uv,ω
a.s.
= χv(F |(−N)×R) for some deterministic functional χv of the
forcing in the past, i.e., in (−N) × R. We actually describe χv in the proof, it is
constructed via infinite volume polymer measures on one-sided paths. Since the
forcing is stationary in time, we obtain that uv,θnω is a stationary process in n, and
the distribution of uv,ω is an invariant distribution for the corresponding Markov
semi-group, concentrated on H′(v, v).
The next result shows that each of the global solutions constructed in Theo-
rem 3.1 plays the role of a one-point pullback attractor. To describe the domains
of attraction we need to introduce several assumptions on initial potentialsW ∈ H.
Namely, we will assume that there is v ∈ R such that W and v satisfy one of the
following sets of conditions:
v = 0,
lim inf
x→+∞
W (x)
x
≥ 0,(3.1)
lim sup
x→−∞
W (x)
x
≤ 0,
or
v > 0,
lim
x→−∞
W (x)
x
= v,(3.2)
lim inf
x→+∞
W (x)
x
> −v,
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or
v < 0,
lim
x→+∞
W (x)
x
= v,(3.3)
lim sup
x→−∞
W (x)
x
< −v.
Condition (3.1) means that there is no macroscopic flux of particles from infinity
toward the origin for the initial velocity profile W ′. In particular, any W ∈ H(0, 0)
or any W ∈ H(v−, v+) with v− ≤ 0 and v+ ≥ 0 satisfies (3.1). If, additionally,
v+ > 0 and v− < 0, then it is natural to call this situation a rarefaction fan. We
will see that in this case the long-term behavior is described by the global solution
u0 with mean velocity v = 0.
Condition (3.2) means that the initial velocity profile W ′ creates an influx of
particles from −∞ with effective velocity v ≥ 0, and the influence of the particles
at +∞ is not as strong. In particular, any W ∈ H(v, v+) with v ≥ 0 and v+ > −v
(e.g., v+ = v) satisfies (3.2). We will see that in this case the long-term behavior is
described by the global solution uv.
Condition (3.3) describes a situation symmetric to (3.2), where in the long run
the system is dominated by the flux of particles from +∞.
The following precise statement supplements Theorem 3.1 and describes the
basins of attraction of the global solutions uv in terms of conditions (3.1)–(3.3).
Theorem 3.2. For every v ∈ R, there is a set Ωˆ ∈ F with P(Ωˆ) = 1 such that if
ω ∈ Ωˆ, W ∈ H, and one of conditions (3.1),(3.2),(3.3) holds, then w =W ′ belongs
to the domain of pullback attraction of uv: for any n ∈ R and any x ∈ R,
lim
m→−∞Ψ
m,n
ω w(x) = uv,ω(n, x),
and the convergence is uniform on compact sets.
The last statement of the theorem implies that for every v ∈ R, the invariant
measure on H′(v, v) described after Theorem 3.1 is unique and for any initial condi-
tion w =W ′ ∈ H′ satisfying one of conditions (3.1),(3.2), and (3.3), the distribution
of the random velocity profile at time n weakly converges to the unique stationary
distribution on H′(v, v) as n → ∞, in the local uniform topology. However, our
approach does not produce any convergence rate estimates.
We also note that, due to Lemma 2.2, proving uniform convergence in this the-
orem amounts to proving pointwise convergence.
We prove Theorems 3.1 and 3.2 in Section 11 using thermodynamic limits for
directed polymers that we introduce next.
4. Directed polymers
Our analysis of the Burgers equation is based on several new results concern-
ing directed polymers and their thermodynamic limits. We provide the necessary
background and state those results in this section.
Directed polymers in random environment are a class of random media models
given by random Boltzmann–Gibbs distributions on paths with (i) free measure
describing classical random walks and (ii) the energy function given by the potential
accumulated from the random environment by the random walk.
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In the Burgers equation context, the directed polymers emerge naturally through
the Feynman–Kac formula (2.7). It can be understood as integration over the space
of paths endowed with appropriate polymer measures.
Namely, for any m,n ∈ Z with m < n and any x, y ∈ R, we can introduce the
point-to-point polymer measure µm,nx,y,ω via its density
pm,nx,y,ω(xm, . . . , xn) =
∏n−1
k=m
[
g2κ(xk+1 − xk)e−
Fk(xk)
2κ
]
Zm,nx,y,ω
,
with respect to δx×Lebn−m−1× δy, where Leb is the Lebesgue measure on R. The
random normalizing quantity Zm,nx,y,ω in this formula has been defined in (2.8). It
is called the point-to-point partition function. The random measure µm,nx,y,ω can be
viewed as the Gibbs measure obtained from the Gaussian random walk connecting x
to y over time interval [m,n]Z = [m,n]∩Z, by reweighting paths using the potential
energy function
(4.1) Hm,nω (xm, . . . , xn) =
n−1∑
k=m
Fk,ω(xk), (xm, . . . , xn) ∈ Rn−m+1,
and temperature 2κ. Note the asymmetry in the definition of Hm,nω : we have to
include k = m, but exclude k = n. All our results on polymer measures are proved
for this choice of path energy, but it is straightforward to obtain their counterparts
for the version of energy where k = m is excluded and k = n is included.
In our notation for partition functions, we omit the dependence on κ. In fact,
in the remaining part of the paper, we will always assume κ = 1/2 to make the
notation lighter. Adaptation of all the statements and proofs to the general κ > 0
is straightforward. We also often omit the ω argument in all the notations used
above and often write Zm,n(x, y) for Zm,nx,y .
The polymer density can also be expressed as
pm,nx,y,ω(xm, . . . , xn) =
(2pi)−(n−m)/2e−A
m,n
ω (xm,...,xn)
Zm,nx,y,ω
,
where the total action
(4.2) Am,nω (xm, . . . , xn) = H
m,n
ω (xm, . . . , xn) + I
m,n(xm, . . . , xn)
is defined via the potential energy introduced in (4.1) and the kinetic energy:
Im,n(xm, . . . , xn) =
1
2
n−1∑
k=m
(xk+1 − xk)2.
Asymptotic properties of directed polymer models similar to ours have been
extensively studied in the literature, see, e.g., surveys [CSY04], [dH09], [Gia07].
Here, we will mention only results most tightly related to ours.
One of our first results is the existence of the infinite volume quenched density
of the free energy:
Theorem 4.1. There is a constant α0 ∈ R such that for any v ∈ R,
lnZ0,n0,nv
n
a.s.−→ α0 − v
2
2
, n→∞.
We prove it in Section 6 after providing some useful properties of partition func-
tions in Section 5. The quadratic term − v22 comes from the shear-invariance sym-
metry (see (2.10)) of our model.
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The existence of infinite volume normalized quenched free energy has been ob-
tained for a variety of polymer models using subadditivity arguments, see [CH02],
[CSY03], [Var07], [CFNY15], for lattice polymers under various assumptions and
[CY05], [CC13], [CY13] for some continuous models. Variational characterizations
of the free energy in terms of auxiliary skew-invariant functions (cocycles) were
developed in [Yil09], [RAS14], [RASY13], [GRAS16], [RSY16].
Concentration inequalities for the finite volume free energy have been obtained
for several polymer models, see, e.g., [Mej04], [CH04], [RT05]. These estimates
also imply that the fluctuation of the quenched energy for polymer of length n
are (roughly) bounded by n1/2 and the typical transversal fluctuations for polymer
paths themselves in those settings are smaller than (roughly) n3/4, although it is
believed that for a large class of models including ours (KPZ universality class,
see, e.g., [Cor12]), the true scalings are n1/3 and n2/3, respectively. We prove new
concentration inequalities for our model. Their statements, related results, and
proofs are given in Section 8.
In the proof of concentration inequalities and throughout the rest of the paper
we heavily use the 1-dimensional character of the model. More specifically, in
Section 7 we prove monotone dependence of point-to-point polymer measures on
the endpoints, along with several other monotonicity results.
In Section 9, we use the concentration inequalities obtained in Section 8 to derive
so-called δ-straightness which in turn is then used to prove tightness of sequences
of polymer measures. In Section 10, we study the thermodynamic limit for polymer
measures. Namely, we use tightness to construct infinite volume polymer measures
as limits of finite volume ones and prove a uniqueness statement. These infinite
volume polymer measures will be used in Section 11 to construct global solutions of
the Burgers equation and prove their uniqueness and pullback attraction property.
The notion of δ-straightness goes back to [New95]. It can be derived from the
concentration of finite volume free energy and the uniform curvature assumption
on the shape function, introduced in [New95]. It was later used in [LN96], [HN01],
[Wu¨t02], [FP05], [CP11], [BCK14] and [Bak16] in the context of optimal paths
in random environments. In these papers, either the curvature assumption was
assumed (as in [LN96]) or the shape functions were explicitly known so that the
curvature assumption was satisfied.
To state the thermodynamic limit results precisely, we need some notation.
For every m,n ∈ Z satisfying m < n, we denote the set of all paths γ : {m,m+
1, . . . , n} → R by Sm,n. If in addition a point x ∈ R is given, then Sm,nx,∗ denotes
the set of all such paths that satisfy γm = x. If n = ∞, then we understand the
above spaces as the spaces of one-sided semi-infinite paths.
If points x, y ∈ R are given, then Sm,nx,y denotes the set of all such paths that
satisfy γm = x and γn = y. The random point-to-point polymer measure µ
m,n
x,y =
µm,nx,y,ω is concentrated on S
m,n
x,y for all ω ∈ Ω.
We call a measure µ on Sm,nx,∗ a polymer measure if there is a probability mea-
sure ν on R such that µ = µm,nx,ν , where
µm,nx,ν =
∫
R
µm,nx,y ν(dy).
We call ν the terminal measure for µ = µm,nx,ν . It is also natural to call µ a point-to-
measure polymer measure associated to x and ν. Later we will also introduce and
study a related notion of point-to-line polymer measure.
For every (m,x) ∈ Z × R, we denote by Sm,+∞x the set of paths y : {m,m +
1,m+ 2, . . .} → R such that ym = x.
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A measure µ on Sm,+∞x is called an infinite volume polymer measure if for
any n ≥ m the projection of µ on Sm,nx,∗ is a polymer measure. This condition is
equivalent to the Dobrushin–Lanford–Ruelle (DLR) condition on the measure µ.
We will need the notions of the law of large numbers (LLN) and the strong law
of large numbers (SLLN) for polymer measures. We begin with SLLN. For every
(m,x) ∈ Z× R and every v ∈ R, we denote
Sm,+∞x (v) =
{
γ ∈ Sm,+∞x : limn→∞
γn
n
= v
}
and say that the strong law of large numbers (SLLN) with slope v ∈ R holds for a
measure µ on Sm,+∞x if µ(S
m,+∞
x (v)) = 1.
We say that LLN with slope v ∈ R holds for a sequence of Borel measures (νn)
on R if for all δ > 0,
lim
n→∞ νn([(v − δ)n, (v + δ)n]) = 1.
Finally, for any (m,x) ∈ Z × R, we say that a measure µ on Sm,+∞x satisfies LLN
with slope v if the sequence of its marginals νk(·) = µ{γ : γk ∈ ·} does.
We denote by Pm,+∞x (v) the set of all polymer measures on Sm,+∞x satisfying
SLLN with slope v. The set of all polymer measures on Sm,+∞x satisfying LLN with
slope v is denoted by P˜m,+∞x (v). These sets are random since they depend on the
realization of the environment, but we suppress the dependence on ω ∈ Ω in this
notation.
Theorem 4.2. Let v ∈ R. Then there is a set Ωv ∈ F and such that
1. P(Ωv) = 1.
2. For all ω ∈ Ωv and all (m,x) ∈ Z × R, there is a polymer measure µm,+∞x (v)
such that
Pm,+∞x (v) = P˜m,+∞x (v) = {µm,+∞x (v)}.
The finite-dimensional distributions of µm,+∞x (v) are absolutely continuous.
3. For all ω ∈ Ωv, all (m,x) ∈ Z × R, and for every sequence of measures (νn)
satisfying LLN with slope v, finite-dimensional distributions of µm,nx,νn converge
to µm,+∞x (v) in total variation.
In other words, with probability one, there is a unique infinite volume polymer
measure with prescribed endpoint and slope. Moreover, this infinite volume mea-
sure can be obtained via a thermodynamic limit, i.e., as a limit of finite volume
polymer measures.
A similar result was obtained in [GRASY15] for a model called log-gamma poly-
mer. Log-gamma polymer describes a random walk in a certain random potential
on the lattice Z2. Compared to that model, the one that we study has several fea-
tures that make the analysis harder. Namely, in our model, the space is continuous
and the increments of the polymer paths are not uniformly bounded. Moreover,
our model does not give rise to explicit computations that are possible for the log-
gamma polymer, so we have to rely only on estimates. Of course, a very useful
feature of our model is that the free energy function is exactly computed in Theo-
rem 4.1 (except an unknown additive constant), it is quadratic and thus strongly
convex.
Note that we prove the thermodynamic limit not just for point-to-point poly-
mers, but also for more general point-to-measure polymers. This can be done for
gamma-polymers as well. In [GRASY15] similar results on point-to-line polymers
are established for terminal conditions on the line given by a linear tilt function.
Our results on pullback attraction in Section 11 allow to state a version of such a
14 YURI BAKHTIN AND LIYING LI
result in our setting, with more general tilt functions that are required to be only
asymptotically linear.
Tightly connected to the thermodynamic limit results in [GRASY15] are results
on the limits of ratios of partition functions. Logarithms of these limiting ratios
are polymer counterparts of Busemann functions that compare actions of infinite
geodesics to each other in zero temperature models such as first passage percolation
(FPP), last passage percolation, or zero-viscosity Burgers equation, see [HN01],
[CP12], [BCK14],[Bak16], [GRAS16], [GRS15], [DH14], [DH17] and [AHD15], which
is a recent survey on FPP. In [GRAS16] and [RSY16] a variational approach to ratios
of partition functions is described. It should be noted that in [GRS15] and [DH14],
[DH17], some differentiablity assumptions on the shape function were used to study
the semi-infinite geodesic and the Busemann function.
We also prove a result on limits of partition function ratios for our model:
Theorem 4.3. For every v ∈ R, there is a full measure set Ω′v such that for all
ω ∈ Ω′v, for all (n1, x1), (n2, x2) ∈ Z×R , and for every sequence of numbers (yN )
with lim
N→∞
yN/N = v, we have
lim
N→∞
Zn1,Nx1,yN
Zn2,Nx2,yN
= G,
where G = Gv,ω(n1, x1, n2, x1) ∈ (0,∞) does not depend on the sequence (yN ).
This theorem along with some related and more general results is proved in Sec-
tion 11. In fact, we also prove convergence of logarithmic derivatives of partition
function ratios. This extension is nontrivial but useful in our space-continuous set-
ting since, due to the Hopf–Cole transformation, solutions of the Burgers equation
can be expressed through these logarithmic derivatives. In particular, this enables
us to obtain in Section 11 our main 1F1S results on global solutions of the Burgers
equation stated in Section 3.
For these results, we need to work with time-reversed polymer measures on paths
that are defined down to −∞ in time. The subtlety here is that our results on for-
ward polymer measures are not absolutely equivalent to those for backward polymer
measures due to the slight asymmetry in the definition of the energy function Hm,nω .
However, these results (and their proofs) are straightforward modifications of each
other, and we often find it practical to ignore the difference between them.
In Section 12, we use the result on convergence of partition function ratios to
derive a version of hyperbolicity property for the positive temperature polymer
case. Namely, we show that the marginals of any two polymer measures with the
same slope are asymptotic to each other:
Theorem 4.4. Let v ∈ R. On a full measure event Ω′v, for any (n1, x1), (n2, x2) ∈
Z× R, we have
lim
N→∞
‖µn1,+∞x1 (v)pi−1N − µn2,+∞x2 (v)pi−1N ‖TV = 0,
where µpi−1N is the projection of a measure µ on N -th coordinate and ‖·‖TV denotes
the total variation distance.
In fact, we prove a time-reversed version of this result in Section 12.
Since the marginals µni,+∞xi (v)pi
−1
N define the entire measure µ
ni,+∞
xi (v) uniquely
due to the Markovian character of nearest neighbor interactions encoded in the
action functional, a stronger statement on overlap of measures on paths also follows
immediately.
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5. Properties of the partition function
We recall that throughout the paper, the reasoning does not depend on the
viscosity value, so from now on we set κ = 1/2 for brevity. Under this convention,
2κ = 1, so we will often work with Gaussian kernel g(·) = g1(·).
Let us denote Zn(y) = Z0,n(0, y) for brevity. The following lemma states how
distributional properties of partition functions behave under shear transformations
of space-time. We write
d
= to denote identity in distribution.
Lemma 5.1. For any m,n ∈ Z satisfying m < n and any points x, y ∈ R,
Zn+l,m+l(x+∆, y +∆)
d
= Zn,m(x, y).
Also, for any v ∈ R,
Zn(vn)
d
= e−
v2
2 nZn(0).
Proof: The first statement of the lemma follows from the space-time stationarity
of F . For the second claim, let us make a change of variables xk = x
′
k + kv for
k = 0, . . . , n in (2.8), to obtain the following integral (x0 = 0 and xn = vn are
fixed, i.e., x′ = 0 and x′n = 0 are fixed):
Zn(vn) =
∫
R
· · ·
∫
R
n−1∏
k=0
[g(x′k+1 − x′k + v)e−Fk(x
′
k+kv)]dx′1 . . . dx
′
n−1
d
=
∫
R
· · ·
∫
R
n−1∏
k=0
[g(x′k+1 − x′k + v)e−Fk(x
′
k)]dx′1 . . . dx
′
n−1(5.1)
due to the i.i.d. property and the spatial stationarity of F . Now notice that
n−1∏
k=0
g(x′k+1 − x′k + v) =
1
(2pi)n/2
e−
1
2
∑n−1
k=0 (x
′
k+1−x′k+v)2
=
1
(2pi)n/2
e−
1
2
∑n−1
k=0 (x
′
k+1−x′k)2−v
∑n−1
k=0 (x
′
k+1−x′k)−n2 v2
= e−
v2
2 n
n−1∏
k=0
g(x′k+1 − x′k)
since
n−1∑
k=0
(x′k+1 − x′k) = x′n − x′0 = 0.
Plugging this into (5.1), we obtain
Zn(vn)
d
= e−
v2
2 n
∫
R
· · ·
∫
R
n−1∏
k=0
[g(x′k+1 − x′k)e−Fk(x
′
k)]dx′1 . . . dx
′
n−1 = e
− v22 nZn(0),
and the proof is completed. ✷
It is easy to extend this proof and obtain a more general lemma on shift-
invariance and shear-invariance. To state this result, in addition to the existing
notation θn,x and Lv for transformations of the probability space, we define trans-
formations of Z× R:
θn,x(m, y) = (m− n, y − x), Lv(m, y) = (m, y −mv).
Throughout the paper we write Pf−1 to denote the pushforward of a measure P
under a map f .
Lemma 5.2. The following holds true:
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(1) Let (n, x), (m, y) ∈ Z× R. Then, for all ω ∈ Ω,
µn,m+nx,y+x,ωθ
−1
n,x = µ
0,m
0,y,θn,xω .
(2) Let Zv(n) = e
v2
2 nZn(vn), n ∈ N, v ∈ R. Then the distribution of the
process Zv(·) does not depend on v.
(3) For every n ∈ N, the process Z¯n(x) = e x
2
2nZn(x), x ∈ R, is stationary in x.
(4) Let n ∈ N, v ∈ R. Then, for all ω ∈ Ω,
µ0,n0,nv,ωL
−1
v = µ
0,0
0,0,Lvω .
Lemma 5.3. For any m,n ∈ Z satisfying m < n and any x, y ∈ R,
EZm,n(x, y) = λn−mgn−m(y − x),
where λ = Ee−F0(0) <∞ according to (A4).
Proof: We can use Fubini’s theorem and the i.i.d. property of (Fk) to write
EZm,n(x, y) =
∫
R
· · ·
∫
R
n−1∏
k=m
[g(xk+1 − xk)Ee−Fk(xk)]dxm+1 . . . dxn−1
= λn−mgn−m(y − x),
where we also used the convolution property of Gaussian densities. ✷
Lemma 5.4. Let m < n. For all ω, the point-to-point partition function Zm,n(x, y)
is C∞ in y and as smooth as Fm(x) in x. Moreover, partial derivatives of Zm,n(x, y)
can be obtained by differentiation under the integral in (2.8).
Proof: If n−m = 1, the claim is obvious. If n−m ≥ 2, it suffices to show that
eFm(x)Zm,n(x, y) =
∫
f(x, y, xm+1, . . . , xn−1) dxm+1 . . . dxn−1
is smooth in x and y, where
f(x, y, xm+1, . . . , xn−1) = e−
1
2 (x−xm+1)2− 12 (xn−1−y)2
n−1∏
k=m+1
e−
1
2 (xk+1−xk)2−Fk(xk).
By (2.9), we can find a constant c such that if m+ 1 ≤ k ≤ n − 1, then |Fk(z)| ≤
c(|z|+ 1) for all z. The lemma follows from∫ ∣∣∣∣ ∂i∂xi ∂j∂yj f(x, y, xm+1, . . . , xn−1)
∣∣∣∣ dxm+1 . . . dxn−1
≤
∫
cicj
(|x− xm+1|i + 1)(|y − xn−1|j + 1)
· e− 12 (x−xm+1)2− 12 (xn−1−y)2
n−1∏
k=m+1
e−
1
2 (xk+1−xk)2+c(|xk|+1) dxm+1 . . . dxn−1 <∞,
where ci are absolute constants. ✷
As a corollary, we have
Lemma 5.5. Let m,n > k. Then Zk,m(x, y)/Zk,n(x, z) is C∞ in x, y and z.
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6. The shape function or free energy density
The goal of this section is to study the linear growth of lnZm,n(x, y) over long
time intervals. It is useful to introduce an auxiliary function
Zm,n∗ (x, y) = min|∆x|,|∆y|<1/2
Zm,n(x+∆x, y +∆y).
Lemma 6.1. The process Z∗ is super-multiplicative, i.e.,
Zn1,n3∗ (x, z) ≥ Zn1,n2∗ (x, y)Zn2,n3∗ (y, z).
Equivalently, lnZ∗ is super-additive, i.e.,
lnZn1,n3∗ (x, z) ≥ lnZn1,n2∗ (x, y) + lnZn2,n3∗ (y, z).
Proof: Let |x′ − x|, |z′ − z| < 1/2. Then
Zn1,n3(x′, z′) =
∫
y′∈R
Zn1,n2(x′, y′)Zn2,n3(y′, z′)dy′
≥
∫
y′:|y′−y|<1/2
Zn1,n2(x′, y′)Zn2,n3(y′, z′)dy′
≥ Zn1,n2∗ (x, y)Zn2,n3∗ (y, z),
and the lemma follows. ✷
Lemma 6.2. For any v ∈ R, there is α(v) ∈ R such that
lnZ0,n∗ (0, nv)
n
a.s.−→α(v), n→∞.
Proof: Due to Lemma 6.1 and Kingman’s sub-additive ergodic theorem, it
suffices to check that for every v ∈ R, there is C(v) > 0 such that
E lnZ0,n∗ (0, nv) < C(v)n, n ∈ N.
This follows from Jensen’s inequality and Lemma 5.3:
E lnZ0,n∗ (0, nv) ≤ lnEZ0,n(0, nv) ≤ n lnλ−
(nv)2
2n
− 1
2
ln(2pi)− 1
2
lnn,
and the proof is completed. ✷
Lemma 6.3. For any v ∈ R,
lnZ0,n(0, nv)
n
a.s.−→α(v), n→∞,
where α(v) has been introduced in Lemma 6.2.
Proof: Due to Lemma 5.2, it is sufficient to prove the lemma for v = 0.
Lemma 6.2 and the inequality Z0,n(0, 0) ≥ Z0,n∗ (0, 0) imply that it suffices to check
(6.1) lim sup
n→∞
(
lnZ0,n(0, 0)
n
− lnZ
0,n
∗ (0, 0)
n
)
≤ 0.
For this, we need to see that Z0,n(0, 0)/Z0,n∗ (0, 0) is bounded by a function that
grows sub-exponentially in n.
First we note that there is q > 0 such that
(6.2) lim inf
n→∞
Z0,n∗ (0, 0)
qn
a.s.
> 0.
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To see this, it is sufficient to notice that for every x, y ∈ [−1/2, 1/2],
Z0,n(x, y) ≥
∫
[−1/2,1/2]
. . .
∫
[−1/2,1/2]
g¯ne−
∑n−1
k=0 F¯kdx1 . . . dxn−1,
where
g¯ = g(1) = min
|z1|,|z2|<1/2
g(z1 − z2),
F¯k = max|z|<1/2
Fk(z), k ≥ 0,
and apply the SLLN to the partial sums of i.i.d. sequence (F¯k)k≥0.
To compare Z0,n(0, 0) to Z0,n∗ (0, 0), let us take rn = n3/4, introduce sets A−1 =
A−1(n) = (−∞, rn], A0 = A0(n) = [−rn, rn], A1 = A1(n) = [rn,∞), and write
Z0,n(0, 0) =
∑
i,j∈{−1,0,1}
Bnij(0, 0),
where
Bnij(x, y) =
∫
x1∈Ai
∫
xn−1∈Aj
Z0,1(x, x1)Z
1,n−1(x1, xn−1)Zn−1,n(xn−1, y)dx1dxn−1.
We need to estimate Bnij(0, 0)/Z
0,n
∗ (0, 0) = Bnij(0, 0)/Z
0,n(x∗, y∗), where points
x∗ and y∗ provide minimum in the definition of Z
0,n
∗ (0, 0).
Let us estimate Bn11(0, 0) and B
n
10(0, 0) first.
By the Fubini theorem and the convolution property of Gaussian densities,
E[Bn11(0, 0)+B
n
10(0, 0)] ≤ λn
∫
A1
∫
A1∪A0
g(x1)gn−2(xn−1−x1)g(−xn−1) dx1 dxn−1.
Since gn−2(z) ≤ 1 for all z ∈ R and g is a probability density, we conclude that
E[Bn11(0, 0) +B
n
10(0, 0)] ≤ λn
∫
A1
∫
A0∪A1
g(x1)g(−xn−1) dx1 dxn−1
≤ λn
∫
A1
g(x) dx ≤ λnP{N > rn} ≤ λn 1
(2pi)1/2rn
e−r
2
n/2,
where N is a standard Gaussian random variable.
So, for any ρ > 0,
P{Bn11(0, 0) +Bn10(0, 0) > ρn} ≤ ρ−nE[Bn11(0, 0)+Bn10(0, 0)] ≤
λn
ρn
1
(2pi)1/2rn
e−r
2
n/2.
Here, the last factor decays super-exponentially, and the Borel–Cantelli Lemma
implies that for any ρ > 0,
(6.3) lim
n→∞
Bn11(0, 0) + B
n
01(0, 0)
ρn
a.s.
= 0.
Combining (6.3) with (6.2) and applying the same reasoning to all terms Bnij with
|i|+ |j| 6= 0, we obtain
(6.4) lim
n→∞
∑
|i|+|j|6=0B
n
ij(0, 0)
Z0,n∗ (0, 0)
a.s.
= 0.
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It remains to estimate B00(0, 0):
Bn00(0, 0)
Z0,n(x∗, y∗)
≤ B
n
00(0, 0)
Bn00(x∗, y∗)
≤ max
x1,xn−1∈A0(n)
Z0,1(0, x1)Z
n−1,n(xn−1, 0)
Z0,1(x∗, x1)Zn−1,n(xn−1, y∗)
≤ max
x1,xn−1∈A0(n)
g(x1)e
−F0(0)g(−xn−1)e−Fn−1(xn−1)
g(x1 − x∗)e−F0(x∗)g(y∗ − xn−1)e−Fn−1(xn−1)
≤ max
x1,xn−1∈A0(n)
e−F0(0)+F0(x∗)e(x
2
∗+y
2
∗)/2e−x∗x1−y∗x2
≤ C1(ω)ern(6.5)
for some random constant C1(ω) and all n ≥ 2.
Combining (6.4) and (6.5), we obtain (6.1) and finish the proof of Lemma 6.3.✷
Theorem 6.1. There is a constant α0 ∈ R such that for any v ∈ R,
lim
n→∞
lnZn(vn)
n
a.s.
= α0 − v
2
2
,
i.e., the shape function α(·) introduced in Lemmas 6.2 and 6.3, satisfies
α(v) = α0 − v
2
2
.
Proof: The theorem follows directly from Lemmas 6.3 and 5.2. ✷
7. Monotonicity
The order on the real line plays an important role in our analysis. The goal
of this section is to establish monotonicity of polymer measures with respect to
endpoints, along with some related results. We begin with an auxiliary lemma on
a monotonicity property of the Gaussian kernel.
Lemma 7.1. Suppose ν is a Borel σ-finite measure such that
Z(x) =
∫
R
g(z − x)ν(dz)
is finite for all x ∈ R, and let
G(x, y) =
∫
(−∞,y] g(z − x)ν(dz)
Z(x)
, x, y ∈ R.
Then G(x, y) is nondecreasing in y. If ν{(y,∞)} > 0 and ν{(−∞, y]} > 0, then
G(x, y) is strictly decreasing in x.
Proof: The monotonicity in y is obvious. Due to
1
G(x, y)
=
∫
R
g(z − x)ν(dz)∫
(−∞,y] g(z − x)ν(dz)
= 1 +
∫
(y,∞) g(z − x)ν(dz)∫
(−∞,y] g(z − x)ν(dz)
,
it remains to prove that for all z ∈ (y,∞),
H(x, y, z) =
∫
(−∞,y] g(z
′ − x)ν(dz′)
g(z − x)
decreases in x. We rewrite
H(x, y, z) =
∫
(−∞,y]
e
−(x−z′)2+(x−z)2
2 ν(dz′) = ez
2/2
∫
(−∞,y]
ex(z
′−z)− z′22 ν(dz′).
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Since z′ − z < 0, the integrand ex(z′−z)− z′22 decreases in x and so does the integral
on the right-hand side. ✷
For any d ∈ N, we denote by  the natural partial order on Rd, i.e., we write
x  y iff xk ≤ yk for all k = 1, . . . , d. A function f : Rd → R is coordinatewise
nondecreasing if x  y implies f(x) ≤ f(y). For two Borel probability measures
ν1, ν2 on R
d, we write ν1  ν2 (and say that ν1 is stochastically dominated by ν2)
iff for any bounded coordinatewise nondecreasing function f : Rd → R∫
Rd
f(x)ν1(dx) ≤
∫
Rd
f(x)ν2(dx).
For d = 1, ν1  ν2 is equivalent to ν1{(−∞, x]} ≥ ν2{(−∞, x]} for all x ∈ R. There
is also a coupling characterization of stochastic dominance usually called Strassen
monotone coupling theorem (see Theorems 7 and 11 in [Str65] and a discussion
in [Lin99]). To state this theorem and our results on stochastic dominance, we
introduce notation that will be used in various contexts throughout the paper: we
use pikx to denote the k-th coordinate of x, where x is either a vector or an infinite
sequence. We also use pim,nx = (xm, . . . , xn).
Lemma 7.2 (Monotone coupling). Borel measures ν1, . . . , νn on R
d satisfy ν1 
. . .  νn iff there is a measure ν on (Rd)n such that νk is the k-th marginal of ν,
i.e., νk = νpi
−1
k , k = 1, . . . , n, and
ν{(x(1), . . . , x(n)) ∈ (Rd)n : x(1)  . . .  x(n)} = 1.
Lemma 7.3. Let x ≤ x′. Then for any m,n with m < n, any y ∈ R, and all ω,
the polymer measure µm,nx,y is stochastically dominated by µ
m,n
x′,y .
Proof: The reasoning does not depend on m, so we set m = 0 for brevity. We
prove by induction in k that for all x < x′ and for any k ∈ (0, n) ∩ N, there is a
measure νk on (R
k)2 such that
νk(· × Rk) = µ0,nx,ypi−11,k,
νk(R
k × ·) = µ0,nx′,ypi−11,k,
and
(7.1) νk{(x, x′) : x  x′} = 1.
In particular, taking k = n− 1 we obtain the conclusion of the lemma.
Let us check the case k = 1 first.
µ0,nx,ypi
−1
1
(
(−∞, r]) = 1
Z0,nx,y
∫
(−∞,r]
Z0,1x,sZ
1,n
s,y ds =
∫
(−∞,r] g(s− x)e−F0(x)Z1,ns,y ds∫
R
g(s− x)e−F0(x)Z1,ns,y ds
=
∫
(−∞,r] g(s− x)Z1,ns,y ds∫
R
g(s− x)Z1,ns,y ds
.
Introducing ν(ds) = Z1,ns,y ds, we can apply Lemma 7.1 to see that µ
0,n
x,ypi
−1
1
(
(−∞, r])
is decreasing in x. Therefore µ0,nx,ypi
−1
1  µ0,nx′,ypi−11 for x < x′, which finishes the
argument for the basis of induction.
Suppose for k ≥ 1 the desired νk have been constructed. We will construct νk+1
using νk. The basis of induction (the claim for 1-dimensional marginals) implies
that for any z, z′ ∈ R satisfying z ≤ z′, there is a measure νz,z′ on R×R such that
νz,z′(· × R) = µk,nz,y pi−1k+1(·),
νz,z′(R× ·) = µk,nz′,ypi−1k+1(·),
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and νz,z′{(w,w′) : w ≤ w′} = 1. Then the measure νk+1 defined by
νk+1
(
(A1 × · · · ×Ak+1)× (A′1 × · · · ×A′k+1)
)
=
∫
xi∈Ai,x′i∈A′i,i≤k
νk
(
dx1, ..., dxk, dx
′
1, ..., dx
′
k
)
νxk,x′k
(
Ak+1 ×A′k+1
)
satisfies (7.1) with k replaced by k + 1. To see that νk+1 has correct marginals, it
suffices to notice that from the definition of polymer measures, we have
µ0,nx,y(A1 × · · · ×An−1) =
∫
xi∈Ai,i≤k
µ0,nx,ypi
−1
1,k(dx1, ..., dxk)µ
k,n
xk,y(Ak+1 × · · · ×An−1)
for any x, y and k ≤ n− 1. ✷
One can also easily obtain a time-reversed version of Lemma 7.3:
Lemma 7.4. Let y ≤ y′. Then for any m,n with m < n, any x ∈ R, and all ω,
the polymer measure µm,nx,y is stochastically dominated by µ
m,n
x,y′ .
We can now state the main result of this section. It easily follows from Lem-
mas 7.2, 7.3, and 7.4.
Lemma 7.5 (Main monotonicity lemma). The following holds for all ω ∈ Ω:
1. Let x ≤ x′ and y ≤ y′. Then for any m,n with m < n, the polymer measure
µm,nx,y is stochastically dominated by µ
m,n
x′,y′ .
2. If two distributions ν1, ν2 on R satisfy ν1  ν2, then, for any x ∈ R and any
m,n ∈ Z satisfying m ≤ n, we have µm,nx,ν1  µm,nx,ν2 .
3. If x ≤ x′, then for any distribution ν on R and any m,n ∈ Z satisfying m ≤ n,
we have µm,nx,ν  µm,nx′,ν .
8. Concentration inequality for free energy
The aim of this section is to prove a concentration inequality of the free energy
around its asymptotic value. It is natural to expect that our model belongs to the
KPZ universality class. In particular, the fluctuations of lnZn around the mean
are expected to be of order nχ, where χ = 1/3. The main result of this section may
be interpreted as χ ≤ 1/2.
Theorem 8.1. There are positive constants c0, c1, c2, c3 such that for all v ∈ R, all
n > c0 and all u ∈ (c3n1/2 ln3/2 n, n lnn],
P{| lnZn(0, vn)− α(v)n| > u} ≤ c1 exp
{
−c2 u
2
n ln2 n
}
.
The right endpoint of the interval of applicability of this inequality is chosen
to be n lnn. In fact, similar inequalities with appropriate adjustments hold for
different choices of the right endpoint.
Due to the invariance under shear transformations (Lemma 5.2), it suffices to
prove this theorem for v = 0. The proof can be divided into two steps: the first
step is Lemma 8.1, where we obtain a concentration expectation of lnZn around its
expectation E lnZn using Azuma’s inequality after certain truncation; the second
step is to estimate the speed of convergence, i.e., how far E lnZn deviates from the
linear function α0n, using Lemmas 8.11 and 8.12.
Such concentration inequalities have been proved for various FPP/LPP and
polymer models with different tails. The first such result appeared in [Kes93] on
FPP, with a tail of e−cu/
√
n. Using Talagrand’s inequality, this can be improved
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to e−cu
2/n. In [BKS03], the authors proved that for FPP with edge weight distri-
bution P(we = a) = P(we = b) = 1/2, the variance of lnZ
n is O( nlog n ), which is
sublinear. The result was later strengthened to a concentration inequality with a
tail e−cu
√
lnn/n for more general distributions, see [BR08] and [DHS14]. In [AZ13],
similar concentration inequality was obtained for a polymer model.
Our method in this section is more elementary and will not lead to a sharper
subgaussian concentration as mentioned above, but it is sufficient, in conjunction
with the convexity of the shape function, to help us to establish straightness esti-
mates in section 9. Moreover, in a forthcoming paper on the zero-temperature limit
of polymer measures, we strengthen our estimates proving a functional concentra-
tion inequality on the free energy process indexed by temperature (or viscosity) in
uniform topology.
Lemma 8.1. There are positive constants b0, b1, b2, b3 such that for all n ≥ b0 and
all u ∈ (b3, n lnn],
P{| lnZn − E lnZn| > u} ≤ b1 exp
{
−b2 u
2
n ln2 n
}
.
Here are some notational conventions. For a Borel set B ⊂ Rn−1, we define
Zn(B) =
∫
R×B×R
n−1∏
j=0
g(xj+1 − xj)e−Fj(xj)δ0(dx0)dx1...dxn−1δ0(dxn).
It is often practical to use the same description for events that are technically
defined on paths over different time intervals. To that end we introduce more
notation. We recall that pim,n denotes the restriction of a vector or sequence onto
the time interval [m,n]Z. For a Borel set D ⊂ R∞ = S−∞,∞∗,∗ , we define
µm,nx,y (D) = µ
m,n
x,y (pim,nD), Z
m,n
x,y (D) = Z
m,n(x, y,D) = Zm,nx,y µ
m,n
x,y (D).
For example, if m ≤ k ≤ l ≤ n and
D = {γ : γk ∈ Ak, . . . , γl ∈ Al},
then
Zm,nx,y (D) =
∫
xk∈Ak,...,xl∈Al
n−1∏
j=m
g(xj+1−xj)e−Fj(xj)δx(dxm)dxm+1...dxn−1δy(dxn).
If x = y = 0, then we write Zm,nx,y (D) = Z
m,n(D).
Lemma 8.2. There are constants β, r0, ρ0 ∈ (0, 1) such that for all n ∈ N and any
Borel set B that satisfies [0, 1]n−1 ⊂ B ⊂ Rn−1,
P {Zn(B) ≤ ρn} ≤ βn
(
ρ
ρ0
)nr0
, ρ > 0,
or, equivalently,
P {Zn(B) ≤ z} ≤ βn z
r0
ρnr00
, z > 0.
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Proof: For any ρ > 0,
P{Zn(B) < ρn}
≤P
{∫
R×[0,1]n−1×R
n−1∏
k=0
[g(xk+1 − xk)e−Fk(xk)]δ0(dx0)dx1 . . . dxn−1δ0(dxn) < ρn
}
≤P
{
gn(1)e−
∑n−1
k=0
F∗k (0) < ρn
}
≤ P
{
−
n−1∑
k=0
F ∗k (0) < n ln(ρg
−1(1))
}
.
Let us use the standard Crame´r large deviation approach. Taking any number
r > 0 and using the Markov inequality, we can write
P
{
−
n−1∑
k=0
F ∗k (0) < n ln
(
ρg−1(1)
)}
= P
{
−
n−1∑
k=0
(
F ∗k (0)− EF ∗k (0)
)
< n ln
(
ρg−1(1)eEF
∗
k (0)
)}
≤ exp
(
rn ln
(
ρg−1(1)eEF
∗
k (0)
))(
Eer
(
F∗0 (0)−EF∗0 (0)
))n
≤ exp
(
n
(
r ln(ρg−1(1)eEF
∗
k (0)) + Λ(r)
))
≤ exp
(
n
(
r ln(ρ0g
−1(1)eEF
∗
k (0)) + Λ(r)
))( ρ
ρ0
)nr
≤ enH(r,ρ0)
(
ρ
ρ0
)nr
,
where
Λ(r) = lnEer(F
∗
0 (0)−EF∗0 (0)), r ≤ η,
and
H(r, ρ0) = r ln(ρ0g
−1(1)eEF
∗
k (0)) + Λ(r), r, ρ0 > 0.
Here we use the assumption (A5). There is σ > 0 such that
Λ(r) =
σ2
2
r2 + o(r2), r→ 0.
Therefore, choosing ρ0 ∈ (0, 1) small enough to guarantee that
ρ0g
−1(1)eEF
∗
k (0) < 1,
and choosing r ∈ (0, 1) sufficiently small we guarantee that H(r, ρ0) < 0, and the
lemma follows. ✷
We recall the standard tail estimate for normal distribution:
Lemma 8.3. For any a, b > 0,∫
x≥b
e−
x2
a dx ≤ a
2b
e−
b2
a ;
∫
|x|≥b
e−
x2
a dx ≤ a
b
e−
b2
a .
Let
Γ(R) = {(x1, ..., xn−1) ∈ Rn−1 : |xi| ≤ Rn, i = 1, ..., n− 1}.
Lemma 8.4. There are constants R, r1 > 0 such that for sufficiently large n,
P
{
Zn(Γ(R)c)
Zn
> 2−n
}
≤ e−r1n,
or, in terms of polymer measures,
P
{
µ0,n0,0
{
γ : max
1≤k≤n−1
|γk| ≥ Rn
} ≥ 2−n} ≤ e−r1n.
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Proof: Suppose 1 ≤ k ≤ n− 1. By (A4) and the Fubini theorem,
E
∫
|y|≥Rn
Z0,k(0, y)Zk,n(y, 0)dy = λn
∫
|y|≥Rn
gk(y)gn−k(y)dy
= λn
∫
|y|≥Rn
1
2pi
√
k(n− k)e
− y22k− y
2
2(n−k) dy.
Since k(n− k) ≥ n− 1 and
y2
2k
+
y2
2(n− k) ≥
y2
n
,
we can continue the computation to find
E
∫
|y|≥Rn
Z0,k(0, y)Zk,n(y, 0)dy ≤ λ
n
2pi
√
n− 1
∫
|y|≥Rn
e−
y2
n dy ≤ λ
n
2piR
√
n− 1e
−R2n.
Then by Markov inequality,
P
{
Zn
(
Γ(R)c
) ≥ (ρ0
2
)n}
≤ EZ
n
(
Γ(R)c
)
(ρ0/2)n
≤ 1
(ρ0/2)n
n−1∑
k=1
E
∫
|y|≥Rn
Z0,k(0, y)Zk,n(y, 0)dy
≤ nλ
ne−R
2n
2piR
√
n− 1(ρ0/2)n
≤ e−θ1n
(8.1)
for some θ1 > 0 if R is chosen large enough. Now, taking ρ = ρ0 in Lemma 8.2, we
can find θ2 > 0 such that
P{Zn ≤ ρn0} ≤ e−θ2n,
and the lemma follows. ✷
Lemma 8.5. There is a constant d1 such that for any Borel set B that satisfies
[0, 1]n−1 ⊂ B ⊂ Rn−1,
E ln2 Zn(B) ≤ d1n2.
In particular, E ln2 Zn ≤ d1n2 for all n.
Proof: We will apply Lemma 8.2 to control ln2 Zn(B) when Zn(B) is small, and
when Zn(B) is large we will use Markov inequality. Taking any µ > λ∨ 1, we split
E ln2 Zn(B) into three parts
E ln2 Zn(B) = A1 +A2 +A3
= E ln2 Zn(B)1{Zn(B)≤ρn0 } + E ln
2 Zn(B)1{ρn0<Zn(B)<µn}
+ E ln2 Zn(B)1{Zn(B)≥µn}.
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Clearly A2 ≤ n2(ln2 ρ0 ∨ ln2 µ). To estimate A1, we apply Lemma 8.2:
E ln2 Z2(B)1{Zn(B)≤ρn0 } =
∞∑
m=0
E ln2 Zn(B)1{ρn0 2−m−1<Zn(B)≤ρn0 2−m}
≤
∞∑
m=0
ln2(ρn0 2
−m−1)P{Zn(B) ≤ ρn02−m}
≤
∞∑
m=0
(n ln ρ0 − (m+ 1) ln 2)2βn2−mr0
≤ βn
∞∑
m=0
2(n2 ln2 ρ0 + (m+ 1)
2 ln2 2)2−mr0 ≤ Cn2βn,
for some C > 0 and all n ∈ N. For A3, noting that Zn(B) ≤ Zn, we have
A3 ≤
∞∑
k=1
E
[
ln2 Zn(B)1{µnk≤Zn(B)<µn(k+1)}
] ≤ ∞∑
k=1
ln2 µn(k+1) P{Zn > µnk}
≤ n2
∞∑
k=1
(k + 1)2 ln2 µ · λ
n
µnk
≤ Cn2,
for some C > 0 and all n ∈ N, which completes the proof. ✷
Let us fix R ∈ N such that Lemma 8.4 holds and denote Zn(Γ(R)) by Z˜n.
Lemma 8.6. For some constant d2 > 0,
0 ≤ E lnZn − E ln Z˜n ≤ d2, n ∈ N.
Proof: The first inequality is obvious since Z˜n ≤ Zn. Let Λ = {Z˜n/Zn ≤
1 − 2−n}. By Lemma 8.4, P(Λ) ≤ e−r1n. We also have E ln2 Z˜n ≤ d1n2 and
E ln2 Zn ≤ d1n2 by Lemma 8.5. Therefore,
E lnZn − E ln Z˜n ≤ E(− ln(Z˜n/Zn)1Λc)+ E(| lnZn|+ | ln Z˜n|)1Λ
≤ − ln(1 − 2−n) +
√
2(E ln2 Zn + E ln2 Z˜n)
√
P(Λ)
≤ ln 2 +
√
4d1n2e−r1n ≤ d2,
and the lemma is proved. ✷
To obtain a concentration inequality for ln Z˜n, we will apply Azuma’s inequality:
Lemma 8.7. Let (Mk)0≤k≤N be a martingale with respect to a filtration (Fk)Nk=0.
Assume there are constants ck, 1 ≤ k ≤ N such that the increments ∆k = Mk −
Mk−1 satisfy
|∆k| ≤ c, k = 1, . . . , N.
Then
P {|MN −M0| ≥ x} ≤ 2 exp
( −x2
2Nc2
)
.
To apply the Azuma inequality, we need to introduce an appropriate martingale
with bounded increments. The modified partition function Z˜n depends only on
the potential process on {0, 1, . . . , n− 1} × [−Rn,Rn], and we need an additional
truncation of the potential on this set.
Let b > 4/η, where η is taken from condition (A5). For 0 ≤ k ≤ n − 1 and
x ∈ [−Rn,Rn], we define (suppressing the dependence on n for brevity)
ξk = max{F ∗k (j) : j = −Rn,−Rn+ 1, ..., Rn− 1}, k = 0, . . . , n,
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F¯k(x) =
{
0, ξk ≥ b lnn,
Fk(x), otherwise,
and, setting x0 = xn = 0,
Z˜n(F¯ ) =
∫
|xi|≤Rn
n−1∏
j=0
g(xj+1 − xj)e−F¯j(xj)dx1 . . . dxn−1.
Lemma 8.8. For sufficiently large n ∈ N, the following holds true:
E exp
(η
2
ξk1{ξk≥b lnn}
)
≤ 2,(8.2)
Eξk ≤ b lnn+ 4/η,(8.3)
P{| ln Z˜n − ln Z˜n(F¯ )| > x} ≤ 2e−ηx/2, x > 0,(8.4)
|E ln Z˜n − E ln Z˜n(F¯ )| ≤ 4/η.(8.5)
Proof: Since ξk is the maximum of 2Rn random variables with the same distri-
bution, we have
E exp
(η
2
ξk1{ξk>b lnn}
)
≤ 1 + Ee η2 ξk1{ξk>b lnn} ≤ 1 + E
Rn−1∑
j=−Rn
e
η
2F
∗
k (j)1{F∗k (j)>b lnn}
≤ 1 + 2RnEe η2F∗k (0)1{F∗k (0)>b lnn} ≤ 1 + 2Rn
EeηF
∗
k (0)
e
bη
2 lnn
≤ 1 + c
n
bη
2 −1
,(8.6)
where c = 2REeηF
∗
k (0) is a constant. Now (8.2) follows from b > 4/η.
If x > b lnn, then by Markov inequality and (8.2), we have
P{ξk ≥ x} ≤ P{ξk1{ξk≥b lnn} ≥ x} ≤ e−ηx/2E exp
(η
2
ξk1{ξk≥b lnn}
)
≤ 2e−ηx/2
for sufficiently large n. This implies (8.3):
Eξk ≤ b lnn+ Eξk1{ξk≥b lnn} ≤ b lnn+
∫ ∞
b lnn
P{ξk ≥ x} dx ≤ b lnn+ 4
η
.
It follows from the definition of Z˜(F¯ ) that
| ln Z˜n − ln Z˜n(F¯ )| ≤
n−1∑
k=0
ξk1{ξk>b lnn}.
By Markov inequality, the i.i.d. property of (ξk), and (8.6), we have
P
{
| ln Z˜n − ln Z˜n(F¯ )| > x
}
≤ P
{η
2
n−1∑
k=0
ξk1{ξk>b lnn} >
ηx
2
}
≤ e−ηx/2E exp
(η
2
n−1∑
k=0
ξk1{ξk>b lnn}
)
= e−ηx/2
(
E exp
(η
2
ξ01{ξ0>b lnn}
))n
≤ e−ηx/2(1 + c/nηb/2−1)n.
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Since b > 4/η, (8.4) follows. It immediately implies
|E ln Z˜n − E ln Z˜n(F¯ )| ≤ E| ln Z˜n − ln Z˜n(F¯ )|
=
∫ ∞
0
P{| ln Z˜n − ln Z˜n(F¯ )| > x} dx ≤ 4/η,
so (8.5) is also proved. ✷
Lemma 8.9. For all n ∈ N and x > 0,
P
{
| ln Z˜n(F¯ )− E ln Z˜n(F¯ )| > x
}
≤ 2 exp
{
− x
2
8nb2 ln2 n
}
.
Proof: Let us introduce the following martingale (Mk,Fk)−1≤k≤n−1:
Mk = E(ln Z˜
n(F¯ ) | Fk), −1 ≤ k ≤ n− 1,
where
F−1 = {∅,Ω}, Fk = σ
(
Fi(x) : 0 ≤ i ≤ k
)
, k = 0, . . . , n− 1.
If we can show that |Mk −Mk−1| ≤ 2b lnn, 0 ≤ k ≤ n − 1, then the conclusion of
the lemma follows immediately from Azuma’s inequality (Lemma 8.7).
For a process G¯, an independent distributional copy of F¯ , we define
Z˜n([F¯ , G¯]k) =
∫
|xi|≤Rn
k∏
i=0
g(xi+1 − xi)e−F¯i(xi)
·
n−1∏
i=k+1
g(xi+1 − xi)e−G¯i(xi)δ0(dx0)dx1 · · · dxn−1δ0(dxn).
Denoting by Pk the distribution of F¯k(·), we obtain
|Mk −Mk−1|
=
∣∣∣∣∣
∫
ln Z˜n([F¯ , G¯]k)
n−1∏
i=k+1
Pi
(
dG¯i
)− ∫ ln Z˜n([F¯ , G¯]k−1) n−1∏
i=k
Pi
(
dG¯i
)∣∣∣∣∣
≤
∫ ∣∣∣ ln Z˜n([F¯ , G¯]k)− ln Z˜n([F¯ , G¯]k−1)∣∣∣ n−1∏
i=k
Pi
(
dG¯i
)
≤
∫ (
sup
|x|≤Rn
|F¯k(x)| + sup
|x|≤Rn
|G¯k(x)|
) n−1∏
i=k
Pi
(
dG¯i
) ≤ 2b lnn,
since |F¯k(x)| and |G¯k(x)| are bounded by b lnn. This completes the proof. ✷
Proof of Lemma 8.1: Suppose u ∈ (3(d2 + 4/η + 3), n lnn], where d2 is
introduced in Lemma 8.6. Then
P
{| lnZn−E lnZn| ≥ u} ≤ P{| lnZn − ln Z˜n| ≥ 1}
+ P
{| ln Z˜n − ln Z˜n(F¯ )| ≥ u
3
}
+ P
{| ln Z˜n(F¯ )− EZ˜n(F¯ )| ≥ u
3
}
+ P
{|E ln Z˜n(F¯ )− E ln Z˜n| ≥ 4/η + 1}
+ P
{|E ln Z˜n − E lnZn| ≥ d2 + 1}.
By (8.5) and Lemma 8.6, the last two terms equal 0. By Lemma 8.4, we have
P
{| lnZn − ln Z˜n| ≥ | ln(1− 2−n)| } ≤ 2−r1n,
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which bounds the first term. The second term is bounded by 2e−ηu/6 by (8.4) and
the third term is bounded by 2e−u
2/72b2n lnn by Lemma 8.9. Combining all these
estimates together, we obtain
P
{| lnZn − E lnZn| ≥ u} ≤ 2−r1n + 2e−ηu6 + 2e− u272b2n ln2 n ≤ b1e−b2 u2n ln2 n ,
for some constants b1, b2 > 0, where in the last inequality we use u ≤ n lnn. ✷
To prove Theorem 8.1, we need to estimate |E lnZn − α0n|.
Lemma 8.10. There are constants R′, r2 > 0 such that for sufficiently large n,
P
{
µ0,n0,0{γ : |γk − γk+1| ≥ R′
√
n} ≥ 2−n
}
≤ e−r2n, 0 ≤ k ≤ n− 1.
Proof: Let Ak = {γ : |γk − γk+1| ≥ R′√n}. The random variables µ0,n0,0 (An−1)
and µ0,00,0(A0) are identically distributed. So let us assume k 6= 0.
By Markov inequality, for ρ0 defined in Lemma 8.2,
P
{
Z0,n0,0 (Ak) ≥
(ρ0
2
)n}
≤
( 2
ρ0
)n
EZ0,n0,0 (Ak)
≤
( 2
ρ0
)n
λn
∫
|xk−xk+1|≥R′
√
n
n−1∏
j=0
g(xj − xj+1)δ0(dx0)dx1 · · · dxn−1δ0(dxn)
≤
( 2
ρ0
)n
λn
1√
2pi
∫
|yk|≥R′√n
n−1∏
j=1
g(yj)dy1 · · · dyn−1
=
( 2
ρ0
)n
λn
1√
2pi
∫
|yk|≥R′
√
n
g(yk)dyk ≤
( 2
ρ0
)n
λn
1
2piR′
√
n
e−R
′2n/2 ≤ e−Cn
for some constant C > 0 and all n if R′ is chosen sufficiently large. Here, in the
third line, we use g(x0−x1) ≤ 1/
√
2pi and then a change of variables yi = xi−xi+1.
The lemma now follows from
P
{
µ0,n0,0 (Ak) ≥ 2−n} ≤ P
{
Z0,n0,0 ≤ ρn0
}
+ P
{
Z0,n0,0 (Ak) ≥
(ρ0
2
)n}
and Lemma 8.2. ✷
Lemma 8.11. There is positive constant b4 such that for sufficiently large n,
|E lnZ0,2n − 2E lnZ0,n| ≤ b4n1/2 ln2 n.
Proof: For R,R′ in Lemma 8.4 and Lemma 8.10, define
B = {γ : max
1≤i≤2n−1
|γi| ≤ 2Rn},
C = {γ : |γn − γn+1| ≤ R′
√
2n, |γn − γn−1| ≤ R′
√
2n}.
Using an argument similar to the proof of Lemma 8.6, we can obtain
(8.7) |E lnZ0,2n(B ∩ C)− E lnZ0,2n| ≤ d3,
for some constant d3. In fact, introducing Λ =
{
Z0,2n(B∩C)
Z0,2n ≤ 1− 3 · 2−n
}
, we can
write for large n:
E lnZ0,2n − E lnZ0,2n(B ∩ C)
≤E(− ln(Z0,2n(B ∩ C)/Z0,2n)1Λc)+ E(| lnZ0,2n(B ∩ C)|+ | lnZ0,2n|)1Λ
≤− ln(1− 3 · 2−n) +
√
2
(
ln2 Z0,2n(B ∩C) + ln2 Z0,2n)√P(Λ)
≤− ln(1− 3 · 2−n) +
√
4d1n2e−K2n ≤ d3,
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where in the last line we used Lemma 8.5 and the estimate P(Λ) ≤ e−K2n for some
constant K2 implied by Lemmas 8.4 and 8.10. Clearly, E lnZ
0,2n > E lnZ0,2n(B ∩
C), so (8.7) follows.
To prove the lemma, it is sufficient now to obtain upper and lower bounds on
E lnZ0,2n(B ∩C). First, we bound E lnZ0,2n(B ∩ C) from below. Since |γn| ≤ Rn
on B, we have
Z0,2n(B ∩C) ≥ Z0,2n(B ∩ C ∩ {γn ∈ [0, 1)}).
Let us now compare the action of every path γ in B∩C∩{γn ∈ [0, 1)} to the action
of the modified path γ¯ defined by γ¯n = 0 and γ¯j = γj for j 6= n. We recall that
action was defined in (4.2). Since |γn+1 − γn| ≤ R′
√
2n, |γn − γn−1| ≤ R′
√
2n, and
|γn| ≤ 1, we get
|A0,2n(γ)−A0,2n(γ¯)| ≤ 1
2
∣∣(γn+1 − γn)2 − γ2n+1 + (γn−1 − γn)2 − γ2n−1∣∣+ 2F ∗n(0)
≤ 2R′
√
2n+ 1 + 2F ∗n(0).
So, there is a constant K3 > 0 such that
(8.8) Z0,2n(B ∩ C) ≥ Z0,n(D−)Zn,2n(D+)e−K3
√
n−2F∗n(0),
where
D+ = {γ : |γn+1| ≤ R′
√
2n+ 1, |γi| ≤ 2Rn, n+ 1 ≤ i ≤ 2n− 1},
D− = {γ : |γn−1| ≤ R′
√
2n+ 1, |γi| ≤ 2Rn, 1 ≤ i ≤ n− 1}.
Similarly to (8.7), there is a constant d4 such that
|E lnZn(D+)− E lnZn| ≤ d4, |E lnZn(D−)− E lnZn| ≤ d4.
Combining this with (8.8), we obtain
E lnZ0,2n(B ∩ C) ≥ E lnZ0,n(D−) + E lnZn,2n(D+)−K3
√
n− 2EF ∗n(0)
≥ 2E lnZ0,n − 2d4 −K3
√
n− 2EF ∗n(0),
the desired lower bound.
Next, we bound E lnZ0,2n(B ∩ C) from above. Similarly to (8.8), we compare
actions of generic paths in B ∩ C to the actions of the modified paths that take
integer values at time n:
Z0,2n(B ∩ C) =
2Rn−1∑
k=−2Rn
Z0,2n(B ∩ C ∩ {γn ∈ [k, k + 1)})
≤
2Rn−1∑
k=−2Rn
Z0,n(0, k)Zn,2n(k, 0)eK3
√
n+2F∗n(k)
≤ 4Rnmax
k
[Z0,n(0, k)Zn,2n(k, 0)]eK3
√
n+2maxk F
∗
n(k),
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where the maxima are taken over −2Rn ≤ k ≤ 2Rn − 1. Taking logarithm and
then expectation of both sides, we obtain
E lnZ0,2n(B ∩ C)
≤ Emax
k
lnZ0,n(0, k) + Emax
k
lnZn,2n(k, 0) + ln(4Rn) +K3
√
n+ 2Emax
k
F ∗n(k)
≤ max
k
E lnZ0,n(0, k) + Emax
k
Xk +max
k
E lnZn,2n(k, 0) + Emax
k
Yk
+K4(lnn+
√
n+ 1)
≤ 2E lnZ0,n + E[max
k
Xk +max
k
Yk
]
+K4(lnn+
√
n+ 1),
for some constant K4 > 0, where
Xk = lnZ
0,n(0, k)− E lnZ0,n(0, k), Yk = lnZn,2n(k, 0)− E lnZn,2n(k, 0).
In the second inequality, we used (8.3) to conclude
E max
−2Rn≤k≤2Rn−1
F ∗n (k) ≤ b ln(2n) + 4/η,
and in the third inequality, we used the fact that
E lnZ0,n(0, k) ≤ E lnZ0,n, E lnZn,2n(k, 0) ≤ E lnZn,2n = E lnZ0,n.
It remains to bound EmaxkXk and Emaxk Yk. By the shear invariance, all Xk
and Yk have the same distribution, so
EX2n = EY
2
n = E ln
2 Zn ≤ K5n2.
Let
Λ =
{
max
k
Xk ≤ rn1/2 ln3/2 n, max
k
Yk ≤ rn1/2 ln3/2 n
}
,
with r to be determined. We have
E
[
max
k
Xk +max
k
Yk
]
≤ E1Λ(max
k
Xk +max
k
Yk) + E1Λc(max
k
Xk +max
k
Yk)
≤ 2rn1/2 ln3/2 n+
√
2P(Λc)E(max
k
X2k +maxk
Y 2k )
≤ 2rn1/2 ln3/2 n+
√
16P(Λc)K5Rn3.
To bound the second term by a constant, we use Lemma 8.1:
P(Λc) ≤
2Rn−1∑
k=−2Rn
[
P
{
| lnZ0,n(0, k)− E lnZ0,n(0, k)| ≥ rn1/2 ln3/2 n
}
+ P
{
| lnZn,2n(k, 0)− E lnZn,2n(k, 0)| ≥ rn1/2 ln3/2 n
}]
≤ 8RnP
{
| lnZn − E lnZn| ≥ rn1/2 ln3/2 n
}
≤ 8Rnb1 exp{−b2r2 lnn},
and choose r to ensure b2r
2 > 4. This completes the proof. ✷
We can now use the following straightforward adaptation of Lemma 4.2 of [HN01]
from real argument functions to sequences:
Lemma 8.12. Suppose that number sequences (an) and (gn) satisfy the following
conditions: an/n→ ν as n→∞, |a2n−2an| ≤ gn for large n and limn→∞ g2n/gn =
ψ < 2. Then for any c > 1/(2− ψ) and for all large n (depending on c),
|an − νn| ≤ cgn.
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Proof: Let bn = an/n, hn = gn/(2n). Then |b2n − bn| ≤ hn for large n and
limn→∞ h2n/hn = ψ/2.
Since ψ/2 < 1 − 12c , there is N such that h2m/hm ≤ 1 − 12c for all m > N . We
can assume further that for m > N , the inequality |b2m − bm| ≤ hm holds. Let us
now fix n > N . Then for k ≥ 0 we have h2kn ≤
(
1− 12c
)k
hn. Therefore,
|bn − b2kn| ≤
k−1∑
i=0
|b2i+1n − b2in| ≤
k−1∑
i=0
h2in ≤ 2chn.
We complete the proof by letting k →∞ in this estimate. ✷
Proof of Theorem 8.1: It suffices to prove the inequality for v = 0. Thanks
to Lemma 8.11 and Theorem 4.1, we can apply Lemma 8.12 to an = EZ
n, gn =
b4n
1/2 ln2 n, ν = α0 and ψ =
√
2 to obtain
(8.9) |EZn − α0n| ≤ cn1/2 ln2 n
for some constant c and sufficiently large n.
Then, for all sufficiently large n and u ∈ (2cn1/2 ln2 n, n lnn], we have
P
{|Zn − α0n| ≥ u} ≤ P{|Zn − EZn| ≥ u/2} ≤ b1 exp(−b2 u2
4n ln2 n
)
,
by Lemma 8.1 and (8.9). ✷
9. Straightness and tightness
9.1. Straightness. The notion of δ-straightness of paths in random environments
was introduced in [New95]. In this section, we prove an analogous straightness
property for the positive temperature polymer measure case. Some of the results
of this section may be interpreted in terms of bounds on the transversal fluctuation
exponent. It is expected that the fluctuations of a typical polymer path of length n
are of order nξ for some ξ, and the KPZ scalings predict ξ = 2/3. Our results show
that ξ ≤ 3/4.
We begin with some notation. For a path γ and n ∈ Z, we define
γout(n) = {(m, γm) : m > n}.
For v > 0, we define
Co(v) = {(n, x) ∈ N× R : |x| ≤ nv}.
For (n, x) ∈ N× R and η > 0, we define:
Co(n, x, η) = {(m, y) ∈ N× R : |y/m− x/n| ≤ η}.
Let us fix δ ∈ (0, 1/4).
Theorem 9.1. For any v > 0 and α ∈ (0, 1 − 2δ), there are events Ω(n)1 =
Ω
(n)
1 (δ, v, α) and a constant Q = Q(δ) with the following properties:
(1) For all β ∈ (0, 1− 4δ) and sufficiently large n (depending on β),
P(Ω
(n)
1 ) ≥ 1− e−n
β
;
(2) on the event Ω
(n)
1 the following is true: for any terminal measure ν and for
all N ∈ N satisfying N/2 > n,
(9.1) µ0,N0,ν
{
γ : ∃(k, γk) ∈ Co(v), N/2 ≥ k ≥ n, γout 6⊂ Co(k, γk, Qk−δ)
} ≤ e−nα .
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For (m,x), (n, y) ∈ Z×R with m < n, we define [(m,x), (n, y)] to be the constant
velocity path connecting (m,x) and (n, y), i.e., [(m,x), (n, y)]k = x +
k−m
n−m (y − x)
for k ∈ [m,n]Z. For any α > 0, let us define the event Am,nx,y = Am,nx,y (α):
Am,nx,y =
{
µm,nx,y
{
max
k∈I(m,n)
|γk− [(m,x), (n, y)]k| ≥ (n−m)1−δ
} ≤ exp (− (n−m)α)},
where I(m,n) = [ 3m+n4 ,
m+3n
4 ]Z. By translation and shear invariance all A
m,n
x,y have
the same probability for fixed m and n. We also define the event A¯m,np,q = A¯
m,n
p,q (α)
for p, q ∈ Z to be
A¯m,np,q =
⋂{
Am,nx,y : x ∈ [p, p+ 1], y ∈ [q, q + 1]
}
.
This is a measurable event since, by continuity, the intersection on the right-hand
side may be restricted to rational points x, y. Also, all A¯m,np,q have the same proba-
bility for fixed m and n.
Lemma 9.1. Let α ∈ (0, 1− 2δ) and β ∈ (0, 1− 4δ). Then
P
(
A¯0,n0,0 (α)
) ≥ 1− e−nβ
for sufficiently large n.
Proof: Lemma 7.5 implies µ0,n0,0  µ0,nx,y  µ0,n1,1 for x, y ∈ [0, 1]. Therefore, it
suffices to check that for any α′ ∈ (0, 1− 2δ), β′ ∈ (0, 1− 4δ), all sufficiently large n
and all k ∈ [n/4, 3n/4],
P
{
µ0,n0,0{γ : |γk| > n1−δ − 1} ≥ e−n
α′
}
≤ e−nβ
′
.
So let us prove this estimate. Let
B = {γ : max
1≤i≤n−1
|γi| ≤ Rn},
C = {γ : |γk − γk+1| ≤ R′
√
n, |γk − γk−1| ≤ R′
√
n},
for R,R′ given in Lemma 8.4 and Lemma 8.10. By these two lemmas, the comple-
ment of the event A = {µ0,n0,0 (Bc ∪ Cc) ≤ 3 · 2−n} is small:
(9.2) P(Ac) ≤ P{µ0,n0,0 (Bc) ≥ 2−n}+P{µ0,n0,0 (Cc) ≥ 2 · 2−n} ≤ 2−r1n+2 · 2−r2n.
Let D =
{
max
|j|≤Rn
F ∗k (j) ≤
√
n
}
. By (A5) and Markov inequality,
(9.3) P(Dc) ≤
∑
|j|≤Rn
P{F ∗k (j) ≥
√
n} ≤ (2Rn+ 1)e−η
√
n
EeηF
∗
k (0) ≤ e−k1
√
n,
for some constant k1 > 0 and all sufficiently large n. Let us also fix a number
θ ∈
(
β′+1
2 , 1− 2δ
)
, and for |j| ≤ Rn, define
F+j = {| lnZk,n(j, 0)− α(n− k, j)| ≤ nθ},
F−j = {| lnZ0,k(0, j)− α(k, j)| ≤ nθ},
F = {| lnZ0,n(0, 0)− α(n, 0)| ≤ nθ},
Fˆ = F ∩
⋂
|j|≤Rn
F+j ∩
⋂
|j|≤Rn
F−j ,
where
(9.4) α(n, x) = α0n− x
2
2n
.
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Let kˆ = min{k, n− k}. By Theorem 8.1, if kˆ ≥ n/4, then for some θ′ ∈ (β′, 2θ− 1)
and sufficiently large n,
(9.5) P(Fˆ ) ≤ (4Rn+ 3)e−nθ
′
.
On the event Λ = A ∩D ∩ Fˆ , we can control µ0,n0,0 . From (9.2), (9.3), (9.5) we get
P(Λc) ≤ e−r1n + 2 · e−r2n + e−k1
√
n + (4Rn+ 3)e−n
θ′ ≤ e−nβ
′
.
Now it suffices to show that for sufficiently large n,
(9.6) Λ ⊂ {µ0,n0,0{|γk| ≥ n1−δ − 1} < e−nα′}.
On A, we have
(9.7) µ0,n0,0{|γk| ≥ n1−δ − 1} ≤ µ0,n0,0
({|γk| ≥ n1−δ − 1} ∩B ∩C)+ 3 · 2−n.
For every path in B∩C, we can move γk to [γk] to obtain a new path. The difference
between integrating over the old paths and over the new ones can be estimated as
follows. Since all the paths are in C, the kinetic action will not change by more
than 2R′
√
n + 1, and since we are on the set D, the potential will change by at
most 2max|j|≤Rn F ∗k (j) ≤ 2
√
n. The integral over modified paths can be viewed as
a sum of partition functions over integer endpoints. Therefore, we obtain
µ0,n0,0
{{|γk| ≥ n1−δ − 1} ∩B ∩ C} ≤ e(2R′+3)√n(Z0,n0,0 )−1∑
j∈J
Z0,k(0, j)Zk,n(j, 0),
where J = [n1−δ − 1, Rn]Z. On Fˆ , we have
µ0,n0,0
{{|γk| ≥ n1−δ − 1} ∩B ∩ C}
≤ e(2R′+3)
√
n+nθ−α0n
∑
j∈J
exp
(
2nθ + α0k − j
2
2k
+ α0(n− k)− j
2
2(n− k)
)
≤ e(2R′+3)
√
n+3nθ
∑
|j|≥n1−δ−1
exp
(
− j
2
2k
− j
2
2(n− k)
)
≤ e(2R′+3)
√
n+3nθ
∑
|j|≥n1−δ−1
exp
(
− 2j
2
n
)
≤ k2 exp
(
(2R′ + 3)
√
n+ 3nθ − 2n1−2δ)
≤ exp(−k3n1−2δ)
for some positive constants k2, k3 and sufficiently large n. In the last inequality,
we use θ < 1− 2δ. We obtain (9.6) from this and (9.7), and the lemma follows. ✷
Let us introduce
C(n, x, L) :=
{
(m, y) ∈ Z× R : m ∈ {n+ 1, ..., 2n},
∣∣∣y − m
n
x
∣∣∣ ≤ L} ,
a parallelogram of width 2L with one pair of sides parallel to the x-coordinate axis
and the other one parallel to [(n, x), (2n, 2x)]. We define the lateral sides by
∂±S C(n, x, L) :=
{
(m, y) ∈ Z× R : m ∈ {n+ 1, ..., 2n} and y − m
n
x = ±L
}
,
and let ∂SC(n, x, L) = ∂+S C(n, x, L) ∪ ∂−S C(n, x, L). Let us define H(n, x) to be
H(n, x) =
{
γ : γn ∈ [x, x+ 1], ∃m ∈ {n+ 1, ..., 2n},
∣∣∣γm − m
n
x
∣∣∣ > 6n1−δ} .
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Then for N ≥ 2n, µ0,N0,ν
(
H(n, x)
)
is the polymer measure of the paths that start at
(0, 0), pass near (n, x) but exit the parallelogram C(n, x, 6n1−δ) at a time between
n+ 1 and 2n. The constant 6 is chosen to be compatible with Lemma 9.1.
Lemma 9.2. Given α ∈ (0, 1−2δ), if A0,m0,y (α) holds for all (m, y) ∈ C(n, x, 6n1−δ)∩
{m ≥ 3n/2}, then for any N ≥ 2n and any terminal measure ν,
(9.8) µ0,N0,ν
(
H(n, x)
) ≤ 2n exp(−nα).
Proof: Let
B+k =
{
γ : γn ∈ [x, x+ 1], γk − k
n
x > 4n1−δ
}
, 3n/2 ≤ k ≤ 2n,
B−k =
{
γ : γn ∈ [x, x+ 1], γk − k
n
x < −4n1−δ}, 3n/2 ≤ k ≤ 2n,
C+k =
{
γ : γn ∈ [x, x+ 1], γ2n − 2x ≤ 4n1−δ, γk − k
n
x > 6n1−δ
}
, n < k <
3n
2
,
C−k =
{
γ : γn ∈ [x, x+ 1], γ2n − 2x ≥ −4n1−δ, γk − k
n
x < −6n1−δ}, n < k < 3n
2
.
Then H(n, x) ⊂ ⋃kB±k ∪⋃k C±k . We need to estimate µ0,N0,ν (B±k ) and µ0,N0,ν (C±k ).
First, we look at B+k . By monotonicity, if y > kx/n+ 4n
1−δ := f(k), then
µ0,k0,y(B
+
k ) ≤ µ0,k0,y{γ : γn ≤ x+ 1} ≤ µ0,k0,f(k){γ : γn ≤ x+ 1}.
Since[
(0, 0), (k, f(k))
]
n
− (x + 1) = 4n
2−δ
k
− 1 ≥ 4n
2−δ
2n
− 1 > (2n)1−δ ≥ k1−δ
for sufficiently large n, we have
{γ : γn ≤ x+ 1} ⊂
{
γ : max
j∈[k/4,3k/4]
∣∣∣γj − [(0, 0), (k, f(k))]j∣∣∣ ≥ k1−δ}.
By assumption, A0,k0,f(k) holds. Therefore, if y ≥ f(k), then
µ0,k0,y(B
+
k ) ≤ e−k
α ≤ e−nα ,
and hence
Z0,k(0, y, B+k ) ≤ exp(−nα)Z0,k(0, y).
Since every path in B+k visits some y ≥ f(k) at time k, we have
Z0,N (0, z, B+k ) =
∫
y≥f(k)
Z0,k(0, y, B+k )Z
k,N (y, z)dy
≤
∫
y≥f(k)
exp(−nα)Z0,k(0, y)Zk,N(y, z)dy
≤ exp(−nα)Z0,N(0, z).
Therefore, µ0,N0,z (B
+
k ) ≤ exp(−nα) for all z. Integrating over z we obtain
µ0,N0,ν (B
+
k ) =
∫
µ0,N0,z (B
+
k )ν(dz) ≤ exp(−nα).
Next we look at C+k . By monotonicity, if y ≤ f(2n), then
µ0,2n0,y (C
+
k ) ≤ µ0,2n0,y {γ : γk ≥ g(k)} ≤ µ0,2n0,f(2n){γ : γk ≥ g(k)},
where g(k) = kx/n+ 6n1−δ. Since[
(0, 0), (2n, f(2n))
]
k
− g(k) = 2kn−δ − 6n1−δ < −(2n)1−δ,
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we have
{γ : γk ≥ g(k)} ⊂
{
γ : max
j∈[n/2,3n/2]
∣∣∣γj − [(0, 0), (2n, f(2n))]j∣∣∣ ≥ (2n)1−δ}.
Since A0,2n0,f(2n) holds, we have
µ0,2n0,y (C
+
k ) ≤ exp
(− (2n)α) ≤ exp(−nα)
for all y ≤ f(k). Similarly to the case of B+k , it follows that µ0,N0,ν (C+k ) ≤ exp(−nα).
The same argument shows that
µ0,N0,ν (B
−
k ) ≤ exp(−nα), µ0,N0,ν (C−k ) ≤ exp(−nα).
We can now write
µ0,N0,ν
(
H(n, x)
)
≤
∑
n<k<3n/2
[
µ0,N0,ν (C
+
k ) + µ
0,N
0,ν (C
−
k )
]
+
∑
3n/2≤k≤2n
[
µ0,N0,ν (B
+
k ) + µ
0,N
0,ν (B
−
k )
]
≤ 2n exp(−nα),
and the lemma follows. ✷
The following lemma is a geometric fact.
Lemma 9.3. Let N/2 ≥M . If a path γ /∈ H(n, [γn]) (where [·] denotes the integer
part) for all n ∈ [M,N/2]Z, then
γout(n) ⊂ Co(n, γn, Qn−δ), n ∈ [M,N/2] ∩ Z,
for a constant Q depending only on δ.
Proof: Let k = [log2N/n] so that 2
kn ≤ N < 2k+1n. Since N ≥ 2n, we have
k ≥ 1. Let xl = γ2ln and il = [xl] for 0 ≤ l ≤ k.
If 0 ≤ l′ ≤ k − 1, then, since γ 6∈ H(2l′n, il′), we have∣∣∣∣ il′2l′n − xl′+12l′+1n
∣∣∣∣ ≤ 6(2l′n)1−δ2l′+1n = 3 · 2−l′δn−δ.
Since |il′+1 − xl′+1| < 1, we have∣∣∣∣ il′2l′n − il′+12l′+1n
∣∣∣∣ ≤ 3 · 2−l′δn−δ + 12l′+1n < 3 · 2−l′δn−δ + 2−l′δn−δ = 4 · 2−l′δn−δ.
Summing over 0 ≤ l′ ≤ l − 1 and using the triangle inequality we obtain
(9.9)
∣∣∣∣ i0n − il2ln
∣∣∣∣ ≤ 4 · n−δ l−1∑
l′=0
2−l
′δ ≤ cn−δ
for all 0 ≤ l ≤ k, where c = 4∑∞l′=0 2−l′δ.
If n ≤ m ≤ 2kn, let l = [log2 m−1n ] so that 2ln < m ≤ 2l+1n. Since γ 6∈ H(2ln, il),
we have ∣∣∣∣ il2ln − γmm
∣∣∣∣ ≤ 6(2ln)1−δm ≤ 6n−δ.
Combining this with (9.9) we find that
(9.10)
∣∣∣∣ i0n − γmm
∣∣∣∣ ≤ (c+ 6)n−δ.
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If 2kn < m ≤ N , let m¯ = [m+12 ] so that n ≤ m¯ ≤ 2kn and m¯ < m ≤ 2m¯. Then
γ 6∈ H(m¯, [γm¯]) implies∣∣∣∣ [γm¯]m¯ − γmm
∣∣∣∣ ≤ 6(m¯)1−δm ≤ 6m¯−δ ≤ 6n−δ.
Combining this with (9.10) we obtain∣∣∣∣ i0n − γmm
∣∣∣∣ ≤ ∣∣∣∣ i0n − γm¯m¯
∣∣∣∣+ ∣∣∣∣γm¯m¯ − [γm¯]m¯
∣∣∣∣+ ∣∣∣∣ [γm¯]m¯ − γmm
∣∣∣∣(9.11)
≤ (c+ 6)n−δ + 1
m¯
+ 6n−δ ≤ (c+ 13)n−δ.
Clearly,
(9.12)
∣∣∣∣γnn − i0n
∣∣∣∣ ≤ n−δ.
Combining (9.10), (9.11), and (9.12) we obtain that for every m ∈ [n,N ]Z,∣∣∣γn
n
− γm
m
∣∣∣ ≤ (c+ 14)n−δ.
This completes the proof, with Q = c+ 14. ✷
Proof of Theorem 9.1: We fix δ ∈ (0, 1/4), v > 0, α ∈ (0, 1 − 2δ), and
β ∈ (0, 1− 4δ). Let α′ = (α+1− 2δ)/2 and β′ = (β + 1− 4δ)/2. Then Lemma 9.1
implies that for sufficiently large n,
P
((
A¯0,n0,l (α
′)
)c) ≤ exp(−nβ′), ∀l ∈ Z.
Let v′ = v + 7. We have∑
m≥n
∑
|l|≤v′m+1
P
((
A¯0,m0,l (α
′)
)c) ≤ ∑
m≥n
(2v′m+ 3) exp(−mβ′) < e−nβ
for sufficiently large n. Therefore, if we define
Ω
(n)
1 =
⋂
m≥n
⋂
|l|≤v′m+1
A¯0,m0,l (α
′)
depending only on v, δ and α, then P(Ω
(n)
1 ) ≥ 1− e−n
β
for large n.
Now let us fix any ω ∈ Ω(n)1 . We have then ω ∈ A0,m0,x (α′) for all |x| ≤ v′m
and m ≥ n. Let us also fix N > 2n and a terminal measure ν. We want to show
that (9.1) holds true.
If (k, z) ∈ Co(v)∩{k ≥ n}, then (k, [z]) ∈ Co(v+1), so C(k, [z], 6n1−δ) ⊂ Co(v′).
Therefore, by Lemma 9.2, for ω ∈ Ω(n)1 and such (k, z), we have
µ0,N0,ν
(
H(k, [z])
) ≤ 2k exp(−kα′).
By Lemma 9.3, the set of paths{
γ : ∃(k, γk) ∈ Co(v), N/2 ≥ k ≥ n, γout(k) 6⊂ Co(k, γk, Qk−δ)
}
is contained in ⋃
N/2≥k≥n,y=[z],|z|≤kv
H(k, y).
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Therefore,
µ0,N0,ν
{
γ : ∃(k, γk) ∈ Co(v), N/2 ≥ k ≥ n, γout(k) 6⊂ Co(k, γk, Qk−δ)
}
≤
∑
N/2≥k≥n,y=[z],|z|≤kv
µ0,Nx,ν
(
H(k, y)
)
≤
∞∑
k=n
(2kv + 2) · 2k exp(−kα′) ≤ exp(−nα)
for sufficiently large n. This completes the proof. ✷
9.2. Tightness of polymer measures. In this section, we will use Theorem 9.1
on δ-straightness to prove tightness of families of polymer measures constructed for
a fixed endpoint and a well-behaved sequence of terminal measures.
Let (m,x) ∈ Z × R. For a sequence (nk) and a family of Borel probability
measures (νk) on R, we say that the family of polymer measures
(
νm,nkx,νk
)
is tight if
for every n ≥ m and every ε > 0, there is a compact set K ⊂ Rn−m+1 such that
for all nk > n,
µm,nkx,νk pi
−1
m,n(R
n−m+1 \K) ≤ ε.
Theorem 9.2. There is a full measure set Ω′ such that for all ω ∈ Ω′ the following
holds: if a sequence (nk) and a family of probability measures (νk) satisfy
(9.13) lim
c→∞ supk
νk
(
[−cnk, cnk]c) = 0,
then for all (m,x) ∈ Z× R, (µm,nkx,νk ) is tight.
We will derive this theorem from the following result:
Theorem 9.3. There is a full measure set Ω′ such that for every ω ∈ Ω′ the
following holds: if (m,x) ∈ Z×R, v′ ∈ R, and 0 ≤ u0 < u1, then there is a random
constant
n0 = n0
(
ω,m, [x], [|v′|+ u1], [(u1 − u0)−1]
)
(where [·] denotes the integer part) such that
(9.14) µm,Nx,ν
{
γ : |γm+n − v′n| ≥ u1n
} ≤ 4ν([(v′ − u0)N, (v′ + u0)N ]c)+ 6e−√n
and
(9.15) µm,Nx,ν
{
γ : max
1≤i≤n
|γm+i − v′i| ≥ (u1 +R+ 1)n
}
≤ 4ν([(v′ − u0)N, (v′ + u0)N ]c)+ 8e−√n,
hold true for any terminal measure ν and (N −m)/2 ≥ n ≥ n0. Here, we use R
that has been introduced in Lemma 8.4.
Derivation of Theorem 9.2 from Theorem 9.3: We take Ω′ from the
statement of Theorem 9.3 and fix an arbitrary ω ∈ Ω′. Given any ε > 0, by (9.13),
there is c such that νk
(
[−cnk, cnk]c
) ≤ ε for all k. Choosing v′ = 0, u0 = c, u1 = 2c
in Theorem 9.3, we see that if
n ≥ n0
(
ω,m, [x], [2c], [c−1]
) ∨ ln2 ε,
then, due to (9.15),
µm,nkx,νk
{
γ : max
m≤i≤m+n
|γi| ≥ (2c+R+ 1)n
}
≤ 4νk
(
[−cnk, cnk]c
)
+ 8e−
√
n ≤ 12ε
for all nk ≥ m+ 2n, and tightness follows. ✷
Now we turn to the proof of Theorem 9.3.
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Using the constant R introduced in Lemma 8.4, we define the events
Bm,nx,y =
{
µm,nx,y
{
γ : max
m≤k≤n
∣∣γk − [(m,x), (n, y)]k∣∣ ≥ (R+ 1)(n−m)} ≤ 2−n+1}
and
B¯m,np,q =
⋂{
Bm,nx,y : x ∈ [p, p+ 1], y ∈ [q, q + 1]}.
These are measurable events since, by continuity, the intersection on the right-hand
side may be restricted to rational points x, y. Also, for fixed m and n, all B¯m,np,q
have the same probability.
Lemma 9.4. If n is sufficiently large, then
P
((
B¯0,n0,0
)c) ≤ 2e−r1n.
Proof: The lemma follows from Lemma 8.4 and the fact that µ0,n0,0  µ0,nx,y  µ0,n1,1
for x, y ∈ [0, 1]. ✷
Lemma 9.5. Suppose δ ∈ (0, 1/4), n ∈ N, v′ ∈ R, 0 ≤ v0 < v1, and v1 >
v0 +Qn
−δ. If ω satisfies the following properties:
(1) ω ∈ A0,m0,z (12 ) for all m ≥ n and |z − v′m| ≤ v0m,
(2) ω ∈ B0,m0,z for all m ≥ n and |z − v′m| ≤ v1m,
(3) ω ∈ Ω(n)1 (δ, |v′|+ v1 +R+ 2, 12 ),
then for any N ≥ 2n and terminal measure ν,
µ0,N0,ν
{
γ : |γn − v′n| ≥ v1n
} ≤ 2ν([(v′ − v0)N, (v′ + v0)N ]c)+ 3e−√n.
Proof: We will only give a proof for the case of v′ = 0. The extension to a
general v′ is straightforward.
Let v2 = v1 +R + 2 and fix N ≥ 2n. Define T = T (γ) = inf{m ≥ n : (m, γm) ∈
Co(v1)}∧N . Since |γn| ≥ nv1 implies (T − 1, γT−1) 6∈ Co(v1), we can partition the
set of paths B = {γ : |γn| ≥ nv1} into the union of Ai, where
A1 =
{
γ : T ≤ [N/2], (T − 1, γT−1) ∈ Co(v2) \ Co(v1), γN ∈ [−v0N, v0N ]
}
,
A2 =
{
γ : T ≤ [N/2], (T − 1, γT−1) ∈ Co(v2) \ Co(v1), γN ∈ [−v0N, v0N ]c
}
,
A3 =
{
γ : T ≤ [N/2], (T − 1, γT−1) 6∈ Co(v2)
}
,
A4 =
{
γ : T > [N/2], γN ∈ [−v0N, v0N ]
}
,
A5 =
{
γ : T > [N/2], γN ∈ [−v0N, v0N ]c
}
.
Let us estimate weights assigned to sets Ai by the polymer measure. Inequalities
(9.16) µ0,N0,ν (A2) ≤ ν
(
[−v0N, v0N ]c
)
, µ0,N0,ν (A5) ≤ ν
(
[−v0N, v0N ]c
)
are obvious. Since
A1 ⊂
{
γ : ∃(k, γk) ∈ Co(v2), N/2 ≥ k ≥ n, γout(k) 6⊂ Co(k, z,Qk−δ)
}
(the condition is satisfied by k = T − 1), and ω ∈ Ω(n)1 (δ, v2, 12 ), we have
(9.17) µ0,N0,ν (A1) ≤ e−
√
n.
Since A3 ⊂
{|γT | ≤ v1T} and for n ≥ R+ 2 and |z| ≤ v1m we have
µ0,m0,z (A3 ∩ {T = m}) ≤ µ0,m0,z
{
γ : max
1≤k≤m
∣∣γk − [(0, 0), (m, z)]k∣∣ ≥ (R+ 2)(m− 1)}
≤ µ0,m0,z
{
γ : max
1≤k≤m
∣∣γk − [(0, 0), (m, z)]k∣∣ ≥ (R+ 1)m}
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(the condition is satisfied for k = T − 1), ω ∈ B0,m0,z will imply
µ0,m0,z
(
A3 ∩ {T = m}
) ≤ 2−m+1,
and hence
µ0,N0,ν
(
A3 ∩ {T = m}
) ≤ 2−m+1.
Therefore,
(9.18) µ0,N0,ν (A3) ≤
[N/2]∑
m=n+1
2−m+1 ≤ 2−n+1.
Since A4 ⊂
{|γN | ≤ v0N} and T > [N/2] implies that ([N/2], γ[N/2]) 6∈ Co(v1), we
have
µ0,N0,z (A4) ≤ µ0,N0,z
{
γ : max
N/4≤k≤3N/4
|γk − [(0, 0), (N, z)]k| ≥ Q
3
N1−δ
}
for |z| ≤ v0N (the condition is satisfied for k = [N/2] ). Therefore, ω ∈ A0,N0,z (12 )
will imply (due to the choice of Q in the proof of Lemma 9.3)
µ0,N0,z (A4) ≤ e−
√
N ≤ e−
√
n
and hence
(9.19) µ0,N0,ν (A4) =
∫ v0N
−v0N
µ0,N0,z (A4)ν(dz) ≤ e−
√
n.
The conclusion of the lemma follows from (9.16), (9.17), (9.18), and (9.19). ✷
Lemma 9.6. Let δ ∈ (0, 1/4), v > 0 and (m, q) ∈ Z × Z. Then there is an event
Ω
(n)
2 = Ω
(n)
2 (δ, v,m, q) with the following properties.
(1) For all β ∈ (0, 1− 4δ) and sufficiently large n (depending on β), we have
(9.20) P
(
(Ω
(n)
2 )
c
) ≤ e−nβ .
(2) Let v′ ∈ R, 0 ≤ v0 < v1. If ω ∈ Ω(n)2 , |v′| + v1 ≤ v, Qn−δ < v1 − v0,
N/2 ≥ s ≥ n, then for any terminal measure ν,
(9.21) µm,m+Nq,ν
{
γ : |γm+s − q − v′n| ≥ v1n
}
≤ 2ν([q + (v′ − v0)N, q + (v′ + v0)N ]c)+ 3e−√s
and
(9.22) µm,m+Nq,ν
{
γ : max
1≤i≤s
|γm+i − q − v′i| ≥ (v1 +R+ 1)s
}
≤ 2ν([q + (v′ − v0)N, q + (v′ + v0)N ]c)+ 4e−√s.
Proof: Without loss of generality, we can assume (m, q) = (0, 0). Let
Ω
(n)
2 = Ω
(n)
1 (δ, v +R+ 2, 1/2) ∩
[ ⋂
s≥n,|p|≤vs+1
(
A¯0,s0,p(1/2) ∩ B¯0,s0,p
)]
.
We claim that such events have the desired properties. In fact, (9.20) follows from
Theorem 9.1, Lemma 9.1, and Lemma 9.4; (9.21) follows from Lemma 9.5. It
remains to show that if ω ∈ Ω(n)2 , then (9.22) holds.
Fix s ≥ n and assume ω ∈ Ω(n)2 . Let
A =
{
γ : max
1≤i≤s
|γi − v′i| ≥ (v1 +R+ 1)s
}
.
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If |z − v′s| ≤ v1s, then
µ0,s0,z(A) ≤ µ0,s0,z{γ : max
1≤i≤s
|γi − [(0, 0), (s, z)]i| ≥ (R+ 1)s}.
Since ω ∈ B0,s0,z , we have µ0,s0,z(A) ≤ 2−s+1 for all |z − v′s| ≤ v1s. Therefore,
µ0,N0,ν
(
A ∩ {|γs − v′s| ≤ v1s}
) ≤ 2−s+1 ≤ e−√s.
Then (9.22) follows from this and (9.21). ✷
Proof of Theorem 9.3: We fix δ ∈ (0, 14 ). By (9.20) and the Borel–Cantelli
Lemma, with probability one, for all (m, q) ∈ Z × Z and M ∈ N, Ω(n)2 (δ,M,m, q)
hold for n > n1, where n1 = n1(ω,m, q,M) is a random constant depending on
m, q and M .
Fix 0 ≤ u0 < u1. Let
v0 =
2u0 + u1
3
, v1 =
u0 + 2u1
3
.
Suppose x ∈ [q, q+1] for some q ∈ Z and |v′|+u1 ≤M for someM ∈ N. Lemma 7.5
implies µm,Nq,ν  µm,Nx,ν  µm,Nq+1,ν . Combined with Lemma 9.6, we see that if
n ≥ n1(ω,m, q,M)∨n1(ω,m, q+1,M)∨
( 3Q
|u1 − u0|
) 1
δ ∨
(
3(|q|+ 1 +M |m|)
|u1 − u0| +|m|
)
,
then for any N −m ≥ 2n and any terminal measure ν, we have
µm,Nx,ν
{
γ : |γm+n − v′n| ≥ u1n
}
≤
q+1∑
p=q
µm,Np,ν
{
γ : |γm+n − p− v′n| ≥ v1n)
}
≤2
q+1∑
p=q
ν
(
[p+ (v′ − v0)(N −m), p+ (v′ + v0)(N −m)]c
)
+ 6e−
√
n
≤4ν([(v′ − u0)N, (v′ + u0)N ]c)+ 6e−√n.
Here, the first inequality uses u1n ≥ v1n+ q + 1, which is implied by n ≥ |q|+1u1−v1 =
3(|q|+1)
|u1−u0| , the third inequality uses q + 1 + (v
′ + v0)(N − m) ≥ (v′ + u0)N , i.e.,
q + 1 + (v0 − u0)N ≥ m(v′ + v0), which is implied by N −m ≥ n ≥ mM+|q|+1v0−u0 =
3(mM+|q|+1)
|u1−u0| . Similarly,
µm,Nx,ν
{
γ : max
1≤i≤n
|γm+i − v′i| ≥ (u1 +R + 1)n
}
≤
q+1∑
p=q
µm,Np,ν
{
γ : max
1≤i≤n
|γm+i − p− v′i| ≥ (v1 +R+ 1)n
}
≤ 2
q+1∑
p=q
ν
(
[p+ (v′ − v0)(N −m), p+ (v′ + v0)(N −m)]c
)
+ 8e−
√
n
≤ 4ν([(v′ − u0)N, (v′ + u0)N ]c)+ 8e−√n.
This completes the proof. ✷
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10. Infinite-volume polymer measures
In this section, we prove most claims of the Theorem 4.2 on thermodynamic limits
of polymer measures. We prove the existence and uniqueness part, and we prove
that finite time horizon polymer measures converge to the infinite volume polymer
measures in the sense of weak convergence of finite-dimensional distributions. We
will prove the stronger total variation convergence in Section 11.
We begin with the following useful statement:
Lemma 10.1. For all ω ∈ Ω, if a sequence of polymer measures has a weak limit,
then the limiting measure is also a polymer measure.
Proof: It is sufficient to prove the statement of the lemma for finite volume
polymer measures. We need to prove that µm,nx,νk weakly converges to µ
m,n
x,ν if m,n ∈
Z, x ∈ R, and (νk) is a sequence of distributions on R, weakly convergent to a
distribution ν.
It suffices to check that if f(xm+1, . . . , xn) = fm+1(xm+1) . . . fn−1(xn−1)fn(xn)
for continuous nonnegative functions fm+1, . . . , fn with bounded support, then
lim
k→∞
∫
µm,nx,νk(xm, . . . , dxn)f(xm+1, . . . , xn)
=
∫
µm,nx,ν (dxm, . . . , dxn)f(xm+1, . . . , xn).
Since ∫
µm,nx,ν (dxm, . . . , dxn)f(xm+1, . . . , xn) =
∫
ν(dxn)G(xn),
where
G(xn) =
∫
µm,nx,xn(dxm, . . . , dxn)f(xm+1, . . . , xn),
we need to show that G is a continuous function. The latter follows from the
definition of µm,nx,xn , continuity of Z
m,n
x,xn (see Lemma 5.4) and g(xn − xn−1)fn(xn)
with respect to xn, and the bounded convergence theorem. ✷
In addition to the terminology and notation from Section 4, we say that LLN
with slope v ∈ R holds for an increasing sequence of times (nk) and a sequence of
Borel measures (νk) on R if for all δ > 0,
lim
k→∞
νk([(v − δ)nk, (v + δ)nk]) = 1.
Lemma 10.2. For every ω ∈ Ω′ (introduced in Theorem 9.3) the following holds
true. For any (m,x) ∈ Z × R, for any v ∈ R , any time sequence (nk) and
any sequence of measures (νk) satisfying LLN with slope v, there is an increasing
subsequence (ki)i∈N such that µ
m,nki
x,νki
converges in the sense of weak convergence of
finite-dimensional distributions to a measure µ on Sm,+∞x . The limiting measure µ
is a polymer measure supported on Sm,∞x (v).
Proof: Since (νk) satisfies LLN with slope v, (9.13) is satisfied. By Theorem 9.2,
the sequence (µm,nkx,νk ) forms a tight family, so by the Prokhorov theorem, there is
a converging subsequence of this sequence. Let µ be the limiting measure of some
subsequence (µ
m,nki
x,νki
). It is an infinite volume polymer measure due to Lemma 10.1.
Let us prove that for every ε > 0,
(10.1)
∞∑
n=1
µpi−1m+n
(
[(v − ε)n, (v + ε)n]c) <∞.
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The Borel–Cantelli lemma will imply then that µ is supported on Sm,+∞x (v). Fixing
ε > 0, for sufficiently large n and nki −m > 2n, we derive from (9.14):
µ
m,nki
x,νki
pi−1m+n
(
[(v − ε)n, (v + ε)n]c) ≤ 4νki([(v − ε/2)nki, (v + ε/2)nki ]c)+ 6e−√n.
Since (νk) satisfies LLN with slope v, taking the limit ki →∞ and using the weak
convergence of finite-dimensional distributions of (µ
n,nki
x,νki
), we find
µpi−1m+n
(
[(v − ε)n, (v + ε)n]c) ≤ 6e−√n.
Therefore (10.1) holds, and the proof is complete. ✷
Our next goal is uniqueness of a polymer measure with given endpoint and slope.
Let m ∈ Z and let µ1 and µ2 be two measures on Sm,+∞. We say that µ1 is
stochastically dominated by µ2 if µ1pi
−1
m,n is stochastically dominated by µ2pi
−1
m,n for
all finite n > m.
Lemma 10.3. Let v1 < v2 and (m,x) ∈ Z×R. If µ1 and µ2 are polymer measures
on Sm,+∞x satisfying LLN with slopes v1 and v2, respectively, then µ2 stochastically
dominates µ1.
To prove this lemma, we need the following obvious auxiliary statement.
Lemma 10.4. Suppose (µk1)k∈N and (µ
k
2)k∈N are sequences of probability measures
converging weakly to probability measures µ1 and µ2, respectively, and such that µ
k
1
is dominated by µk2 for all k ∈ N. Then µ1 is dominated by µ2.
Proof of Lemma 10.3: Let us take any δ > 0 satisfying v1 + δ < v2 − δ, denote
µi,k := µipi
−1
k , i = 1, 2, k > m,
and introduce µi,k,δ as µi,k conditioned on [(vi − δ)k, (vi + δ)k]. Then µ1,k,δ is
dominated by µ2,k,δ. Using Lemma 7.5 on monotonicity, we obtain that µ
m,k
x,µ1,k,δ
is
dominated by µm,kx,µ2,k,δ . Therefore, µ
m,k
x,µ1,k,δ
pi−1m,r is dominated by µ
m,k
x,µ2,k,δ
pi−1m,r, for
any r between m and k. Since, in addition, the LLN assumption implies
lim
k→∞
‖µipi−1m,r − µm,kx,µi,k,δpi−1m,r‖TV = limk→∞ ‖µi,k − µi,k,δ‖TV = 0, i = 1, 2,
Lemma 10.4 implies that µ1pi
−1
m,r is dominated by µ2pi
−1
m,r. ✷
Lemma 10.5. Let v ∈ R. Then there is a set Ω˜v of probability 1 such that the
following holds on Ω˜v:
1. For every point (m,x) ∈ Z × Q, the set Pm,+∞x (v) of all polymer measures
on Sm,+∞x satisfying SLLN with slope v, contains exactly one element that we
denote by µm,+∞x (v).
2. For every point (m,x) ∈ Z×Q and for every sequence of measures (νn) satisfying
LLN with slope v, µm,nx,νn weakly converges to µ
m,+∞
x (v).
This lemma is weaker than Theorem 4.2 in two ways: its statements hold only
for rational spatial locations, and only weak convergence is claimed. We study the
irrational points later in this section, and prove the total variation convergence in
Section 11.
Proof: Let us fix a point (m,x). By Lemma 10.2, for each v, the set Pm,+∞x (v) is
non-empty. For any µ ∈ Pm,+∞x (v) and any k > m, the measure µpi−1k is equivalent
to Lebesgue measure (in the sense of absolute continuity), so for any α ∈ (0, 1) the
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quantile qα(µ) at level α is uniquely defined by µpi
−1
k (−∞, qα(µ)] = α. So let us
define
q−α (v) = inf{qα(µ) : µ ∈ Pmx (v)},
q+α (v) = sup{qα(µ) : µ ∈ Pmx (v)}.
Let us prove that with probability 1, q−α = q
+
α . Due to Lemma 10.3, if v1 < v2,
then q−α (v1) ≤ q+α (v1) ≤ q−α (v2) ≤ q+α (v2). Therefore, with probability 1, there may
be at most countably many nonempty intervals Iα(v) = (q
−
α (v), q
+
α (v)). On the
other hand, space-time shear transformations map polymer measures into polymer
measures (on finite or infinite paths), so P{Iα(v) 6= ∅} = p does not depend on v.
Therefore, we can apply arguments similar to those in [Bak16] and going back to
Lemma 6 in [HN97]. We take an arbitrary probability density f on R and write
p =
∫
R
P{Iα(v) 6= ∅}f(v)dv =
∫
R
E1{Iα(v) 6=∅}f(v)dv = E
∫
R
1{Iα(v) 6=∅}f(v)dv = 0,
since Iα(v) 6= ∅ can be true for at most countably many v. So, for any v ∈ R,
P{Iα(v) 6= ∅} = 0. This immediately implies that for every v ∈ R,
P{q−α (v) = q+α (v) for all α ∈ Q} = 1.
So, for any µ1, µ2 ∈ Pm,+∞x (v), the rational quantiles of µ1pi−1k and µ2pi−1k coincide.
Therefore, µ1pi
−1
k = µ2pi
−1
k . In turn, this implies µ1pi
−1
m,k = µ1pi
−1
m,k. Since this is
true for all k, we conclude that µ1 = µ2.
So we have proved that for a fixed point (m,x) ∈ Z × R, with probability 1,
a polymer measure with specified asymptotic slope is unique. We denote that
measure by µm,+∞x (v). By countable additivity, this uniqueness statement holds
true for all (m,x) ∈ Z × Q at once on a common set Ω˜v of measure 1, and part 1
is proved.
To prove the second part, we fix any ω ∈ Ω˜v and use a compactness argument.
Lemma 10.2 implies that from any subsequence (µm,nx,νn) one can choose a convergent
subsubsequence. Part 1 of this lemma implies that all these partial limits must
coincide with µm,+∞x (v). Therefore, the entire sequence converges to µ
m,∞
x (v),
which completes the proof of the lemma. ✷
Lemma 10.6. Let v ∈ R. On Ω˜v, for every m ∈ Z and points x1, x2 ∈ Q satisfying
x1 < x2, µ
m,+∞
x1 (v) is dominated by µ
m,+∞
x2 (v).
Proof: By Lemma 10.5, for i ∈ {1, 2}, the sequence of measures (µm,nxi,vn)n>m
converges to µm,+∞xi (v) as n → ∞. Since for every n, µm,nx1,vn is dominated by
µm,nx2,vn, the limiting measures are also related by stochastic dominance. ✷
Lemma 10.7. For every v, the following holds on Ωv. For every m ∈ Z, every
x ∈ R and every x−, x+ ∈ Q such that x− < x < x+, every measure in Pm,+∞x (v)
is dominated by the (unique) measure µm,+∞x+ (v) in Pm,+∞x+ (v) and dominates the
(unique) measure µm,+∞x− (v) in Pm,+∞x− (v).
Proof: We take an arbitrary measure µ ∈ Pm,+∞x (v) and denote νn = µpi−1n , n >
m. Since νn satisfy LLN with slope v, µ
m,n
x−,νn and µ
m,n
x+,νn converge, by Lemma 10.5,
to µm,+∞x− (v) and µ
m,+∞
x+ (v), respectively. Since µ
m,n
x,νn coincides with µpi
−1
m,n, the
lemma follows from the dominance relation on the pre-limiting measures. ✷
So now we know that for any x, the measures in Pm,+∞x (v) are squeezed between
measures µm,+∞x− (v), x− ∈ Q∩ (−∞, x) and µm,+∞x+ (v), x+ ∈ Q∩ (−∞, x). Now we
need to show that there is a unique measure with this property.
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Lemma 10.8. Let v ∈ R, m, k ∈ Z, k > m, r ∈ N, y ∈ Q, and a sequence
of measures νn satisfying LLN with slope v. Then there is an event Ωv,m,k,r,y of
probability 1 such that on that event, the family of functions fn : [−r, r] ∩ Q → R,
n > k, defined by
fn(x) = µ
m,n
x,νnpi
−1
k ((−∞, y])
is uniformly equicontinuous on [−r, r] ∩Q.
Proof: Without loss of generality, we assume that m = 0. To prove the uniform
equicontinuity, we will check that for every ε ∈ (0, 1/2), there is δ > 0 such that
(10.2) fn(x0)− fn(x′0) ≤ 6ε, |x0|, |x′0| ≤ r, |x0 − x′0| ≤ δ.
First, we use LLN for (νn) to find L > 0 such that
(10.3) νn(R \ [−Ln,Ln]) < ε, n ∈ N.
Then we use monotonicity and tightness to find R > |y| such that
(10.4) µ0,nx,ypi
−1
1,k(R
k \BkR) < ε, x ∈ [−r, r], n ∈ N, y ∈ [−Ln,Ln],
where BkR = [−R,R]k. Inequality (10.3) implies
fn(x0) =
∫
R
νn(dw)µ
0,n
x0,wpi
−1
1,k(R
k−1 × (−∞, y])
≤
∫
[−Ln,Ln]
νn(dw)µ
0,n
x0,wpi
−1
1,k(R
k−1 × (−∞, y]) + ε.
Introducing BkR(y) = [−R,R]k−1× [−R, y] and BLn = [−Ln,Ln], we can use (10.4)
to write
fn(x0) ≤
∫
BLn
νn(dw)µ
0,n
x0,wpi
−1
1,k(B
k
R(y)) + 2ε,
≤
∫
BLn
νn(dw)
∫
BkR(y)
Z(x0, . . . , xk, w) dx1 . . . dxk∫
BkR
Z(x0, . . . , xk, w) dx1 . . . dxk
+ 2ε,
where
Z(x0, . . . , xk, w) = e
−F0(x0)g(x1 − x0) ·
k−1∏
i=1
e−Fi(xi)g(xi+1 − xi) · Zk,nxk,w.
For every δ > 0, let us define
Kδ = sup
{
e−F (x
′
0)g(x1 − x′0)
e−F (x0)g(x1 − x0) : |x0|, |x
′
0| ≤ r, |x0 − x′0| ≤ δ, |x1| ≤ R
}
.
Then limδ↓0Kδ = 1 with probability 1. Also, we can continue the above sequence
of inequalities, assuming |x0 − x′0| ≤ δ:
fn(x0) ≤ K2δ
∫
BLn
νn(dw)
∫
BkR(y)
Z(x′0, x1 . . . , xk, w) dx1 . . . dxk∫
BkR
Z(x′0, x1 . . . , xk, w) dx1 . . . dxk
+ 2ε
≤ K2δ
∫
R
νn(dw)
∫
Rk−1×(−∞,y] Z(x
′
0, x1 . . . , xk, w) dx1 . . . dxk
(1− ε) ∫
Rk
Z(x′0, x1 . . . , xk, w) dx1 . . . dxk
+ 2ε
≤ K
2
δ
1− εfn(x
′
0) + 2ε.
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Therefore, if δ is chosen so that K2δ ≤ 1 + ε, we obtain
fn(x0)− fn(x′0) ≤
(
K2δ
1− ε − 1
)
fn(x
′
0)+2ε ≤
K2δ
1− ε − 1+2ε ≤
1 + ε
1− ε − 1+2ε ≤ 6ε,
and (10.2) holds. ✷
Lemma 10.9. Let v ∈ R, m, k ∈ Z, k > m, r ∈ N, y ∈ Q. On Ω˜v ∩Ωv,m,k,r,y, the
function f : [−r, r] ∩Q→ R, defined by
(10.5) f(x) = µm,+∞x (v)pi
−1
k ((−∞, y]),
is uniformly continuous on [−r, r] ∩Q.
Proof: Let us choose any sequence (νn) satisfying LLN with slope v and de-
fine fn as in Lemma 10.8. The statement follows then from that lemma since
limn→∞ fn(x) = f(x) for x ∈ [−r, r] ∩Q. ✷
We can now prove the complete uniqueness and weak convergence claims of
Theorem 4.2:
Lemma 10.10. Let v ∈ R. Then on Ωv = Ω˜v ∩
⋂
m,k,r,y Ωv,m,k,r,y,
1. For any point (m,x) ∈ Z × R, the set Pm,+∞x (v) of all polymer measures on
Sm,+∞x satisfying SLLN with slope v, contains exactly one element, µ
m,+∞
x (v).
2. For any point (m,x) ∈ Z×R and for every sequence of measures (νn) satisfying
LLN with slope v, µm,nx,νn converges to µ
m,+∞
x (v) weakly.
Proof: The second part follows from the first one and the compactness argument
explained in the proof of Lemma 10.5.
To prove the first part, it is sufficient to fix (m,x) ∈ Z × R and check that for
every k > m, the marginal measure νk = µpi
−1
k does not depend on µ ∈ Pm,+∞x (v).
For that, it suffices to see that for every choice of y ∈ Q, νk((−∞, y]) does not
depend on µ ∈ Pm,+∞x (v).
If x− < x < x+, then µm,nx−,νn is dominated by µ
m,n
x,νn which is dominated by
µm,nx+,νn . Therefore, for every y ∈ R,
µm,nx−,νnpi
−1
k ((−∞, y]) ≥ µm,nx,νnpi−1k ((−∞, y]) ≥ µm,nx+,νnpi−1k ((−∞, y]).
Since µm,nx,νnpi
−1
k = νk, we obtain
(10.6) µm,nx−,νnpi
−1
k ((−∞, y]) ≥ νk((−∞, y]) ≥ µm,nx+,νnpi−1k ((−∞, y]).
If additionally x−, x+ ∈ Q, then f.d.d.’s of µm,nx−,νn and µm,nx+,νn weakly converge
to those of µm,+∞x− (v) and µ
m,+∞
x+ (v), due to Lemma 10.5 since (νn)n>m satisfies
LLN with slope v. Since marginals of both µm,+∞x− (v) and µ
m,+∞
x+ (v) are absolutely
continuous, (10.6) implies
µm,+∞x− (v)((−∞, y]) ≥ νk((−∞, y]) ≥ µm,+∞x+ (v)((−∞, y]).
Lemma 10.9 implies that
inf
x−∈Q∩(−∞,x)
µm,+∞x− (v)((−∞, y]) = sup
x+∈Q∩(x,+∞)
µm,+∞x+ (v)((−∞, y]).
Denoting this common value by c, we conclude that the value of νk((−∞, y]) is
uniquely defined and equals c, which completes the proof. ✷
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11. Existence and uniqueness of global solutions and basins of
pullback attraction
The main goal of this section is to prove Theorems 3.1 and 3.2 on global solutions
of the randomly kicked Burgers equation. These solutions will be constructed and
studied via the pullback procedure with the help of backward polymer measures.
We also prove the total variation convergence part in the thermodynamic limit
Theorem 4.2.
Our main result on thermodynamic limit for polymer measures, Theorem 4.2,
was naturally stated and proved in terms of forward polymer measures defined on
Sm,+∞x (v) for endpoints (m,x) ∈ Z× R and slopes v. A direct counterpart of this
result holds for thermodynamic limit polymer measures defined on spaces S−∞,mx (v)
of backward infinite sequences y : {. . . ,m−2,m−1,m} → R such that ym = x and
limn→−∞(yn/n) = v. All the definitions, notation, and intermediate results can be
straightforwardly adapted to this case. We do not introduce these adaptations one-
by-one since all of them are unambiguously defined by the context. When dealing
with backward polymer measures we will still refer to results obtained for forward
polymer measures, although formally they are not equivalent due to the asymmetry
in the definition of path energy near the path endpoints in (4.1). Moreover, at times
we abuse the notation by using the same symbols for objects constructed for forward
and backward versions.
A function u(n, x) = uω(n, x) is a global solution of the Burgers equation if the
version of the Hopf–Cole transform defined by
V (n, x) = e−U(n,x) = e−
∫
x
0
u(n,y)dy, (n, x) ∈ Z× R,
satisfies, for all integers m < n and all x ∈ R,
(11.1) V (n, x) = Cm,n[Ξ
m,n
ω V (m, ·)](x) := Cm,n
∫
Zm,n(y, x)V (m, y)dy,
where (Cm,n) is a random family of constants such that Cm,nCn,k = Cm,k, m <
n < k. We need to introduce the normalizing constants Cm,n for consistency with
the identity V (n, 0) = 1 holding for all n, because we fix the the lower limit of
integration to be zero when defining the Hopf–Cole transform.
The following computation shows that, given any v ∈ R andN ∈ Z, the functions
(11.2) V Nv (n, x) = Z
N,n
Nv,x/Z
N,n
Nv,0, n > N, x ∈ R,
and constants
(11.3) CNv,m,n = Z
N,m
Nv,0/Z
N,n
Nv,0, m < n,
satisfy (11.1) for n > m > N :
CNv,m,n[Ξ
m,n
ω V
N
v (m, ·)](x) = CNv,m,n
∫
Zm,n(y, x)V Nv (m, y)dy
= ZN,mNv,0/Z
N,n
Nv,0
∫
ZN,mNv,yZ
m,n
y,x /Z
N,m
Nv,0 dy
= (ZN,nNv,0)
−1
∫
ZN,mNv,yZ
m,n
y,x dy
= (ZN,nNv,0)
−1ZN,nNv,x = V
N
v (n, x).
Therefore, a natural guess for the Hopf–Cole transform of global solutions will be
V (n, x) = Vv(n, x) = lim
N→−∞
V Nv (n, x), along with normalizing constants given by
Cm,n = Cv,m,n = lim
N→−∞
CNv,m,n. This leads to the study of the limits of partition
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function ratios. On the other hand, let uNv (n, x) = − ∂∂x lnV Nv (n, x) be the inverse
Hope–Cole transform of V Nv (n, x). We find that
uNv (n, x) = −
∂
∂x
ln
∫
R
1√
2pi
e−(x−y)
2/2−Fn−1(y)ZN,n−1(Nv, y)dy
=
∫
R
(x− y) 1√
2pi
e−(x−y)
2/2−Fn−1(y)ZN,n−1(Nv, y)dy
ZN,n(Nv, x)
=
∫
R
(x− y)µN,nNv,xpi−1n−1(dy).
(11.4)
Taking the limit N → −∞, we expect the global solution to be
(11.5) uv(n, x) =
∫
R
(x − y)µ−∞,nx (v)pi−1n−1(dy),
where µ−∞,nx (v) is the backward polymer measure, the weak limit of µ
N,n
Nv,xpi
−1
n−1 as
N → −∞. To justify this answer, we actually need a stronger statement than weak
convergence, namely, a statement on convergence of the associated densities.
The convergence of densities is closely related to convergence of partition function
ratios, since the density of µN,nNv,xpi
−1
m is precisely
dµN,nνN ,xpi
−1
m
dLeb
(y) =
ZN,mNv,y
ZN,nNv,x
Zm,ny,x .
In Section 11.1, we will show that both convergences are uniform on compact sets.
The existence of global solutions is then established in Section 11.2.
The uniqueness of global solutions relies on the uniqueness of infinite volume
polymer measures with any given slope v.
Suppose uv(n, x) ∈ H′(v, v) is a global solution and Vv(n, x) is its Hopf–Cole
transform. For fixed (n, x) ∈ Z × R, we can define a “backward” point-to-line
polymer measure µ¯−∞,nx on the set S
−∞,n
x of paths γ : {..., n − 2, n − 1, n} → R
with γ(n) = x :
µ¯−∞,nx (An−k × ...×An−1 ×An)
=
∫
An−k
dxn−k · · ·
∫
An−1
dxn−1
∫
An
δx(dxn) Vv(n− k, xn−k)
n−1∏
i=n−k
Zi,i+1xi,xi+1∫
R
Vv(n− k, xn−k)Zn−k,nxn−k,xdxn−k
.
(11.6)
This definition is consistent for different choices of k since Vv(n, x) satisfies (11.1).
Then the global solution uv(n, x) is uniquely determined by µ¯
−∞,n
x through
(11.7) uv(n, x) =
∫
R
(x− y)µ¯−∞,nx pi−1n−1(dy).
We will show that the measures µ¯−∞,nx satisfy LLN with slope v. This will allow
us to conclude that they are are uniquely defined by the potential and coincide
with µ−∞,nx (v), so the global solution in H
′(v, v) is also uniquely defined by the
potential and coincides with uv, see (11.5). This is done in Section 11.3.
In Section 11.4 we show that global solutions are also pullback attractors. We
also generalize the result on convergence of density functions to certain point-to-line
polymer measures.
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11.1. Limits of partition function ratios. Let Ω′v = Ω
′ ∩ Ωv, where Ω′ and Ωv
have been introduced in Theorems 9.3 and 4.2. In this section, we will prove the
following two theorems on Ω′v:
Theorem 11.1. For all ω ∈ Ω′v, there is a function Gv
(
(n1, x1), (n2, x2)
)
> 0 such
that for any sequence (yN ) satisfying lim
N→−∞
yN/N = v, we have
lim
N→−∞
ZN,n1yN ,x1/Z
N,n2
yN ,x2 = Gv
(
(n1, x1), (n2, x2)
)
.
For n1, n2 fixed and x1, x2 restricted to a compact set, the convergence is uniform.
Theorem 11.2. For all ω ∈ Ω′v the following is true. Suppose a family of proba-
bility measures
(
νN
)
satisfies the following conditions:
(1) for some c > 0 and all sufficiently large |N |,
(11.8) νN
(
[−c|N |, c|N |]c) = 0;
(2)
(
νN
)
satisfies LLN with slope v as N → −∞.
Let N < m < n and let fNn,m(x, ·) be the density of µN,nνN ,xpi−1m , namely,
fNn,m(x, y) =
∫ c|N |
−c|N |
ZN,m(z, y)Zm,n(y, x)
ZN,n(z, x)
νN (dz).
Then fNn,m(x, y) converges uniformly in x and y on compact sets to fv,n,m(x, y) as
N → −∞, where fv,n,m(x, ·) is the density of µ−∞,nx (v)pi−1m and can be expressed
as
(11.9) fv,n,m(x, y) = Z
m,n
y,x Gv
(
(m, y), (n, x)
)
.
We can derive part 3 of Theorem 4.2 from Theorem 11.2. Combined with Sec-
tion 10, this completes the proof of Theorem 4.2.
Proof of (the time-reversed version of) part 3 of Theorem 4.2 : Let
us take the full measure set Ω′v. For every ω ∈ Ω′v, our goal is to show that for
any (n, x) ∈ Z × R and (νN ) satisfying LLN with slope v, µN,nνN ,xpi−1m converges to
µ−∞,nx (v)pi
−1
m in total variation for all m < n.
Let c > |v|+ 1. Denoting the conditioning of νN on [−c|N |, c|N |] by ν˜N , we get
‖µN,nνN ,xpi−1m − µ−∞,nx (v)pi−1m ‖TV
≤‖µN,nνN ,xpi−1m − µN,nν˜N ,xpi−1m ‖TV + ‖µN,nν˜N ,xpi−1m − µ−∞,nx (v)pi−1m ‖TV
≤‖νN − ν˜N‖TV + ‖µN,nν˜N ,xpi−1m − µ−∞,nx (v)pi−1m ‖TV.
The first term goes to 0 since (νN ) satisfies LLN with slope v. To see that the
second term goes to 0, we notice that
(
ν˜N
)
satisfies LLN with slope v and (11.8),
so we can apply Theorem 11.2 to conclude that the densities of µN,nν˜N ,xpi
−1
m converge
to that of µnx(v)pi
−1
m , uniformly on any compact set, which implies convergence in
total variation. This completes the proof. ✷
In what follows, we could use the spatial smoothness of F to simplify some of the
arguments, but we prefer to give a version of the proof that does not even assume
continuity of F . Let us define
(11.10) gNn,m(x, y) =
∫ c|N |
−c|N |
ZN,m(z, y)
ZN,n(z, x)
νN (dz),
so that
(11.11) fNn,m(x, y) = Z
m,n
y,x g
N
n,m(x, y),
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then gNn,m(x, y) is continuous in both x and y as the following lemma shows.
Lemma 11.1. If νN satisfies (11.8), then g
N
n,m(x, y) is continuous in x and y.
Proof: By Lemma 5.5, h(x, y, z) = ZN,m(z, y)/ZN,n(z, x) is uniformly continu-
ous in x, y, and z on any compact set, so the lemma follows from (11.10). ✷
The next lemma shows that if n < m, then for any compact set K ⊂ R×R, the
family
(
ln gNn,m(·, ·)
)
N<m
is precompact in C(K), the space of continuous functions
on K. From this we will derive Theorems 11.1 and 11.2.
Lemma 11.2. Let ω ∈ Ω′ and K be a compact subset of R × R. If measures νN
satisfy (11.8), then for any m,n ∈ Z satisfying m < n, the family (ln gNn,m(·, ·))N<m
is precompact in C(K).
Note that for a compact set K and a family of positive functions hN , the pre-
compactness of
(
lnhN
)
implies that of
(
hN
)
in C(K).
Proof of Theorems 11.1 and 11.2: We fix m < n and let ω ∈ Ω′v. Us-
ing Lemma 11.2 and the standard diagonal procedure, we can find a subsequence(
gNkn,m(x, y)
)
converging to some g˜(x, y), uniformly on any compact set. Since
lnZm,n(x, y) is bounded on every compact set, by (11.11), we see that fNkn,m(x, y)
converges to f˜(x, y) = Zm,n(x, y)g˜(x, y) uniformly on compact sets.
Let us now identify the limit of any subsequence
(
fNkm,n(x, y)
)
converging uni-
formly on all compact sets. On Ωv, if (νNk) satisfies LLN with slope v, then
µNk,nνNk ,x
pi−1m converge weakly to µ
−∞,n
x (v)pi
−1
m . Hence f˜(x, ·) must equal fv,n,m(x, ·),
the density of µ−∞,nx (v)pi−1m . So, the only possible limit of any subsequence of(
fNn,m
)
, is fv,n,m, and we obtain that f
N
n,m converges to fv,n,m, uniformly on any
compact set. By (11.11), gNn,m also converges to g˜(x, y) =
(
Zm,ny,x
)−1
fv,n,m(x, y),
uniformly on any compact set.
Next we will show (11.9) and Theorem 11.1.
Let (yN ) be such that yN/N → v. Then νN = δyN satisfy (11.8), so
gNn,m(x, y) = Z
N,m
yN ,y/Z
N,n
yN ,x →
(
Zm,ny,x
)−1
fv,n,m(x, y),
where the convergence is uniform on any compact set. We denote the limit by
Gv
(
(m, y), (n, x)
)
. By Lemma 11.2, we know that
(
ln gNn,m
)
is uniformly bounded,
hence Gv is strictly positive. This proves (11.9) and Theorem 11.1 for n1 < n2.
For n1 ≥ n2, we can simply use the following two identities:
lim
N→−∞
ZN,n1yN ,x1
ZN,n2yN ,x2
=
(
lim
N→−∞
ZN,n2yN ,x2
ZN,n1yN ,x1
)−1
and
lim
N→−∞
ZN,n1yN ,x1
ZN,n2yN ,x2
= lim
N→−∞
ZN,n1yN ,x1
ZN,n3yN ,x3
lim
N→−∞
ZN,n3yN ,x3
ZN,n2yN ,x2
.
✷
To prove Lemma 11.2, we need the following corollary of Theorem 9.3:
Lemma 11.3. Let ω ∈ Ω′. For (l, q) ∈ Z × Z and c > 0, there is a constant
n1 = n1(l, q, c) such that for any s > n1, any x ∈ [q, q+1], any terminal measure ν,
any s′ ∈ [1, s]Z, and any N ∈ Z such that N ≤ l− 2s, we have
(11.12) µN,lν,xpi
−1
l−s′
(
[−(2c+R+1)s, (2c+R+1)s]c) ≤ 4ν([−c|N |, c|N |]c)+8e−√s.
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Proof: We apply the backward version of Theorem 9.3, taking v′ = 0, u0 =
c, u1 = 2c and letting n1(l, q, c) = n0(ω, l, q, [c], [c
−1]), so (11.12) is directly implied
by the backward version of (9.15). ✷
Proof of Lemma 11.2: Let us fix a compact set K = [p, p + 1] × [−k, k] and
times m < n. We denote r = 2c+R+ 1 and, for ε ∈ (0, 1/2), define
s1 = max
{
n−m, n1(n, p, c), k
r
, ln2
ε
64
}
and
s2 = max
{
n1(m, i, c) : |i| ≤ rs1 + 1
}
∨ ln2 ε
64
.
We will need several truncated integrals:
Z¯N,mz,y =
∫ rs2
−rs2
ZN,m−1z,w Z
m−1,m
w,y dw =
∫ rs2
−rs2
ZN,m−1z,w
1√
2pi
e−
(w−y)2
2 −Fm−1(w)dw,
Z¯m,ny,x =
{
Zm,ny,x , m = n− 1,∫ rs1
−rs1 Z
m,n−1
y,w Z
n−1,n
w,x dw, m < n− 1,
Z¯N,nz,x =
∫ rs1
−rs1
Z¯N,mz,y Z¯
m,n
y,x dy,
g¯N(x, y) =
∫ c|N |
−c|N |
Z¯N,mz,y
Z¯N,nz,x
νN (dz),
where, according to (2.8), Zn−1,nw,x =
1√
2pi
e−
(w−x)2
2 −Fn−1(w) in the definition of Z¯m,ny,x .
We also let hNε = ln g¯
N , N < m, and define K˜ = [p, p+ 1]× [−rs1, rs1] ⊃ K. If
we prove that for every ε > 0,
(11.13) | ln gNn,m(x, y)− hNε (x, y)| ≤ ε, (x, y) ∈ K˜,
and
(
hNε
)
is precompact in C(K˜), then the lemma will follow since, given any ε > 0,
we will be able to use an ε-net for (hNε ) to construct a 2ε-net for (ln g
N
n,m).
Let N ≤ min{n − 2s1,m − 2s2}. If |y| ≤ rs1 and |z| ≤ cN , then, from
δz([−c|N |, c|N |]c) = 0 and (11.12) with (l, s′, s, w, ν) = (m, 1, s2, y, δz), we obtain
1− Z¯
N,m
z,y
ZN,mz,y
≤ µN,mz,y pi−1m−1([−rs2, rs2]c) ≤ 8e−
√
s2 ≤ ε/8.
Then using the elementary inequality | ln(1 + x)| ≤ 2|x| for |x| ≤ 1/2 we find
(11.14) e−ε/4 ≤ Z¯N,mz,y /ZN,mz,y ≤ 1.
Let
Z˜N,nz,x =
∫ rs1
−rs1
ZN,mz,y Z¯
m,n
y,x dy.
Then (11.14) implies
(11.15) 1 ≤ Z˜N,nz,x /Z¯N,nz,x ≤ eε/4.
Similarly, if x ∈ [p, p+1] and |z| ≤ cN , by (11.12) with (l, s′, s, w, ν) = (n, 1, s1, x, δz)
and (n, n−m, s1, x, δz), we obtain
1− Z˜
N,n
z,x
ZN,nz,x
≤ µN,nz,x pi−1n−1([−rs1, rs1]c) + µN,nz,x pi−1m ([−rs1, rs1]c) ≤ 16e−
√
s1 ≤ ε/4.
Therefore,
(11.16) e−ε/2 ≤ Z˜N,nz,x /ZN,nz,x ≤ eε/2.
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Combining (11.14), (11.15) and (11.16) we obtain
e−ε ≤ g¯N(x, y)/gNn,m(x, y) ≤ eε,
and (11.13) follows.
For any |w| ≤ rs2 and y, y′ ∈ [−rs1, rs1], we have∣∣∣∣ (y − w)22 − (y′ − w)22
∣∣∣∣ ≤ r(s1 + s2)|y − y′|.
Hence ∣∣ ln Z¯N,mz,y − ln Z¯N,mz,y′ ∣∣ ≤ r(s1 + s2)|y − y′|.
Similarly, for all x, x′ ∈ [p, p+ 1], we have∣∣ ln Z¯N,nz,x − ln Z¯N,nz,x′ ∣∣ ≤ (rs1 + |p|+ 1)|x− x′|.
Combining these two inequalities we see that
(11.17) |hNε (x, y)− hNε (x′, y′)| ≤ L(|x− x′|+ |y − y′|)
for L = r(s1 + s2) + |p|+ 1. So, hNε are uniformly Lipschitz continuous and hence
equicontinuous on K˜. It remains to show that hNε are uniformly bounded. Let
f¯N (x, y) = g¯N (x, y)Z¯m,ny,x =
∫ c|N |
−c|N |
Z¯N,mz,y Z¯
m,n
y,x
Z¯N,nz,x
νN (dz).
Then for fixed x, ∫ rs1
−rs1
f¯N (x, y′)dy′ = 1.
By (11.17), we have for y, y′ ∈ [−rs1, rs1],
g¯N (x, y)e−L·2rs1 ≤ g¯N(x, y′) ≤ g¯N(x, y)eL·2rs1 .
Let M be the supremum of | ln Z¯m,n·, · | on K˜. Then
f¯N(x, y)e−L·2rs1−2M ≤ f¯N(x, y′) ≤ f¯N(x, y)eL·2rs1+2M .
Integrating this inequality over y′ ∈ [−rs1, rs1] gives us
2rs1f¯
N (x, y)e−L·2rs1−2M ≤ 1 ≤ 2rs1f¯N(x, y)eL·2rs1+2M .
and hence ln f¯N(x, y) are uniformly bounded on K˜. Therefore,
hNε (x, y) = ln f¯
N(x, y)− ln Z¯m,ny,x
are also uniformly bounded. ✷
11.2. Existence of global solutions. In this section, for every v ∈ R, we will
prove the existence of global solutions on a full measure set Ω˜ ∩ Ω′v. Here, Ω′v
has been introduced in the beginning of Section 11.1 and Ω˜ is introduced in the
following lemma controlling the tail of µN,nNv,xpi
−1
n−1.
Lemma 11.4. There is a full measure set Ω¯ on which for every c > 0 and (n, q) ∈
Z×Z, there are constants a1, a2, L0 > 0 and N0 depending on c, n and q such that
(11.18) µN,nν,x pi
−1
n−1
(
[−L,L]c) ≤ 4ν([−c|N |, c|N |]c)+ a1e−a2√L
for any N ≤ N0, L ≥ L0, x ∈ [q, q + 1] and any terminal measure ν.
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A proof of the lemma will be given at the end of this section.
Let us fix v ∈ R and assume that ω ∈ Ω¯ ∩ Ω′v throughout this section.
Let us define uNv (n, x), its Hopf–Cole transform V
N
v (n, x), and the constants
CNv,m,n by (11.2), (11.3), and (11.4). We can use the function Gv introduced in
Theorem 11.1 to define
Vv(n, x) = Gv
(
(n, x), (n, 0)
)
, Cv,m,n = Gv
(
(m, 0), (n, 0)
)
.
Lemma 11.5. The functions Vv(n, x) and constants Cv,m,n satisfy (11.1).
Proof: Fix m < n and x. We want to show
Gv
(
(n, x), (n, 0)
)
= Gv
(
(m, 0), (n, 0)
) ∫
Zm,n(y, x)Gv
(
(m, y), (m, 0)
)
dy,
which, by Theorem 11.1, is equivalent to
1 =
∫
Zm,ny,x Gv
(
(m, y), (n, x)
)
dy.
This identity is true because by Theorem 11.2, the integrand is the density of
µ−∞,nx (v)pi−1m . ✷
Let fNv,n,n−1(x, y) be the density of µ
N,n
Nv,xpi
−1
n−1. Then (11.4) rewrites as
uNv (n, x) =
∫
R
(x− y)fNv,n,n−1(x, y)dy.
Recalling that we expect the global solution to be given by (11.5), we use the
limiting density fv,n,n−1(x, y) from Theorem 11.2 to define
uv(n, x) =
∫
R
(x− y)fv,n,n−1(x, y)dy.
Lemma 11.6. The functions uNv (n, ·) converge to uv(n, ·) as N → −∞, uniformly
on compacts sets, and the Hopf–Cole transform of uv(n, ·) is Vv(n, ·).
Proof: Let q ∈ Z. Lemma 11.4 implies that for some constants a1, a2, L0 and N0,
µN,nNv,xpi
−1
n−1
(
[−L,L]c) = ∫
|y|>L
fNv,n,n−1(x, y)dy ≤ a1e−a2
√
L, x ∈ [q, q + 1],
for all N ≤ N0 and L ≥ L0, if we take c > |v|. Moreover, by Theorem 11.2,
fNv,n,n−1(x, y) converges to fv,n,n−1(x, y) uniformly on compact sets. Therefore
uNv (n, ·) converges to uv(n, ·) uniformly on [q, q + 1].
Since uNv (n, ·) and V Nv (n, ·) converge to uv(n, ·) and V N (n, ·) on compact sets,
taking the limit N → −∞ on both sides of
V Nv (n, x) = e
− ∫ x
0
uNv (n,x
′)dx′ ,
we see that Vv(n, x) is the Hopf–Cole transform of uv(n, x). ✷
To show that uv(n, ·) ∈ H′(v, v), we need the following lemma which we will
prove in the end of this section.
Lemma 11.7. Given n ∈ Z and a compact set K ⊂ R, the family of random
variables
{
uNv (n, x) : N < n, x ∈ K
}
is uniformly integrable.
Proof of the existence part of Theorem 3.1: By Lemmas 11.5 and 11.6,
uv(n, x) is a global solution. It remains to show that uv(n, ·) ∈ H′(v, v). All the
other properties are easy to check.
Lemma 11.7 implies that
(11.19) lim
N→−∞
EuNv (n, x) = Euv(n, x).
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By Lemma 5.2, for any (m1, x1) and (m2, x2) such that m1 < m2, we have
Zm1,m2(x1, x2)
d
= e
− (x1−x2)2
2(m2−m1)Z0,m2−m1(0, 0).
Taking logarithm and then expectation, we obtain
E lnZm1,m2(x1, x2) = − (x1 − x2)
2
2(m2 −m1) + E lnZ
0,m2−m1(0, 0),
so
(11.20) E lnV Nv (n, x) = E lnZ
N,n(Nv, x) − E lnZN,n(Nv, 0) = −x(x − 2Nv)
2(n−N) .
For any N , by Hopf–Cole transform we have∫ x
0
uNv (n, x
′)dx′ = − lnV Nv (n, x).
Taking expectation of both sides, using the Fubini theorem and (11.20), we obtain∫ x
0
EuNv (n, x
′)dx′ =
x(x − 2Nv)
2(n−N) .
Taking the limit N → −∞ and using (11.19), we obtain∫ x
0
Euv(n, x
′)dx′ = vx.
By stationary of uv(n, ·), the left hand side is x ·Euv(n, 0). Therefore, Euv(n, 0) = v
and hence by ergodic theorem uv(n, ·) ∈ H′(v, v). ✷
Now we turn to the proofs of Lemma 11.4 and Lemma 11.7. The following lemma
generalizes Lemma 8.4:
Lemma 11.8. There are constants d1 > 0 and R0 such that for all r ≥ R0,
(m, p), (n, q) ∈ Z× Z (n−m ≥ 2), with probability at least 1− e−d1r|m−n|,
µm,ny,x
{
γ : max
m≤i≤n
|γi − [(m, y), (n, x)]i| ≥ r|n−m|
}
≤ e−r|m−n|
for all x ∈ [q, q + 1], y ∈ [p, p+ 1].
Proof: Due to shear invariance, without loss of generality we can assume m =
p = q = 0. Lemma 7.5 implies µ0,n0,0  µ0,ny,x  µ0,n1,1 for any x, y ∈ [0, 1]. Therefore,
it suffices to show
(11.21) P
{
µ0,n0,0
{
γ : max
0≤i≤n
|γi| ≥ rn/2
}
>
1
2
e−rn
}
≤ e−k1rn
for some constant k1 and sufficiently large r.
Let A(r) = {γ : max
0≤i≤n
|γi| ≥ 12rn}. Repeating the computation in (8.1), we see
that for sufficiently large r and some constant k2,
P
{
Z0,n0,0
(
A(r)
)
>
1
2
ρn0 e
−2rn
}
<
2nλne−(r/2)
2n
pir
√
n− 1ρn0 e−2rn
≤ e−k2rn.
By Lemma 8.2, for sufficiently large r and a constant k3, we have
P
{
Z0,n0,0 ≤ ρn0 e−rn
}
≤ βne−rnr0 ≤ e−k3rn.
Now (11.21) follows from these two estimates. ✷
The next statement is a direct consequence of Lemma 11.8.
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Lemma 11.9. There are constants d1, d2, R0 > 0 such that for all (m, p), (n, q) ∈
Z× Z (n−m ≥ 2), with probability at least 1− d2e−d1R0|m−n|,
µm,ny,x
{
γ : max
m≤i≤n
|γi − [(m, y), (n, x)]i| ≥ r|n−m|
}
≤ e−r|m−n|
for all x ∈ [q, q + 1], y ∈ [p, p+ 1] and r ≥ R0, r ∈ N.
Proof of Lemma 11.4: It suffices to prove the statement for fixed c and (n, q).
Let K = 2c+R+1. Lemma 11.3 implies that with probability one, if n−N2 ≥ n1 =
n1(n, q, c), then for all s satisfying n1 ≤ s ≤ n−N2 and all x ∈ [q, q + 1],
µN,nν,x pi
−1
n−1
(
[−Ks,Ks]c) ≤ 4ν([−c|N |, c|N |]c)+ 8e−√s.
This implies that for some k1 > 0 and all L ∈ [Kn1,K(n−N)/2], we have
(11.22) µN,nν,x pi
−1
n−1
(
[−L,L]c) ≤ 4ν([−c|N |, c|N |]c)+ 8e−k1√L.
Noticing that for all L ≥ K(n−N)/2, we have the trivial inequality
µN,nν,x pi
−1
n−1
(
[−L,L]c) ≤ µN,nν,x pi−1n−1([−K(n−N)/2,K(n−N)/2]c),
we can extend (11.22) to all L ∈ [Kn1, 2R0(n − N)] by adjusting the constant k1
appropriately. Here R0 is taken from Lemmas 11.8 and 11.9.
The Borel–Cantelli lemma implies that with probability one, the statement of
Lemma 11.9 holds true for all sufficiently negative m = N and p ≤ c|N | + 1. In
particular, for sufficiently negative N , we have
µN,ny,x pi
−1
n−1
([
x+
y − x
n−N − r|n−N |, x+
y − x
n−N + r|n−N |
]c)
≤ e−r|n−N |
for all |y| ≤ c|N | and r ≥ R0. Applying this estimate to y = ±c|N | and using
monotonicity, we obtain for r ≥ R0 and sufficiently negative N :
µN,nν,x pi
−1
n−1
(
[−2r|n−N |, 2r|n−N |]c)
≤µN,nν,x pi−1n−1
([− (|q|+ c+ 2 + r|n−N |), |q|+ c+ 2 + r|n−N |]c)
≤µN,nν,x pi−1n−1
([
x+
−c|N | − x
n−N − r|n−N |, x+
c|N | − x
n−N + r|n−N |
]c)
≤ν([−c|N |, c|N |]c)+ 2e−r|n−N |.
Therefore, for some constant k2 > 0 and all L ∈ [2R0(n−N),+∞), we have
(11.23) µN,nν,x pi
−1
n−1
(
[−L,L]c) ≤ ν([−c|N |, c|N |]c)+ 2e−k2L.
Combining the estimates (11.22) and (11.23), we see that (11.18) holds for all
L ≥ Kn1, which completes the proof of the lemma. ✷
To prove the uniform integrability of uNv (n, x) in Lemma 11.7, we need an addi-
tional lemma:
Lemma 11.10. There is a constant s0 such that for |N |/2 ≥ s ≥ s0,
P
{
µN,00,0 pi
−1
−1([−(R+ 2)s, (R+ 2)s]c) ≤ 4e−
√
s
}
> 1− e−
√
s.
Proof: In Lemma 9.6, we take δ = 1/9, β = 1/2, v = 1, (m, q) = (0, 0) and
consider the set Ω
(s)
2 (1/9, 1, 0, 0). The lemma follows from the backward version of
(9.22) with v0 = v
′ = 0, v1 = 1 and ν = δ0. ✷
Proof of Lemma 11.7: By Lemma 2.2,
uNv (n, x) − x = −
∫
R
yµN,nNv,x(dy)
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is non-increasing in x. Therefore, it suffices to show the uniform integrability of(
uNv (n, x)
)
N<n
for fixed (n, x) ∈ Z×R. We also notice that uNv (0, 0) d= uN0 (0, 0)+v.
So, without loss of generality, let us assume (n, x) = (0, 0) and v = 0. Let us write
fN0,0,−1(0, y) = f
N (y) and uN0 (0, 0) = u
N .
Lemma 11.10 implies that if L = (R + 2)s ∈ [(R+ 2)s0, (R + 2)|N |/2], then
(11.24) P
{∫
|y|>L
fN(y)dy ≤ 4e−k1
√
L
}
> 1− e−k2
√
L
for some constants k1 and k2. Using the inequality∫
|y|>L
fN(y)dy ≤
∫
|y|>(R+2)|N |/2
fN (y)dy
for L ≥ (R + 2)|N |/2 and adjusting the constants k1, k2 appropriately, we can
extend (11.24) to all L ∈ [(R + 2)s0, R0|N |]. Here, R0 is taken from Lemma 11.8.
Next, Lemma 11.8 implies that if L = r|N | ≥ R0|N |, then
(11.25) P
{∫
|y|>L
fN(y)dy ≤ e−L
}
> 1− e−d1L.
Combining the estimates (11.24) and (11.25), we can find constants c1, c2, c3, c4,
independent of N , such that for L ≥ (R+ 2)s0,
P
{∫
|y|>L
fN (y)dy ≤ c1e−c2
√
L
}
> 1− c3e−c4
√
L.
This implies that uN = − ∫
R
yfN(y)dy are uniformly integrable. ✷
11.3. Uniqueness of global solutions. The main goal of this section is to finish
the proof of Theorem 3.1 by establishing the uniqueness of global solutions.
Let w(x) ∈ H′ and V (x) = e−
∫ x
0
w(x′)dx′ be its Hopf–Cole transform. We can
introduce the following point-to-line polymer measures:
µ¯N,nV,x (AN × ...×An−1) =
∫
AN
dxN · · ·
∫
An−1
dxn−1δx(dxn) V (xN )
n−1∏
i=N
Zi,i+1xi,xi+1∫
R
V (xN )Z
N,n
xN ,xdxN
.
The fact that w ∈ H′ guarantees that all integrals are finite.
Lemma 11.11. Let
(
wN (·)
)
be a stationary sequence of random functions in H′
and
(
VN (·)
)
be the corresponding Hopf–Cole transforms. Let v ∈ R. Suppose that
one of the conditions (3.1), (3.2), (3.3) is satisfied by W (·) =WN (·) =
∫ ·
0 wN (y
′)dy′
for all N with probability 1. Then for almost every ω and all n ∈ Z, the probability
measures νN,n,x(N < n) defined by
νN,n,x(dy) = µ¯
N,n
VN ,x
pi−1N (dy) =
ZN,n(y, x)VN (y)∫
R
ZN,n(y′, x)VN (y′)dy′
dy
satisfy
lim inf
N→−∞
eh|N | sup
x∈[−L,L]
νN,n,x([(v + ε)N, (v − ε)N ]c) = 0,
for all L ∈ N and ε > 0, and some constant h(ε) > 0 depending on ε.
We give the proof of this lemma after we derive uniqueness from it.
Proof of the uniqueness part of Theorem 3.1: Let v ∈ R and let uv(n, ·)
be a stationary global solution in H′(v, v). We will prove that for almost every ω,
uv,ω coincides with the global solution constructed in Section 11.2.
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Let Vv(n, ·) be the Hopf–Cole transforms of uv and Cv,m,n be the family of
constants such that (11.1) holds true. Let µ¯−∞,nx be defined as in (11.6). Then we
have (11.7).
Since uv(n, x) ∈ H′(v, v), the potential of uv(n, x) satisfies one of the conditions
(3.1), (3.2), (3.3) depending on the value of v. Therefore, by Lemma 11.11, we have
lim inf
N→−∞
µ¯−∞,nx pi
−1
N ([(v + ε)N, (v − ε)N ]c) = 0.
By Theorem 9.3 we have that for m large enough and n−N ≥ 2m,
µ¯−∞,nx pi
−1
n−m([(v + 2ε)(n−m), (v − 2ε)(n−m)]c)
≤ 4µ¯−∞,nx pi−1N ([(v + ε)N, (v − ε)N ]c) + 6e−
√
m.
Taking lim inf as N → −∞, we obtain
µ¯−∞,nx pi
−1
n−m([(v + 2ε)(n−m), (v − 2ε)(n−m)]c) ≤ 6e−
√
m.
So µ¯−∞,nx satisfies SLLN with slope v and is supported on S
−∞,n
x . Therefore, by
Lemma 10.10, we have µ¯−∞,nx = µ−∞,nx (v). This shows that uv(n, ·) is exactly what
we have constructed in Section 11.2, and the proof of uniqueness is complete. ✷
To prove Lemma 11.11 we first need several auxiliary statements.
Lemma 11.12. Let (Xn)n∈N be a stationary sequence of random variables such
that P(Xn <∞) = 1. Then there is a random number k = k(ω) such that
P {ω : Xn(ω) ≤ k(ω) for infinitely many n} = 1.
Proof: Let Ak = {ω : Xn(ω) ≤ k for finitely many n}. Clearly Ak+1 ⊂ Ak for
all k ∈ N. Let A∞ =
∞⋂
k=1
Ak. We want to prove that P(A∞) = 0.
By the ergodic theorem, on A∞, for any k, we have
0 = lim
n→∞
1
n
n−1∑
i=0
1Xi≤k = E(1X0≤k|I),
where I is the invariant σ-algebra for the stationary sequence (Xn). Therefore
0 = E
(
1A∞E(1X0≤k|I)
)
= E1A∞1X0≤k.
Since P(X0 <∞) = 1, by the Bounded Convergence Theorem we have
0 = lim
k→∞
E1A∞1X0≤k = P(A∞)
as desired. ✷
Lemma 11.13. There is a full measure set Ω′′ such that the following is true for
every ω ∈ Ω′′. For all c > 4√ln(2λ/ρ0)) and (n, q) ∈ Z × Z, there is a constant
m0 = m0(n, q, c) such that for all m > m0, we have
(11.26)
∫
|y|≥cmZ
n−m,n(y, q)ec|y|/17dy∫ q+1
q Z
n−m,n(y, q)dy
≤ 2−m
and
(11.27)
∣∣∣ ln ∫
I
Zn−m,n(y, x)H(y)dy − ln
∫
I
eα(m,x−y)H(y)dy
∣∣∣ ≤ 2m3/4,
for all intervals I ⊂ [−cm, cm], all x ∈ [q, q + 1] and all positive functions H(·).
Here, α(·, ·) has been defined in (9.4).
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We will prove this lemma after we use it to derive Lemma 11.11.
We also need a monotonicity statement about point-to-line polymer measures.
Lemma 11.14. Let x < x′ and V (x) be a positive function that grows at most expo-
nentially. Then for anym,n withm < n, the polymer measure µ¯m,nV,x is stochastically
dominated by µ¯m,nV,x′ .
Proof: First, we have
µm,kV,y (Am × · · · ×Ak−1) =
∫
Ak−1
µ¯m,kV,y pi
−1
k−1(dxk−1)µ¯
m,k−1
V,xk−1
(Am × · · · ×Ak−2).
Therefore, similarly to Lemma 7.3, it suffices to show that µ¯m,nV,x pi
−1
n−1  µ¯m,nV,x′pi−1n−1
and use an induction argument.
Now we compute the marginals at time n− 1 :
µ¯m,nV,x {Xn−1 ≤ r} =
∫
R
dy
∫
(−∞,r] dηV (y)Z
m,n−1
y,η e
−Fn−1(η)g(η − x)∫
R
dy
∫
R
dηV (y)Zm,n−1y,η e−Fn−1(η)g(η − x)
.
Let
ν(dη) =
∫
dyV (y)Zm,n−1y,η e
−Fn−1(η)dη.
Then by Lemma 7.1, µ¯m,nV,x {Xn−1 ≤ r} is decreasing in x, so µ¯m,nV,x pi−1n−1 is dominated
by µ¯m,nV,x′pi
−1
n−1. ✷
Proof of Lemma 11.11: We take Ω′′ from the statement of Lemma 11.13 and
fix an arbitrary ω ∈ Ω′′.
Fix n and L ∈ N. Since Lemma 11.14 implies νN,n,−L  νN,n,x  νN,n,L for
x ∈ [−L,L] , it suffices to show that for every ε > 0,
lim inf
N→−∞
eh|N | max
a=±L
νN,n,a
(
[(v + ε)N, (v − ε)N ]c) = 0,
or, equivalently, that for every ε ∈ (0, 1) there is a random sequencemk = mk(ω, ε) ↑
+∞ such that
0 = lim
k→∞
ehmkνn−mk,n,a
(
[−(v + ε)mk,−(v − ε)mk]c
)
= lim
k→∞
ehmk
∫
|y+vmk|>εmk Z
n−mk,n(y, a)Vn−mk(y)dy∫
R
Zn−mk,n(y, a)Vn−mk(y)dy
(11.28)
for a = ±L.
The proof consists of two steps. The first step is to use (3.1), (3.2), (3.3) and
Lemma 11.12 to find a random sequence (mk) with certain properties; the sec-
ond is to combine those properties and estimates provided by Lemma 11.13 to
derive (11.28).
We can assume that v ≥ 0, since the case v < 0 is totally symmetric to the case
v > 0. Let us fix some δ > 0 such that
(11.29) δ <
{
ε/4, v = 0,
(ε/4) ∧ (v/2) ∧ ε28v , v > 0.
Step 1 — find (mk): we claim that there is a random constant R = R(ω) and
a random sequence (mk) such that for every m = mk,
(11.30) |Wn−m(y)| ≤ R, y ∈ [−L,L+ 1],
(11.31) Wn−m(y) ≥ −R(|y|+ 1), y ∈ R,
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and
v = 0,
Wn−m(y) ≥ −δ|y|, |y| ≥ R,(11.32a)
or,
v > 0,
|Wn−m(y)− vy| ≤ δ|y|, y < −R,(11.32b)
Wn−m(y) ≥ (−v + 2δ)|y|, y > R.(11.32c)
To see this, for each m, we let Xm, Ym and Zm be the infimum of R such that
(11.30), (11.31) and (11.32) are satisfied. Due to stationary of WN (·), (Xm), (Ym)
and (Zm) are all stationary sequences of random variables. Also, Xm are a.s. finite
because WN (·) are locally finite; Ym are a.s. finite because WN (·) ∈ H; Zm are a.s.
finite due to (3.1) or (3.2), depending on v. Therefore, by Lemma 11.12, there is
a random number R = R(ω) such that Xm ∨ Ym ∨ Zm ≤ R for infinitely many m
almost surely. This proves the claim.
Step 2 — show (11.28). For simplicity we will write m = mk in what follows,
so m→∞ actually means m = mk, k →∞. Let us fix c ≥ 17(v+1)∨4
√
ln(2λ/ρ0)
and write
νn−m,n,a([−(v + ε)m,−(v − ε)m]c)
=
∫
|y|<cm,|y+vm|>εmZ
n−m,n
y,a e
−Wn−m(y)dy∫
R
Zn−m,ny,a e−Wn−m(y)dy
+
∫
|y|≥cm Z
n−m,n
y,a e
−Wn−m(y)dy∫
R
Zn−m,ny,a e−Wn−m(y)dy
= Am +Bm.
We will show that both Am and Bm decay exponentially.
First we look at Bm. By (11.32), if m is sufficiently large, then −Wn−m(y) ≤
(|v|+ δ)|y| ≤ c|y|/17 for all |y| ≥ cm. Due to (11.30) we have∫
R
Zn−m,n(y, a)e−Wn−m(y)dy ≥ e−R
∫ a+1
a
Zn−m,n(y, a)dy.
Therefore, by Lemma 11.13 we have
Bm ≤ eR
∫
|y|≥cmZ
n−m,n(y, a)ec|y|/17dy∫ a+1
a
Zn−m,n(y, a)dy
≤ e
R
2m
for sufficiently large m.
Next we look at Am. Using Lemma 11.13, we obtain that for sufficiently largem,
Am ≤ exp (4m3/4) · ∫|y|<cm,|y+vm|>εm e− (y−a)
2
2m −Wn−m(y)dy∫ cm
−cm e
− (y−a)22m −Wn−m(y)dy
≤ exp (4m3/4 + L2/m+ 2Lc) · ∫|y+vm|>εm e− y22m−Wn−m(y)dy∫ cm
−cm e
− y22m−Wn−m(y)dy
.
Let us denote the ratio of integrals in the last line by A˜m. It suffices to show that A˜m
decays exponentially. We will consider the cases v = 0 and v > 0 separately.
Suppose v = 0. For sufficiently large m, we have Wn−m(y) ≥ −δ|y| for all
|y| > εm by (11.32a) and Wn−m(y) ≤ R for y ∈ [0, 1] by (11.30). Therefore,
A˜m ≤
∫
|y|>εm e
− y22m+δ|y|dy∫ 1
0
e−
y2
2m−R
≤ e 12m+R
∫
|y|>εm
e−
y2
2m+δ|y|dy ≤ e 12m+R · 4
ε
e−
ε2
4 m
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as desired. Here, in the last inequality, we used δ < ε/4 to obtain
(11.33)
∫
|y|>εm
e−
y2
2m+δ|y|dy ≤
∫
|y|>εm
e−
y2
4m dy ≤ 4
ε
e−
ε2
4 m.
Suppose v > 0. Let A˜m = (A1 +A2 +A3)/A4, where
A1 =
∫
|y+vm|>εm,y≤−R
e−
y2
2m−Wn−m(y)dy, A2 =
∫ R
−R
e−
y2
2m−Wn−m(y)dy,
A3 =
∫ ∞
R
e−
y2
2m−Wn−m(y)dy, A4 =
∫ cm
−cm
e−
y2
2m−Wn−m(y)dy.
For sufficiently large m, by (11.32b), (11.33), (11.31) and (11.32c), we have
A1 ≤
∫
|y+vm|>εm
e−
y2
2m−(v+δ)ydy
≤ e( v
2
2 +vδ)m
∫
|y′|>εm
e−
y′2
2m+δ|y′|dy′ ≤ 4
ε
exp
(
(v2/2 + vδ − ε2/4)m),
A2 ≤
∫ R
−R
e−
y2
2m+R(|y|+1)dy ≤ 2ReR2+R,
A3 ≤
∫ ∞
R
e−
y2
2m+(v−2δ)ydy ≤
∫ ∞
−∞
e−
y2
2m+(v−2δ)ydy =
√
2mpi exp
( (v − 2δ)2
2
m
)
,
and
A4 ≥
∫ −vm+1
−vm
e−
y2
2m+(v−δ)ydy ≥ exp((v2/2− vδ)m).
Therefore,
A˜m ≤ 4
ε
exp
(−(ε2/4− 2vδ)m)
+ 2ReR
2+R exp
(−(v2/2− vδ)m)+√2mpi exp(−(vδ − 2δ2)m),
and the right-hand side decays exponentially due to (11.29). ✷
Now we turn to the proof of Lemma 11.13. We begin with (11.26).
Proof of (11.26): Let us fix (n, q) and c. Due to the Borel–Cantelli lemma and
the fact that for sufficiently large m,∫
|y|≥cm
Zn−m,m(y, q)ec|y|/17dy ≤
∫
|y−q|≥cm/2
Zn−m,n(y, q)ec|y−q|/16dy,
the inequality (11.26) will follow if we prove that for some constant k > 0 and
sufficiently large m,
(11.34) P
{
am
bm
> 2−m
}
≤ e−km,
where
am =
∫
|y−q|≥cm/2
Zn−m,n(y, q)ec|y−q|/16dy, bm =
∫ q+1
q
Zn−m,n(y, q)dy.
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By Lemma 8.2, we have P{bm ≤ ρm0 } ≤ e−k1m for some constant k1. By Markov
inequality,
P
{
am ≥ (ρ0/2)m
} ≤ ( 2
ρ0
)m
Eam =
(2λ
ρ0
)m ∫
|y−q|≥cm/2
1√
2mpi
e−
(y−q)2
2m +c|y−q|/16dy
≤
(2λ
ρ0
)m ∫
|y−q|≥cm/2
1√
2mpi
e−
(y−q)2
4m dy
≤ 8
c
√
2mpi
e−
(
c2/16−ln(2λ/ρ0)
)
mdy ≤ e−k2m
for a constant k2 > 0 if c > 4
√
ln(2λ/ρ0) and m is sufficiently large. Combining
these two inequalities, we obtain (11.34) and complete the proof of (11.26). ✷
To prove (11.27), the second part of Lemma 11.13, we need auxiliary statements.
Lemma 11.15. There is a number K such that, with probability one, for any c > 0
and (n, q) ∈ Z× Z, and for sufficiently large m,
(11.35)
∣∣ lnZn−m,n(y, x)− lnZn−m,n([y], [x])∣∣ ≤ K√m, [x] = q, |[y]| ≤ cm.
Proof: Without loss of generality we can assume n = 0. Let us define
Cmx,y =
{
µ−m,0y,x {γ : |γ−m+1 − [y]| ∨ |γ−1 − [x]| ≥ (R′ + 1)
√
m} ≤ 2−m+1
}
.
Due to Lemma 8.10 and µ−m,0p,q  µ−m,0y,x  µ−m,0p+1,q for [x] = q, [y] = p, we have
P
(⋃
[x]=p, [y]=q (C
m
x,y)
c
)
≤ 2e−r2m
for sufficiently large m and all |p| ≤ cm. Then, the Borel–Cantelli lemma implies
that, with probability one, there is m1 such that for m > m1, all [x] = q and
|[y]| ≤ cm, Cmx,y holds.
Also, using (A5), Markov’s inequality, and the Borel–Cantelli lemma, we obtain
that with probability one, there is m2 such that for m > m2,
(11.36) |F−m(y)| ≤
√
m, |[y]| ≤ cm.
Assumem ≥ 2∨m1∨m2. We consider only x and y such that [x] = q and |[y]| ≤ cm.
Let us fix p = [y] and define
(11.37) Z˜−m,0y,x =
∫
(z1,z2)∈E
dz1dz2e
− 12 (y−z1)2−F−m(y)− 12 (x−z2)2−F−1(z2)Z−m+1,−1z1,z2
where E = {(z1, z2) : |z1 − p| ∨ |z2 − q| < (R′ + 1)√m}. Since m > m1, we have∣∣1− Z˜−m,0y,x /Z−m,0y,x ∣∣ ≤ 2−m+1 and hence
(11.38)
∣∣ lnZ−m,0y,x − ln Z˜−m,0y,x ∣∣ ≤ 2−m+2,
since | ln(1 + x)| ≤ 2|x| for |x| ≤ 1/2. Using (11.36) and (11.37), we see that∣∣ ln Z˜−m,0y,x − ln Z˜−m,0p,q ∣∣
≤2√m+ sup
(z1,z2)∈E
(∣∣∣∣(y − z1)22 − (p− z1)22
∣∣∣∣ + ∣∣∣∣(x− z2)22 − (q − z2)22
∣∣∣∣)
≤2√m+ 2((R′ + 1)√m+ 1).
(11.39)
The lemma follows from (11.38), (11.39) and the triangle inequality. ✷
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Lemma 11.16. With probability one, for all c > 0 and (n, q) ∈ Z× Z, we have
| lnZn−m,n(y, x)− α(m,x− y)| ≤ 2m3/4, [x] = q, |[y]| ≤ cm,
for sufficiently large m.
Proof: Let us fix c and (n, q). By Theorem 8.1 and shear invariance, for suffi-
ciently large m and all p ∈ Z, we have
P
{∣∣ lnZn−m,n(p, q)− α(m, q − p)∣∣ ≥ m3/4} ≤ e−m1/3 ,
The Borel–Cantelli lemma implies that almost surely,
(11.40)
∣∣ lnZn−m,n(p, q)− α(m, q − p)∣∣ ≤ m3/4,
for sufficiently large m and all |p| ≤ cm. Also, if [x] = q and |[y]| ≤ cm, we have
|α(m, [x]− [y])− α(m,x− y)| ≤
∣∣∣∣ ([x]− [y])22m − (x− y)22m
∣∣∣∣
≤2(|q|+ 1) + 2(cm+ 1)
m
.
(11.41)
The lemma follows from Lemma 11.15, (11.40) and (11.41). ✷
Now, the inequality (11.27) follows from Lemma 11.16, which completes the
proof of Lemma 11.13 and concludes the entire uniqueness part.
11.4. Basins of pullback attraction. The global solutions play the role of one-
point pullback attractors. The goal of this section is to prove Theorem 3.2.
First we need a version of Lemma 11.11 where wN ≡ w are independent of N ,
which is the case in Theorem 3.2.
Lemma 11.17. Let v ∈ R and w(·) ∈ H′. If one of the conditions (3.1), (3.2),
(3.3) is satisfied by W (·) = ∫ ·
0
w(y′)dy′, then for almost every ω and every n ∈ Z,
the probability measures νN,n,x(N < n) defined by
νN,n,x(dy) =
ZN,n(y, x)e−W (y)∫
R
ZN,n(y′, x)e−W (y′)dy′
dy
satisfy
lim
N→−∞
eh|N | sup
x∈[−L,L]
νN,n,x([(v + ε)N, (v − ε)N ]c) = 0,
for all L ∈ N and ε > 0, and some constant h(ε) > 0 depending on ε.
Proof: The proof is similar to that of Lemma 11.11. Because wN (·) ≡ w(·) are
independent of N , there is no need to choose a subsequence (mk) to satisfy (11.32),
(11.30), and (11.31) as we did in the first step of proving Lemma 11.11. Therefore,
we obtain lim instead of lim inf in the conclusion. ✷
Proof of Theorem 3.2: We define Ωˆ = Ω¯ ∩ Ω′′ ∩ Ω′v and let ω ∈ Ωˆ. We also
define V (x) = e−
∫ x
0
w(x′)dx′ and consider the measures
νN,n,x(dy) = µ¯
N,n
V,x pi
−1
N (dy) =
V (y)ZN,n(y, x)∫
R
V (y′)ZN,n(y′, x)dy′
dy.
Then we have µ¯N,nV,x = µ
N,n
νN,n,x,x and
ΨN,nω w(x) =
∫
R
(y − x)µ¯N,nV,x pi−1n−1(dy).
Due to Lemma 2.2, it suffices to prove pointwise convergence, i.e., to show that
(11.42) lim
N→−∞
∫
R
(y − x)µ¯N,nV,x pi−1n−1(dy) =
∫
R
(y − x)µ−∞,nx (v)pi−1n−1(dy), x ∈ R.
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Using Lemmas 11.17 and 11.4, we obtain that for some constants b1 and b2,
(11.43) µ¯N,nV,x pi
−1
n−1([−L,L]c) ≤ b1e−b2
√
L.
By Lemma 11.17, for fixed (n, x) ∈ Z × R, (νN,n,x)N<n is a family of probability
measures satisfying LLN with slope v. Hence by Lemma 10.10, µN,nνN,n,x,x converges
weakly to µnx(v), so µ¯
N,n
V,x pi
−1
n−1 converges weakly to µ
n
x(v)pi
−1
n−1. Now (11.42) follows
from this and (11.43), and the proof is complete. ✷
12. Overlap of polymer measures
In this section we prove Theorem 4.4. In fact, we give a proof for the time-
reversed version of the theorem because this is more convenient. We recall that
‖µ− ν‖TV = sup
A∈B(R)
|µ(A)− ν(A)|.
and that Ω′v = Ω
′ ∩ Ωv.
The convergence of polymer measures in total variation distance is a consequence
of the existence of ratios of partition functions and the LLN for polymer measures.
For the rest of this section, we fix v ∈ R and always assume that ω ∈ Ω′v. We
will also fix (n1, x1) and (n2, x2), and write µ
N
i = µ
ni
xipi
−1
N , i = 1, 2.
Lemma 12.1. Let µ and ν be two probability measures with densities f and g
respectively, such that both f and g are positive on some Borel set C, and zero
outside C. Then
‖µ− ν‖TV ≤ 1− inf
x∈C
g(x)
f(x)
Proof: Let A = {x ∈ C : f(x) ≥ g(x)} and d = infx∈C g(x)/f(x). Then
‖µ− ν‖TV =
∫
A
(f(x)− g(x)) dx ≤
∫
A
(1− d)f(x) dx ≤ (1− d)
∫
C
f(x) dx = 1− d.
✷
Lemma 12.2. There are constants αN , βN depending on ω, xi, ni such that
lim
N→−∞
αN
N
= lim
N→−∞
βN
N
= v,
lim
N→−∞
µN1 ([αN , βN ]
c) = lim
N→−∞
µN2 ([αN , βN ]
c) = 0.
Proof: Since the measures µNi satisfy the LLN with slope v, there is a decreasing
sequence of negative numbers (Nk) such that
µNi ([(−v − 2−k)|N |, (−v + 2−k)|N |]c) ≤ 2−k, N ≤ Nk, i = 1, 2.
For every N , let k be such that Nk+1 ≤ N < Nk. Then setting
αN = (−v − 2−k)|N |, βN = (−v + 2−k)|N |
completes the proof. ✷
Let fNi (x) be the density of µ
N
i . We will need the following representation of f
N
i .
Lemma 12.3. Recall the function Vv(N, x) which is the Hopf–Cole transform of
the global solution uv(n, x). Then
fNi (x) =
Vv(N, x)Z
N,ni
x,xi∫
Vv(N, x′)Z
N,ni
x′,xi
dx′
.
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Proof: By (11.9) in Theorem 11.2 we have
fNi (x) = Z
N,ni
x,xi Gv
(
(N, x), (ni, xi)
)
.
Thus for x 6= y,
fNi (x)
fNi (y)
=
ZN,nix,xi
ZN,niy,xi
Gv
(
(N, x), (ni, xi)
)
Gv
(
(N, y), (ni, xi)
) = ZN,nix,xi
ZN,niy,xi
Gv
(
(N, x), (N, 0)
)
Gv
(
(N, y), (N, 0)
) = ZN,nix,xi Vv(N, x)
ZN,niy,xi Vv(N, y)
,
and our claim follows. ✷
Proof of Theorem 4.4: Let DNi = µ
N
i ([αN , βN ]), i = 1, 2, and let
µ˜Ni (A) = (D
N
i )
−1µNi (A ∩ [αN , βN ]).
Then the measures µ˜Ni , i = 1, 2, are supported on [αN , βN ] with densities given by
f˜Ni (x) = (D
N
i )
−1fNi (x). Also,
(12.1) ‖µ˜Ni − µNi ‖TV ≤ 1−DNi .
Combining this with Lemma 12.1 we obtain
‖µN1 − µN2 ‖TV ≤ ‖µN1 − µ˜N1 ‖TV + ‖µ˜N1 − µ˜N2 ‖TV + ‖µ˜N2 − µN2 ‖TV
≤ 3−DN1 −DN2 − inf
x∈[αN ,βN ]
f˜N2 (x)
f˜N1 (x)
.
Since DNi → 1 as N → −∞, i = 1, 2, it suffices to show
lim
N→−∞
inf
x∈[αN ,βN ]
f˜N2 (x)
f˜N1 (x)
= 1.
Using the representation of fNi in Lemma 12.3, we see that
f˜Ni =
Vv(N, x)Z
N,ni
x,xi∫ βN
αN
Vv(N, x′)Z
N,ni
x′,xi
dx′
.
and hence
f˜N2 (x)
f˜N1 (x)
=
ZN,n2x,x2
ZN,n1x,x1
∫ βN
αN
Vv(N, x
′)ZN,n1x′,x1 dx
′∫ βN
αN
Vv(N, x′)Z
N,n2
x′,x2
dx′
≥ mN
MN
,
where
mN = inf
x∈[αN ,βN ]
ZN,n2x,x2
ZN,n1x,x1
, Mn = sup
x∈[αN ,βN ]
ZN,n2x,x2
ZN,n1x,x1
.
Our goal is to show that limN→∞mN/MN = 1.
Since the partition function is continuous with respect to endpoints, both the
supremum and infimum are achieved at some points x = xN+ and x = x
N
− . Since
limN→−∞ xN±/N = v, Theorem 11.1 implies
lim
N→−∞
mN = lim
N→−∞
MN = lim
N→−∞
ZN,n2
xN± ,x2
ZN,n1
xN± ,x1
= Gv
(
(n2, x2), (n1, x1)
) ∈ (0,∞),
so limN→−∞mN/MN = 1. This completes the proof. ✷
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13. Proofs of lemmas from Section 2
Proof of Lemma 2.1: Let us check that if W ∈ H, then Φn,n+1ω W ∈ H
for all n and ω. Due to (2.3), there is a number k = k(n, ω) > 0 such that
Fn(x) +W (x) ≥ −k(|x|+ 1) for all x ∈ R. Since∫
R
g2κ(y − x)e−
Fn(x)
2κ −W (x)2κ dx ≤
∫
R
g2κ(y − x)e
k|x|+1
2κ dx <∞,
Φn,n+1ω W (y) is well-defined for all y ∈ R, and
lim inf
y→+∞
Φn,n+1ω W (y)
y
≥ − lim inf
y→+∞
2κ
y
ln
∫
R
g2κ(y − x)e
k|x|+1
2κ dx
= − lim inf
y→+∞
2κ
y
ln
∫
R
g2κ(y − x)e kx+12κ dx
= − lim inf
y→+∞
2κ
y
ln(e
ky
2κ+
k2
4κ+
1
2κ ) = −k > −∞.
In the second line, we used that the contribution from the negative values of x is
asymptotically negligible due to the fast decay of the Gaussian kernel. For the last
line, we used the Gaussian moment generating function. The behavior as y → −∞
is treated similarly. The local Lipschitz property follows from the C1 property that
can be obtained by differentiating the integrand in the definition of Φ.
Iterating this, we obtain parts 1 and 3 of the lemma. The proof of part 2 is
similar to that of part 1. ✷
Proof of Lemma 2.2: Let V (·) be the Hopf–Cole transform of w(·). Then
x−Ψn0,n1w(x) = x−
∫
R
(x− y)µ¯m,nV,x (dy) =
∫
R
yµ¯m,nV,x (dy).
The conclusion then follows from Lemma 11.14. ✷
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