Abstract: Supervised and unsupervised learning techniques are increasingly applied to improve medical decision-making. Medical-recorded data also have accumulated large amount of information about patients and their medical conditions. Relationship and patterns within this data could provide new medical knowledge. Unfortunately, few methodologies have been developed and applied to discover this hidden knowledge. In this paper, we propose projected clustering method for generating clusters of similar bio-signal patterns from medical data to be analyzed and the various classification methods for reflecting information of heart signal on the classification/prediction model. The experiments show that the optimal cluster is constructed by applying PROCLUS algorithm and it has from 0.881 to 0.9 f1-value index of prediction under test data.
Introduction
Modern medicine generates almost daily, huge amounts of heterogeneous data. For example, medical data may contain bio-signals like ECG, clinical information like temp., cholesterol levels, etc., as well as the physician's interpretation. Those who deal with such data understand that there is a widening gap between data collection and data comprehension. Computerized techniques are needed to help humans address this problem. This paper is devoted to the relatively young and growing field of medical big data analysis. As more and more medical procedures employ bio-signal as a preferred diagnostic tool, there is a need to develop methods for efficient machine learning in big data of bio-signals. Other significant features are security and confidentiality concerns. Moreover, the physician's interpretation of signals and clinical information or other technical data, is written in unstructured language which is very difficult to learning. We propose the application of a standard machine learning technique to the case of bio-signal data. In this paper, cluster analysis and classification techniques are applied in order to predict an accurate heart disease in the medical data. Especially this study uses projected clustering method for generating clusters of similar wind power patterns from data to be analyzed. The framework proposed in this study for the prediction of wind power pattern is as follows.
1) Data preprocessing: To preserve privacy, we remove private information. Our method is de-identification for anonymizing sensitive personal data. 2) Projected cluster analysis: to generate a similar group of bio-signal patterns from the preprocessed data 3) Classification: to build the prediction model considering bio-signal features by extending the projected clustering methods.
Data Preprocessing
Privacy preserving data analysis has become an important issue because of the large amount of personal data. Several techniques that are used to preserve privacy are to remove private information. However, private information can still be leaked if abnormal users possess some background knowledge and other data sources. In this study, we proposed a methodology that preserve privacy. Our proposed method is de-identification software for anonymizing sensitive personal data. It supports a wide variety of 1) privacy and risk models, 2) methods for transforming data and 3) methods for analyzing the usefulness of output data (k-anonymity). The software has been used in a variety of contexts, including big data analytics platforms, research projects, human or animal medical data sharing and for training purposes.
To preserve privacy, we develop transformation and privacy model. Fig. 1 is an example of our de-identification software [1] . 
Transformation Model
Our software supports a variety of data transformation models, which can also be combined with each other. -Value generalization: User-specified generalization hierarchies form the backbone of data transformation mechanism. Hierarchies can either be used to directly reduce the uniqueness of attribute values or to form clusters that will be transformed using further methods, such as micro-aggregation.
 Random sampling: this model supports multiple methods for drawing a sample from the input dataset. This can be used to relate a dataset to an underlying population table or to reduce privacy risks.  Record, attribute and cell suppression: As described previously, this model also supports removing individual attributes, attribute values or complete records in the transformation process. This can be controlled by defining appropriate hierarchies (which is supported by specific wizards), by performing local or global transformation and by specifying a limit for the maximal number of records which may be removed.  Micro-aggregation: Sets of numeric attribute values can be transformed into a common value by user-specified aggregation functions. Prior to aggregation, clustering can be performed based on value generalization hierarchies.  Categorization: The method provided by the software can be used to create transformation rules that are represented as functions, which can be used to perform on-the-fly categorization of continuous variables during anonymization.
K-Anonymity
This well-known privacy model aims at protecting datasets from re-identification in the prosecutor model. A dataset is k-anonymous if each record cannot be distinguished from at least k-1 other records regarding the quasi-identifiers. Each group of indistinguishable records forms a so-called equivalence class. The algorithm is shown in Fig. 2 
Projected Clustering
In this study, we use projected clustering approaches for discovering representative feature selection/extraction. Projected clustering is a method for detecting clusters with the highest similarity from the subset of all data dimensions. The biggest difference from the traditional clustering methods is detecting various subsets based on the fact that subsets differ from each other and they include meaningful clusters rather than considering all dimensions given during the clustering process. For example, if attribute is a dimension and bio-signal value is an object in the data, through the projected clustering shown in Fig. 3 , time intervals (t7 through t15) can be detected, which are subsets having discriminating power among different clusters.
Projected clustering approaches can be divided into three paradigms based on the detection methods of the subsets [2] .
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The first paradigm is to divide a data space into grid-cells (cell-based) and form clusters from the cells with sufficient density. The basic concept is defining grid-cell sets first before assigning objects to the proper cells, and calculating the density of each cell. Next, cells with a density of a certain threshold or lower are removed and clusters are built from a series of cells with high density. A popular cell-based method, CLIQUE [3] , is a grid-based clustering algorithm that detects clusters of subsets through certain procedures. When multi-dimensional data points of large capacity are given, the data space in general is not uniformly occupied by the data points. The clustering of this approach discriminates sparse and crowded regions in space (or unit), and detects the entire distribution type of the datasets. Clustering of CLIQUE is defined as the biggest group of connected dense units. SCHISM [4] finds subsets by using a support and Chernoff-Hoeffding bound concept and determines the interesting subsets using a depth-first search and backtracking. The second paradigm is density-based projected clustering. It builds clusters by identifying areas with high density divided by areas of low density. Though the overall clustering concept is based on DBSCAN [5] , the density calculation here considers only the relevant dimensions. The representative algorithm is FIRES [6] , and it applies an efficient filter-refinement method. Above all, the existing base-clusters are created and those that fail to meet the given density conditions are removed in the filtering stage. Next, the base-clusters are merged to create the maximal dimensional projected cluster approximations. Lastly, the final refined clusters are built during the refinement stage. The SUBCLU [7] is a DBSCAN-based greedy algorithm for projected clustering. Unlike grid-based approaches, it can detect clusters with arbitrary shapes. The third paradigm is a clustering-oriented approach. As the data dimension increases in the clustering for high dimensional data, clustering that considers all dimensions can hinder the performance remarkably owing to the presence of sparse data. PROCLUS [8] , a famous algorithm, starts from a single dimensional space. Instead, the algorithm of the third paradigm begins by searching the initial estimation regarding clusters in a high dimensional space. Weight is provided for each cluster per each dimension, and the renewed weight is used to create clusters again for the next iteration. STATPC [9] detects relevant subsets based on objects and builds candidate subspaces, which are refined to build local optimal projected clusters. Finally, a greedy search algorithm is used to review all subspaces and build optimal clusters. Table 1 shows the properties of the clustering algorithms used in our study. 
Classification Model for Predicting Heart Disease
Feature vectors for the classifier's supervised learning include prior information such as the ST, RRI, PRI, QRS and QTI (see Fig. 4 ) from ECG signal data, which is a heart disease feature, and class labels are built through clustering. Among all features used for learning. (f 1 , f 2 , f 3 , f 4 ) , i.e., the subsets of all dimensions that are applied to the clustering of the different groups. The classifiers used in the study are the sequential minimal optimization (SMO) algorithm,
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which shows an excellent performance, and kNN and NNs which were evaluated in a related paper [10] , [11] . Building representative bio-signal patterns through a clustering analysis of the heart disease patterns can characterize the change in bio-signal patterns depending on the time of objects inside the clusters. The cluster analysis stage describes the cluster analysis results of only SCHISM, FIRES, and PROCLUS. The optimal parameter settings of each algorithm for the data in the test are given in Table 2 . Because the projected clustering algorithm groups similar signal patterns for the all dimensions in the training datasets and classifies which group the test data objects belong to out of the defined clusters, it includes the clustering and classification methods together. Therefore, an evaluation measure such as sum of the squared error or normalized mutual information for a traditional clustering method is inappropriate. The present study used evaluation measures such as the precision, recall, and F1-value to evaluate the three clustering algorithms.
Formal definitions of these measures are given below. The bio-medical dataset was applied with five dimensions depending on the parameter set with the range shown in Table 3 , and the optimal number of clusters determined was five. Based on the results in Table 4 , PROCLUS was used along with the clustering results shown in Table 4 . All tests for the three clustering measures use 10-fold cross validation. In addition, the original classes used to evaluate the algorithms in the cluster analysis stage are the patient group IDs (control, attention, risk) of the three regions. Table 4 shows the result of the evaluators based on the clustering methods for datasets. 
Conclusion
This paper use three projected clustering approaches to discover representative bio-signal patterns from data measured from ECG. As subsets of all dimensions required for clustering and an appropriate composition of the clusters were used concurrently, the removal of identification and sensitive information the use of a de-identification method are included. The optimal number of clusters was determined using parameter bracketing provided by PROCLUS algorithm which is a clustering-oriented approach produced the best results.
Currently, heart disease data continue to be accumulated and refined. Therefore, more accurate prediction of the heart disease signal patterns will be possible in future studies.
