: Plot of inter--nuclear separation over time. Two--dimensional histograms of the time evolution of edge lengths in the Delaunay graph constructed from cell centroids. The mean value of edges lengths over time is displayed as solid white line. The time evolution is used to calculate the threshold value (D !"#$%" ) for interacting cells used in neighbourhood estimation. We determined D !"#$%" to be A ~30 µm for non--induced MDCK scribble kd (tet--), B ~60 µm for MDCK scribble kd (tet+) in which knock--down of scribble had been induced, and C ~30 µm for MDCK WT . These threshold values correspond to the respective average cell diameter in pre--confluency conditions, which describes the maximum distance between two cells in contact. Any distance larger than this would imply the presence of free space between cells, signifying they cannot be classified as neighbours. The plots in Figure  S2 show that the average inter--nuclear distance is larger the threshold values at low densities due to the presence of free--space between some of the cells in the triangulation. This distance shortens over time below the threshold, as cell numbers increases and the cells reach confluency. , and whose separation distance from the target cell is below the experimentally determined D !"#$%" value (Fig S2) . In the diagram, the dotted lines link the centroid of neighbours. B In this case the target cell has three neighbours, two MDCK WT (green) and one scribble KD (magenta).
In this diagram, neighbours with separation distances above D thresh have been removed. We assessed the accuracy of our neighbourhood and density analysis by comparing the number of neighbours determined from the Voronoi diagram (number of Voronoi edges) to the number of neighbours determined manually. In order to do so, we fixed and imaged MDCK cells stably expressing the H2B nuclear marker together with an E--cadherin marker, which localizes at adherent junctions. We considered both high and low density. High density (D,E) and low density (A,B) images of MDCK stably expressing H2b--RFP (magenta, A--B, D--E) and E--cadherin GFP (grey, C,F). Scale bar = 25µm. We applied the Voronoi tessellation and Delaunay triangulation algorithms to the nuclei images (A--B, D--E). The Voronoi diagram and the Delaunay triangulation are highlighted in yellow. Finally, we manually scored the number of E--cadherin delimited edges for each cell as a ground truth. Next, we determined the correlation between the edges detected via the Voronoi method and manually, at high and low densities. We plotted the number of neighbours determined using the Voronoi method on the y--axis as a function of the number of manually determined number of neighbours on the x--axis. We calculated the Pearson coefficient (r) and obtained r=0.832 for high density and r=0.951 for low density, indicating that the Voronoi method provides a reliable estimate of the number of neighbours.
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Supplementary Note 1
Several software packages have been developed for the purposes of single-cell tracking. These include tTy [1] , CellProfiler [2] , CellCognition [3] and LEVER [4] amongst others (reviewed in [1] ). In general, they provide manual or semiautomated image segmentation and tracking over several division cycles, and have been, in most cases, tailored to the study of proliferation and differentiation processes.
Here we have additional experimental considerations in studying cell competition, in that we must accurately identify not only division events but also apoptotic events. Not only does this require robust cell tracking but also accurate identification of cell-cycle state. In our experience, previous software packages tend to over-estimate or incorrectly assign cell division events to account for apoptosis events, or prove to be too laborious for annotating the vast amount of data generated during imaging. Therefore, we developed our own software that takes advantage of recent advances in machine learning (in particular deep learning) and optimized our tracking algorithms to account for cell death as well as proliferation events. In this way we have created a computational strategy for characterising apoptosis, cell division, and net growth as a function of local cell neighbourhood.
To segment, track and classify cell-cycle state and apoptosis automatically, we implemented a novel multi-layered computational pipeline that first detects individual cells and then classifies their cell-cycle stage based on the combination of cell and histone morphology (Fig 1C-D) .
Image segmentation. In the Cell Detector step (Fig 1D) , fluorescence images are segmented into foreground (cells) and background. After having acquired time-lapse movies of cells using the incubator microscope, we restore the images by 1 performing flat-field illumination correction and removing CCD hot pixels. Following image restoration, segmentation of the fluorescence images was performed using a Gaussian Mixture Model (GMM). Briefly, the combined intensity histogram of three images taken from the beginning, middle and end of the movie were fitted to a GMM using the Expectation Maximisation (EM) algorithm to learn the appropriate parameters [5, 6] . The intensity distribution was described as a weighted sum of n normal distributions:
where θ represents the learned parameters for the n models: λ k is the normalised weight, µ k the mean intensity and σ 2 k the variance for each normal distribution in the mixture model. We typically used n=3, and separate parameters were learnt for the GFP and RFP fluorescence movies. In general, when ordered by increasing µ k , the three normal distributions reflect the intensity distributions of background, interphase and mitotic/apoptotic cells. The output of the segmentation method is a binary classification of the image into background and cells. Dense regions of cells were separated using either a marker controlled watershed transform, a custom written object splitting algorithm based on calculating regions of concavity in convex objects [7] or a hybrid of both methods.
Next we use an additional merging step to recombine fragments arising from over-segmentation of nuclei with a weak-fluorescence signal. We developed an algorithm that attempts to find the best possible hypothesis for merging the objects, based on separation distance and image features. This works in several phases. First, a Delaunay graph is calculated to make putative clusters of fragments. Second, hypotheses for combinations of fragments constituting a single object are constructed. Each hypothesis has an equal prior probability. Third, successive Bayesian updates are performed using the separation distance and image feature information. Finally, the algorithm selects the merging hypotheses with the highest posterior probabilities. This algorithm has the advantage of not merging apoptotic fragments with non-apoptotic nuclei.
Object classification using deep neural networks. In the Track compiler step, each nucleus is assigned a type (scribble kd or MDCK W T ) according to its fluorescence emission and is classified into one of five different classes reflecting the cell cycle or apoptotic-state. The five states are: interphase, pro(meta)phase, metaphase, anaphase/telophase or apoptosis. Automatically assigning class labels to images (image classification) is a task well suited to machine learning approaches. In recent years, a deep learning approach known as convolutional neural networks (CNN) have demonstrated great utility with significantly improved ac-curacy over conventional approaches.
We implemented a deep CNN to automatically perform the cell-cycle state assignment of each detected cell (Fig 1E) . A fully trained CNN takes a multidimensional image as input (such as the transmission and fluorescence images in our case, Fig 1E, left) and transforms it through a sequence of operations ( Fig  1E, middle) that yields an output label. Our CNN architecture (Fig 1E) was broadly based on the LeNet-5 architecture [8] , and consists of several layers of 3x3 convolution, rectified linear units (ReLU) [9] and 2x2 max-pooling units [10] , which decrease spatial dimensionality and increase the number of filters. In this architecture, early layers of the network are sensitive to small image features (a small receptive field), and later layers to gross morphology in the image (larger receptive field). The combined effect is that the network utilises information from multiple spatial scales. Next, several fully connected layers reduce the output of the internal layers into a mapping to the output label -in our case, the five cellcycle classes. The final output represents the probability of the image belonging to each of the five classes that we define (Fig 1E, right) . The classification label is simply the label with the highest probability.
Training the neural network. The deep CNN needs to be trained to perform this task. We generated a ground truth dataset for training, by hand annotating thousands of regions of interest (ROI), using both transmission (BF) and fluorescence channels (Fig 1E, left) . Each ROI, centered on the nucleus of the cell, was assigned one of five cell-cycle states. From this training set, we generated three subsets for: (i) training, (ii) testing, and (iii) validation. Each set had an identical number of training examples, with their order shuffled and the class numbers balanced such that all classes had an identical number of occurrences. Care was taken to annotate images that represented the diversity of the dataset and were temporally non-sequential to prevent over-training. To increase the number of training examples, we augmented the examples by introducing random transformations, rotations and noise, yielding 15,535 training examples per class. We used dropout (50% while training) to prevent over-fitting. CNNs were implemented in Caffe [11] or TensorFlow [12] . Training was performed using a momentum optimizer with an exponentially decaying learning rate until convergence.
Having trained the deep CNN, we determined the performance by calculating the normalized accuracy for each class, presented as a confusion matrix. Here we confront the prediction of the CNN to ground truth using the validation dataset (Fig 1F) . Correct predictions are located on the diagonal of the matrix and, following completion of training, the CNN possessed an accuracy > 99% for all states based on instantaneous image features. Such performance is remarkable particularly for the detection of the apoptotic state, which possesses a far broader distribution of image features than other states.
We also trained a classifier based on a non-linear Support Vector Machine (SVM) [13] with a Radial Basis Function (RBF). We used image features such as fluorescence intensity, intensity gradient, Histogram of Oriented Gradients (HoG) features [14] , orientation, eccentricity and texture. Although the SVM performed well at cell-cycle state classification, it did not match the performance of the CNN, particularly with apoptosis detection, with a maximum accuracy of ∼ 80% (Not shown). We utilised the CNN for all further data analysis.
Cell tracking. Next, classified and segmented objects are assembled into tracks. The tracking algorithm assembles reliable sections of track that do not contain cell division events (tracklets). Each new tracklet initiates a probabilistic model in the form of a Kalman filter [15] , and utilises this to predict future states (and error in states) of each of the objects in the field of view. We assign new observations to the growing tracklets (linking) is performed by evaluating the posterior probability of each potential linkage from a Bayesian belief matrix for all possible linkages [16] . The best linkages are those with the highest posterior probability. Despite the high instantaneous accuracy of the CNN classification, occasional errors occur. We correct errors using a temporal model of the cell cycle implemented as a Hidden Markov Model (HMM) [3] comprising interphase, the three states of mitosis, and a dead-end state of apoptosis (Fig 1G) . Any tracklets containing a metaphase to anaphase transition are split into separate tracks so that they can be labeled as division events in later steps of the algorithm.
The tracklets are then assembled into lineage trees by using multiple hypothesis testing and integer programming [17, 18] to identify a globally optimal solution. We build upon this previous work to incorporate hypotheses specific to apoptosis/extrusion and use additional geometric features and CNN classifications in the hypothesis generation. The following hypotheses are generated: (i) true positive track (ii) false positive track (iii) initializing at the beginning of the movie or near the edge of the FOV, (iv) termination at the end of the movie or near the edge of the FOV (v) a merge between two tracklets (vi) a division event or (vii) an apoptotic event. The likelihood of each hypothesis is calculated for some or all of the tracklets based on heuristics. The global solution identifies a sequence of high likelihood hypotheses that accounts for all observations. Having identified the global solution, the fates of each cell are updated, tracks are merged and lineage trees are generated using a Breadth First Search (BFS) to traverse the trees.
As displayed from the alignment of 100 randomly selected annotated trajectories followed over 40 minutes, the software is correctly assigning the anaphase state to new tracks initialized after a division event (Fig 1H, left) . Likewise, trajectories terminating in a division event contain the correct class sequence motif of Interphase-Prometaphase-Metaphase (Fig 1H, middle) . Trajectories terminating in apoptosis often follow a prolonged interphase sequence, although in some circumstances appear to arise following a failed division event (Fig 1H, right) .
The final output of the pipeline is a fully annotated time-lapse sequence yielding the centroid, cell type, state and lineage/fate of every cell. Although segmentation of the cell boundaries would provide useful additional information, we found that, in general, the result was error prone and not robust, due to the well-known difficulty in unambiguously determining cell boundaries in the absence of additional markers. In order to assess the overall quality of the tracking output we calculated the Multiple Object Tracking Accuracy (MOTA) [20] , which yields a mean accuracy of 93.3 ± 1.8% over the five datasets tested (Supplementary Note 2). Combined with the deep CNNs classification accuracy, these metrics suggest that we are able to accurately detect, classify and track thousands of cells over 80 hours of time-lapse imaging.
Supplementary Note 2
Quantitative assessment of cell tracking precision and accuracy. The accuracy of our image analysis pipeline can be thought of as being determined by several different sources of error:
1. Accuracy and precision of cell detection 2. Accuracy of cell state estimation
Accuracy of cell tracking
In this supplementary note we will quantify the accuracy and precision of detection and tracking (Items 1 and 3) . We took five different short time-lapse sequences (consisting of 20-30 frames and ≥50 cells), and split these between three users to manually annotate the images, marking the cell centroids. We then used our pipeline to automatically track the cells. We define four different types of observations in the tracking output ( Fig S9) :
• True positive (TP, hit): This represents a true detection where the same object is found in the output and the manual annotation.
• False positive (FP, false alarm): These are object detections in the output that do not appear in the manual annotation.
• False negative (FN, miss): This represents a missed detection, not found in the output but present in the manual annotation.
• Identity swap (IS, mismatch): This is a tracking error where the unique identity of two tracks are swapped (perhaps by two objects crossing or by close proximity) or an incorrect linkage event, for example during cell division.
Next, we determined correspondences between the tracking output and the manual annotations. Briefly, a cost matrix representing the Euclidean distance between all pairs of detections and manual annotations is calculated. Matches are determined using the Jonker and Volgenant solver [19] . The solver finds the lowest cost solution, assigning a match (correspondence) between pairs of tracked objects and manually annotated objects that minimises the distance between them. Correspondences falling within a threshold distance limit are considered to be true matches. Although the global optimisation step of the tracker removes false positive tracks, we have included them in the analysis to give an accurate estimation of the errors in the segmentation steps. Finally, the tracks were inspected for identity swap errors, which were counted manually.
We implemented the widely used Multiple Object Tracking (MOT) metrics to provide a quantitative assessment of the tracking performance [20] . The two MOT metrics used are:
Multiple Object Tracking Precision (MOTP):
Where d i t is the Euclidean distance between manual annotation and tracker output i at time t and c t is the number of matches at time t. This metric represents how precisely tracking algorithm can determine the position of an object. It is the ratio of the total error in position to the number of true positive correspondences between the tracker and manual annotation. In reality, the tracker is accurately measuring the centroid of the object, whereas the user is estimating it, so this value represents the user error and variability in determining the centroids in this case.
Multiple Object Tracking Accuracy (MOTA):
Where F N t , F P t and IS t are the number of false negative, false positive and identity swaps observed at time t, and g t is the total number of true observations at time t. This metric represents the errors associated with detecting objects and accurately keeping track of them, independent of the ability to precisely localise them. Overall we achieve a tracking accuracy (MOTA) of 93.3±1.8% as shown in Table 1 
Supplementary Note 3
Source code availability. MATLAB scripts for analysis of cell trajectories are available at https://github.com/quantumjot/CellTracking. The Bayesian tracking library is available at https://github.com/quantumjot/BayesianTracker.
