Topological order in a correlated three-dimensional topological
  insulator by Maciejko, Joseph et al.
ar
X
iv
:1
30
7.
55
66
v2
  [
co
nd
-m
at.
str
-el
]  
13
 Ja
n 2
01
4
Topological order in a correlated three-dimensional topological insulator
Joseph Maciejko,1, ∗ Victor Chua,2 and Gregory A. Fiete2
1Princeton Center for Theoretical Science, Princeton University, Princeton, New Jersey 08544, USA
2Department of Physics, The University of Texas at Austin, Austin, Texas 78712, USA
(Dated: August 2, 2018)
Motivated by experimental progress in the growth of heavy transition metal oxides, we theo-
retically study a class of lattice models of interacting fermions with strong spin-orbit coupling.
Focusing on interactions of intermediate strength, we derive a low-energy effective field theory for a
fully gapped, topologically ordered, fractionalized state with an eight-fold ground-state degeneracy.
This state is a fermionic symmetry-enriched topological phase with particle-number conservation
and time-reversal symmetry. The topological terms in the effective field theory describe a quantized
magnetoelectric response and nontrivial mutual braiding statistics of dynamical extended vortex
loops with emergent fermions in the bulk. We explicitly compute the expected mutual statistics in
a specific model on the pyrochlore lattice within a slave-particle mean-field theory. We argue that
our model also provides a possible condensed-matter realization of oblique confinement.
The study of three-dimensional topological insulators
(TI) has become one of the most active areas of research
in condensed matter physics [1, 2]. Their striking prop-
erties, such as robust surface states observed by angle-
resolved photoemission spectroscopy [3] and a topological
magnetoelectric response [4] leading to the prediction of
a quantized Kerr and Faraday effect [5, 6], can be under-
stood in a single-particle picture where electron-electron
interactions play no significant role.
A burning question in TI research is how interactions
beyond the perturbative limit affect their properties [7–
10]. If the interaction strength is much less than the bulk
energy gap, the bulk remains adiabatically connected to
a TI and the problem reduces to studying the effect of
interactions on the surface states. On the other hand, if
the interaction strength is comparable to or greater than
the bulk energy gap, the TI phase may disappear alto-
gether and the problem has been comparatively less stud-
ied. Recent work [11, 12] suggests the intriguing possibil-
ity that for sufficiently strong interactions the TI phase
might give way to an exotic phase dubbed the topologi-
cal Mott insulator (TMI)—or its topological-crystalline-
insulator (TCI) cousin the TCMI [13], which can be un-
derstood as a TI or TCI of charge-neutral, fermionic
spinons interacting with gapless “photon” excitations of a
deconfined U(1) gauge field. The TMI is thus essentially
a 3D quantum spin liquid [14] with no charge response,
albeit with a peculiar band structure for the spinons [15],
and has indeed been proposed as a possible ground state
for a pure spin model on the pyrochlore lattice [16].
In this paper we investigate the possibility of a new
state of matter—denoted by TI* in the following—which
is intermediate between the TI and the TMI, in the sense
that it is not adiabatically connected to the TI yet ex-
hibits a nontrivial charge response unlike the TMI. Unlike
the TI and the TMI, the TI* is a topologically ordered,
fully gapped state with eight degenerate ground states on
the three-torus T 3 (corresponding to periodic boundary
conditions in all three directions of space). It can be un-
derstood as a TI of emergent fermionic excitations that
are electrically charged, yet not adiabatically connected
to the microscopic electrons. These fermionic excitations
interact with an emergent, deconfined Z2 gauge field that
is ultimately responsible for the topological order.
We are interested in a class of electron lattice models
of the form
H =
∑
rr′
∑
αβ
trr
′
αβ c
†
rαcr′β +
U
2
∑
r
(∑
α
nrα − 1
)2
, (1)
at half-filling 〈
∑
α nrα〉 = 1, where c
†
rα (crα) is a creation
(annihilation) operator for an electron of spin α =↑, ↓ at
site r, nrα = c
†
rαcrα is the number of electrons of spin α
on site r, trr
′
αβ is a spin-dependent hopping amplitude and
U > 0 is the on-site Hubbard interaction. Although we
will later present numerical results for a specific model,
as far as the universal properties of the TI* are concerned
we only require that Eq. (1) correspond to an ordinary
TI in the noninteracting limit U = 0. In the U → ∞
limit, the system is described by a spin- 12 Heisenberg-
type model which is expected to have a magnetic ground
state [11, 17].
In order to study the possible phases of (1) at interme-
diate values of U , we make use of the recently introduced
Z2 slave-spin theory for correlated electron systems [18–
22]. This theory is based on the simple observation that
the Hubbard interaction energy in (1) depends only on
the total occupation of site r modulo 2, which can be rep-
resented by a Pauli matrix (Ising variable) τzr , viz. τ
z
r = 1
for unoccupied or doubly occupied sites and τzr = −1 for
singly occupied sites. The annihilation/creation of an
electron at site r changes this occupation modulo 2, and
the electron annihilation (creation) operator is written as
c
(†)
rα = f
(†)
rα τxr where the slave-spin τ
x
r flips the sign of τ
z
r .
The slave-fermion f
(†)
rα carries the same spin and charge
quantum numbers as the electron. The Hamiltonian (1)
is written in terms of the slave-spins and slave-fermions
2as [23]
H =
∑
rr′
∑
αβ
trr
′
αβτ
x
r τ
x
r′f
†
rαfr′β +
U
4
∑
r
(τzr + 1) . (2)
While (1) acts in the physical Hilbert space of electrons,
(2) acts in the enlarged Hilbert space of slave-spins and
slave-fermions. To project back onto the physical Hilbert
space we impose the local constraintGr = 1 on each site r
where the unitary operator Gr = (−1)
∑
α f
†
rαfrα+
1
2 (τ
z
r−1),
which performs Z2 gauge transformations f
(†)
rα → −f
(†)
rα ,
τxr → −τ
x
r , commutes with the Hamiltonian (2). An ef-
fective way to implement this local constraint is to pass to
a path integral representation [24]. Defining the partition
function by Z = Tr(e−βHP ) where P =
∏
r[(1 +Gr)/2]
is a projector and β is the inverse temperature ensures
that only physical states are included in the partition
sum. Z can be mapped in this way to the partition func-
tion of a Z2 gauge theory in 4D Euclidean spacetime with
bosonic and fermionic matter in the fundamental repre-
sentation [23],
Z =
∫
Df¯iαDfiα
∑
{τxi }
∑
{σij}
e−SZ2 [f¯ ,f,τ
x,σ], (3)
where the action is given by SZ2 = Sτx + Sf + SB, with
Sτx = −κ
∑
ij
τxi σijτ
x
j , (4)
Sf = −
∑
ij
∑
αβ
tijαβ f¯iασijfjβ , (5)
e−SB =
∏
i,j=i−τˆ
σij , (6)
where σij = ±1 is a spacetime Z2 gauge field, i, j are
sites on a 4D spacetime lattice, and tijαβ is proportional
to trr
′
αβ on spatial links and equal to −1 on temporal links.
SB is a Berry phase term [24] which corresponds to a
background Z2 charge on every site [25], and κ is a con-
stant which depends on the Hubbard interaction U . The
effective gauge theory (3) reproduces the limiting cases
mentioned earlier. The noninteracting limit U = 0 cor-
responds to κ → ∞ where the gauge fields are frozen
and the slave-spins are ferromagnetically ordered τxr = 1
(or gauge equivalent configurations) [26], such that the
slave-fermions are identified with the original electrons.
In the U → ∞ limit we have κ = 0. Integrating out the
slave-spins and gauge field generates interactions between
slave-fermions. The Berry phase term imposes the con-
straint of one slave-fermion per site, which corresponds
to a spin- 12 Heisenberg-type model as expected [23].
We now proceed to derive the low-energy effective field
theory of the TI* phase. In order to describe the elec-
tromagnetic response of the TI*, which involves the U(1)
electromagnetic gauge field Aµ, it is more convenient to
work with U(1) gauge fields than Z2 gauge fields. When
a charge-2 scalar field coupled to a U(1) gauge field Bose
condenses, the U(1) gauge structure is broken down to
a Z2 gauge structure, as is familiar from the condensa-
tion of charge-2e Cooper pairs in superconductivity [27].
Reversing this argument, the Z2 gauge theory (3) can be
written as the theory of a U(1) gauge field aij coupled to
an extra scalar field nij defined on the links of the space-
time lattice [23]. For large but finite U , κ is small and
the slave-spins are gapped. The slave-fermions inherit
the band structure of the noninteracting TI Hamiltonian
and are also gapped. Therefore, we expect that the re-
sulting theory has a gapped deconfined phase [28] for
large but finite values of U . In what follows we focus on
this deconfined phase which we denote the TI* phase.
The effective field theory of the TI* phase is obtained
by integrating out all gapped matter fields: the slave-
spins and slave-fermions. According to Ref. 24, the Berry
phase term SB enhances the stability of the deconfined
phase but does not otherwise affect its long-wavelength,
low-energy properties, which are the focus of our analysis.
We will drop SB in what follows. Because the TI* phase
is a deconfined phase, monopoles are confined and we can
take the continuum limit aij → aµ. Integrating out the
slave-spins generates non-topological terms for aµ such as
the Maxwell term [26]. The coupling between the U(1)
gauge field aµ and the charge-2 link variable nij → nµ
becomes a level-2 BF term [27, 29–31] in (3 + 1) dimen-
sions [23]. BF terms with different levels and physical
interpretations have appeared recently in effective field
theories of TIs [32–34]. The slave-fermions couple to the
external electromagnetic gauge field Aµ with charge e as
well as to the internal gauge field aµ (with charge 1). Be-
cause of their topological band structure, integrating out
the slave-fermions generates a θ-term [4] for the combined
gauge field aµ+ eAµ. Ignoring all non-topological terms,
the universal properties of the TI* phase are encoded in
its topological field theory,
LTI* =
p
4π
ǫµνλρbµν∂λ(aρ − eAρ) +
θ
32π2
ǫµνλρfµνfλρ,
(7)
the main result of this work, where fµν = ∂µaν − ∂νaµ is
the field strength of aµ, θ = (2m+1)π,m ∈ Z is the axion
angle of the noninteracting TI Hamiltonian, and p = 2.
The Lagrangian (7) with p = 1 was obtained by Chan et
al. [34, 35] as the effective theory of a noninteracting TI,
and upon quantization correctly produces [30] a unique
ground state on T 3. It was observed in Ref. [32, 34] that a
BF term with level p > 1 would describe a fractionalized
TI with multiple ground states on T 3. Here we show
that a level-2 BF term arises naturally for a TI subject
to a strong on-site Hubbard interaction U due to the
emergent Z2 gauge structure of the partition function (3).
As a result, Eq. (7) predicts a ground-state degeneracy
of 23 = 8 on T 3 [27, 30] for the TI* phase.
3The universal electromagnetic response of the TI*
phase can also be extracted from Eq. (7). Integrating
out bµν which sets fµν = eFµν with Fµν = ∂µAν − ∂νAµ
the electromagnetic field strength, we obtain
Lem =
θe2
32π2
ǫµνλρFµνFλρ, (8)
i.e., the topological magnetoelectric effect [4] and asso-
ciated surface magnetooptical effects [5, 6] are the same
as for the noninteracting TI, at least for weak electro-
magnetic fields. This contrasts with the TMI [11], which
has no quantized electromagnetic response. Another dif-
ference with the TMI is that the TI* is a fully gapped
topological phase with no gapless “photon” excitations.
The (gapped) excitations of the TI* are the slave-spins,
the slave-fermions, and Z2 vortex loops (closed π flux
tubes) from the gauge sector [28]. One might expect
the vortex loops to carry a gapless (1+1)D helical liq-
uid of slave-fermions [36–39], but since the vortex loops
have a finite creation energy per unit length the fermionic
modes, while remaining Kramers degenerate, have a dis-
crete energy spectrum with finite-size gaps ∝ 1/L where
L is the length of the loop. The vortex loops and slave-
particles (slave-spins and slave-fermions) are described in
the effective field theory (7) by a conserved string current
Σµν and particle current jµ, respectively, that couple to
the gauge fields as 12Σ
µνbµν and j
µaµ [30]. The level-2
BF term then implies a statistical phase of 2pi
p
= π for
braiding a slave-particle around a vortex loop [27, 30].
Z2 gauge theory in (3+1)D exhibits a confinement-
deconfinement transition at zero temperature [28]. Given
that the TI* corresponds to the deconfined phase of this
theory, it is natural to ask what happens when the Z2
gauge field enters a confined phase. For the TMI, the
confined phase of the U(1) gauge field is a monopole
condensate [40], with the added interesting feature that
the monopole acquires a U(1) charge via the Witten ef-
fect [4, 41, 42] arising from the topological band structure
of the spinons. For the TI*, the Z2 nature of the gauge
theory combined with the topological band structure of
the slave-fermions implies the possibility of an exotic type
of confinement known as oblique confinement, first pro-
posed by ’t Hooft [43] in the context of gauge theories
of particle physics and shown to occur in Zp gauge the-
ories [44, 45]. A more detailed discussion of this oblique
confined phase will be reported in a separate publication.
To provide a concrete example of the TI* phase, we
consider a particular instance of Eq. (1), a fermion model
on the pyrochlore lattice [Fig. 1(a)]. This model [11–
13, 17] is partially motivated by the A2Ir2O7 pyrochlore
iridates (A is a rare earth element), materials that ex-
hibit both strong correlations and strong spin-orbit cou-
pling [10]. However, for the purpose of exploring the fea-
sibility of the TI* phase we could also consider any other
3D lattice model whose non-interacting limit (U = 0) is
a TI, such as models previously considered on the dia-
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FIG. 1. (color online) (a) Pyrochlore lattice of corner-sharing
tetrahedra. (b) Electronic band structure near the multicrit-
ical point (tσc, tpic) ≈ (4.62, 2.43) at U = 0. The mean-field
slave-fermion band structure is related by a uniform rescal-
ing. The Fermi energy lies between the dispersive and flat
bands. (c) 〈τx〉 as a function of U at (tσ, tpi) = (0, 0). The
TI-TI* transition occurs at U ≈ 17. (d) Slave-particle mean-
field phase diagram in the (tσ, tpi) plane at U = 5.4. The
semi-metallic phases SMΓ and SML are distinguished by their
Fermi points Γ and L. The red line encloses the Z2 frac-
tionalized phases (darker shade). Increasing U expands these
phases which emanate from the multicritical point.
mond [46] or perovskite [47] lattices. The noninteracting
Hamiltonian matrix trr
′
αβ in Eq. (1) is parametrized by the
hopping amplitudes tσ and tpi [17].
We solve the slave-particle Hamiltonian (2) within the
mean-field or saddle-point approximation by decoupling
the kinetic term and introducing mean-fields χrr
′
αβ and
Jrr′ that obey the self-consistent equations
χrr
′
αβ = t
rr′
αβσrr′〈τ
x
r τ
x
r′〉MF, (9)
Jrr′ =
∑
αβ
trr
′
αβσrr′〈f
†
rαfr′β〉MF, (10)
where 〈· · · 〉MF denotes an expectation value in
the ground state of the mean-field Hamiltonian
HMF =
∑
rr′
∑
αβ χ
rr′
αβσrr′f
†
rαfr′β +
∑
rr′ Jrr′σrr′τ
x
r τ
x
r′ +
U
4
∑
r(τ
z
r + 1). The fields σrr′ = ±1 are the spatial com-
ponents of the Z2 gauge fields σij in Eq. (3). Their inclu-
sion in HMF is required to maintain the Z2 gauge symme-
try which is otherwise broken by the mean-field approx-
imation. HMF describes free slave-fermions f, f
† propa-
gating in a static background Z2 gauge field and an in-
teracting transverse-field Ising model (TIM) in the slave-
spins τx. The τx sector is solved in the cluster approxi-
mation [21] where 16 interacting slave-spins are coupled
to a mean field 〈τx〉 that is solved for self-consistently.
Solving Eq. (9-10) numerically, we find that a uniform
4Z2 gauge field σrr′ = +1 and the uniform ferromagnetic
ansatz Jrr′ = J < 0 have the least variational energy.
Fixing the amplitudes of χrr
′
αβ and Jrr′ to be constant in
the mean-field Hamiltonian approach corresponds to the
constant-amplitude approximation in the path-integral
approach [23].
For small U , the slave-spins order 〈τxr 〉 6= 0 and c
(†)
rα is
proportional to f
(†)
rα , implying that the weakly interacting
quasiparticles inherit the properties of the U = 0 phases
to which they are adiabatically connected. The U = 0
limit of the model considered has a strong TI phase and
two distinct semi-metallic (SM) gapless phases [17] with
Fermi points at the Γ and L inversion-symmetric points.
These phases survive at finite U [Fig. 1(d)]. For suffi-
ciently large U however, the TIM enters the disordered
phase 〈τxr 〉 = 0 and slave-spin excitations are gapped.
The deconfined TI* phase is identified with the phase
where the slave-fermion sector maintains a gapped TI
band structure. If the latter is semi-metallic, we obtain
a new gapless phase denoted SM* which is not adiabat-
ically connected to a weakly correlated SM. Without di-
rect hoppings tσ and tpi, the TI* and SM* phases require
strong interactions [Fig. 1(c)]. However, they can appear
at relatively modest U if (tσ, tpi) is tuned to the vicinity
of a multicritical point where the SM-TI phase bound-
aries intersect [Fig. 1(d),(b)]. At this multicritical point
the noninteracting band structure [Fig. 1(b)] acquires the
dispersion of the nearest-neighbor tight-binding model on
the pyrochlore lattice with real isotropic hoppings [48].
The prediction of nontrivial mutual statistics between
slave-fermions and Z2 vortex loops encoded in the topo-
logical field theory (7) can be tested numerically. A pla-
quette threaded by a vortex line satisfies
∏
rr′ σrr′ = −1,
where the product runs over the plaquette edges. We
consider a σrr′ configuration with a single Z2 vortex loop
in a finite periodic pyrochlore cluster [Fig. 2(a)]. With
uniform amplitudes of χ and J , HMF yields Kramers dou-
blets in the bulk energy gap that are localized on the vor-
tex loop. We find numerically [Fig. 2(b)] that braiding a
slave-fermion along a path linking the vortex loop yields
a statistical phase of π, consistent with Eq. (7).
In conclusion, we have proposed a new possible topo-
logical phase of strongly correlated 3D TI, the TI*. Be-
cause the topology of the slave-fermion band structure
requires time-reversal symmetry, this is an example of
symmetry-enriched topological (SET) phase. While most
studies to date have focused on bosonic SET phases [50–
54], the TI* is an example of fermionic SET phase.
Its low-energy topological field theory (7) is similar to
that proposed by Cho and Moore [32] for noninteract-
ing TI based on their response to external π flux lines,
a perturbation which preserves time-reversal symmetry
T . By contrast, here Eq. (7) describes a strongly corre-
lated phase with nontrivial ground-state degeneracy on
T 3 due to the dynamical nature and compactness of the
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FIG. 2. (color online) (a) Z2 vortex loop (purple line) on
the pyrochlore lattice, threading hexagonal (above and in the
kagome plane, shaded) and triangular plaquettes (below the
kagome plane, shaded). Only a single kagome plane is shown.
The (red) spheres and their relative size denote the probability
density of a mid-gap state in the TI* phase that is localized
on the loop. The axes employ units in which nearest-neighbor
displacements are 2
√
2/3 in length. (b) Accumulated Berry
phase [49] for adiabatically braiding a slave-fermion around a
kagome plane hexagon pierced by the vortex loop (red dashed)
and without the vortex loop (light blue). The difference of the
two (solid black) yields the predicted statistical phase of pi.
gauge potentials aµ and bµν , and π flux loops arise as
emergent dynamical excitations coupled to bµν . Micro-
scopically, these π flux loops are gauge-invariant vortex
excitations of an emergent Z2 lattice gauge field. Σ
0i rep-
resents the density of vortices with “magnetic” gauge flux
along the i direction and is thus odd under T , whereas
ǫijkΣjk represents the density of “dual” vortices which
carry “electric” gauge flux in the i direction and is even
under T . The slave-particle density j0 and current ji are
even and odd, respectively. Since the gauge potentials
aµ and bµν transform oppositely to the currents j
µ and
Σµν to which they couple, we find that a0 and bij are
even under T , whereas ai and b0i are odd. This implies
that the effective theory (7) preserves T . As a first step
towards demonstrating the feasibility of the TI* in a real
material, we performed the slave-spin mean-field analysis
on a model of interacting fermions on the pyrochlore lat-
tice. We found the TI* and several gapless semi-metallic
SM* phases in this model for a wide range of param-
eters. These phases do not necessarily require a very
strong Hubbard interaction, but do require strong spin-
orbit coupling. The phase diagram of this model contains
an interesting multicritical point which tends to favor the
TI* and SM* phases due to the reduced electron band
gap in its vicinity. Strong pair-hopping interactions [20]
in addition to a strong Hubbard repulsion might also fa-
vor these phases over the TMI or conventional magnetic
phases.
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This supplemental material contains technical details omitted in the main text and is divided in three parts. In
Sec. I, we give further details concerning the Hamiltonian formulation of the Z2 slave-spin theory and its path-integral
representation. In Sec. II, we give the technical details of the derivation of the topological field theory of the TI*
phase [Eq. (7) in the main text] from the Z2 gauge theory [Eq. (3) in the main text]. Finally, in Sec. III we supply
details regarding the geometry of the pyrochlore lattice and Z2 vortex loops in this lattice. In addition, we provide a
Mathematica notebook file (z2ti supplemental.nb) that can be used to visualize the vortex loop in 3D.
I. PATH-INTEGRAL FORMULATION OF THE Z2 SLAVE-SPIN THEORY
We start with the electron lattice model of Eq. (1) in the main text,
H =
∑
rr′
∑
αβ
trr
′
αβ cˆ
†
rαcˆr′β +
U
2
∑
r
(∑
α
cˆ†rαcˆrα − 1
)2
, (S1)
where r, r′ are site indices, α, β are spin indices, U > 0 is the on-site Coulomb repulsion, and trr
′
αβ are hopping matrices.
In the Z2 slave-spin approach,
1–5 we “fractionalize” the electron operator into a product of a slave-fermion f and a
Pauli matrix τx,
cˆrα = fˆrατˆ
x
r , (S2)
where τˆxr acts on an Ising slave-spin. In contrast to the main text, in this supplemental material we explicitly denote
quantum operators by a caret (e.g., fˆrα, fˆ
†
rα), to distinguish them from quantum fields (e.g., frα, f¯rα) in the path-
integral formulation to follow. Unoccupied/doubly occupied states have slave-spin τˆzr = 1 and singly occupied states
have slave-spin τˆzr = −1. Since (nˆr − 1)2 = 1 for unoccupied/doubly occupied states and (nˆr − 1)2 = 0 for singly
occupied states, where nˆr =
∑
a cˆ
†
rαcˆrα is the total electron number on site r, we have the equality (nˆr−1)2 = 12 (τˆzr+1).
Furthermore, given that (τˆxr )
2 = 1, the Hamiltonian (S1) can be written in terms of slave-fermions and slave-spins as
H = Ht +HU , (S3)
where
Ht =
∑
rr′
∑
αβ
trr
′
αβ τˆ
x
r τˆ
x
r′ fˆ
†
rαfˆr′β , (S4)
HU =
U
4
∑
r
(τˆzr + 1). (S5)
This Hamiltonian is invariant under the local (gauge) Z2 transformations
fˆrα → εrfˆrα, fˆ †rα → εr fˆ †rα, τˆxr → εr τˆxr , (S6)
where εr = ±1. However, this Hamiltonian acts on a Hilbert space which is bigger that the electron Hilbert space
due to the presence of states that violate the local constraint (nˆr − 1)2 = 12 (τˆzr + 1). This constraint is equivalent to
the constraint Gˆr = 1 where we define the unitary operator
Gˆr ≡ (−1)nˆr+
1
2 (τˆ
z
r−1), (S7)
2which performs a Z2 gauge transformation at site r,
Gˆr fˆrαGˆr = −fˆrα, Gˆr fˆ †rαGˆr = −fˆ †rα, Gˆr τˆxr Gˆr = −τˆxr . (S8)
The physical states are the states that respect the local constraint Gˆr = 1, i.e., the states |ψ〉 such that Gˆr|ψ〉 = |ψ〉,
∀r. In other words, the physical states are gauge invariant. The Hamiltonian is also gauge invariant, [Gˆr , H ] = 0 for
all sites r. We can also say that the physical states satisfy Pˆ |ψ〉 = |ψ〉 while the unphysical states satisfy Pˆ |ψ〉 = 0,
where Pˆ is a projector defined as
Pˆ =
∏
r
Pˆr, Pˆr =
1
2
(1 + Gˆr). (S9)
The original electron problem (S1) is equivalent to using the Hamiltonian (S3) but working only with physical states.
In other words, we should use P to project out the unphysical states.
We now follow the Senthil-Fisher approach6 to derive a path-integral representation of the partition function. The
main steps of the procedure are as follows. We first introduce coherent states for the degrees of freedom of the theory—
slave-fermions and slave-spins—as is conventional in any path-integral representation. However, in our problem the
slave-fermions and slave-spins are not free to fluctuate independently, but are tied together by the local constraint
Gˆr = 1. This constraint is implemented in the path integral by introducing a new Ising variable σrτ = ±1, which is
essentially a Lagrange multiplier for each site r of the spatial lattice. Next, we decouple the four-operator term (S4)
using a Hubbard-Stratonovich field. After a saddle-point approximation, this Hubbard-Stratonovich field gives rise to
another Ising variable σrr′ = ±1 that lives on the links rr′ of the spatial lattice. Together, σrτ and σrr′ respectively
form the temporal and spatial components of a dynamical, spacetime Z2 gauge field, to which the slave-fermions and
slave-spins are minimally coupled.
The saddle-point approximation neglects amplitude fluctuations, and corresponds to what Wen calls first-order
mean-field theory.7 As discussed by Senthil and Fisher,6 one expects this approximation to become exact in a suitable
large-N limit, where N is the number of species of slave-spins and slave-fermions.
We now outline the procedure in greater detail. In the partition sum we should only sum over physical states, which
is accomplished by inserting the projector Pˆ inside the trace,
Z = Tr(e−βH Pˆ ). (S10)
Note that Pˆ 2 = Pˆ (projector) and [Pˆ ,H ] = 0 since H is gauge invariant. Using the Suzuki-Trotter expansion, we
have
Z = Tr[(e−ǫHPˆ )M ], (S11)
where ǫ = β/M → 0 and M → ∞ is the number of imaginary time slices. We work with the slave-fermion coherent
states
|f〉 = e−
∑
rα frα fˆ
†
rα |0〉, (S12)
〈f¯ | = 〈0|e
∑
rα f¯rα fˆrα , (S13)
while for slave spins, we work in the τx basis,
τˆxr |τx〉 = τxr |τx〉, ∀r. (S14)
Tracing over slave-fermions and slave-spins and using the resolution of the identity for both degrees of freedom∫ ∏
rα
df¯rατdfrα,τ+1e
−
∑
rα f¯rατ frα,τ+1 |fτ+1〉〈f¯τ | = 1, (S15)
∑
{τxrτ}
|τxτ 〉〈τxτ | = 1, (S16)
where τ = 1, . . . ,M − 1 is the time-slice index, we obtain
Z =
∫ M∏
τ=1
∏
rα
df¯rατdfrατ
∑
{τxrτ}
e−
∑M
τ=1
∑
rα f¯rατ frα,τ+1〈f¯τ , τxτ |e−ǫHPˆ |fτ , τxτ−1〉, (S17)
3with the boundary conditions in the imaginary time direction
fM+1 = −f1, τx0 = τxM . (S18)
The projector (S9) can be written as
Pˆ =
∏
r
1
2
[
1 + (−1)
∑
α fˆ
†
rα fˆrα+
1
2 (τˆ
z
r−1)
]
=
∏
r
1
2
∑
σrτ=±1
e
(iπ/2)(1−σrτ )
[∑
α fˆ
†
rα fˆrα+
1
2 (τˆ
z
r−1)
]
, (S19)
where we have introduced a new Ising variable σrτ at each site r and for each time slice τ to implement the local
constraint. The matrix element 〈f¯τ , τxτ |e−ǫHPˆ |fτ , τxτ−1〉 is given by
〈f¯τ , τxτ |e−ǫHPˆ |fτ , τxτ−1〉 =
∑
{σrτ}
∑
{τzrτ}
e
∑
rα f¯rατσrτ frατ e−ǫH(τ
x
τ ,τ
z
τ ,f¯τ ,στfτ )e(iπ/4)
∑
r(1−τ
z
rτ )[τ
x
rτ−τ
x
r,τ−1−(1−σrτ )], (S20)
where we have neglected multiplicative factors of 12 . Upon performing the change of variables στfτ → fτ , the partition
function (S17) becomes
Z =
∫ M∏
τ=1
∏
rα
df¯rατdfrατ
∑
{τxrτ}
∑
{τzrτ}
∑
{σrτ}
e−S , (S21)
where the imaginary-time action S is
S = Sfτ + S
Ising
τ + ǫ
M∑
τ=1
H(τxτ , τ
z
τ , f¯τ , fτ ), (S22)
with
Sfτ =
M∑
τ=1
∑
rα
f¯rατ (σr,τ+1frα,τ+1 − frατ ), (S23)
SIsingτ = −
iπ
4
M∑
τ=1
∑
r
(1 − τzrτ )[τxrτ − τxr,τ−1 − (1 − σrτ )], (S24)
with the boundary conditions
frα,τ=M+1 = −frα,τ=1, τxr,τ=M = τxr,τ=0, σr,τ=M+1 = σr,τ=1. (S25)
σrτ should be interpreted as the time component of a Z2 gauge field. Indeed, one can check that the partition function
is invariant under Z2 transformations that are local in time,
frατ → ετfrατ , f¯rατ → ετ f¯rατ , τxrτ → εττxrτ , σrτ → ετ−1σrτετ , (S26)
where ετ = ±1.
In order to obtain a full-fledged spacetime Z2 gauge field, we need to decouple the quartic termHt ∼ τxτxf¯ f in H by
a Hubbard-Stratonovich transformation. This is achieved by introducing a real 2-component field χrr′ = (χ
(1)
rr′ , χ
(2)
rr′)
which lives on the links rr′ of the spatial lattice. Writing trr
′
αβ ≡ tΓrr
′
αβ where t > 0 is a positive amplitude, we have
e−ǫHt =
M∏
τ=1
∏
rr′
∫
dχrr′ e
−Sχ , (S27)
where
Sχ = −ǫ
M∑
τ=1
∑
rr′

1
t
χ
(1)
rr′(τ)χ
(2)
rr′(τ) + χ
(1)
rr′(τ)τ
x
rτ τ
x
r′τ + χ
(2)
rr′
∑
αβ
Γrr
′
αβ f¯rατfr′βτ

 . (S28)
4The partition function becomes
Z =
∫ M∏
τ=1
∏
rα
df¯rατdfrατ
∫ ∏
rr′
dχrr′
∑
{τxrτ}
∑
{τzrτ}
∑
{σrτ}
e−S , (S29)
where S = Sfτ + S
Ising
τ + Sr with
Sr = ǫ
M∑
τ=1
HU + Sχ. (S30)
So far, our manipulations have been exact. Now, we perform a saddle-point approximation on the path integral over
χrr′ . We pick a uniform and constant saddle point χ
(1)
rr′ = χ1 and χ
(2)
rr′ = χ2 where χ1, χ2 are real constants. However,
this saddle point breaks the Z2 symmetry (S6) of the original Hamiltonian. We therefore allow for sign (gauge)
fluctuations in the simplest possible way,
χrr′(τ) =
(
χ1
χ2
)
σrr′(τ), (S31)
where σrr′(τ) = ±1, and we ignore amplitude fluctuations (fluctuations of χ1, χ2) that are massive at the saddle-point.
The first term in Eq. (S28) becomes a constant that we neglect. Denoting spacetime “lattice sites” by i, j, we now
have a full-fledged spacetime Z2 gauge field σij = (σrτ , σrr′) that lives on the links of the spacetime lattice. The
partition function becomes
Z =
∫ ∏
iα
df¯iαdfiα
∑
{τxi }
∑
{τzi }
∏
ij
∑
σij=±1
e−S , (S32)
where S = Sfτ + S
Ising
τ + S0 + SU , with
Sfτ =
∑
i,j=i+τˆ
∑
α
f¯iα(σijfjα − fiα), (S33)
SIsingτ = −
iπ
4
∑
i,j=i−τˆ
(1− τzi )[τxi − τxj − (1− σij)], (S34)
S0 = −ǫ
∑
i,j=i+rˆ
(
χ1τ
x
i σijτ
x
j + χ2
∑
α
Γijαβ f¯iασijfjβ
)
, (S35)
SU =
ǫU
4
∑
i
(τzi + 1), (S36)
where we denote σi,i−τˆ ≡ σrτ . To obtain an effective action solely in terms of slave-fermions f, f¯ , slave-spins τx,
and Z2 gauge fields σij , we need to perform the sum over τ
z
i , which involves S
Ising
τ and SU . Neglecting constant
multiplicative factors, we have
∑
{τzi }
e−(SU+S
Ising
τ ) = e
1
2 ln coth(ǫU/2)
∑
i τ
x
i σi,i−τˆ τ
x
i−τˆ e−SB , (S37)
where SB is a Berry phase term
6 given by
e−SB =
∏
i,j=i−τˆ
σij , (S38)
where we have used the periodic boundary condition (S18) on τx. The slave-spin part of the action now reads
Sτx = −ǫχ1
∑
i,j=i+rˆ
τxi σijτ
x
j − 12 ln coth
(
ǫU
2
) ∑
i,j=i−τˆ
τxi σijτ
x
j . (S39)
5Following Ref. 6, we make the hopping in the space and time directions the same by a special choice of ǫ which
corresponds to a special choice of ultraviolet regularization. Holding χ1 > 0 fixed, the equation ǫχ1 =
1
2 ln coth(ǫU/2)
can be solved numerically for ǫ as a function of U . Defining κ ≡ ǫχ1, we find that κ(U) is a positive and monotonically
decreasing function of U which has the following limits,
lim
U→0
κ(U) =∞, lim
U→∞
κ(U) = 0. (S40)
We therefore arrive at Eq. (3) of the main text, the partition function of a 4D Euclidean Z2 gauge theory with bosonic
and fermionic matter in the fundamental representation,
Z =
∫
Df¯iαDfiα
∑
{τxi }
∑
{σij}
e−SZ2 [f¯ ,f,τ
x,σ], (S41)
where the action SZ2 = Sτx + Sf + SB is
Sτx = −κ
∑
ij
τxi σijτ
x
j , (S42)
Sf = −
∑
ij
∑
αβ
tijαβ f¯iασijfjβ , (S43)
e−SB =
∏
i,j=i−τˆ
σij , (S44)
with tijαβ equal to ǫχ2Γ
ij
αβ on spatial nearest-neighbor links and −δαβ on temporal nearest-neighbor links. In the next
subsections we consider two limiting cases: U = 0 and U =∞.
S1. U = 0 limit: topological band insulator
In the U = 0 limit, Eq. (S37) becomes∑
{τzi }
e−(SU+S
Ising
τ ) =
∏
i
(
1 + τxi σi,i−τˆ τ
x
i−τˆ
)
, (S45)
which kills the path integral unless τxi σi,i−τˆ τ
x
i−τˆ = 1 on each site i. In particular, the product for all sites is also one,∏
i
τxi σi,i−τˆ τ
x
i−τˆ =
∏
i,j=i−τˆ
σij = 1, (S46)
which can be satisfied by the choice of gauge σi,i−τˆ = 1 on each temporal link. Therefore the temporal gauge fields
are frozen in the U = 0 limit. Since τxi σi,i−τˆ τ
x
i−τˆ = 1, this choice of gauge also implies τ
x
i τ
x
i−τˆ = 1 on each site, which
means one of two possibilities: either τxi = 1 on each site, or τ
x
i = −1. In other words, the slave-spins τx condense
(they are ferromagnetically ordered). The electron and slave-fermion operators become proportional, cˆrα = fˆrα or
cˆrα = −fˆrα, and we recover the topological band insulator.
S2. U =∞ limit: effective spin model
Recall from Eq. (S40) that κ = 0 in this limit, hence Sτx = 0 and the slave-spins τ
x can be trivially integrated out.
We can perform the trace over σij on spatial links which only involves Sf [Eq. (S43)], to obtain an effective action on
the spatial links
S˜rf = −
∑
rr′
∑
τ
ln cosh

∑
αβ
trr
′
αβ f¯rατfr′βτ

 = −1
2
∑
rr′
∑
τ
∑
αβγδ
trr
′
αβ t
rr′
γδ f¯rατfr′βτ f¯rγτfr′δτ + . . . , (S47)
where the extra terms involve at least eight fermion operators. We have generated four-fermion interactions. Per-
forming the trace over σij on temporal links which involves Sf as well as the Berry phase term SB, we find the
constraint
(−1)nˆr = −1, (S48)
6on each site r. In other words, the limit U →∞ is described by the four-fermion interaction (S47) with the constraint
of one fermion per site. Therefore we have a Heisenberg-type spin- 12 model,
Heff(U →∞) =
∑
rr′
Jµνrr′S
µ
r S
ν
r′ + . . . , (S49)
where the magnitude of Jµνrr′ is of order ∼ ǫ(χ2Γ)2 and the dependence on rr′ and µν can be extracted from trr
′
αβ t
rr′
γδ .
It is most likely that Eq. (S49) has a magnetic ground state. (A spin liquid ground state is an another possibility.)
II. DERIVATION OF THE TOPOLOGICAL FIELD THEORY OF THE TI* PHASE
In this section, we provide technical details of the derivation of the topological field theory of the TI* phase [Eq.
(7) in the main text]. While the θ-term can be expected in the topological field theory of the TI* because the slave-
fermions have a topological band structure, the derivation of the BF term is more subtle. The presence of a level-2
BF term in the topological field theory of a Z2 gauge theory is a specific instance of the more general fact that Zp
gauge theories are described by level-p BF theories.8,9 As mentioned in the main text, a Z2 gauge theory can be
written as a U(1) gauge theory coupled to an additional charge-2 scalar field that Bose condenses. More formally,
via the mapping σij = e
iaij where σij = ±1 is the Z2 gauge field, any Z2 gauge theory can be rewritten exactly
using the Poisson summation formula as the theory of a compact U(1) gauge field aij ∈ (−π, π] coupled to a charge-2
integer-valued link variable nij with no dynamics,
10
∏
ij
∑
σij=±1
e−S[σij ] =
∏
ij
∫ π
−π
daij
∞∑
nij=−∞
eip
∑
ijs nijaij exp
(−S[σij = eiaij ]) , (S50)
where p = 2. Applying this to Eq. (3)-(6) in the main text, the partition function becomes
Z =
∫
Df¯iαDfiαDaij
∑
{τxi }
∑
{nij}
e−SU(1)[f¯ ,f,τ
x,a,A,n], (S51)
where SU(1) = Sτx + Sf + Sn + SB with
Sτx = −κ
∑
ij
τxi e
iaij τxj , (S52)
Sf = −
∑
ij
∑
αβ
tijαβ f¯iαe
i(aij+eAij)fjβ , (S53)
Sn = −ip
∑
ij
nijaij , (S54)
e−SB =
∏
i,j=i−τˆ
eiaij . (S55)
Because the action is periodic SU(1)[aij ] = SU(1)[aij +2π], we can extend the integration over aij to the real axis. For
simplicity, we will assume that all links ij involved in the action SU(1) are nearest-neighbor links, and we will use the
notation ai,µ ≡ ai,i+µˆ and similarly for nij , where µ = 0, 1, 2, 3 denotes spacetime directions. We have also included
the external electromagnetic field Aij , to which only the slave-fermions couple.
We can perform the shift ai,µ → ai,µ −∆µφi in the action and integrate over the real scalar field φi, which simply
overcounts the partition function by a constant multiplicative factor that leaves all physical quantities unaffected.
Owing to the U(1) gauge invariance of Sτx , Sf , and SB, only Sn is affected by the transformation,
Sn → Sn + ip
∑
i,µ
ni,µ∆µφi = Sn − ip
∑
i,µ
φi∆µni,µ, (S56)
by integration by parts, where ∆µφi ≡ φi+µˆ−φi is the lattice derivative. Integrating over φi, we find that ∆µni,µ = 0,
i.e., ni,µ is a conserved current. This current conservation constraint can be implemented by introducing a 2-form
potential bi,µν ,
ni,µ =
1
4π
ǫµνλρ∆νbi,λρ, (S57)
7which, since ni,µ ∈ Z, implies that bi,µν ∈ 2πZ. The partition function becomes
Z =
∑
{τxi }
∫
Df¯iαDfiα
∫ ∞
−∞
Dai,µ
∑
bi,µν∈2πZ
e−(Sτx+Sf+SB) exp
(
− ip
4π
∑
i
ǫµνλρbi,µν∆λai,ρ
)
. (S58)
The sum over bi,µν is only over its six independent components,
bi,01 = −bi,10, bi,02 = −bi,20, bi,03 = −bi,30, bi,12 = −bi,21, bi,23 = −bi,32, bi,31 = −bi,13. (S59)
The integer constraint bi,µν ∈ 2πZ can be imposed by introducing another 2-form field Σi,µν ∈ Z,
Z =
∑
{τxi }
∫
Df¯iαDfiα
∫ ∞
−∞
Dai,µ
∑
Σi,µν∈Z
∫ ∞
−∞
Dbi,µνe
−(Sτx+Sf+SB) exp
∑
i
(
− ip
4π
ǫµνλρbi,µν∆λai,ρ − i
2
Σi,µνbi,µν
)
,
(S60)
where the 12 in front of Σi,µνbi,µν is to avoid overcounting, since Σi,µν also only has six independent components.
That this procedure implements the integer constraint can be seen by using the Poisson summation formula,
∑
Σi,µν∈Z
exp
∑
i
(
− i
2
Σi,µνbi,µν
)
∝
∏
i,µ<ν

 ∑
si,µν∈Z
δ(bi,µν − 2πsi,µν)

 . (S61)
As mentioned in the main text, the field Σi,µν can be understood as a density of vortex loops that couple to the
2-form gauge potential bi,µν .
Instead of imposing the hard integer constraint bi,µν ∈ 2πZ exactly, it is convenient to soften it11 by introducing a
small vortex core energy term ∝ Σ2i,µν . We therefore write
Z =
∑
{τxi }
∫
Df¯iαDfiα
∫ ∞
−∞
Dai,µ
∑
Σi,µν∈Z
∫ ∞
−∞
Dbi,µνe
−(Sτx+Sf+SB)
× exp
∑
i
(
− ip
4π
ǫµνλρbi,µν∆λai,ρ − κ
4
Σ2i,µν −
i
2
Σi,µνbi,µν
)
, (S62)
where κ ≪ 1. Mathematically, this procedure converts the delta functions in Eq. (S61) into narrow Gaussians of
width ∝ √κ.
We seek the topological field theory of the TI* phase, which describes its ground state. The ground state of the
TI* phase corresponds to energies much less than the vortex core energy, i.e., energies such that there are no vortex
loop excitations and only terms with Σi,µν = 0 contribute to the partition function. We therefore have
ZTI* ≃
∑
{τxi }
∫
Df¯iαDfiα
∫ ∞
−∞
Dai,µ
∫ ∞
−∞
Dbi,µνe
−(Sτx+Sf+SB) exp
∑
i
(
− ip
4π
ǫµνλρbi,µν∆λai,ρ
)
, (S63)
which in the continuum limit corresponds to a BF term. Integrating out the slave-spins does not contribute any
topological terms, while integrating out the slave-fermions gives a θ-term for the combination aµ + eAµ of internal
and electromagnetic fields, such the topological field theory of the TI* phase in the continuum and in real time reads
LTI* =
p
4π
ǫµνλρbµν∂λaρ +
θ
32π2
ǫµνλρ(fµν + eFµν)(fλρ + eFλρ), (S64)
where fµν = ∂µaν − ∂νaµ and Fµν = ∂µAν − ∂νAµ are the internal (emergent) and external (electromagnetic) field
strengths, respectively. Upon performing the shift aµ → aµ− eAµ in the path integral, we recover Eq. (7) of the main
text.
III. GEOMETRY OF THE PYROCHLORE LATTICE AND Z2 VORTEX LOOPS
The pyrochlore lattice is a face-centered cubic lattice composed of corner-sharing tetrahedra, with sites located
at each corners. The basis of a minimal unit cell requires 4 local sites, which are related by symmetry. For our
8FIG. S1. (color online) The pyrochlore lattice with 12 sites (blue spheres) in a unit cell, composed of stacked tetrahedra
(shaded). The vectors denote displacement vectors that define the geometry. Also shown are 3 parallel kagome planes formed
by repeating the unit cell in the A1 and A2 directions.
FIG. S2. (color online) A square vortex loop (thick purple line) in a simple cubic lattice oriented parallel to the xz plane. The
lattice sites are denoted by (blue) spheres and plaquettes with nonzero flux are shaded.
purpose of studying Z2 vortex loops, we have found it more convenient to use a 12-site basis (24 orbitals with spin-1/2
degeneracy) or 3 tetrahedra stacked in the (1, 1, 1) direction relative to the conventional cubic crystallographic axes.
This 12-site unit cell is shown in Fig. S1 which, when repeated in the horizontal xy plane, forms 3 parallel kagome
planes. In our choice of length units, the relevant displacement vectors shown in Fig. S1 are
A1 =
(
4
√
2
3
, 0, 0
)
, A2 =
(
2
√
2
3
, 2
√
2, 0
)
, A3 =
(
2
√
2
3
,
2
√
2
3
,
8
3
)
, and A4 = (0, 0, 8). (S65)
In a Z2 lattice gauge theory, Z2 fluxes thread elementary plaquettes and a concatenation of them forms a closed
string or vortex loop. In our visual notation, plaquettes with non-trivial flux
∏
rr′ σrr′ = −1 are shaded and pierced
9(a) (b)
(c) (d)
FIG. S3. (color online) Z2 vortex loop (purple line) on the pyrochlore lattice shown from different perspectives: (a) top, (b)
right, and (c) front. Panel (d) is from the same viewing angle as Fig. 2(a) of the main text. The vortex loop threads hexagonal
(above and in the kagome plane, shaded) and triangular plaquettes (below the kagome plane, shaded). Only a single kagome
plane is shown. The (red) spheres and their relative size denote the probability density of a mid-gap state in the TI* phase
that is localized on the vortex loop.
by a line that denotes a section of the vortex loop. As an example, we demonstrate in Fig. S2 the case of a vortex
loop in the a simple cubic lattice. There the only elementary plaquettes are squares that may lie parallel to the xy,
yz and xz planes.
By contrast, in the pyrochlore lattice, triangles and hexagons make up the set of elementary plaquettes. Moreover,
they do not always lie in a kagome plane parallel to our choice of axes and may orient out of the plane. In Fig. S3,
we display an example of a vortex loop in the pyrochlore lattice together with the particle densities of a midgap state
in the TI* phase localized on this vortex loop. The geometry is presented from several viewing angles for clarity and
complements Fig. 2(a) of the main text. We encourage the reader to use the Mathematica file (z2ti supplemental.nb)
that accompanies this document to visualize the vortex loop in the pyrochlore lattice in 3D.
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