We devise a simple but remarkably accurate iterative routine for calculating the roots of a polynomial of any degree. We demonstrate that our results have significant improvement in accuracy over those obtained by methods used in popular software packages.
Introduction
The search for algebraic formulas for the zeros of higher order polynomial equations stopped at the fourth order (the quartic equation) because in 1820 the Norwegian mathematician Abel showed that no such formula exists for degrees higher than 4 [1] . Thus, numerical routines for finding the roots of polynomials of degrees higher than four were needed and the race to come up with the most efficient routine (in convergence, accuracy, speed and stability) was on and still going. In this work, we develop a highly accurate numerical procedure for calculating the roots of a polynomial of any degree. The procedure is inspired by the known simple scheme of finding the asymptotic limit ratio of consecutive Fibonacci number [2] . When the scheme is reversed, it leads to a procedure for finding numerical values of the zeros of quadratic, cubic and higher equations. For the benefit of readers who are not familiar with the Fibonacci numbers and/or the scheme of finding their asymptotic limit ratio, we give an introduction in the Appendix where we also illustrate that by reversing the scheme we could develop a numerical routine for finding the zeros of quadratic and higher equations.
We write the target equation, whose zeros we seek to find, in terms of a monic polynomial of degree n as follows 1 2 1 2 1 0 ( ) ... 0 n n n n n n P z z a z a z a z a
We then divide this equation by 1 n z  and replace the z's in the resulting equation by n ratios of consecutive terms . The procedure is then repeated for the deflated polynomial of degree 1 n   
to find an approximation for the second root 1 z , and so on. Inspired by the success of this procedure, as outlined in the Appendix, we wondered whether we could do away with the starting recursion relation associated with Eq. (1) and just begin by an arbitrary initial guess values for the roots as   and improve on 0 z  by rewriting Eq. (2) as
Then we start an iterative sequence by the replacement
Consequently, the resulting iterative sequence has very close resemblance to Eq. (A5) and (A9) in the Appendix. In the following section, we show that this scheme does in fact lead to a remarkably accurate procedure for finding the roots of a general polynomial of any degree that compares favorably with other routines in popular computational software packages. We demonstrate the accuracy of the procedure by giving an illustrative example of a polynomial of degree 20 with complex coefficients and show that the results obtained are superior to those found by some of the builtin routines in the popular computational software Mathcad®.
The procedure
We start by the observation construed from the investigation carried out in the Appendix and advanced in the previous section, which is that the iterative procedure for finding subsequent roots of quadratic and cubic equations in terms of previously obtained ones (with modest level of accuracy) is rapidly convergent and with progressively improved accuracy. Consequently, we can do away with the averaging procedure used therein. Moreover, due to the rapid convergence, it would be conceivable that by starting with reasonable but otherwise arbitrary initial guessed values of the zeros, we could obtain highly accurate values after some small number of rounds of iteration.
Therefore, the problem that we are set to solve is finding the roots   
Using an iterative procedure initiated by this equation, we write the sequence
for 0,1,.., 1 k N   where N is some large enough integer. Then, we replace the first guessed root 0 z  by the improved iterated value 0 N z R  . Next, we use this improved first root to revise the second root 1 z  in a similar way by taking 0 1 R z   and writing the iteration sequence as
Then we replace the second guess root 1 z  by the improved revised value 1 
Then we replace the guessed root m z  by the revised and improved root m N z R  . Figure 1 shows the steps of the procedure that could be turned into a computational routine using any convenient programming language. A measure of the accuracy of the procedure is indicated by how small ( ) n m P z for each m. If the desired accuracy is not reached, then we repeat the procedure for another round but now we start with the new improved values   1 0 n m m z   . In the following section, we apply the procedure to an example of a polynomial of degree 20 with arbitrarily chosen complex coefficients and compare the accuracy of our results to those obtained by other well-known computing software packages.
Results and discussion
As illustration, we used the computational software package Mathcad® (version 14) to write a routine (Khandug) implementing the procedure in the previous section as shown in Figure 1 . We compare the accuracy of the routine to that of the built-in polyroots function in Mathcad, which utilizes either the "La Guerre (LG)" method or the "Companion Matrix (CM)" method [3] . We took 20 n  and made an arbitrary choice of the complex coefficients   as 20 equally spaced points on the unit circle in the complex plane. The routine executed one iteration step given by Eq. (6) for each root (i.e., 1 N  ) and then the whole procedure was repeated 17 rounds to reach the desired accuracy. Table I shows a comparison of the accuracy of the roots obtained by our iterative routine Khandug to those obtained by polyroots using the CM and LG methods separately. The second column in Table I is a measure of how good (or bad) our initial guessed values by
. It is clear from Table I that the accuracy of our results is superior to those obtained by the two methods in Mathcad. Other tests using the popular computational software Mathematica® do also confirm the preeminence of our routine [4] . We also compared our results to those obtained by two FORTRAN routines from the SLATEC Common Mathematical Library [5] , CPZERO and CPQE79, with the same conclusion that Khandug is not just more accurate but also the fastest [6] . It should be mentioned that we could have also reached the same desired accuracy as in Table I by performing 30 iterations for each root ( 30 N  ) and then repeating the procedure for three rounds instead of 17. However, this takes a total of 1800 iteration step whereas for Table I it is only 340. We show in Table II the lowest iteration sequences in which the process converges to the desired accuracy for the same initial guessed roots.
In the fifth and sixth columns of Table I , it is peculiar to see that Mathcad produced a relatively large number for one of the roots, which is at least nine or eleven orders of magnitudes larger than the largest of the other numbers in the corresponding column. Both large numbers correspond to the root "0.09074+5.81549i" whose accuracy in our calculation is even better than 307 10  . The same peculiar result is produced by Mathematica [4]. This result is not a precision-related issue since it persists even after increasing precision to the maximum allowed by our computing hardware and software. Of course, if we repeat the calculation with increased precision, the value for this number decreases but its relatively large size to the rest of the numbers in the column remains the same. This is possibly due to the polarity in the distribution of the roots where this particular root is far from the rest that are in close proximity to each other. The important question now is as follows: Considering the results produced by Mathcad in Table I and not being aware of our result, how can one decide whether the root corresponding to this relatively large number is in fact a true root? We believe that the success of our scheme in avoiding such peculiarity is in the robustness of the iterative procedure that resulted in improvement of ALL roots on equal footings whereas in Mathcad, it seems that the isolated root is not treated equitably and the accumulated errors are dumped into that root. Of course, the error is relatively small but substitution in such high degree polynomial with complex coefficients does magnify the error greatly. Nonetheless, we should also note that our routine does have similar behavior if the degree of the polynomial is very large.
We believe that a rigorous assessment of the utility, accuracy and convergence properties of our routine by specialists in the field of computing software development will shed light on its utility as a viable alternative to other methods. Such assessment may lead to an improvement on the efficiency of the routine. For example, the total number of iterations, K, could be minimized in lieu of the iteration rounds J and/or the iteration steps N. Additionally, a better algorithm to choose the initial guessed roots may also be developed. Nonetheless, we describe here a simple but meaningful efficiency test using the polynomial example above as shown in Table III . The Table gives a rough estimate of the convergence, accuracy and speed of the routine as explained in the Table caption. In another test that demonstrates robustness of the scheme, we used a random number generator with uniform distribution to construct the complex coefficients of a polynomial with degree 99 [7] . The real and imaginary parts of the coefficients were distributed randomly in the range [ 5, 5]   . Convergence is reached for several choices of initial guess values and number of iterations and with accuracy superior to that of Mathcad.
To illustrate how the accuracy of the individual roots develop with iteration, we plot in Figure  2 ( ) n m P z corresponding to 1 N  of Table II for each iteration step until the desired accuracy is reached after 17 rounds. Figure 3 shows the same for the two cases corresponding to 17 N  and 30 N 
in Table II but for clarity we show only the first 10 roots. Additional figures are included in the supplementary material linked to this work.
Finally, we make the following relevant observations:
1. Our scheme does not accept initial guessed roots   that are degenerate (i.e., two or more guessed roots are equal). Otherwise, divergences will occur. For that reason, we placed them separated on a circle centered at the origin of the complex plane. On the other hand, the scheme is successful in finding degenerate roots. 2. Convergence improves if we place the initial guessed roots separated on an outward or inward spiral. Table IV is a reproduction of Table II with the exception that instead of placing the guessed roots on the unit circle, we fan them out on a 2-spiral starting from 0.5
. It is evident that this configuration leads to more possibilities for reaching convergence with less total number of iterations. However, numerical divergences may occur for very large degrees unless we place the initial guessed roots on the unit circle. 3. The improvement in accuracy of our results over those obtained by Mathcad becomes more evident if the distribution of the zeros is such that one or more are located far enough from the rest in the complex plane. 4. All results obtained by our routine in this section were under the condition of "hard" convergence where all   0 ( ) n n m m P z  are required to be smaller than a given accuracy threshold. However, "soft" convergence allows for more possibilities to obtain accurate results if we demand that only the average of the set   0 ( ) n n m m P z  remains constant. In the procedure Khandug shown by Figure 1 , we adopted this soft convergence. On the other hand, accuracy increases in soft convergence if we include only the most accurate portion of the set   0 ( ) n n m m P z  (the lower end portion of the sorted set) in the averaging rather than the whole set. beyond c N will result in diminished accuracy. 6. The hope is that further effort by professionals in software programming will result in enhancing the efficiency of our proposed scheme while maintaining the superior accuracy that it enjoys.
For a given set of coefficients  
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Appendix: Solving quadratic and higher equations à la Fibonacci
In this Appendix, we show that the known simple scheme of finding the asymptotic limit ratio of consecutive Fibonacci numbers can be reversed to find numerical values of the zeros of quadratic, cubic and higher equations. The Fibonacci number sequence is very simple [2] . It starts with the first two members (usually 0 0 F  and 1 1 F  ) and then proceed to propagate as 2 1 , 0,1,...
It is a known fact that for high index n , the ratio sequence { } k Q in the asymptotic limit. Implementing this idea and generalizing (A2), we demand that this sequence satisfies the following iterative equation corresponding to (A3) We are free to choose any suitable initial value. We note that the quality of the results can be measured by how small the quantities ( ) F R and ( ) F W .
We also note in passing that for complex zeros, the recursion (A4) with real coefficients  and  may not converge and the resulting numbers of the sequence are located on an ellipse-like shape in the complex plane as shown in Fig. 4, where The above procedure could be extended to find the three solutions that satisfy the cubic equation:
We start by dividing this equation by 2 z to obtain
We then assume that the solution can be obtained by the converged ratio
We choose to make the following substitutions in Eq. (A6) 
The above scheme can be generalized to compute the zeros of higher degree equations. Note that the procedure of finding the first zero, which is exemplified by Eq. (A4) and Eq. (A7) for the quadratic and cubic equations, respectively is not new (see, for example, Ref. [8] ). On the other hand, computing the remaining zeros using an iterative procedure based on factorization like that in Eq. (A5) and (A9) is not fully and successfully utilized. In this paper, we overcome this deficiency and develop a scheme inspired by the findings in this Appendix whereby we develop a highly accurate routine to calculate the roots of a polynomial of any degree. Fig. 1 : The procedure Khandug with "soft" convergence that could be turned into a computational routine using any convenient programming language. The output of the routine consists of the computed roots   0 n m m z  and the number of iteration rounds J. :   Table I The individual roots in the third column are not in correspondence with the entries in the last three due to sorting. Table I and for the same set of initial guess roots, which are equally spaced on the unit circle in the complex plane. The number of rounds of the iteration procedure is J whereas K is the total number of iteration steps: K n N J    . Table III : Efficiency analysis of the accuracy and speed of convergence of our root-finding routine for the example given in Section 3. r is the radius of the circle on which the initial guess roots are placed at equal separation. We vary r from 0.2 to 2.2 in 10 steps until convergence is reached (exception is the 5 N  case, where we took 50 steps). The minimum, maximum and average of   The total number of iteration steps is K n N J    , where J is the number of rounds of the iterative procedure to reach the desired accuracy given in Table I . Table II with the exception that instead of placing the initial guess roots on the unit circle, we fan them out on a 2-spiral that starts from 0.5 x  to 1.5 x  . Improved convergence is evident. Table II   N  1  17  19  21  30  34  42  50  59  66  71  72  88  97   J  17  4  4  3  3  4  3  3  3  3  2  3  3  3 K 340 1360 1520 1260 1800 2720 2520 3000 3540 3960 2840 4320 5280 5820 
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