In this paper, we propose a deeply-supervised CNN model for action recognition that fully exploits powerful hierarchical features of CNNs. In this model, we build multi-level video representations by applying our proposed aggregation module at different convolutional layers. Moreover, we train this model in a deep supervision manner, which brings improvement in both performance and efficiency. Meanwhile, in order to capture the temporal structure as well as preserve more details about actions, we propose a trainable aggregation module. It models the temporal evolution of each spatial location and projects them into a semantic space using the Vector of Locally Aggregated Descriptors (VLAD) technique. This deeply-supervised CNN model integrating the powerful aggregation module provides a promising solution to recognize actions in videos. We conduct experiments on two action recognition datasets: HMDB51 and UCF101. Results show that our model outperforms the state-ofthe-art methods.
Introduction
Human action recognition is one of the fundamental problems in computer vision with a wide range of applications including video surveillance, behavior analysis and video retrieval. Although it has drawn quite researchers' attention and made considerable progress over the past few years, some critical challenges remain. One of the key challenges is how to build appropriate spatiotemporal representations for videos to recognize human actions.
To address the challenge, most recent researchers [Karpathy et al., 2014; Tran et al., 2015; focused on applying Deep Convolutional Neural Networks (CNNs) to learn more powerful video representations. However, since current CNN architectures lack the capability to model the entire video, they usually break an entire video into several short segments (i.e., frames or clips), and then extract CNN features for each segment separately and finally aggregate the multiple segment features into an integrated representation. * Corresponding Author.
Based on this idea, plenty of CNN models with different aggregation strategies have been proposed and achieved great improvement in the accuracy of action recognition.
According to the aggregation strategy, these models are divided into two classes. Some models aggregate multiple segment features using Bag-of-Words (BoW) based methods. They decompose the segment features extracted from CNNs as a collection of local spatial features and encode them into an orderless video-level representation using a dictionary [Girdhar et al., 2017; Duta et al., 2017] . Although these models can encode entire video into a semantic and compact representation, they ignore the video temporal structure that reveals the evolution process of frame appearance over time. Different from the above models constructing orderless representations, the other models work on explicitly exploiting the temporal structure of videos using, for example, Recurrent Neural Networks (RNNs) [Srivastava et al., 2015] or ranking functions [Bilen et al., 2016] . In most of these models, the inputs to RNNs or ranking functions are the features extracted from the fully-connected layer of CNNs. As the inputs are high-level features that compress much information, the constructed representations are limited in describing fine details about actions.
In our work, we propose a deeply-supervised CNN model integrating a new aggregation module that not only constructs semantic video-level representations but also captures the temporal structure of videos. In detail, the proposed model aggregates frame features at multiple convolutional layers to fully exploit the powerful hierarchical representations of CNNs. This is motivated by the recent research [Bau et al., 2017] which shows that the convolutional feature maps are usually complementary since visual semantic concepts corresponding to different actions can emerge in different convolutional layers. Moreover, in our model, the video representations at different layers are learned in a deep supervision manner [Lee et al., 2015] , and the final prediction is obtained via the learnable ensemble of multiple scores predicted from different layers. In this way, we exploit multi-level video representations in a single network, which brings improvement in both performance and efficiency for action recognition.
The core of our proposed model is the aggregation module. It extracts the Local Evolution Descriptors (LEDs) in a video and constructs a robust video representation by projecting them into a semantic space. Different from the conventional methods modeling the temporal evolution in frame-level features, our method models the temporal evolution for each spatial location in the video and constructs a set of LEDs. Then we encode them into a meta-action based representation using the VLAD technique. This is based on the fact that an action is composed of some dynamic action primitives, which are regarded as meta-actions in our work. For example, "shoot ball" can be represented as an aggregation of some subitems corresponding to "legs:jumping", "arms:throwing", "torso:moving up-down", "basketball:flying". We argue that the meta-action based representation is more discriminative for action recognition, because it not only captures the temporal evolution of the entire video but also contains more semantic information about actions.
We comprehensively evaluate our model on two public challenging datasets: HMDB51 [Kuehne et al., 2011] , and UCF101 [Soomro et al., 2012] , where the proposed model produces more accurate prediction results than state-of-theart. We highlight our contributions as follows:
1. We propose a deeply-supervised CNN model, which fully exploits powerful hierarchical features of CNNs and constructs multi-level video representations to improve the performance of action recognition. 2. In our model, we present a trainable aggregation module to learn video-level action representations. It captures more details about actions through modeling the temporal evolution of each spatial location and applies VLAD technique to encode them into the semantic and compact meta-action based representation. 3. The proposed model is evaluated on two action recognition datasets. The results demonstrate that our model can build robust and discriminative video representations and achieve better performance than the state-ofthe-art models.
Related Work
In this section, we provide a brief overview about CNN based action recognition approaches and aggregation methods for building video-level representations.
Action Recognition with CNNs
Recently, plenty of works focus on using CNNs for action recognition. Karpathy et al. [Karpathy et al., 2014] trained a deep network on the Sports-1M activities dataset. It operated on individual frames and turned out to be less accurate than the state-of-the-art hand-craft representation. To capture the motion information in videos, Simonyan et al. [Simonyan and Zisserman, 2014] proposed a two-stream network, which takes RGB frames and optical flows as input respectively and fused the predictions from the two streams as the final output. Based on the two-stream architecture, several improved methods [Feichtenhofer et al., 2016b; 2016a; Carreira and Zisserman, 2017; Zhang et al., 2016] 
Method
We present an overview of our proposed model before going into details. The architecture of our model is depicted in Figure 1. Multi-level video representations are constructed by applying our proposed aggregation module at different convolutional layers. Then multiple scores are predicted through the corresponding classifiers and fused to produce the final result. For aggregating frame features from the convolutional layers, we propose an aggregation module (see Figure 1 (b)). It extracts the Local Evolution Descriptors (LEDs) of a video, and encodes them into a video-level representation. The aggregation module brings two advantages: (1) capturing more details about the action through modeling the temporal evolution of each spatial location; and (2) projecting the local descriptors into a semantic space, leading to more discriminative video-level representations. For obtaining the multi-level predictions, supervision is directly fed into corresponding convolutional layers (see improving discrimination of intermediate layers, thus gaining improvement of overall performance.
Proposed Aggregation Module
The architecture of our proposed aggregation module is depicted in Figure 1 (b). The entire aggregation process can be decomposed into two cascaded stages, namely local evolution descriptor extraction and local evolution descriptor encoding. According to the two stages, we design an aggregation module with two operations: Local Evolution Rank (LER) pooling and LED-VLAD encoding. We will discuss the details in following sections.
Local Evolution Descriptor Extraction
Given T frames [I 1 , I 2 , ..., I T ] of a video V and the frame at time t is represented as I t , we can obtain a convolutional feature map for each frame from the last convolution layer of the convolutional blocks. We denote the size of the feature map as N × N × C, where N × N refers to the spatial dimensions of the feature map and C is the channel size. For extracting local spatial features, we individually take each spatial location and concatenate the values along all channels. In this way, we obtain N × N local spatial features for each feature map.
Inspired by the recent progress in video analysis that constructs video representations by learning to order the frames [Fernando et al., 2015] , we propose a method to generate the LED by encoding the temporal ordering of a sequence of local spatial features. Specifically, we chronologically order the local spatial features for a specific spatial location i and denote them as [r i1 , r i2 , ..., r iT ], where i = {1, ..., N × N } and r it ∈ R C . Then we define a ranking function that associates time t with a score S(t, i | e) = e T d it , where e ∈ R C is a vector of parameters and d it = 1 t × t τ =1 r iτ is the average of the local spatial features up to time t. In order to model the evolution of the spatial location i, we set the constraint that the later time is associated with a larger score, i.e. q > t ⇒ S(q, i | e) > S(t, i | e). Thus, the function parameters e will reflect the rank of these local spatial features. Learning e is posed as a convex optimization problem: e = argmin e E(e),
(1) The first term in this objective function is the usual quadratic regularizer. The second term is a hinge-loss soft-counting how many pairs q > t are incorrectly ranked by the scoring function. By optimizing this function, we can map a sequence of local spatial features to a single vector e . This vector contains the information to rank these local spatial features, and we define this vector as Local Evolution Descriptor (LED).
In order to simplify the process of seeking e , we use the approximate technique proposed by [Bilen et al., 2016] to solve the optimization problem of Eq. 1. Finally, the solution to the Eq. 1 can be reduced to: where the coefficients α t = 2(T −t+1)−(T +1)(H T −H t−1 ) and the t-th Harmonic number H t = T t=1 1 t . Eq. 2 means a weighted combination of the local spatial features.
Based on the approximate solution of the ranking function, we design the LER pooling layer and consider it as an intermediate layer of the CNN model. It takes T convolutional feature maps with size of N × N × C and outputs N × N LED vectors with C dimensions.
Local Evolution Descriptor Encoding
Through the LER pooling, we obtain a collection of LEDs [e 1 , e 2 , ..., e N ×N ] for a video. In this step, we aggregate these LEDs to construct the final video representation. The most intuitive way is to concatenate them in a vector. However, the vector dimension will be very high, which will induce heavy computational cost. In our work, we propose LED-VLAD method to encode the LEDs of a video into a compact and semantic representation.
Specifically, we first cluster the LEDs extracted from all training videos and consider the K cluster centers [a 1 , a 2 , ..., a K ] as a vocabulary with K meta-action words. Then we divide the descriptor space R C into K cells using the meta-action words, as shown in Figure 2 . To encode the extracted LEDs of a video, each LED e i is assigned to one of the cells and represented by a residual vector e i − a k , which records the difference between the LED and the meta-action represented by anchor a k . These residual vectors are then summed across the entire video as:
where the first term in Eq. 3 is the soft-assignment of descriptor e i to a k and α is a tunable hyper-parameter; the second term is the residual between the LED and the k-th anchor point. The result h k represents the aggregated descriptor in the k-th cell. Finally, K aggregated descriptors are stacked into a single vector ν ∈ R C×K to represent the video. Since the encoding method in Eq. 3 is differentiable and allows for back-propagating error gradients to lower layers of the network, we design the LED-VLAD layer. Moreover we incorporate it with the LER pooling layer to construct our aggregation module.
Action Recognition Model
CNNs are powerful visual models that are capable of capturing hierarchical features. In order to fully exploit the powerful hierarchical representations, we propose a deeplysupervised CNN model that exploits multiple convolutional layer information to improve the accuracy of action recognition.
Specifically, we select M convolutional layers from the standard CNN architecture. Each selected layer is then associated with an aggregation module and classifier to explicitly predict action scores. For combining all the parameters of the convolution and aggregation modules of the networks, we define:
where L denotes the total number of convolutional layers.
The parameters for the m-th aggregation module are denoted as W lm agg , and the parameters for the m-th classifier are denoted as w m c . We define a loss function that merges all the output layer classification error:
where L denotes the video-level loss function for action classification. Given a video V , its ground truth label is g ∈ A where A defines all class labels. The number of the class labels is defined as Z. Then L is defined as the cross-entropy loss:
where s m indicates the predicted action label from the m-th convolutional layer, [ ] is the Iverson bracket notation for a boolean statement. For fusing the multi-level predictions, a class-wise ensemble method is proposed. In this method, multiple score values for each category are summed according to corresponding weights to take full advantage of the complementarity of multi-level information. Here, we define w f as the fusion weights, and F indicates the fused prediction. The loss function for the ensemble layer is defined as:
Then all the parameters W , w c and w f can be learned via minimizing the following objective function over all training set:
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Experiments
In this section, we report the experimental results to evaluate the proposed model for action recognition. We first introduce the action recognition benchmark datasets and evaluation metrics used to evaluate our model. Then, we show the implementation details of our model and present a detailed analysis of the results with different model settings. Finally, the results of our model and qualitative comparison with other state-of-the-art models are presented.
Datasets
We evaluate the proposed models on two popular action classification benchmarks, HMDB51 [Kuehne et al., 2011] and UCF101 [Soomro et al., 2012] . The HMDB51 dataset comprises of 51 human action categories, such as "backhand flip" and "swing baseball bat" and spans over 6766 videos. The videos are downloaded from Youtube, and each video contains a single action. The UCF101 dataset comprises of 101 human action categories like "Apply Eye Makeup" and "Rock Climbing" and spans over 13320 videos. The videos are realistic and relatively clean. Both datasets are split into three parts, and we report final performance averaged over all three splits.
Implementation Details
In this section, we show the implementation details of our model. The input of our model is the RGB frames that are uniformly sampled from videos. In order to determine the value of T , we evaluated the classification accuracy of trained models with different values of T (T = 5, 10, 20 and 30). We found that the accuracy did not improve significantly when T = 20 or 30 compared with T = 10. It illustrates that T=10 is enough to capture the required temporal dependencies. Thus, we finally selected T = 10, which is a good trade-off between accuracy and efficiency. In our model, we choose the Inception with Batch Normalization (BN-Inception) [Ioffe and Szegedy, 2015] as the basic network architecture.
For initialing the convolutional parameters of our model, we first pre-train the network for action recognition using average pooling aggregation strategy at the M ixed5 c convolutional layer, which is the top convolutional layer of BNInception network. Then we transfer the pre-trained convolutional parameters to our model. For the parameters of the aggregation module, we experiment with different values of K (K = 16, 32 and 64) and obtain the best performance when K = 32. Moreover, we initialize the meta-action words by clustering the LEDs extracted from training videos using the Figure 3: Embedding visualizations of the features generated through three different aggregation strategies using tSNE. Each video is visualized as a point, and videos belonging to the same action have the same color. The features learned using our aggregation module are more semantically separable compared to the other strategies, which suggests that our aggregation strategy is a better way to learn video representations.
k-means method. The cluster centers are jointly trained with the classifier and convolutional parameters, which helps to improve the final accuracy. At last, the weights of the classifiers are randomly initialized from a Gaussian distribution with zero mean and standard deviation of 0.01. For capturing multiple convolutional layer information, we select M = 3 feature maps generated respectively from M ixed5 a, M ixed5 b (the names of two relatively bottom convolutional layers), and M ixed5 c layers of the BNInception. Since recognizing actions usually requires highlevel semantic information like object parts or body parts, we select the convolutional layers from the top layers that contain high-level information. When the model is trained, the network parameters are learned by back-propagating the loss function defined in Eq. 8 using the Adam [Kingma and Ba, 2014 ] with = 1e − 4. The network is trained with a momentum of 0.9 and a weight of decay of 4e − 5. We train it on a PC with 3.4GHz CPU, a TITAN X GPU, and 64G RAM.
Results and Performance Analysis
In this section, we present a detailed analysis of our model in two aspects: multi-frame feature aggregation strategy and multi-level prediction ensemble techniques.
Multi-frame Feature Aggregation Strategy
In order to study the effect of our proposed aggregation module, we compare it with several baseline aggregation strategies on HMDB51 dataset. In this exploration, we do not consider to combine information from multiple convolutional layers. In order to compare the performance of different aggregation strategies, we use the convolutional feature maps from the M ixed5 b layer that has the best performance among the three candidate layers. We train three end-to-end action recognition networks with different aggregation strategies and predict the results respectively. The accuracies of different aggregation strategies on the three splits of HMDB51 are shown in Table 1 . We see that our aggregation module achieves the best performance. Although VLAD can construct semantic representations for actions, it encodes the local spatial features into orderless representations that ignore the temporal structure of videos. This makes it difficult for VLAD method to distinguish the categories like "stand" and "sit" in HMDB51 dataset. Thus VLAD method achieves limited improvement compared to the average pooling strategy. Our aggregation module not only captures the temporal structure of videos through the LER pooling but also encodes the LEDs into a semantic video-level representation. That is the reason why our aggregation module can achieve better improvements. Furthermore, we qualitatively evaluate the aggregation strategies by visualizing the constructed features using t-SNE [Maaten and Hinton, 2008] . Figure 3 shows the feature embedding results. We can see that the features generated through Avg-pooling are very similar hence cluster together. The features generated through VLAD are relatively spread. At last, the features generated by our aggregation module are more semantically separable and mixed compared to the VLAD strategy. This shows that our aggregation module is a better way to learn video-level representations.
Multi-level Prediction Ensemble Technique
Here, we compare different ensemble techniques fusing the multi-level predictions. First, we show the classification accuracy of different trained models, which aggregates frame features at the M ixed5 a, M ixed5 b, and M ixed5 c layers respectively, on the split 1 of HMDB51 and UCF101 in Table. 2. Then, we train networks using different ensemble techniques to fuse the predictions from the multiple layers. Table 3 shows the results on the split 1 of HMDB51 and UCF101. The results show that the class-wise ensemble method, where multiple score values for each category are summed according to corresponding weights, presents the best performance among all these ensemble techniques. As discussed above, multi-level video presentations learned from our model are complementary. It often manifests as that the video representations constructed from different convolutional layers exhibit different recognition capability for the same action category. Thus, our ensemble method, which provides class-wise supervision to fuse predictions from multiple layers, can take full advantage of the complementary characteristic and obtains better performance.
Comparisons with State-of-the-art Methods
In this section, we compare our model with the state-ofthe-art methods for action recognition. First, We compare our model with the previous RGB-image based methods in the upper part of [Feichtenhofer et al., 2016b] 65.4 92.5 ST-ResNet [Feichtenhofer et al., 2016a] 66.4 93.4 ActionVLAD [Girdhar et al., 2017] 66.9 92.7 Two-Stream CNN+LSTM [Yue-Hei Ng et al., 2015] -88.6 Composite LSTM Model [Srivastava et al., 2015] 44.0 84.3 TSN 69.4 94.2 Two-Stream I3D [Carreira and Zisserman, 2017] 66.4 93.4 Our Model + optical flow 73.9 95.8 [Carreira and Zisserman, 2017] apply 3D convolution to learn temporal structure. We can see that our model obtains the highest accuracy with 62.4% on HMDB51 and 90.5% UCF101 respectively, which significantly outperforms the RGB-image based methods mentioned above. This demonstrates that our deeply-supervised model integrating our powerful aggregation module provides a promising way to recognize actions in videos. Most state-of-the-art models use two-stream framework, i.e. one stream is trained on RGB frames and the other on optical flows. For fair comparison, we compare our model combined with optical flow to the state-of-the-art two-stream methods, and the results in the lower part of Table 4 show our model outperforms all of the state-of-the-art methods.
Conclusions
We propose a deeply-supervised CNN model for action recognition. The proposed model learns multi-level video representations to fully exploit the complementary convolutional layer information. Moreover, in order to build more robust video-level representations, we introduce a new aggregation module that can capture detailed evolution information of videos and construct semantic action representations. Experiment results show that our model provides a better resolution to learn action representations and outperforms existing methods on two popular benchmark datasets.
