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Abstract
Purpose Cerebral aneurysms are one of the prevalent cerebrovascular disor-
ders in adults worldwide and caused by a weakness in the brain artery. The most
impressive treatment for a brain aneurysm is interventional radiology treatment,
which is extremely dependent on the skill level of the radiologist. Hence, accu-
rate detection and effective therapy for cerebral aneurysms still remain important
clinical challenges. In this work, we have introduced a pipeline for cerebral blood
flow simulation and real-time visualization incorporating all aspects from medical
image acquisition to real-time visualization and steering.
Methods We have developed and employed an improved version of HemeLB
as the main computational core of the pipeline. HemeLB is a massive parallel
lattice-Boltzmann fluid solver optimized for sparse and complex geometries. The
visualization component of this pipeline is based on the ray marching method
implemented on CUDA capable GPU cores.
Results The proposed visualization engine is evaluated comprehensively and the
reported results demonstrate that it achieves significantly higher scalability and
sites updates per second, indicating higher update rate of geometry sites’ values, in
comparison to the original HemeLB. This proposed engine is more than two times
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faster and capable of 3D visualization of the results by processing more than 30
frames per second.
Conclusion A reliable modelling and visualizing environment for measuring and
displaying blood flow patterns in vivo, which can provide insight into the hemo-
dynamic characteristics of cerebral aneurysms, is presented in this work. This
pipeline increases the speed of visualization and maximizes the performance of the
processing units to do the tasks by breaking them into smaller tasks and working
with GPU to render the images. Hence, the proposed pipeline can be applied as
part of clinical routines to provide the clinicians with the real-time cerebral blood
flow related information.
Keywords Cerebral Aneurysm · Pipeline · Lattice-Boltzmann · GPU ·
Visualization
1 Introduction
A cerebral aneurysm (also known as intracranial aneurysms or brain aneurysms) is
a malformation in a brain vessel caused by a weakness in the vessel wall as shown
in Fig. 1. Accurate diagnosis, as well as efficient treatments of a brain aneurysm
in its early stages, are crucial for the patients who suffer from this brain disorder.
However, using intra-aneurysmal coils along with the stents in interventional ra-
diology treatments is the most effective and common approach deployed to treat
cerebral aneurysms [1]; it is still a clinically challenging intervention with high fail-
ure rates. This is due to the dependence of this approach on the skill level of the
radiologist in recognizing the vascular geometry and estimating blood flow related
information from the 2D and/or 3D medical images. Hence, providing clinicians
with vascular geometries and fluid flow mechanical parameters such as velocity
and pressure retrieved from the blood flow simulation can help them to have the
best prognosis and treatment for these patients.
Fig. 1: Brain aneurysm [2].
Recent developments in Computational Fluid Dynamic (CFD) techniques have
led them to be widely used in fluid flow simulations. Lattice-Boltzmann Method
(LBM) is a class of CFD’s designed for time-dependent simulation of large scale
systems by using a parallel implementation [3]. LBM can be efficiently imple-
mented on various parallel architectures from Field Programmable Gate Arrays
(FPGAs) [4] to General Purpose Graphical Processing Units (GPGPUs) [5] and
supercomputers [6].
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HemeLB is a fluid solver which utilizes parallel LBM to compute and analyze
the bio-mechanical modelling of the large scale fluid flow in complex geometries [3].
The original version of HemeLB uses CPU cores for the LBM computations and
rendering task and has been successfully implemented on open academic High-
Performance Computing (HPC) platforms such as ARCHER [7], Blue Waters [8],
HECTor, and SuperMUC [9]. The main objective of designing HemeLB is to enable
clinicians and radiologists to examine the cerebral blood flow behavior in the
human body [7,10].
Recently, some research has been conducted to optimize and deploy HemeLB
on cost-efficient platforms such as FPGAs and GPUs to speed up the simulation
for potentially applying the framework in medical environments [11]. Moreover, the
visualization solution for HemeLB introduced by Mazzeo et al. [12] can help radi-
ologists and surgeons explore the results in real-time. This visualization pipeline
simulates and visualizes the cerebral blood flow interactively. In their solution,
the rendering is implemented using an optimized ray casting technique integrated
into HemeLB. By employing this solution, the flow field data are rendered in situ
on the processors responsible for running the LBM and then are sent to a host
computer equipped with a graphical frontend. In fact, flow field simulation and
rendering are performed simultaneously on CPU cores and then rendered frames
are output to be visualized either locally or remotely.
Despite Mazzeo et al. [12] having integrated a real-time visualization engine
into the original version of HemeLB, they do not provide a complete solution for
applying HemeLB as part of clinical routines. It is essential to develop a powerful
pipeline for real-time monitoring of the hemodynamic variables of the cerebral
aneurysms; a pipeline which can be fully under the control of clinicians and gen-
erate the real-time visual results from the input medical images. Additionally, the
performance of their visualization engine is limited to the CPU cores responsi-
ble for the rendering task. With rapid improvement of the resolution of medical
images over recent years, a powerful visualization engine is required to serve clin-
icians with 3D description of the data. Considering the fact that analyzing and
processing the medical images with high dimension are computationally expensive,
GPU’s are more suitable for rendering and processing medical images [13,14].
In this paper, we introduce an efficient integrated patient-specific cerebral
aneurysm blood flow simulation and real-time visualization framework. The pro-
posed pipeline covers all the stages required for blood flow simulation from image
acquisition to result visualization in the clinical time frame. We used HemeLB
fluid solver as the main computational core of the pipeline to investigate the cere-
bral blood flow behavior. In this study, we focus on visualizing pressure, velocity,
and wall shear stress which are important parameters in brain aneurysm diagno-
sis. A real-time GPU rendering engine based on the original HemeLB code has
also been introduced. This visualization component is implemented on Compute
Unified Device Architecture (CUDA) capable GPU’s with the aim of accelerating
the image rendering. In addition, a set of comprehensive tests using data from real
patients and phantom models has been carried out to evaluate the accuracy and
performance of the presented rendering engine. The reported results demonstrate
that the proposed GPU rendering achieves better performance in comparison to
the original HemeLB rendering and hence our pipeline is assuredly appropriate
for the clinicians to conveniently discover and analyze the 3D simulation outputs
from the input medical images in real-time.
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This paper begins with introducing the various components of the pipeline in
Section 2, then goes on to focus on the visualization approach in Section 3. The
pipeline implementation and performance analysis are presented in Section 4 and
5, respectively. Finally, the paper is concluded in Section 6.
2 Blood Flow Simulation and Visualization Pipeline
This integrated pipeline provides users with real-time visualized results of the
hemodynamics in brain aneurysms generated from the input Digital Imaging and
COmmunications in Medicine (DICOM) images. Every stage in the process of
cerebral aneurysm treatment, from image acquisition and segmentation to result
visualization and steering, is addressed in this environment. Fig. 2 illustrates the
pipeline with different stages. They include medical image acquisition, image seg-
mentation and meshing, simulation configuration, computational fluid dynamics
simulation, and results visualization. A visualization platform design with the aim
of providing clinicians with a smooth and interactive environment is also included.
This platform helps users access each component of the pipeline conveniently. The
pipeline components are described in the following sections.
Fig. 2: Proposed real-time blood flow simulation and visualization pipeline.
2.1 Medical Image Acquisition
The first and early step in cerebral aneurysm detection and therapy planning
is providing medical images of the brain under investigation. The major imag-
ing methods used for neuro-imaging of cerebral aneurysms are: Computed To-
mography Angiography (CTA), Magnetic Resonance Angiography (MRA), Digi-
tal Subtraction Angiography (DSA), and 3-Dimensional Rotational Angiography
(3DRA).
CTA: If the clinical suspicion level is high, but there is negative non-contrast
CT, the CTA is useful to detect the ruptured brain aneurysms [15]. However,
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current multi-detector scanners can reliably detect aneurysms greater than 4 mm
with 100% sensitivity [16,17].
MRA: This is more advantageous than CTA since it does not have ionization
and is able to obtain images even without intravenous contrast agents. However,
Contrast Enhanced MRA (CE-MRA) is found to be superior to Time Of Flight
TOF MRA (TOF MRA does not use contrast agents) because it can eliminate flow-
related artifacts [18]. 3T MRA can better visualize small branch vessels compared
to CTA. Presently, machines with 1.5 T and 3 T have spatial resolution 1 mm [19]
and 0.6-0.7 mm [20], respectively. However, because of higher cost and longer
acquisition times, MRA is not preferred.
DSA: Majority of the ruptured aneurysms are found small [21] and DSA is
useful to detect such aneurysms when CTA and MRA miss them. DSA too requires
ionizing radiation and iodinated contrast like CTA. However, the procedure is
invasive requiring highly skilled operator in order to guide the catheter to the
major intracranial vessels.
3DRA: This has higher sensitivity and can detect aneurysms who sizes are
less than 3 mm and can go until 0.5 mm [22]. Van Rooji et al. [22] have reported
that 94 additional aneurysms were detected that were missed by CTA and MRA.
27 out of these 94 aneurysms were even missed by DSA.
Therefore, 3DRA is presently the preferred choice by the clinicians as compared
to DSA, MRA, and CTA. Accordingly, we have used 3DRA images as the input
in the current pipeline.
The datasets used in this paper have been obtained from two different imaging
systems: Artis Axiom Angiography Interventional system by Siemens, and the
Allura FD20/15 Interventional Neuroradiology X-ray system by Philips, located
at Hamad Medical Corporation (HMC) in Qatar. On average, there are 400 slices
in each dataset acquired along the long axes of the subjects [23]. The average slice
thickness, matrix size, and pixel spacing is 0.29 mm, 512 × 512, and 0.29 mm ×
0.29 mm, respectively. Five subjects of 3DRA carefully selected by HMC clinicians
are shown in Fig. 3.
These input images can be taken from real patients or phantom model of a 3D
printed generic aneurysm which is used in this work to evaluate the results. Fig. 4
illustrates the schematic of the phantom setup. In this setup, fluid flows through
the phantom and circulates back to the reservoir tank through plastic tubes. A
medical Y connector allows the secure access of the microcatheter and the pressure
sensor.
2.2 Image Segmentation and Meshing
Two different segmentation methods have been applied at this stage. The first
method is based on the technique presented by Zhai et al. [24]. In their study,
aneurysm segmentation is carried out using wavelet transform and hard thresh-
olding algorithm. This segmentation technique consists of the following six steps
and is represented as Algorithm 1 and 2 in Online Resource 1.
1. Normalize intensity propagation of 3DRA image to [0-255].
2. Apply Haar wavelet decomposition on the normalized slice image.
3. Apply hard thresholding on the approximated coefficients.
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(a) Subject 10 (b) Subject 11 (c) Subject 16
(d) Subject 19 (e) Subject 23
Fig. 3: 3DRA images of five patients with brain aneurysm.
Fig. 4: Schematic of the phantom setup.
4. Reconstruct each slice by wavelet detail and thresholded approximate coeffi-
cients.
5. Convert the reconstructed slice to binary segmented mask by a threshold.
6. Concatenate and process the segmented masks of slices to build the volume of
vessels.
The second technique is an efficient method based on simple thresholding and
post-processing the results [23]. Automated vessels segmentation, semi-automated
aneurysm detection, and automatic boundary and inlet detection from the input
3DRA image, are all addressed in this method.
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The output of this pipeline stage is a STereoLithograph (STL) file that repre-
sents the aneurysm mesh clipped at the inlet and outlets. The mesh files generated
from subject 10 (see Fig. 3) by using two aforementioned segmentation techniques
are illustrated in Fig. 5.
(a) (b)
Fig. 5: STL meshes generated at the image segmentation component of the
pipeline; a) rendered mesh using segmentation method described by Zhai et al. [24];
b) mesh file rendered by applying slicing planes [23].
2.3 Simulation Configuration
Once the STL mesh is obtained, it is used to generate the configuration file for
simulation. Later, this file is applied in the hemodynamic simulation stage carried
out using HemeLB. HemeLB is a Message Passing Interface (MPI) based lattice-
Boltzmann solver optimized for highly sparse geometries found in the cerebral
vasculature [3]. It can efficiently model flows in cerebral arteries using up to 32,768
cores [9]. HemeLB utilizes a weighted domain decomposition approach to reduce
the overheads of various boundary conditions, where multiple levels of boundary
conditions have been generated to minimize the computational costs, e.g. compute-
intensive boundary and in/outflow conditions. In addition, HemeLB is flexible
enough to allow the user to achieve key flow properties, for example, pressure,
velocity, and wall shear stress at predefined time intervals. All those parameters
are integrated into a property-extraction framework and generated together with
the geometry simulation files [25].
2.4 Computational and Simulation Core
We applied HemeLB as the pipeline’s main computational and simulation core.
The flow rates, pressures and shear stresses throughout the vascular structure are
computed by the LBM implemented in HemeLB. LBM is a fast simulation tech-
nique for large and complex fluid systems [3]. In this method, it is considered that
the propagation and collision processes of local particle distributions are performed
over a discrete lattice mesh. The streaming and collision equations are described
in detail by Zhai et al. [4]. The parallelized LBM is deployed in HemeLB as the
fluid solver in which fluids are represented with particle distribution functions. We
applied a three-dimensional lattice with 15 discrete velocity directions (D3Q15) in
our pipeline as shown in Fig. 6.
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Various Boundary Conditions (BC) can be considered to implement HemeLB.
Two examples of these BCs are Bouzidi-Firdaouss-Lallemand (BFL) for the in-
terpolated wall collision BC presented by Bouzidi et al. [26] and Ladd iolets for
velocity inlet BC [27]. Applying a topology-aware two-level domain decomposition
in HemeLB ensures a good workload distribution for parallel implementation. Fur-
thermore, reduction of redundant operations, pattern regularity improvements and
enhancement in intra-machine communication are the other improvements made
in HemeLB.
2.5 Visualization Platform
As mentioned in Section 1, this pipeline is developed to support clinical decisions
in brain aneurysm detection and therapy. Therefore, the users have to be able to
launch the pipeline in a smooth and interactive environment. The visualization
platform allows clinicians to control the simulation operations and monitor the
3D results in real-time. Interventional radiologists can use this platform to upload
3DRA images taken from the patient, then move between the different compo-
nents of the pipeline and explore the 3D results. Further details of real-time 3D
visualization are provided in the next section.
3 Real-time Visualization
A key factor in developing an efficient clinical simulation environment is real-time
visualization of the results instead of generating and storing frames on disk and
post-processing them. Volume rendering plays a crucial role in immediate and
accurate visualization of the simulation results in various scientific areas [28]. In
this pipeline, the real-time visualization is implemented in situ by GPU cores with
CUDA capabilities. The CUDA cores execute the direct volume rendering kernel
based on the ray marching method [29] which is represented in Algorithm 1.
Fig. 7 illustrates the architecture of the multi-core simulation and real-time
visualization in our pipeline. As depicted in this diagram, the compute nodes
are responsible for the LBM computations. Each LB node computes and caches
the LB properties of all lattice sites dedicated to it and then transfers the LB
data to the master node. Even though this node does not participate in LBM
computations, it manages the view steering, schedules the lattice data transfer and
Fig. 6: Lattice node of D3Q15 model [11].
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Algorithm 1 The CUDA ray casting kernel function pseudo code.
Input: VolumeData, TransferFunction, ImageWidth, ImageHeight
Output: OutputColour
1: procedure VolumeRenderKernel(x, y, S, δs, ρ,M) . x, y: pixel position; S: ray
marching step; δs: ray step size; ρ: voxel density; M: view matrix
2: OutputColour ← 0
. (u, v): normalized coordinates of the screen
3: u← x/ImageWidth ∗ 2− 1
4: v ← y/ImageHeight ∗ 2− 1
. Calculate ray in world(view) space
5: o← (0, 0, 0)
6: d← (u, v,−2)
7: d′ ←M−1d
8: Ray ← (o,d′)
9: t← IntersectVolume(V olumeData,Ray) . Find intersection with box
. March along ray from front to back
10: if 0 ≤ t < MAX then
11: p← o + d′t . Nearest voxel position; Ray intersects with the nearest voxel in
Volume
12: δd← d′δs . Step vector for ray cast
13: s← 0
14: while s < S do
15: V alue← SampleVolume(p)
16: Colour ← TransferFunction(V alue) . Transfer V alue to RGBA
17: Colour ← Colour · ρ
18: OutputColour ← AlphaBlend(OutputColour, Colour). Integrate voxel colors
19: p← p + δd . March along the ray by δd




also shares the lattice data with CUDA capable GPU cores to perform rendering
simultaneously. The communication between the visualization client and compute
nodes is performed by the MPI exploited in HemeLB. As it is represented in Fig. 7,
the internal architecture of the visualization client is a three-tier system. The front
end layer is an OpenGL application and the middle tier is the host which stores
steering parameters and cached lattice data. Finally, the top tier is the rendering
layer where all the voxels are stored and CUDA cores execute volume rendering
kernels.
In real-time visualization, the number of memory transfers is critical. In our
pipeline, this includes transmission of LB properties and steering parameters. We
applied a two-level memory access optimization in order to decrease the number of
memory transfers and enhance the throughput between the GPU and CPU [30].
Important lattice properties such as pressure, velocity, and shear stress are vi-
sualized in our visualization client. The 3D display of the results can be illustrated
in two different modes (see Fig. 8): 1) multi-view window; and 2) full separate
window for each lattice property. In Fig. 8(b), the dynamic color map has been set
based on the minimum and maximum values of each simulated lattice property.
In this pipeline, visualization steering has also been integrated to allow users
to adjust the rendering parameters interactively and hence to reduce generation
time of the results. The steerable parameters for the visualization include model
rotation, zooming, and adjusting the scale and offset of the transfer functions. A
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Fig. 7: The three-tier architecture of the proposed visualization client; running
simulation with 4 cores.
set of keyboard options listed in Fig. 8(a) enables users to modify various rendering
parameters and also choose the appropriate display mode.
4 Implementation
4.1 Hardware Platform
The pipeline has been benchmarked on an Exxact Tensor TWS-289059-DPN work-
station which is known as a deep learning NVIDIA GPU solution [31]. Table 1
represents the overview of this workstation.
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(a)
(b)
Fig. 8: Visualization window; a) Multi-view window splited into 4 sub windows:
one for the visualization instruction as shown in the bottom-left and three for the
velocity, pressure, and shear stress displayed in bottom-right, top-left and top-right
sub windows, respectively; (b) Single-view window displaying pressure values with
relevant scale.
4.2 Phantom Setup
Fig. 9 shows the phantom setup in the catheterization laboratory at HMC. The
phantom is designed as a generic aneurysm with 4.0 mm artery diameter and
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Table 1: Overview of the TWS-289059-DPN workstation.
CPU
1× Intel Xeon(R) CPU E5-2623 v4 @ 2.60GHz
with 8 cores
RAM 128GB DDR4 SDRAM
GPU
4× NVIDIA GeForce GTX 1080 Ti 11 GB
GDDR5X PCIe 3.0 x16 packs 3584 CUDA
cores
Storage 1.0TB SSD and 4.0TB HDD
OS Ubuntu 16.04 LTS 64-bit
Fig. 9: In vitro setup at the catheterization laboratory at HMC.
aneurysmal sac diameter of 18.0 mm. This phantom is 3D printed using a laser-
curing StereoLithography Apparatus SLA Moai Printer (Peopoly, USA [32]) with
a layer height of 50 microns. For secure placement, the 3D printed phantom is
fixed on acrylic sheets and placed under the imaging C-arm. It is connected with
an EcoDrive continuous peristaltic pump (Olympus, Japan [33]) which maintains
a constant flow rate of 1.8 liters/minute. To prevent interference with the imaging
device, the pump is placed in a distance from the phantom which is constructed
from metallic components. The circulating fluid has a density of 1.05 gm/cc and
compromises of a mixture of distilled water (84.5%), glycerin (7%), and Iodine-
based Ioxehol contrast (8.5%).
Fluid pressure measurements are collected using the Volcano Functional Mea-
surements System (VFMS) and the Verrata sensor (Philips, United States [34]).
The pressure sensor is inserted within a microcatheter to collect the pressure mea-
surements before and after stent deployment. A Pipeline Embolization Device
(PED) (Medtronic, USA [35]) is used as a flow diverter stent. This metallic mesh
stent is deployed at the neck of the aneurysm and has a nominal diameter of 4.00
mm and a length of 20 mm.
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5 Performance Analysis
In this section, we have mainly analyzed the rendering performance of two differ-
ent versions of HemeLB implementation: 1) Original HemeLB; 2) HemeLB-GPU
version. The performance of the visualization client has been benchmarked using
the five geometries from Fig. 3. Since brain aneurysm datasets are not publicly
available, the clinicians at HMC hospital have carefully chosen these subjects for
this study; the selected subjects represent the cases of all types suitable for the
study, so the initial visualization results could be used for a better case study
of diagnose purpose. Depending on the memory size of the target platform, the
proposed framework can be prototyped for larger cases as well.
As stated before, the main motivation of this work is to increase rendering speed
and design an algorithm to distribute the simulation and visualization workloads
to different processing units. In original HemeLB implementation, the images are
rendered using only CPU cores, where each CPU renders an image for a portion
of the entire geometry, then all the images are sent to the master node to be
recombined into a single image later. Similarly, in HemeLB-GPU version all the
simulation data are sent back to the master node, but then the data are rendered
by GPU cores. The overall performance comparison is shown in Fig. 10, where
the number of rendered images and the total simulation steps are set to 25,000.
In order to evaluate the performance of the proposed work and the update rate of





Where Nsteps and Ts are the number of simulation steps and total time respec-
tively, and Nsites indicates the number of geometry sites.
As it can be seen from Fig. 10, the results obtained from HemeLB-GPU version
are significantly better than the original HemeLB. In addition, it is worth noting
that the SUPS of the HemeLB-GPU version is improved considerably when in-
creasing the cores from 1 to 3 for all the subject samples, however, it is more or
less stable when the number of used cores is more than 4. In contrast to these
results, the original HemeLB generates higher SUPS when more cores are involved
in the computation for the subjects with more blocks (e.g. Subject 23 and Subject
16), but for the subjects with fewer blocks, SUPS increase gradually. Moreover,
the HemeLB-GPU version renders 3 images (i.e. pressure, velocity, and wall shear
stress) per request, however, the original HemeLB generates only one image (i.e.
pressure) per request. On average, the HemeLB-GPU version takes about 11 ms
for rendering an image, while the original HemeLB takes about 25 ms.
The results in Fig. 11 illustrate that for all the geometries, the HemeLB-GPU
version performs better than the original HemeLB. It is worth mentioning that by
increasing the number of rendered images within the total number of simulation
steps, the proposed visualization client consumes less time in comparison to the
original version. The gradient of the blue line (i.e. Original HemeLB version) is
higher than the gradient of the red line (i.e. HemeLB-GPU version), which means
that the HemeLB-GPU version has better scalability than the original HemeLB
in terms of accelerating rendering speed. Furthermore, in this highly scalable and
distributable HemeLB simulation framework, the performance of the system will
not be significantly affected along with the additional computing resources. This
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is because the proposed rendering engine is able to visualize part of the block
while the simulation is running and does not need to wait for the simulation to be
completed.





























































































Fig. 10: Overall performance comparison of the original HemeLB and HemeLB-
GPU version. The total simulation steps as well as the number of rendered images
are set to 25,000.
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Fig. 11: Comparison of the HemeLB-GPU version vs. original HemeLB in terms
of rendering speed with 8 cores.
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In order to investigate how size of a model can affect the performance of the
system, an overview of the simulation domain and timing performance for different
subjects are represented in Table 2. In this simulation environment, each subject
consists of a number of lattice sites (fluid and solid) and a group of lattice sites
is called a block. In Table 2, SUPS/Sites depicts the number of times a model is
updated per second. The results show that for the subjects with higher number
of blocks, more time is spent on communication and therefore, the model update
rate will decrease.









Subject 19 728 81,952 421 4,866,508 59.38242
Subject 11 2,520 151,700 423 8,965,721 59.10165
Subject 10 2,880 186,463 424 10,994,281 58.96227
Subject 23 5,320 132,910 845 3,932,249 29.58580
Subject 16 15,000 296,814 1,060 7,000,330 23.58491
The 3D visualization of results has also been achieved with more than 30
Frames Per Second (FPS), which indicates that the proposed system meets real-
time data processing requirements. The feedback from the clinicians shows that
this fast visual and interactive simulation platform would provide them a conve-
nient tool to view the subjects from different angles and check the results. They
were mainly impressed with zooming the 3D volumes in and out, the blood simu-
lation color gradient and the simple interaction with the framework. On the other
hand, the real-time visualization would reduce the preparation time for clinicians
to achieve early stage diagnosis.
Finally, the results show that having more lattice sites and blocks gives better
resolution and outputs better visualization result, which means it may give more
clinical information to the users. Because the HemeLB has its own tool to cus-
tomize the resolution of the simulation, an optimised result could be given based
on the clinical requirements.
6 Conclusion
In this paper, we have presented an interactive cerebral aneurysm blood flow sim-
ulation and real-time visualization pipeline. The proposed pipeline addresses all
the components required for blood flow modelling and investigation. An improved
version of HemeLB has been deployed in this pipeline as a fluid solver which is
optimized for visualization on GPU cores. This real-time GPU based rendering
engine enables HemeLB to be applied in hospitals and helps clinicians to investi-
gate blood flow into and around cerebral aneurysms in a clinical time-frame. In
addition, a visualization platform with the aim of providing an interactive envi-
ronment for the user is also designed. This platform gives easy access to different
16 Sahar S. Esfahani 1 et al.
components of the pipeline by a few simple clicks. Finally, a set of comprehen-
sive tests using real patients’ data has been carried out to evaluate the rendering
performance of the pipeline. The reported results demonstrate that this render-
ing engine performs significantly better than the original HemeLB. On average,
the image rendering time in the proposed version is less than half of that in the
original version. This ensures that the presented pipeline can be employed in local
environments to explore the blood flow patterns in vivo.
As future work, we are going to add simulation steering capabilities to the
pipeline. This can help the user to modify the flow properties dynamically and
examine the results of moving a stent around inside an aneurysm in real-time.
Additionally, a new multi-core architecture for the visualization client can also
be developed in order to improve the timing performance. This can be achieved
by giving all the nodes access to the GPU memory and hence eliminating data
transfers from LB nodes to the master node.
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