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Abstract
In this work the concept of generalized functional is introduced, when the equation of Euler
is applied to this functional, the differential equation is obtained. The variational method is
imposed to this functional, being obtained a function that is a generalized solution of the differ-
ential equation, the solution is expressed as integrals defined by pieces, each one is represented
as a straight line segment defined between two points [yi, yi+1], these are contained in the total
range [a, b]. When each segment is integrated in all over the range it is obtained a linear equa-
tion, and when the system of (N − 1) equations with (N − 1) unknowns is solved, the numerical
solution of the given differential equation is obtained.
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Resumen
En este trabajo se introduce el concepto del funcional generalizado, al cual al aplicarle la ecua-
cio´n de Euler se obtiene la ecuacio´n diferencial a resolver. Se impone el me´todo variacional al
funcional, obtenie´ndose una funcio´n que es solucio´n generalizada de la ecuacio´n diferencial, la
cual se expresa como integrales definidas por tramos, cada uno representa un segmento de recta
definido entre dos puntos [yi, yi+1], contenidos en el rango total [a, b]. Al integrar para cada
segmento de recta en todo el rango se tiene una ecuacio´n lineal, al resolver el sistema de (N −1)
ecuaciones con (N − 1) inco´gnitas se tiene la solucio´n nume´rica de la ecuacio´n diferencial dada.
Palabras y frases claves: Me´todo de los elementos finitos, Metodos variacionales, Ecuacio´n
de Lagrange.
1 Introduccio´n
Para resolver Ecuaciones diferenciales ordinarias (EDOs) por el me´todo de los
elementos finitos, en donde se utilizan integrales definidas, primero obtendremos
tales integrales a partir de un concepto que se conoce como el funcional, que se
define como una funcio´n que toma funciones como su argumento; es decir, una
funcio´n cuyo dominio es un conjunto de funciones [1], [2].
Para conocer las caracter´ısticas de un funcional debemos conocer sus ma´ximos
y mı´nimos, pero al tratarse de varias funciones se habla de los extremales, es decir
que puede tratarse de un minimal (mı´nimo de los mı´nimos) o de un maximal
(ma´ximo de los ma´ximos). Este procedimiento de caracterizacio´n del funcional
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Figura 1: Gra´fica de x contra y(x)
se conoce como calculo variacional, que utilizando el mismo principio del ca´lculo
diferencial halla los extremales de dichos funcionales.
Dado que existe una diferencia conceptual entre la derivada de calculo diferen-
cial y las variaciones de calculo variacional, tambie´n haremos una diferenciacio´n
en la notacio´n. Mientras que en el ca´lculo diferencial una derivada se realiza res-
pecto a una variable y se representa como dx, en el calculo de variaciones una
derivada es respecto de una funcio´n y se representara´ por δy en donde y es una
funcio´n de la variable x es decir y = y(x) [2].
El modelo de ecuacio´n diferencial lineal no homoge´nea de coeficientes variables
unidimensional utilizado en el me´todo de los elementos finitos es:
d
dx
[p(x)y′] + r(x)
dy
dx
+ q(x)y = f(x, y)
Para que este modelo pueda ser resuelto utilizando el me´todo de Rayleigh-Ritz
(me´todo variacional) es necesario que el te´rmino del coeficiente variable de la
primera derivada sea cero, es decir r(x) = 0 [3]. Sin embargo mediante un proce-
dimiento iterativo pueden solucionarse ecuaciones con r(x) 6= 0. En este trabajo
trataremos las primeras, es decir aquellas con r(x) = 0, por lo que el modelo a
solucionar es:
d
dx
[p(x)y′] + q(x)y = f(x, y) (1)
y como siempre se requiere que la variable x sea continua en todo el rango [a, b]
donde se busca la solucio´n de la EDO. Si hacemos una gra´fica de la EDO de la
variable x contra y(x), de modo general obtenemos la figura (1): Si a esta gra´fica
le an˜adimos un eje en el que midamos el comportamiento de la primera derivada
y′ = y′(x) se tiene la figura (2):
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Evaluando en los l´ımites
A = −
b∫
a
g(x)
d
dx
(
∂G
∂y′
)
dx.
Nos queda que:
b∫
a
[(
∂G
∂y′
)(
δy′
δα
)]
dx = −
b∫
a
g(x)
d
dx
(
∂G
∂y′
)
dx.
Sustituyendo en la ecuacio´n (2), obtenemos:
δI
δα
=
b∫
a
[
∂G
∂y
g(x)− g(x) d
dx
(
∂G
∂y′
)
]
dx = 0.
Factorizando la funcio´n g(x):
δI
δα
=
b∫
a
g(x)
[
∂G
∂y
− d
dx
(
∂G
∂y′
)
]
dx = 0.
Al ser g(x) 6= 0 obtenemos:
∂G
∂y
− d
dx
(
∂G
∂y′
)
= 0. (3)
Esta expresio´n se conoce como la ecuacio´n de Euler (Lagrange) [4]. As´ı, para so-
lucionar una EDO, es necesario encontrar un funcional G(x, y, y′) que representa
la funcio´n de error al cual al aplicarle la ecuacio´n de Euler reproduzca la EDO.
Dada la ecuacio´n diferencial
d
dx
[
p(x)y′
]
+ q(x)y = f(x). (4)
Multipliquemos en ambos lados por una funcio´n gene´rica z(x) cuya caracter´ıstica
principal es que se hace cero en los extremos del rango, es decir z(a) = 0; z(b) = 0
e integremos en dicho rango:
b∫
a
{
d
dx
[p(x)y′]
}
z(x)dx =
b∫
a
[−q(x)y + f(x)] z(x)dx.
integrando por partes el lado izquierdo de la igualdad y teniendo en cuenta
B =
{
u = z(x) ⇒ du = z′(x)dx
dv = ddx [p(x)y
′]dx ⇒ v = p(x)y′
}
,
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obtenemos
B =
b∫
a
{
d
dx
[p(x)y′]
}
z(x)dx.
Aplicando la integracio´n por partes:
B = p(x)y′z(x)
∣∣b
a
−
b∫
a
p(x)y′z′(x)dx,
al evaluar en los l´ımites nos queda:
b∫
a
{
d
dx
[p(x)y′]
}
z(x)dx = −
b∫
a
p(x)y′z′(x)dx
Retomando la igualdad
−
b∫
a
p(x)y′z′(x)dx =
b∫
a
[−q(x)y + f(x)]z(x)dx
En tanto que z(x) sea diferente de y(x) esta funcio´n nos dara´ en general una
medida del error [5], [6], es decir:
I =
b∫
a
[−p(x)y′z′(x) + q(x)yz(x)− f(x)z(x)]dx
Considerando que cuando se ha minimizado la diferencia entre y(x) y z(x) estas
son aproximadamente la misma funcio´n nos queda que el funcional es:
I =
b∫
a
[−p(x)(y′)2 + q(x)(y)2 − 2f(x)y]dx
Quedando el funcional para este modelo de ecuacio´n diferencial como:
G(x, y, y′) = −p(x)(y′)2 + q(x)(y)2 − 2f(x)y (5)
En donde el coeficiente 2 de f(x) es un factor de ajuste, el cual se justifica al
aplicar la ecuacio´n de Euler (3) al funcional (5).
∂G (x, y, y′)
∂y′
= −2p(x)(y′)
d
dx
(
∂G
∂y′
)
=
d
dx
[−2p(x)(y′)] = −2 d
dx
[p(x)(y′)]
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Figura 5: Proyeccio´n del funcional G(x, y, y′) en el plano xy, sobre la cual se ha an˜adido
una funcio´n g(x).
∂G
∂y
= 2q(x)(y)− 2f(x)
Sustituyendo en la ecuacio´n de Euler obtenemos:
−2
{
d
dx
[p(x)(y′)] + q(x)(y)− f(x)
}
= 0
Que es la ecuacio´n diferencial (4) de la cual partimos,
d
dx
[p(x)y′] + q(x)y = f(x)
3 Aproximacio´n de la solucio´n por tramos rectos
El objetivo en el me´todo de los elementos finitos es minimizar la funcio´n z(x) a
trave´s de una aproximacio´n, que es una combinacio´n lineal de elementos de una
base de funciones de corto rango, que valen cero fuera de ese intervalo [6]. Uno de
los me´todos ma´s usuales para lograr la minimizacio´n del funcional es la realizada
por tramos rectos, en donde la funcio´n gene´rica z(x) esta´ compuesta por rectas
de la forma:
v = vo +m(x− xo),
en donde la suma de todos los tramos v es la funcio´n gene´rica z(x).
z(x) =
N∑
i=1
vi.
Dado que se establecio´ que la caracter´ıstica principal de z(x) es que se haga cero
en los extremos esto conduce a decir que vo es cero. v = m(x− xo)
La recta que va de v(xi−1) a v(xi) se construye con la ecuacio´n punto pen-
diente, y se escribe como:
v − vi−1 = m(x− xi−1),
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con
m =
vi − vi−1
xi − xi−1 ,
v − vi−1 = vi − vi−1
xi − xi−1 (x− xi−1).
Con la condicio´n de que la funcio´n vi−1 vale cero en la aproximacio´n en xi.
v =
vi
xi − xi−1 (x− xi−1).
As´ı, podemos construir una funcio´n z(x) de tal manera que sea una aproximacio´n
con segmentos rectos a la funcio´n original y(x):
z(x) =
N∑
i=1
ciφi(x), (6)
con
ci = vi ; hi = xi − xi−1,
en donde ci representa la ordenada de la recta vi o lo que es lo mismo, la altura
de la funcio´n y(xi) y hi se define como el “paso”.
φi(x) =
1
hi
(x− xi−1),
z(x) =
N∑
i=1
ci
hi
(x− xi−1) =
N∑
i=1
ciφi(x) ≈ y(x)
Una de las caracter´ısticas de la funcio´n φi es que al ser evaluada en los extremos
se hace cero. Otra caracter´ıstica deseable es que tenga un incremento hi constante
(hi = h), de tal manera que su derivada es:
dφi(x)
dx
=
1
hi
=
1
h
4 Evaluacio´n de integrales en los tramos rectos
Sustituyendo cada uno de estos tramos rectos en la funcio´n total y(x), nos queda
que las variables de las cuales depende la funcio´n I son ci. La integral a minimizar
que se plantea es:
I(ci) =
b∫
a
G(x, y, y′)dx,
en donde G(x, y, y′) es un funcional que al ser integrado respecto de x se ob-
tiene una funcio´n I, que depende de los para´metros ci que son las aproximaciones
zi de los valores de la funcio´n y(x) en el punto i.
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El funcional a resolver esta´ dado por la ecuacio´n (5), que al ser aproximada
por los tramos rectos dados en (6) obtenemos:
G(x, y, y′) = −pi
[
n∑
i=1
ciφ
′
i(x)
]2
+ qi
[
n∑
i=1
ciφi(x)
]2
− 2fi
[
n∑
i=1
ciφi(x)
]
. (7)
Al estar conformadas por tramos rectos de diferentes pendientes se tienen las
siguientes particularidades:[
n∑
i=1
ciφ
′
i(x)
]2
= 2
n∑
i=1
ciφ
′
i(x)
n∑
j=1
cjφ
′
j(x),[
n∑
i=1
ciφ
′
i(x)
]2
= 2
n∑
i,j=1
cicjφ
′
i(x)φ
′
j(x),[
n∑
i=1
ciφi(x)
]2
= 2
n∑
i=1
ciφi(x)
n∑
j=1
cjφj(x),
[
n∑
i=1
ciφi(x)
]2
= 2
n∑
i,j=1
cicjφi(x)φj(x).
Es de observarse que cada uno de los tramos rectos solo tienen relacio´n con los
segmentos anterior y posterior, que se establece de la siguiente manera
φi(x) =

0 si x ≤ xi−1
1
h(x− xi−1) si xi−1 < x ≤ xi
1
h(xi+1 − x) si xi ≤ x < xi+1
0 si x ≥ xi+1

φ′i(x) =

0 si x ≤ xi−1
1
h si xi−1 < x ≤ xi
− 1h si xi ≤ x < xi+1
0 si x ≥ xi+1

Al multiplicar las derivadas de las dos funciones φiφj se tiene que si i = j se
trata de la misma recta y por consiguiente de la misma pendiente, pero si i 6= j
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Figura 6: Descripccio´n del cambio de la funcio´n φi(x) al pasar de los punto P1 − P2 a
P3 − P2.
son dos ecuaciones con diferentes pendientes, da´ndose un cambio de signo. As´ı,
al multiplicar las pendientes obtenemos
φ′iφ
′
i =
(
1
h
)2
; φ′iφ
′
i−1 = −
(
1
h
)2
φ′iφ
′
i+1 = −
(
1
h
)2
Puede observarse en la figura (6) que la ecuacio´n de la recta φi(x), ya no
representa al segmento que va de P1 a P2, sino que describe a la l´ınea que va´ de
P3 a P2 en donde la altura es unitaria es φi(x) =
1
hi
(x− xi−1). La integral del
funcional se plantea entonces como:
I(ci) =
b∫
a
−2pi n∑
i,j=1
cicjφ
′
iφ
′
j + 2qi
n∑
i,j=1
cicjφiφj
 dx+ b∫
a
(
−2fi
n∑
i=1
ciφi
)
dx (8)
Para minimizar esta integral derivemos respecto del para´metro ci e igualemos a
cero.
∂I(ci)
∂ci
=
b∫
a
∂G(x, y, y′)
∂ci
dx = 0
b∫
a
−p(x) n∑
j=1
cjφ
′
i(x)φ
′
j(x) + q(x)
n∑
j=1
cjφi(x)φj(x)
dx b∫
a
f(x)
[
n∑
i=1
φi(x)
]
dx = 0 (9)
Hasta este punto hemos convertido la ecuacio´n diferencial en una ecuacio´n
integro-diferencial. Siendo i un ı´ndice mudo, se puede sacar el para´metro de la
integral. Al ser la sumatoria del lado izquierdo sobre j, en el lado derecho de la
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igualdad se tiene u´nicamente una evaluacio´n en las inmediaciones del punto i,
por lo que se puede prescindir del signo de sumatoria sobre i.
n∑
j=1

b∫
a
[−p(x)φ′i(x)φ′j(x) + q(x)φi(x)φj(x)]dx
cj =
b∫
a
f(x)φi(x)dx (10)
Esto es un sistema de n−1 ecuaciones con n−1 inco´gnitas (ci), que se representa
por:
n∑
j=1
ai,jcj = bi
con ai,j dado por:
ai,j =
b∫
a
[−p(x)φ′i(x)φ′j(x) + q(x)φi(x)φj(x)]dx
Los elementos de la diagonal principal ai,i son:
ai,i =
b∫
a
{−p(x)[φ′i(x)]2 + q(x)[φi(x)]2} dx
ai,i =
xi∫
xi−1
[
−
(
1
h
)2
p(x) +
(
1
h
)2
(x− xi−1)2q(x)
]
dx +
xi+1∫
xi
[
−
(
− 1
h
)2
p(x) +
(
1
h
)2
(xi+1 − x)2q(x)
]
dx
ai,i =
(
1
h
)2 xi∫
xi−1
[
−p(x) + (x− xi−1)2q(x)
]
dx +
(
1
h
)2 xi+1∫
xi
[
−p(x) + (xi+1 − x)2q(x)
]
dx
teniendo en cuenta que xi+1 = xi + h ; xi−1 = xi − h
ai,i =
(
1
h
)2 xi∫
xi−h
[−p(x) + (x− xi + h)2q(x)] dx
+
(
1
h
)2 xi+h∫
xi
[−p(x) + (xi + h− x)2q(x)] dx (11)
Para la diagonal superior ai,i+1 se tiene:
ai,i+1 =
b∫
a
[−p(x)φ′i(x)φ′i+1(x)] dx+ b∫
a
[q(x)φi(x)φi+1(x)] dx
ai,i+1 =
xi+1∫
xi
[(
1
h
)2
p(x)
]
dx+
xi+1∫
xi
[(
1
h
)2
(xi+1 − x)(x− xi)q(x)
]
dx
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ai,i+1 =
(
1
h
)2 xi+h∫
xi
[pi + (xi + h− x)(x− xi)q(x)]dx (12)
Para la diagonal inferior ai,i−1 se tiene:
ai,i−1 =
b∫
a
[−p(x)φ′i(x)φ′i−1(x) + q(x)φi(x)φi−1(x)]dx,
ai,i−1 =
xi∫
xi−1
[(
1
h
)2
p(x) + (
1
h
)2(xi − x)(x− xi−1)q(x)
]
dx,
ai,i−1 =
(
1
h
)2 xi∫
xi−h
[p(x) + (xi − x)(x− xi + h)q(x)]dx. (13)
As´ı, se tiene una matriz tridiagonal, ya que la funcio´n φi(xi) solo puede ser
evaluada dentro del rango xi−1 < xi < xi+1. Todos los elementos fuera de estas
diagonales de la matriz son cero. Para el elemento bi del otro lado de la igualdad
bi =
b∫
a
f(x)φi(x)dx,
bi =
(
1
h
) xi∫
xi−1
(x− xi−1)f(x)dx+
(
1
h
) xi+1∫
xi
(xi+1 − x)f(x)dx,
bi =
(
1
h
) xi∫
xi−h
(x− xi + h)f(x)dx+
(
1
h
) xi+h∫
xi
(xi + h− x)f(x)dx. (14)
Por lo que se forma un sistema de n−1 ecuaciones con n−1 inco´gnitas, en donde
todos los te´rminos ai,j esta´n multiplicados por el factor cj , que es el valor de y(x)
en el punto xi.
a1,0c0 + a1,1c1 + a1,2c2 = b1
a2,1c1 + a2,2c2 + a2,3c3 = b2
a3,2c2 + a3,3c3 + a3,4c4 = b3
...
...
...
ai,i−1ci−1 + ai,ici + ai,i+1ci+1 = bi
(15)
5 Aplicacio´n del me´todo de los elementos finitos
El me´todo de los elementos finitos se puede utilizar en meca´nica para modelar
por ejemplo resortes tanto ideales como reales, movimientos de pe´ndulos simples
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y dobles, poleas, etc. Se utiliza tambie´n en termodina´mica, meca´nica cua´ntica,
estado so´lido y en general en todas aquellas aplicaciones que tengan una ecuacio´n
diferencial del tipo (1) [9].
Para resolver la siguiente ecuacio´n diferencial por el me´todo de los elementos
finitos −y′′ + pi2y = 2pi2sen(pix); definida en el rango entre 0 ≤ x ≤ 1 de tal
manera que en los extremos se tiene que: y(0) = 0 y y(1) = 0, utilizaremos las
simplificaciones del me´todo variacional hechas para aproximar la solucio´n por
tramos rectos plasmada en las ecuaciones (11), (12), (13) y (14). Los elementos
de la EDO que tomaremos para sustituir en lo que los elementos de las diagonales
son: p(x) = −1, q(x) = pi2, f(x) = 2pi2sen(pix) ; h = 0,1, as´ı para la diagonal
principal sustituyendo los para´metros dados en la ecuacio´n (11):
ai,i =
(
1
h
)2 xi∫
xi−h
[
1 + (x− xi + h)2pi2
]
dx+
(
1
h
)2 xi+h∫
xi
[
1 + (xi + h− x)2pi2
]
dx
ai,i =
(
1
h
)2(
h+
pi2h3
3
+ h+
pi2h3
3
)
Para h = 0,1
ai,i =
2
3h
(
3 + pi2h2
)
= 20,658 (16)
Para la diagonal superior se tiene por la ecuacio´n (12):
ai,i+1 =
(
1
h
)2 xi+h∫
xi
[−1 + (xi + h− x) (x− xi)pi2] dx
ai,i+1 =
(
1
h
)2(
−h+ pi
2h3
6
)
= −9,8356 (17)
Para la diagonal inferior:
ai,i−1 =
(
1
h
)2 xi∫
xi−h
[−1 + (xi − x) (x− xi + h)pi2] dx
ai,i−1 =
1
6h
(
pi2h2 − 6) = −9,8356 (18)
El te´rmino bi es:
bi =
(
1
h
) xi∫
xi−h
(x− xi + h)f(x)dx+
(
1
h
) xi+h∫
xi
(xi + h− x)f(x)dx
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Para la funcio´n f(x) se tiene:
f (x) = 2pi2 sen (pix)
bi =
(
1
h
) xi∫
xi−h
[(x− xi) + h]
[
2pi2 sen(pix)
]
dx+
(
1
h
) xi+h∫
xi
[h− (x− xi)]
[
2pi2 sen(pix)
]
dx
bi =
4
h
sen(pixi) [1− cos(pih)] (19)
As´ı, vemos que bi toma valores dependiendo de xi, por lo que haremos una tabla:
N xi ai,i−1 ai,i ai,i+1 bi
1 0.1 -9.8355 20.658 -9.8355 0.60497473
2 0.2 -9.8355 20.658 -9.8355 1.15073032
3 0.3 -9.8355 20.658 -9.8355 1.5838444
3 0.4 -9.8355 20.658 -9.8355 1.86192076
5 0.5 -9.8355 20.658 -9.8355 1.95773935
6 0.6 -9.8355 20.658 -9.8355 1.86192076
7 0.7 -9.8355 20.658 -9.8355 1.5838444
8 0.8 -9.8355 20.658 -9.8355 1.15073032
9 0.9 -9.8355 20.658 -9.8355 0.60497473
Tabla 1: Tabla de valores de xi y bi mostrada en la ecuacio´n (19)
Se forma entonces el siguiente sistema de n− 1 ecuaciones con n− 1 inco´gnitas
a1,0c0 + a1,1c1 + a1,2c2 = b1
a2,1c1 + a2,2c2 + a2,3c3 = b2
a3,2c2 + a3,3c3 + a3,4c4 = b3
...
...
...
a9,8c8 + a9,9c9 + a9,10c10 = b9
En donde co y c10 son los valores de la funcio´n en los extremos del rango, es decir
y(a), y(b). Por tanto los productos a1,0co y a9,10c10 son constantes y pasan al otro
lado de la igualdad.
a1,1c1 + a1,2c2 = b1 − a1,0c0
a2,1c1 + a2,2c2 + a2,3c3 = b2
a3,2c2 + a3,3c3 + a3,4c4 = b3
...
...
...
a9,8c8 + a9,9c9 = b9 − a9,10c10
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En esta representacio´n solo se han puesto los elementos diferentes de cero,
pero la matriz que se forma es de 9 x 9. Sustituyendo los valores de las diferentes
constantes halladas
20,658c1 − 9,8355c2 = 0,6050 + 9,8355c0
−9,8355c1 + 20,658c2 − 9,8355c3 = 1,1507
−9,8355c2 + 20,658c3 − 9,8355c4 = 1,5838
...
...
...
−9,8355c8 + 20,658c9 = 0,6050 + 9,8355c10
En donde co y c10 adquiere los siguientes valores: y (x = 0) = co = 0,
y (x = 1) = c10 = 0
20,658c1 − 9,8355c2 = 0,6050
−9,8355c1 + 20,658c2 − 9,8355c3 = 1,1507
−9,8355c2 + 20,658c3 − 9,8355c4 = 1,5838
...
...
...
−9,8355c8 + 20,658c9 = 0,6050
Resolviendo el sistema tridiagonal de ecuaciones obtenemos:
c1
c2
c3
c4
c5
c6
c7
c8
c9

=

0,3103
0,5902
0,8123
0,9549
1,0041
0,9549
0,8123
0,5902
0,3103

(20)
La gra´fica de los resultados obtenidos se muestra en la figura 7, en donde se
incluyen tambie´n los puntos que resultan de evaluar la respuesta anal´ıtica de esta
EDO, la cual es:
y(x) = sen(pix) (21)
En la tercera columna de la tabla 1 se muestran los puntos de la evaluacio´n de
la ecuacio´n (21).
6 Conclusiones
En este trabajo se ha presentado un esquema, en el espacio 3D de un funcional
G(x, y, y′), que se aplica a ecuaciones diferenciales del tipo (4) y que al ser opti-
mizado a trave´s del procedimiento variacional nos da´ la solucio´n de la ecuacio´n
diferencial que se pretende hallar.
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Figura 7: Gra´fica de los resultados nume´ricos y anal´ıticos de la EDO, se muestra una
gran coincidencia entre ambos.
Cuadro 1: Evaluacio´n de (21), aplicacio´n del me´todo (20), errores estimados.
N xi y(xi) yi y(xi)− yi
0 0 0 0 0
1 0.1 0.3090 0.3103 1.3 x 10−3
2 0.2 0.5878 0.5902 2.4 x 10−3
3 0.3 0.8090 0.8123 3.28 x 10−3
4 0.4 0.9511 0.9549 3.84 x 10−3
5 0.5 1.0000 1.0041 4.1 x 10−3
6 0.6 0.9511 0.9549 3.84 x 10−3
7 0.7 0.8090 0.8123 3.28 x 10−3
8 0.8 0.5878 0.5902 2.4 x 10−3
9 0.9 0.3090 0.3103 1.3 x 10−3
10 1.0 0 0 0
Promedio 2.34 x 10−3
Varianza 2.054 x 10−6
Se muestra que tal optimizacio´n del funcional se obtiene al aproximar por
tramos rectos una funcio´n gene´rica z(x) cuya mı´nima expresio´n es la solucio´n de
la ecuacio´n diferencial.
Se esquematiza un me´todo nume´rico en (15) como un sistema lineal de ecua-
ciones en funcio´n de ci que representan las alturas y(xi), es decir la solucio´n punto
por punto de la ecuacio´n diferencial.
Se aplica el proceso nume´rico a una ecuacio´n diferencial particular, para lo
cual se establece un “paso” fijo h obtenie´ndose, n−1 ecuaciones con n−1 inco´gni-
tas. Puede observarse en la tabla (1) que la solucio´n aproximada y(xi) y la eva-
luacio´n en la solucio´n anal´ıtica (21) son muy similares, lo cual se refleja en la
u´ltima columna de la misma tabla.
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