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Breast cancer is the second leading cause of cancer deaths among women in the USA. Mammog-
raphy is the preferred screening tool for breast cancer and accounts for the greatest contribution to
the early detection of breast cancer. The detection of breast masses in mammogram (MG) images
using deep learning (DL) systems is a challenging task due to the varying sizes, shapes, and tex-
tures of masses.
In this thesis, we propose a novel DL network called residual attention UNet (RAU-Net), the
network pays attention to small lesions, and shows superior performance compared to the other
state-of-the-arts DL models in detecting and segmenting masses, especially for heterogeneously
dense and dense MG images. The proposed RAU-Net model achieves a mean dice coefficient
index of 0.98 and mean intersection over union of 0.94. We propose a DL residual network for
classification of MG images into benign and malignant that achieved accuracy of 0.95, and AUC of
0.98. We also propose a one-shot multi-input Siamese network that learns features from previous
and current year MG images of the same patient to give a better assessment for current year MG
images. The detection of mass tumors in dense tissues and, more generally, in dense breasts is
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often considered more challenging due to the similar visual aspects of normal and abnormal dense
tissues.
In this thesis, we present a training algorithm that we used to train various kinds of U-Net networks
such as RCNN-UNet, AU-Net, RAU-Net,and UNet++ to generate density attention masks that
automatically pays attention and gives more weight to tumors in dense regions of MG images. To
train and test our models, we collected and pre-processed MG images that come with different
resolutions from public repositories and MG images from UCONN health center.
In conclusion, we proposed DL systems for lesion detection, segmentation, and classification in
mammography that can aid radiologists and serve as a second eye for them.
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Besides skin cancer, breast cancer is the most common cancer diagnosed among USA women. In
2017, breast cancer accounts for 30% of all new cancer diagnoses in women in the USA [200].
As of January 2018, there are more than 3.1 million women with a history of breast cancer in the
USA. About 40,920 of them are expected to die in 2018, though death rates have been decreasing
since 1989. The decrease in the mortality rates are thought to be the result of treatment advances,
earlier detection through screening, increased awareness and new advances in early detection using
computer-aided models (CAD) [204,209]. Screen-film mammography (SFM) and full-field digital
mammography (FFDM) are the primary imaging screening tools for the early detection of breast
cancer. Radiologists visually search mammograms (MGs) for specific abnormalities. Mammogra-
phy has contributed significantly to the reduction of the mortality rate through early detection of
cancer [138]. However, the complexity of MGs and the high volume of exams per radiologist can
result in false diagnosis [235]. Moreover, due to the low contrast, poor quality, and noisy nature of
SFM MG images, a significant number of abnormalities are missed or misdiagnosed.
CAD models, which employ image processing techniques and pattern recognition theory, has
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been introduced to provide an objective view to radiologists [138]. Studies have shown the ef-
fectiveness of CAD models; however, accurate detection of breast cancer has remained challeng-
ing [138]. In the last decade, traditional CAD models aim to aid radiologists in their interpretation
of MGs, but in general, these techniques are outdated nowadays and cannot be applied to detect all
types of breast abnormalities.
The extraction of breast mass in MG images using CAD systems is a challenging task due to the
varying sizes, shapes, and textures of masses. The detection of masses in dense tissues and, more
generally, in dense breasts is often considered more challenging due to the similar visual aspects
of normal and abnormal dense tissues, which complicates the interpretation of mammographic
images. Most of the traditional CAD systems need to have hand-crafted image features to be im-
plemented. In our recent survey on traditional CAD models [9], it shows that traditional models
have limitations in classifying MG images. Most of the traditional models depend on a prerequisite
set of local hand-crafted features that cannot be generalized to work on a new data-set. Traditional
CAD models consider limited feature types (e.g. texture features, shape features, and grey level
intensity features), which require expert knowledge for selecting them. Poor feature extraction and
selection cause challenges to build a successful classifier. These traditional systems may signifi-
cantly reduce the amount of effort needed for the assessment of a lesion in clinical practice, while
they may introduce a number of false-positives (FPs) that lead to unnecessary and discomforting
biopsies. Recent studies show that CAD models cannot improve significantly the diagnostic ac-
curacy of mammography [133]. The biggest challenge in using CAD for abnormality detection
in MGs is the high false-positive rates (FPR). FPs result in patient anxiety, additional radiation
exposure, unnecessary biopsies, high callback rates, increased health care costs, and additional
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assessment [235]. In the USA, millions of women undergo screening mammography each year, as
a result, even a small reduction in the FPR result in a widespread benefit [198]. The limitations of
current CAD models indicate the need for new, more precise detection methods.
Recent advances in computational technologies, significant progress in machine learning and
image processing techniques, and prevalence of digital MGs have opened up an opportunity to
address the challenging issue of early detection of breast cancer using deep learning (DL) methods
[4, 9]. Recently, DL methods, especially convolutional neural networks (CNNs) have gained lots
of attention to CAD for MGs as they help overcome CAD systems’ limitations [138, 252]. CNNs
achieve higher detection accuracy than CAD models and help radiologists provide more accurate
diagnosis by delivering quantitative analysis of suspicious lesions [9, 122, 169]. A recent research
study shows that using DL methods drop the human error rate for breast cancer diagnoses by
85% [230]. Current CNN models are designed to improve radiologists’ ability to find even the
smallest breast cancers at their earliest stages alerting the radiologist to the need for further analysis
[122, 230].
Recent studies used CNNs to generate a standard description of lesions, which can help radiol-
ogists in making a more accurate decision [122, 169]. Moreover, advances in CNNs can not only
aid radiologists but also eventually make diagnosis systems to read MGs independently in the near
future [122]. The development done in deep CNN to conduct different applications in mammog-
raphy will save many lives. In the last few years, CNNs have led to breakthroughs in a variety
of pattern recognition and classification problems for natural images due to the availability of big
data repositories, fast graphical processing units, and the power of parallel and distributed com-
puting [127,129]. CNNs have also achieved state-of-the-arts performance for image classification,
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lesion detection for mammography, and medical applications in general. Contrary to conventional
CAD methods, which require a hand-crafted feature extraction stage that relies on domain knowl-
edge, deep CNN methods adaptively learn the appropriate feature extraction process from the input
data-sets with respect to the target output. CNNs extract local and global features from MG im-
ages, where the first layers of the network capture basic coarse features such as oriented edges,
corners, textures, and lines while subsequent layers construct complex structures or global fea-
tures. This eliminates the tedious process of investigating the discrimination ability of the features
while facilitating the reproducibility of the methods.
Training a deep CNN model with a limited number of medical data is very challenging, which
has been addressed by using transfer learning (TL) and augmentation (Aug.) techniques [127,129,
234]. Studies show that CNN methods that compare images from left and right breasts [50] and
also the craniocaudal (CC) and mediolateral oblique (MLO) view of each breast can improve the
accuracy of detection and reduce the FPs, as discussed in [9]. CNNs have also been used in the risk
assessment applications to increase the accuracy of early detection of breast cancer by radiologists.
In this thesis, We developed automated DL systems to precisely localize, segment, and classify
mass lesions in MGs and address the above challenges. To develop a DL model with a competitive
detection accuracy, First, we collected and pre-processed MG images that come with different
resolutions from public repositories and UCONN health center (UCHCDM). Secondly, we started
conducting a detailed review of the strengths, limitations, and performance of the most recent
CNNs applications in analyzing MG images. Also, we studied the effect of popular pre-processing
techniques on breast cancer classification and detection using state-of-the-art CNNs. We have
developed a novel residual attention DL system for automated mass segmentation, detection, and
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classification in MG images. The overall system precisely detects segments of mass lesions in MG
images and classify the detected binary segmented lesions into benign or malignant. The developed
DL system shows superior performance compared to the other state-of-the-art DL models, such
as FCN, Dilated-Net, U-Net, SegNet, Faster R-CNN, and YOLO, in detecting and segmenting
masses, especially for heterogeneously dense and dense MG images.
We focused on improving the developed DL CNN model using attention breast density technique
which takes an MG image as input and generates a mask that estimates the breast density at the
pixel level. The generated attention mask helps to identify and exploit the effective dense segments
of MG images to support the proposed system in its detection and classification decision. We
compared the performance of different state-of-the-arts models after and before using the proposed
training technique. The models used in the previous density analysis are nested U-Net, recurrent
residual U-Net, attention U-Net, and residual attention U-Net. Also, we propose a Siamese CNN
model that incorporates prior-year MG images with current-year MG images. This can help to
reduce false detections. The performance in terms of accuracy, precision, AUC, and F1, of the
proposed model, is compared with a base-line network trained to classify images in current year
images.
1.2 Outline of the Dissertation
This dissertation is organized as follows: In Chapter 2, we introduce the mammography images
2.1, structure of the breast 2.2, BI-RADS levels 2.3, abnormalities in mammogram 2.4, limita-
tions of mammography 2.5, and breast cancer repositories 2.6. In Chapter 3, we give introduction
about deep convolutional neural networks (DCNNs) architecture 3.1, popular CNNs 3.2, and pop-
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ular performance metrics for validations of the CNN models 3.3. We summarize and discuss the
research impact of the proposed approaches as follows:
(i) Illustrate the advances, challenges and applications of deep convolutional neural net-
works for mammography (Chapters 4, 5, and 6). The main goal of this aim is to contact
a detailed review of the strengths, limitations, and performance of the most recent CNNs
applications in analyzing MG images. In this survey, we summarizes 83 research studies
(Table 6.2) for applying CNNs on various tasks in mammography [4, 8, 9] (Chapters 5 and
6). This survey focuses on finding the best practices used in these research studies to improve
diagnosis accuracy. Also, it provides a deep insight into the architecture of CNNs used for
various tasks. Furthermore, it describes the most common publicly available MG repositories
and highlights their main features and strengths.
The mammography research community can utilize this survey as a basis for their current
and future studies. Specifically, CNNs are used in mammography for lesion localization
and detection, risk assessment, image retrieval, and classification tasks. CNNs also help ra-
diologists providing more accurate diagnosis by delivering precise quantitative analysis of
suspicious lesions. The given comparison in this survey among common publicly available
MG repositories guides the community to select the most appropriate database for their ap-
plication(s), more details are discussed in section 2.6. Moreover, this survey lists the best
practices that improve the performance of CNNs including the pre-processing of images and
the use of multi-view images (Chapter 4). Also, other listed techniques like transfer learning
(TL), data augmentation, batch normalization (BN), and dropout are appealing solutions to
reduce overfitting and increase the generalization of the CNN models. Finally, this survey
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identifies the research challenges and directions that require further investigations by the
community (Chapter 6) [4, 8, 9].
(ii) Discuss the effect of pre-processing on breast cancer detection using CNNs. The main goal
of this aim is to study the effect of pre-processing on breast cancer detection using CNNs.
We have carefully chosen several pre-processing filters for contrast enhancement and noise
removal, which are popular in the medical field. We investigated the influence of these pre-
processing filters on the classification of MG images using CNNs into three-classes: normal,
benign, and malignant [5], more details are discussed in Chapter 7.
(iii) Developing CNN for automated mass segmentation in mammography. The main goal of
this aim is to develop a deep learning model to precisely segment mass lesions in MGs
and extracts low-level and high-level features from MGs [6], more details are discussed in
Chapter 8.
(iv) Implementing residual attention deep learning system for automated mass segmentation
and classification in mammography. The main goal of this aim is to propose a residual deep
learning system for automatic mass segmentation and classification in mammography. The
overall proposed system consists of two cascaded parts: 1) a residual attention U-Net model
(RAttU-Net) to precisely segment mass lesions in MG images, followed by 2) a ResNet
classifier to classify the detected binary segmented lesions into benign or malignant, more
details are discussed in Chapter 9.
(v) Density attention-based convolution neural network for breast cancer detection in MGs.The
detection of cancer in dense tissues and, more generally, in dense breasts is often considered
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more challenging due to the similar visual aspects of normal and abnormal tissues, which
complicates the interpretation of mammographic images. The density of MGs makes mass
detection very challenging since masses can be hidden in dense MGs. For the above rea-
sons, we argue that deep learning used for lesion detection should first evaluate the spatial
distribution of the dense tissues. The main goal of this aim is to estimate the breast den-
sity at the pixel level while using only image-wise ground truth from the BI-RADS scale.
Our goal is to generate an attention breast density mask, identifying pixels associated with
the tissue that contributed to the density class. These generated attention masks to identify
and exploit the effective dense segments of MGs images to support the CNN detection and
classification decision. The approach is premises on the hypnosis that the there is benefit
from amplifying the influence of dense regions, compared to treat a whole MG the same,
especially for the heterogeneously dense and scattered regions. Attention masks of breast
density will be extracted automatically using a residual attention U-Net model. To target the
above challenges, the generated attention maps will help the main CNN used for detecting
lesions to pay attention more to these regions, see results in Chapter 10.
(vi) Incorporation of previous years MGs in breast cancer detection. Radiologists compare
MLO and CC views, look for asymmetry and evaluate changes with respect to prior year
MGs. Findings that haven’t changed from older MGs are likely to be benign tumors and
are signs of FP detection. In contrast, abnormal cells grow at a more rapid rate and begin
to invade surrounding tissues, they form cancerous tumors. These cancerous tumors have
different shapes and sizes than in prior images of the same patients. However, the appearance
of normal breast tissues doesn’t change much across the years. The main goal of this aim is
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to develop a deep learning model that is trained on both images and mimic radiologists in
comparing prior and current MG images to improve the detection accuracy (Chapter 11).
(vii) Generative adversarial network for data augmentation of breast masses in Mammogram
Images. We present our future work in Chapter 12.
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Chapter 2
Mammography and Mammograms Repositories
2.1 What is Mammography?
Breast cancer is the second most common cause of cancer deaths among women in the United
States after lung cancer. As of January 2019, there are more than 3.1 million women with a history
of breast cancer in the USA.
Screening mammography is used as the main imaging modality for the early detection of breast
abnormalities. Studies have shown that it is the only method of breast imaging that consistently
contributed to the decrease of breast cancer-related mortality. According to the American Cancer
Society, the female breast cancer death rate declined by 40% from its maximum in 1989 to 2016
[67, 199] through early detection using mammography screening.
Mammography is an x-ray imaging method used to examine the breast for the early detection
of cancer and other breast diseases. Imaging with x-rays involves exposing a part of the body to a
small dose of ionizing radiation to produce pictures of the inside of the body. X-rays are the most
frequently used form of medical imaging. It is used as both a diagnostic and screening tool. Screen-
ing mammography is the main imaging modality used for early detection of breast abnormalities.
Studies have shown that it is the only method of breast imaging that consistently contributed to the
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decrease of breast cancer-related mortality [170,179]. According to the American Cancer Society,
the female breast cancer death rate declined by 40% from its maximum in 1989 to 2016 through
early detection using mammography screening [67, 199]. Mammogram (MG) images include the
recording of two views for each breast (left and right breast): the craniocaudal (CC) view, which
is a top to bottom view, and a mediolateral oblique (MLO) view, which is a side view [68, 205]
(see Fig. 2.1). The Mammography images can be acquired on x-ray film, such as a film screen
mammogram (FSM), or in digital formats, such as with digital mammography (full-field digital
mammography (FFDM). Breast cancer can manifest on mammography in several ways: abnormal
areas of lumps or tumors called masses, small white spots called calcifications (MCs), architectural
distortion (AD), asymmetry, or any combination of these. Besides the primary aim of detecting
breast cancers in screening mammograms, it is necessary to lower false-positive rates (FPR). False
positives rates lead to patient anxiety, higher expenses, additional radiation exposure, unnecessary
biopsies, high unnecessary callback rates [37].
Radiologists examine MG images to search for areas or types of tissue that look different from
normal tissue. Radiologists look at the size, shape, and contrast of a mass, as well as the edges or
margins, which can indicate the possibility of malignancy (i.e. cancer). They also look for tiny bits
of calcium, called microcalcifications, which show up as very bright specks on a mammogram.
When possible, the doctor reading a mammogram of a case will compare it to the patient's prior-
year MG images. This helps radiologists find small changes that could be signs of cancer or know
how the lesion developed within the breast. Radiologists find it very essential to have all the
patients prior year exams, as it can show whether a mass or calcification has changed/non-changed
for prior years. A non-change in the shape or size of the tumor would mean that it's likely not
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Fig. 2.1: A craniocaudal (CC) view, which is a top to bottom view, and a mediolateral oblique
(MLO) view, which is a side view.
cancer and a biopsy is not needed.
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2.2 Structure of the Breast
Cancer occurs as a result of mutations, or abnormal changes, in the genes responsible for regulating
the growth of cells and keeping them healthy. Breast cancer is a cancer that develops from breast
tissue. Signs of breast cancer may include a lump in the breast, a change in breast shape, dimpling
of the skin, fluid coming from the nipple, a newly-inverted nipple, or a red or scaly patch of skin.
The breast composed from lobules (which are the glands that produce milk), ducts (the passages
that drain milk from the lobules to the nipple), fatty and connective tissue, blood and lymphatic
vessels, as in Figs. 2.2a, 2.2b and 2.2c. Breast cancers might begin in the ducts and called ’ductal
cancers’ while others start in the lobular and are named ’lobular cancers’. Less commonly, breast
cancer can begin in the stromal tissues, which include the fatty and fibrous connective tissues of
the breast. A tumor can be benign or malignant. Benign tumors are not considered cancerous: their
cells are close to normal in appearance, they grow slowly, and they do not invade nearby tissues or
spread to other parts of the body. Malignant tumors are cancerous. Malignant cells eventually can
spread beyond the original tumor to other parts of the body and invade nearby healthy breast tissue.
When a cancerous tumor settles in the mammary glands and the cancerous cells do not spread to
other parts of the body, the breast cancer is considered ’non-invasive’ or ’in situ’.
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(a) Front view. (b) Side view. (c) Lobules.
Fig. 2.2: Structure of the breast. Photo credit(https://www.cdc.gov)
2.3 What is BI-RADS?
BI-RADS is the breast imaging reporting and data system classification that is proposed by the
American College of Radioloogy (ACR) (http://www.acr.org). BI-RADS is widely used clas-
sification system for radiologist who report mammogram findings. The BI-RADS Atlas is widely
used reference to improve communication between physicians, and provides standardized mammo-
graphic reporting, breast imaging terminology, a report organization and a classification system. It
also describe the breast composition, any significant finding and its associated features using stan-
dardized terminology and conclude to a final assessment category. Based on level of malignancy,
the lesions can be classified to one of six BI-RADS categories as described in Table 2.1.
Category 0 is defined as a diagnosis that needs to be combined with other imaging. Category 1 is
defined as no lesions or negative findings. Category 2 is defined as benign lesion without suspicious
characteristics. Category 3 is defined as benign possible with less than 2% malignant probability.
Category 4 is defined as suspicious lesion with 2% to 95% malignant probability that is recom-
mended for biopsy. Category 5 is defined as highly suspected of malignancy, with more than 95%
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malignant probability. Category 6 is defined as known malignancy or pathologically proven to be
malignant. Because of the wide range of malignancy probability, category 4 is divided into three
subcategories: 4A, 4B and 4C, with 2:10%, 10:50% and 50:95% malignancy probability, respec-
tively. Researchers in literature take the images in category 1 and label it as normal, and combine
the images of categories 2:3 and label it as benign and combine categories 4:6 as malignant.
Table 2.1: BI-RADS assessment categories.
Category Definitions
Category 0:
Exam is not conclusive or incomplete.
Needs additional imaging evaluation and/or prior mammograms for comparison.
Category 1: Negative / normal.
Category 2: Benign findings.
Category 3: Probably benign findings.
Category 4: Suspicious abnormality.
Category 5: Highly suspicious of malignancy.
Category 6: Known biopsy with proven malignancy.
2.4 What are Kinds of Abnormality in Mammogram?
The most common findings seen on mammography are masses, calcifications (Calc), architectural
distortion of breast tissue or a combination of them. Figure 2.3 shows MG images that contain
a combination of mass and Calc lesions. The breast composition (breast density) which is not a
cancer is used as a risk factor of breast cancer.
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Fig. 2.3: (a) and (b) show two different breasts that have a combination of mass and Calc findings
in the same breast.
2.4.1 Mass(es)
A mass is the same as a lump or a tumor, it is a space occupying 3D lesion seen in two different
views, MLO and CC views. It can be a combined by calcifications. If a potential mass is seen
in only a single projection, it is called a asymmetry until its three-dimensionality is confirmed. A
Mass is described by its shape, margins and density as seen in Fig. 2.4 and described in Table 2.2.
A circumscribed oval and round masses are usually benign, while Ill-defined, or spiculated shape
suggests a greater likelihood of malignancy (see Fig. 2.4).
2.4.2 Calcifications
Calcifications are tiny mineral deposits within the breast tissue. They look like small white spots
on a mammogram. They may or may not be caused by cancer. There are two types of calcifica-
tions, Macrocalcifications, and Microcalcifications. Macrocalcifications are coarse, bigger calcium
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Fig. 2.4: (a) show benign cases, (b) show malignant cases.
Table 2.2: The terminology used to describe masses.
Shape:
Oval: A mass that is elliptical or egg-shaped.
Round: A mass that is spherical, ball-shaped, circular or globular in shape.
Lobular: A mass that has contours with undulations.




The margins are sharply defined with an abrupt transition between the lesion
and the surrounding tissue.
Obscured:
One which is hidden by superimposed or adjacent normal tissue and cannot be
assessed any further.
Microlobulated: The margins undulate with short cycles producing small undulations.
Indistinct
or Ill-defined:
The poor definition of the margins raises concern that there may be infiltration by the lesion.
Spiculated: The lesion is characterized by lines radiating from the margins of a mass.
Density High, equal, low or fat-containing.
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deposits that are most likely due to changes caused by aging of the breast, old injuries, or inflam-
mation. These deposits are related to non-cancerous conditions and don’t need to be checked with a
biopsy. On the other hand, Microcalcifications are specks of calcium in the breast. Microcalcifica-
tions seen on a mammogram takes more attention than Macrocalcifications, but they don’t always
mean that cancer is present. The shape and layout of Microcalcifications help the radiologist judge
if it is malignant or benign. In the Atlas edition 2003, calcifications are classified by morphology
and distribution either as benign, intermediate concern or high probability of malignancy. The dis-
tribution of calcifications is at least as important as morphology. The distribution includes diffuse,
regional, grouped, linear, segmental grouping. These descriptors are arranged according to the risk
of malignancy as in Table 2.3
Table 2.3: The terminology used to describe calcification.
Benign:
The calcifications which includes skin, vascular, coarse or “popcorn”,
large rod like, round or punctate (< 1mm), rim, dystrophic, milk of calcium and suture.
Morphology of calcifications: Suspicious
morphology:
The calcifications include amorphous (small and/or hazy in appearance), coarse heterogeneous (between 0,5 mm and 1 mm),
fine pleomorphic (usually < 0,5 mm), fine linear or fine-linear branching (usually < 0,5 mm)
Diffuse: Distributed randomly throughout the breast.
Regional: Occupying a large portion of breast tissue > 2 cm greatest dimension.
Grouped/cluster:
Few calcifications occupying a small portion of breast tissue:
lower limit 5 calcifications within 1 cm and upper limit a larger number of calcifications within 2 cm.
Linear: Arranged in a line, which suggests deposits in a duct.
Distribution of calcifications:
Segmental: Suggests deposits in a duct or ducts and their branches.
2.4.3 Architectural Distortion
Architectural distortion (AD) are findings that represent unilateral deposits of fibroglandulair tissue
not conforming to the definition of a mass. All types of asymmetry have different border contours
than true masses and also lack the conspicuity of masses. Asymmetries appear similar to other dis-
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crete areas of fibroglandulair tissue except that they are unilateral, with no mirror-image correlate
in the opposite breast. The asymmetries description of Architectural distortion according to At-
las'latest edition includes asymmetry, focal asymmetry, global asymmetry, developing asymmetry,
as in Table 2.4.
Table 2.4: The terminology used to describe the asymmetries of architectural distortion.
Asymmetry: which as an area of fibroglandulair tissue visible on only one mammographic projection, mostly caused by the superimposition of normal breast tissue.
Focal asymmetry: Visible on two projections, hence a real finding rather than superposition, this has to be differentiated from a mass.
Global asymmetry: Consists of asymmetry over at least one-quarter of the breast and is usually a normal variant.
Developing asymmetry New, larger and more conspicuous than on a previous examination.
2.4.4 Breast Composition
Breast density or breast composition is based on how fibrous and glandular tissues are distributed
in your breast, versus how much of your breast is made up of fatty tissue. Breast density is a strong
indicator of breast cancer, which shows the possibility of the detection of abnormalities in MGs.
Dense breasts have a higher risk of developing breast cancer as breast tissue is made up of ducts and
lobules, and the more ducts and the more lobules there are in the breast tissue, the denser the breast
will appear or the whiter it will appear on mammography. Because of that density, sometimes
cancers can be obscured or hidden. Cancers tend to be white on mammograms so if your breast
tissue is dense and it is hard for radiology to find cancers on a dense mammogram. The breast
density decreases with the woman’s age, reflecting the gradual substitution of fibroglandular tissue
by fat tissue. The American College of Radiology (ACR) introduced the Breast Imaging Reporting
and Data System (BI-RADS) classification [9] (see Table 2.5). The four categories of this density
system are: BI-RADS (A) indicates a fatty breast; BI-RADS (B) scattered fibroglandular densities;
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BI-RADS (C) a heterogeneously dense breast and BI-RADS (D), the highest level, an extremely
dense breast that could obscure a lesion (see Fig. 2.5).
Fig. 2.5: The four categories of breast density are: BI-RADS (A) indicates a fatty breast; BI-RADS
(B) scattered fibroglandular densities; BI-RADS (C) a heterogeneously dense breast and BI-RADS
(D), the highest level, an extremely dense breast.
Table 2.5: The assignment of the breast composition.
BI-RADS class Density (%) Breast density Remarks
A 0-25 Entirely fatty tissue -
B 26-50 Scattered fibroglandular tissue -
C 51-75 Heterogeneously dense tissue Obscure small masses.
D 76-100 Extremely dense tissue Lowers the sensitivity of mammography.
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2.5 What are the Limits of Mammography for Radiologist and Medical
Researchers?
For certain types of breasts, mammograms can be difficult to interpret by a radiologist or using
CAD methods. This is because there is a wide variation in breast tissue density among women.
Denser breasts are difficult to diagnose and make it harder for radiology to find cancers on a
mammogram. The sensitivity of mammography in detecting cancer in dense breasts can vary
over a wide range. Denser breasts is a risk factor for missed cancers and both false-positive and
false-negative among young women who have dense breasts. For most of the CAD detection and
classification methods used in literature to reduce false-positive results, it is highly recommended
to do image enhancement for the mammogram images before applying any CAD methods.
2.6 Breast Cancer Digital Repositories
Mammographic databases play an important role in the development of algorithms aiming at the
detection and diagnosis of mammography lesions and serve for testing and evaluation of these
algorithms, also, as ground truth for the researchers. The amount of data needed to train a DL
network is massive compared to the data needed to train traditional neural networks. The avail-
ability of comprehensive annotated databases is critical for advancing DL development in medical
imaging.
2.6.1 Available Databases for Mammography
There are common publicly available databases for MGs: the Mammographic Image Analysis
Society (MIAS) database [210], Digital Database for Screening Mammography (DDSM) [50], IN-
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breast database [155], Breast Cancer Digital Repository (BCDR) [142], Image Retrieval in Medical
Applications (IRMA) [160]. These databases present a wide variability of patients'cases and a mix-
ture of normal, benign, and malignant cases. Annotations include the ‘ground truth’, the location
and boundaries of the lesion with the outline marking performed by an imaging specialist. Some
of these databases are publicly available and some are restricted to individual organizations.
Table 2.6 compares the publicly available MG databases according to the origin, the number of
images, size of images, views (CC, MLO), digital or film database, the format of images, reso-
lution of images, and the distribution of normal, benign and malignant images. Other databases
used in literature are private and restricted to individual organizations [15, 17, 44, 70, 75, 103, 108,
115, 121, 154, 188, 212]. The public databases present a wide variability of patients’ cases and a
mixture of normal, benign, and malignant cases. Annotations include the location and boundaries
of the lesions performed by imaging specialists. The public repositories have collected film screen
MGs (FSMs) [142, 160, 210], and/or digital mammography (FFDM) [1, 142, 155, 160] with differ-
ent resolutions. Digital MG images are usually saved in the Digital Imaging and Communications
in Medicine (DICOM) format that gathers not only the image but also some related meta-data as
in [1, 142, 155]; however, some databases use different formats [93, 142, 160, 210]. In the follow-
ing subsection, we will talk about the famous databases recently used in literature and make a
comparison between them in Table 2.6.
MIAS [210]: The Mammographic Image Analysis Society (MIAS) database is a publicly avail-
able database of mammographic data in the UK. despite being the smallest and one of the oldest
databases, it is still widely used in literature till now. MIAS consists of 322 digitized film mammo-
graphic images (161 pairs), where 207 images represent normal, while 64 and 51 images referred
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to as benign and malignant cases respectively. All of the images belong to the MLO view of
the breast. MIAS also includes radiologist’s “ground truth” markings on the locations of any ab-
normalities that may be present and types of suspicious regions, ACR breast density rating, and
the severity of abnormality (BI-RADS). The database is originally digitized at 50-micron pixel
edge and has been reduced to 200-micron pixel edge and padded/clipped so that all the images
are 1024 × 1024. All images exist in a “Portable Gray Map” (PGM) format. The images of
the MIAS database are of low resolution and have strong noise. MIAS includes four kinds of
abnormalities (architectural distortions, stellate lesions, circumscribed mass, and calcifications).
Although images are still is reachable at (http://peipa.essex.ac.uk/info/mias.html) , it
is no longer supported. Despite all the previous drawbacks, it has been widely used in literature
until now [3, 71, 104].
DDSM [50]: The Digital Database for Screening Mammography (DDSM), is a huge resource
for publicly available breast cancer database mammographic images. DDSM is used in many
studies [3, 32, 33, 40, 43, 55, 65, 112, 113, 119, 135, 143, 192, 195, 214, 218, 244, 258]. It is a
collaborative effort between Massachusetts General Hospital, Sandia National Laboratories and
the University of South Florida Computer Science and Engineering Department. DDSM is ac-
cessible at (http://http://marathon.csee.usf.edu/Mammography/Database.html). The
database contains approximately 2,500 studies (Normal, Mass, Architectural distortion, Calcifica-
tion). Each study includes two images of each breast (CC and MLO), along with some associated
patient information (age at the time of the study, ACR breast density rating, subtlety rating for
abnormalities, ACR keyword description of abnormalities) and image information (scanner, spa-
tial resolution, ...). Images containing suspicious areas have associated pixel-level ”ground truth”
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information about the locations and types of suspicious regions marked made by experienced mam-
mography. Moreover, the Region of Interest (ROI) annotations for the abnormalities in the DDSM
images indicate a general position of lesions, without precise segmentation of them. The data-set
is available as a compressed archive that requires decompression into a raw data format (RAW)
and conversion to the original Portable Pixelmap format(PNM) based on the original image di-
mensions. The images are organized into 12 normal, 15 malignant and 16 benign volumes with a
total of 8,752 images representing 2,620 cases. DDSM database has been used extensively in the
literature to train deep learning models [4, 9].
INbreast Database [155]: where fully digitalized images were acquired at a breast center lo-
cated in a university hospital (Centro Hospitalar de S. Joao [CHSJ], Breast Centre, Porto) with the
permission of the Portuguese National Committee of Data Protection and Hospital’s Ethics Com-
mittee. INbreast has a total of 115 cases (410 images) from which 90 cases are from women with
both breasts affected (four images per case) and 25 cases are from mastectomy patients (two im-
ages per case). Several types of lesions (masses, calcifications, asymmetries, and distortions) were
included along with some associated patient information. Accurate contours made by specialists
are also provided in XML format. The strengths of the INbreast-relies on the fact that it was built
with full-field digital mammograms, it presents a wide variability of cases and is made publicly
available together with precise annotations. This database is gaining more attention nowadays in
CAD methods for breast cancer detection and classification.
BCDR [142]: The Breast cancer digital repository (BCDR), is still in construction public repos-
itory. it is a collaborative effort between INEGI, FMUP-CHSJ- University of Porto, Portugal, and
CETA-CIEMAT, Spain and Aveiro University. The BCDR database is subdivided into two differ-
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ent repositories: 1- a film mammography-based Repository (BCDR-FM) and 2- a full-field digital
mammography-based repository (BCDR-DM). BCDR is a compilation of Breast Cancer anony-
mous patients'cases annotated by expert radiologists containing clinical data (detected anomalies,
breast density, BI-RADS classification, etc.), lesions outlines, and image-based features computed
from CC and MLO mammography image views. The BCDR-FM is composed by 1,010 (998 fe-
male and 12 male) patients cases (with ages between 20 and 90 years old), including 1,125 studies,
3,703 MLO and CC mammography incidences and 1044 identified lesions clinically described
(820 already identified in MLO and/or CC views). With this, 1,517 segmentations were manually
made and BI-RADS classified by specialized radiologists. MLO and CC images are grey-level
digitized mammograms with a resolution of 720 × 1,168 pixels and a bit depth of 8 bits per pixel,
saved in the TIFF format. The BCDR-DM, still in construction, it is composed of 724 (723 female
and 1 male) Portuguese patients’ cases (with ages between 27 and 92 years old), including 1,042
studies, 3,612 MLO and/or CC mammography incidences and 452 lesions clinically described (al-
ready identified in MLO and CC views). With this, 818 segmentations were manually made and
BI-RADS classified by specialized radiologists. The MLO and CC images are grey-level mam-
mograms with a resolution of 3328 × 4084 or 2560 × 3328 pixels, depending on the compression
plate used in the acquisition (according to the breast size of the patient). The bit depth is 14 bits
per pixel and the images are saved in the TIFF format.
UCHCDM [253, 254]: The University of Connecticut Health Center (UCHCDM) is a private
mammographic database belongs to the University of Connecticut. UCHCDM is still in the
progress of data collection and more mammographic images will be available for CAD analyses
soon. UCHCDM database contains 128 cases with a total of 870 mammograms (Normal, Mass,
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Architectural distortion, Calcification). Both normal and malignant cases have successive scans
from prior years and the current year. Each case study includes two images (CC and MLO) of
each breast. All mammographic images are annotated in a descriptive text file with known pathol-
ogy (Normal, Mass, Architectural distortion, Calcification) and circled at the locations of cancers
(if any) on a separate key image. These annotations are the ground truths for model training and
testing.
IRMA [160]: Image Retrieval in Medical Applications (IRMA) is developed from the union of
the Mammographic Image Analysis Society Digital Mammogram Database (MIAS), The Digital
Database for Screening Mammography (DDSM), the Lawrence Livermore National Laboratory
(LLNL), and routine images from the Rheinisch-Westfälische Technische Hochschule (RWTH)
Aachen. These databases are of different resolutions and sizes. Using the IRMA code, standard-
ized coding of tissue type, tumor staging, and lesion description was developed according to the
American College of Radiology (ACR) tissue codes and the ACR breast imaging reporting and
data system (BI-RADS). Disregarding the resolution, this resulted in a total of 10,509 reference
images, and 6,767 images are associated with an IRMA contour information feature file. The
database is freely available for research purposes. The ROI annotations for these databases are
more precise making them more accurate for supervised DL methods.
CBIS-DDSM [132]: Curated Breast Imaging Subset of DDSM is an updated and standardized
version of the Digital Database for Screening Mammography (DDSM). The CBIS-DDSM collec-
tion includes a subset of the DDSM data selected and curated by a trained mammographer. With a
total of 4,067 images decompressed and converted to DICOM format. Updated ROI segmentation
and bounding boxes, and pathologic diagnosis for training data are also included. The images are
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read from DDSM and stored as 16-bit gray-scale DICOM files. Figure 2.6 shows a MG image
from the MIAS, DDSM, BCDR, INbreast, UCHCDM data-sets.
Fig. 2.6: Different mammogram databases.
2.6.2 Which Database is Suitable for your CAD Model?
This question can be answered if we analyzed the strengths and limitations of these databases are
summarized in Table 2.7. Considering the number of publicity available image files, the DDSM
database surpasses all the other available databases with quantity, and are excessively used in
ANN and deep learning neural networks. But the drawback of this huge database is that DDSM
images are saved in non-standard compression files that require the use of decompression code
moreover, the ROI annotations for the abnormalities in the DDSM indicate the general position of
lesions without precise segmentation for them. Low resolution and strong noise are drawbacks of
MIAS images. The MIAS database lacks in quality, offering only 8-bit images, MIAS is an old
database published in 1994 and no more supported. Another drawback of MIAS is that it contains
a limited number of images (exactly 321) which make it of use with ANN and SVM but not deep
learning algorithms. The INbreast database is gaining more attention nowadays in CAD methods
for because of its high resolution and accurate segmentation of lesions, however, its size is still
limited with limited variations of masses [25, 40, 58–60, 106, 236, 258]. The IRMA Project is a
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combination of number of databases of different resolution and sizes, IRMA project corrected the
counter information for these databases making it more accurate for CAD methods. With 10,509
images could be of great benefit to the deep learning methods. BCDR and UCHCDM are promising
databases but still in their development phase. BCDR has been used in few studies [26,48,95,111].
CBIS-DDSM is an updated version of the DDSM database however it has a 1318 image of original
10480 images and is good for ANN methods.
2.6.3 Availability of Data-sets
The DDSM data-set is available online at (http://marathon.csee.usf.edu/Mammography/
Database.html). The INbreast data-set can be requested online at (http://medicalresearch.
inescporto.pt/breastresearch/index.php/Get_INbreast_Database). The breast can-
cer digital repository (BCDR) data-set can be requested online at (https://bcdr.eu). The MIAS
database is available online at (http://peipa.essex.ac.uk/info/mias.html). The IRMA
dataset can be requested online at (http://irma-project.org/index_en.php).
2.7 Summary
While mammography is the best screening tool for breast cancer available worldwide.Interpretations
of mammograms can be challenging because a normal breast looks different for each woman. Be-
cause some breast cancers are hard to visualize, a radiologist may want to compare the image
to views from previous examinations. Increased breast density has attracted attention in recent
studies for multiple reasons, including increased breast density makes it difficult to see cancer on













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Deep Convolutional Neural Networks Architectures
3.1 Convolutional Neural Networks (CNNs)
In fact, DL is not a new idea, which even dates back to 1940s [129, 191] for medical images.
Shallow layer CNNs were used to investigate breast cancer in 1995 [44,232]. Famous CNNs such
as Alex-Net [127], ZF-Net [248], GoogLeNet [215], VGG-Net [201] and ResNet [92] have brought
about breakthroughs in processing images. Alex-Net architecture is extensively used in medical
imaging for breast cancer detection. DL is a subset of machine learning that requires a huge number
of labeled data to train the models. The term “deep” usually indicates the number of hidden layers
in neural networks, e.g. ResNet has a depth of 152 layer which is 8× deeper than VGG-Net.
Since 2012, CNNs have become more popular and have attracted more attention because of the
increasing computing power, availability of lower-cost hardware, open-source algorithms, and the
rise of big data [127].
3.1.1 Building Blocks of Convolutional Neural Networks
The structure of CNNs is very similar to that of ordinary neural networks. The basic CNN ar-
chitecture is a stack of convolutional layer (Conv), nonlinear layer (e.g. ReLU), pooling layer
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(e.g. Max-pooling), and a loss function (e.g. SVM, Softmax) on the last fully connected (FC) (see
Fig. 3.1). The output can be a single class (e.g. normal, benign, malignant) or a probability of
classes that best describes the image. The input to a convolutional layer is a W1 × H1× D1 image
where W1 is the width and H1 is the height of the image and D1 is the number of channels, e.g.
an RGB image has D1=3. The convolutional layer will have F filters (e.g. 12 filters) of size N ×
N × D1 where N is smaller than the dimension of the image and D1 is the same as the number of
channels (e.g. 5 × 5 × 3 (i.e. 5 pixels width and height, and 3 because images have depth 3, the
color channels). During the convolution operation, each of the F filters convolves with the image
to produce K feature maps of volume size W2 × H2 × D2 where: W2=H2=(W1-F+2P)/S+1, S
is the number of strides, D2=F, and P is the number of zero paddings. For each feature map, a
non-linear activation function is applied (e.g. ReLU). A non-linear activation function leaves the
size of the volume unchanged (W2× H2 × D2). After applying ReLU, a down-sampling opera-
tion called Pool is applied along with the spatial dimensions (width, height) of the result feature
map. After pooling, there may be any number of fully connected layers that compute the class
scores (see Fig. 3.1). The CNN models are trained using back-propagation and gradient descent as
for standard artificial neural networks. More details about the architecture of CNNs can be found
in [9, 127, 207].
Convolutional Layer
In the convolutional layers, the activations from the previous layers are convolved with a set of
small parameterized kernels (often called masks or filters), frequently of size 3 × 3 or 5 × 5. A
different set of feature maps (k) within an image are extracted by sliding convolutional kernel on
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Fig. 3.1: The CNN architecture is a stack of Convolutional layer (Conv), Nonlinear layer
(e.g.ReLU), Pooling layer (Pool), and a Loss function (e.g. SVM/Softmax) on the last (Fully
connected) layer. The output can be a single class (e.g. Normal, Benign, Malignant).
the whole image with the same set of weights. By having each kernel share the exact same weights
across the whole input domain, thus a drastic reduction in the number of weights that need to be
learned. The motivation for this weight-sharing is that features such as edges appearing in one part
of the image likely also appear in other parts. If you have a filter capable of detecting horizontal
and vertical lines, say, then it can be used to detect them wherever they appear. Applying all the
convolutional filters at all locations of the input to a convolutional layer produces a tensor of K
feature maps.
Activation Layer
The K feature maps from a previous convolutional layer are fed through nonlinear activation func-
tions. This makes it possible for the entire neural network to approximate almost any nonlinear
function. The activation functions are generally the very simple rectified linear units or ReLUs.
Feeding the feature maps through an activation function produces new tensors, typically also called
feature maps. Recently, many variations of Rectified Linear Unit (ReLU) function have been pro-
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posed [82] such as leaky ReLU, parametric ReLU, and randomized ReLU (see Fig. 3.2).
There are several other popular activation functions such as sigmoid, and Tanh. There are several
advantages of using the ReLUs to Sigmoid/Tanh functions. Sigmoid presents a serious disadvan-
tage called vanishing gradient problem. Sigmoid function’s values are within the following range
[0,1], and due to its nature, small and large values passed through the sigmoid function will be-
come values close to zero and one respectively. This means that its gradient will be close to zero
and learning will be slow. Slow learning is one of the things we want to avoid in DL since it results
in expensive and tedious computations. The Tanh squashes a real-valued number to the range [-1,
1]. Like the sigmoid neuron, Tanh'activations saturate, but unlike the sigmoid neuron, its output is
zero-centered [167].
ReLU became a popular choice in DL and even nowadays provides outstanding results. It came
to solve the vanishing gradient problem mentioned before. ReLU has gradient 1 for positive inputs
and 0 for negative ones (Equations 3.1, 3.2). The fact that the gradient is zero helps to make
the network sparse keeping the useful links. Sparsity helps to keep the network less dense and
decreases the computation, however, once the gradient is zero the corresponding nodes don’t have
any influence on the network anymore. This is a good idea since disconnecting some neurons may
reduce overfitting. The ReLU activation function has the following form:
relu(x) =

0, if x <= 0
x, if x > 0
(3.1)





0, if x <= 0
1, if x > 0
(3.2)
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Leaky ReLUs are one attempt to overcome the ”dying ReLU” problem [144]. Instead of the
function being zero when x < 0, a leaky ReLU will instead have a small negative slope (α of 0.01,
or so), see equations 3.3, 3.4. This reduces the sparsity but, on the other hand, makes the gradient
more robust for optimization since now the weight will be adjusted for those nodes that were not
active with ReLU. The Leaky ReLU activation function has the following form:
lrelu(x) =

αx, if x <= 0
x, if x > 0
(3.3)





α, if x <= 0
1, if x > 0
(3.4)
where α is a small constant as 0.01. When α is not 0.01 then it is called randomized ReLU.
A detailed explanation of the advantages and disadvantages of different activation functions are
discussed in [82,127,167]. Theoretically leaky ReLU is better than ReLU. However, with a proper
setting of the learning rate, and careful initialization of the weights, the ”dying ReLU” problem is
less frequently an issue.
Pooling Layer
Once K feature maps are extracted, its exact location becomes less important as long as its approx-
imate position relative to others is preserved. The pooling layer is also known as Sub-sampling or
Down-sampling or Spatial-Pooling. It diminishes the dimensionality of each feature map but holds
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Fig. 3.2: Overview of classical (sign(x), σ(x)), and tanh(x)) and modern activation functions, like
the Rectified Linear Unit (ReLU(x)) and the leaky ReLU (LReLU(x)) (source image [145])
the most critical data. Pooling operations take small grid regions as input and produce single num-
bers for each region. The number is usually computed by using the max function (max-pooling)
or the average function (average pooling). For-example, in Max-Pooling, we select a spatial win-
dow (for instance, a 2 × 2 window) and take the biggest value output from the rectified feature
map in that window. Rather than taking the biggest value, we could likewise take the average
(Average-Pooling) in that window (see Fig. 3.3).
The use of pooling operation helps to extract a combination of features, which are invariant
to transnational shifts and small distortions. Since a small shift of the input image results in
small changes in the activation maps, thus, the pooling layers give the CNN some translational
invariance. Reduction in the size of the feature map to invariant feature set not only regulates the
complexity of the network but also helps in increasing the generalization by reducing overfitting.
Generally, Max-pooling is used to make the input representations smaller and more manageable,
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reduces the number of parameters and computations in the network, therefore, controlling over-
fitting. Different types of pooling formulations such as max, average, L2, overlapping, spatial
pyramid pooling, etc. are used in recent CNNs. A different way of getting the down-sampling
effect of pooling is to use convolutions with increased stride lengths.
Fig. 3.3: Examples of 2 × 2 pooling, max-pooling or average-pooling that reduces the data dimen-
sion by half.
Dropout regularization [127]
Dropout regularization is a simple idea that gave a huge boost in the performance of CNNs.
Dropout randomly kills neurons during training, which ends up using slightly different networks
for each batch of training data, and the weights of the trained network are tuned based on opti-
mization of multiple variations of the network (see Fig. 3.4). This means that their (killed neurons)
contribution to the activation of downstream neurons is temporally removed on the forward pass
and any weight updates are not applied to these neurons on the backward pass. Dropout is usually
only applied after fully connected layers, but not after convolutional layers.
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Dropout-neural-network-model-a-is-a-standard-neural-network-b-is-the-same-network_W640.jpg
Fig. 3.4: (a) shows a standard network without dropout. (b) shows a network after dropout some
neurons during training.
Batch normalization [105]
Batch normalization (BN) layers are placed after the activation layers, producing normalized acti-
vation maps by subtracting the mean and dividing by the standard deviation for each training batch.
Including batch normalization layers forces the network to periodically change its activations to
zero mean and unit standard deviation as the training batch hits these layers, which works as a
regularizer for the network, speeds up training, and makes it less dependent on careful parameter
initialization.
Fully Connected Layer
Neurons in this layer are fully connected to all neurons in the previous layer, as in a regular Neural
Network.
Loss Layer
The last fully-connected layer serves as the loss layer that computes the loss or error which is a
penalty for the discrepancy between desired and actual output. For predicting a single class out of K
mutually exclusive classes Softmax loss is used. It maps the predictions to non-negative values and
also normalized to get probability distribution over classes. One benefit of using Softmax output
is that the values of all output units. so the output can be interpreted as a probability distribution
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over all classes under a classification problem domain.
With methods like the ReLU, BN, Dropouts and deep residual learning alleviating issues such as
the vanishing gradient problem, deeper models can be trained more efficiently and hence pushing
deep learning to another level.
3.2 Popular CNNs
CNN history begins from the neuro-biological experiments conducted by Hubel and Wiesel (1959,
1962) [101]. Their work provided a platform for many cognitive models, almost all of which were
latterly replaced by CNN. Over the last few years, different efforts have been carried out to improve
the performance of CNNs [92, 127, 130, 201, 215, 248]. The advancements in CNNs can be cate-
gorized in different ways including activation, loss function, optimization, regularization, learning
algorithms, and restructuring of processing units.
LeNet [130], Alex-Net [127], ZF-Net [248], GoogLeNet [215], VGG-Net [201] and ResNet [92]
have been extensively used as a pre-trained networks to classify images for medical domains in-
stead of training a network from scratch. Table 3.1 shows the configurations of the most popular
CNNs. Generally, training a deep CNN requires extensive computational and memory resources.
Training these networks from scratch typically takes days or weeks on modern GPUs (Table 3.1).
All these networks were trained on the 1000 object category classification on the ImageNet data-
set [187]. The ImageNet data-set consists of a 1.2M image training set, a 50K image validation
set, and a 100K image test set. Two error rates are reported for these networks: top-1 and top-5,
where the top-5 error rate is the fraction of test images for which the correct label is not among the
five labels considered most probable by the model. All these network architectures use the data
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augmentation technique to prevent overfitting with dropout initially set to 0.5. Table 3.1 shows that
the number of layers is going deeper and deeper within the newer implementations as in ResNet.
In the following subsections, we will give a brief introduction to the top CNN architectures and a
summary of their main contributions.
Table 3.1: The configurations of AlexNet, ZF-Net, GoogLeNet, VGG-Net, and ResNet models.
AlexNet [127] ZF-Net [248] GoogLeNet [215] VGG-Net [201] ResNet [92]
Year 2012 2013 2014 2014 2015
Image Resolution 227×227 227×227 224×224 224×224 2244×224
Number of layers 8 8 22 19 152
Number of Conv-Pool layers 5 5 21 16 151
Number of FC layers 3 3 1 3 1
Full connected layer size 4096,4096,1000 4096,4096,1000 1000 4096,4096,1000 1000
Filter Sizes 3, 5, 11 3, 5, 11 1,3,5,7 3 1,3,7
Number of Filters 96 - 384 96 - 384 64 - 384 64 - 512 64 - 2048
Strides 1, 4 1, 4 1, 2 1 1, 2
Data Augmentation + + + + +
Dropout + + + + +











Training Time 5:6 days 12 days 1 week 2:3 weeks 2:3 weeks
Top-5 error 16.40% 11.2% 6.70% 7.30% 3.57%
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3.2.1 LeNet
LeNet [130] was one of the first pioneering work in CNNs by LeCun et al [130]. In their work,
the task of Handwritten Digit Recognition was performed using CNNs (see Fig. 3.5). The lack of
high computing machines at that time led to a break in the use of CNN. LeNet is a feed-forward
NN that constitutes of five alternating layers of convolutional and pooling, followed by two fully
connected layers. LeNet exploited the underlying basis of image that the neighboring pixels are
correlated to each other and are distributed across the entire image. Therefore, convolution with
learnable parameters is an effective way to extract similar features at multiple locations with few
parameters.
Fig. 3.5: Architecture of LeNet (source image from [130]). Two convolutional layers and two sub-
sampling layers are interleaved to form the first four layers. Activation layers are appended after
every layer up. Two FC layers are attached after the last sub-sampling layers to vectorize image
representations. The last and output layer is composed of Euclidean Radial Basis Function (RBF)




Alex-Net [127] was the first CNN to win the ImageNet Challenge in 2012. AlexNet is considered
as the first deep CNN architecture, which showed groundbreaking results for image classification
and recognition tasks. AlexNet’s CNN consists of five Conv layers and three fully connected (FC)
layers. Within each Conv layer, there are 96 to 384 filters and the filter size 3 × 3, 5 × 5, 11 ×
11, with 3 to 256 channels each (see Fig. 3.6). A ReLU, non-linearity function, is used in each
layer. Max-pooling of 3 × 3 is applied to the outputs of layers 1, 2 and 5. Alex-Net used a stride
of 4 in the first layer of the network. AlexNet’s model requires 61M weights to process one 227
× 227 input image (top-5 error of 16.40%). Krizhevesky et al. [127] used large size filters (11
× 11 and 5 × 5) at the initial layers, compared to previously proposed networks. Krizhevesky et
al. enhanced the learning capacity of the AlexNet CNN by making it deeper and by applying a
number of parameter optimizations strategies. To address the problem of data overfitting which
is caused by increasing the depth of the model, Krizhevesky et al. [127] introduced the dropouts
algorithm which randomly skips some transformational units during training to enforce the model
to learn more robust features. In addition to this, ReLU was employed as a non-saturating activation
function to improve the convergence rate by alleviating the problem of vanishing gradient. AlexNet
was trained in parallel on two NVIDIA GTX 580 GPUs to overcome shortcomings of the hardware
at that time. AlexNet has started a new era of research in the architectural advancements of CNNs.
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Fig. 3.6: Architecture of AlexNet (source image from [127]). AlexNet consists of five convolu-
tional layers and three sub-sampling (shown as max-pooling) layers are interleaved to form the
first eight layers. Activation layers are appended after convolutional layers. Two fully connected
layers are attached after the last sub-sampling layers to vectorize image representations. The last
and output layer outputs the softmax loss of the network predictions for 1000 classes.
3.2.3 ZF-Net
Before 2013, CNN models were largely based on hit-and-trial, without knowing the exact reason
behind the improvement. This lack of understanding limited the performance of deep CNNs on
complex images. In 2013, Zeiler and Fergus [248] proposed a multilayer De-convolutional NN,
which got famous as ZF-Net. ZF-Net is a slightly modified version of the Alex-Net model and uses
an interesting way of visualizing their feature maps (see Fig. 3.7). In ZF-Net, the used visualization
technique gives insight into the function of intermediate feature layers and the operation of the
used classifier. The objective of ZF-Net was to monitor the learning rate during training and thus
enhance the Alex-Net model. Their experiments on Alex-Net showed that only a few neurons were
active during the training process, while other neurons were dead in the first and second layers of
the network. Based on that, Zeiler and Fergus adjusted the Alex-Net architecture and performed
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parameter optimization. Zeiler and Fergus maximized the learning of CNN by reducing both the
filter size and stride to retain a maximum number of features in the first two convolutional layers.
This readjustment in CNN architecture boosted the performance, which suggested that features
visualization can be used for the identification of design shortcomings and for timely adjustment
of parameters.
Fig. 3.7: Architecture of ZF-Net (source image from [248]). The ZF-Net architecture consists of
8 layers. A 224 × 224 crop of an image (with 3 color planes) is presented as the input. This is
convolved with 96 different 1st layer filters (red), each of size 7 × 7, using a stride of 2 in both
x and y. The resulting feature maps are then: (i) passed through a rectified linear function, (ii)
max-pooled within 3 × 3 regions, using stride 2 and (iii) contrast normalized across feature maps
to give 96 different 5 × 5 element feature maps. Similar operations are repeated in layers 2, 3, 4,
5. The last two layers are FC layers, taking features from the top convolutional layer as input in
vector form.
3.2.4 The VGG-Net
Simonyan et al. [201] proposed a simple and effective CNN model called VGG-Net. The VGG-
Net model reinforces that the CNNs have to have a deep network of layers. VGG-Net was made
19 layers deep compared to AlexNet and ZF-Net which had a few numbers of layers (see Fig. 3.8).
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The VGG-Net won the 2013-ILSVRC competition. Simonyan et al. [201] suggested that small
size filters can improve the performance of the CNNs. Based on these findings, VGG-Net replaced
the 11 × 11 and 5 × 5 filters with a stack of 3 × 3 filters layer and experimentally demonstrated that
concurrent placement of 3 × 3 filters can induce the effect of the large size filter. The use of the
small size filters provides an additional benefit of low computational complexity by reducing the
number of parameters. These findings set a new trend in research to work with smaller size filters in
CNN. VGG-Net regulates the complexity of the network by placing 1 × 1 convolution in between
the convolutional layers, which also, learn a linear combination of the resultant feature maps. For
the tuning of the network, max pooling is placed after the convolutional layer, while padding was
performed to maintain the spatial resolution. VGG-Net suffered from a high computational burden
due to the use of about 140 million parameters.
Fig. 3.8: Architecture of VGG-Net in comparison to AlexNet (source image [116])
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3.2.5 GoogLeNet
GoogLeNet model [215] was the winner of the 2014-ILSVRC competition. GoogleNet has 22 lay-
ers. It introduced an inception module to the CNN model (Figs 3.9 and 3.10). It has pieces of the
network that are working in parallel in contrast to previous CNN models, which have only a single
serial connection. It introduced the concept of inception block in CNN, whereby it incorporates
multi-scale convolutional transformations using split, transform, and merge ideas. The architec-
ture of inception block. This block encapsulates filters of different sizes (1 × 1, 3 × 3, and 5 × 5)
to capture spatial information at fine and coarse scales. GoogleNet regulates the computation by
adding a 1 × 1 convolutional filter, before employing large size kernels. It used sparse connections,
to overcome the problem of redundant information and reduced cost by omitting feature maps that
were not relevant. Furthermore, connection’s density was reduced by using global average pooling
at the last layer, instead of using an FC layer. These parameter optimizations caused a significant
decrease in the number of parameters from about 40 million to 5 million parameters.
3.2.6 ResNet
ResNet (Residual Net) [92] was proposed by He et al., which is considered as a continuation of
deep Nets [92]. ResNet uses residual connections to go even deeper. ResNet revolutionized the
CNN architecture by introducing the concept of residual learning in CNN (see Fig. 3.11). The
implementation of a residual block [92], is straightforward: for every few convolutional layers, a
shortcut connection is added that runs parallel to these layers and implements the identity mapping.
The output of the convolutional layers is then added to the output of the shortcut branch and the
result is propagated to the subsequent block (see Fig. 3.11). Besides the use of shortcut connec-
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Fig. 3.9: Inception layer of GoogLeNet. Two 1 × 1 convolutions stacked before expensive 3 × 3
and 5 × 5 convolutions are used to reduce dimensions, and also combined with ReLU activation.
Fig. 3.10: Architecture of GoogleNet model (source [215]).
tions, network architecture is mainly inspired by the philosophy of VGG16-Net and VGG19-Net.
All convolutional layers have small kernels of size 3 × 3. ResNet has two simple design rules:
(i) for the same output feature map size, the layers have the same number of filters; (ii) when the
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feature map size is halved (with convolutional layers of stride 2), the number of filters is doubled
to preserve the time complexity per layer. The authors tested architectures of varying depth in the
range between 34 and 152 layers. ResNet, which is 20 and 8× deeper than AlexNet and VGG
respectively, showed less computational complexity than previously proposed CNNs. The ResNet
with 152 layers was the winner of the ImageNet challenge 2015 [187] (top-5 error of 3.57%). it
has 60M parameters.
Fig. 3.11: Architecture of the basic building block of ResNet is a Residual block which is repeated
through out the network [92].
3.2.7 DenseNets
DenseNet was proposed to solve the vanishing gradient problem [99]. DenseNet connects each
layer to every other layer in a feed-forward fashion, thus feature maps of all preceding layers were
used as inputs into all subsequent layers. DenseNet concatenates the features of the previous layer
instead of adding them, thus, the network may gain the ability to explicitly differentiate between
information that is added to the network and information that is preserved. DenseNet has a narrow
layer structure; however, it becomes parametrically expensive with an increase in several feature
maps.
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3.2.8 Attention Based CNNs
Wang et al. [224]proposed a Residual Attention Network to improve feature representation of the
network. The motivation behind the incorporation of attention in CNN was to make a network ca-
pable of learning object aware features. Attention-based CNNs capture different levels of abstrac-
tion and focus on features relevant to the context which play a significant role in image localization
and recognition.
3.2.9 YOLO
YOLO [181]is another famous CNN named that is recently used for object classification and lo-
calization while processing the image only once, as is implied by its name, You Only Look Once.
YOLO uses a single CNN operating directly on the image and outputting bounding boxes and
class probabilities. It incorporates several elements from the above networks, including inception
modules and pre-training a smaller version of the network. It’s fast enough to enable real-time
processing.
3.2.10 GANS
A generative adversarial network [249] consists of two neural networks compete against each other.
The generative network G is tasked with creating samples that the discriminative network D is
supposed to classify as coming from the generative network (fake) or the training data (real). The
networks are trained simultaneously, where G aims to maximize the probability that D makes a
mistake while D aims for high classification accuracy.
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3.2.11 U-Net
U-Net [186] is a popular network for segmentation in 2D images. It is a fully convolutional net-
work that down-samples the input image through am encoder CNN, before being up-sampled using
transpose convolutions in a decoder until it reaches its original size. Also, there are skip connec-
tions that concatenates features from the down-sampling to the upsampling paths (see Fig. 3.12).
Fig. 3.12: Original U-Net architecture (source image from [186]. Each blue box corresponds to a
multi-channel feature map. The number of channels is denoted on top of the box. The x-y-size is
provided at the lower-left edge of the box. White boxes represent copied feature maps. The arrows
denote the different operations.
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3.2.12 Convolutional Residual Networks (CRNs)
Deeper networks have a higher capability to learn as in the VGG-Net, but deeper networks not
only suffer from gradient vanishing problem but also face degradation. It means with the depth
increasing, the accuracy gets saturated and then rapidly degrades. To take advantage of deeper
network structure, He et al. [92] introduced the residual networks which were initially developed
for natural image segmentation on 2D images. In this model, the residual block is introduced,
instead of consecutively feeding the stacked layers with the feature map, a residual map is fed to
every few layers. In other words, the residual maps are skipped connections, allowing the network
to redirect the derivatives through the network by skipping some layers. This design helped the
network to enjoy the accuracy gained from deeper designs (see Fig. 3.13).
Fig. 3.13: A residual block of CRN. Residual block may have various number and combination of
convolutional layers inside, depending on the network design and depth.
3.3 Performance Metrics
Researchers in the medical field use the following performance validation metrics to evaluate their
method: sensitivity (SEN), specificity (SPE), accuracy (ACC), ROC curve, and F1 metric.
The sensitivity (SEN), recall, hit rate, or true positive rate (TPR) represents the proportion of
positive cases correctly classified (Equation 3.5). Where T P is true positive, FN is false negative,
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T N is true negative, and FP is false positive.
S EN =
T P
T P + FN
, (3.5)
Precision (also called positive predictive value (PPV)) is the fraction of positive cases among





The specificity (SPE), selectivity or true negative rate (TNR) is the proportion of actual negative
cases which are correctly classified (Equation 3.7).
S PE =
T N
T N + FP
, (3.7)
The accuracy (ACC) represents the proportion of true results (both true positives and true nega-
tives) (Equation 3.8).
ACC =
T P + T N
T N + T P + FN + FP
, (3.8)
The Receiver operating characteristic (ROC) curve is the plot between sensitivity and (1- speci-
ficity). (1- specificity) is also known as false positive rate (FPR).
The AUC measure is computed just by obtaining the area under of ROC curve (Equation 3.9).
AUC =
1 + T PR − FPR
2
, (3.9)
The F1 score is the harmonic average of the precision and recall, where an F1 score reaches its
best value at 1 (perfect precision and recall) and worst at 0, (Equation 3.10).
F1score =




The accuracy is not a useful measure when evaluating classifiers learned on imbalanced data-
sets [46]. The F-value combines the trade-offs of precision and recall and outputs a single number
reflecting the goodness of a classifier in the presence of imbalanced data-sets.
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Chapter 4
Convolution Neural Networks Best Practices for Mammography
In this chapter, we explain the practices that contribute to improving the performance of CNNs for
MGs. We are going to highlight and focus on some of them that show significant changes in the
classification accuracy when applied to MG images. Recent survey papers [129, 139, 150] discuss
more trends for natural images.
4.1 Data Preparation
4.1.1 Pre-Processing of MG Images
Pre-processing of MG images is an essential task before training CNNs [26, 106, 111, 114, 192].
The pre-processing consists of contrast enhancement, noise removal, and breast segmentation.
Breast segmentation includes the removal of the background area, labels, artifacts, and pectoral
muscle which disturb the detection of Mass/MCs [17, 71]. It is important to have good separation
between foreground and background pixels and do not remove the important information in images
[30, 194, 195]. The commonly used filters for image enhancement and noise reduction are the
adaptive mean filter, median filter, and contrast limited adaptive histogram equalization (CLAHE)
[4, 5, 36, 117, 218].
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4.1.2 Image Size, Cropping, and Down-Sampling
Most studies have used segmented ROIs to reduce the computation of the CNNs and to avoid the
issue of small training data. These ROIs can be obtained by manual segmentation of the images
using the available ground truth data, or an automatic detection system. The ROIs are cropped
and re-scaled to r × r pixels with the lesion centered within the image. However, using very small
subsampled (e.g. 32 × 32) patches may not contain enough detail to improve the classification
results as in [44, 59, 76, 95, 106, 154, 188, 192, 236].
Two strategies have been utilized to use full image size for training CNNs on MGs instead of
ROIs. The first strategy, down-sample high-resolution images to ≈ 250 × 250. However, the
requirement to find small mass regions or MCs clusters in down-sampled high-resolution images
is unlikely to be successful for MGs [143]. The second strategy, train a patch-level CNN classifier,
which is then used as a feature extractor to an image-level model. In the image-level model, each
image is partitioned into a set of patches with a minimal overlap such that each patch is contained
entirely within the image. The final classification involves aggregation across patches and the CC
& MLO views [143].
4.1.3 Mixing Databases
In literature, researchers mix several databases to analyze their CNNs. The fusion from different
image types (FSM and FFDM) assists CNNs in terms of detection rate. Researchers in [3, 40, 41,
55,104,190,258] compared both image quality and detection on FFDM and FSM databases. They
have shown that CNN using FFDM images gives a better detection rate than using FSM images.
Moreover, these studies show that DL training using the fusion of both FFDM and FSM lower the
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number of false detections [76, 190].
4.1.4 Learned and Hand-Crafted Features
The hand-crafted features (i.e. Haar-like features, a histogram of oriented gradients (HOG), and
histogram of the gradient divergence (HGD) are commonly used with traditional machine learning
approaches for object recognition like support vector machines. CNNs can extract features from
the input image data-sets. Thus, CNNs remove the necessity of the time-consuming hand-crafted
features.
However, the authors in [24,26,43,56,57,121,124,176,194,244] have demonstrated the impor-
tance of combining the extracted features using deep CNNs with hand-crafted features like texture,
and shape. Interestingly, the combination of both representations (learned and hand-crafted fea-
tures) resulted in a better descriptor for Mass/MCs lesion classification [24,26]. The reason behind
using hand-crafted features is that the learning process should be guided by a training data-set that
has a wide variability of texture and shape features. For example, Dhungel et al. [56] proposed a
two-step training process involving pre-training based on a large set of hand-crafted features. The
second stage fine-tunes the features learned in the first stage to becoming more specialized for the
classification problem.
Using hand-crafted features depends on the size of the data-set. With a small training data-set,
generating hand-crafted images could result in a better model for Mass/MCs lesion classification.
Also, employing some hand-crafted features that specifically target small and missed lesions is a
more effective strategy than adding extra cases to the train a data-set. Thus, the performance of
CNNs trained with small data-set can be improved by incorporating hand-specified features to deal
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with cases that cause false positives or false negatives [244].
4.2 Hyper-Parameters
Hyper-parameters are variables that determine the network structure (e.g. number of hidden lay-
ers), and the variables which determine how the network is trained (e.g. learning rate). Hyper-
parameters are manually chosen before training the CNNs.
4.2.1 Data Augmentation
Data augmentation is an appealing solution to reduce overfitting and increase the generalization of
the model and boost performance. Overfitting happens in CNNs when the models learn too well
the details from training data, but they do not generalize well from the training data, to make good
predictions unseen data. As a result, the performance of the trained model is poor for testing data.
That usually happens when the size of the training data-set is too small compared with the number
of model parameters that need to be learned.
Data augmentation artificially creates new sample images by applying transformations like flip-
ping, and rotation to the actual data. Common data augmentation techniques for mammography
images are horizontally flipping, rotations (90, 180, and 270 degrees), jittering, and random scal-
ing. Such data augmentation generates relevant training samples because tumors may present
in various orientations and sizes. Thus, augmentation techniques do not change the underlying
pathology of the masses. Data augmentation has been employed by many studies [13, 15, 17, 26,
31,43,44,48,56,62,65,71,75,79,87,106,108,111,112,122–124,135,140,151,154,174,188,189,
192, 211, 228, 236, 238, 244, 258].
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4.2.2 Going Deeper
In CNN, the design of the network architecture completely depends on the model requirements and
the size of the data-set. The CNNs in [65, 106, 124] have a fewer number of layers but show good
accuracy. However, the work done in [48,111,192,215] shows that we can get better performance
in term of the higher area under the ROC curve (AUC) as the architecture goes deeper and trained
on more data. Deep architectures can lead to abstract representations because more abstract shapes
can often be constructed in terms of less abstract ones captured in earlier layers. Adding more
layers will help the model to extract more features. But adding more layers can be done to a
certain extent and there is a limit. After that, instead of extracting features, it results in overfitting
the network that can lead to false positives. Adding more hidden layers will promote the accuracy
of large data-sets. Adding layers unnecessarily to a CNN will increase the number of parameters,
and for a smaller data-set, it will reduce the accuracy of the test data. Deep architectures are often
challenging to train effectively, and this has been the subject of more recent research. Choosing a
smaller network or a larger one cannot be estimated theoretically. A trade-off between accuracy
and deep networks needs to be done with trial and error method and some experience and practice
based on the data-set.
4.2.3 Learning Rate
Learning rate (LR) is one of the most important hyper-parameters, which influences the CNNs’
performance. Deep learning models are typically trained by a stochastic gradient descent opti-
mizer. There are many variations of stochastic gradient descent as Adam, RMS Prop, Adagrad,
etc. All these optimizers let users set the learning rate. The learning rate controls how much the
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network parameters are adjusted to minimize the network’s loss function. If the LR is too small,
the CNN will converge after many iterations to the best values. However, if LR is too high, it
can cause undesirable divergent behavior in the loss function. Famous learning rate policies are
step decay, quadratic decay, square root decay, and linear decay [150]. A common practice when
dealing with MG images, is to use a step decay rate where the LR is reduced by some percentage
after a set number of training epochs. For example, Yi et al. [244] used a learning rate of 0.001
with a decay rate of 0.99 per epoch, and a regularization coefficient of 10−5 for training their CNN.
Another common practice is to use a small learning rate (e.g. 0.001) to train a pre-trained network
since we expect well-adjusted pre-trained weights compared to randomly initialized weights.
4.2.4 Activation Functions
Recently, many variations of rectified linear unit (ReLU) function have been proposed for acti-
vation function such as leaky ReLU, parametric ReLU, and randomized ReLU [82]. There are
other popular activation functions such as Sigmoid, and Tanh. The activation functions bring
non-linearity into CNNs. Sigmoid presents a serious disadvantage called the vanishing gradient
problem. In the vanishing gradient problem, the gradient of small input values to sigmoid functions
tends to get smaller (close to zero) as gradients are computed backward through the hidden layers,
resulting in slow learning in the earlier layers of the model. Slow learning is highly avoided in DL
since it results in expensive and tedious computations [167].
ReLU became a popular choice in DL and even nowadays provides outstanding results as it
solves the vanishing gradient problem [82]. ReLU has a gradient one for positive inputs and zeroes
for negative inputs. As long as values are above zero, the gradient of the activation function will be
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one, meaning that it can learn anyways. This solves the vanishing gradient problem present in the
sigmoid activation function. On the downside, once the gradient is zero the corresponding nodes
do not have any influence on the network anymore, which is known as the ”dying ReLU” problem.
Leaky ReLU is one attempt to overcome the dying ReLU problem [144]. Instead of the output of
ReLU being zero when input is less than zero, a leaky ReLU will provide a small negative slope
(α of 0.01, or so). This small slop reduces the sparsity but, on the other hand, makes the gradient
more robust for optimization, since in this case, the weight will be adjusted for those nodes that
were not active with ReLU. When the slop is not constant (e.g. 0.01) then it is called randomized
ReLU.
A detailed explanation of the advantages and disadvantages of different activation functions are
discussed in [82, 127, 167]. Theoretically, leaky ReLU is in general better than ReLU. However,
ReLU has been chosen as an activation function in most of the CNNs for MGs as it allows faster
learning [113, 135, 143, 153, 173, 236].
4.3 Techniques for Improving the CNNs Performance
4.3.1 Dropout
Dropout is a regularization technique proposed in [208] that superior the other regularization meth-
ods (L1, L2, Max norm). Dropout prevents a CNN model from overfitting. This technique ran-
domly selects neurons and ignore them during training (Fig. 3.4). They are “dropped-out” ran-
domly. This means that their contribution to the activation of downstream neurons is temporally
removed on the forward pass and any weight updates are not applied to these neurons on the back-
ward pass [127]. Smirnov [203] has shown a comparison of regularization methods with deep
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CNNs and showed that the dropout technique is in general better than other regularization tech-
niques. The authors in [48,58,79,122,123,135,154,189,189,190,236] have used dropout in their
work with MGs. The dropout of 0.5 is a common value for mammography images.
4.3.2 Batch Normalization
In a CNN model, a batch normalization (BN) layer normalizes input variables across a mini-batch
(a subset of the training data-set). First, the BN layer normalizes the activations of each channel
by subtracting the mini-batch mean and dividing by the mini-batch standard deviation. Then, the
BN layer shifts the input by a learnable offset β and scales it by a learnable scale factor γ, thus
reduces the networks’ internal covariant shift. BN speeds up the training of CNNs and reduces
the sensitivity to network initialization. According to [105], BN allows the use of much higher
learning rates and less care about initialization as it acts as a regularizer. BN results in faster
convergence and as a consequence overall faster training for a CNN. Besides that, BN regulates
the values going into each activation function. With BN, saturating nonlinear activation functions
(e.g. sigmoid) that do not work well in deep networks tend to become viable again. Similar to
dropout, BN adds some noise to each hidden layer’s activations. Therefore, using BN causes less
dropout value. BN has been used in CNNs for MG images [48,143,228]. For mammography, it is
recommended to not depend only on BN for regularization; and to use it together with dropout.
4.3.3 Transfer Learning
Training a deep CNN requires large amounts of labeled training data [94]. Only few studies train
an entire CNNs from scratch with random initialization; and the rest use TL approaches either
fine-tune a pre-trained network [42, 48, 55, 65, 103, 111, 135, 151, 190, 192, 213, 214] or use a pre-
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trained network as feature extractor [40, 103, 230, 236]. Recent overviews of TL in deep network
models are given in [17, 103, 143, 155]. The need for TL in medical domain occurs because data
are scarce and expensive, they are not publicly available, and it is time-consuming to collect and
label them by professional radiologists [84,103,112,162,165,216,245]. Moreover, training a deep
CNN requires extensive computational and memory resources [84, 127, 215].
References [214,217,248] show that the main power of a CNN lies in its deep architecture. Ex-
tracted features of earlier layers of a pre-trained CNN (i.e. on natural images) contain more generic
features (e.g. edge detectors or blob detectors) that are useful for many tasks; but in later layers,
generic features are combined and become more specific to the details of the classes contained
in the training data-set. Thus, a deep CNN allows extracting a set of discriminating features at
multiple levels of abstraction which can be transferable from one domain to another. However, the
required level of fine-tuning differs from one application to another. Tajbakhsh et al. [217] show
that neither shallow tuning nor deep tuning may be the optimal choice for a particular application.
Moreover, layer-wise fine-tuning may offer a practical way to reach the best performance for a cer-
tain application and should be chosen experimentally. Also, the work in [87,121,189] has achieved
a good performance on a small data-set by pre-training the network on a large data-set of general
medical images.
Most of the studies employed TL have used ImageNet’ data-set [187] for pre-training their
network [41, 103, 111, 135, 151, 190, 214, 233, 240, 251]. The commonly used pre-trained CNNs
architectures for mammography are Alex-Net [41,71,103,111,135,151,190,214,240,251], VGG16
[71,196,240], ResNet50 [196,240] and GoogLeNet [111,135,240]. All the deep CNN architectures
that are pre-trained using ImageNet are designed for a 1000-class classification task. To adapt them
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to the task at hand, the last three layers are removed from each network and three new layers (FC
layer, soft-max layer, and classification layer) are appended to the remaining structure of each
network.
Until large-scale medical image data-sets for mammography became available, the combination
of TL and data augmentation is a very promising approach for training deep CNNs. By visualizing
the features learned at different layers during the training process, a model can be monitored to
closely observe and track its performance [244]. Learned features can indicate whether a model is
successfully learning or not, allowing a user to stop the training process early [97].
4.3.4 Cross-Validation
Cross-validation is a statistical technique to evaluate predictive models by partitioning the original
samples into a training set to train the model, and a test set to evaluate it. There are three common
types used in literature for validation, the hold-out splits [132, 232], three-way data splits [79,
124, 135, 139, 143], the K-fold cross-validation [3, 58, 70, 151, 153, 175, 190, 220, 244, 256]. In the
hold-out data splits, data is split into training set and test set (e.g. 80%, and 20%, respectively).
The training set is used to train the model and the test set is used to estimate the error rate of the
trained model. In the three-way data splits, data are randomly split into training, validation and
testing sets. The CNN model is trained on the training set and is evaluated on the validation set.
Training and validation may be iterated a few times until the best model is found. The final model
is assessed using the test set.
In the K-folds cross-validation, data are split into k different subsets (or folds). The cross-
validation process is repeated K times (the folds), with each of the K sets used exactly once as the
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test set. The K error estimates from the folds can then be averaged to produce a single estimation.
Cross-validation avoids overfitting and gives a less biased estimate of the performance of the model
[59, 242]. In practice, the choice of the number of folds depends on the size of the data-set. In
literature, the common strategy is to use K-fold cross-validation for mammography. For large
data-sets, it is a common choice to use 3 to 5-fold cross-validation. For a small mammography
data-set, it is a common choice to use 10-fold cross-validation.
4.3.5 Context and Patient Information
Integrating some information such as patient age, breast density and another context like the view
type (CC or MLO) into a CNN method can improve the detection rate of CNNs [124]. Multi-
modal machine learning aims to build models that can process and relate information from multiple
modalities (e.g. images and text) with a score level fusion at the final prediction results.
4.3.6 Multi-View and Single-View Images
It is a good practice to use both CC & MLO views to detect abnormalities. A true abnormality
can usually be detected on two different views of an MG. Recent studies in [33, 41, 58, 79, 121,
230, 238, 244, 256] lead to significant improvements of multi-view (MV) approach compared to
single-view (SV) ones, demonstrating that the high-level features of the individual CNN models
provide a robust representation of the input images. Comparing two views can aid in the reduction
of false positives and false negatives.
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4.3.7 Balanced and Imbalance Distribution
A couple of publicly available databases (e.g. INbreast, DDSM) is constructed to include ap-
proximately the same proportions of normal and abnormal cases, which is a balanced distribution
of classes. Other databases called imbalance distribution (natural distribution) databases, which
include unequal proportions of normal and abnormal cases. Training CNN models directly on
imbalanced data-sets may bias the prediction towards the more common classes like normal, re-
sulting in false negatives. Whereas the minority ones are misclassified frequently [146]. The
authors in [17,32,40,48,65,95,103,121,135,256] have pointed out that the balance of the number
of samples per class has a great impact on the performance of the system. However, the authors
in [79, 124, 154] used a natural distribution databases. According to [46] choosing a wrong distri-
bution or objective function while developing a classification model can introduce a bias towards
potentially uninteresting class (non-cancerous).
For MG images, it is preferable to use a balanced data-set. Different approaches to handle
imbalanced data-sets include random under-sampling and random over-sampling techniques [146].
Random under-sampling aims to balance class distribution by randomly eliminating majority class
samples (normal cases). This is done until the majority and minority class instances are balanced
out as done in [95]. On the other side, over-sampling increases the number of instances in the
minority class (abnormal cases) by randomly replicating them to present a higher representation of
the minority class. Unlike under-sampling, over-sampling leads to no information loss.
The appropriate approach (random under-sampling or random over-sampling) depends on the
amount of available data-set and the specific problem at hand. Researchers empirically test each
approach and select the one that gives them the best results. In the case of using an imbalance
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data-set, accuracy is not the right metric to evaluate the performance of the model. There are more
appropriate scores when using imbalanced data-sets such as F1-score [46] that combines the trade-
offs of precision and recall, and outputs a single number reflecting the goodness of a classifier.
4.3.8 Multi-stage and End-to-End (E2E) Methods
A multi-stage pipeline used for detection and classification of a lesion consists of multiple stages
such as pre-processing, image segmentation, feature detection, feature selection, and classification
stages [63,177]. End-to-end (E2E) deep learning methods take all these multiple stages and replace
it with just a single neural network. Researchers in [33, 44, 59, 75, 122, 140, 188, 211, 214, 230]
have used one or more stages of this multi-stage pipeline in their CNN systems. In their multi-
stage method, CNN is trained to determine whether a small patch has Mass and/or MCs. Other
researchers focused on training a deep CNN for classifying a small ROI or full image into benign
or malignant, assuming an existing Mass/MCs detection system as in [26, 32, 58, 62, 71, 106, 108,
111, 112, 194, 218, 244]. In multi-stage methods for CNNs, several cascaded classifiers are trained
independently, each classifier makes a prediction, and all predictions are combined into one using
different strategies. Dhungel et al. have found that the multi-stage methods are effective in the
reduction of false-positive detection [56]. Moreover, researchers in [17, 57, 58, 79, 124, 174, 238,
258] used the E2E methods.
E2E methods for MGs are better than multi-stage methods when training a CNN with a large
data-set. But if the data-set is small in size, then the learning algorithm cannot capture much insight
from data. Excluding potentially useful hand-crafted features that are very helpful if well designed
is the downside of the E2E approaches. Therefore, the key parameter to choose using the E2E deep
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learning approach is having sufficient data to learn the model.
4.4 Toolkits and Libraries for Deep Learning
Implementing a DL network from scratch is an exhausting process and probably beyond the skills
of most medical imaging researchers. It is much more efficient to utilize the publicity available
resources. Some criteria should be considered while choosing a library and toolkit including its
programming language for the interface, the quality of documentation of the toolkit, the ease of
programming, the runtime to do thousands of calculations per pixel, the training speed, GPU sup-
port for faster performance [84], and lastly its popularity among experts. Recent surveys were
done in [64, 197] discusses the most famous and recent toolkits and libraries used generally for
DL. The common toolkits used in training CNNs for mammography are Tensorflow [2], Keras,
Caffe [109, 110], PyTorch [166] and MatConvNet [225]. Table 4.1 gives a comparison between
these libraries and their ranking based on the forks received by the community on GitHub.
4.4.1 Tensorflow
Tensorflow is one of the most popular DL libraries, it was developed by the Google Brain team
and open-sourced in 2015 [2]. Tensorflow is a Python-based library capable of running on multiple
CPUs and GPUs. It can be used directly to create deep learning models, or by using wrapper
libraries (e.g. Keras) on top of it. Tensorflow does not contain many pre-trained models and
there’s no support for external data-sets, like Caffe. The framework is written in C++ and Python




Keras is a very lightweight open-source library, easy to use, and pretty straightforward to learn. It
was built as a simplified interface for building efficient deep neural networks in just a few lines of
code and use Tensorflow as back-end.
4.4.3 Caffe
Caffe is one of the first deep learning libraries developed mainly by Berkeley vision and learning
center (BVLC) [109,110]. It is a C++ library that also has a Python interface and finds its primary
application in modeling CNNs. Caffe provides several pre-trained networks directly from the Caffe
Model Zoo, available for immediate use.
4.4.4 PyTorch
PyTorch is a Python library enabling GPU accelerated tensor computation, similar to NumPy.
A few advantages of using PyTorch are its multi-GPU support, dynamic computational graphs,
custom data loaders, optimization of tasks, and memory management. PyTorch provides a rich
API for neural network applications [166]. PyTorch is used by many companies such as Twitter,
Facebook, and Nvidia to train DL models.
4.4.5 MATLAB
MATLAB has a neural network toolbox that provides algorithms to create, train, visualize deep
neural networks. TL can be done with pre-trained deep CNNs models (including Inception-v3,
ResNet-50, ResNet-101, GoogLeNet, Alex-Net, VGG-16, and VGG-19) and models imported
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from Keras or Caffe. MATLAB allows computations and data distribution across multi-core pro-
cessors and GPUs with the parallel computing toolbox. MatConvNet [225] is an open-source
implementation of CNNs with deep integration in the MATLAB environment.
Table 4.1: Comparison between most famous toolkits and libraries for training mammography.









TensorFlow Python C++, Python Yes Yes Yes 63,603 1,481
Keras Python, R Python Yes Yes Yes 11,203 681
Cafee Python, Matlab, C++ C++, Python Yes Yes Yes 14,868 267
PyTorch Python C, Python, CUDA Yes Yes Yes 3,592 644
MatConvNet Matlab CUDA Yes Yes Yes 651 24
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Chapter 5
Applications of Deep CNNs for Mammography
5.1 Applications
After describing deep CNNs in the previous chapters, and different practices that are famous for
mammography, we will now turn our focus to how these are used for recognition purposes for
mammography. More specifically, we review recent deep CNNs’ applications in mammography
such as classification, localization, image retrieval, high-resolution image reconstruction, and risk
analysis. We summarized these recent works in Table 6.2. In the Classification task, the model
is given an image and k possible classes. The task is to decide which of the k classes the image
belongs to. For example, a medical image contains either no tumor, benign tumor or malignant
tumor: Which of those given three classes is the image?. In the localization task, the algorithm
is given an image and one class k. The task is to find bounding boxes for all instances of k. For
example, if the medical image has multiple tumors, the localization model shown find bounding
boxes surround these tumors. In contrast, the detection task is given an image and k classes, and the
output is to find bounding boxes for all instances of those classes. In the semantic segmentation,
the model is given an image and k classes, and it is required to classify each pixel independently.
But in instance segmentation, the model is given an image and k classes, classify each pixel as
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one of the k classes, but distinguish different instances of the classes. For example, if the image
contains several cars, the model will assign a color to every car in the image. In the content-based
Image Retrieval, the model is given an image x and n images in a database, and it is required to
find the top u images that are most similar to x. For example, the model is given an image that
contains a malignant tumor and it is required to find images that have similar features as the given
one.
5.1.1 Lesion Classifications and Detection
The detection of lesions in mammography is a common task for CNNs. In contrast to lesion detec-
tion, classification of MGs into benign and malignant is a challenging task that many studies try to
address it. The authors in [33,36,44,55,59,76,121,122,140,154,188,211,213,214,230,236,256]
are interested in lesion classification into two classes. They developed a CNN to predict a probabil-
ity of being normal (NL), contain mass and/or MCs. The studies in [3,12,24–26,28,32,48,62,71,
89, 103, 106–108, 111, 112, 125, 135, 175, 176, 190, 192, 195, 218, 244] present deep CNN methods
to classify the MG images into 2 classes (benign or malign), or three classes (benign, malign or
without tumor). The authors in [40, 41] studied the development of malignancy of mass(es). The
authors in [44, 75, 154, 223, 230] are interested in the classification and detection of MCs in mam-
mography. Chan et al. [44] introduced one of the earliest applications of CNNs to detect clustered
MCs. The authors applied enhancement filters for noise reduction on fifty-two FSM images. They
observed that the shape of MCs in the breast is randomly oriented, thus they introduced an augmen-
tation technique. Sahiner et al. [188] demonstrated the great effect of mixing CNN representation
features and textural features (AUC of 0.873). Lo et al. [140] introduced a multiple circular paths
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CNN coupled with morphological features of ROIs (AUC of 0.89). Sharma et al. [195] extracted
geometrical features from MG images and used it with the representation features of their CNN.
Their work demonstrates that DL methods are superior to traditional classifiers. Domingues et
al. [59] used a shallow CNN that did not outperform traditional CAD methods, as they used a very
small data-set to train their network and the selected normal ROIs did not represent every possible
aspect of healthy breast tissue. Antropova et al. [24] developed a system incorporating both deep
CNN and conventional CAD methods that performed statistically better than either one separately.
Sert et al. [192] stated that human-level recall performance in detecting breast cancer considering
MCs from MGs has a recall value between 74.5% and 92.3%. In [192], the authors reached
a recall value of 94.0% above human-level performance. Wang et al. [230] showed that breast
arterial calcifications (BACs), detected in MGs, can be useful for identifying risk markers for
having cancer. The authors in [230] showed that their CNN method achieves a level of detection
similar to the human experts. Kooi et al. [122] employed a deep CNN with a large augmented data-
set. Similar to the work of [230], the network in [122] performs similar to experienced radiologists,
achieving AUC of 0.87 while the mean AUC of the experienced radiologists is 0.84. In [124], Kooi
et al. proposed to use a random forest classifier for mass detection followed by a deep CNN that
classifies each detected mass. Their method relies on manually extracted features and features
extracted from CNN layers. In [124], Kooi et al. trained their model on a large data-set and
integrated additional information such as lesion location and patient information. Kooi et al. [125]
following their work in [122,124] employed a conditional random field (CRF) that is trained on top
of CNN to model contextual interactions such as the presence of other suspicious regions. In [121],
Kooi et al. employed a deep MV CNN using a pre-trained network on a medical domain. They
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combined the extracted features using the deep CNN with hand-crafted features.
The studies in [71, 87, 103, 111, 113, 135, 189, 190, 213] demonstrated the use of TL in their
work. The authors in [71, 103, 111] showed that CNNs in addition to TL can superior current
CAD methods for tumor detection and classification based on small data-sets. Samala et al. [189]
demonstrated that MGs can be useful for pre-training a deep CNN for mass detection in digital
breast tomosynthesis (DBT). The similarity between masses in mammography and DBT can be
observed from the ability of the DCNN in recognizing masses in DBT. In [190], Samala et al.
demonstrated that CNNs with TL achieve better generalization to unknown cases than networks
without TL. Similar to [189,190], Hadad et al. [87] described a TL approach for using a pre-trained
deep CNN on MGs to improve the detection accuracy of fine-tuned CNN on breast MRI lesions.
Suzuki et al. [213] developed a deep CNN pre-trained on natural images, then the authors modified
the last fully connected layer and subsequently train the modified CNN using 1,656 ROIs. Similar
to [213], Jiao et al. [112] achieved an accuracy of 96.7% by applying fine-tuning on a pre-trained
CNN on natural images to extract features for the next procedures. Jiao et al. [113] following
his work in [112] proposed metric learning layers to further improve the performance of the deep
structure and distinguish malignant instances from benign ones. Levy and Jain [135] demonstrated
that a fine-tuned pre-trained network significantly outperforms shallow CNNs.
Abbas [3] used speed-up robust features and local binary pattern variance descriptors that are
extracted from ROIs. After that, they constructed deep invariant features in supervised and unsu-
pervised fashions through a multilayer CNN architecture. Valvano et al. [223] achieved accuracy
of 83.7% for MCs detection using a deep CNN. Jamieson et al. [108] introduced a four-layer un-
supervised adaptive deconvolution network to learn the image representation using 739 FFDM
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images. Sun et al. [211] developed graph-based semi-supervised learning (SSL) method using a
deep CNN, their method allows the users to include the unlabeled data into the DL training data-
set. In contrast, Arevalo et al. [25] used supervised training in their method using ROIs annotated
manually made by expert radiologists, achieving AUC of 0.86. Arevalo et al. [26] following their
work in [25], used a hybrid supervised CNN classifier along with an extensive enhancement pre-
processing process.
Dubrovina et al. [62] presented a supervised CNN for region classification into semantically co-
herent tissues. The authors overcame the difficulty involved in a medium-size database by training
CNN in an overlapping patch-wise manner. Teare et al. [218] proposed dual supervised CNNs for
classifying full MG images to normal, benign and malignant classes. In their work a random forest
classifier was trained, taking the outputs of the two-deep CNNs.
The authors in [12, 25, 36, 48, 75, 106, 107, 111, 154, 236, 258] applied pre-processing, augmen-
tation, normalization, regularization, mixing FSM and FFDM MG images, and other techniques
to better implement their network. Ge et al. [75] compared the performance of CNNs on pairs of
FFDM and SFM obtained from the same patients with a period less than 3 months. Their results
show that CNN with FFDM images (AUC of 0.96) detect more MCs than the CNN with FSM im-
ages (AUC of 0.91). Hepsaug [95] achieved an accuracy of 88% when training separate deep CNN
on only mass ROIs and 0.84% on training deep CNN on only MCs ROIs in the BCDR database.
On the other hand, the accuracy results show that classifying only mass or only MCs is more suc-
cessful compared to classifying mass and MCs data. Zhu et al. [256] conducted mass detection for
whole MG images. Their deep multi-instance network uses linear regression with weight sharing
for the malignant probability of each position from CNN’s feature maps. The authors in [12, 71]
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trained a multi-stage CNN network for the classifications of lesions in MGs. Bekker et al. [32]
presented a deep MV CNN for the classification of clustered breast MCs into two classes. Their
results show that classification based on MV MGs shows promising results. Carneiro et al. [40]
addressed the classification of mass(es) using a pre-trained MV CNN. Their model classifies a full
MG by extracting features from each view of the breast (train a separate CNN for each view) and
combining these features in a joint CNN model to output a prediction that estimates the patient’s
risk of developing breast cancer. Carneiro et al [41] following his work [40] build a fully automated
pre-trained CNN for detecting masses and MCs in MV MG images. Geras et al. [79] developed
an MV CNN that utilizes large high-resolution images without downscaling. They showed that the
accuracy of detecting and classifying MGs clearly increases with the size of the training data-set
and that the best performance can only be achieved using the images in the original resolution.
Yi et al. [244] utilized a deep MV learning by averaging the probability scores of both views to
make the final prediction. Lotter et al. [143] introduced a multi-scale deep CNN trained with a
curriculum learning strategy. Lotter et al. first train CNN-based patch classifiers on ROIs, and
then use the learned features to initialize a scanning-based model that renders a decision on the
whole image, having final results by averaging final scores across MV of the breast. Dhungel et
al. [56,57] presented a cascade DL network for detecting, segmenting and classifying breast masses
from MGs with minimal user intervention. Dhungel et al. [58], following their work in [55–57],
implemented an MV deep residual neural network for the fully automated classification of MGs as
either malignant or normal/benign (AUC of 0.8).
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5.1.2 Risk Assessment
The studies in [15,31,70,115,153,220,238] have demonstrated that applying CNNs methods have
significant potential to develop a new short-term risk predicting scheme with improved perfor-
mance in detecting early abnormal symptom from the negative MGs. Breast density is considered
a strong indicator of breast cancer risk [15, 31, 69, 70, 115]. Fonseca et al. [69, 70] explored an au-
tomatic breast composition classification work-flow based on CNN for feature extraction in com-
bination with a support vector machines classifier. A similar approach was done by Becker [31]
achieving an (AUC of 0.82) comparable to experienced radiologists (AUC of 0.79–0.87).
Li [137] trained a deep CNN to estimate a probability map of breast density (PMD) to classify
mammographic pixels into a fatty class or dense class. Kallenberg et al. [115] presented an un-
supervised CNN for breast density segmentation and automatic texture scoring. The model learns
features across multiple scales, then they are fed to a simple classifier that is specific to the task of
interest yielding AUC of 0.59. Ahn et al. [15] used CNN for the task of automatic classification
of mammographic breast tissues into dense and fatty tissues. Their CNN is configured to learn the
local features from image patches while keeping the context information of the whole MG. Wu et
al. [238] managed to train an MV deep CNN using a data-set of 201,179 MGs for breast density
classification. Mohamed et al. [153] achieved AUC of 0.95 when using only the MLO view im-
ages. In comparison, the AUC is 0.88 when using only the CC view images. When both the MLO
and CC view images were combined as a single data-set, the AUC is lowered to 0.92. The authors
in [151] following their work in [153] achieved a better AUC of 0.98 by fine-tuning a pre-trained
network. Hang [89] achieved a classification accuracy of 66% for classification of full images into
normal, benign and malignant.
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5.1.3 Lesion Localization
For localization, the information about which category an image belongs to is already available
and the task is to instead figure out where exactly the object is located in the image. Classi-
fication and localization can also be combined so that a fixed amount of lesions in an image
will be classified and also located. This task called multi-class localization. The following au-
thors employed CNNs in the aim of lesions classification and then localization within these im-
ages [17, 21, 43, 49, 55, 57, 65, 119, 169, 212, 258], potentially enabling E2E training. Ben-Ari
et al. [33] introduced the detection of AD using a supervised pre-trained region-based network
(R-CNN). Ertosun and Rubin [65] developed an E2E dual CNN based visual search system for
localization of mass(es) in MGs. Kisilev et al. [119] gave a semantic description for MGs. The
authors presented a multi-task R-CNN approach for detection and semantic description of lesions
in diagnostic images. Carneiro and Bradley [43] presented an automated supervised architec-
ture composes of a multi-scale deep belief network that selects suspicious regions to be further
processed by a two-level cascaded R-CNN. Akselrod et al. [17] integrated several cascaded seg-
mentation modules into a modified cascaded R-CNN. Hwang et al. [104] proposed a self-transfer
learning framework that enables training CNNs for object localization without neither any loca-
tion information nor pre-trained models. Zhu et al. [258] introduced an E2E adversarial training for
mammographic mass segmentation to learn robustly from scarce MGs. The authors highlighted the
importance of pre-processing, augmentation, image enhancement, and normalization techniques.
The authors stated that it is not feasible to use networks pre-trained on general images since ROI
characteristics of medical images are thoroughly different from natural images. However, their
opinion contradicts other researchers work.
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The authors in [49,55,212] proposed a patch-based CNN to detect masses. Choukroun et al. [49]
proposed a method that classifies MGs by detecting discriminative local information contained in
patches through a deep CNN and then uses the local information to localize tumors. Dhungel
et al. [55] used the output from a CNN as a complimentary potential function to a deep belief
network (DBN) models for the localization of breast masses from MGs, using a small training
data-set. A drawback of the patch-based approach in [55, 212] is that the input patches came from
non-overlapping areas, which makes it difficult to preciously localize masses. Moreover, the size
of the input patches in [55, 212] is very small that produces difficulty in differentiating normal
tissues from abnormal ones.
The authors in [21, 169] used the famous YOLO-based deep CNN [181] for breast mass clas-
sification and localization. The trained YOLO-based system localizes the masses and classifies
their types into benign or malignant. The authors in [21] achieved a mass location with an overall
accuracy of 96.33% and detection of benign and malignant lesions with an overall accuracy of
85.52%.
5.1.4 Image Retrieval
Tasks like medical image retrieval using DL have been lately addressed in the medical field to fa-
cilitate the process of production and management of large medical image databases. Conventional
methods for analyzing medical images have achieved limited success, as they are not capable to
tackle the huge databases. The learned features and the classification results from training CNN are
used to retrieve medical images. Qayyum et al. [173] proposed a DL based framework for content-
based medical image retrieval (CBMIR) by training a deep CNN for the classification tasks using
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medical images for different body organs (e.g. MGs, lungs, brain, liver, etc. Qayyum et al. [173]
achieved an average classification accuracy of 99.77% for 24 classes of medical images. Simi-
larly, Ahmad at el. [14] trained a deep CNN for CBMIR of different 193 classes for different body
organs. Moreover, [14] applied TL and augmentation to increase the performance of their deep
CNN.
5.1.5 Super Resolution Image Reconstruction
The task of super-resolution image reconstruction using CNN (SRCNN) is an E2E mapping be-
tween the low and high-resolution images for enhancing images [61]. The mapping is represented
as a deep CNN that takes the low-resolution image as the input and outputs the high-resolution one.
The study of Umehara et al. [222] shows that SRCNN can significantly outperform conventional




Research Challenges and Directions for Mammography
6.1 Abstract
The limitations of traditional computer-aided detection (CAD) systems for mammography, the
extreme importance of early detection of breast cancer and the high impact of the false diagnosis
of patients drive researchers to investigate deep learning (DL) methods for mammograms (MGs).
Recent breakthroughs in DL, in particular, convolutional neural networks (CNNs) have achieved
remarkable advances in the medical fields. Specifically, CNNs are used in mammography for
lesion localization and detection, risk assessment, image retrieval, and classification tasks. CNNs
also help radiologists providing more accurate diagnosis by delivering precise quantitative analysis
of suspicious lesions.
In this research, we conduct a detailed review of the strengths, limitations, and performance of
the most recent CNNs applications in analyzing MG images. It summarizes 83 research studies
for applying CNNs on various tasks in mammography. It focuses on finding the best practices
used in these research studies to improve diagnosis accuracy. This survey also provides a deep
insight into the architecture of CNNs used for various tasks. Furthermore, it describes the most
common publicly available MG repositories and highlights their main features and strengths. The
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mammography research community can utilize this survey as a basis for their current and future
studies. The given comparison among common publicly available MG repositories guides the
community to select the most appropriate database for their application(s). Moreover, this survey
lists the best practices that improve the performance of CNNs including the pre-processing of
images and the use of multi-view images. Also, other listed techniques like transfer learning (TL),
data augmentation, batch normalization, and dropout are appealing solutions to reduce overfitting
and increase the generalization of the CNN models. Finally, this survey identifies the research
challenges and directions that require further investigations by the community.
6.2 Background
Breast cancer is the second most common cause of cancer death in women. According to the Amer-
ican cancer society’s latest statistics, it is estimated that 40,610 women in the USA are expected to
die in 2017 from breast cancer. As of March 2017, there are more than 3.1 million women with a
history of breast cancer in the USA [198]. Mammography is one of the most widely used methods
for breast cancer screening and has contributed significantly to the reduction of the mortality rate
through early detection of cancer [138]. However, the complexity of mammograms (MGs) and the
high volume of exams per radiologist can result in false diagnoses [66, 235].
Computer-aided detection (CAD), which employs image processing techniques and pattern
recognition theory, has been introduced to provide an objective view to radiologists [138]. Studies
have shown the effectiveness of CAD models; however, accurate detection of breast cancer has
remained challenging [138]. Recent studies show that CAD models cannot improve significantly
the diagnostic accuracy of mammography [133]. The biggest challenge in using CAD for abnor-
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mality detection in MGs is the high false-positive rates (FPR). False positives result in patient
anxiety, additional radiation exposure, unnecessary biopsies, high callback rates, increased health
care costs, and additional assessment [235]. In the USA, millions of women undergo screening
mammography each year, as a result, even a small reduction in the FPR result in a widespread
benefit [90,198]. The limitations of current CAD indicate the need for new, more precise detection
methods.
Recent advances in computational technologies, significant progress in machine learning and
image processing techniques, and prevalence of digital MG images have opened up an opportunity
to address the challenging issue of early detection of breast cancer using deep learning (DL) meth-
ods [129, 131, 139, 252]. Recently, DL methods, especially convolutional neural networks (CNNs,
also known as ConvNets) have gained lots of attention to CAD for MGs as they help overcome
CAD systems’ limitations [94, 138, 139, 252]. CNNs achieve higher detection accuracy than CAD
models, and help radiologists provide a more accurate diagnosis by delivering quantitative analy-
sis of suspicious lesions [45,122,131,169]. A recent research study shows that using DL methods
drop the human error rate for breast cancer diagnoses by 85% [230]. Current CNN models are
designed to improve radiologists’ ability to find even the smallest breast cancers at their earliest
stages alerting the radiologist to the need for further analysis [122, 230].
Recent studies used CNNs to generate a standard description of lesions, which can help the
radiologist in making a more accurate decision [122, 169]. Moreover, advances in CNNs can
not only aid radiologists but also eventually make diagnosis systems to read MGs independently
soon [122]. In the last few years, CNNs have led to breakthroughs in a variety of pattern recognition
and classification problems for natural images due to the availability of big data repositories, fast
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graphical processing units, and the power of parallel and distributed computing [84,127,129,131].
Training a deep CNN model with a limited number of medical data is very challenging, which
has been addressed by using transfer learning (TL) and augmentation techniques [127, 129, 234].
Studies show that CNN methods that compare images from left and right breasts [50] and also the
craniocaudal (CC) and mediolateral-oblique (MLO) view of each breast can improve the accuracy
of detection and reduce the false positives [33, 58, 79, 121, 230, 244, 256]. CNNs have also been
used in the risk assessment applications to increase the accuracy of early detection breast cancer
by radiologist [15, 31, 40, 70, 115, 136, 163, 168, 174, 212]. In this work, we summarize almost all
contributions, as of November 2017, to the field of DL in MGs, in particular using CNNs.
6.3 Material and Methods
6.3.1 Criteria for Inclusion/Exclusion of Studies in the Survey
We carried out comprehensive literature research, using the defined keywords given in Table 6.1,
on journals and proceedings of scientific conferences including, but are not limited to the following
scientific databases: Scopus, ACM Digital Library, Science Direct, IEEE Explore Digital Library,
PubMed, Web of Science. In total, we considered 83 studies from the period of 1995 to Nov 2017.
These studies focus on implementing CNNs for lesion localization and detection, risk assessment,
image retrieval, high-resolution image reconstruction and classification tasks in MG images. The
inclusion/exclusion criteria we used for this review are presented in Table 6.1. Figure. 6.1, shows a
breakdown of the studies included in this survey in the year of publication grouped by their neural
network task.
In this study, we addressed the following research questions:
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Table 6.1: Inclusion/exclusion for the systematic review.
Category Criteria
Time period Published from 1995 to the present (Nov 2017).
Databases Private and public databases.
Publication
English articles in print.
Excluded articles accepted for publication before appearance in journals or conferences as of Aug 2017.
Research focus All implementation of CNNs for breast cancer in Mammography.
Keywords Deep learning, convolutional neural networks, breast cancer, mammography and transfer learning.
Abnormalities Mass, calcification, architectural distortion and asymmetries.
Fig. 6.1: A breakdown of the studies included in this survey in the year of publication grouped
by their neural network task. Since 2016 the number of studies on CNN for MGs has increased
significantly.
• Does this study focus on using a CNN for detecting abnormalities in MGs?
• What is the task of the implemented CNN?
• What are the databases, database size, image resolution, image type, abnormalities involved
in the development of the CNN?
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• What are the methodologies used for the setup and pre-processing of the data-set?
• Can deep networks perform well on medical images specifically MGs?
• What are the learning methods used for training the CNNs?
• What are the best practices that were applied to increase the accuracy of the detection of
abnormalities?
• What are the advantages and limitations presented by the methodologies employed in CNNs?
• Is it an end-to-end (E2E) training method?
• Is transfer learning from natural imagery to the medical domain-relevant?
• Is combining learned features with hand-crafted features will enhance the accuracy of a
certain mammographic task?
• What are the common toolkits used in mammography?
• What are the challenges to train a deep neural network for mammography data-set?
• How imbalanced data-sets impact the performance of CNNs?
• What is the common cross-validation method used with MGs?
• Which activation functions are commonly used for training MGs?
6.4 Research Challenges and Directions
In this section, we list the research challenges and directions that require further investigations by
the community.
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6.4.1 Localization of Tumors
The patch-based CNNs, R-CNNs, Fast R-CNNs, Faster R-CNNs, and YOLO methods have re-
cently become more popular for localization tasks for MGs. Faster R-CNN is the choice of most
of the mammography researchers who aim to obtain high detection accuracy numbers. However,
training R-CNN and its variants faster versions are time-consuming and memory expensive. In
contrast, for faster computations, less accurate detection, and limited memory computations, the
YOLO method is the right choice. Finally, patch-based CNN methods are not recommended and
result in many false positives. More research needs to be done for better localization of tumors in
MGs.
6.4.2 Limited Data for Learning
One of the challenging problems that face researchers while training CNNs is the size of the train-
ing data-set. As discussed in the best practice section, although several approaches such as data
augmentation, TL, and drop out have been used to handle the problem of training the model with
limited samples, this problem has remained challenging.
6.4.3 Imbalanced Data-set
Another challenging problem is the imbalance ratio between positive and negative classes in the
training data-sets. Training CNN models directly on imbalanced data-sets may bias the prediction
towards the more common classes like normal. The effect of imbalanced data-set on the perfor-
mance of a CNN for MGs has not been studied thoroughly. Some works used a balanced data-set
and some used imbalanced ones. Since in general less abnormal MGs are available to compare
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to normal MGs it is very important to investigate the effect of using balanced and imbalanced
data-sets on the accuracy of the CNN model.
6.4.4 Size of Lesions
The size variation of lesions within MG images is another challenge for training CNNs in detecting
cancer. Resizing a large MG to 224 × 224 or 227 × 227 (common choices among researchers) will
likely make the ROI hard to detect and/or classify. To address this problem, several studies have
proposed to train a CNN model using different scales of lesions [43, 115, 143]. More research is
required to find lesions of different sizes.
6.4.5 Memory Constraints
The classification of the whole size MG images is challenging due to the memory constraints and
increased feature space. Researchers in [79, 251] address this problem by resizing the images to
smaller ones, however, this affects the accuracy of their model. More research should be done on
how to overcome the memory constraints while training CNNs with full-size MG images.
6.4.6 Non-annotated Data-set
Another challenging problem to researchers is how to train a CNN model using a non-annotated
data-set. In a non-annotated data-set, the input image to the CNN model is binary labeled as normal
or cancerous without any details about the location of the abnormalities. To address this problem,
Lotter at el. [143] train a patch-level CNN classifier, which is then used as a feature extractor to an
image-level model. Training the CNNs for classification of non-annotated data-set is still an open
area for research [143, 196, 256].
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6.4.7 False Positives Reduction
Even though CNNs are very successful in providing better performance compared to traditional
CADs, they still result in false positives. False-positive results cause patients needless anxiety,
additional testing, biopsies, and unnecessary costs. Several approaches have been proposed to
improve false positive in CNNs such as using MV CNNs [33,41,58,79,121,123,230,238,244,256].
However, more research is required to integrate prior images with current screening to eliminate
false positives.
6.4.8 Multiple Detection
Current CNN models are trained to detect and/or localize mass(es) within MGs neglecting the
existence of MCs. More research should be directed on detecting multiple abnormalities within
the same breast.
6.4.9 Pre-processing Filters
In FSM images, a significant number of abnormalities are misdiagnosed or missed due to the less
visibility, low contrast, poor quality, and noisy nature of these images. Common pre-processing
techniques (e.g. CLAHE, median filter) are proposed in [5,36,117,218] to enhance image quality,
image smoothing and noise reduction. However, choosing the proper pre-processing technique for
MGs to improve the classification of CNNs is still an open problem.
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6.5 Discussion and Recommendations
We show a breakdown of the studies included in this survey grouped by their neural network task
(see Table 6.2). Figure. 6.2, shows the percentage of studies employing some of the CNN best
practices that are discussed in the previous section and are shown in Table 6.2. 78 studies (out of
83) used common pre-processing techniques to enhance the quality of images, reduce or remove
noise, and improve the contrast of MGs. That shows the importance of having a good separation
between foreground and background pixels and not removing the important information from the
images. Moreover, 59 studies used ROIs for more efficient computation, while 23 studies applied
CNN to MG of full image size as in [17, 40, 70, 79, 104, 218, 256, 258]. Even for CNNs that
are trained with full image size, the pre-processing is mandatory to remove marks, labels, pectoral
muscle and black areas that can interfere in the post-processing of these images. Data augmentation
has been recommended and employed by 52 studies. Data augmentation reduces overfitting by
generating more instances of training data. TL is gaining more popularity for medical images,
32 studies have successfully applied it to pre-train their network. From 2015 until now, there
is an increasing trend in using TL. 15 studies implemented MV CNNs which lead to significant
improvements in the performance of the single-view ones. It is a beneficial practice to use both CC
and MLO views to detect abnormalities. 25 studies implemented an E2E CNN which may include
segmentation, detection, and classification of lesions in MGs. We summarize the recommendations
to significantly improve the performance of CNNs in detection and classification of breast cancer
using MG images as follows:
• Use pre-processing techniques such as CLAHE filter to improve the contrast of MGs, median
filter to reduce noise, and un-sharp masking to smooth the images.
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• Apply cropping and down-sampling for more efficient computation.
• Use a suitable validation approach according to the size of the data-set available.
• Use augmentation, drop-out, and TL to reduce overfitting and increase the generalization of
the model.
• Use suitable batch size if using ROIs.
• Use multi-view (MV) CNNs to embed more information for better performance.
• Use full resolution images if it is computationally practical.
• Mix between FFDM and FSM images.
• Use suitable activation functions such as ReLU, be careful with initializing the learning rates
and possibly monitor the fraction of dead neurons in the network.
• Use large well-labeled data-set if available.
• Go deeper in layers if a large data-set is available.
• Use context and patient information in multi-modal models.
• Use recently available libraries for implementing CNNs such as Tensorflow or Keras.
Fig. 6.2: Statistics for the included studies.
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Table 6.2: A comparison between different approaches in literature from the point of view 1)
author, 2) database used, 3) number of images used before and after augmentation in parenthesis,
4) the use of full image or ROI, 5) if pre-processing is done, 6) size of images used in pixel, 7) if
augmentation is applied, 8) if it is end-to-end (E2E) technique, 9) if transfer learning (TL) is used,
10) muli-view (MV) or single-view (SV), 11) area under curve (AUC), 12) accuracy (Acc.%),
13) class used: normal images (NL); benign images (B); malignant (M); calcifications (MCs);






















































Sahiner [188] 1996 Private 168(672) ROIs Y 32×32 Y N N SV 0.87 - NL-Mass Mass 3
Lo [140] 2002 MIAS 200(3,193) ROIs Y 512×512 Y N N SV 0.89 - NL-Mass Mass 3




116-77 ROIs N 40×40 N N N SV 0.9 - NL-Mass Mass 6
Kooi [122] 2016 Private 398(2.5M) ROIs Y 250×250 Y N N SV 0.87 NL-Mass Mass 11
Wichakam [236] 2016 INbreast 216(1,728) ROIs Y 32×32 Y N N SV - 98.4 NL-Mass Mass 9
Zhu [256] 2017 INbreast 410 Image Y 224×224 Y Y Y MV 0.85 90 NL-Mass Mass 8
Suzuki [214] 2016 DDSM 1,656 ROIs Y 454×454 N N Y SV - - NL-Mass Mass 8
Dubrovina [62] 2016 N/A 40(8k) ROIs Y 256×256 Y N N SV - - NL-Mass Mass 7
Suzuki [213] 2016 DDSM 1,656 ROIs Y 454×454 N N Y SV - - NL-Mass Mass 8
Kooi [121] 2017 Private 398(2.5M) ROIs Y 250×250 Y N Y MV 0.87 - NL-Mass Mass 22
Sun [211] 2017 Private 3158(25K) ROIs Y 52×52 Y N N SV 0.88 82.2 NL-Mass Mass 7
Samala [189] 2016 Private 2461(45072) ROI Y 128×128 Y N N SV 0.99 - NL-Mass Mass 8
Hadad [87] 2017 Private 11092(32,064)ROI Y 32×32 Y N N SV 0.94 87 NL-Mass Mass 13
Chan [44] 1995 Private 52(1,744) ROIs Y 16×16 Y N N SV 0.91 - NL-MCs MCs 3
Gardezi [74] 2017 IRMA 2795(25k)
ROIs,
Image
Y 224×224 N N N SV 1 100 NL-Mass Mass 16
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Ge [75] 2007 Private 192 ROIs Y 16×16 Y N N SV 0.96 - NL-MCs MCs 3
Valvano [223] 2017 Private 290(90,000) ROIs Y 99×99 Y N N SV - 83.7 NL-MCs MCs 10
Mordang [154] 2016 Private 1606(45M) ROIs Y 13×13 Y N N MV - - NL-MCs MCs 9
Wang [230] 2017 Private 840(1.94M) ROIs Y 95×95 Y N N MV - - NL-MCs MCs 12
Bria [36] 2017 Private 7,579(≈27M) ROIs Y 12×12 Y N N SV - - NL-MCs MCs 8
Ben-Ari [33] 2017 DDSM 136(21k) ROIs Y 224×224 Y N Y MV - 80 NL-AD AD 9
Jamieson [108] 2012 Private 739(2,393) ROIs Y 140×140 Y N N SV 0.71 - B-M Mass 4
Arevalo [25] 2015 INbreast 736(5,152) ROIs Y 150×150 Y Y Y SV 0.82 - B-M Mass 7




Jiao [112] 2016 DDSM 600(1,800) ROIs Y 227×227 Y N Y SV - 96.7 B-M Mass 9
Bekker [32] 2016 DDSM 1410 ROIs N N/A N N N SV 0.89 78.7 B-M MCs 3
Sharma [195] 2016 DDSM 40 ROIs Y N/A N N N SV 0.85 79.2 B-M Mass N/A




600 ROIs Y 250×250 N Y N SV 0.91 91.5 B-M Mass N/A
Huynh [103] 2016 Private 607 ROIs Y 256×256 N N Y SV 0.86 - B-M Mass 8
Arevalo [26] 2016 BCDR 736(5k) ROIs Y 150×150 Y N Y SV 0.86 - B-M Mass 7






ROI Y 128×128 Y N Y SV 0.82 - B-M Mass 10
Sert [192] 2017 DDSM 2620(5965) ROIs Y 224×224 Y N Y SV - 94.3 B-M MCs 22




2122(19k) ROIs Y 96×96 N N N SV 0.93 93.4 B-M Mass 8




10k(60k) ROIs Y 32×32 Y N N SV - 97.3 B-M Mass 7
Antropova [24] 2017 Private 739 ROIs Y 512×512 N N Y SV 0.86 - B-M Mass 19
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Qiu [175] 2017 Private 560 ROIs Y 64×64 N N N SV 0.79 - B-M Mass 8
Gallego [71] 2016 MIAS 322(600) ROIs Y 227×227 Y N Y SV - 64.5 NL-B-M Mass 8
Jadoon [106] 2017 IRMA 2796 (19k) ROIs Y 28×28 Y N N SV - 83.7 NL-B-M Mass 5




















Hang [89] 2017 DDSM 1318 Image Y 521×521 N N N MV - 66 NL-B-M Mass 13




Qiu [176] 2016 N/A 560 ROIs Y 512×512 N Y N SV 0.8 - B-M Mass 8
Dhungel [56] 2016 INbreast 116(1160) ROIs Y 40×40 Y Y Y SV - 84 B-M Mass 5






























































































Kooi [123] 2017 Private 201,851(N/A) ROIs Y 250×250 Y N N MV 0.88 - NL-Mass Mass 19




15,837 Image Y 500×500 N N N SV 0.89 84.1 NL-Mass Mass 7









ROIs Y 40×40 Y Y N SV - - NL-B-M Mass 8









ROIs Y 40×40 Y Y N SV - 91.3 NL-M Mass 4
Dhungel [57] 2017 INbreast 410(4.1k) ROIs Y 40×40 Y Y Y SV 0.76 91 B-M Mass 5
Kisilev [119] 2016 DDSM 512 ROIs Y 128×128 N N N SV - - B-M Mass 7
Al-masni [21] 2017 DDSM 600 Image Y 448×448 N N Y SV 0.87 85.5 B-M Mass 27
Platania [169] 2017 IRMA 10,480(25k)
ROIs,
Image
Y 128×128 Y Y Y SV 0.92 93.5 B-M Mass 19
Sun [212] 2016 Private 420(42k) ROIs Y 52×52 N N N MV 0.72 - B-M Mass 8
Risk assessment
Qiu [174] 2016 Private 270 ROIs Y 256×256 N N N SV - 71.4 BI-RADS Density 8
Fonseca [70] 2015 Private 729 Image N 200×200 N N N SV - 73 BI-RADS Density 3
Fonseca [69] 2016 Private 1060(N/A) Image Y 200×200 Y N Y SV - - BI-RADS Density 3
Becker [31] 2017 BCDR 286(N/A) Image Y N/A Y Y N SV 0.81 - BI-RADS Density N/A
Kallenberg [115] 2016 Private 1,555 ROIs Y 24×24 N N N SV - 59 BI-RADS Density 6
Ahn [15] 2017 Private 10,94(N/A) ROIs Y 41×41 Y N N SV - - BI-RADS Density 16
Li [137] 2017 Private 661(1M) ROIs Y 61×61 Y N N SV - - BI-RADS Density 6
Wu [238] 2017 Private 201,179(N/A) Image Y 2.6k×2k Y Y Y MV 0.93 - BI-RADS Density 19
Thomaz [220] 2017 Private 307 Image Y 260×200 N N N SV - 98.4 BI-RADS Density N/A
Mohamed [153] 2017 Private 15,415 Image Y 227×227 N N N SV 0.92 - BI-RADS Density 8
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Mohamed [151] 2017 Private 6000 Image Y 227×227 N N Y SV 0.98 - BI-RADS Density 8
Qayyum [173] 2017 Multiple 7200 Image Y 224×224 N Y N SV - 99.8 24 classes All 8
Ahmad [14] 2017 IRMA 15363(68k) ROIs Y 224×224 Y Y Y SV 0.75 - 193 classes All 16
Resolution image reconstruction
Umehara [222] 2017 CBIS-
DDSM
711 Image Y variable Y Y N SV - - Same image Any 23
6.6 Summary
We conducted a detailed review of the strengths, limitations, and performance of the most recent
CNNs applications in analyzing mammogram (MG) images. This survey systematically com-
pares recent approaches of CNNs in MG images, and show how the advances in DL methods give
promising results that can aid radiologists and serve as a second eye for them. The potential role
of CNN methods is to handle millions of routine imaging exams, presenting the potential cancers
to the radiologists who perform follow-up procedures. We discuss the currently publicly avail-
able MG databases. We also give a deep insight into the architectures of CNNs used for various
tasks in mammography. This survey represents a valuable resource for the mammography research
community since it can be utilized as a basis in their current and future studies. The given compar-
ison among common publicly available MG repositories guides the community to select the most
appropriate database for their application(s). Moreover, this survey lists the best practices that im-
prove the performance of CNNs including the pre-processing of images and the use of multi-view
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images. Also, other listed techniques like transfer learning (TL), data augmentation, batch normal-
ization, and dropout are appealing solutions to reduce overfitting and increase the generalization




The Effect of Pre-processing on Breast Cancer Detection using CNNs
7.1 Abstract
Recently, advanced CNNs have been developed to conduct different applications in mammography
with lower FPR and high detection accuracies. However, due to the low contrast, poor quality, and
noisy nature of MG images, a significant number of abnormalities are missed or misdiagnosed.
Many pre-processing techniques have been proposed by researchers to enhance image quality,
image smoothing and noise reduction. However, choosing a proper pre-processing technique for
MGs to improve the classification performance of CNNs is still a difficult task.
7.2 Material and Methods
In this research [5], we have carefully chosen several pre-processing filters for contrast enhance-
ment and noise removal, which are popular in the medical field. We investigated the influence
of these pre-processing filters on the classification of MG images using CNNs into three-classes
namely normal, benign, and malignant. This can direct the mammography research community
to choose the proper pre-processing filter in their future studies. The contrast enhancement fil-
ters investigated in our study are CLAHE, fuzzy contrast limited adaptive histogram equalization
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(FCLAHE), adaptive unsharp masking (AUM), fast local Laplacian filtering (FLLF). The filters in-
vestigated for noise cancellation are adaptive weighted frost filter, adaptive Wiener filter, adaptive
median filter (AMF), and adaptive denoising filter.
7.2.1 Proposed Deep learning Model
In this research [5], we adopt the architecture of the popular Alex-net that contains a total of 8
layers, including 5 convolutional layers, and 3 FCLs. We trained two separate networks for each
filter independently. The first CNN is trained from scratch, while the second network is pre-trained
with about 1.2 million natural images for the classification of 1,000 classes. The last FC layer is
then modified to fit our three-classes classification for mammography.
7.2.2 Mammogram Data-sets
We performed experiments on a total of 5,453 ROIs segmented from the publicly available DDSM
mammography database. We extracted balanced classes of 2,000 normal patches, 1,954 mass
patches (982 benign and 972 malignant) and 1,499 MCs (780 benign and 719 malignant). All
the filters are applied one at a time on our augmented data-set for the classification of mass and
MCs into three-classes. Moreover, we trained the two CNNs with the same data-set without any
enhancement to compare the training results.
7.3 Classification Results
The experimental results show that the training and validation accuracies of the CNN trained from
scratch on mass patches increased by 31.52% and 16.87%, respectively, when the FCLAHE filter
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is applied; and the FPR dropped from 12.18% to 3.55%. Similarly, for MCs patches, the training
and validation accuracies increased by 21.79% and 12.31%, respectively, when the FCLAHE fil-
ter is applied; and the FPR dropped from 10.05% to 3.93%. Moreover, the FPR decreased from
12.18% to 3.64% for mass and 10.05% to 8.5% for MCs when adaptive denoising filter and adap-
tive weighted frost filter are applied to the data-set for noise cancellation. Interestingly, the training
accuracy of mass increased from 90.81% to the range of 93.13% - 96.44% after applying to pre-
process and fine-tuning a pertained Alex-net; and the training accuracy of MCs increased from
87.23% to a range of 90.4% - 95.84%.
7.4 Discussion
The experimental results validate the significant importance of using pre-processing before train-
ing CNNs. All the selected pre-processing methods yielded better classification performance com-
pared to not using any pre-processing. We also employed other techniques like fine-tuning, data
Aug., BN, and dropout in our work to reduce overfitting. To the best of our knowledge, our
study [5] is the first to demonstrate the effect of different pre-processing image filters on the ac-
curacy of CNNs for classification of mammography images. In our future work, we will apply
pre-processing filters to the training MG data-set to enhance the accuracy of the used CNN model.
100
Chapter 8
Convolutional Neural Network (Vanilla U-Net) for Automated Mass
Segmentation in Mammography
8.1 Abstract
Automatic segmentation and localization of lesions in mammogram (MG) images are challenging
even with employing advanced methods such as deep learning (DL) methods. We developed a
new model (Vanilla U-Net) based on the architecture of the semantic segmentation U-Net model
to precisely segment mass lesions in MG images. The proposed end-to-end Vanilla U-Net ex-
tracts contextual information by combining low-level and high-level features. We trained the
proposed Vanilla model using huge publicly available databases, (CBIS-DDSM, BCDR-01, and
INbreast), and a private database from the University of Connecticut Health Center (UCHC) called
UCHCDM.
We compared the performance of the proposed Vanilla model with those of the state-of-the-art
DL models including fully convolutional network (FCN), SegNet, Dilated-Net, and Faster R-CNN
models and the conventional region growing (RG) model. The proposed Vanilla U-Net model
outperforms the Faster R-CNN method significantly in terms of the runtime and the Intersection
over Union metric (IOU). Training with digitized film-based and fully digitized MG images, the
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proposed Vanilla U-Net model achieves a mean test accuracy of 99.7%. The proposed Vanilla
model achieves a mean Dice coefficient index (DI) of 0.952 and a mean IOU of 0.934 that show
how close the output segments are to the corresponding lesions in the ground truth maps. Data
augmentation has been very effective in our experiments resulting in an increase in the mean DI
and the mean IOU from 0.922 to 0.952 and 0.918 to 0.934, respectively.
The proposed Vanilla U-Net based model can be used for a precise segmentation of masses
in MG images. This is because the segmentation process incorporates more multi-scale spatial
context, and captures more local and global context to predict a precise pixel-wise segmentation
map of an input full MG image. These detected maps can help radiologists in differentiating
benign and malignant lesions depend on the lesion shapes. We show that using transfer learning,
introducing augmentation, and modifying the architecture of the original model results in better
performance in terms of the mean pixel accuracy, the mean DI, and the mean IOU in detecting
mass lesions compared to the other DL and the conventional models.
8.2 Background
Breast cancer is the second most common cause of cancer death among women in the United States
[199]. According to the American cancer society, the female breast cancer death rate declined by
38% from its maximum in 1989 to 2014 (avoiding about 300,000 deaths) [199]. In 2012, the
estimated number of deaths among females in the USA is 43,909 out of 293,353 of all cancer
deaths. Moreover, in 2017, it is estimated that there will be 40,610 breast cancer deaths in the USA
[67,199]. This decline in mortality is partially due to the advances in mammography screening and
conventional computer-aided diagnosis models (CAD) [205]. In the last few years, deep learning
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(DL) models and, in particular, convolutional neural networks (CNNs) have achieved state-of-
the-art performance for image classification, lesion detection for mammography [4, 127], and for
medical applications in general [139]. Various approaches have been proposed to further improve
the accuracy of deep CNNs [4].
In a recent survey [156] on conventional CAD models and DL classification models for mammo-
grams (MGs) images, it has been shown that conventional models have limitations in classifying
MG images. Most of the conventional models depend on a prerequisite set of local hand-crafted
features that cannot be generalized to work on a new data-set. Conventional CAD models con-
sider limited feature types (e.g. texture features, shape features, and grey level intensity features),
which require expert knowledge for selecting them [156]. Poor feature extraction and selection
cause challenge to build a successful classifier [4,156] (see Fig. 8.1). However, the state-of-the-art
CNNs, extract global features from MG images [4, 98]. In CNNs, the first layers of the network
capture basic coarse features such as oriented edges, corners, textures, and lines while subsequent
layers construct complex structures or global features [127] (see Fig. 8.2).
Despite the initial success of DL methods for the segmentation of lesions in medical images
as general, the segmentation of lesions in mammography using DL methods has not been studied
thoroughly. A few studies have used a CNN-based model for lesion segmentation [6, 219] in MGs
and more research need to be done in this topic [4, 139]. Few studies have employed CNN-based
models for lesion detection and localization [6, 17–19, 21, 22, 49, 56, 57, 124, 185, 212, 240, 257].
These detectors provide bounding boxes (BBs) indicating regions of interests (ROIs), not real
lesion segments. The region-based CNN (R-CNN) models [81] and its faster variants, Fast R-
CNN [80], and Faster R-CNN [183] have recently become more popular for localization tasks
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Fig. 8.1: Conventional CAD models consider limited feature types (e.g. texture features, shape
features, and grey level intensity features),which require expert knowledge for selecting them.
in mammography [17, 18, 56, 57, 185]. Although these detectors offer compelling advantages,
training R-CNN is time-consuming and memory expensive. In R-CNN [81], the whole process
involves training three independent models separately without much-shared computation: 1- the
CNN for feature extraction, 2- the top SVM classifier for identifying ROIs’ and 3- the regression
model for tightening region BBs. The R-CNN [81] uses the Selective Search method [221] to
first generate initial sub-segmentations and generate candidate regions, then it uses the greedy
algorithm to recursively combine similar regions into larger ones, and lastly uses the generated
regions to produce the final candidate region proposals. These region proposals lower down the
number of the potential BBs [17, 185].
Instead of extracting CNN feature vectors independently for each region proposal, the Fast R-
CNN [80] aggregates them into one CNN forward pass over the entire image and the region pro-
posals share this feature matrix. Then the same feature matrix is used for learning the object
classifier and the BB regressor. In R-CNN and Fast R-CNN, the region proposals are created using
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Fig. 8.2: The state-of-the-art CNNs extract global features from MG images, the first layers of the
network capture basic coarse features such as oriented edges, corners, textures, and lines while
subsequent layers construct complex structures or global features.
the Selective Search method, which is a slow process found to be the bottleneck of the overall de-
tection and the localization process. The Faster R-CNN [183] is a better approach that constructs
a single unified model composed of region proposal network (RPN) and Fast R-CNN with shared
convolutional feature layers. The RPN is a fully convolutional CNN that is trained to generate re-
gion proposals, which are then used by the Fast R-CNN for detection. The time cost of generating
region proposals is much smaller in the case of RPN than Selective Search, as RPN shares the most
computation with the object detection network using the shared convolution layers [80, 183].
The mask R-CNN for simultaneously detecting and segmenting object instances in an image is
proposed in [91]. This method extends the Faster R-CNN method by adding a branch which is
a fully convolutional network (FCN) for predicting an object mask in parallel with the existing
branch for BB recognition. A mass detector has been refined using a cascade of R-CNN and RF
classifiers and adding an additional stage to eliminate false positives [56].
Patch-based CNNs [49,55,212,240] were also proposed to detect masses. In [212], every breast
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image is divided into patches, and each patch is tested with the CNN method individually. The final
detection of lesions in each case is based on the overall scores of all the patches. In [19, 21, 22]
the famous YOLO CNN (You Only Look Once) [181] is used for breast mass classification and
localization. YOLO [181] is a single end-to-end CNN that predicts BBs and class probabilities
directly from full images in one evaluation.
Recently, the FCN and its variant improved models as U-Net [186], SegNet [27], Dilated-
Net [246], have yielded outstanding results for semantic segmentation of bio-medical images and
natural images [4, 6, 98]. These semantic segmentation networks are based on encoding (convolu-
tional) and decoding (de-convolutional) layers. These approaches avoid using the fully connected
layers (FCLs) of CNNs to convert the image classification networks into image semantic segmen-
tation networks.
In this study, we developed a new model based on the architecture of the semantic segmentation
U-Net model [186] to precisely segment mass lesions in MG images. In the proposed Vanilla U-Net
architecture, we used a pre-trained encoder layers and we added batch normalization layers (BN)
[105], and dropout layers [208]. U-Net [186] is a complete end-to-end model that takes an image,
find automated features in each layer, detects, and segments breast lesion using a single model and
a unified training process. We trained the proposed Vanilla U-Net model using large public data-
sets (CBIS-DDSM [52], BCDR-01 [142], and INbreast [155]). We applied data augmentation
(aug) to the training images to present the lesions in many different sizes, positions, angles. To
enhance the contrast of the MGs, we applied image pre-processing before training the proposed
Vanilla U-Net model. We compared the performance of the proposed Vanilla U-Net segmentation
model in detecting lesions with those of the state-of-the-art Faster R-CNN [185], the conventional
106
region growing (RG) [148], FCN [141], Dilated-Net [246], and SegNet [27] models.
8.3 Material and Methods
8.3.1 Data-sets
We conducted our experiments on four Data-sets, CBIS-DDSM [52], INbreast [155], UCHC [254],
and the BCDR-01 [142]. CBIS-DDSM [52] is a digitized screen-film mammography (SFM)
database that is a subset of the digitized DDSM database [93] with updated lesion segmentation and
BBs, and verified pathology. We used 1,696 images from the CBIS-DDSM database that have mass
lesions. BCDR-D01 is an SFM repository with 64 patients and 246 MGs [142]. In total, we used
136 mass segmentation from this database to conduct our experiments. The INbreast is another
public database for MGs which comprises fully field digital mammography (FFDM) images [155].
It has a total of 410 images, and we used 116 MGs that are annotated for masses. A database of
FFDM images was collected from the University of Connecticut health center (UCHCDM) [254].
In total, the UCHC database consists of 173 patients with 1,340 FFDM images. We selected 59
cases out of the 173 that have mass lesions, with a total of 118 MGs with mass annotations.
We combined these databases and generated a new data-set containing MGs with different reso-
lutions. This new data-set provides mass lesions of different sizes, shapes, and margins. All images
containing suspicious areas have associated pixel-level ground truth maps (GTMs) indicating the
true locations of suspicious regions. The total number of images used in this combined data-set is
2,066 and each image has its corresponding GTM. We divided the images into a training data-set of
1714 images, validation data-set of 204 images, and test data-set of 148 images. Images reserved
for testing were not used in the training and the validation data-set. Images that come from the
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same patient were not split across the training and test data-sets.
8.3.2 Data Pre-Processing
Pre-processing of MGs is an essential step before applying DL methods. Its main goal is to enhance
the characteristics of MGs by applying a set of filters to improve the performance of the down-
stream analysis. First, we detect the breast boundary for removing a big portion of the black back-
ground [78,178]. After that, we apply the adaptive median filter (AMF) [83] to remove any existing
noises. Then, we employ the contrast limited adaptive histogram equalization (CLAHE) [260] to
enhance the contrast of the MGs [4, 78, 178]. The superior performance of the CLAHE filter com-
pared to other filters are shown in [4,5]. The AMF [260] is a nonlinear filter that removes impulse
noise while preserving edges and corners to improve the image quality. The CLAHE filter increases
the contrast between the masses and their surrounding tissues [19, 41, 55, 57]. The CLAHE [260]
filter operates on small regions in the image, called tiles, rather than the entire image. It calculates
the contrast for each tile individually producing local histograms. Each tile’s contrast is enhanced
and the neighboring tiles are then combined using bilinear interpolation to eliminate artificially
induced boundaries. The contrast in the homogeneous regions can be limited using a clipLimit
factor to avoid amplifying any noise that might be present in the image. We used tiles of [8 8] and
a clipLimit factor of 0.005 with the CLAHE technique. Figure 8.3 shows a sample of the com-
bined data-set we used in our experiments. Figure 8.4 shows images containing suspicious areas
and their associated pixel-level GTMs. All full MGs and GTMs are converted into png format and
re-sized to 512×512.
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Fig. 8.3: The databases used in our experiments.
Fig. 8.4: MG images and their corresponding GTMs.
8.3.3 Data Augmentation
In this study, we adopt augmentation techniques to increase the size of our training data-set to
avoid overfitting the model. We generated augmented images by image rotation in a range of ±
10 degrees, left-right flips, translate image left and right by 10%, translate images up and down
by 10%, and zoom in and out by 20%. The mass segmentation maps are represented by binary
images that are cropped, re-sized and augmented in the same way as their corresponding MGs. All
pixels in the GTMs are labeled as belonging to background or breast lesion classes. The size of the
generated augmented data-set is ten times larger than the size of the original data-set.
109
8.3.4 Semantic Segmentation using U-Net
The U-Net is a popular end-to-end encoder-decoder network for semantic segmentation that is
originally invented for bio-medical image segmentation tasks [186]. U-Net [186] extends the
FCN [141] with a U-shape architecture, which allows features from shallower layers to combine
with those from deeper layers. U-Net consists of a contracting path to capture features and an
asymmetric expanding path that enables precise localization and segmentation of pixels. This ar-
chitecture has a U shaped skipping connections that connect the high-resolution features from the
contracting path to the up-sampled outputs of expanding path. After collecting the required fea-
tures in the encoding path, the decoding path performs nonlinear up-sampling of the feature maps
before merging with the skip connections from the encoding path followed by two 3 × 3 convo-
lutions, each followed by an element-wise rectified linear unit (ReLU). The skip concatenation
allows the decoder at each stage to learn back relevant features that are lost when pooled in the
encoder. The final output is obtained by passing the result through a pixel-wise Softmax classifier
after the last convolution layer, which independently assigns a probability to each pixel.
8.3.5 Proposed Architectural Modifications to U-Net
We have modified the original U-Net model [186] to improve its performance for the task of seg-
menting lesions. We added BN layers [105], dropout layers [208], and increased the number of
convolution layers. We also trained the model with augmented data-set and used a pre-initialized
encoder layer with weights from a pre-trained VGG16 model [201]. BN [105] prevents internal co-
variate shifts as data are filtered through the network, and it reduces the training time, prevents data
overfitting, helps stack more layers, and generally increases the performance of deep CNNs. We
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added drop-out layers of 0.5 after each convolutional layer to help regularize the networks [208].
Figure 8.5 show our modified model. The encoding path consists of five convolutional layers which
perform convolution with a filter bank to produce a set of feature maps. A BN layer is added be-
tween the convolution layer and the ReLU layer. Following that, max-pooling with a 2 × 2 window
and stride 2 is performed and the resulting output is sub-sampled by a factor of 2. The max-pooling
layer reduces the dimensionality of the resulting output, enabling the further collection of features.
Also, to keep the size of the output map the same as the size of the original input MGs, a padded
convolution is applied to keep the dimensions consistent across concatenation levels. In this work,
we pre-initialized the encoder layers of the proposed Vanilla U-Net model with weights from a
pre-trained VGG16 model.
Our data-set has imbalanced data representation. In an imbalanced representation, classes are
represented by significantly different numbers of pixels, which makes the learning algorithm biased
towards the dominating class (i.e. breast tissues and/or background). We address this problem
by introducing class weights into the Dice loss function [86]. The class weight is the ratio of the
median of class frequencies computed on the entire training set divided by the class frequency [86].
This implies that the breast tissues and background class in the training set have weights smaller
than the weights of the lesion class. Moreover, we applied the augmentation techniques explained
in the previous sub-section, instead of applying elastic deformations as done in the original U-Net
method [186].
For training, the Dice loss function was minimized using Adam optimizer [118] with a decreas-
ing learning rate (LR) initialized to 1e−2 and a momentum of 0.9. We trained the networks for
100 and 150 epochs. Before each epoch, the training set is shuffled and each 4 mini-batch images
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are then picked thus ensuring that each image is used only once in an epoch. We used input MGs
re-sized to 512 × 512. We developed, trained, and tested the DL models using MATLAB version
2017b. Training and testing the models were done on a Tesla K40m Nvidia graphics processing
unit.
Fig. 8.5: The U-Net architecture consists of convolutional encoding and decoding units that take
an image as input and produce the segmentation feature maps with respective pixel classes. The
yellow arrows show the skip connections between the layers.
8.3.6 Semantic Segmentation using FCN
Semantic segmentation is an active research area for medical images where deep CNNs are used
to classify each pixel in the image individually. Semantic segmentation results in a map image
that is segmented by classes. The FCN [141] is an encoder-decoder network. The encoder path
uses a pre-trained VGG16 model [201] and transfer their learned representations by fine-tuning to
the segmentation task. The decoder path uses up-sampling operations, and replace the final FCL
with an N×1×1 convolution layer, which output probabilities for N classes. A skip architecture is
proposed by [141] where the weights of shallow, fine layer features are combined with deep, coarse
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layer features to produce accurate and detailed segmentations, as intensive up-sampling can lead to
coarse segmentation maps. There are 3 versions of FCN (FCN-32s, FCN-16s, FCN-8s) based on
VGG16 network [141]. In this research, we adapt the FCN-8s VGG16 based network [141] to our
segmentation task. FCN-8s up-samples the final feature map by a factor of 8 after fusing feature
maps from the third and fourth max-pooling layers.
8.3.7 Semantic Segmentation using SegNet
The SegNet architecture [27] adopts the VGG16 network [201] along with an encoder-decoder
framework wherein it drops the FCLs of the network. SegNet shares a similar architecture to the
encoder-decoder U-Net described in the previous subsection. However, in SegNet, the indices
at each max-pooling layer in the encoder contracting path at each level are stored and later used
to up-sample the corresponding feature map in the decoder by unpooling it using those stored
indices (Fig. 8.6). Storing the indices from the contraction path helps keep the high-frequency
information intact, however, it also misses neighboring information when unpooling from low-
resolution feature maps. Finally, a Softmax classifier is used to produce the final segmentation
maps with the same resolution of the original MG image. In this work, we used a SegNet that is
pre-initialized with layers and weights from a pre-trained VGG16 model with an encoder D of 5.
8.3.8 Semantic Segmentation using Dilated-Net
Recently, Dilated-Net [246], also known as atrous convolutions, have been used in different image
segmentation tasks [47,158,226,237,247]. Dilated convolutions [246] allow us to explicitly control
the resolution at which feature responses are computed and incorporate a larger context without
increasing the number of parameters or the amount of computation. We adopt the dilated CNN
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Fig. 8.6: In SegNet, the indices at each max-pooling layer in the encoder contracting path at
each level are stored and later used to up-sample the corresponding feature map in the decoder by
unpooling it using those stored indices.
in [246] with some modifications to the network. The implemented dilated CNN architecture
consists of ten cascaded 3×3 convolutional layers with dilation factors 1, 1, 2, 4, 8, 16, 32, 1, 1 and
1 (Fig. 8.7). Figure 8.7 illustrates a 3×3 convolution kernels with different dilation factor as 1,2, and
3. The last three layers are FCLs of 1×1 convolutions followed by dropout of 0.5 [208]. The first
nine convolutional layers are followed by BN layer [105] and a ReLU activation function [157]. To
classify the pixels, the last convolutional layer has two 1×1 convolutions, followed by a Softmax
classifier.
8.3.9 Localization using Faster R-CNN
We adapt the Faster R-CNN method proposed in [185] to compare its performance in terms of
accuracy of detection and inference time with that of the proposed Vanilla U-Net model. Faster
R-CNN is based on a VGG16 model [201] with additional components for detecting, localizing
and classifying lesions in MG image. Faster R-CNN outputs a BB for each detected lesion, and a
score, which reflects the confidence in the class of the lesion. The Faster R-CNN method in [185]
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Fig. 8.7: Architecture of the dilated-Net, containing ten convolutional layers with dilation factors,
indicated in red, increasing from 1 in the first layer to 32 in the seventh layer. The last 1×1
convolutional layer is followed by a Softmax classifier.
is trained with our pre-processed and augmented data-set. Further details about the implemented
Faster R-CNN method can be found in the original article in [185]. One limitation stated in the
study of [185] is that the training data-set comes from small-sized publicly available pixel-level
annotated data-set. However, in our study, we are using our combined large-sized data-set to re-
produce their work.
8.3.10 Semantic Segmentation using Region Growing (RG)
We also implemented the region growing (RG) model proposed in [148] and apply it to our MG
images. RG is a traditional image segmentation CAD model that starts with selecting an initial seed
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point and then groups pixels or sub-regions into larger regions according to a similarity criterion.
As RG results are sensitive to the initial seeds, the automated accurate seed selection is very critical
for image segmentation. Further details about the implemented RG method can be found in the
original article [148].
8.3.11 Comparison between State-of-the-art DL Methods in the Literature
Table 8.1 lists the information about the architecture, databases, the number of images, the evalu-
ation methods (i.e. Accuracy (ACC.), area under the curve (AUC), Dice index (DI)), TPR@FPR,
the testing time per image as provided in the literature.
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Table 8.1: Shows a comparison between the proposed segmentation method and the current state-
of-the-art DL methods for segmentation or localization of lesions in MG images.
Paper Approach Tested on #Images Size TL Aug. AUC ACC. DI TPR@FPR Inference time/image
Proposed Vanilla U-Net U-Net INbreast, DDSM, UCHC 17,140 512×512 Yes Yes - 99.7 95.23 - 0.12s
Rilbi et al. [185] Faster R-CNN INbreast 3,927 1400×1700 Yes Yes 95.0 N/A N/A 0.90@0.3 N/A
Choukroun et al. [49] Batch-based CNN INbreast 410 224×224 Yes Yes 72.2 N/A N/A N/A N/A
INbreast 2,500 224×224 Yes Yes 83.1 N/A N/A N/A N/A
Akselrod et al. [17] Faster R-CNN In-house 850 800×800 Yes Yes 72.0 77.0 N/A 0.93@0.56 0.2s
Akselrod et al. [18] Faster R-CNN INbreast 100 224×224 Yes Yes N/A N/A N/A 0.93@0.56 5s
INbreast 310 224×224 Yes Yes N/A N/A N/A 0.8@1.5 5s
Dhungel et al. [56]
R-CNN+
Random forest (RF)
INbreast 410 40×40 Yes Yes N/A 95.0 N/A 0.91@1.3 41s
Dhungel et al. [57] R-CNN+ RF INbreast 410 40×40 Yes Yes 91.0 95.0 85 0.9@1.0 41s
Plataniaet al. [169] YOLO DDSM 10,480 128×128 Yes Yes N/A 90.0 N/A N/A 1.25s
Teuwen et al. [219]
Faster R-CNN In-house 23,405 227×227 Yes Yes N/A N/A N/A 0.87@0.56 N/A
Mask R-CNN In-house 23,405 227×227 Yes Yes N/A N/A N/A 0.97@3.5 N/A
Al-masni et al. [21] YOLO DDSM 600 448×448 No No 87.74 96.33 N/A 0.96@2.6 N/A
Al-masni et al. [22] YOLO DDSM 600 448×448 No Yes 96.45 99.70 N/A N/A 3s
Sun et al. [212] Batch-based CNN In-house 840 52×52 No Yes 69.82 N/A N/A N/A N/A
Reiazi et al. [182] Faster R-CNN MIAS 120 75 × 75 No No N/A N/A N/A N/A N/A
8.4 Evaluation Metrics
To evaluate the performance of the DL networks, the Dice index coefficient (DI), also known as
the F1 score, and the Intersection over Union (IOU), also known as the Jaccard index, metrics
are used to compare the automated predicted maps with the GTMs [53, 72]. We mapped the class
probabilities from the Softmax output to discrete class labels and used it to calculate the commonly
used DI and IOU metrics, Eqs. (8.1) and (8.2) respectively.
DI =
2 × T P
2 × T P + FP + FN
, (8.1)
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where TP is the number of true positive pixels, FP is the number of false positives and FN is the
number of false negatives.
IOU =
T P
T P + FP + FN
, (8.2)
For each class, IOU is the ratio of correctly classified pixels to the total number of ground truth and
predicted pixels in that class. The average IOU of each class is weighted by the number of pixels
in that class. We use this metric as the images have dis-proportionally sized classes, to reduce the
impact of errors in the small classes on the aggregate quality score.
As mentioned in the Background section, most of the lesion detection models provide BBs for
an indication of a region with an abnormality. To compare the performance of the proposed Vanilla
U-Net model with detection methods providing BBs such as the Faster R-CNN, a BB is generated
around every detected lesion. The BBs are generated based on a minimum and maximum points
of x and y coordinates, which indicate the locations of masses. We calculated the accuracy of
localization by considering the detected segment and BB as TP if the center of the segment or the
BB overlaps with the ground truth by more than 50%. For each class, the pixel accuracy metric is
the ratio of correctly classified pixels to the total number of pixels in that class, according to the
GTMs, (Eq. 8.3). Mean pixel accuracy is the average accuracy of all classes in all images. We also
calculated the global accuracy which is the ratio of correctly classified pixels, regardless of class,
to the total number of pixels.
Pixel accuracy =
T P
T P + FN
. (8.3)
We also calculated the Boundary F1 contour matching score (BF-score) for each image, which
indicates how well the predicted boundary of each class aligns with the true boundary. For each




8.5.1 Comparison with State-of-the-art Methods
We adopted the Faster R-CNN model [185], VGG16-based FCN-8s model [141], VGG16-based
SegNet model [27], Dilated-Net [246] model, and the conventional RG CAD model [148] to apply
to MGs for comparing their performances with that of our model in terms of mean pixel accuracy,
mean DI, mean IOU, mean BF-score, and the inference time in seconds per image. We trained
the Faster R-CNN detector proposed in [185] to detect breast cancer lesions on MGs using our
augmented data-set. We also implemented the RG model proposed in [148] and apply it to our
MG images.
The test data-set consists of SFM and FFDM MG images. Figures 8.8 (b) and 8.9 (b), show the
original FFDM MG images from the INbreast database and the SFM MG images from the DDSM
database, respectively. Where the red BBs show the ground truth given by radiologists. In Figs 8.8
and 8.9, (c) shows the GTMs, (d) shows the output of the FCN method trained for 150 epochs on
the augmented data-set, (e) shows the output of the Dilated-Net method trained for 150 epochs on
the augmented data-set, (f) shows the output of the SegNet method trained for 150 epochs on the
augmented data-set, (g) shows the output of the proposed Vanilla U-Net method trained for 150
epochs without augmentation, (h) shows the output of the proposed Vanilla U-Net method trained
for 150 epochs on the augmented data-set, (i) shows the output of the RG method, (j) shows the
output of the Faster R-CNN method, and finally (k) shows the green BBs surrounding the detected
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tumors using the proposed Vanilla U-Net method trained for 150 epochs on the augmented data-
set. The calculated IOU for each detection is shown under each image. Tables 8.2 and 8.3, show
the evaluation metrics of all the networks included in this study.













-Proposed Vanilla U-Net, Aug., 150 epochs. 0.997 0.934 0.966 0.952 0.116
-Proposed Vanilla U-Net, Aug., 100 epochs. 0.994 0.918 0.965 0.922 0.096
-Proposed Vanilla U-Net, no Aug., 150 epochs. 0.988 0.918 0.955 0.922 0.102
-Proposed Vanilla U-Net, no Aug., 100 epochs. 0.986 0.917 0.947 0.848 0.101
-Original U-Net, no Aug., 150 epochs. 0.954 0.842 0.899 0.818 0.118
-SegNet (Aug., 150 epochs) 0.988 0.914 0.961 0.925 0.097
-SegNet, no Aug., 150 epochs. 0.978 0.908 0.960 0.921 0.093
-Dilated-Net, Aug., 150 epochs. 0.957 0.903 0.945 0.840 0.093
-Dilated-Net, no Aug., 150 epochs. 0.948 0.892 0.938 0.837 0.093
-FCN, Aug., 150 epochs. 0.957 0.912 0.938 0.847 0.090
-FCN, no Aug., 150 epochs. 0.947 0.906 0.904 0.841 0.091
-RG 0.853 0.755 0.701 0.789 0.3
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Table 8.3: The performance of the FCN, Dilated-Net, SegNet, Faster R-CNN, RG, and the Pro-








-Proposed Vanilla U-Net, Aug., 150 epochs. 0.925 0.902 0.116
-Original U-Net, no Aug., 150 epochs. 0.853 0.812 0.118
-Faster R-CNN, Aug., 150 epochs. 0.900 0.855 0.453
-SegNet, Aug., 150 epochs. 0.872 0.823 0.097
-Dilated-Net, Aug., 150 epochs 0.883 0.842 0.093
-FCN, Aug., 150 epochs 0.876 0.872 0.090
-RG 0.811 0.788 0.320
Table 8.4: The performance of the Proposed Vanilla U-Net method.
Model Training Validation Test
Dice Loss Dice Loss Dice
-Proposed Vanilla U-Net, with Aug. 0.994 0.014 0.972 0.021 0.952
-Proposed Vanilla U-Net, no Aug. 0.924 0.062 0.863 0.146 0.848
In Table 8.2, the performance of the models is shown for the detected segments in comparison
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with the GTMs. In Table 8.3, the performance of the models under study is shown for comparison
between the tight detected BBs and the ground truth BBs. The mean DI and the mean IOU of
the proposed Vanilla U-Net are 0.952 and 0.934, respectively, which are higher compared to other
methods (Table 8.2). The BF-score of the proposed Vanilla U-Net method is 0.966 which exceeds
the other segmentation models. The architecture of the SegNet method is much closer to that of
the U-Net method compared to the other segmentation methods. However, the boundary of the
detected regions of SegNet model is not aligned with the true boundary (Figs. 8.8 (f) and 8.9 (f)).
The SegNet model has a BF-score of 0.961. The SegNet method performs better when detecting
lesions in FFDM MGs compared to SFM MGs. In contrast, the proposed Vanilla U-Net model
performs very well for both kinds of images (Figs. 8.8 (h) and 8.9 (h)). The proposed Vanilla
U-Net shows better performance compared to SegNet. U-Net transfers the entire feature maps
to the corresponding decoders and concatenates them to the up-sampled decoder feature maps,
which gives precise segmentation. SegNet has much fewer trainable parameters compared to the
U-Net model since the decoder layers use max-pooling indices from corresponding encoder layers
to perform sparse upsampling. This reduces the inference time at the decoder expanding path since
the generated encoder feature maps are not involved in the upsampling. Thus, the SegNet method
reveals a trade-off between the memory verses mean pixel accuracy involved in achieving good
segmentation performance (Tables 8.2 and 8.3). The mean DI and the IOU of the best trained
SegNet model are 0.925 and 0.914, respectively, compared to 0.952 and 0.934 of the U-Net model.
The trained Dilated-Net has a mean DI of 0.840, a mean IOU of 0.903, respectively. Moreover,
its BF-score is 0.841 that is lower than that of the proposed Vanilla U-Net model and the SegNet
model BF-score. Also, the performance of the Dilated-Net model is worse in the case of SFM
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images (Fig. 8.8 (e)). Even-though some images in Figs. 8.8 (e) and 8.9 (e) show slightly better
IOU than that of SegNet, the performance of the model on all the test data-set is lower than that
of the SegNet model. In contrast to U-Net and SegNet, down-sampling layers are not required
in the Dilated-Net to obtain large receptive fields and hence, high-resolution maps can be directly
predicted by the model. Down-sampling layers are widely used for maintaining invariance and
controlling overfitting of the model, however it reduces the spatial resolution. To retrieve the lost
spatial information, the Up-sampling layers in U-Net, and SegNet are used, but with additional
memory and time constraints.
We also adapted the FCN-8s VGG16 based network [141] to compare its performance with
that of the proposed Vanilla U-Net model. FCN-8s up-samples the final feature map by a factor
of 8 after fusing feature maps from the third and fourth max-pooling layers, thus having better
segmentation than its variants. The FCN in our study has a mean DI of 0.847 and a mean IOU of
0.912, respectively. Moreover, the BF-score of the best trained FCN is 0.938 which is lower than
that of the proposed Vanilla U-Net by 0.0282. The mean DI scores of the Dilated-Net and the FCN
model are close for some of the images, however, the FCN give the lowest scores among all the
segmentation DL methods.
As we mentioned before, we generated BBs surrounding detected segments to compare the
performance of the proposed Vanilla method with that the BB-based methods such as Faster R-
CNN. The proposed Vanilla U-Net model shows better performance in detecting true segments
compared to the Faster R-CNN model as shown in Fig. 8.8 (j: k) and Fig. 8.9 (j: k). In Fig. 8.8, the
Faster R-CNN model introduces FPs in the SFM images as in rows (1j), (4j: 5j), and (7j: 9j). In
Fig. 8.9 (j), the Faster R-CNN method introduces some FPs as in row (8j) and missed some lesions
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as in row (5j), as an example. The proposed Vanilla U-Net method shows better performance with
both FFDM and SFM images than the Faster R-CNN method. To have a better understanding of
the performance of the proposed Vanilla U-Net and other methods, we included the IOU under
every image. The IOU of the proposed Vanilla method exceeds the IOU of the Faster R-CNN by
0.047 ( Table 8.3). We considered the detected BBs as TP if the center of the detected BB overlaps
with the ground truth BB with greater than 50%.
The accurate automated seed selection process is very important for lesion segmentation. As RG
segmentation’s results are sensitive to the initial seed pixels, the final segmentation results would
be incorrect if the seeds are not properly selected by the automated process. The RG method works
better when it is used with patches of images that contain the ROI because the initial seed pixels are
close to the center of the ROI. Figures 8.8 (i) and 8.9 (i) show the detection using the RG method.
Figures 8.8 and 8.9, show that the DL methods outperform the CAD models in terms of IOU in
the segmentation of tumors in whole images. The mean DI and mean IOU of the RG method are
0.789 and 0.755, respectively.
8.5.2 Effect of Augmentation and Increasing the Epochs
We investigated the effect of augmentation in the performance of the proposed Vanilla U-Net
method. The augmented training data-set results in 17,140 images. Figures 8.8 (g: h) and 8.9 (g:
h), illustrate the effect of augmentation on the proposed Vanilla U-Net method. For example, the
values of the DI of the augmented model, a shown in (h), are higher than the ones of the trained
model without augmentation, as shown in (g). Table 8.4 shows the improvement in terms of DI for
both training and validation data-sets when using augmented data-set compared to when using the
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original one. The DI improves from 0.924 (training), and 0.863 (validation) to 0.994 (training),
and 0.972 (validation). The augmented data also affect the localization precision significantly
(Table 8.2). The BF-score improves from 0.947 to 0.966 in the case of the proposed augmented
U-Net model.
Figure. 8.10 shows that the histogram of the mean of IOU value for the test images increases
using the proposed Vanilla U-Net method after data augmentation. The mean of IOUs of the
proposed Vanilla U-Net improves from 0.917 to 0.934 when training with the augmented data-set
(Fig. 8.10 and Table 8.2). In general, the performance of the DL techniques improves as the size
of the training data-set increases [4]. Figures 8.8 (g:h) and 8.9 (g:h), show that the IOU per image
increases when the proposed Vanilla model is trained with the augmented mixed data-set. The FP
pixels decreases in the case of augmented model, as shown rows (1,6,8,9) in Fig. 8.8 (g:h). We
also trained the same network without data augmentation for 100 and 150 epochs to examine the
effect of increasing the number of epochs on the segmentation of MGs using the proposed Vanilla
U-Net. Tables 8.2 and 8.3, show that the DI for the test MGs increases with the increase of the
number of training epochs.
8.5.3 Effect of Image Size and Data-set Size
One of the factors that make a localization model or a semantic segmentation model superior to
other models, is its ability to help the radiologists to detect small lesions that can be missed with
the naked eye. A recent study in [79] on MGs shows that the resolution of the training images
affects the performance of the CNN model. Recent studies, as shown in Table 1 in our work in [8],
use MGs of small sizes as 40 × 40 and 227 × 227. The standard image sizes of 224 × 224, and 227
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× 227 are used excessively for training CNNs to detect objects in natural images [72]. However,
the requirement to find small mass lesions in aggressively down-sampled high-resolution images
is unlikely to be successful for MGs [4, 79]. In our initial work in [6], we trained the proposed
Vanilla model with images of size 256×256 and found that the proposed Vanilla method failed to
find small lesions in images of high density. As a result, we changed our training strategy to MGs
of size 512 × 512 instead of 256 × 256. Figure 8.11 shows some FFDM test images that have small
lesions that are detected with DI greater than 50%. In the future, we will conduct our experiments
on high-resolution images to get a competitive performance to recent state-of-the-art models.
8.5.4 Improvements of the proposed Vanilla Model over the Original U-Net Model
The proposed Vanilla model yields an improvement of 16.32% in the DI and 10.89% in the IOU,
respectively, relative to that of the original U-Net model (Table 8.2). The original U-Net model
is trained from scratch. However, the proposed Vanilla model is pre-trained using natural images,
then fine-tuned with MG images. Moreover, increasing the data-set size by using the proposed
Vanilla augmentation technique improves the segmentation’s quality (BF-score yields an increase
of 7.46% relative to that of the original U-Net model). The original U-Net did not use the BN
technique. BN helps the proposed Vanilla model avoiding vanishing gradient problem, stacking
more layers, accelerating training, and using less number of epochs. In the proposed Vanilla model,
we went deeper into the number of layers from four to five convolution layers. By increasing the
number of convolution layers, the segmentation process incorporates a more multi-scale spatial
context and captures a more local and global context.
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8.5.5 Timing Performance
To assess the runtime performance of these methods, we measured the mean inference time per
image taken by each method to detect lesions in the test data-set (Table 8.3). The proposed Vanilla
U-Net method is faster by 0.3376 sec than the Faster R-CNN method [185]. The inference time of
the SegNet, Dilated-Net, and FCN is less than the proposed Vanilla U-Net by a fraction of second.
Even though the inference time of the RG method is of about 0.3 sec, it introduces a lot of FPs
when tested on whole images as shown in Figs. 8.8 (i) and 8.9 (i), and the statistics of Tables 8.2
and 8.3. The proposed Vanilla U-Net method is faster than the Faster R-CNN proposed in [18]
and [17], the R-CNN proposed in [56] and [57], and the Yolo method proposed in [22], while
proving a high DI. We have to emphasize that for radiologists, the accuracy of the proposed CAD
or DL model in detecting lesions is the most important feature in the mammography analysis, and
the inference time is secondary. An inference time of a fraction of second or even several seconds
is not as important as the accuracy of the given model.
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Fig. 8.8: (a) Image index, (b) the SFM MG images from the DDSM database (the red rectangles
show the location or the BBs of the ground truth lesions), (c) the GTMs given by radiologist, (d) the
FCN method, (e) the Dilated-Net method, (f) the SegNet method, (g) the proposed Vanilla U-Net
method without augmentation, (h) the proposed Vanilla U-Net method trained with the augmented
data-set, (i) output of the RG method, (j) the Faster R-CNN method, and finally (k) shows the
green BBs surrounding the detected tumors using the proposed Vanilla U-Net method trained with
the augmented data-set.
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Fig. 8.9: Detection of lesions using different models. (b) shows the FFDM MG images from the
INbreast database.
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Fig. 8.10: Histogram of the mean of IOU value for the test images using the proposed Vanilla
U-Net method before Aug. (a) and after Aug. (b).
Fig. 8.11: Test cases with small lesions.
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8.6 Discussion
We tested our proposed Vanilla method on SFM and FFDM data-sets for the semantic segmen-
tation of mass lesions in MGs. For our future work, we will consider training the U-Net model to
detect both the MCs and the masses lesions. We will focus on reducing FP pixels by collecting
more data-sets and use higher resolution MG images. Finally, we want to use the U-Net to dis-
tinguish between benign and malignant breast tumors in mammography images by studying the
features of the tumors’ segmented regions only.
8.7 Conclusions
We developed a new model based on the architecture of the semantic segmentation U-Net model
to precisely segment mass lesions in MGs. The proposed end-to-end based model extracts low-
level and high-level features from MGs. The proposed Vanilla U-Net efficiently predicts a pixel-
wise segmentation map of an input full MG due to its modified architecture. We tested our pro-
posed Vanilla model using film-based and fully digitized MGs. We compared the performance of
our model with state-of-the-art deep learning models namely Faster R-CNN, SegNet, FCN, and
Dilated-CNN. We also compared the performance of the proposed Vanilla model with the conven-
tional region growing model. The proposed Vanilla U-Net method is superior to the segmentation
methods under study. We generated BBs surrounding the segmented lesions using U-Net to com-
pare them to the detected BBs using the Faster R-CNN method. The proposed Vanilla U-Net model
gives mean IOU of 0.903 and mean pixel accuracy of 0.926 while the Faster R-CNN model gives
IOU of 0.855 and mean pixel accuracy of 0.901, respectively. Similar to the Faster R-CNN method,
the U-Net method is trained on the full MGs. However, the proposed Vanilla U-Net method is faster
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and runs 0.337 sec less than the Faster R-CNN method. We show that the proposed Vanilla method
show improvement in the DI and the IOU by 16.32% and 10.89%, respectively, relative to the
original model. The proposed methods can be further trained to detect micro-calcification in the
future. The presented work is a step towards a precise segmentation of mass lesions in mammog-
raphy. As medical data-sets are increasing and becoming publicly available, future architectures
may be trained end-to-end, removing the need for pre-training on non-medical data-sets.
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Chapter 9
Residual Deep Learning System for Mass Segmentation and Classification in
Mammography
9.1 Abstract
Automatic extraction of breast mass in MG images is a challenging task due to the varying sizes,
shapes, and textures of masses. Moreover, the density of MGs makes mass detection very chal-
lenging since masses can be hidden in dense MGs. In this work, we propose a residual DL system
for mass segmentation and classification in mammography. The overall proposed system consists
of two cascaded parts: 1) a residual attention U-Net model (RAttU-Net) to precisely segment mass
lesions in MG images, followed by 2) a ResNet classifier to classify the detected binary segmented
lesions into benign or malignant. The proposed semantic-based CNN model, RAttU-Net, has the
basic architecture of the U-Net model, which extracts contextual information combining low-level
features with high-level ones. We have modified the U-Net structure by adding residual attention
modules to preserve the spatial and context information, help the network have deeper architec-
ture, and handles the gradient vanishing problem. We compared the performance of the proposed
RAttU-Net model with those of state-of-the-art two semantic segmentation models, and two object
detectors using public databases. We also examined the effect of breast density on the accuracy
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of localizing and segmenting the breast masses. Our proposed model shows superior performance
compared to the other DL methods in detecting and segmenting masses, especially for heteroge-
neously dense and dense MG images, in terms of IOU and the DI. Moreover, our results show that
the cascaded ResNet model, trained using binary-scale images, classify the masses to cancer and
benign with higher accuracy compared to the ResNet model that is trained on gray-scale images.
9.2 Background
Mammograms (MGs) have contributed significantly to the reduction of the breast cancer mortality
rate through early detection of cancer. Recent advances in computational technologies and signifi-
cant progress in deep learning (DL) [127,180] and image processing techniques [161] have opened
up unprecedented opportunities to develop models for providing an objective view to radiologists
with higher accuracy [4, 9, 259]. With advances in detection and localization methods in DL tech-
niques for medical imaging [139], few studies have proposed DL models to localize mass lesions in
MG images [6,19,49]. Studies in [4,9,49] show that convolution neural networks (CNNs) achieve
higher detection accuracy in locating masses in MGs compared to traditional Computer-Aided De-
tection (CAD) models. Various approaches have been proposed to further improve the accuracy of
deep CNNs in detecting and localizing breast abnormalities [4,9,259]. Further, techniques such as
stochastic depth [100], batch normalization (BN) [105], transfer learning (TL) [164], data augmen-
tation (Aug.) [127], and dropout [208] have been used in various researches for avoiding network
overfitting and regularization purposes. Despite the recent advances in the structure of DL models,
detection of masses in MG images has remained a challenging problem due to the following rea-
sons: 1) existence of some masses in the pectoral muscle area, 2) hidden masses under the dense
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breast tissues, and 3) varying sizes, shapes, and texture of masses [4, 9, 259].
In this study, we propose a residual DL system for mass segmentation and classification in
mammography. The overall proposed system consists of two cascaded parts: 1) a residual attention
U-Net model (RAttU-Net) to precisely segment mass lesions in MG images, followed by 2) a
cascaded ResNet [92] classifier to classify the detected binary segmented lesions into benign or
malignant. The proposed semantic-based CNN model, RAttU-Net, has the basic architecture of the
U-Net model [186], which extracts contextual information combining low-level features with high-
level ones. In our previous work, we have shown that the basic U-Net model can be used for more
precise and efficient mass segmentation in MG images [6]. To further improve the performance of
the basic U-Net model for mass segmentation, we have modified its structure by adding residual
attention modules. These modules generate attention-aware features that change adaptively as the
network goes deep in layers. The residual modules [92] resolve the problem of vanishing gradients
using identity skip-connections thus facilitating the training of the proposed model. The proposed
RAttU-Net uses long and short skip connections to produce precise and detailed segmentation
maps. Besides adding the stacked residual attention modules, we used augmented data-set in the
training process to improve the accuracy of the RAttU-Net model.
To evaluate the performance of the proposed model, we compared the performance of the
proposed RAttU-Net model with those of the basic U-Net model [186] and the vanilla U-Net
model [6]. The performance of the models is evaluated in terms of dice index coefficient (DI),
intersection over union (IOU) and inference test time. We also constructed bounding boxes (BBs)
surrounding the segmented lesions to compare the output BBs produced by the proposed RAttU-
Net with the BBs produced by the state-of-the-art Faster R-CNN and Yolo object detectors pro-
135
posed in [21,185]. We used publicly available data-sets, CBIS-DDSM [93], and BCDR-D01 [142]
to train the proposed RAttU-Net model and the models we used for performance comparison pro-
posed in [6,21,185,186], and we tested the models using the INbreast data-set [38]. These data-sets
include mass lesions of different sizes, shapes, and margins. We also examined the effect of breast
density on the accuracy of localizing and segmenting the breast masses. We tested the performance
of our proposed RAttU-Net and the models in [6, 21, 185, 186] separately on each breast density
category based on the BI-RADS code: fatty, scattered, heterogeneously dense and dense breasts, in
terms of the Dice index coefficient (DI) and the intersection over-index (IOU). RAttU-Net is imple-
mented in Matlab R2018b and is available at https://github.com/NabaviLab/RAttU-Net.
9.3 Related Work
Despite the huge success of DL methods in classifying MG images into normal, benign and malig-
nant [4,9,259], the use of CNNs for segmentation and localization of lesions in MG images are not
thoroughly investigated. The region-based CNN (R-CNN) models and its faster variants, Fast R-
CNN, Faster R-CNN, and Mask R-CNN [80, 91, 183] for object detection have recently been used
for mass localization tasks in mammography [182,185,219]. Yolo (You Only Look Once) that is an
effective and efficient object detection DL model has been used for mass localization [19, 21, 22].
Anchor boxes are widely adopted in state-of-the-art DL object detection models (e.g. Faster
R-CNN and Yolo V2). The main drawback of these models is that if anchor boxes are not chosen
correctly, the model will struggle in detecting small or irregular objects. In the Yolo model, the
anchor shapes are obtained by k-means clustering on the sizes of the ground truth BBs. In Faster
R-CNN, the anchor shapes are of 3 scales and of 3 aspect ratios, yielding 9 different anchors at
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each output sliding window position. The aspect ratios used in the case of detecting general objects
such as pedestrian, car, text is different from the aspect ratios used in detecting lesions in MGs,
or medical images in general. In these models, the anchor shape has to be manually modified
according to the ground-truth data-set to improve the detection accuracy and to detect small mass
lesions. The Faster R-CNN [183] and Yolo [181] models need to pre-define the anchor box's
shapes and to fix its size during training, which is sub-optimal since it ignores the augmented data
distribution in training. Inappropriate anchor boxes could degrade the performance of the detector
in terms of accuracy [250] and detecting small lesions.
Recently, the fully convolutional network (FCN) and its variant improved models such as U-Net
[186] and SegNet [27], have yielded outstanding results for semantic segmentation of biomedical
images and a promising results for segmenting lesions in MG images [6, 257]. In these studies
[19, 22], to enhance the detection performance of the used Yolo model in terms of precision in
detecting masses, the authors first, used a cascaded semantic CNN to segment the detected masses.
Then, they used another cascaded CNN trained on gray-scale MG images to classify the segmented
masses as either benign or malignant [19, 22]. These cascaded models increase the computation
cost, however, they provide better classification results.
Several studies [49, 240] have proposed a patch-based CNN to detect lesions. The drawback
of the patch-based approaches is that the input patches came from non-overlapping areas, which
makes it difficult to precisely localize masses. Moreover, the size of the input patches is very small
that produces difficulty in differentiating normal tissues from abnormal ones after detection.
In this study, we propose a residual DL system to segment and classify lesions in MG images
without the need for any cascaded detectors. To date, only a few attempts based on DL have been
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presented for semantic segmentation of mass lesions in mammography [6, 257].
9.4 Material and Methods
9.4.1 Data-sets
We trained our proposed model on two data-sets, DDSM [93] and BCDR-01 [142], and tested it
on the INbreast data-set [38]. All images containing masses have associated pixel-level boundary
of the mass lesions. To have ground truth for evaluating object detection methods, we generated
ground truth BBs for the masses based on minimum and maximum points values of x and y coor-
dinates of the mass’ contours, which indicate the locations of masses. Each MG image has been
annotated based on their density derived from the American College of Radiology’s (ACR) Breast
Imaging Reporting and Data System (BI-RADS) [29]. For each MG image, its density in ACR
standard scale is given as one of these categories: class A: fatty, class B: scattered, class C: hetero-
geneous dense, and class D: dense [4, 29]. We grouped the BI-RADS multi-class assessment into
benign and malignant classes. In this study, we categorized 1133 MG images with BI-RADS ∈ {2,
3} as benign, and 1843 MG images with BI-RADS ∈ {4, 5, 6} as malignant. The distribution of
density for each BI-RADS class is presented in Table 10.2. In total, we used 2,976 MG images to
conduct our experiments.
9.4.2 Data Pre-Processing
We first detect the breast boundary for removing a big portion of the black background [78] from
the training images. After that, we employ the CLAHE to enhance the contrast of the MG images.
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Table 9.1: Distribution of breast density in each BI-RADS class in the publicly available data-sets
used in our study.
Purpose Data-set BI-RADS Class Total
A B C D All
Training DDSM Benign 54 215 228 224 1,018
Training BCDR-D01 Benign 34 16 23 7 80
Test INbreast Benign 12 4 13 6 35
Training DDSM Malignant 219 693 513 291 1,716
Training BCDR-D01 Malignant 16 15 22 2 55
Test INbreast Malignant 30 32 8 2 72
We generated GTMs for the masses using the associated pixel-level boundary of the mass lesions
given by the data-sets. All pixels in the GTM are labeled as belonging to the background (0) or
breast lesion (255) classes. All full MGs images and it’s corresponding GTMs are re-sized to 640
× 640. To deal with the small training data-set and avoiding overfitting our model, we applied data
augmentation to the training MG images and it’s corresponding GTMs by image rotation by (-45,
45) degrees, translation up and down by (-10%, 10%), scaling in and out by 0.2, and left-right flips.
9.4.3 Proposed RAttU-Net
U-Net is a popular E2E encoder-decoder network for semantic segmentation that is originally
invented for bio-medical image segmentation [186]. U-Net consists of a contracting path to cap-
ture features and an asymmetric expanding path that enables precise localization and segmentation
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of pixels. This architecture has a U-shaped skipping structure that connects the high-resolution
features from the contracting path to the up-sampled outputs of expanding path. Inspired by the
residual attention mechanism proposed in [229], we built the proposed RAttU-Net model by stack-
ing residual attention modules to the basic U-Net architecture. We use the residual blocks with the
identity connections instead of the regular convolution layers in the U-Net architecture to preserve
the spatial and context information, help the network have deeper architecture, and handles the
gradient vanishing problem. The residual blocks directly propagate features from its early convo-
lution to its late convolution and improve the performance of the proposed model consequently.
To address the problem of detecting small lesions, the proposed RAttU-Net model uses residual
attention blocks to increase the resolution for better pixel-level prediction (Table 9.2).
Fig. 9.1: The architecture of the proposed RAttU-Net. The nested long residual skip connections
connect the encoder and decoder paths at the same level, while each intermediate residual block
contains a short residual skip connection within the same path to increase the depth of the proposed
RAttU-Net model.
The residual attention module consists of a soft mask branch and trunk branch [229] (Fig. 9.1).
The attention residual mechanism can keep the flow of original feature information through the
trunk branch using the identity mapping and construct attention to mass lesions features using the
soft mask branch. Each trunk branch is connected to its soft mask branch (Fig. 9.1).
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Fig. 9.2: Difference between the proposed RAttU-Net (a) and the vanilla U-Net (b). The proposed
RAttU-Net model is a fully residual model that has long and short skip connections.
Fig. 9.3: A convolution block consists of a BN layer, ReLU layer, and convolutional layer (a) and
a residual block consists of the element-wise sum of the output of three cascaded convolutional
blocks with the identity map to produce the final feature output (b).
The proposed RAttU-Net network consists of multiple levels, and in each level, the network cap-
ture features with different resolutions. As shown in Fig. 9.2, the encoder in the soft mask branch
at each level consists of a cascade of a down-sampling layer, a convolution (Conv.) block, a resid-
ual block, another convolution block, and a skip connection of residual blocks that is connected
to the corresponding level in the decoder path. The attention module keeps useful information
by applying element-wise product between feature coming from the truck branch and the out-
put of the soft mask branch. An element-wise sum is then performed between the output of the
element-wise product and output from the residual blocks in the trunk branch. This element-wise
summation relieves the feature attenuation that happened during the element-wise product process
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Table 9.2: Architecture of the proposed RA U-Net. The symbol ↓ means that this level in the
encoder path consists of a convolution block, a residual block, a convolution block, and a down-
sampling layer. The symbol ↑ means that this level in the decoder path consists of a convolution
block, a residual block, a convolution block, and a down-sampling layer. The symbol 2 means









Input Encoder ↓ 640×640 1
Level 1 Encoder ↓ 640×640 64
Level 2 Encoder ↓ 320×320 128
Level 3 Encoder ↓ 160×160 256
Level 4 Encoder ↓ 80×80 512
Bridge 2 40×40 1024
Level 4 Decoder ↑ 80×80 512
Level 3 Decoder ↑ 160×160 256
Level 2 Decoder ↑ 320×320 128
Level 1 Decoder ↑ 640×640 64
Classifier Decoder ↑ 640×640 1
by using long connections, which enhances the feature contrast. The output from the element-wise
summation is then forwarded to the decoder path, which at each level consists of a cascade of a
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convolution block, a residual block, another convolution layer, and finally an up-sampling decon-
volution layer. The final feature output of every residual block is the element-wise summations
of the output of three cascaded convolutional blocks with the short identity map (Fig. 9.3). Each
convolutional block consists of a BN layer and an activation ReLU layer and a regular convolution
layer (Fig. 9.3). The down-sampling (max-pooling) layers exist between the levels in the encoding
path to perform down-sampling in the feature maps. The deconvolution layers exist between levels
in the decoding path to up-sample the input feature maps from the decoder level and then concate-
nate them using a pixel-wise addition with the feature maps coming from the encoding path by the
long skip connections.
Besides the long skip connections used between each level in the encoder-decoder path, short con-
nections are used in the residual blocks for a direct connection between layers in the same levels.
Using short and long connections help the flow of information within and across levels in the
RAttU-Net architecture to generate richer information hierarchy (Fig. 9.1). The trunk branch in
each level uses its long skip connection as input to a cascade of two residual blocks (Fig. 9.1).
The output of the truck branch is then element-wise summed with the up-sampling feature maps
from the corresponding level in the decoder path. The final segmented binary map is obtained by
passing the result through a pixel-wise Sofmax classifier after the last convolution layer.
The original U-Net model uses concatenation [186] of feature maps between the encoder and de-
coder path. In this work, the concatenation is replaced by element-wise summation (Fig. 9.2).
Element-wise summation directly adds the local details of the feature maps from the encoder to
the global details of the feature maps from the decoder at a certain stage. Thus, the residual atten-
tion modules generate attention-aware features that change adaptively as the network goes deep in
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layers.
The novelty of this work is that the residual attention modules are added to the vanilla U-Net
model [6], as in Fig. 9.3, to capture multi-scale information and integrate low-level features with
high-level features for precise semantic segmentation of the input MG images. By using the resid-
ual attention modules, our RAttU-Net can improve the performance significantly (Fig. 9.1). We
investigated employing a different number of residual attention blocks, and a different number of
layers. We observed that adding more than two residual blocks and four layers do not significantly
improve the model’s performance, but it significantly increases the training time. Therefore we
considered the architecture shown in Table 9.2 for the proposed RAttU-Net model.
9.4.4 Cascaded Classifier
The classification of benign and malignant mass lesions is one of the most challenging and also
the most significant processes in examining MG images as it helps to reduce false positives (FPs)
and classify the lesions at their early stage. Almost all the DL methods proposed for classifying
MG images use the gray-scale images [9]. We used images of 224 × 224 pixels to train our DL
model for the classification of lesions in MG images into benign or malignant. The size 224 ×
224 is used excessively for training DL CNNs [4, 9]. Classifying lesions into benign or malignant
using gray-scale images is challenging because, in some MG images, gray levels of the masses
are mixed with surrounding tissues resulting in unclear lesion boundary. The augmented training
binary-scale GTMs have clear mass boundaries and margins. Moreover, heterogeneously dense
and dense breast tissues hide the mass lesions. These challenges decrease the accuracy of DL clas-
sifiers. In this work, to address these challenges, we propose to use a cascaded ResNet CNN [92]
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trained on black and white images to classify the segmented binary maps (output of the semantic
segmentation) into benign or malignant images without the need of the traditional hand-crafted
features (Fig. 9.4).
Fig. 9.4: Block diagram of the proposed cascaded modules for semantic segmentation and classi-
fication of mass lesions.
Classification of Binary-scale Image
In this work, to address the above challenges, we propose to use a cascaded ResNet CNN [92]
trained on black and white images to classify the segmented binary maps (output of the semantic
segmentation) into benign or malignant images without the need of the traditional hand-crafted
features.
We used a pre-trained Res-Net model trained on natural images and then, fine-tune it with
binary-scale GTMs by modifying the last fully connected layers to fit our task of binary classi-
fication. We used GTMs of the DDSM and BCDR-01 data-sets to train the model into benign and
malignant images. We trained the models with 1098 benign MG images, and 1771 malignant MG
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images, respectively (Table 10.2).
Classification of Gray-scale Mammogram
To perform classification on large MG images, the common approach used in the literature is
to first develop a classifier to recognize smaller patches, and then use the classifier to scan the
whole image using a sliding window. This is followed by another process to summarize the patch
classifier’s outputs to give the final classification result. However, in this research, we want to
utilize a patch-based classifier to initialize the weights of a whole image classification network.
We developed an E2E training algorithm for whole-mammogram images to classify it to benign
or malignant. The model requires lesion annotations only at the first stage of training. After that,
a whole image classifier can be trained using only image-level labels. We trained a patch-based
ResNet CNN model to classify ROIs into normal, benign and malignant patches. Each ResNet
block has a shortcut that is made between the two ends of each unit so that the features are directly
carried over and therefore each unit can focus on learning the ”residual” information. BN is used
in every convolutional layer in the ResNet, which is known to speed up convergence and also has a
regularization effect. We added on top of the pre-trained patch ResNet new residual blocks to turn
the patch network itself into a network that can detect whole MG images. The top residual blocks
are followed by an average pooling layer and then the image’s classification output. To make this
new network detect and classify abnormalities on the whole image, we just need to modify the
input of the new network from patches to whole images. Once the patch classifier is converted into
a whole image classifier, it can be fine-tuned on other databases using only image-level labels. This
way, instead of generating one prediction for a single patch, the network will generate predictions




For training the segmentation models, we adopted the Dice coefficient (DC) loss [149] as the
objective function to train the model. The DC loss function is minimized using Adam optimizer
with a decreasing learning rate (LR) initialized to 10-2 and a momentum of 0.9. The LR is reduced
every 25 epochs by a factor of 0.1. We trained the models for 150 epochs. We trained the models
using mini-batches of size 4. To manage imbalance data, we introduced class weights into the DC
loss function.
We utilized the ResNet CNN model [92] in this study for the classification of masses into benign
or malignant. In our experiment, the ResNet model [92] is trained using a Stochastic Gradient De-
scent with a gamma of 0.1, and a weight-decay of 10-5. We trained the models using mini-batches
of size 16. We used initial LR of 10-3, which is reduced every 25 epochs by a factor of 0.1. A
dropout of 0.5 is used to accelerate the training process and prevent overfitting. For training the
classification models, we used GTMs of the DDSM and BCDR-01 data-sets to train the model
into benign or malignant images. We trained the models with 1,098 benign MG images, and 1,771
malignant MG images, respectively, as shown in Table 10.2. We applied the same augmentation
technique discussed in the Material and Method Section to augment the binary GTMs images. We
performed data augmentation to alleviate the relatively small amount of training data-set. To eval-
uate the performance of the ResNet model for classification, we carried out 5-fold cross-validation
tests on the INbreast data-set (Table 10.2). The detected segmented binary images that have IOU ≥
0.4 with the GTMs are used to test the cascaded classifier. The detected segmented binary images
are resized to 224×224 pixels. We used a pre-trained Res-Net model trained on natural images
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and then, fine-tune it with binary-scale GTMs by modifying the last fully connected layers to fit
our task of binary classification. We also fine-tuned the pre-trained ResNet model using gray-scale
MG images to classify MG images to benign or malignant. Both ResNet models were trained
under the same settings and the same augmentation technique. We developed and trained the DL
algorithms using MATLAB version 2018b. Training and testing the models were done on a Tesla
K40m Nvidia graphics processing unit.
9.4.6 Evaluation Metrics
To evaluate the performance of the DL models, the DI, also known as the F1 score, and the IOU,
also known as the Jaccard index, metrics are used to compare the automated predicted maps with
the GTMs [73]. We mapped the class probabilities from the Softmax output to discrete class labels
and used them to compute the DI and IOU metrics. As mentioned in the Related Work Section,
most of the lesion detection models provide BBs for an indication of a region with an abnormality.
To compare the performance of the proposed RAttU-Net model with object detection models that
provide BBs, such as the Faster R-CNN and Yolo, we generated a BB around every detected lesion
or segment. We used the minimum and the maximum points of x and y coordinates, which indicate
the locations of masses to generate the BBs. We considered a detected segment (or BB) as true
positive (TP) if it overlaps with the ground truth segment (or BB) by more than 40%. For each
class, the pixel accuracy metric is the ratio of correctly classified pixels to the total number of pixels
in that class, according to the GTMs. Mean pixel accuracy is the mean accuracy of all classes in all
images. We also calculated the Boundary F1 contour matching score (BF-score) for each image,
which indicates how well the predicted boundary of each class aligns with the true boundary. For
each class, the mean BF-score shows the mean BF-score of all classes in all images, where values
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near 1 show perfect boundary.
9.5 Segmentation Results
We compared the performance of the original U-Net model [186], Vanilla U-Net [6], Faster R-
CNN model [185], and Yolo model [21] in detecting masses with that of our proposed model in
terms of mean DI, mean IOU, and the inference time in seconds per image. Further details about
the implementation of these models can be found in the original article in [6, 21, 185, 186]. We
trained the above models using our augmented data-set and tested them using the INbreast data-
set [38]. The outputs of the Faster R-CNN and the Yolo models are BBs per inference, as shown in
Fig. 9.5 (h: i) in red. These models provide multiple BBs. Overlapping BBs are merged when the
IOU between two boxes exceeds 0.5. The BB with the highest confidence score among the set of
overlapping inference results is used as the representative BB with its confidence score. Figure 9.5a
shows the original FFDM MG images from the INbreast data-set [38], where the green BBs show
the location of lesions as given by radiologists, (b) shows the associated pixel-level GTMs of the
mass lesions, (c) shows the prediction of the original U-Net model [186], (d) shows the prediction
of the vanilla U-Net model [6], (e) shows the prediction of the proposed RAttU-Net model trained
for 150 epochs without augmentation, (f) shows the prediction of the proposed RAttU-Net model
trained for 150 epochs on the augmented data-set, (g) shows the output of the proposed best RAttU-
Net model trained for 200 epochs on the augmented data-set, (h) shows the prediction of the Faster
R-CNN model, and finally (i) shows the prediction of the Yolo model. In Fig. 9.5g, we constructed
red BBs that surround the predicted masses using the proposed RAttU-Net method to compare
them with the Faster R-CNN and Yolo detected BBs. The calculated DI and/or IOU for each
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prediction is shown under each image in Fig. 9.5. The DI number shows the Dice similarity
coefficient between the current predicted map and its corresponding GTM. DI takes a value in the
range [0, 1], where 1 means that the segmentation in the two images is a perfect match. We also
labeled each MG image with the corresponding breast density class (Fig. 9.5a). We added these
labels to visually find the effect of breast density on the detection of masses in MGs across different
models. Classes A, B, C, and D are corresponding to fatty, scattered, heterogeneously dense, and
dense classes, respectively.
Table 9.3: The performance of the vanilla U-Net, Faster R-CNN, Yolo, and the proposed RAttU-
Net model.

















-Proposed RAttU-Net 0.997 0.981 0.929 0.937 0.995 0.930 0.940 0.928
-Vanilla U-Net 0.921 0.873 0.931 0.912 0.912 0.911 0.939 0.912
-Faster R-CNN 0.763 0.717 0.799 0.732 0.733 0.689 0.881 0.797
-Yolo 0.886 0.814 0.878 0.791 0.911 0.778 0.910 0.828
The proposed RAttU-Net outperforms the segmentation results of the vanilla U-Net model [6]
and the original U-Net model [186] in terms of DI (Fig. 9.5). Its better performance is due to
the superiority of its network architecture. In the vanilla and original U-Net models, the aggrega-
tions from the encoder to decoder consist of simple and linear skip connections. As a result, the



































































































Fig. 9.6: Shows the detection of small lesions in the pectoral muscle, small lesions in heteroge-
neous dense MG images, and multiple small lesions.
Table 9.4: The performance of the proposed RAttU-Net without Aug., vanilla U-Net with Aug.,
original U-Net with Aug., and the proposed RAttU-Net model with Aug.
Model Mean Acc. Mean IOU Mean BF-Score Mean Dice
-Proposed RAttU-Net, with aug. 0.987 0.948 0.981 0.983
-Proposed RAttU-Net, without aug. 0.944 0.891 0.919 0.905
-Vanilla U-Net [6] 0.962 0.921 0.926 0.943
-Original U-Net [186] 0.843 0.836 0.789 0.756
U-Net model gives better results than the original U-Net in terms of DI, the proposed RAttU-Net
gives more precise segmentation results. The FP segments in some of the scattered MG images
in Fig. 9.5 (c: d) disappeared when using the proposed RAttU-Net. Figure 9.5g shows high IOU
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Fig. 9.7: A comparison between the proposed RAttU-Net and the Faster R-CNN and Yolo models
in terms of IOU.
values against the GTMs in comparison to the IOU of the Faster R-CNN and the Yolo models,
Fig. 9.5 (h and i). However, Yolo provides better precise detection than the Faster R-CNN model
due to having adaptive anchor boxes generated from the training data-set.
Detecting small lesions in MGs are very challenging, especially if these small lesions exist in het-
erogeneously dense and dense MG images. To address the problem of detecting small lesions,
the proposed RAttU-Net model uses residual attention blocks to increase the resolution for better
pixel-level prediction. By using residual blocks, the network incorporates multi-scale spatial con-
text and captures more local and global context to predict a precise pixel-wise segmentation map
of an input full MG image he high-resolution features from the encoder are aggregated more for
obtaining stronger semantic information (Fig. 9.5 (e: g)). To obtain more accurate segmentation
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(a) Fatty MG images. (b) Scattered MG images.
(c) Heterogeneous dense MG images. (d) Dense MG images.
Fig. 9.8: Histogram of the mean of IOU value for the test images in each MG breast density class.
results, we used large images of 640×640 for training the network to provide much contextual
information. One of Yolo and Faster R-CNN known drawback is having low detection accuracy on
small objects. In Figs. 9.5, 9.6 and 9.7, small lesions in MGs tend to have very low IOU compared
to our proposed RAttU-Net.
The proposed RAttU-Net model overcomes the limitation of the state-of-the-art DL segmenta-
tion models in terms of reserving high-resolution details by using the residual attention modules,
which help the model to detect masses in dense images. Figure 9.6 illustrates the capability of the
proposed RAttU-Net in detecting small masses in heterogeneously dense and dense MG images.
Moreover, masses that existed over the pectoral muscle in dense areas are detected by DI ≥0.65
(Fig. 9.6, first row). The proposed RAttU-Net model succeeds to detect multiple lesions in the
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same breast as shown in Figs. 9.5, 9.6 and 9.7. Moreover, the proposed RAttU-Net can precisely
detect multiple lesions with higher DI and IOU in comparison to the other methods (Fig. 9.7, first
row).
The Faster R-CNN and the Yolo models can detect lesions in the MG images, however, these mod-
els introduce more FPs (In Fig. 9.7, second row). The Faster R-CNN and the Yolo models also
results in more false negatives (FNs), as shown in the last row of Fig. 9.7, where they provide very
low IOU that reaches 0.0 with FPs, while the proposed RAttU-Net have IOU that ≥ 0.7. As we
mentioned before, the MG images of class C (heterogeneously dense) are very challenging where
the dense areas of the breast make it harder to find masses and obscure small masses. The pro-
posed RAttU-Net succeed to overcome these challenges (Figs. 9.5, 9.6 and 9.7). This is because
the segmentation process incorporates more multi-scale spatial context and captures more local
and global context to predict a precise pixel-wise segmentation map of an input full MG image.
We divided the MG images in the INbreast data-set into 4 classes accordingly to its breast density
classes. The numbers of images in classes A, B, C, D are 42, 36, 21, 8 images, respectively. We
tested the 5 models individually on MG images in each class. Figure 9.8 shows the histogram of
the IOU for each class, with a bin width of 0.1. The RAttU-Net detected 100% fatty MG images
with an IOU of a range of 1: 0.9 (Fig. 9.8a). The vanilla U-Net follows the proposed network in
the detection of masses with 11.9% and 78.57% of fatty MG images having an IOU in the range
of 1: 0.9 and 0.9: 0.8, respectively, while the Faster R-CNN and Yolo models show lower IOU in
the range of 1: 0.8 (Fig. 9.8b).
In the case of the scattered MG images, the RAttU-Net and the vanilla U-Net have nearly the same
IOU histogram distributions in the ranges 1: 0.8 (Fig. 9.8b). In the challenging cases, the hetero-
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geneously dense and dense MG images, the proposed RAttU-Net is superior in detecting masses
with high IOU in the range of 1: 0.8 than other models (Figs. 9.8c and 9.8d). We noticed that the
Faster R-CNN has 43% of all density classes in the range of 0.5: 0.4. The RAttU-Net detected
53.27%, 42.9%, 2.8% of masses in MG images in all density classes with IOU in the range of 1:
0.9, 0.9: 0.8, 0.8: 0.7, respectively. While the vanilla U-Net detected 13.08%, 77.57%, 6.5% of
masses in MG images in all density classes with IOU in the range of 1: 0.9, 0.9: 0.8, 0.8: 0.7,
respectively (Fig. 9.8). We noticed that the masses that exist in the dense category in the INbreast
data-set are relatively larger in terms of size than the other masses in the other categories. That is
the reason that why the Faster R-CNN and Yolo models have high IOU in that category (class D)
than other categories (classes A, B, C) (Fig. 9.8d).
In Table 9.3, the performance of the models under study is shown for comparison between the tight
detected BBs and the ground truth BBs. Moreover, Table 9.3 shows a breakdown of the values of
the mean Acc. and mean IOU among different breast density classes. The proposed RAttU-Net is
superior in detecting masses than other models understudy with high mean Acc. and mean IOU.
The BF-score of the proposed RAttU-Net method is 0.981 which exceeds the other segmentation
models under study. The values of DI and IOU of the vanilla U-Net method is closer to that of the
RAttU-Net method compared to the original U-Net. The trained original U-Net has a mean DI of
0.756, a mean IOU of 0.836, respectively.
9.5.1 Effect of Augmentation
We investigated the effect of augmentation in the performance of the proposed RAttU-Net
method (Fig. 9.5 (e: g)). For example, the values of the DI of the augmented model, as shown
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in (f and g), are higher than the ones of the trained model without augmentation (Fig. 9.5 (e)).
The mean DI and the IOU of the proposed RAttU-Net with augmentation are 0.983 and 0.948,
respectively, compared to 0.905 and 0.891 of the RAttU-Net model without data-augmentation
(Table 9.4). The BF-score improves from 0.919 to 0.981 in the case of the proposed augmented
U-Net model. Figure 9.5 (e: g), shows that the DI per image increases when the proposed model
is trained with the augmented mixed data-set.
9.5.2 Improvements of the Proposed RAttU-Net Model
The proposed model yields an improvement of 4.24%, 30.02% in the DI and 2.93%, 13.39% in
the IOU, respectively, relative to that of the vanilla U-Net model and the original U-Net (Table 9.4).
The original U-net architecture uses a long skip connection to concatenate the features maps. By
replacing the concatenation module with an additional module, the RAttU-Net becomes a fully
residual attention model.
9.5.3 Timing Performance
To assess the runtime performance of these methods, we measured the inference time per image
taken by each method to detect lesions in the test data-set. The mean inference time per image of
the proposed RAttU-Net method, Vanilla U-Net, Original U-Net, Faster R-CNN, and Yolo models
are 0.094, 0.087, 0.080, 0.439, 0.206 seconds, respectively. Its running time is comparable (slower
in fractions of milliseconds) with the Vanilla U-Net and original U-Net while outperforming the
Faster R-CNN, and Yolo models. We have to emphasize that for radiologists, an inference time of
157
a fraction of second or even several seconds is not as important as the accuracy of the given model.
9.6 Classification Results
We evaluated the performance of the ResNet CNN model in terms of area under the ROC curve
(AUC) for the task of classifying the segmented binary maps of breast masses as benign or malig-
nant. Our approach validates the usefulness of using binary GTMs for training the ResNet model.
The classification performance is evaluated in terms of sensitivity (Sen.), specificity (Spe.), accu-
racy (Acc.), F1-score, and Matthews Correlation Coefficient (MCC) per image. Tables 9.5 and 9.6
show the classification performance for the ResNet models trained on augmented binary-scale MG
maps and augmented gray-scale MG images using 5-fold cross-validation. Table 9.6 shows the
confusion matrix of the classification task. The ResNet model results in a TPR/FPR of 0.94/0.03
Table 9.5: Comparison of the classification performance of the ResNet model over 5-fold cross-
validation using data-set trained on augmented binary GTMs images or gray-scale MG images.
Model Sen. Spe. Acc. AUC F1-score MCC
-Proposed ResNet, binary-scale images 0.94 0.96 0.95 0.98 0.93 0.90
-ResNet, gray-scale images 0.87 0.92 0.91 0.96 0.86 0.79
when trained on binary-scale GTMs and a TPR/FPR of 0.87/0.07 when trained on gray-scale im-
ages using the INbreast test data-set (Table 9.6). The accuracy of the ResNet model is 0.95 and
0.91 when trained with binary-scale GTMs images and gray-scale images, respectively. It is ob-
served that the ResNet model that is fine-tuned with gray-scale GTMs performs better than the
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one fine-tuned with gray-scale MG with mean Sen. (0.94), Spe. (0.96), Acc. (0.95), AUC (0.98),
F1-score (0.93), and MCC of (0.90) (Table 9.5). In table 9.6, 94.84% of benign cases and 96.08%
of malignant cases are correctly classified, while 3.92% and 5.16% are falsely classified using the
ResNet model trained on GTMs (Table 9.6). However, the ResNet model that is fine-tuned us-
ing gray-scale images results in 7.63% and 12.58% of miss classified benign cases and malignant
cases, respectively (Table 9.6). The results of the classification show the robustness of the proposed
Table 9.6: Confusion matrix of the classification task via the ResNet model trained on binary-scale







-Proposed ResNet, binary-scale images Benign 0.94 0.05
Malignant 0.03 0.96
-ResNet, gray-scale images Benign 0.87 0.12
Malignant 0.07 0.92
ResNet CNN in minimizing the FP and FN rates (Tables 9.5 and 9.6). The improved performance
of the ResNet classifier of binary images is due to the following reasons. First, training GTMs have
clear boundaries and margins. Second, the high deep level of features from proposed RAttU-Net
contributed to improving the performance of the cascaded classifier by producing precise segmen-
tation maps that can be correctly classified as benign or malignant with high accuracy (Tables 9.5
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and 9.6). In our proposed cascaded Res-Net classifier, the model classifies the full detected map.
The mean inference time of the classification model is 0.033 sec per image.
9.7 Discussion and Conclusions
We propose a novel network architecture, which consists of two cascaded CNNs. The first
network is a residual U-Net (RAttU-Net) for semantic segmentation of mass lesions in MG images.
The proposed RAttU-Net predicts a pixel-wise segmentation binary map of an input full MG image
efficiently due to the residual attention modules. The second network, a ResNet classifier, is used
for the task of binary shape classification of the segmented binary-scale maps into benign and
malignant. We compared the performance of the proposed RAttU-Net model with the performance
of two DL semantic segmentation models, U-Net and Vanilla U-Net, and two DL object detector
models, YOLO and Faster R-CNN. We trained all the models with the same data-sets. We observed
that the data augmentation used to increase the training data-set size enhances the performance of
the proposed model. We also observed that the proposed model has a lower mean inference run-
time per image compared to the other DL models. The proposed RAttU-Net model achieves a mean
test pixel Acc.of 0.98, mean DI of 0.98 and mean IOU of 0.94 that outperform those of the other
models. In summary, the proposed RAttU-Net model can be used for the precise segmentation
of masses in MG images, especially for the challenging heterogeneously dense and dense breast
cases.
The proposed RAttU-Net is superior in detecting masses in dense MGs with high IOU in the
range of 0.8: 1 than other models. This is because the segmentation process incorporates a more
multi-scale spatial context and captures a more local and global context to predict a precise pixel-
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wise segmentation map of an input full MG image. The results show that the precise segmented
masses can be used for more accurately differentiating benign from malignant lesions that is a very
challenging task. The fine-tuned ResNet model with binary-scale GTMs performs better than the
ResNet model fine-tuned using gray-scale MG images in terms of mean Sen. (0.94), Spe. (0.96),
Acc. (0.95), AUC (0.98), F1-score (0.93), and MCC (0.90). To conclude, using TL, introducing
Aug., and incorporating multi-scale local and global context using the residual attention modules
into the original U-Net architecture result in a better performance in detecting and segmenting
masses which can be used more effective classification of masses.
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Chapter 10
Density Attention-based Convolution Neural Network for Breast Cancer
Detection in Mammogram Images.
10.1 Abstract
The detection of cancer in dense tissues and, more generally, in dense breasts is often considered
more challenging due to the similar visual aspects of normal and abnormal tissues, which compli-
cates the interpretation of mammographic images. The density of MGs makes mass detection very
challenging since masses can be hidden in dense mammograms (MGs). For the above reasons,
we argue that deep learning (DL) used for lesion detection should first evaluate the spatial distri-
bution of the dense tissues. In this research, we first generate an attention breast density mask,
identifying pixels associated with the tissue that contributed to the density class. These generated
attention masks to identify and exploit the effective dense segments of MGs images to support
the CNN detection decision. The approach is premised on the hypnosis that there is benefit from
amplifying the influence of dense regions, compared to treat a whole MG the same, especially for
the heterogeneously dense and scattered regions. Attention masks of breast density will be ex-
tracted automatically using a residual attention U-Net model. To target the above challenges, the
generated attention maps will help the main CNN used for detecting lesions to pay attention more
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to these regions. We compared the performance of the nested U-Net (U-Net++) model, vanilla
U-Net, recurrent residual U-Net (R2U-Net), attention U-Net (AttU-Net), residual attention U-Net
(RAttU-Net) that are trained from scratch on the segmentation of lesions with the corresponding
models that are trained using the proposed training strategy. The RAttU-Net is superior in de-
tecting masses in heterogeneous and dense MGs with high mean intersection over union (IOU) of
0.912 and 0.858, respectively than other models. Following it is the AttU-Net (pre-trained) with a
high IOU of 0.858 and 0.833 in detecting masses in heterogeneous and dense MG, respectively.
10.2 Background
Breast cancer is the second leading cause of cancer death in women. In 2019, an estimated 268,600
new cases of invasive breast cancer are expected to be diagnosed in women and an estimated 41,760
women with breast cancer are expected to die in the USA [204]. From 2007 to 2016, the breast
cancer death rate declined by 1.8% per year. This decline in breast cancer mortality has been
attributed to improvements in early detection through early screening using mammograms (MGs)
and treatment, as well as advances in the detection techniques using computer-aided detection
(CAD) models [204].
Mammographic density (MD) is a strong breast cancer risk factor. The Breast Imaging Report-
ing and Database Systems, or BI-RADS, which reports the findings of mammograms, also includes
an assessment of MD. BI-RADS classifies MD into four classes: BI-RADS (A): almost entirely
fatty (0-25%), BI-RADS (B): scattered with some fibroglandular tissue (26-50%), BI-RADS (C):
heterogeneously dense (51-75%), and BI-RADS (D): extremely dense (76-100%) [10, 11], as in
Table 10.1. Researchers combine the classes of heterogeneously dense and extremely dense and
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categorize them as dense areas (DA), whereas the patterns of fatty and scattered density are labeled
as non-dense areas (NDA) [4, 10, 204].
A study in [206] states that about 43% USA women aged 40 to 74 years have heterogeneously
or extremely dense breasts. Mammographic detection of breast cancer is impaired in areas of
dense breast tissue [11]. Studies have shown that the sensitivity (Sen.) of CAD models using MGs
significantly decrease as the density of the breast increases [10,11,96,126,128,152]. The sensitivity
of mammography for women with almost entirely fatty breasts is 88% as compared with 69% for
women with heterogeneously dense breasts, and 62% for women with extremely dense breasts
[227]. Compared to women with NDA, those with DA have about a 1.6 or 2.3 times, respectively,
higher risk of breast cancer [204]. Several studies have classified the MD according to BI-RADS
classes [128], based on features extracted from the MGs using texture or gray-level information,
as in Table 10.1. In respect of the breast density classification, Mohamed et al. [152] investigated
Table 10.1: Distribution of tissue density according to BI-RADS specification.
BI-RADS Density Breast density Remarks
A 0 − 25% Entirely fatty tissue. -
B 26 − 50% Scattered fibroglandular tissue. -
C 51 − 75% Heterogeneously dense tissue. Obscure small masses.
D 76 − 100% Extremely dense tissue. Lowers sens. of MGs.
a DL-based breast density classifier based on the AlexNet model pre-trained on ImageNet and
fine-tuned it with mammogram (MG) data to consistently distinguish between scattered dense and
heterogeneously dense MG images. Mohamed et al. show that using the transfer learning (TL)
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method from non-medical images to medical images boosted the performance of their CNN-based
classifier from AUC of 0.94 to AUC of 0.98. In another study, Ahn et al [15] presented a CNN-
based approach for breast density estimation. The CNN was trained to learn image features from
the patches extracted from the whole MGs and classify them as fatty and dense class tissues.
Lehman et al. [134] trained a ResNet-18 model to classify MG images into new categories dense
and non-dense. Lehman et al. trained his model to classify BI-RADS categories C and D as dense
MG images and BI-RADS categories A and B as non-dense MG images. In a similar study to [134],
Xu et al. [241] classified the breast density MG images using residual-based CNN. Their proposed
method obtained an overall accuracy of 92.63% for the four BI-RADS class classification task and
accuracy of 96.84% for the two BI-RADS class classification task (i.e. scattered fibroglandular and
heterogeneous dense). The authors used BI-RADS A and B as one scattered density class and BI-
RADS C and D as one heterogeneously dense class to train their model. Similarly, Wu et al [239]
presented the application of deep neural network (DNN) for the classification of breast densities
in digital MGs. The study comprised 20,000 screening mammograms labeled as 4 class breast
densities. Additionally, they also considered accuracy only between the two super-classes: class C
and D (dense) versus class A and B (not dense). A scratch-based CNN with dense convolutional
layers was used to discriminate the breast densities in the multi-view data.
Kallenberg et al [115] proposed an unsupervised DL technique to segment dense regions of
the breast density. The method uses a conventional sparse autoencoder (CSAE) for learning the
features. Geras et al [79] in their study used DL CNN for the prediction of breast densities in
multi-view data. The method predicted breast density and classified into 3 types: BI-RADS 0,
BI-RADS 1, and BI-RADS 2. In this work, we developed a deep learning model that analyzes
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an MG image to find dense areas (DA) that may have a higher risk of masking cancer than other
non-dense areas (NDA).
10.3 Materials and Methods
10.3.1 Data-sets
We trained our CNN models on two the publicly available data-sets, DDSM [93] and BCDR [142],
and tested them on the publicly available INbreast data-set [38] and the private UCHCDM data-
set. UCHCDM is a fully digital data-set collected at the University of Connecticut Health Center
(UCHC) [9, 253]. Each MG image in UCHCDM has a large size (e.g., 3328 × 4096 pixels) and
12 bits per pixel. UCHCDM images are originally stored in DICOM format. All MG images
are ground truth annotated files with a description of known pathology (normal (healthy), mass,
architectural distortion (AD), calcification (calc)) and circled at the locations of cancers (if any) on
a separate key ground truth image.
To have ground truth for evaluating state-of-the-art object detection methods, we generated
ground truth bounding boxes (BBs) for the masses based on minimum and maximum points values
of x and y coordinates of the mass’ contours, which indicate the locations of masses. Each MG im-
age has been annotated based on their density derived from the American College of Radiology’s
(ACR) Breast Imaging Reporting and Data System (BI-RADS) [29]. For each MG image, its den-
sity in ACR standard scale is given as one of these categories: class A: fatty, class B: scattered,
class C: heterogeneous dense, and class D: dense [4, 29]. We grouped the BI-RADS multi-class
assessment into benign and malignant classes. In this study, we categorized 1133 MG images with
BI-RADS ∈ {2, 3} as benign, and 2093 MG images with BI-RADS ∈ {4, 5, 6} as malignant. The
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distribution of density for each BI-RADS class is presented in Table 10.2. In total, we used 3,226
MG images to conduct our experiments.
Table 10.2: Distribution of breast density in each BI-RADS class in the data-sets used in our study.
Purpose Data-set BI-RADS Class Total
A B C D All
Training DDSM Benign 54 215 228 224 1,018
Training BCDR-D01 Benign 34 16 23 7 80
Test INbreast Benign 12 4 13 6 35
Training DDSM Malignant 219 693 513 291 1,716
Training BCDR-D01 Malignant 16 15 22 2 55
Test INbreast Malignant 30 32 8 2 72
Test UCHCDM Malignant 20 164 66 0 250
10.3.2 Data Pre-Processing
The mammographic images are first pre-processed by employing normalization by scaling the
image intensity to the range of [0, 255]. To pre-train our models for segmentation of dense areas in
MG images, we first detect the breast boundary then all pixels exists in the black background areas
takes values 0, all breast non dense areas takes values (128), and dense areas takes values (255)
classes. After several experiments on different MG data-sets, we find the dense areas lies between
the intensities 130 and 255, thus we used these pixels values as the ground truth for dense areas
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within the breast. No augmentation technique was used to train our models to segment dense areas
within the breast.
To segment mass(es) in the MG images, we generated different ground truth maps (GTMs)
for the masses using the associated pixel-level boundary of the mass lesions given by the data-
sets. All pixels in the GTM are labeled as belonging to the background (0) or breast lesion (255)
classes. To deal with the small training data-set and avoiding overfitting our model, we applied
data augmentation to the training MG images and it’s corresponding GTMs (that contain mass(es)
by image rotation by (-15, 15) degrees, translation up and down by (-10%, 10%), scaling in and
out by 0.2, and left-right flips. All full MGs images and it’s corresponding GTMs are re-sized to
512 × 512. The images that belong to the same patient are either in the training data-set or in the
test data-set.
10.3.3 Proposed Training Approach
The proposed approach is premised on the hypnosis that there is benefit from amplifying the
influence of dense regions, compared to treat a whole MG the same, especially for the hetero-
geneously dense and scattered regions. These dense regions have a similar texture to the mass
lesions. The idea is to give these regions higher weight than other regions in the breast while the
network is being trained to detect lesions. To handle this problem, we propose to pre-train the DL
segmentation models first to detect dense regions in MG images. This will make the network learn
different features for this region than other non-dense regions in the MG image. Thus for every
MG image, the network will generate attention maps of breast density. The generated attention
maps will help the main CNN used for detecting lesions to pay attention more to these regions.
Next, the pre-trained network is fine-tuned with augmented ground truth masks (GTMs) that show
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the location of the tumors. We did not use any augmentation technique for pre-training our models.
However, we used data augmentation while we fine-tune the models on GTMs of lesions.
10.3.4 Training Models
In this work, we apply our training technique on different segmentation models and compare
its performance in segmentation of mass lesions before and after applying it. We compared the
performance of the nested U-Net (U-Net++) model [255], Vanilla U-Net [6,10], recurrent residual
U-Net (R2U-Net) [23], attention U-Net (AttU-Net) [159], residual attention U-Net (RAttU-Net)
[7] that are trained from scratch on the segmentation of lesions with the corresponding models
that are pre-trained on segmenting dense areas. U-Net is a popular E2E encoder-decoder model
for semantic segmentation that is originally invented for bio-medical image segmentation [186].
U-Net consists of a contracting path to capture features and an asymmetric expanding path that
enables precise localization and segmentation of pixels. This architecture has a U-shaped skipping
structure that connects the high-resolution features from the contracting path to the up-sampled
outputs of expanding path.
The vanilla U-Net [10] provides better architecture than the original U-Net by using batch nor-
malization (BN) layers, dropout layers of (0.5) and the use of convolution blocks instead of the
regular convolution layers (see Fig. 10.1a).
In the UNet++ architecture is a deeply-supervised encoder-decoder model where the encoder
and decoder sub-networks are connected through a series of nested, dense skip pathways. The re-
designed skip pathways aim at reducing the semantic gap between the feature maps of the encoder
and decoder sub-networks.
Recurrent Residual Convolutional Neural Network (R2U-Net) [23] utilizes the power of U-Net,
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Residual Network, as well as recurrent CNN. The advantage of this architecture is that the residual
unit helps when training deep architecture. Moreover, the feature accumulation with recurrent
residual convolutional layers ensures better feature representation for segmentation tasks. It also
has the same number of network parameters as U-Net but with better performance for medical
image segmentation (see Fig. 10.1d).
In attention U-Net (AttU-Net) [159], the attention gates (AGs) are incorporated into the standard
U-Net architecture to highlight salient features that are passed through the skip connections, (see
Fig. 10.1e). Information extracted from coarse-scale is used in gating to disambiguate irrelevant
and noisy responses in skip connections. This is performed right before the concatenation opera-
tion to merge only relevant activations. Additionally, AGs filter the neuron activations during the
forward pass as well as during the backward pass.
Inspired by the residual attention mechanism proposed in [229], the authors in [7] built the
RAttU-Net model by stacking residual attention modules to the basic U-Net architecture. The
authors used residual blocks with identity connections instead of the regular convolution layers
in the U-Net architecture to preserve the spatial and context information, help the network have
deeper architecture, and handles the gradient vanishing problem. The residual blocks directly
propagate features from its early convolution to its late convolution and improve the performance
of the model consequently. To address the problem of detecting small lesions, the RAttU-Net
model uses residual attention blocks to increase the resolution for better pixel-level prediction
(Fig. 10.1f).
10.3.5 Training Configurations
For training the vanilla U-Net, AttU-Net, RAttU-Net segmentation models, we used the Dice co-
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Fig. 10.1: Building blocks of neural networks. (a) forward convolutional units, (b) recurrent con-
volutional block (c) residual convolutional unit, (d) recurrent residual convolutional units (RRCU),
(e) attention gate, and (f) residual attention gate.
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efficient (DC) loss as the objective function to train the model. The DC loss function is minimized
using Adam optimizer with a decreasing learning rate (LR) initialized to 10−3 and a momentum of
0.9. The LR is reduced every 25 epochs by a factor of 0.1. To train the R2U-Net, we used Adam
optimizer with an LR of 2 × 10−4 and binary cross-entropy loss. To train the UNet++ model, we
used Adam optimizer with an LR of 3 × 10−4. The loss function for training the UNet++ model
is a combination of binary cross-entropy and dice coefficient [255]. We trained all the models for
200 epochs using mini-batches of size 2. To manage imbalanced data, we introduced class weights
into the loss functions.
10.3.6 Evaluation Metrics
To evaluate the performance of the DL models, the Dice index (DI), also known as the F1 score,
and the IOU, also known as the Jaccard index, metrics are used to compare the automated predicted
maps with the GTMs. We considered a detected segment as true positive (TP) if it overlaps with
the ground truth segment by more than 40%.
10.4 Experiments and Results
To demonstrate the effects of our training technique, we performed experiments on two different
medical mammogram data-sets (INbreast and UCHCDM) which include 2D images for breast
lesion segmentation. We use the PyTorch framework to implement all the experiments on a single
GPU machine on Tesla V100-PCIE-16GB.
10.4.1 Segmentation Results for Dense Regions
After pre-train our models on background, dense, and non dense area classes, we set a thresh-
old for the segmented dense tissue; the area of dense tissue is expressed in one of four-category
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percentages: 0 − 25%, 26 − 50%, 51 − 75%, and 76 − 100% in reference to the BI-RADS levels.
According to the previous defined criteria, of the 62 fatty MG images there are 60 images whose
breast percentage density (PD) between 10−25% (accuracy of 96.774%). Out of the 200 scattered
MG images there are 12 images with PD less than %26 and ten MG images with PD greater 50%
and misclassified as heterogeneous class (accuracy of 90%). Out of the 102 heterogeneous MG
images there were 90 images with PD in range 51 − 75%, 10 MG images misclassified as hetero-
geneous class and 2 MG images misclassified as dense class (accuracy of 88.235%). ALL the 8
dense images were correctly classified as dense class (accuracy of 100%). Table 10.3 shows the
confusion matrix of the test data-sets in the four BI-RAD classes. The results show that the seg-
mentation output show similarity in some of the images between the scattered and heterogeneous
classes. Figure 10.2 shows MG images in BI-RAD A, B, C, and D and their corresponding binary
segmented output maps using the RAttU-Net model to segment it to background (black areas),
dense (white areas) and non dense (gray) areas. The total accuracy of the classification task to the
four BI-RAD classes is 0.91 and AUC of 0.852. The benefit of this pre-training is to make the
networks have different wights for dense regions in MG images.
10.4.2 Segmentation Results for Mass Lesions
We compared the performance of the nested U-Net (U-Net++) model [255], vanilla U-Net [6],
recurrent residual U-Net (R2U-Net) [23], attention U-Net (AttU-Net) [159], residual attention U-
Net (RAttU-Net) [7] that are trained from scratch on the segmentation of lesions with the corre-
sponding models that are pre-trained on segmenting dense areas. Furthermore, we trained the state-
of-the-arts, the Faster R-CNN model proposed in [185], and the Yolo model proposed in [21] with
our training data-sets from scratch to detect masses. We use the mean DI, mean IOU, and the infer-
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Table 10.3: The confusion matrix of the classification of the INbreast and UCHCDM into the four
BI-RAD classes.
Truth data








lts Class A 60 12 0 0
Class B 2 180 10 0
Class C 8 8 90 0
Class D 0 0 2 8
Accuracy 96.774% 90.0% 88.235% 100%
Precision 83.333% 93.75% 91.837% 80%
ence time in seconds per image to measure the performance of each model. Further details about
the implementation of these models can be found in the original article in [6,7,21,23,159,185,255].
We trained the above models using our data-sets and tested them using the INbreast and UCHCDM
data-sets.
Figures 10.5, 10.6, 10.7, 10.8, 10.9, 10.10, 10.13, 10.14, 10.15, 10.16, 10.17, 10.11, 10.12
, 10.18, 10.19, ?? and 10.20 (a) show the original FFDM MG images from the INbreast and
UCHCDM data-sets, where the red BBs show the location of lesions as given by experienced
radiologists, (b) shows the associated pixel-level GTMs of the mass lesions, (c) and (d) the out-
put of U-Net++ with/without pre-training on dense areas, (e) and (f) the output of vanilla U-Net
with/without pre-training on dense areas, (g) and (h) the output of R2U-Net with/without pre-
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Fig. 10.2: MG images in BI-RAD A, B, C, and D and their corresponding binary segmented output
maps using the RAttU-Net model to segment it to background (black areas), dense (white areas)
and non dense (gray) areas.
training on dense areas; (i) and (j) the output of AttU-Net with/without pre-training on dense
areas and finally (k) and (l) the output of RAttU-Net with/without pre-training on dense areas. Fig-
ures 10.5, 10.6, 10.7, 10.8, and 10.9 show the output of the models in class A. Figures 10.13, 10.10,
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10.11, 10.12, 10.13, 10.14, 10.15, 10.16, and 10.17 show the output of the models in class B. Fig-
ures 10.18, 10.19, and ?? show the output of the models in class C. And finally, Fig. 10.20 show the
output of the models in class D. The calculated DI and/or IOU for each prediction is shown under
each image in the above mentioned Figures. The DI number shows the Dice similarity coefficient
between the current predicted map and its corresponding GTM. DI takes a value in the range [0,
1], where 1 means that the segmentation in the two images is a perfect match. The model that has
higher detection in terms of DI than the other models is labeled in bold. We also labeled each MG
image with the corresponding breast density class.We added these labels to visually find the effect
of breast density on the detection of masses in MGs across different models. Classes A, B, C, and
D are corresponding to fatty, scattered, heterogeneously dense, and dense classes, respectively. We
divided the MG images in the INbreast and UCHCDM data-set into 4 classes accordingly to its
breast density classes. We tested the 5 models individually on MG images in each class.
The performance of the U-Net++, vanilla U-Net, R2Net, AttU-Net, RAttU-Net, Faster R-CNN,
and Yolo in terms of the IOU are shown in Table 10.4. The top two models are labeled in bold
Table 10.4. The RAttU-Net (pre-trained) is superior in detecting masses in heterogeneous and
dense MGs with a high mean IOU of 0.912 and 0.858, respectively than other models. Following
it is the AttU-Net (pre-trained) with a high IOU of 0.858 and 0.833, respectively. The RAttU-Net
(pre-trained) and U-Net++ (pre-trained) show near mean IOU. The best model show improvement
in detection of tumors with IOU increase from 0.923 to 0.950 (fatty class), from 0.887 to 0.928
(scattered class), from 0.805 to 0.912 (heterogeneous class), and 0.757 to 0.858 (dense class). Note
that the UCHCDM data-set does not have GT contours for the lesions, however, it has a rectangular
bounding box that includes the tumors, which might decrease the DI values of the detected tumors.
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Figures 10.3 and 10.4 show the histogram of the IOU for each class, with bin width of 0.2. The
RAttU-Net detected 71.43% fatty MG images with an IOU of range of 1: 0.8 (see Fig. 10.3a).
The AttU-Net follows the RU-Net network in the detection of masses with 16.67% and 57.14%
of fatty MG images having an IOU in the range of 1: 0.8 and 0.8: 0.6, respectively. while the
Vanilla U-Net (50.00%), U-NET++ (50.00%), Yolo (42.86%), Faster R-CNN (19.05%), R2U-
Net (19.05%) models show lower IOU in the range of 1: 0.8 (see Fig. 10.3a). In the case of the
scattered MG images, the RAttU-Net have IOU of 75.00% followed by the U-NET++ (55.56%),
AttU-Net (52.78%), Vanilla U-Net (44.44%), Yolo (44.44%), R2U-Net (30.56%) and Faster R-
CNN (27.78%) in the ranges 1: 0.8 (see Fig. 10.3d).
In the challenging cases, the heterogeneously dense, the RAttU-Net is superior in detecting
masses with IOU (52.38%) in the range of 1: 0.8 than other models (see Fig. 10.3c), followed by
the U-NET++ (38.10%), YOLO (33.33%), Vanilla U-Net (28.57%), AttU-Net (28.57%), Faster
R-CNN (9.52%), and R2U-Net (4.76%).
In the most challenging cases, the extremely dense, the RAttU-Net has IOU (62.50%) followed
by the YOLO (50.00%), AttU-Net (37.50%), Faster R-CNN (37.50%), Vanilla U-Net (25.00%),
U-NET++ (25.00%), and R2U-Net (0%) (Fig. 10.3d).
We noticed that RU-Net has the lowest performance in terms of DI and IOU among all the other
models and the RAttU-Net have the highest performance in terms of DI and IOU among all the
other models. After pre-train the segmentation models on the detection of dense areas in the MG
breast, the performance of the models in terms of DI and IOU increased. Figs. 10.3 and 10.4 show
that the IOU in the range of 1: 0.8 of the RAttU-Net increased from 71.43% to 88.10% in fatty
class, from 75.00% to 75.00% scattered class, from 52.38% to 80.95% in heterogeneous class, and
177
62.50% to 75.00% in dense class.
The IOU in the range of 1: 0.8 of the AttU-Net increased from 57.14% to 66.67% in fatty
class, from 52.78% to 55.56% scattered class, from 28.57% to 47.62% in heterogeneous class,
and 37.50% to 62.50% in dense class (Figs. 10.3 and 10.4). Moreover, the IOU in the range of
1: 0.8 of the U-Net++ increased from 50.00% to 61.90% in fatty class, from 55.56% to 61.11%
scattered class, from 38.10% to 47.62% in heterogeneous class, and 25.00% to 37.50% in dense
class (Figs. 10.3 and 10.4). The IOU in the range of 1: 0.8 of the Vanilla U-Net increased from
57.14% to 66.67% in fatty class, from 52.78% to 55.56% scattered class, from 28.57% to 47.62%
in heterogeneous class, and 37.50% to 62.50% in dense class. The IOU in the range of 1: 0.8
of the U-Net++ increased from 50.00% to 83.33% in fatty class, from 44.44% to 58.33% scat-
tered class, from 28.57% to 57.14% in heterogeneous class, and 25.00% to 37.50% in dense class
(Figs. 10.3 and 10.4). And finally the IOU in the range of 1: 0.8 of the R2U-net increased from
19.05% to 83.33% in fatty class, from 30.56% to 47.22% scattered class, from 4.76% to 47.62%
in heterogeneous class, and 0.00% to 12.50% in dense class (Figs. 10.3 and 10.4). Even-though
the performance of the R2-Net has improved after our training strategy, it still shows the lowest
performance among other models in terms of DI and IOU.
Timing performance
To assess the runtime performance of these methods, we measured the inference time per image
taken by each method to detect lesions in the test data-set. We also measured the time taken by
each model to complete one epoch. The mean training time per epoch and the mean inference time
per image of the previous models are shown in Table 10.5. The inference time of the segmentation
178
Fig. 10.3: Histogram of the mean of IOU value for the test images in each MG breast density class.
Models are trained from scratch on mass GTMs.
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Fig. 10.4: Histogram of the mean of IOU value for the test images in each MG breast density class.
Models are pre-trained with dense images and fine-tuned with mass GTMs.
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Table 10.4: The performance of the U-Net++, vanilla U-Net, R2Net, AttU-Net, RAttU-Net, Faster
R-CNN, and Yolo in terms of the intersection over union (IOU).
Class A Class B Class C Class D
Model Mean IOU
-U-Net++ 0.885 0.872 0.710 0.435
-U-Net++ (pre-trained) 0.942 0.915 0.747 0.533
-Vanilla U-Net 0.930 0.883 0.779 0.601
-Vanilla U-Net (pre-trained) 0.910 0.820 0.807 0.712
-R2U-Net 0.675 0.601 0.476 0.105
-R2U-Net (pre-trained) 0.857 0.718 0.756 0.543
-AttU-Net 0.897 0.834 0.785 0.603
-AttU-Net (pre-trained) 0.943 0.854 0.858 0.833
-RAttU-Net 0.923 0.887 0.805 0.757
-RAttU-Net (pre-trained) 0.950 0.928 0.912 0.858
-Faster R-CNN 0.717 0.732 0.689 0.750
-Yolo 0.814 0.791 0.778 0.802
models are comparable (fractions of milliseconds), while outperforming the Faster R-CNN, and
Yolo models.
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Table 10.5: The performance of the U-Net++, vanilla U-Net, R2Net, AttU-Net, RAttU-Net, Faster











-Faster R-CNN 65 0.439
-Yolo 70 0.206
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Fig. 10.5: (a) shows class A INbreast MG images and its corresponding GT mask (b); columns (c),
(e), (g), (i), and (k) show the output of the trained models without pre-training on dense areas; (d),
(f), (j), and (l) show the output of the trained models pre-trained on dense areas.
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Fig. 10.6: (a) shows class A INbreast MG images and its corresponding GT mask (b); columns (c),
(e), (g), (i), and (k) show the output of the trained models without pre-training on dense areas; (d),
(f), (j), and (l) show the output of the trained models pre-trained on dense areas.
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Fig. 10.7: (a) shows class A MG images of the INbreast data-set and its corresponding GT mask in
(b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-training on
dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on dense areas.
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Fig. 10.8: (a) shows class A MG images of the UCHCDM data-set and its corresponding GT mask
in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-training
on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on dense
areas.
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Fig. 10.9: (a) shows class A MG images of the UCHCDM data-set and its corresponding GT mask
in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-training
on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on dense
areas.
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Fig. 10.10: (a) Shows class B MG images of the INbreast data-set and their corresponding GT
mask in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-
training on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on
dense areas.
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Fig. 10.11: (a) shows class B MG images of the INbreast data-set and its corresponding GT mask
in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-training
on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on dense
areas.
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Fig. 10.12: (a) shows class B MG images of the INbreast data-set and its corresponding GT mask
in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-training
on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on dense
areas.
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Fig. 10.13: (a) shows class B MG images of the UCHCDM data-set and its corresponding GT
mask in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-
training on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on
dense areas.
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Fig. 10.14: (a) shows class B MG images of the UCHCDM data-set and its corresponding GT
mask in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-
training on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on
dense areas.
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Fig. 10.15: (a) shows class B MG images of the UCHCDM data-set and its corresponding GT
mask in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-
training on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on
dense areas.
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Fig. 10.16: (a) shows class B MG images of the UCHCDM data-set and its corresponding GT
mask in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-
training on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on
dense areas.
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Fig. 10.17: (a) shows class B MG images of the UCHCDM data-set and its corresponding GT
mask in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-
training on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on
dense areas.
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Fig. 10.18: (a) Shows class C MG images of the INbreast data-set and their corresponding GT
mask in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-
training on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on
dense areas.
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Fig. 10.19: (a) shows class C MG images of the INbreast data-set and its corresponding GT mask
in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-training
on dense areas; (d), (f), (j), and (l) show the output of the trained models pre-trained on dense
areas.
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Fig. 10.20: (a) Shows class D MG images of the INbreast data-set and their corresponding GT
mask in (b); columns (c), (e), (g), (i), and (k) show the output of the trained models without pre-




As we mentioned before, the MG images of class C (heterogeneously dense) and class D (ex-
tremely dense) are very challenging where the dense areas of the breast make it harder to find
masses and obscure small masses. The proposed training strategy succeed to overcome these chal-
lenges (Figs. 10.18, ??, and 10.20). This is because the generated density attention maps help the
main CNN used for detecting lesions to pay attention more to these regions and predict a precise
pixel-wise segmentation map of an input full MG image.
10.6 Conclusions
We compared the performance of the nested U-Net (U-Net++) model, vanilla U-Net, recurrent
residual U-Net (R2U-Net), attention U-Net (AttU-Net), residual attention U-Net (RAttU-Net) that
are trained from scratch on the segmentation of lesions with the corresponding models that are
trained using the proposed training strategy. Furthermore, we trained the state-of-the-art, the Faster
R-CNN model, and the Yolo model with our training data-sets from scratch to detect masses. We
use the mean Dice Index (DI), mean intersection over union (IOU), and the inference time in
seconds per image to measure the performance of each model. We show that using our training
technique, the performance of the segmentation models increased in terms of DI and IOU. The
RAttU-Net (pre-trained using the proposed training strategy) is superior in detecting masses in
heterogeneous and dense MGs with a high mean IOU of 0.912 and 0.858, respectively than other
models. Following it is the AttU-Net with a high IOU of 0.858 and 0.833, respectively. The
RAttU-Net and U-Net++ show near mean IOU. The best model show improvement in detection of
tumors with IOU increase from 0.923 to 0.950 (fatty class), from 0.887 to 0.928 (scattered class),
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from 0.805 to 0.912 (heterogeneous class), and 0.757 to 0.858 (dense class).
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Chapter 11
A Closer Look at Prior and Current MG Images using One-shot Image
Recognition
11.1 Abstract
Radiologists compare MLO and CC views, look for asymmetry and evaluate changes with respect
to prior year MGs. Findings that have not changed from older MGs are likely to be benign tumors
and are signs of FP detection. In contrast, abnormal cells grow at a more rapid rate and begin to
invade surrounding tissues, they form cancerous tumors. These cancerous tumors have different
shapes and sizes than in prior images of the same patients. However, the appearance of normal
breast tissues does not change much across the years.
We propose a deep learning One-shot Siamese network that is trained on both images and mimic
radiologists in comparing prior and current MG images to improve the detection accuracy. The
proposed Siamese network uses two identical sub-networks that have the same architecture and
share the same parameters and weights.
The Siamese CNN approach achieved an AUC of 0.992 on the test UCHCDM data-set. We also
compared the performance of the Siamese CNN model with a baseline CNN model. The accuracy
of the classification of MG images increased by 14.22% when prior images were used to train the
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DL CNN model. Using a baseline CNN model, the accuracy dropped from 0.932 to 0.816. Results
show that using prior-year images in training DL models is a promising approach.
11.2 Background
Breast cancer is the second most common cause of cancer deaths among women in the USA af-
ter lung cancer. As of January 2019, there are more than 3.1 million women with a history of
breast cancer in the USA [54]. Screening mammography is the main imaging modality used for
early detection of breast abnormalities [34, 54]. The most important risk factors for the develop-
ment of breast cancer are gender, age, and genetics. To reduce the risk of developing cancer among
women, current guidelines from the American College of Radiology (ACR) and the National Com-
prehensive Cancer Network (NCCN) recommend screening mammography every year for women,
beginning at age 40, as well as regular breast exams by radiologists to check for lumps. These
follow-up screenings are done to see if there has been any change in an abnormality over time.
Studies have shown that mammogram (MG) images are the only method of breast imaging that
consistently contributed to the decrease of breast cancer-related mortality [34, 54]. According to
the American Cancer Society, the female breast cancer death rate declined by 40% from its maxi-
mum in 1989 to 2016 [67,199] through early detection using mammography screening. Moreover,
in the USA, full-field digital mammography (FFDM) has replaced conventional Screen-film mam-
mography (SFM) [68, 205] to have better assessments.
Breast cancer can manifest on mammography in several ways: abnormal areas of lumps or
tumors called masses, small white spots called calcifications (MCs), architectural distortion (AD),
asymmetry, or any combination of these. Besides the primary aim of detecting breast cancers in
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screening MGs, it is necessary to lower false-positive rates (FPRs) to avoid additional radiation
exposure, and unnecessary biopsies [37].
Radiologists use several techniques to lower the FPRs, these techniques include double reading,
prior-current year reading, multi-view reading, and modalities reading. The idea of double reading
is to have two or more radiologists read the same MG [171], which leads to unnecessary increase
costs and a similar cancer detection rate [172]. Beside double readings, radiologists compare
current year MG images to prior MGs images acquired from the same breast for patients at different
times. Prior-current year analysis (also called temporal analysis) of MG images are required for
various reasons, such as monitoring the tumor growth or post-operative monitoring of healing.
Tumors that have not changed from older MGs are likely to be benign tumors and are signs of
FP detection. In contrast, abnormal cancerous cells grow at a more rapid rate and begin to invade
surrounding tissues, as they form cancerous tumors. These cancerous tumors have different shapes
and sizes than in prior images of the same patients [147]. Moreover, the presence of a suspicious
mass, calcifications, or both, and a change in from prior MG, may suggest a high probability of
breast cancer. Radiologists also use multi-view reading to reduce FPs by comparing the findings
in both the craniocaudal (CC) and mediolateral oblique (MLO) views of the same breast [35, 79].
Yes, multi-view reading is important and helpful for radiology to see the findings from another
view, however findings seen in one view might be unseen in the other view, this case is called
architectural distortion (AD). In the multimodal analysis, images for the same breast are acquired
using different modalities, e.g. X-ray and MRI. However, MRI is used for women at high risk of
breast cancer, evaluate the extent of cancer following diagnosis, or further evaluate abnormalities
seen on mammography.
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Studies have shown that the use of prior MGs in screening effectively reduces the number of
FPs referrals [77]. In dense breasts, prior images allow radiologists to distinguish growing lesions
from normal dense structures in the breast that somehow look suspicious. This help shows if any
findings are new, or if they were already there on prior MGs. [231] shows that incorporating the
temporal change information in mammography mass classification can improve the performance
detection for CAD models. Automatic comparison between temporal MGs is still a difficult task for
the current traditional CAD models because of the complexity of temporal MG registration [231].
These CAD models involve pre-processing, temporal image registration and temporal image sub-
traction to generate a difference image, and finally the analysis of the different images to obtain the
changed and unchanged regions of the lesion. If miss-registration occurred, this causes subtraction
artifacts which produce a false-positive result (see Fig. 11.1).
Recently, DL methods and in particular convolutional neural networks (CNNs) have achieved
the-state-of-the-art performance for image classification and lesion detection for mammography
[39,57,124,127] and for medical applications in general [4,10,139]. DL can reduce the workload
of radiologists and the cost associated with double reading. However, the performance of current
DL systems still need improvements to enhance its accuracy [4, 10, 102, 138, 243]. Compared to
the traditional CAD methods, DL methods offer automated learning of features estimated based on
specific detection/segmentation/classification functions.
Sun et al. [212] proposed a method to use deep CNN for near-term breast cancer risk analysis by
detecting a mass in two temporal MG screenings. In his study, every breast image is divided into
100 ROIs with 52 × 52 pixels, and each ROI were trained with the proposed CNN individually,




Fig. 11.1: (a) and (b) show the conventional radiology method applied to the left images of same
patient where the temporal (current and prior) MG images are subtracted to enhance areas where
differences occur. However, without proper registration of temporal images pairs, the review
of temporal image pairs may be seriously hampered by differences in acquisition and position
changes.
Regardless of having a temporal data-set, Sun et al. did not use prior images to reduce FPR in
current images.
Carneiro et al. [40] addressed the classification of mass(es) using a multi-view pre-trained CNN.
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Their model classifies a full MG by extracting features from each view of the breast (train a separate
CNN for each view) and combining these features in a joint CNN model to output a prediction that
estimates the patient’s risk of developing breast cancer. Carneiro et al [41] following his work [40]
build a fully automated pre-trained CNN for detecting masses and MCs in multi-view images
reaching AUC of 0.9 for the 2-class benign versus the malignant problem. Dhungel et al. [58]
trained a multi-view deep residual neural network (mResNet) for the fully automated classification
of MGs as either malignant or normal/benign. Dhungel et al. [58] show that the combination of
both views with the automatically generated lesion segmentation masks produces a reasonably
accurate classification into malignant or normal/benign, with an AUC of 0.8.
Deep convolutional neural networks (DCNNs) are the state-of-the-art methods used for image
classification and retrieval tasks. The main challenge for researchers is the need of collecting
large annotated training data-sets. In applications using medical images, collecting this much data
is sometimes not feasible. We propose a Siamese network with one-shot learning, that aims to
solve this problem. To train such a DL network to compare temporal MG images (prior-current
year images), we first require temporal MG images of each patient. The proposed network is not
learning to classify a temporal MG image directly to any of the output classes (normal, cancer).
Rather, the proposed network instead takes an extra reference image (prior image of the same
view) of the same patient as input and will produce a similarity score that expresses how similar
they are. The dissimilarity between two pairs of temporal MG images shows a risk factor of
developing cancer within the tissues. The proposed Siamese network is a type of DL network that
uses two identical sub-networks that have the same architecture and share the same parameters and
weights. Some common applications for Siamese networks include facial recognition, signature
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verification. Siamese networks are particularly useful in cases where there are large numbers of
classes with small numbers of observations of each, which is our case here. In such cases, there
is not enough data to train a DL to classify images into normal, cancer classes. If new temporal
images are introduced to the Siamese network, the network determines if two images are similar or
dissimilar. Siamese networks perform well in these tasks because their shared weights mean there
are fewer parameters to learn during training and they can produce good results with a relatively
small amount of training data.
The performance of the Siamese model is compared to a baseline architecture without integrat-
ing prior-year images using Area Under the ROC Curve (AUC). The Siamese network is trained on
temporal images from the public breast cancer digital repository (BCDR) and the private full-field
digital repository UCHCDM from the University of Connecticut health care center (UCHC).
11.3 Material and Methods
11.3.1 Siamese Network using One-Shot Recognition
We propose a deep learning Siamese network using two identical CNNs sharing the same weights
(see Fig. 11.2). In our experiment, each identical CNN is composed of three blocks of convolution
layers (conv.), ReLU, and Max-pooling followed by a Conv. connected to a fully-connected (FC)
layer with a sigmoid function. This FC layer produces the feature vectors that will be fused by the
weighed distance layer. The output is fed to a final FC layer that outputs a value between 1 and 0
(dissimilar or similar images).
To assess the best architecture, we used a mini-batch size of 4 and the Bayesian hyperparameter
optimization to find the best parameters used in our architecture.
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• Layer-wise learning rates (search from 10−5: 10−1).
• Layer-wise momentum (µ) (search from 0: 1).
• Layer-wise L2-regularization weight (λ) (from 0: 10−1).
• Filter size from 3 × 3 to 10 × 10.
• Filter numbers from 16 to 256 (using multipliers of 16).
• Number of units in the fully connected layer from 128 to 4096.
We used a 25% dropout for regularization to reduce overfitting. The rectified linear units (ReLU)
was applied as the activation function after all the Conv. layers except for the last Conv. layer, and
we used L2-Regularization in each layer and the Stochastic Gradient Descent with momentum as
an optimizer. The units in the final Conv. layer are flattened into a single vector. This Conv. layer
is followed by an FC layer, and then one more layer computing the distance metric between each
CNN, which is given to a single sigmoidal output unit (see Figs. 11.2 and 11.3).
In the proposed supervised learning approach, our data-set contains pairs of (Xi, (Di(x1, x2))
where Xi is input pair of images and (Di(x1, x2)) is the output similarity score. Di(x1, x2) = 0 ; if
both images are similar, Di(x1, x2) = 1; if both images are dissimilar.
The network employs a pair of images x1 and x2 as input and is passed through the Siamese
network to generate a fixed-length feature vector for each (h(x1), h(x2)). The function (h(x1), h(x2))
represents the embedding features from each pair of images extracted by the Siamese network. If
the two input MG images (prior and current) has no change in texture, then their feature vectors
must also be similar, while if the two input images belong to two different views or have changed in
the texture (i.e. masses or calcification developed), then their feature vectors will also be different.
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The similarity between pair of images is calculated by the Euclidean distance D(x1, x2), which is
element-wise absolute difference between the two feature vectors h(x1), h(x2) (Equation 11.1). We
establish the constructive loss function (L) [88] (Equation 11.2), which minimizes the Euclidean
distance between the features of similar pairs and maximize it for dissimilar pairs.
Fig. 11.2: General architecture of the proposed Siamese network. The network is first pre-trained
on patch pairs cancer and non-cancer images. Matching pair of images and non-matching images.
Then the network is fine-tuned with pairs of full MG images from current year and prior year
views. The feature network, consists of interchanging layers of convolutions and pooling, share
parameters between paths.
D(x1, x2) = ‖h(x1) − h(x2)‖2, (11.1)
L(x1, x2; m) =
1
2
× Y × D(x1, x2) +
1
2
× (1 − Y) × max(0,m − D(x1, x2)), (11.2)
Where Y is a binary label of the input images x1 and x1. For xi pair of images,Y = 1 indicates
that the image pairs are dissimilar and Y = 0 shows that the image pairs are similar. The parameter
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Fig. 11.3: Detailed architecture of the proposed Siamese network.
m is defined as the margin threshold between similar and dissimilar pairs. Equation 11.2 calculates
loss per sample during training. When similar image pair, which has Y = 0, is fed to the network,
the right-hand side of the addition section of Equation 11.2 will be equal to zero, thus 12 × Y ×
D(x1, x2) = 0 and the loss becomes equal to the part containing the positive pair distance between
the embedding of two similar images (12 × (1 − Y) × max(0,m − D(x1, x2)). If the image pair has
Y = 0 but the network output a feature pair of vectors whose D(x1, x2) is completely dissimilar
thus D(x1, x2) has value greater than m, then the value of the loss function is maximized to zero
else if the images have similar D(x1, x2), then the gradient descent reduces the distance between
them which is learned by the network.
On the other hand, when two dissimilar images, Y = 1, are fed to the network, the left-hand side
of the addition turns to zero, thus 12 × (1 − Y) × max(0,m − D(x1, x2)) = 0 and the remaining part
of the equation ( 12 × Y × D(x1, x2)) works as the loss function. Thus the variable m is the margin
of separation between dissimilar and similar samples and is decided empirically. When m is large,
it pushes dissimilar and similar images further apart thus acting as a margin, in our experiments
m = 1.
We follow the same initialization strategy introduced by Koch et al. [120]. The learning rate (Lr)
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is defined layer-wise and it is decayed uniformly by 0.1% each epoch (T ), thus Lr(epoch = T ) =
0.99 × Lr(T − 1)). We trained each network for a maximum of Tmax = 300 epochs. In every layer,
the momentum µ is fixed at 0.5 and it is increased linearly each epoch until reaching a value mu.
For each image pair x1, x2, data augmentation was used with affine distortions T = ((rotations:θ),
(translations: tx, ty) and (zoom: ρx, ρy). With θ ∈ [−10.0, 10.0], ρx, ρy ∈ [−0.3, 0.3], and tx, ty ∈
[−1, 1]).
In our data-set, we have the following similar MG images from same view with [(NC, NP), (BC,
BP), (MC, Mp] and dissimilar images from the same view with [MC, NP), (BC, NP)], where B refers
to benign, M refers to malignant, N refers to normal, C refers to current, and P refers to prior. The
UCONN data-set has mainly these cases only [(NC and (MC, NP)]. However, the BCDR data-set
has all the cases [(NC, NP), (BC, BP), (MC, Mp), (MC, NP), (BC, NP)].
Notice that this network is not learning to classify an image directly to any output classes. Rather,
it is learning a similarity function, which takes two images as input and expresses how similar they
are. Our target that the Siamese network recognizes the development of tumor in the breast and
can show dissimilar output for these cases (MC, NP), (BC, NP).
Training Strategy for Siamese Network
Before we train our Siamese network for our recognition task of temporal similar or dissimilar
images, we first pre-train it for classification task with all patches that has tumors centered in the
image (as cancer class) and all patches of images that are normal (as normal class). By this way
the network learn to differentiate between the textures that are normal and textures that has tumor.
We did that pre-training for two reasons, the first one is because the prior normal image and the
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current malignant or benign image have large similarity except in small areas which have tumor.
These areas can vary in size and can be very small to the point that the network can consider the
two images as similar but it is not the case here. Current and prior images are considered different
because of small area(s) that developed tumor. Small tumors will make the network struggle giving
similar output while the labels are dissimilar. The proposed Siamese network is pre-trained on
augmented patches (normal and tumors of different sizes, shapes and margins), then the weights
of this network are used as initialization for the Siamese network for the whole image recognition
task. So instead of using a CNN architecture for the recognition task with the ImageNet pre-trained
weight as in these architectures [51, 120], we used the weights of the network trained on patches
of normal and cancer images.
Data-sets for Siamese Network
This study is conducted using 211 cases (184 cancerous versus 27 healthy) of originally digital
MGs collected at University of Connecticut Health Center (UCHC), called UCHC DigiMammo
(UCHCDM) database [9, 253]. Each case includes four MGs (two views [CC and MLO] from
two sides) imaged at two different times, referred as current (C) and prior (P) exam or scan (see
Fig. 11.4). Each mammographic image has a large size (e.g., 3328 × 4096 pixels) and 12 bits
per pixel. UCHCDM images are originally stored in DICOM format. All mammographic images
are ground truth annotated files with a description of known pathology (normal (healthy), mass,
AD, calcification) and circled at the locations of cancers (if any) on a separate key ground truth
image. In 184 cancerous cases, there are labels for clarifications, architectural distortion (ADs) and
masses annotated by our expert radiologists. The mammographic images are first pre-processed
by employing normalization such as scaling image intensity to the range of [0, 255]. From the
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UCHCDM data-set, we extracted 368 current cancerous images that have 368 prior normal images,
and we extracted 476 current normal images that have 476 prior normal images (see Table 11.1).
(a) Patient has heterogeneously dense breast. The
left breast of C exam has malignant (BI-RADS
5) invasive ductal carcinoma mass, while the right
breast of C exam has no lesions (normal). The
right and left breasts of the P exam of same patient
has BI-RADS 1 (normal). The C and P exams are
scanned 6 years apart.
(b) Patient has breast density with scattered areas
of fibroglandular. The right breast of C exam has
malignant (BI-RADS 4) pleomorphic calcifications
with segmental distribution, while the left breast of
C exam has no lesions (normal). The right and left
breasts of the P exam of same patient has BI-RADS
1. The C and P exams are scanned 6 years apart.
Fig. 11.4: Each case in (a) and (b) includes 4 mammograms (two views [CC and MLO] from two
sides) imaged at two different times, the upper row in each case refers to current (C) exam and the
lower row in each case refers to prior (P) exam. (a) and (b) are temporal cases from the UCHCDM
data-set.
We also used some cases from the Breast cancer digital repository (BCDR) [142] that have temporal im-
ages for same patients (see Fig. 11.5). The BCDR database is subdivided in two different repositories: 1- a
film mammography-based Repository (BCDR-FM) and 2- a full field digital mammography-based reposi-
213
(a) Patient has heterogeneously dense breast. The
left breast of C and P exams has benign mass with
round shape and circumscribed margins, while the
right breast of C and P exams has no lesions (nor-
mal). Benign calcification are detected in the C
exam of left breast. The C and P exams are scanned
1 year apart.
(b) Patient has scattered areas of fibroglandular. The
left breast of C and P exams has benign mass with
round shape and circumscribed margins, while the
right breast of C and P exams has no lesions. Malig-
nant mass of irregular shape and spiculated margins
are detected in the C exam of left breast. The C and
P exams are scanned 1 year apart.
Fig. 11.5: Each case in (c) and (d) includes 4 mammograms (two views [CC and MLO] from two
sides) imaged at two different times, the upper row in each case refers to current (C) exam and the
lower row in each case refers to prior (P) exam. (c) and (d) are temporal cases from the BCDR
data-set.
tory (BCDR-DM). BCDR has patients’ cases annotated by expert radiologists containing clinical data (de-
tected anomalies, breast density, BI-RADS classification, etc.), lesions outlines, and image-based features
computed from CC and MLO mammography image views. The MLO and CC images of the BCDR-FM
data-set are grey-level digitized MGs with a resolution of 720 × 1168 pixels and a bit depth of 8 bits per
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pixel, saved in the TIFF format. The MLO and CC images of the BCDR-DM are grey-level MGs with a
resolution of 3328 × 4084 or 2560 × 3328 pixels, depending on the compression plate used in the acquisition
(according to the breast size of the patient). The bit depth is 14 bits per pixel and the images are saved in the
TIFF format.
We extracted from the BCDR data-set all the temporal images for each patient if available. We extracted
from the BCDR data-set 257 current cancerous images that have 257 prior cancerous images. We did not
use the current-prior normal breast side of the cancerous patients from the BCDR data-set.
All images related to same patient are grouped in the training data-set, validation data-set or the test
data-set. We tested our model on 37 patients from the UCHCDM data-set that have current cancer and prior
normal (for one side), and have current normal and prior normal (for the other side). In total we have 1300
training MG images, 388 validation MG images, and 296 pair of test images (see Table 11.1).
For pre-training our network, we used patches of normal and cancerous images from the DDSM, and the
INbreast database (see Fig. 11.6). Cancer patches were extracted around the center-of-mass of the annotated
lesion. Normal patches were randomly selected within the breast from the normal cases.
DDSM database comprises approximately 2,620 cases each containing both MLO and CC views of each
breast. It contains digitized screen film mammography (SFM) images. The DDSM database contains the
pixel-level annotation for the ROIs and their pathology confirmed labeling benign or malignant. It further
contains the type of lesion, such as calcification or mass. Most MGs contain only one ROI while a small
portion contain more than one ROIs. We converted the lossless jpeg images to png format, and re-scaled the
pixel values to the 0-255 range. For the training of our model, we concerned only the images with masses
and calcifications, having 913 of benign findings and 849 of malignant findings, In total, 1,762 patches.
The INbreast comprises FFDM database. It has a total of 410 images, 116 mass annotated images and
343 calcification annotated images.
In total, we extracted balanced patches of normal and cancerous images, thus we used all 2,220 cancer
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patches and 2,220 normal patches to pre-train our proposed model (see Table 11.1).
(a) Example of normal (healthy) patches used to pre-train our model.
(b) Example of cancerous patches used to pre-train our model.
Fig. 11.6: For pre-train our models, we use normal patches (a) and cancerous patches (b). Images
shown are extracted from the (DDSM, BCDR, and INbreast) data-sets.
Table 11.1: The distribution of the data-sets used in training and testing our proposed models.
Data-set Purpose #Images Total
DDSM (patches) Pre-training 1,762
2,221
INbreast (patches) Pre-training 459
UCHCDM (full image) Training 1,300
1,710
BCDR (full image) Training 410
UCHCDM (full image) Validation 92
194
BCDR (full image) Validation 102
UCHCDM (full image) Test 296 296
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Pre-processing and Data-augmentation for Siamese Network
For our training, each original image is quantized to 8 bits per pixel (256 gray level). The dark background
areas are cropped off, which leaves the breast area, after that, we apply the contrast limited adaptive his-
togram equalization (CLAHE) to enhance the contrast of the images. All MGs are re-scaled to the 0-255
range and converted into png format and re-sized into 512 × 512.
For the full pair of images, we artificially enlarged the data-set by using data augmentation. For each
image pair x1, x2, data augmentation was used with affine distortions T = ((rotations:θ), (translations: tx, ty)
and (zoom: ρx, ρy). With θ ∈ [−10.0, 10.0], ρx, ρy ∈ [−0.3, 0.3], and tx, ty ∈ [−1, 1]). We used same the
augmentation technique with the patches of images for pre-training our Siamese model.
11.3.2 Baseline DL architectures
The performance of the proposed Siamese network, which incorporate prior-current year in its training, is
compared to a baseline architectures without integrating prior year images using Area Under the ROC Curve
(AUC). In this work we are using the whole semantic segmentation nested U-NET model (U-Net++) and a
proposed whole image classifier as our baseline DL architectures.
Whole Image Semantic Segmentation using U-Net++
The U-Net++ DL model with dense skip connections is adopted as our semantic segmentation model to learn
multi-scale and different semantic levels of visual features representations in our work. U-Net++ consists of
U-Nets of varying depths whose decoders are densely connected at the same resolution via the redesigned
skip pathways. The U-Net++ architecture is an improved version of the U-Net as it embeds U-Nets of
varying depths in its architecture, enabling improved segmentation performance for varying size lesions
over the fixed-depth U-Net. The skip connections in U-Net++, enable flexible feature fusion in decoders in
comparison to the restrictive skip connections in U-Net that require fusion of only same-scale feature maps.
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For example, in U-Net++, node X0,4 receives the skip connections from all previous convolution units at the
same level, namely X0,0, X0,1, X0,2 and X0,3, while in U-Net only one skip connection is applied from node
X0,0. In such a way, the semantic levels of the encoder feature maps are closer to those in the corresponding
decoder part. Nodes Xi, j at level j of =0 receive only one input from a previous down-sampling layer, while
nodes at level j > 0 receive j + 1 inputs from both the skip pathways and the up-sampling layer.
We used residual blocks instead of regular convolution block, which facilitates better convergence abilities
for our deep networks. A 2-D conv.layer is implemented first, which is followed by a BN layer. Then, a
further conv. and BN layer is applied. Finally, the output will be generated by adding the outputs from the
second BN layer and the first Conv2D layer. We used the ReLU activation function after each conv. layer. A
1 × 1 convolution with C kernels followed by a Sigmoid activation function is appended to the outputs from
nodes X0,1, X0,2, X0,3, and X0,4 to obtain results Y0,1,Y0,2,Y0,3,Y0,4. X0,5 = Y0,1 ⊕ Y0,2 ⊕ Y0,3 ⊕ Y0,4. X0,5
is followed by a sigmoid layer, and the fusion output Y0,5 is generated. Where C=2, the number of classes
observed in the given data-set (background, lesion). A hybrid segmentation loss is used which consist of
pixel-wise cross-entropy loss and soft dice-coefficient loss for each semantic scale. Mathematically, the












Where yn,c ∈ Y and pn,c ∈ P denote the target labels and predicted probabilities for class c and nth pixel
in the batch, N indicates the number of pixels within one batch. The overall loss function for U-Net++ is




ωi × `i(Y, P), (11.4)
Where the corresponding weights are denoted as ωi(i=1, 2, 3, 4, 5), and i is index of the decoder. To
improve segmentation performance and weaken the effect of class imbalance problems, dice coefficient loss
is usually applied in semantic segmentation tasks.
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Fig. 11.7: Nested U-Net or U-Net++ consists of an encoder and decoder that are connected through
a series of nested dense Conv. blocks. U-Net++ bridge the semantic gap between the feature maps
of the encoder and decoder prior to fusion. For example, the semantic gap between (X0,0, X1,3) is
bridged using a dense convolution block with three convolution layers. Black diagrams indicates
the original U-Net, green and blue show dense Conv. blocks on the skip pathways. green, and blue
components distinguish U-Net++ from U-Net.
Data-sets for Semantic Segmentation U-Net++ Model
We trained our CNN models on the publicly available data-sets, DDSM [93], BCDR [142], and the pub-
licly available INbreast data-set [38] and tested it on the private UCHCDM data-set [9,253]. Each MG image
has been annotated based on their density derived from the American College of Radiology’s (ACR) Breast
Imaging Reporting and Data System (BI-RADS) [29]. For each MG image, its density in ACR standard
scale is given as one of these categories: class A: fatty, class B: scattered, class C: heterogeneous dense, and
class D: dense [4,29]. We grouped the BI-RADS multi-class assessment into benign and malignant classes.
In this study, we categorized 1,133 MG images with BI-RADS ∈ {2, 3} as benign, and 2,139 MG images
with BI-RADS ∈ {4, 5, 6} as malignant. Distribution of density for each BI-RADS class is presented in
219
Table 11.2. In total, we used 3,272 MG images to conduct our experiments.
Table 11.2: Distribution of breast density in each BI-RADS class in the data-sets used in our study.
Purpose Data-set BI-RADS Class Total
A B C D All
Training DDSM Benign 54 215 228 224 1,018
Training BCDR Benign 34 16 23 7 80
Training INbreast Benign 12 4 13 6 35
Training DDSM Malignant 219 693 513 291 1,716
Training BCDR Malignant 16 15 22 2 55
Training INbreast Malignant 30 32 8 2 72
Test UCHCDM Malignant 46 164 66 0 296
Pre-processing and Data-augmentation for Semantic Segmentation U-Net++ Model
The mammographic images are first pre-processed by employing normalization by scaling the image
intensity to the range of [0, 255]. To segment mass(es) in the MG images, we generated different ground
truth maps (GTMs) for the masses using the associated pixel-level boundary of the mass lesions given by the
data-sets. All pixels in the GTM are labeled as belonging to the background (0) or breast lesion (255) classes.
To deal with the small training data-set and avoiding overfitting our model, we applied data augmentation
to the training MG images and it’s corresponding GTMs (that contain mass(es) by image rotation by (-15,
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15) degrees, translation up and down by (-10%, 10%), scaling in and out by 0.2, and left-right flips. All full
MGs images and it’s corresponding GTMs are re-sized to 512 × 512. The images that belong to the same
patient are either in the training data-set. In Fig. 11.8, the upper row shows MG images for two patients,
lesions are surrounded by rectangular GT in red color. The lower row shows the GT segmentations of the
lesions for the same two patients shown in the upper row. (a) and (b), (c) and (d) images are examples for
images extracted from the DDSM data-set and INbreast, respectively, for pre-training the models.
Whole Image Classifier ResNet50 Model
We proposed an end-to-end baseline architecture to classify whole MG images into normal or cancer. The
network is pre-trained using patches extracted from a fully annotated data-set with ROI information normal,
cancer calcification, and cancer mass, malignant mass. The patch classifier’s weight parameters are then
used to initialize the weight parameters of the whole image classifier model. After the network is pre-trained
with patches, it is fine-tuned using data-sets without ROI annotations (normal vs. cancer).
We extracted balanced images for every class (normal, cancer calcification, cancer mass) from the DDSM,
and BCDR mammography database to develop the patch and whole image classifier. We used the digital
INbreast data-set to fine-tune the whole image classifier on two classes (normal, cancer). We evaluated the
ResNet50 network for training the patch image classifiers to attain the best performance. We tested the pro-
posed classifier for whole images on the current test images of the UCHCDM data-set. The DL structure for
converting a patch classifier into a whole image classifier by changing the FC layers on top (see Fig. 11.7).
Training Strategy for Whole Image Classifier ResNet50 Model
There are two steps in training the ResNet50 model for a whole image classifier from scratch. The first
step of training is to train a patch classification model. We use the DL models that have their weights
pre-trained on the ImageNet database and we changed the top FC layers for three classes classification and
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pre-train as follows:
• Set learning rate to 1e−3, freeze the top layers and train for 100 epochs using DDSM and BCDR
patches.
• Set learning rate to 1e−5, unfreeze all layers and fine-tune for 200 epochs using INbreast patches.
Adam is used as an optimizer and the batch size is set to 16. The second step of converting the patch
classifier into a whole image classifier is by altering the input image size from patch to whole image. The
input image size of the pre-training patches are (512 × 512), however the input image size of whole images
is 1024 × 1024. We proportionally increase the feature map size for every convolutional layer. We modified
the top FC layers to classify 2 classes (normal, cancer). We used the same weights of the intermediate layers
of the pre-trained patch classifiers. Similar to the patch network training, we used the following training
strategy:
• Set learning rate to 1e−3, freeze the top layers and train for 50 epochs using the DDSM and BCDR
whole images.
• Set learning rate to 1e−5, unfreeze all layers and fine-tune for 30 epochs using the INbreast whole
images.
We used Adam to optimize the loss function, and used a small batch size of 4 for whole image training.
We used data augmentation for both patch and whole image training. We assign all images with BI-RADS
readings of 1 as normal images; 2: 6 as cancerous images.
11.3.3 Evaluation Metrics
We used the following performance validation metrics to evaluate their method: sensitivity (Sen.), specificity
(Spe.), accuracy (Acc.), ROC curve, and F1 metric.
The sensitivity (SEN), recall, hit rate, or true positive rate (TPR) represents the proportion of positive cases
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correctly classified (Equation 11.5). Where T P is true positive, FN is a false negative, T N is a true negative,
and FP is false positive.
S en =
T P
T P + FN
, (11.5)






The specificity (Spe.), selectivity or true negative rate (TNR) is the proportion of actual negative cases which
are correctly classified (Equation 11.7).
S pe =
T N
T N + FP
, (11.7)
The accuracy (ACC) represents the proportion of true results (both true positives and true negatives) (Equa-
tion 11.8).
ACC =
T P + T N
T N + T P + FN + FP
, (11.8)
The Receiver operating characteristic (ROC) curve is the plot between sensitivity and (1- specificity). (1-
specificity) is also known as false positive rate (FPR).
The AUC measure is computed just by obtaining the area under of ROC curve (Equation 11.9).
AUC =
1 + T PR − FPR
2
, (11.9)
The F1 score is the harmonic average of the precision and recall, where an F1 score reaches its best value at
1 (perfect precision and recall) and worst at 0, (Equation 11.10).
F1score =




The F1-score combines the trade-offs of precision and recall and outputs a single number reflecting the
goodness of a classifier in the presence of imbalanced data-sets.
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(a) Patient has scattered areas of fibroglandular.
The left breast has malignant (BI-RADS 4) mass
of irregular AD shape and spiculated margins, and
the right breast has benign (BI-RADS 2) mass of
round shape and circumscribed margins.
(b) Patient breast is almost entirely fatty. The
left breast has benign (BI-RADS 2) mass of oval
shape and circumscribed margins, and the right
breast has malignant (BI-RADS 5) mass of lobu-
lated shape and circumscribed margins.
(c) Patient has heterogeneously breast density.
The left breast has benign (BI-RADS 3) mass(es)
of oval shape and circumscribed margins. The
right breast has small number of diffused micros
calcifications.
(d) Patient has heterogeneously breast density.
The right and left breast has benign (BI-RADS
2) mass(es) of oval shape and circumscribed mar-
gins. One of the mass(es) are not seen in the MLO
right and left breast.
Fig. 11.8: The upper row shows MG images for two patients, lesions are surrounded by rectangular
GT in red color. The lower row shows the GT segmentations of the lesions for the same two patients
shown in the upper row. (a) and (b), (c) and (d) images are examples for images extracted from the
DDSM data-set and INbreast, respectively, for pre-training the models.
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11.4 Results
We have presented a training strategy for performing one-shot recognition by the deep CNN Siamese model.
We compared the performance of the proposed Siamese model to the performance of the state-of-the-arts
base-line models, U-Net++ and ResNet50 (see Table 11.3). The deep CNN Siamese model is tested on pairs
of MG images (current and prior). While the U-Net++ and the ResNet50 are tested on current MG images.
To test the U-Net++ model ability to detect and accurately localize lesions, we evaluated the predictions
on the UCHCDM data-set using the ROC curve. The ROC curve shows sensitivity (fraction of correctly
localized lesions) as a function of the number of false-positive (see Fig 11.10). A detection was considered
correct if the IOU of the segmented lesion with the ground truth maps is 0.3. The proposed Siamese model
has a sensitivity of 0.932 and FPR of 0.068. The U-Net++ model has a sensitivity of 0.885 and an FPR of
0.116 (see Fig. 11.10). The single network classifier has a sensitivity of 0.816 and an FPR of 0.184.
Figures 11.11, 11.12, and 11.13 show the detection of the U-Net++ model in detecting tumors in the
UCHCDM data-set. Every pair of images show different views for the same breast (CC and MLO). Prior
images in Figs. 11.11, 11.12, and 11.13 are detected as normal, while current images are detected as cancer-
ous images. The last two columns show the detection of the U-Net model for prior and current year images
for the same patient from two different views. In Figs. 11.15, 11.16, 11.17, 11.18, 11.19, and 11.20, the
U-Net++ model detect lesions in prior year images that is small in size comparing to current year images.
The GT images of these detected lesions are normal. The U-Net++ was able to detect small lesions that
developed in years to become cancerous tumors.
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Table 11.3: Comparison of the best one-shot accuracy of Siamese-Net against baseline models.
Model Acc. Sen. Spe. Precision FPR F1 score AUC
Siamese-Net 0.932 0.932 0.932 0.935 0.068 0.932 0.992
U-Net++ 0.884 0.885 0.885 0.841 0.116 0.884 0.968
ResNet50 0.816 0.816 0.816 0.860 0.184 0.816 0.852
11.5 Discussion and Conclusions
We have proposed a Siamese CNN approach, which achieved an AUC of 0.992 on the test UCHCDM data-
set. We also compared the performance of the Siamese CNN model with a baseline CNN model. The
accuracy of the classification of MG images increased by 14.22% when prior images were used to train the
DL CNN model. Using a baseline CNN model, the accuracy dropped from 0.932 to 0.816. Results show
that using prior-year images in training DL models is a promising approach.
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Fig. 11.10: Classification performance.
228
Fig. 11.11: Detection of tumors in current-year and prior-year images.
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Fig. 11.12: Detection of tumors in current-year and prior-year images.
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Fig. 11.13: Detection of tumors in current-year and prior-year images.
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Fig. 11.14: Detection of tumors in current-year and prior-year images.
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Fig. 11.15: Detection of tumors in current-year and prior-year images.
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Fig. 11.16: Detection of tumors in current-year and prior-year images.
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Fig. 11.17: Detection of tumors in current-year and prior-year images.
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Fig. 11.18: Detection of tumors in current-year and prior-year images.
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Fig. 11.19: Detection of tumors in current-year and prior-year images.
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Fig. 11.20: Detection of tumors in current-year and prior-year images.
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Fig. 11.21: Detection of tumors in current-year and prior-year images.
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Chapter 12
Future Work: Generative Adversarial Network for Data Augmentation of
Breast Masses in Mammogram Images
12.1 Abstract
Deep learning (DL) approaches, specially convolution neural networks (CNN), have recently shown promis-
ing results in detecting, classification of breast tumors in mammograms (MGs). However, such models are
constrained by the limited size of publicly available mammography data-sets such as DDSM, INbreast,
BCDR. Several research studies have been conducted using private mammography data-sets, which are not
publicly available for privacy concerns, which arise limitation on the reproducibility of their work. More-
over, the size of normal images is outnumbering those cancer images with tumor findings. This leads us to
unbalanced class problems in training DL models.
Recent studies have used synthetically MG to enlarge their data-set to avoid over-training their model
and avoid biased classifier, which can be done using simple data augmentation techniques (e.g. horizontal
flipping, zoom in and out, rotations). In the last chapter, we have developed a Siamese network trained
on prior MG images (normal) and current year MG images (normal or cancerous). The main problem that
faced us is none of the publicly available databases have prior and current images for the same patient except
for few cases in the BCDR data-set. Increasing the data-set with more cases of prior-current images would
improve the performance of the proposed model. We propose a generative adversarial network (GAN) that
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can be used to synthesize lesions in MG images, thus we utilize to create more images for the prior images
but with different implanted cancerous lesions.
12.2 Background
Singh et al [202] presented a conditional GAN model (cGAN) to segment mammographic lesions from an
ROI. The proposed generative model learns the lesion representations to create binary masks and the ad-
versarial network learns features that discriminate the real masses from the generated binary masks. GANs
have been used for data augmentation in several recent works [20, 85, 193]. Shams et al [193] proposed a
GAN-based mammogram classification method to deal with data scarcity and limited availability of anno-
tated data. Al-Dhabyani et al. [20] used GAN to augment ultrasound images and boost the performance of
their proposed classifier. Similarly, Guan et al. [85] proposed to use the GAN model to generate syntheti-
cally patches that have regions of interest (ROIs) that are normal or abnormal (cancer/tumor). In this work,
we first show that GANs are capable of generating high-resolution synthetic MG images and the implant
lesions are left for future work.
12.3 Material and Methods
12.3.1 Data-sets
We conducted our initial experiment on the publicity available INbreast fully field digital (FFDM) data-set.
The INbreast data-set contains 115 patients and 410 mammograms including both CC and MLO views.
We analyzed each view separately. The INbreast database includes radiologists’ BI-RADS assessment cat-
egories which are defined as follows: incomplete exam: 0, normal: 1, benign: 2, probably benign: 3,
suspicious: 4, highly suggestive of malignancy: 5, and known biopsy-proven cancer: 6. We assigned all
images with BI-RADS 1 as negative and images with BI-RADS 2:6 as cancerous.
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12.3.2 Proposed GAN Model
A generative adversarial network (GAN) is a type of DL network that can generate data with similar charac-
teristics as the input training data. A GAN consists of two networks, discriminator D(X) and generator G(Z),
that train together. Given a vector of random values Z as input, the generator network generates data with the
same structure as the training data X. Given batches of data containing observations from both the training
data and generated data from the generator, the discriminator network attempts to classify the observations
as ”real” or ”generated”, as shown in Fig. 12.1. The generator model takes uniform 100-dimensional noise
distribution Z as input and the result is a four-dimensional tensor that is used as the beginning of the convo-
lution stack. Thus, Z is projected into a small spatial convolutional representation with several feature maps.
The generator consists of five transpose convolution layers (conv.) followed by batch normalization (BN)
layer, then a ReLU activation function, except for the last convolutional layer is feed to Sigmoid output. For
discriminator, it has five Conv. layers followed by the BN layer, ReLU layer, and dropout layer of 25%, the
last Conv. layer is flattened and fed into sigmoid output. Weights are initialized from a zero-centered normal
distribution. For a detailed architecture, refer to Fig. 12.2.
Fig. 12.1: Generative adversarial network framework.
To train the proposed GAN, we train both networks simultaneously to maximize the performance of both.
The objective of the generator is to generate data that the discriminator classifies as ”real”. To maximize




Fig. 12.2: Architecture of the proposed generative adversarial network.
negative log-likelihood function. The loss function for the generator is given by:
lossGenerator = −mean(log(σ(ŶGenerated))), (12.1)
where σ denotes the sigmoid function, and ŶGenerated denotes the output of the discriminator with generated
data input.
The objective of the discriminator is to not be ”fooled” by the generator. To maximize the probability
that the discriminator successfully discriminates between the real and generated images, minimize the sum
of the corresponding negative log likelihood functions. The output of the discriminator corresponds to
the probabilities the input belongs to the ”real” class. For the generated data, we use the probabilities
corresponding to the ”generated” class 1 − σ(ŶGenerated).
lossDiscriminator = −mean(log(0.9 × σ(ŶReal))) − mean(log(1 − σ(ŶGenerated))), (12.2)
where ŶReal denotes the output of the discriminator with real data input.
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We train our GAN model with a mini-batch size of 32 for 5000 epochs. Due to the nature of mammogram
data-sets, we could only implement a limited range of transformations. In particular, we applied a horizontal
flip to generate more images. We use ADAM as our optimization function.
The learning rate of the generator is set to 0.0002 and the learning rate of the discriminator to 0.0001. For
both networks, we use a gradient decay factor of 0.5 and a squared gradient decay factor of 0.999. Train the
model using a custom training loop. Loop over the training data and update the network parameters at each
iteration.
To monitor the training progress, display a batch of generated images using a held-out array of random
values to input into the generator. For each epoch, we shuffle the data-set and loop over mini-batches of
data. For each mini-batch, we normalize the data so that the pixels take values in the range [-1, 1]. We use
a drop-out of 0.25 in the discriminator network. After every 100 iterations, we display a batch of generated
images for fixed held-out generator input. To monitor training progress, we used a held-out batch of fixed
64 1-by-1-by-100 arrays of random values to input into the generator. The size of the input image will be
modified in the future to 1024 × 1024 to generate high-resolution images. We used Matlab/2019b for the
implementation of our network and the model was trained on Tesla V100-PCIE-16GB GPU.
12.4 Initial Results
This section contains initial results to show that GANs are capable of generating synthetic mammogram
images. Figure 12.3 shows the first iterations of the training models where the input is noise. Figures 12.4
and 12.5 show the different iterations of the training models where the network starts to generate synthetic
MG images. Figure 12.6 shows the outputs of the GAN model.
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Fig. 12.3: Very first iterations using GAN.
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Fig. 12.4: Different iterations of the training models where the network start generate synthetic
MG images.
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Fig. 12.5: Different iterations of the training models where the network start generate synthetic
MG images.
247
Fig. 12.6: Outputs of the GAN model.
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12.5 Discussion
Initial results using the GAN model show promising results for generating synthetic MG images. The next





In this dissertation, we summarize 83 research studies for applying CNNs on various tasks in mammogra-
phy. This extended survey focuses on finding the best practices used in these research studies to improve
diagnosis accuracy. Also, it provides a deep insight into the architecture of CNNs used for various tasks.
Furthermore, it describes the most common publicly available MG repositories and highlights their main
features and strengths (Chapters 5 and 6).
We proposed several deep learning models for the precise segmentation of mass lesions in mammograms.
In Chapter 8, we proposed Vanilla U-Net model. The intersection over union (IOU) of detecting mass lesions
of the proposed Vanilla U-Net model improves from 91.7% to 93.4% when training with the augmented data-
set. The proposed Vanilla U-Net model yields an improvement of 7.46% in mean Bf-score relative to that
of the original U-Net model.
In Chapter 9, we proposed RAttU-Net model. The proposed RAttU-Net model yields an improvement of
4.24%, 30.02% in the DI and 2.93%, 13.39% in the IOU, respectively, relative to that of the Vanilla U-Net
model and the original U-Net. The proposed RAttU-Net model can detect lesions in the heterogeneously
dense test images with a mean accuracy of 0.995 and a mean IOU of 0.930. Moreover, the proposed RAttU-
Net model can detect lesions in the extreme dense test images with a mean accuracy of 0.94 and mean IOU
of 0.928. The proposed RAttU-Net model yields an improvement of 4.24%, 30.02% in the DI and 2.93%,
13.39% in the IOU, respectively, relative to that of the vanilla U-Net model and the original U-Net.
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In Chapter 10, we introduced the density-based attention networks to achieve better detection of lesions
in mammograms especially in the heterogeneous dense and dense images. The RAttU-Net (pre-trained on
density masks) is superior in detecting masses in heterogeneous and dense MGs with a high mean IOU of
0.912 and 0.858, respectively than other models. AttU-Net (pre-trained on density masks) with high IOU of
0.858 and 0.833, respectively. The RAttU-Net (pre-trained on density masks) and U-Net++ (pre-trained on
density masks) show near mean IOU. The The RAttU-Net show improvement in detection of tumors with
IOU increase from 0.923 to 0.950 (fatty class), from 0.887 to 0.928 (scattered class), from 0.805 to 0.912
(heterogeneous class), and 0.757 to 0.858 (dense class).
In Chapter 11, we introduced the Siemens one-shot model to integrate prior-year images with current-
year images to reduce false positives. The accuracy of the classification of MG images increased by 14.22%
when prior images were used to train the DL CNN model. Using prior year images, FPR decreased from
0.852 to 0.068 and the accuracy of classification increase from 0.816 to 0.932.
In conclusion, in this dissertation, we introduced several deep learning models to detect and localize
precise segments of lesions in whole MG images. Our proposed models find lesions in the challenging
breast density cases (heterogeneously dense and extremely dense MG image). We used the One-shot model
to integrate prior-year MG images in the training of the proposed models to reduce the false positives.
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