The amount of data for analysis is increasing at a dramatic rate, for example web data. And so, it's important to improve techniques of searching relevant information from the huge data so as to increase efficiency. One such technique is text clustering, whereby we group (or cluster) text documents into various groups (or clusters), such as clustering web search engine results into meaningful groups. Data mining is a computer science area that can be defined as extraction of useful information from large structured data. Text mining on the other hand is an extension of data mining dealing only with (unstructured) text data. Text clustering is thus a text mining technique. In this paper, we give an insight of text clustering including the text mining related areas, techniques, and application areas. We also propose a framework for doing text clustering based on the K Means algorithm. The paper thus gives guidance to researchers of text mining concerning the state of art of text clustering.
INTRODUCTION 1.1 Data Mining (DM) and Text Mining (TM)
Data mining can be defined as extraction of useful information from large (structured) data sets. By observing large data sets over a period of time, we can deduce previously-unknown and useful information concerning patterns, models, trends, and rules in the area of application. For example, from a sales database of a retail company observed over a longer period of time, we can deduce that item x goes with item y, a particular item is mostly purchased during a particular time of the year, etc. A lot of research has already been done on it. However, data mining can be applied only on structured data (e.g. databases with well defined fields, making information searching easier). It cannot be applied on unstructured data (e.g. text documents, web documents) that is often fuzzy and ambiguous and thus hard to draw patterns, trends, directions, rules, etc.
Since the most natural form of storing data is in form of text documents (i.e. unstructured data), we must apply text mining to extract useful information. Unfortunately, for many applications, electronic information is only available in the form of free natural-language documents rather than structured databases [26] , p. 1. Text mining thus, is believed to have a commercial potential higher than that of data mining.
Text mining refers to the process of extracting useful and non-trivial patterns or knowledge from unstructured text.
Being an extension of data mining, it's also known as text data mining or knowledge discovery from textual databases. TM can be applied to detect patterns, models, trends, or rules from unstructured data. It is more complex task than data mining since it deals with text data that are inherently unstructured, ambiguous and fuzzy. Text mining is an interdisciplinary area borrowing from other areas including information retrieval, machine learning, statistics, computational linguistics and especially data mining.
Text Mining Techniques
Two typical data mining (and also TM) techniques are classification and clustering.
Classification technique assigns pre-defined classes to data sets. It thus works in a supervised manner. For example, we can label each message of an opinion poll in one of the classes "Accept", "Reject", or "No answer". The classification starts with training a set of data that are already labeled with a particular class (e.g. "Accept"). It then determines a classification model which is able to assign the correct class to a new data of the area of application.
Clustering on the other hand is used to group data sets with similar content. Text document clustering is a text mining technique which divides the given set of text documents into significant clusters [33] , p. 1. Clustering technique doesn't use predefined topics unlike classification, but instead clusters documents based on similarity to each other. It thus works in an unsupervised manner. For example, web search engine produces a group of document talking about different previously unknown topics. We can consequently group (or cluster) the documents into the different unknown topics, and so this can't be supervised.
Applications of Text Clustering
Some of the many possible applications of text clustering include; improving precision and recall in information retrieval [37] , p. 4, organizing of web engine search results into meaningful groups, web filtering (removing unwanted web materials), in marketing (e.g. grouping Customer Relationship Management (CRM) correspondence), in opinion poll mining (e.g. grouping opinions into the possible groups), bioinformatics (e.g. identifying and classifying molecular biology terms corresponding to instances of concepts under study by biologists), land use: identification of areas of similar land use in an earth observation database [35] , p. 18, image processing, and pattern recognition.
Text Complexity
Text has some characteristics that distinguish it from structured data (e.g. a set of numeric values, or a database) and make it more complex. For example, text has many input modes (e.g. it has different natural languages, and different formats); often contains ambiguity (e.g. polysemy -a word having different meanings e.g. "bank": river bank or financial institution, synonyms -many words with same or similar meaning depending on the area of application e.g. "singer" and "vocalist"); is unstructured i.e. whereas structured data has a particular organization, e.g. a set of numeric values (with a particular data type and size), a database (with a particular organization/structure i.e. known fields with fixed data types and sizes), text documents are freely occurring plain text messages with no organization/structure, and so are said to be unstructured; and text suffers from high dimensionality (text documents may contain tens of thousands of words, yet only a very small percentage is used in a typical document).
THE TEXT CLUSTERING FRAMEWORK 2.1 The Text Clustering Approach
Applying data mining techniques is simple and straightforward since the data is structured. But when dealing with unstructured text documents, we can't apply the traditional data mining techniques straight. But if we could get a way of converting the unstructured text documents into a structured form, we could then simply apply the traditional data mining techniques (e.g. clustering) on the resulting structure. This is the usual approach in text clustering.
Thus, the text clustering approach is to remove the text complexities explained in section 1.4, and then apply the traditional and simpler/known data clustering technique on the resulting structured database, i.e.
Preprocessing:
Here, we remove high-dimension-causing words from the text document i.e. unnecessary words that cause unimportant high dimensions (e.g. introductory words like headings, punctuation marks like commas, frequent words like "the", "of", "and", etc), as well as complexities (e.g. resolving words with multiple meanings). This makes the text simpler/easier to structure. For example, removal of too frequent and unimportant words like "and" makes the resulting text simpler and easier to structure.
Transformation:
We convert the resulting 'more direct and easy to structure' text into a structured form and store this into a structure, e.g. a matrix.
Clustering:
We apply the traditional data mining clustering on the resulting structure.
The Proposed Framework
We thus, propose the text clustering process as depicted by the following figure.
Fig 1: A text clustering technical architecture
The domain knowledgebase contains existing already-known rules on text (e.g. usage of words depending on the language e.g. English). The text documents store contains the text documents being clustered. The preprocessed documents store contains the preprocessed documents. The VSM stores the documents data inform of vector space model (VSM) i.e. the term-document matrix. The matrices D ands G are distance and group matrices used during clustering phase. The phases are explained below.
Preprocessing
The aim of preprocessing is to remove complexities from the text documents. There sequence of techniques involved here are: Text clean up, tokenization, filtering, stemming, and linguistic preprocessing.
Text cleanup:
This initial technique removes document parts that are not relevant to interpreting the document's content, e.g. removes adverts from web pages, normalizes text converted from binary formats, deals with tables, figures and formulas, etc. For example in an opinion poll, a text message starting as "I wish to give my opinion. Mr XYZ has done an excellent job in …" need not have the portion "I wish to give my opinion" included. For example, the message "We should elect john, Paul" is converted into "We should elect John Paul". Similarly, "database" is converted into "data base". This forms the dictionary of a document collection.
Filtering:
Filtering technique aims at reducing the size of the dictionary and thus, the size of the description of documents in question. Filtering removes unimportant or less important words (also known as stop words) including;
 Prepositions and conjunctions, e.g. "the".
 Words occurring extremely frequently as well as words occurring very rarely.
These are also believed to have very little or no statistical relevance. For example, the words "the", "of", "a", "to", "I", etc occur very frequently in documents and also have very little or no relevance to distinguishing, relating or classifying of different messages. Also, words that occur very rarely are not likely to have statistical relevance.
Stemming:
Stemming technique tries to build the basic forms of words (or reduce words into their form), and thus, simplifies the text messages. The technique strips plurals from nouns, "ing" from verbs, "s" from words, as well as other affixes. For example, "electing James" becomes "elect James", "Peter's" becomes "Peter", etc. This produces a stem of words. A stem is a group of words with same/similar meaning, e.g.
 "user", "use", "using" are similar and may be stemmed to "use".
 "agreed", "agreeing", "agreement" have similar meaning and may be stemmed to "agree".
Linguistic Preprocessing:
These are additional preprocessing methods used to enhance the available information. They include;
 Part of speech tagging that determines the part of a speech, e.g. noun, verb, adjective, etc for each term. It marks up the words in a text with their corresponding parts of speech.
 Text chunking that groups adjacent words in a text.
 Word Sense Disambiguation (WSD) that resolves ambiguities in words, including multiple meanings words, e.g. "pen". The technique determines in which sense a word having a number of distinct senses is used in a given sentence.
Example
We use the following simple example of three documents to illustrate the above steps (except linguistic preprocessing). Remember the problem is clustering the three documents.
D1:
My professional advice to all is this: Fruits are very healthy.
D2:
Doctor's Recommendations
Please give your infant fruit, since this is good for the infant's health.
D3: Exercising is healthier.
Text clean up: Here we remove the heading "My professional advice to all is this:" from D1 and "Doctor's
Recommendations" from D2, since they are not important in the clustering.
Tokenization:
We remove the quote (') and the comma (,) from D2, and full stops from D1, D2, D3.
Filtering:
We remove unimportant words that don't form any basis in clustering. These are "are", "very" from D1, "Please", "give", "your", "since", "this", "is", "good", "for", "the" from D2, and "is" from D3.
Stemming: We can stem  "Fruits" and "fruit" into "fruit",  "infant" and "infants" into "infant",  "Exercising" into "exercise", and  "healthy", "heath", and "healthier" into "heath"
The resulting preprocessed documents will be D1: fruit health D2: infant fruit infant health D3: exercise health
Text Transformation
After preprocessing, the resulting text is represented using an appropriate structured model, typically the vector space model.
The Vector Space Model (VSM)
The simplest implementation of the VSM is the Boolean model, whereby a document is regarded simply as a "bag of words" (i.e. a set of words). In mathematics, a bag, also called a multiset, is a set with duplicates allowed [30] , p. 7. Here, a collection of n documents containing m terms (or words) is represented using a matrix of m rows and n columns. So the rows represent the terms and the columns represent the documents. In other words, the rows are term vectors while the columns are document vectors. The ij th entry in the matrix is either a 1 (if the i th term is present in the j th document), or a 0 (if not). Thus, this 'term-document' matrix is said to be a "bag of words" since it contains repetition of values 1 and 0.
In space-based view, a document will be a data point in a high dimensional space, whereby each term is an axis of the space. Thus, the dimension of the space represents the number of terms in consideration, e.g. three terms will be represented by the xyz space, and two terms by the xy plane. And in the xyz space, a document containing the first and the third terms will be represented by the point (1, 0, 1).
Example
We use the example of three preprocessed documents in section 2.2.1 above which are D1: fruit health D2: infant fruit infant health D3: exercise health
We illustrate how the documents will be transformed into a structured representation i.e. the VSM. Here, we construct a term-dictionary as T1: fruit, T2: health, T3: infant, T4: exercise. We then form a term-document matrix as
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Here, the first row is the vector (1, 1, 0) representing the first term (fruit), showing that the term occurs in the first and the second document, but not in the third. Similarly, the vector (1, 1, 0, 0) represents the first document (that contains the first and the second terms, but not the third and the fourth terms). And entry A 42 is 0, showing that the fourth term (exercise) is not present in the second document.
The advantages of the Boolean model are that the implementation is simple and straight forward. Also, this model immediately matches the computer-based Boolean algebra making searching to be simple and fast. Its limitation is that it is limited in that the relevance of a term in a document is a binary decision (i.e. either term occurs or not). It doesn't cater for level of importance of the term in a document, e.g. more frequent terms in a document may be more important.
Modification of the VSM to Use Frequencies
The limitation of Boolean model of that the relevance of a term is a binary decision made it necessary to modify the VSM such that we use word frequencies. Here, the ij th entry in the term-document matrix represents the frequency of the i th term in the j th document. This provides more information about terms.
Example 1
Using the example in section 1 above, the term-document matrix using frequencies is
The difference is that the third term (infant) occurs twice in the second document.
Example 2
Assume we have documents D1, D2 and D3 containing two terms T1 and T2. Assume also that T1 occurs four times in D1, once in D2, and thrice in D3, while T2 occurs once in D1, thrice in D2, and zero times in D3. The term-document matrix therefore, is And our space-based view is This is because as explained above, in space-based view, a document will be a data point in a high dimensional space, whereby each term is an axis of the space. Thus, our view has two dimensions (for the two terms) i.e. the xy plane (we let x axis represent the first term, and y axis represent the second term). So the three documents will be the points (4, 1), (1, 3) , and (3, 0) on the xy plane as illustrated below.
This approach has advantage over VSM in that it addresses the level of importance of a term in a document. However it does not take into account weighting information of terms. For example, a term could be very frequent in a document collection but may not be as appropriate as another infrequent term in terms of distinguishing a document from the rest. Thus, we have a third approach that takes into account weighting information of terms.
Modification of the VSM to Use Weights
The term weighting techniques assume that;
 Content-carrying words that are more frequent in a document are usually more meaningful than those that occur less frequently.
 Words that are more frequent in a document collection are usually less meaningful than those that occur less frequently.
In this case, three factors are used in term weighting:
 Local Term Factor (LTF): It weights a word based on its frequency (i.e. tf) within a document, i.e. the more frequent it is the higher the LTF. Popular formulae used here are LTF=tf, LTF=log(1+tf).
 Global Term Factor (GTF): It weights a word based on its frequency within the document corpus. A popular formula used here is GTF=log(N/n), where N is the total number of documents in the corpus and n denotes the number of the documents in which the specific term occurs.
 Normalization Factor (NF): This takes care of the effect of the document's length. It reduces the effect of a long document being unnecessarily more important than others concerning a term occurring many times in it, i.e. caters for documents with different lengths. Normalized vectors are also easier to deal with (since the range of their values is small, e.g. orthonomal vectors below), yet they retain the differences in documents.
One normalization formula is converting a document's vector into an orthonormal vector i.e. by dividing it by its length. Thus, a document vector X=(x 1 , x 2 , …, x m ) is normalized by dividing each of its elements by the vector's length, i.e. A term can be represented using all (or some of) the three factors, e.g. using LTF+GTF+NF
Example
Consider the term-document matrix in section 2 above, i.e.
(i) Local term factor (LTF)
Terms occurring 0 times in the matrix have LTF=log(1+0)=0, those occurring once have LTF=log(1+1)=0.301, and that occurring twice has LTF=log(1+2)=0.477. Thus, the LTF matrix is
This obviously implies that the term occurring many times (e.g. twice in this case) in a document is more important, and so has a high LTF
(ii) Global term factor (GTF)
The first term occurs in two out of the three documents, and thus, has a GTF of log(3/2)=0.176. The second term occurs in three documents, and thus, has a GTF of log(3/3)=0. The third term occurs in one document, and thus has a GTF of log(3/1)=0.477. Finally, the fourth term occurs in one document, and thus has a GTF of log(3/1)=0.477. Thus, the GTF matrix is Thus, the term occurring in one document is more important globally than that occurring in two or three documents. The one occurring in all the three documents has GTF=0, meaning that it's not important in distinguishing (and so clustering) the documents. I.e., all the three documents contain the word "health" meaning all are about health matters, and so we can't do clustering based on that word. So, less frequent terms are important in distinguishing documents.
(iii) Normalization factor (NF)
The length of vector (1, This would also reduce the unnecessarily big importance of a frequent word in a very long document (since the most important thing is clustering documents into groups based on whether a word occurs in a document or not).
(iv) The weighting factor
Our weighting factor now becomes Thus, the three documents will be represented using the immediate above matrix.
Clustering
After transformation of the unstructured documents into a structured form (e.g. into a VSM), clustering is then performed using appropriate algorithms. We will explain and illustrate the clustering using the K Means algorithm because it's simple and easy to implement, and also efficient in execution. Various clustering algorithms exist, and can be classified on two bases, i.e.
 The organization of the resulting clusters, i.e. whether hierarchical or flat.
 The approach used, i.e. the method used to determine which cluster a particular document belongs to. An example is the distance measurements approach whereby the algorithm works by measuring distances between document points in the VSM.
Hierarchical versus Flat (or Partitioning) Clustering Algorithms
Hierarchical-type algorithms produce tree-like clusters, with the root of the tree (the bottom most clusters) being the lowest level cluster, while the leaves of the tree (at the top) being the highest level clusters. Hierarchical techniques produce a nested sequence of partitions, with a single, all inclusive cluster at the top and singleton clusters of individual points at the bottom [36] , p. 3. The produced tree structure is also known as a dendogram.
According to [36] , p. 4, flat-type clusters produce one-level (i.e. un-hierarchical) partitions of documents. They usually receive the expected number of clusters as a parameter. The most widely used flat algorithm is the K-means algorithm.
Distance Measurement
We have seen from above that in VSM's space-based view, a document will be a data point in a high dimensional space, whereby each term is an axis of the space. Consequently in a distance-based approach, the distance between two points in the space represents the measure of (dis)similarity between the two documents. This means the length of the straight line between the two points, i.e. the Euclidean measure.
The K Means Algorithm
The K-Means algorithm is among the few most popular clustering algorithms, and has several variations. It was developed by J. MacQueen in 1967. It's a partitioning, distance-based algorithm whose objective is to minimize the average squared Euclidean distance of documents from their cluster centers where a cluster center is defined as the mean or centroid of the documents in a cluster. According to [29] , p. 2, the K Means algorithm assigns each point to a cluster whose center (also called centroid) is nearest. The centroid of a cluster is the average of all the points in the cluster based on the Euclidian distance measure.
The steps of the algorithm are.
1. Choose the number of clusters, k.
2. Randomly generate k clusters and determine the cluster centers (centroids).
3. Repeat the following until no object moves (i.e. no object changes clusters) (i) Determine the distance of each object to all centroids.
(ii) Assign each point to the nearest centroid.
(iii) Re-compute the new cluster centers.
Thus, in each loop of step 3 above, the algorithm aims at minimizing the following function for k clusters and n data points.
where ||x i -c j || is a choosen distance measure between data point x i from cluster c j .
Example
Remember from section 2.2.2, we transformed the three text documents into the following structured representation (a term-document matrix) i.e. using the VSM We could apply the above steps of K Means on this matrix, but we won't be able to illustrate the clustering graphically since there are four terms in the matrix and hence four dimensions in the space-based view.
Therefore for simplicity, let's use another example that contains only two terms, so that we illustrate the clustering graphically on the xy plane.
Assume four documents containing two terms, whereby the first term occurs with frequencies 1, 0, 4, and 6 respectively in the documents, while the second term occurs with frequencies 2, 2, 1, 0 respectively. Thus, the four document vectors are (1, 2), (0, 2), (4, 1), and (6, 0), i.e. with term-document matrix
We choose k=2, and the first two points (i.e. (1, 2), (0, 2)) as the initial first and second centroids.
First loop
We compute the distance matrix D (containing distance of each point from each centroid) to be
The first row of D shows the distance of each point from the first centroid, and the second row shows the distance of each point from the second centroid.
Here, the point (1, 2) has distance ((1-1) 2 +(2-2) 2 ) 1/2 =0) from centroid (1, 2) , and distance ((1-0) 2 +(2-2) 2 ) 1/2 =1) from centroid (0, 2).
The point (0, 2) has distance ((0-1) 2 +(2-2) 2 ) 1/2 =1) from centroid (1, 2) , and distance ((0-0) 2 +(2-2) 2 ) 1/2 =0) from centroid (0, 2).
The point (4, 1) has distance ( (4-1) 2 +(1-2) 2 ) 1/2 =3.16) from centroid (1, 2), and distance ( (4-0) 2 +(1-2) 2 ) 1/2 =4.12) from centroid (0, 2).
The point (6, 0) has distance ( (6-1) 2 +(0-2) 2 ) 1/2 =5.39) from centroid (1, 2) , and distance ( (6-0) 2 +(0-2) 2 ) 1/2 =6.33) from centroid (0, 2).
We then form the clusters by assigning each point to its nearest centroid. We form the group matrix G by assigning each point value 1 (if it should belong to that cluster), and value 0 if not. Note that first row represents the first cluster, and second row the second cluster. E.g., the third point (4, 1) has distance 3.16 from the first centroid, and distance 4.12 from the second centroid, meaning it's nearer to the first centroid. So we set the third column of G below to (1, 0) . Thus, This shows that the first, third and fourth points belong to the first cluster, and the second point to the second cluster.
We then recompute the centroid of each cluster as the average of the points in that cluster. Thus, the new first centroid is ((1+4+6)/3, (2+1+0)/3) which is (3.67, 1), while the second centroid is (0, 2).
Second loop
We then start the second loop of the algorithm and compute D to be Here, the point (1, 2) has distance ((1-3.67) 2 +(2-1) 2 ) 1/2 =2.85) from centroid (3.67, 1), and distance ((1-0) 2 +(2-2) 2 ) 1/2 =1) from centroid (0, 2).
The point (0, 2) has distance ((0-3.67) 2 +(2-1) 2 ) 1/2 =3.80) from centroid (3.67, 1), and distance ((0-0) 2 +(2-2) 2 ) 1/2 =0) from centroid (0, 2). Thus, the first point changes into the second centroid/cluster since it's now distance 2.85 from the first centroid (3.67, 1) compared to distance 1 from the second centroid (0, 2). We therefore compute the new group matrix to be We then recompute the centroid of each cluster as the average of the points in that cluster. Thus, first centroid is ((4+6)/2, (1+0)/2) which is (5, 0.5), while the second centroid is ((1+0)/2, (2+2)/2) which is (0.5, 2).
Third loop
We start the third loop of the algorithm and compute D to be 
Thus,
And so there is no change of the clusters, and so we stop.
Illustration of the clustering

Remember our original matrix was
We can illustrate the immediate above clustering example using the space-based view as follows. Since there are two terms, we have a two dimensional space whereby x axis represents the first term while y axis represents the second term. Each document is a point on the xy space.
Note that;
 Document points are shown using  Centroids are shown using or (if they are also data points)  Points inside a cluster are enclosed using 
CONCLUSIONS
The typical applications of text clustering (e.g. web searching) require fast response times to make clustering meaningful to the user. However, clustering of text documents is usually a difficult task involving complex computations. In fact, most text clustering algorithms currently used suffer from the limitation of inefficiency due to the complex logic. Clearly, the above preprocessing and the VSM are direct and straightforward to implement. Also, it's evident that the clustering steps using K Means in the above example (in section 2.2.3) are simple to follow and implement since they 1 use elementary data storage using matrices and simple matrices calculations. Also, the steps are clearly efficient to implement (only three simple-logic loops fully clustered the data, each loop involving a few expressions and assignment statements). In fact, K Means has a linear complexity. Thus, the above described framework is recommended to be used in achieving a simple and efficient clustering system.
However, more needs to be done specifically to reduce the dimensions of the VSM. For example, assuming a typical application yields 1,000 documents to be clustered resulting to 500,000 terms, this means a term-document matrix of 500,000 rows and 1,000 columns which takes a lot of memory space. This thus, reduces the efficiency of the framework. Thus, we intent to explore ways of combining the K Means approach with another similarly simple and efficient dimension reduction approach.
