.
In this paper A and B represent (not necessarily bounded) selfadjoint operators with spectral families {E λ } and {F λ } , respectively, on a Hubert space %?. We study some conditions which imply that A and B commute.
1. In general, AB + BA is not necessarily nonnegative for some nonnegative operators A and B (cf. [3] ). THEOREM 
Let A and B be nonnegative and bounded operators. Then AB = BA if and only if

0<AB
n +B n A forn= 1,2,....
To prove this theorem, we need the following:
LEMMA. If a projection P satisfies 0 < AP + PA, then AP = PA. for t > 0.
Proof. For arbitrary vectors x e P%?, y G (1 -
Letting t -> 0, we get 0 < AB n + B n A. for every x G 3ί{A).
Proof. For / > 0, (t + A)~ι is bounded and nonnegative. From (3) it follows that 0 < (t + A)~ιB n + B n (t + A~{), which implies (t + A)~ιB = B(t + A)-
1 and hence BAcAB. Since the spectral family corresponding to exρ(^ί) is {£i 0 g/}o</<oo> exp(-2?) and E λ commute. Thus we get E λ F μ = F μ Eχ.
For a C*-algebra J/ , Ogasawara [7] showed that J/ is abelian if the condition 0 <a <b, a, b es/ implies a 2 <b 2 . In other words, j/ is abelian if 0 < ab + ba for every 0 < a, b e s/. Clearly Theorem 1 and Corollary 2 are true for nonnegative a, b in J/ . Consequently we can consider them to be extensions of Ogasawara's theorem. To see that the above inequalities hold for all t > 0, we use Heinz's inequality [6] . Since exp(tA) = (exp(-4))', we have (c). Conversely, (c) implies (6) . By using Proposition 5 again, we arrive at (b). (c) <Φ (d) is obvious. This concludes the proof. THEOREM 
Let us recall that if
Let A be a (not necessarily bounded) selfadjoint operator. Let X be a bounded operator which is nonnegative. If there is a real number a> \\X\\ such that (7) exp(tA) < exp(t(A + εX)) < exp(t(A + εal)) for every t, ε > 0,
then XAcAX.
Proof. Set B = A + εX. Then B is selfadjoint and 3f{B) = 3f(A).
Now let us denote the spectral families corresponding A and B by E{λ) and F(λ), respectively. From Theorem 6, it follows that Proof. It is clear.
For finite matrices or compact operators, we can get better conditions than (7) (ii) To prove this in the same way as (i), we need only to start with the smallest eigenvalue of A. Thus the proof is complete. COROLLARY 
Let A be a self adjoint finite matrix which is not necessarily nonnegative.
(i) 7/0 < X < δ{A) f and exp(tA) < exp(ί(Λ+Λ r )) for every t>0, then AX = XA.
(ii) 7/0 < X < δ(A) f and exp(t(A-X)) < εxp(tA) for every t > 0, then AX = XA.
Proof, (i) Take a real number ζ > 0 so that A + ζl > 0. From exp(t(A + ζI)) < exp(t{A + ζI+X)), using Proposition 5.9. AX = XA follows.
(ii) Take ζ > 0 such that A + ζl -X > 0. Then we can derive AX = XA. 
