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Abstract 
We consider in this paper the conditions under which the iterative methods of Euler-Chebyshev's type fail and 
a numerical typical example is presented. 
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Let 
Xn-1 f (x )  = x" + a . _ l  + ... + a lx  + ao (1) 
k be the polynomial  with simple roots xi, i = 1 .. . .  , n and let xi, i = 1 . . . . .  n be distinct, reasonably 
close approximations of these zeros. The iterative formula 
k+, t f (x~)  
xi =x i - -  , i=1 ,2 , . . ,n ;  k=O,  1,2,. (2) 
I l j  (x ,  - " "" 
is a classical result by Weierstrass [11]. The Weierstrass method inspired a number  of other 
contr ibutions (see [2, 1, 14, 12, 7, 8] for some history). 
For  x~ ÷ ~ determined by (2) and for k = 0, 1,... it holds [3]: 
k+l  
X i ~ --an_l ,  
i=1  
~ k+l~,  k ~ k k 
X i Xj = XIXs + an-2,  
i=1  j#i l<s 
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~ k+l  ~ kk  ~ k k k  
X i X IX  s ~ 2 - -  an_3 ,  xz xsx,  (3) 
i=1 l , s# i , l<s  l<s<t 
k k=(n_ l )  f iX j+(_  1)"ao. 
i=1 j ¢ i  j= l  
Euler-Chebyshev's well-known method for finding individually roots of nonlinear equations is 
transformed in the following way: 
k+, k f (x f )  1 + 
Xi ~ Xi - -  n k k k k 
[ I jg : i (X i  - -  X~) je i  X j - -  Xi  sc_ jX j  - -  X 
i=1 ,2 , . . . ,n ;  k=O,  1 ,2, . . . .  
(4) 
The convergence order of this method is three. The initial approximations to the zeros of an 
algebraic polynomial play an important role in the methods for iterative simultaneous determina- 
tion of the zeros (see [4-6, 13]). The following result is more readily applied (see [9, 10]): If x °, 
i = 1, 2,. . . ,  n are evenly spaced on the circle 
x +a"-ln = P 
for sufficiently large p, then 
x/1+ - (1 - -3 / (2n)+l / (2n2) )  x °+ . 
n 
We consider in this paper the conditions under which the iterative methods of Chebyshev's type 
k n k k fail. Introducing the abbreviation xk+l'w = x k - f (x i ) / I ] j , i (x i -  xs), i=  1,...,n; k = 0,1,... 
corresponding to the Weierstrass iteration (2), we have the following theorem. 
Theorem. The iteration (4) is not defined, if the sequence of approximations x/°, i = 1,..., n satisfies 
an-  1 ---= O, 
2 0 0 ~ , 1,W 1,W XtXs -- 2,[Xi Xs 
l<s l<s 
0 0 + xl x~ ) + 2a,_ 2 = 0 ,  
i ooo  oo i xt xs x, - ~x~ xs + xl x~ ) x ° -3a ._3=0,  
l<s<t I<s t,~l,s 
(5) 
( I  ~ ,  ~ w , w o o )  f i  o + ( l)°nao = O. n(n - -1 )  x ° -  (xl' x~' + 
j= l  l<s t ~S l,s 
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k+l Proof. For xi determined by (4) and for k = 0, 1, 2 .... it holds 
~'~ k+l ~ k+l.W 
Xi ~ Xi = -- On- i 
i=l i=1 
~ k+l ~ k ~ k k ~ k+l W k+l,W 
x i  x j  = 2 x txs  - (x l  " x ,  
i=I j e i  l<s l<s 
xk+l. ~ xlkkx, = 6 ~, xlkkkXs t _ ~ (xk+ 1 w, Xsk+l'W 
i=1 l,s # i,l<s l<s<t I<s 
k k + xz xs) + 2a,_ 2, 
k 
+ XtXs)  Xt -- 3an-3, 
t#-l,s 
(6) 
x2+l=0 
+ i. The critical initial approximations x °, i=  1,2, obtained by (5), for which the 
fails, are given in the next table: 
x o x o 
2/3,/3 - x /1  + 2 /3w/3  
x//1 + 2/3~c3 
- ix/2/3 ~ - 1 
x//1 + 
-x /1  + 2/3xf3 
iv /2 /3x/~ - 1 
- ix//2/3v/-3 - 1 
Numer ica l  results. The exact zeros of the polynomial 
f (x )  = 
are x 1,2 = 
method (4) 
k+, f l  k k f l  k 
x i  x j  - x j -  " xs  ' + x ixs )  x ,  +( -1 ) "nao .  
i=1 j# i  j=l l<s t:bl,s 
The proof follows the ideas given in [3] and will be omitted. Using (3) and (4), the system of Eq. 
(6) will be written in vector form for k = 0 as 
Ax I = b. 
Evidently, 
det A = I~I (x ° - x °) :# 0 
i<j 
and from (5) (b = 0) we get 
X1 ~ (X1 1 1 . . . . .  X n) = (0 , . . . ,0 ) ,  
and the Chebyshev's method (4) cannot be defined at the second step. This implies that for any 
monic polynomial f (x )  of degree n, there exists a set F /c  C" such that Euler-Chebyshev's method 
starting from x ° = x e Ff does not converge to the zeros of f (x ) .  
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Remark. Eq. (6) describes the method (4) in its basic form. This can be used as a control over the 
computations. 
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