The design and implementation of a new method of generating arbitrary signals was attempted. This new system is based upon the use of Walsh functions, which are derived from Rademacher functions. The VHDL modeling and the Xilinx field programmable gate arrays (FPGA) implementation of the proposed circuit were made. Two Walsh circuits realized using counter and exclusive OR (XOR) gates mainly control the operation of the system. For area efficiency, suitable word lengths at every stage were designed accurately based on arithmetic rules and Matlab analysis. The implementation was targeted to 3 technologies from Xilinx -Spartan 3, Virtex E and Virtex 4. It was found that the proposed system is about two times faster than the previously reported designs. In addition, the occupied area in some cases is less than 25% of the earlier designs.
INTRODUCTION
Arbitrary waveforms are used in a wide range of applications in many commercial and military fields such as radar applications, communication systems, simulation and testing, pulse generation, high-speed, low-jitter data and clock source, mixed-signal design and test, magnetic storage devices and telemetry satellite etc. (Beauchamp, 1975; Maqusi, 1981; Golubov et al., 1991; Karpovsky et al., 2008) .
Scientists and engineers are able to generate certain unique waveform signals specific to their applications using arbitrary waveform technique. Most of them are designed to simulate "real world" signals. Therefore, it is possible to integrate glitches, drift, noise and other anomalies on an arbitrary waveform.
Several techniques have been use for the generation of arbitrary waveforms (Vankka et al., 1998; Chuang et al., 2006) . Many possibilities for frequency generation are open to an engineer, ranging from dynamic programming *Corresponding author. E-mail: zulfikarsafrina@yahoo.co.id. Tel: +62 651 7554336. of digital to analog converter (DAC) outputs to generate arbitrary waveforms at low frequencies, to phase locked loop (PLL) based techniques for very high frequency synthesis. A technique, which is widely used nowadays in measurement systems and modern communications, is direct digital frequency synthesizers (DDFS).
LITERATURE REVIEW
The work on arbitrary signal generation is going on around the globe. Many researchers have contributed a lot in this area by proposing some new and novel methods for arbitrary signal generation. Vankka et al. (1998) described the design of a direct digital synthesizer (DDS) fabricated with 0.8-µm BiCMOS technology. They claimed improvements and reduced delays and line loading caused by inter-chip connections. Calbaza et al. (2002) presented another technique called direct digital period synthesis (DDPS). This technique is based upon combining the ability of the DDS to control the frequency, with the speed and accuracy of a delay-locked-loopbased frequency multiplier. The resulting DDPS circuit is able to synthesize clocks with accurately controlled periods. Ashrafi et al. (2004) reported another technique for arbitrary waveform generator (AWG) called DDFS. The main idea of this technique is to divide one period of the desired periodic waveform into m sections, and approximating each section by a series of Chebyshev polynomials, as a result, size of the ROM required was reduced. The design of a programmable AWG suitable for creation of experimental defibrillation shocks was presented later by Dosdall et al. (2004) . Wang et al. (2004) proposed another technique. They designed a 13-bit resolution DDFS based on a trigonometric quadruple angle formula. This technique had an advantage that it did not require any RAM at all. Shenghua et al. (2005) presented the design of an AWG specially suitable for synthetic aperture radar (SAR) test-bench application. Orino et al. (2005) presented a technique, generally known as DDS. This technique is based upon the use of DSM signals for digitally synthesizing an arbitrary waveform. However, at lower frequencies, this technique leads to higher spurious-free-dynamic-range than that of ideal linear interpolator output with same phase resolution. Therefore, proposed combination of DSM signal and basic DDS is able to realize high frequency resolution and high spectral-purity at lower frequency band by small circuits. Chuang et al. (2006) presented another design for Radar systems using DDS technique. In addition, Pinhong et al. (2006) introduced another design concept. This is based upon the use of DDS along with system on programmable chip (SOPC). TorresCompany et al. (2006) presented an all-incoherent technique for the generation of arbitrary electromagnetic intensity profiles. This technique is based on spectral filtering of a broadband continuous-wave light source so that the filtered spectral density function (SDF) becomes the user-defined waveform. After large temporal modulation and subsequent distortion in a first-order dispersive medium, the incoherent mapping of the filtered SDF to the time domain occurs.
All of the currently available techniques suffer from many serious drawbacks such as low output frequencies and a large set of the spurious signals very often above the -80 dB level. Furthermore, all of the techniques used so far are analog-based techniques, which typically require disproportionately large amounts of hardware as the signal complexity increases. Most of the techniques make use of look up tables (LUTs) which are inherently noisy; none of the available techniques is thus considered entirely satisfactory. Thus, it is clear that there is an urgent need for further improvement in the existing arbitrary signal generation architectures. Recently, Abbasi et al. (2010) proposed a new AWG design technique for digital arbitrary waveforms. This technique has a lot of promise. It is based upon direct digital realization using Rademacher and Walsh functions. The implementations using 32 samples have been done on FPGAs for two vendors (Xilinx and Altera). This Zulfikar et al. 1555 technique, however, relies upon direct implementation of Walsh transform (WT). As a result, it requires huge amount of hardware which makes the design inefficient.
In the present work, we present an improved design based upon the use of Redemacher and Walsh functions. For area efficiency, optimized word lengths at every stage are carefully calculated. In addition, circuit is convert into VHDL code using IEEE standard VHDL synthesis package tool, which is state-of-the-art and has many advantages (www.doulos.com, 2012).
IEEE STANDARD VHDL SYNTHESIS PACKAGE
Some arithmetic operations in VHDL are performed easily in integer format. Therefore, we use standard package developed by IEEE DASC Synthesis Working Group (Numeric_std 1076.3) in order to convert numbers from/ to standard logic vector format.
The package defines numeric types and arithmetic functions which are used by synthesis tools. There are two numeric types: unsigned to represent unsigned numbers in vector form and signed to represent a signed number in vector form. This package is very useful for area optimization in circuit design (www.doulos.com, 2012) . Figure 1 shows conversion format from/to standard logic vector and standard integer. For example, a number X representing a 6-bit std logic vector, may be converted into integer (Y) and vice versa as follows:
Y <= to_integer(signed(X)) X <= std_logic_vector(to_signed(X,6))
RADEMACHER AND WALSH FUNCTIONS
Walsh functions, which are derived from Rademacher functions are found to be more appropriate for hardware implementation. The Rademacher functions are defined as follows (Beauchamp, 1975; Maqusi, 1981; Golubov et al., 1991; Karpovsky et al., 2008) 
and the signum function Sgn(y) is defined by:
The Walsh functions are defined in terms of product of Rademacher functions as (Beauchamp, 1975; Maqusi, 1981; Golubov et al., 1991; Karpovsky et al., 2008) : 
A signal x(t) of length N may be represented as a Walsh series given by (Beauchamp, 1975; Maqusi, 1981; Golubov et al., 1991; Karpovsky et al., 2008) :
The Walsh coefficients A n are evaluated as (Beauchamp, 1975; Maqusi, 1981; Golubov et al., 1991; Karpovsky et al., 2008) :
PROPOSED ARBITRARY WAVEFORM GENERATION SYSTEM
The block diagram of an AWG of digital signals is shown in Figure  2 . The design consists of some basic components like data buffer and output buffer, multiplexer and negative circuit. The design also contains embedded circuits such as an adder and an accumulator. The circuits are controlled by signal enter, reset (not shown), pass and clock. The signal "Enter" defines the instant input data entry. The "Reset" initializes the counters and the signal and "Pass" controls the availability of the result at the output ports. The proposed AWG circuit shown in Figure 2 consists of:
(1) Negative circuit (WI bits) -One no. 
VHDL modeling of the proposed architecture
The proposed AWG block shown in Figure 2 can be realized and programmed using VHDL code. For convenience, the circuit and VHDL code viewed here are restricted to transform lengths (N=4) and word lengths of input data (WI=4 bits) only. 
M1 (0) M1 (1) M1 (2) M1 ( complement method using an adder as shown in Figure 3 . Negative values are required in order to avoid the use of subtractors. Therefore, all input data may be accumulated using an accumulator, where an accumulator consists of a buffer and an adder. Multiplexers are used to choose whether positive or negative values of input X are to be passed to the data buffers. Figure 4 shows the internal circuit of multiplexer M1. It can be seen that the multiplexer is realized using very basic gates which are AND and OR. Input X or -X will be passed to data buffer based on signal control R1(0) which is Walsh output signal. For example, if R1(0) is high, -X will be passed to data buffer F1, conversely when R1(0) goes low, X will enter into the data buffer F1.
Data buffers are used to temporarily store data passed through multiplexers. Figure 5 shows a 4-bit data buffer F1 which is controlled by signal Enter. Direct implementation of Equation 6 was used in the previous AWG design (Abbasi et al., 2010) . It required very large number of adders and subtractors, which led to very inefficient design. Here, we preferred using accumulators to avoid the use of very large number of adders and subtractors. Figure 6 shows accumulator A1 that is used to accumulate input data passed into data buffer F1. The accumulators are designed such that they are able to accommodate data up to WO=6 bits. Since the output of data buffers F1 are only 4 bits, net of F1(3) is to be connected to three inputs of the accumulator A1 as shown in the circuit in Figure 6 . For performing higher transform lengths such as N=8, the net has to be connected to 4 accumulator inputs. These connections are based on additional bits required as derived from Negative circuits located between accumulators and second multiplexers are used to provide negative values of numbers that have been stored in the accumulators, this circuit is shown in Figure  3 . Second multiplexers between negative circuits and the second data buffers are used to choose whether positive or negative of the values inside the accumulators are to be passed to the second data buffers. These multiplexers are similar to the ones shown in Figure  4 . Unlike the first data buffers, which are controlled by signal Enter, the second data buffers are controlled by the Clock.
In the next stage, adders are used to sum up numbers that are stored in the second data buffers. Figure 7 shows 6-bit adders arranged in serial order to perform summation of G0, G1, G2 and G3. Summation results are then passed to the output through output buffer. The buffer is controlled by Clock. Figure 8 shows output buffer and net connections between output of adder 3 and input of data buffer. It may be seen that the first two bits are ignored. This is due to division by 4 (N=4, Equation 10) in binary number.
Walsh circuits are crucial and require special care in designing them so that the area occupied by the entire system may be effectively minimized. There are two Walsh circuits; both of them are derived from Rademacher functions which are realized using a 2-bit counter. The first Walsh circuit is controlled by signal Enter, whereas the Clock controls the second one. Figure 9 shows the first Walsh circuit. For performing signal generation of higher transform length, it requires a higher bit counter and more than one XOR gates as shown in the Figure 10 (N=8).
The circuits described earlier have been modeled into the VHDL code as listed in Table 1 . The code requires library IEEE numeric_standard.all file to be included. This file provides conversion from/to standard logic vector format to standard integer value through signed or unsigned format.
Input data (X) defined as standard logic vector are assumed as integers inside the system, for simplifying the arithmetic operations. Therefore, the input X is required to be converted into the integer format. After performing the required arithmetic operations, the result will be converted back to the standard logic vector format represented as the output (H).
Unlike other operations, unsigned format is used to represent Walsh operations. First, a 2-bit counter is defined in unsigned format, then every time control signal Enter goes high, the counter counts up with an increment 1. The output bits of counter are used to control multiplexers.
WORD LENGTHS DESIGN
The proposed AWG is designed to minimize the occupied area. An important step to achieve this is to use the optimum word length at every stage of the circuit. Word lengths of inputs and outputs of the circuit are equal, but the arithmetic operations performed inside the circuit require higher number of word lengths.
Word lengths of accumulator, second negative circuit, second multiplexer and second data buffer are higher than the input word lengths. Based on arithmetic rules, the sufficient word lengths for those circuits (WO) may be represented by the following equation:
This number of bits guarantees that, any input data combination can be accommodated and processed correctly inside the system.
The circuit required to perform addition operation as shown in Figure 7 , needs special care in handling the data. Often people take equal input and output word lengths. This is incorrect since the output result, in general, requires a different word length. It is therefore important to choose output word length carefully so that it is just enough to store the output result. Since the word length of Table 1 . VHDL models of the main modules of the circuit.
DSP types VHDL Model Circuit
Multiplexer if R1(0) = 0 then F1<=to_integer(signed(X)); else F1< = -to_integer(signed(X)); end if; second data buffer is WO, the word length necessary and sufficient to represent summation (WOO) is as follows:
However, in order to further reduce the area, the WOC according to Equation 8 is more carefully analyzed using MATLAB. It was found that, in practice, the summation does not require the amount of bits suggested by Equation 8; instead, the amount of bits given by the following equation is enough.
WO WOC  
The output (H) of the system has to be represented in word lengths (WOO) as given in Equation10.
The subtraction factor log2(N) is due to ignoring factor of 1/N when accumulating input data inside the accumulators. By substituting Equation 8 and 9 into Equation 10, it was observed that the word lengths of input data (WI) and output data (WOO) are equal as shown in Equation 11.
IMPLEMENTATION RESULTS
The implementations are targeted to several FPGAs from Xilinx. The FPGA families used are Spartan 3, Virtex E and Virtex 4. The hardware platform used consists of Dell T1500 system with 4-core intel CPU with 4 GB RAM and Windows 7 professional 32 bit operating system. The Xilinx ISE simulator available with the Xilinx ISE 9.2 package is used for all simulations. Figure 11 shows how an input signal is fed to the system which is designed for The comparisons are given in Table 2 . It was observed that the proposed AWG system is far better than the one reported earlier by Abbasi et al. (2010) . In terms of speed, it is about two times faster where as much better results are achieved in terms of occupied area. The AWG system designed for N=16 and WI=8 occupies less than 50% area of the previous one. For the AWG, N=32 and WI=16 the area required is only a quarter of area of the previous design. The power report supplied by the software are shown in Appendix A and B.
CONCLUSIONS
A new technique for the design and implementation of generating arbitrary signals has been presented. This technique is based on the use of Walsh functions which are derived from Rademacher functions. VHDL modeling and FPGA based implementation of the proposed architecture has been performed. It has been demonstrated that the proposed AWG system gives better results than the earlier reported systems. A significant increase in speed and good reduction in area occupied was achieved. It is seen that the total power consumption is 37 mW which is very good for this kind of design.
