The use of the expectation-maximization algorithm to obtain pseudo-maximum likelihood estimates (i.e. the EM-ML algorithm) of radiopharmaceutical distributions based on data collected from emission computed tomography (ECT) systems is now a well-developed area, as witnessed by a number of recent articles on that topic, including the detailed study of the relative performance of EM-ML and FBP reconstructions provided in Llacer, Vekerlov, Coakley, Ho man, and Nunez 1]. However, there remains considerable confusion in the eld regarding appropriate stopping rules for EM-ML algorithms, and in this correspondence I will attempt to detail a shortcoming of one of the more recent and innovative stopping rule criteria. In particular, I will discuss the e ects of total photon counts on the optimal cross-validation stopping criterion 2,3].
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In the cross-validation scheme proposed in 2,3], and implemented in 1], a single set of data is randomly split to produce two (or more) data sets possessing similar statistical properties. For example, in a positron emission tomography study, two data sets, say A and B, can be generated from a single patient or phantom study by randomly allocating counts collected at each line-of-response (LOR) into two binomial cells, each assigned probability 0.5. By randomly selecting one cell at each LOR, data set A is formed, with the remaining cells comprising data set B. Under this scheme, each data set can be reconstructed independently to obtain an estimate of radiopharmaceutical distribution in the source. The cross-validation idea is to stop iterations of the EM-ML algorithm for data set A when the likelihood function evaluated for the image estimate based on A is maximized for data set B. A similar procedure is then employed for reconstructing data set B, and a stopping rule for the full data set is then determined from the stopping iterations obtained from the two cross-validation procedures. In 1], the procedure was further simpli ed by simply adding the image estimates obtained from the two sub-data sets A and B to obtain a estimate of the source distribution based on the full data.
A de ciency of this procedure is that the optimal stopping iteration is a function of, among other things, the total number of counts in the data. Indeed, this fact is noted in 1] where the authors discuss the success of the procedure at di erent count levels and attribute di culties at high count levels to imprecise modeling of the transition matrix. To illustrate the e ect of photon counts on stopping iteration, I modi ed the crossvalidation procedure proposed in 2,3] to more closely resemble a jackknife procedure (see, for example, 4]). In the modi ed scheme, the full data set is split into, say, k components denoted A 1 ; : : : ; A k (obtained by binning counts at each LOR into k multinomial cells assigned equal probability 1=k). Each of the k data sets is then subtracted from the full data set to yield a jackknife subsample, j, denoted A ?j (= P i6 =j A i , with the sum denoting sum of counts by LOR). The data sets A ?j are each reconstructed by the usual EM-ML algorithm, but the stopping rule in the jackknife procedure is obtained by multiplying the image estimate after each iteration by 1=(k ? 1), and then stopping iterations when the likelihood of the omitted data set A j is maximized. The principle advantage of this scheme is that, in for example a four-way split of the data, 3/4 of the data are used in the reconstruction procedure, with only 1/4 of the data held for cross-validation. By comparison, in the cross-validation procedure used in 1], only 1/4 the data would be used in the reconstruction, exacerbating the e ects of total counts on the estimation of optimal stopping iteration.
To study the e ect of total counts on optimal stopping rule, I implemented the jackknife scheme for k = 2; 3; 4; 6; and 8 on simulated data from the Ho man phantom containing approximately 1.5 million counts. For each choice of k, I added the k cross-validatory log-likelihoods together to obtain an overall pseudo-loglikelihood, and plotted this against iteration number. The results are displayed in Figure 1 . In Figure 2 , similar results are depicted for the cross-validation scheme used in 1] using a four-way split (the two-way cross-validation split is identical to the two-way jackknife split). As these plots illustrate, the optimal iteration number depends critically on the proportion of data used in the crossvalidation scheme. Using the simple cross-validation scheme of 1-3], the optimal iteration based on the pseudo-loglikelihood is 85 for a four-way split, and 107 for a two-way split. Figure 1 . Estimated pseudo-loglikelihood functions versus iteration number. The individual curves represent the jackknife-cross-validation log-likelihoods using two-, three-, four-, six-, and eight-way data splits. The curve for the two-way split contains the left-most peak, and the remaining peaks move monotonically to the right with the order of the data split.
To re ne the jackknife estimate of the optimal stopping iteration, I next plotted the mode of the pseudo-likelihood functions obtained using di erent proportions of the data in the jackknife method against optimal stopping iteration, on a variety of scales. When the inverse of fraction of data used is plotted against the logarithm of the optimal stopping iteration, the plot appears approximately linear, as shown in Figure 3 . In this case, extrapolating back to one suggests that the optimal number of iterations for the full data set would be approximately 125, using a jackknife-cross-validation approach. Of course, whether or not a cross-validation approach for determining an optimal stopping rule should be used is itself a controversial question, and more task-dependent criteria can certainly be imagined.
As a nal note, the jackknifed image estimates can, in principal, be used to form pseudo-sample estimates of the source distribution, which can be averaged to obtain approximately \de-biased" estimates of the image scene. However, a brief investigation of this procedure using four-and eight-way splits did not yield visually noticeable di erences between the usual full-data estimate and the approximately biased-corrected version.
