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Abstract—One of the important factors that affects the performance of Cross Language Information Retrieval(CLIR) 
is the quality of translations being employed inCLIR. In order to improve the quality of translations, it is important 
toexploitavailable resources efficiently. Employing different translation resources with different characteristics has 
many challenges. In this paper, we propose a method for exploiting available translation resources simultaneously.
This method employs Learning to Rank(LTR) for exploiting different translation resources. To apply LTR methods 
for query translation, we define different translation relation based features in addition to context based features. We 
use the contextual information contained in translation resources for extracting context based features.The proposed 
method uses LTR to construct a translation ranking model based on defined features. The constructed model is used 
for ranking translation candidates of query words. To evaluate the proposed method we do English-Persian CLIR, in 
which we employ the translation ranking model to find translations of English queries and employ the translations to 
retrieve Persian documents. Experimental results show that our approach significantly outperforms single resource 
based CLIR methods.
Keywords-Cross Language Information Retrieval, Learning to Rank, Translation Resource Combination
I. INTRODUCTION
With the advent of different web pages with 
different languages, World Wide Web turned into a
multilingual environment. Considering the web as a 
multilingual environment, we need methods and 
search engines for retrieving documents in different 
languages. In fact, a query in a certain language could 
have different relevant documents in multiple 
languages. This challenge demands methods for 
retrieving documents in languages different form the 
language of query. Cross Language Information 
Retrieval (CLIR) deals with this problem. The main 
aim of CLIR is finding documents in a language 
different from the language of query. Since in CLIR 
the language of documents (target language) is 
different from query language (source language), we 
need translation methods for either translating 
documents to the language of queries (document 
translation) or translating queries to the language of 
documents (query translation).Also, we can translate 
documents and queries to an intermediate language 
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and solve the problem of language difference [1,2].
Generally, document translation has better 
performance than query translation in CLIR. However,
because of high cost and complexity of machine 
translation, document translation has not been widely 
used in CLIR [1, 2]. Therefore, this paper focuses on 
query translation approach.
Different translation methods have been used for 
translating queries in CLIR. Most of them use 
translation resources for extracting translations of 
query terms and constructing the query in target
language. Translation resources used in CLIR could be 
categorized into four different categories [2]: 1)
dictionaries, 2) comparable corpora, 3) parallel
corpora, and 4) machine translators. As mentioned, 
using machine translators has high cost and 
complexity. Thus, in this research, we concentrate on 
dictionaries, comparable corpora, and parallel corpora 
for translating queries. Each of these resources has 
specifications that other resources may not have them. 
For example, parallel corpora usually are more 
accurate than comparable corpora and translations 
extracted from parallel corpora for query terms could 
be the exact translations of them. In contrast, using 
comparable corpora for query translation could have
the effect of query expansion, in which not only we 
could find translations of a query term, but also we 
could extract related terms to the query terms which 
are very useful for finding relevant documents to the 
query. Therefore, we can employ all available 
resources for finding translation of a query and 
constructing the query in target language. The main 
problem of employing several resources for query 
translation is that each of them may suggest different 
translations for a query term and determining the 
correct translation from the candidate translations is 
difficult. Also, the accuracy of different translation 
resources for query translation is not the same and 
using simple methods for fusing translation resources 
such as linear combination will not lead to a good 
performance.
Usually in CLIR, queries are considered as bags of 
words and each query word is considered to be 
independent of other query words. Assuming query 
words to be independent is not realistic. In fact, some 
query words may have different senses in different 
situations. Using other query words, we can detect the 
correct sense of ambiguous words in the query. 
Therefore, the context information should be 
considered in query translation process to achieve a 
good performance. However, how to exploit 
contextual information in query translation process is
another challenge. 
In this paper, we propose a method for exploiting 
different translation resources in query translation and 
considering contextual information in query 
translation process. This method uses Learning to 
Rank (LTR) approach for exploiting different 
translation resources in order to find translations of 
query terms more accurately. LTR is the task of 
ranking objects regarding to a query. LTR is originally 
proposed for information retrieval in which the goal is 
ranking documents in response to a given query. 
However, recently, LTR approach has been widely 
used in other applications [3]. In this paper, we map 
the problem of finding translations of a query term to a 
ranking task and use LTR approach for ranking the 
translations of the query term. We consider each query 
term as a query and candidate translations of the query 
term as documents. By this view, the problem of 
finding accurate translations of a query term is equal 
to the problem of finding relevant documents to a 
given query. After mapping the query translation task 
to a ranking task, we use LTR approach for ranking 
the candidate translations and finding the correct
translations. For constructing a ranking model using 
LTR, we need training data, containing a set of source 
language words and their corresponding candidate 
translations with the ground truths. LTR approach uses
different features for learning a ranking model. 
Therefore, we should define proper features to 
construct the ranking model. In this paper, we define 
different features using different translation resources.
In fact, the proposed LTR approach uses information
extracted from different translation resources for 
finding accurate translations of a query term. The 
features used in this research could be categorized into
two categories: translation relation based features and 
context based features. Translation relation based
features are based on the translation relations that are 
extracted from different resources for each pair of 
source and target language words, such as the 
translation probability. For extracting context based
features, we use the contextual information in 
translation resources such as the point-wise mutual 
information of the target language candidate word
with the source language query terms.
Concisely, the main contributions of this paper are 
as follows:
xUsing LTR for query translation: In this research, 
we apply the LTR approach for translating queries 
in CLIR task. Previous works used translation 
resources for translating queries and after 
translating queries they extracted features from 
query-document pairs and employed LTR methods 
for constructing a ranking model using constructed 
training data. Unlike previous works, we use 
translation resources for extracting features and 
constructing training data. Using training data, we 
construct a translation ranking model and employ
it for translating queries.
x Exploiting different translation resources for 
CLIR: Although different studies have been done 
for exploiting multiple translation resources for 
CLIR, most of them used a simple approach such 
as linear combination for exploiting them. This 
paper proposes an automatic approach for 
exploiting different translation resources based on 
LTR approach in query translation process.
xDefining and employing different features for 
constructing translation ranking model: We define a 
wide variety of features and use them for 
constructing the ranking model. Our results in 
Section V, show the effectiveness of defined features
in translating queries accurately.
We do the CLIR task of CLEF 2008 and 2009: 
“Retrieving Persian documents from queries in 
English” for evaluating the proposed method. We
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employ the proposed method for translating the
English query words and utilize the translated queries 
to retrieve Persian documents. We use two parallel 
corpora: TEP [4] and 20M, UTPECC comparable 
corpus version 2.0 [5] and a bilingual English-Persian
dictionary as the resources of extracting features. Also, 
we use Wikipedia parallel corpus [6] for constructing 
the training data and labeling the translation 
candidates. After constructing the ranking model using 
LTR approach, we employ the learned model to
translate English queries and construct queries in 
Persian. We use the constructed Persian queries for 
retrieving documents in Persian. We employ
Hamshahri collection [7], which is used in CLEF 2008 
and 2009 as test collection. This corpus contains 
English queries, corresponding Persian queries, and 
about 166,000 documents in Persian. The results show 
that using LTR approach for query translation 
significantly outperforms all single resource based 
CLIR methods. Also, our results show that the 
proposed methods outperform the linear combination 
method which is one of the most used methods for
translation resource combination in CLIR. We analyze 
the impact of different features in constructing the 
ranking model. Our results show that translation 
relation based features alongside context based 
features resolve most of main problems of single 
resource based CLIR methods.
The remainder of this paper is organized as 
follows. In Section II, we review the previous work on 
CLIR and using LTR for CLIR. In Section III, we 
describe the proposed LTR approach for query 
translation. Section IV explains the features used in 
this paper. Section V explains the design of 
experiments and the results of different CLIR 
methods. Also, in this section, we discuss impact of 
different features on constructing the LTR based 
translation model and the effect of size and quality of 
corpora on the accuracy of CLIR. Finally, Section VI
concludes the paper and describes the future work.
II. RELATED WORK
Different translation resources have been used for 
query translation in CLIR. In fact, each resource that 
could provide a translation relation between source 
and target language words could be employed for 
query translation. Four translation resources have been 
widely used in CLIR for query translation [2]: 1) 
Dictionaries 2) Comparable corpora 3) Parallel 
corpora and 4) Machine translators. In this research, 
we did not employ machine translators for query 
translation because machine translators usually are 
used for translating a complete sentence and using 
them for translating queries, which are usually a set of 
keywords, will not have good performance in CLIR.
The mentioned translation resources usually provide 
term to term matching between source and target 
language words. However, by using them, the 
meaning of the query in semantic level will not be 
considered. Consequently, some problems such as 
ambiguity remain in translation process, which could 
have a bad effect on the performance of CLIR system. 
To overcome this problem, in some researches,
approaches such as word sense disambiguation have 
been utilized while in other researches semantically 
annotated resources such as ontologies in query 
translation process have been employed.
Among different translation resources, parallel 
corpora have been used more than others in CLIR [1, 
2]. Using parallel corpora, we can extract translation 
relations between source and target language words. 
Different methods have been employed for extracting 
translations from parallel corpora. Among these
methods, IBM model-1[8] is the most used method for 
translation knowledge extraction. This method 
provides a probabilistic mapping between source 
language words to target language words and vice 
versa. In fact, the output of this method is two 
probabilistic lexicons, in which for each pair of source 
language word, e, and target language word, f,
probabilities of translationsp(f|e) and p(e|f) are
provided. Using these probabilistic lexicons, we can 
translate each query term to target language and after 
translating all query terms, we can construct the query 
in target language. After constructing the query in
target language, the traditional IR methods such as 
Okapi BM25 method could be employed for retrieving 
documents [9]. Also, the translation probabilities could 
be employed in language model based IR approaches 
for calculating the relatedness scores of documents to 
queries. Berger and Lafferty [10] used the translation 
probabilities for estimating the language model of 
query in target language. After estimating the query 
language model in target language, they used language 
model based IR methods for retrieving documents in 
target language. Similar research used this approach 
for CLIR such as the research done in [11]. Also, in 
another study, Lavrenko et al. [12] used language 
modeling approach for CLIR. However, instead of 
using IBM model-1 for extracting translation 
knowledge from parallel corpora, they directly 
estimated the probability of relevance of each target 
language word with regard to a given source language 
query and calculated the language model of query in 
target language. 
Comparable corpora are other useful resources for 
query translation in CLIR. After extracting translation 
knowledge from a comparable corpus, the methods 
described for parallel corpora based CLIR could be 
employed for comparable corpora based CLIR.
Different approaches have been proposed for 
extracting translation from comparable corpora ([13]-
[15]). The main intuition behind these methods is that 
a pair of source and target language words that 
usually co-occur in aligned documents are more likely 
to be translations of each other. Using this intuition, 
Tao and Zhai [13] estimated the associations between 
source and target language words. They estimated the 
probability distribution of words in documents of 
comparable corpora and considered the source and 
target language words that have similar probability 
distributions to be translations of each other.
Talvensaari et al. [14] used similar approach for 
extracting translation knowledge from comparable 
corpora. In addition to co-occurrence information, they 
used similarity scores of aligned documents for 
calculating the association score of pairs of source-
target language words. Rahimi and Shakery [15]
proposed a method based on language modeling 
framework for extracting translations from comparable 
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corpora. They calculated the contribution of words in 
constructing the documents of the comparable corpus. 
Then, they considered two words in two languages 
that have similar contributions in constructing aligned 
documents to be translations of each other. 
One of the main problems of word to word query 
translation is existing ambiguity in query words which 
word to word translation could not resolve it. In fact, a 
query word could have different meanings (senses) in 
target language and finding the correct translation of 
the query word is very challenging in CLIR. To solve 
this problem, different methods([16]-[19])have been
proposed. The main idea behind these methods is 
using the co-occurrence information of translated 
query words for finding the correct translations. In 
fact, these methods make the assumption that the 
correct translation of a query word should have high
co-occurrence with translations of other query words.
In this research, we used this idea for defining 
different features and finding the correct translations 
of query words.
Some CLIR methods utilize semantic and lexical 
relations between words and concepts to increase the 
accuracy of CLIR. The main intuition behind these
methods is bridging the gap between words and their 
meanings. These methods add context to query and 
expand the query. Adding context to query could 
resolve the problem of ambiguity. Ontologies and 
thesauri are potential resources for extracting semantic 
level information. These resources have been widely 
exploited in CLIR. EuroWordNet[20] is a semantic 
network of words of seven European languages in 
which the words of different languages are connected 
with inter-lingual links. In many researches([21]-[23]),
this ontology has been used for matching queries and 
documents. For example, instead of indexing words,
Gonzalo et al. [21] used EuroWordNet’s Inter-
Lingual-Indexes as index units. Using this approach, 
the process of CLIR becomes language independent. 
In fact, each word (sense of word) is indexed with its 
corresponding word (sense of word) in other 
languages. Therefore, query in any language could be
matched with documents in any language.
In some researches ([24]-[26]), ontologies are used 
beside other resources such as dictionary for adding 
semantic level information to the translations and 
finding the correct meanings of words. For example, 
Pourmahmoud and Shamsfard[24] employed a
dictionary for query translation and an ontology for 
expanding query with related words (phrases). The
results of this research show that using ontologies and 
semantic level resources for query translation could 
improve the accuracy of CLIR.
Other researches ([27]-[30]) also tried to consider 
the meanings of words in semantic level in query 
translation. For example, some researches ([29], [30])
used Latent Semantic Indexing (LSI) for query 
translation and mapped the queries and documents into 
a multilingual space. In general, using semantic level 
resources alongside other resources could help to 
achieve good accuracy in CLIR. However, using them
together and combining them is very difficult because 
originally the translation units proposed by each
resource are different. In this paper, we use
information extracted from parallel corpora, 
comparable corpora and dictionary for translation. 
Some of the information is based on the co-occurrence 
of words which could play the role of considering 
semantic information in query translation process.
In order to increase the accuracy of CLIR, multiple 
resources could be exploited simultaneously. Different 
methods are proposed for using multiple translation 
resources ([31]-[36]). The main intuition behind these 
methods is that each resource has some advantages for 
query translation and by using all of them, we can 
exploit the advantages of all resources and translate 
queries more accurately. Among these methods, the 
method of Kadri and Nie [34] is similar to our method. 
They extracted different features using different 
resources. Using the extracted features they employed
a neural network for estimating the weights of 
different features and different translation resources in 
order to combine them for extracting the translations 
of query words. We used a similar approach, but 
instead of using neural networks for estimating the 
weights of different resources, we used LTR approach. 
Also, in addition to some of the features used in [34],
we defined new features and employed them to 
construct a translation ranking model.
Recently, LTR approach has been widely used in 
different applications of IR and natural language 
processing [3].Multi Lingual IR (MLIR) and CLIR are 
applications of IR that LTR approach have been 
employed in them. MLIR is applying CLIR on more 
than two languages and so CLIR is a special case of 
MLIR. Different studies have been done on using LTR 
in MLIR such as using LTR for merging the lists in
MLIR [37] and learning a scoring function from 
multilingual parallel corpus for ranking documents 
[38]. LTR approach also is employed in CLIR. 
Azarbonyad et al. [39] used LTR approach for 
constructing a ranking model in parallel corpora based 
CLIR. They utilized parallel corpora for mapping 
monolingual features to cross lingual ones and used 
the mapped features for constructing a ranking model. 
In fact, they used a parallel corpus for estimating cross 
lingual features and learning a ranking model. After 
constructing the ranking model, Azarbonyad et al. [39]
directly employed the model for ranking documents. 
Unlike the method proposed in [39], which employed
parallel corpora for mapping monolingual features to 
cross lingual equivalents without query translation and 
constructed an LTR based learning model, we used 
translation resources for extracting different features 
and employed LTR approach for translating queries.  
III. LEARNING TO RANK FOR QUERY TRANSLATION
Recently, LTR methods have been widely used in 
different applications of information retrieval. The
main focus of LTR methods is using several features 
for ranking documents in response to a query in 
information retrieval task. Although LTR methods are 
originally proposed for document retrieval task, we 
could use these methods in other applications such as 
query translation. In this paper, we apply LTR 
approach for query translation in CLIR task. The main 
step of applying LTR methods in other applications is 
mapping the application to a ranking problem. In
query translation task, we map the problem of finding 
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translations of a query term to the ranking problem. 
We consider each query term as a query and the 
translation candidates of the query term as documents. 
In this way, our problem could be viewed as a ranking 
problem. 
LTR methods need training data for constructing 
the ranking model. In IR task, the data is a number of 
queries, a list of judged documents for each query, and 
a relevancy label for each pair of query-document 
which determines whether the document is relevant to 
query or not. We need similar training data for 
constructing the translation ranking model. We 
consider each query word as a query and its translation 
candidates as documents. Therefore, in training data, 
we should have a number of source language words, 
their translation candidates, and the labels of them. 
The label for each candidate translation of a source 
language word determines whether the candidate 
translation is exact translation of the source language 
word or not. Finding accurate label of pairs of words is 
very difficult and needs human judgment. We use 
several translation resources for finding translation 
relations of source and target language words.
If all translation resources agree that two given 
words are translations of each other, it is likely that 
such words be exact translations of each other. 
However, using only translation relations without any 
attention to the context around the words is not enough 
for estimating the translation labels of words. For 
example, the translation of “cup” could be either 
“ϡΎΟ/cup/jam” (in x/y/z notation, x is the word in 
Persian, y is translation of x in English, and z is the 
pronunciation of x in English) or “ϥΎΠϨϓ/cup/fenjan” in 
Persian. If the context around the “cup” is about sport,
the first translation will be true. For example, if the 
sentence is “Brazil hosts football world cup”, the 
translation of “cup” will be “ϡΎΟ/cup/jam”. In other 
situations, the translation of “cup” can be 
“ϥΎΠϨϓ/cup/fenjan”. Therefore, determining the exact 
translation of a word regarding to a context is beyond 
using only dictionaries or lexicons. Due to this issue, 
we use another resource for determining the contexts 
of words and translating them more accurately. To do 
so, we use a parallel corpus for labeling translation 
candidates. The process of acquiring the labels of 
candidate translation regarding to a source language 
word is shown by as example in Fig. 1.At first, we use 
IBM model-1 for finding the alignment of words in 
sentences. After using IBM model-1, we have a word 
aligned parallel corpus, in which each word of a 
sentence in source language is aligned to its 
corresponding word in corresponding aligned 
sentence. For example, in the Fig. 1, the word “cup” is 
appeared in sentence “Brazil hosts football world cup” 
and the corresponding aligned sentence in Persian is 
“ Ζγ΍ϝΎΒΗϮϓ̶ϧΎϬΟϡΎΟϥΎΑΰϴϣϞϳίήΑ”, so it is more likely 
that “cup” is aligned to “ϡΎΟ/cup/jam”. After 
constructing word aligned parallel corpus, the 
candidate translations are extracted. For example, in 
Fig. 1, we can see that from one sentence, five 
translation pairs are extracted. After extracting 
translation candidates, we use lexicons extracted from 
translation resources for validating translation pairs 
and labeling them. Using the lexicons of translation 
resources and the word aligned parallel corpus, we can 
estimate the labels of translations accurately. We use 
this fact that if two words in target and source 
languages are accurately aligned in a sentence of
parallel corpus, then in lexicons that are extracted from 
different resources these words should have a 
translation relation. In fact, if a source language word 
is aligned to a target language word in a sentence, the 
target language word should be in translations of the 
source word in other lexicons. For example, in Fig. 1, 
we can see that for the word “world”, translation 
extracted from word aligned corpus is 
“̶ϧΎϬΟ/world/jahani”. Also, we can see that in lexicons 
that are extracted from translation resources, the words 
“world” and “̶ϧΎϬΟ/world/jahani” have translation 
relation. Therefore, we label the word 
“̶ϧΎϬΟ/world/jahani” as exact translation of the word 
“world”. In fact, the translation of the word “world” in 
the context of “Brazil hosts football world cup” in 
Persian is “̶ϧΎϬΟ/world/jahani”. We label other 
translation candidates that are extracted from lexicons 
of different resources zero, which means that they are 
not exact translation of “world” in the context. We use 
two parallel corpora, a comparable corpus, and a 
bilingual dictionary for query translation. Also, we use 
another parallel corpus for finding the alignment of 
words in sentences. After finding alignments of words 
in parallel corpus, we use other translation resources 
for validating the alignments and labeling the 
translations. For this purpose, we label each candidate 
as true when source and target language words have a 
translation relation in lexicons extracted from other 
parallel corpora and comparable corpus. 
The general process of LTR for translation could 
be summarized as follows: Suppose that we have two 
different sets. We name these sets as source language 
words SW = {sw1, sw2, …, swm} and target language 
words TW = {tw1, tw2, …, twn}. Given a member swi of 
SW and a subset tw of TW (tw is the set of candidate 
translations of swi), we rank the members of tw based 
on the information we get from swi and tw. We 
perform the process of ranking using a ranking 
(scoring) function:
ܨ(ݏݓ݅ , ݐݓ) ׷  ܹܵ כ ܹܶ
݇ ՜ ܴ݇ ,                                  (1)
where k is the size of tw and ܴis the set of real words. 
In fact, the scoring function gives scores to the 
members of tw: ܵݐݓ = ܨ(ݏݓ݅ , ݐݓ) . Then, the 
translation candidates are ranked according to these 
scores: R =  ݏ݋ݎݐܵݐݓ (ݐݓ) .Instead of calculating 
scoresfor all members of tw and ranking them, we 
calculate the score for each member of tw. In fact, in 
this paper instead of using F(swi, tw), we use a
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Figure 1.  The steps of labeling translation candidates
function f(swi, twj) which calculates the score of a 
member of tw regarding to swi. Therefore, the ranking 
actually will be performed using function f:
݂൫ݏݓ݅ , ݐ݆ݓ ൯ ׷  ܹܵ כ ܹܶ ՜ ܴ                                      (2)
Thus, the scoring and ranking functions will be as 
follows: ݏݐݓ݆ = ݂൫ݏݓ݅ , ݐ݆ݓ ൯ and ܴܽ݊݇݅݊݃ = ׊ݏݐݓ݆ א
ݐݓ ݏ݋ݎݐݏݐݓ ݆
(ݐݓ).
The proposed method has three main steps: 
constructing the training data, learning a ranking 
model, and using the ranking model for ranking 
translations. The first step is described above. In 
second step, we use the training data for learning a 
ranking model. The training data consists of source 
language words and their associated translation 
candidates with their labels. Using these data, the 
learning machine constructs a ranking model. In fact, 
the goal of this step is constructing the function 
f(swi,twj).The scoring function is actually a 
combination of different features extracted in the first 
step. 
In the third step, we use the ranking model for 
scoring and ranking the translation candidates of a new 
word. In fact, given a new source language word 
swm+1, we rank the translations candidates of swm+1
and use the top ranked candidates as translations of 
swm+1.
Also, the main steps of our method for query 
translation are shown in Fig. 2. First we construct the 
training data, which contains the source language 
words and their translation candidates. The process of 
constructing the training data is shown in Fig. 1. In 
Fig. 2, <Ti, Sj> represents a source language word Ti
in a source language sentence Sj. For each <Ti, Sj> we 
have its candidate translation and labels of them. 
TRSik corresponds to the kth translation candidate of
the word Ti and Lik shows the label of the candidate 
translation regarding to the source language word. Lik
will be one if the candidate translation TRSikis exact 
translation of source language word Ti, zero otherwise. 
After labeling pairs of source and target language 
words, we extract different features for these pairs
using different translation resources. The features are 
described in Section IV. After extracting features from 
pairs of source and target language words we use the 
features for learning a ranking model. Training data is 
the input of learning system. Using this data, the 
learning system constructs a ranking model. The 
ranking model (translation model) could be used for 
scoring the candidate translations. Using features 
extracted from query words and their candidate 
translations and by employing the ranking model, we 
can score the candidate translations of query words 
and re-rank them for finding the exact translations of 
query words. The output of our system will be re-
ranked translation candidates of query words. We can 
employ the re-ranked translations for constructing the 
query in target language and retrieving documents.
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IV. TRANSLATION FEATURES
In this section, we describe the features used for 
constructing the translation ranking model. We extract 
a wide variety of features using different translation 
resources for each pair of source and target language 
words. The features used in this research could be 
categorized to two categories: translation relation 
based features and contextual information based 
features.
A. Translation relation based features
The features of this category are estimated using
translation relations extracted from different 
translation resources. In this section, we describe the 
features of this category.
Translation probability: This feature is the 
probability of translating the source language word to 
the candidate target language word. For extracting this 
feature from parallel corpora, we use IBM model-1. In 
order to extract translation probabilities from 
comparable corpora, we use Rahimi and Shakery [15] 
method, which is one of the best performing methods 
for extracting translation relations from comparable 
corpora. Unlike most of other methods of extracting 
translation relations from comparable corpora which 
use only alignments between source and target 
language documents, Rahimi and Shakery [15] method 
uses alignment scores of documents for extracting 
translation relations. Since dictionary does not contain 
translation probabilities, we simply consider 
translation probabilities to be uniform, i.e. if an 
English word has N translation candidates, we will 
consider the translation probability of each candidate 
to be equal to 1/N.
Reverse translation probability: Another feature we 
employ is the reverse translation probability. We use 
this fact that if two words are translations of each 
other, both the probability of translating target 
language word to source language word and 
probability of translating source language word to 
target language word should be high. Again, we use 
IBM model-1 for extracting reverse probabilistic 
dictionary from parallel corpora. Also, we use Rahimi 
and Shakery [15] method for extracting reverse 
probabilistic dictionary from comparable corpora.
Translation ranking: Another feature we employed 
in this research, is the ranking of the translation 
candidates of the source word in the candidate 
Figure 1.  The steps of applying LTR for query translation in CLIR
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translation list of the source word. To extract this 
feature, we sort the candidate translations of source 
words by their translation probabilities and consider 
the rank of the candidate target word as the feature. 
Translation probability difference: The difference 
between the translation probability of a candidate 
translation and the highest translation probability in 
translation candidates of the source word is another 
feature that we use in this paper.
In the proposed method, we also use some features 
that are independently extracted for source and target 
words. Term frequency and inverse document 
frequency of candidate translations in different 
translation resources are the features of this category.
Term frequency: We use the frequency of source 
word in each resource as a feature. If frequency of a 
word in a resource is low, we have less confidence in 
the translations that the resource provides for the 
word. Therefore, the frequency of word in the 
resources could be a good feature for selecting the 
translation resource. Similarly, frequency of target 
language words could be a good feature for 
determining the correct translations. 
Inverse document frequency: Although the 
frequency of a word in different resources could be a 
good feature for selecting the correct resource, if a 
word excessively is repeated in are source, it could be
a general word. Usually, the general words, which are 
frequent in a resource, have incorrect translation 
relations with many words. We should prevent these 
words in translation process. For example our 
observations show that the Persian word “ϝΎγ/year/sal”
has translation relation with most of English words in
the lexicon extracted from comparable corpus. To 
solve this problem, we use Inverse Document 
Frequency (IDF) of words as another feature. Usually, 
general words have low IDF’s, so using this feature 
we can prevent facing the general words problem.
Entropy of words: Another feature that we use to 
solve the problem of general words is the entropy of 
target words in the lexicons extracted from different 
resources. The entropy for a given target language 
word is defined as:
ܧ(ݓݐ) =  െ෍ ݌(ݓݐ |ݓݏ) כ log൫݌(ݓݐ |ݓݏ)൯ ,
ݏ
          (3)
where wt is a target language word,ws is a source 
language word, and p(wt|ws) is the translation 
probability provided by a resource to the given source 
and target language words. The sum is taken over the 
source language words that have a translation relation 
with the target language word. If the entropy of a 
given word is high, it will be more likely that the word 
is a general word. Similarly, we use reverse translation 
probabilities for estimating the entropy of source 
words. Using each of resources, we extract these 
features and we have two entropy based feature 
regarding to each resource.
B. Context based features
To consider contextual information in translation 
process, we define different features. In this section, 
we describe the features of this category.
Point-wise mutual information: We use Point-wise 
Mutual Information (PMI) for considering the 
correlation of words in translation process. PMI is one 
of the common measures of estimating the coherence 
of two words in a corpus.PMI is defined as:
ܲܯܫ(ݓ1,ݓ2) = log ൬
݌12
݌1 כ ݌2
൰ ,                                    (4)
where p12 is the probability of occurrence of words w1
and w2 simultaneously in a corpus and defined as:
݌12 =
ܯݑݐݑ݈ܽܥ݋ݑ݊ݐ(ݓ1,ݓ2)
ܰ
,                                   (5)
Where MutualCount(w1,w2) is the number of 
documents that contain both w1 and w2 and Nis the 
total number of documents in the corpus. p1and p2 are 
the probability of occurrence of w1 and w2
respectively. pi is defined as the number of documents 
containing wi divided by N.
For each word w, we calculate the correlation of 
that word with other words of the sentence that 
contains w as:
ܥ(ݓ, ܵ) =  σ ܲܯܫ(ݓ,ݓ݅),ݓ݅אܵ,ݓ്݅ݓ (6)
Where S is the sentence containing w. S is the sentence 
of training parallel corpus that we extracted the pair of 
source-target language words from it. We calculate 
these features for each pair of source and target 
language words. In fact, in training data, we have two 
features from this class: one calculated using the 
source word and considering S as the source language 
sentence, and another one calculated using the 
candidate target language word and considering S as 
the aligned target language sentence. For calculating 
this feature, we use comparable and parallel corpora. 
Using each resource, we extract these features and 
employ them for constructing the ranking model.
Unlike comparable corpora, parallel corpora are 
aligned in sentence level. Therefore, we consider each 
sentence of parallel corpus as a document and 
calculate the counts.
Cross lingual point-wise mutual information:
Another context based feature is the Cross Lingual 
PMI (CLPMI) which is the PMI of pair of source and 
target language words. For extracting CLPMI we use 
alignments in different resources. Since source and 
target language words are in different languages, we 
cannot calculate the MutualCount like the 
MutualCount of PMI. We calculate the CLPMI’s 
MutualCount as follow:
ܯݑݐݑ݈ܽܥ݋ݑ݊ݐ(ݓݏ ,ݓݐ) =  σ 1ܣ݆݅ אܣ
ݓݏא݀݅
ݓݐא݆݀
,                  (7)
Where A is all alignments, Aij is an alignment between 
document di in source language and document dj in 
target language.
Using CLPMI, we calculate total PMI of each source
language word with the sentence, St, in target language
as follow:
ܥ(ݓݏ , ܵݐ) =  σ ܥܮܲܯܫ(ݓݏ ,ݓ݅)ݓ݅אܵݐ (8)
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Similarly, we calculate the total CLPMI of each 
target language word with the source language 
sentence and use it as a feature in constructing the 
ranking model.
Number of relevant words: Another context based 
feature is the number of source language words in 
source sentence that have a translation relation with 
the candidate target language word. As the value of 
this feature for a target language word increases, the 
probability of translation of the target word to the 
source word should be increased.
V. EXPERIMEN RESULTS
In this section, we evaluate our methods to show 
their effectiveness. In order to evaluate different 
methods, we use Hamshahri collection and do the 
CLEF 2008 and 2009 tasks: retrieving Persian 
documents from queries in English. At first, we 
describe the datasets used in this research for 
evaluating the proposed method and then we present 
the results of different methods.
A. Datastes
For evaluating different CLIR methods, we use 
CLEF Hamshahri collection. This collection contains 
166,744 documents in Persian and 100 queries in 
Persian and English languages. We use the title of 
English queries for retrieving Persian documents.
We employ three different parallel corpora for 
implementing the proposed method. Wikipedia 
parallel corpus is used for extracting translation 
candidates and their labels. This corpus consists of 
282,853 aligned sentences in Persian and English. The 
size of this corpus is 2,299,025 words in Persian and 
2,288,807 words in English. We use TEP and 20M 
parallel corpora as translation resources for extracting 
features. TEP is constructed from subtitles of about 
1,600 movies. This corpus contains 612,086 aligned 
sentences which are about 3,783,720 words in Persian 
and 3,893,249 words in English. The 20M corpus is a 
combination of four different parallel corpora: Roman 
parallel corpus [40], ELRA Persian-English parallel 
corpus [41], a part of Mizan parallel corpus [42], and 
ITRC parallel corpus [43]. The size of this corpus is 
about 1,109,584 sentences. This corpus contains 
19,779,899 Persian words and 19,848,527 English 
words.
We use UTPECC comparable corpus version 2.0 
for extracting translations of words. This corpus is 
constructed from aligned news articles in English and 
Persian. About 10,724BBC news articles are used for 
constructing the English side of this corpus and about
5,544Hamshahri news is used for constructing the 
Persian side and the total number of alignments 
between English and Persian documents is 14,979.
B. Experimental results
We use Wikipedia parallel corpus for extracting 
translation candidates. After extracting translation 
candidates, we employ different resources for 
calculating features and constructing the training data.
We use LTR methods for constructing a ranking 
model by employing the train data. In calculating 
some of the features, we assume that the candidate 
translations are in a sentence and we use the sentence 
for estimating some of features. In query time, we do 
not have any sentence in target language, but we can 
consider the query in source language as a sentence for 
estimating source language related context based 
features. To solve the problem of lack of sentence in 
target language, we use the top five translations of 
each source language query term and construct the 
sentence in target language. In fact, in target language 
sentence, for each source language term, we have five 
translation candidates. The top five translations are 
extracted using 20M corpus because this corpus has 
the best performance in CLIR compared to other 
resources.
We do English-Persian CLIR task using different 
translation resources. We used different LTR methods 
for constructing the translation model (AdaRank [44], 
IR SVM [45], and Coordinate Ascent [46]). Among 
them, IR SVM had the best performance. Therefore,
we only report the results of this method.
In Table I, the results of different CLIR methods 
and the results of monolingual IR are shown. For 
monolingual IR, we used Persian queries for retrieving 
Persian documents. We employ Okapi BM25 retrieval 
method for scoring and retrieving documents.
In dictionary based CLIR, we employed top N
translations of each query word for constructing the 
query in target language. After constructing the query 
in target language, we use Okapi BM25 method for 
retrieving documents in target language. We achieved 
the best performance where N=6. Therefore, we only 
reported the results of dictionary based CLIR with
N=6.The best performance of dictionary based CLIR 
in terms of MAP is 0.1121, which is 0.25 of MAP of 
monolingual method. As the results show, dictionary 
is not a good resource for query translation. In fact, 
dictionary has many shortcomings for query 
translation such as limited coverage and lack of named 
entities. Our results show that using dictionary, we 
have 64 Out-Of-Vocabulary (OOV) words. The OOV 
words usually are named entities, which are very 
important in information retrieval.  
Like dictionary based CLIR, in comparable corpus 
based CLIR, we employ top N translations of each 
query word for constructing query in target language. 
We achieved the best performance when N=3.
Therefore, we report the results of comparable corpus 
based CLIR for N=3. As the results show, the 
performance of comparable corpus based method is 
better than dictionary based method. The performance
of comparable corpus based CLIR in terms of MAP is 
0.1545, which is 0.37 of MAP of monolingual IR. In 
comparable corpus based CLIR we have 24 OOV 
words, which is lower than dictionary based CLIR. In 
fact, we expected the coverage of comparable corpus 
to be better than dictionary.
The results of parallel corpora based method are 
also shown in Table I. As the results show, parallel 
corpora based CLIR method has the best performance
comparing to other methods. We used top N
translations of each query word for constructing query 
in target language. The best results of parallel corpora 
based method are achieved when N=5so, we only 
report the results of parallel corpus based CLIR for 
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N=5.Using parallel corpora as translation resource, we 
employed IBM model-1 and extracted probabilistic 
lexicon. The performance of parallel corpus based 
method, when we use TEP corpus, in terms of MAP is 
0.2652, which is 0.59 of MAP of monolingual method. 
Using this resource we have 13 OOV words, which is 
lower than comparable corpus based method and 
shows its effect on the results. The 20M corpus is even 
better than TEP corpus. Using this resource the 
performance of CLIR in terms of MAP is 0.3064,
which is 0.74 of MAP of monolingual method. Using 
this resource we only have 4 OOV words. This shows 
that 20M corpus has good coverage.
In this paper, we implement the linear combination 
method for combining different translation resources. 
This method assigns weights for translation resources
based on the accuracy of them and uses the weighted 
sum of translation probabilities extracted from 
different resources. This method estimates the 
translation probability of a target language word f to a 
source language word e as follows:
ܲ(݂|݁) =  ߣܴ݅ܲ ݅(݂|݁),                                                   (9)
where ܴܲ
݅
(݂|݁) is the translation probability extracted 
using resource Ri and ߣ݅ is the weight of Ri. After 
estimating translation probabilities using Equation 9, 
we use top N translations that have highest translation 
probabilities for each English query word. In this 
paper, we set N=5. We examined different values for 
Ȝ¶V 7KH EHVW SHUIRUPDQFH LQ WHUPV RI 0$3 LV
achieved when we set WKH Ȝ    IRU 20M parallel 
FRUSXV Ȝ    IRU 7(3 SDUDOOHO FRUSXV Ȝ    IRU
873(&&FRPSDUDEOHFRUSXVDQGȜ IRUGLFWLRQDU\
In fact, our experiments show that using linear 
combination, dictionary does not have any 
contribution in improving the accuracy of CLIR.The 
best result of linear combination in terms of MAP is 
0.3106. This result shows that linear combination 
improves the CLIR accuracy by 1%.
The results of using LTR for query translation are 
shown in the last row of Table I. In this method, we 
first used LTR method and learned a translation 
ranking model. Then, we employed top N translations 
of each query word after re-ranking for constructing 
query in target language. We achieved the best 
performance when N=5 so, we only report the results 
for N=5. Finally, using the constructed query, we 
implemented Okapi BM25 retrieval method for 
scoring and retrieving documents. The results show 
that using LTR for query translation improves the 
accuracy of CLIR. The best performance of LTR 
based CLIR in terms of MAP is 0.3217 which is 0.78 
of MAP of monolingual method. This result is also 
0.05 better than the result of 20M corpus based CLIR, 
which is the best result of single resource based CLIR. 
Also, the results show that LTR based translation 
combination method outperforms the linear 
combination method and the performance of this 
method is 0.04 better than the performance of linear 
combination method in terms of MAP. We conducted 
statistical significant test (t-test) on the improvements 
of LTR based CLIR over single resource based CLIR 
methods and the linear combination method. Our 
results show that all improvements in terms of MAP 
are statistically significant (p-value < 0.005).
In Table II, top five translations of each query term 
of query: ”2002 world cup” obtained from different 
translation resources and LTR method are shown. This 
query contains a phrase “world cup” and the words 
“world” and “cup” have different meanings in Persian. 
However, as a phrase, the right translation of the 
English phrase in Persian is “ ̶ϧΎϬΟϡΎΟ”. In fact, 
without paying attention to the other words of the 
query, we cannot translate each of words. As can be 
seen from Table II, using each of single resources, we 
cannot translate this query accurately. In fact, each 
resource suggests the most frequent translations of the 
source word as translation of the word. The most 
frequent translation of word “world” in Persian is 
“ϥΎϬΟ/world/jahan” and the most frequent translation 
of word “cup” is “ϥΎΠϨϓ/cup/fenjan”. Thus, using only 
the translation probabilities, at least we cannot 
translate queries that contain phrases accurately. As 
can be seen from Table II, LTR based translation 
method overcomes this problem. In LTR based 
method, some candidates get a negative score. We 
ignore the candidates that have negative score and 
normalize the scores of other translation candidates to 
be in [0,1] interval. The scores of candidates after 
normalization also are shown in Table II. As can be 
seen, LTR based translation method translates the 
words “world” and “cup” accurately. This is the effect 
of context based features which we defined in Section 
IV. Also, LTR method uses different features 
extracted from different translation resources. As can 
be seen from Table II, comparable corpus translates 
the words “world” and “cup” accurately, but it does 
not translate the world “2002” accurately. In contrast, 
other translation resources translate the word “2002” 
accurately. LTR method exploits all translation 
resources and translates the words of query more 
accurately.
C. Discussions
In this section, we discuss two important issues 
that could have high impact on the performance of 
LTR based translation method. One of these issues is 
the effect of size and quality of translation resources in 
CLIR and another issue is the impact of different 
features in constructing the translation candidate 
ranking model.
1) The effect of size and quality of translation 
resources in CLIR
One of the important factors that affects the 
performance of CLIR is the quality of translation
resource. In this section, we study the effect of size 
and quality of different corpora on the accuracy of 
CLIR. In Table III, statistics of different parallel 
corpora are shown. Also, in Table IV, the results of 
using different parallel corpora for CLIR are shown. 
20M corpus has the biggest size among parallel 
corpora. Also, this corpus has the best performance in 
CLIR. This corpus has more unique words compared
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TABLE I.  RESULTS OF DIFFERENT CLIR METHODS
Method MAP %Mono P@5 %Mono P@10 %Mono
Monolingual 0.4126 - 0.702 - 0.643 -
Dictionary based method 0.1121 25 0.198 25 0.183 27
Comparable corpus based method 0.1545 37 0.306 44 0.225 35
Parallel corpus (TEP) based method 0.2652 59 0.44 55 0.41 60
Parallel corpus (20M) based method 0.3064 74 0.524 75 0.499 78
Linear combination method 0.3106 75 0.538 77 0.508 79
LTR based combinational method 0.3217 78 0.562 80 0.518 81
TABLE II.  TRANSLATIONS EXTRACTED FROM DIFFERENT RESOURCES FOR QUERY: “2002 WORLD CUP”
Translation resource Top five translations of query terms
Dictionary
2002: OOV
world: ϥΎϬΟ (world), ΎϴϧΩ (world), ̶Θϴ̳ (world), ϢϟΎϋ (world), 
έΎ̳ίϭέ(period)
Cup: ϥΎΠϨϓ (cup), ϪϟΎϴ̡ (cup), ϡΎΟ (cup), ήϏΎγ (cup)
UTPECC Comparable corpus
2002: ϝΎγ (year) 0.11, ΪλέΩ (percent) 0.06, 2002 (2002) 0.05, 
̵ΩΎμΘϗ΍ (economic) 0.05, ϞΨϣ (intruder) 0.04
World: ϥΎϬΟ (world) 0.11, ̶ϧΎϬΟ (world) 0.11, ϝΎγ (year)0.04, 
ϥ΍ϮϨϋ (title) 0.03, ϢϴΗ (team) 0.02
Cup: ϡΎΟ (cup) 0.22, ϝΎΒΗϮϓ (football) 0.08, ϢϴΗ (team) 0.01, Ϧ̰ϳίΎΑ
(player) 0.009, ϥΎϨ̰ϳίΎΑ (players) 0.001
TEP parallel corpus
2002: 2002 (2002) 0.5, ϝΎγ (year) 0.5
World: ΎϴϧΩ (world) 0.58, ̵ΎϴϧΩ (world) 0.19, ϥΎϬΟ (world) 0.16, 
̶ϳΎϴϧΩ (world) 0.03, ̶ϧΎϬΟ (world) 0.03
Cup: ϥϮΠϨϓ (cup) 0.35, ϥΎΠϨϓ (cup) 0.29, ϩϮϬϗ (coffee) 0.13, ̶ϠϨΘγ΍
(Stanley) 0.13, ϥ΍Ϯϴϟ (glass) 0.1
20M corpus
2002: 2002 (2002) 0.67, ϝΎγ (year) 0.30, ̵ΎϬϟΎγ (years) 0.01, 
ςγϭϻ΍ (awsat) 0.01
World: ϥΎϬΟ (world) 0.47, ΎϴϧΩ (world) 0.26, ̵ΎϴϧΩ (world) 0.13, 
̶ϧΎϬΟ (world) 0.12, ̶ϳΎϴϧΩ (world) 0.01
Cup: ϥΎΠϨϓ (cup) 0.46, ϡΎΟ (cup) 0.4, ̶ϧΎΠϨϓ (cupping) 0.07, ϥ΍Ϯϴϟ
(glass) 0.03, ϪϧΎϤϴ̡ (measure) 0.03
Linear combination method
2002: 2002 (2002) 0.57, ϝΎγ (year) 0.32, ̵ΎϬϟΎγ (years) 0.007, 
ςγϭϻ΍ (awsat) 0.007
World: ϥΎϬΟ (world) 0.37, ΎϴϧΩ (world) 0.29, ̵ΎϴϧΩ (world) 0.12, 
̶ϧΎϬΟ (world) 0.1, ̶ϳΎϴϧΩ (world) 0.01
Cup: ϥΎΠϨϓ (cup) 0.38, ϡΎΟ (cup) 0.3, ϥϮΠϨϓ (cup) 0.07, ̶ϧΎΠϨϓ
(cupping) 0.04, ϥ΍Ϯϴϟ (glass) 0.04
LTR based combinational method
2002: 2002 (2002) 1
World: ̶ϧΎϬΟ (world) 0.65, ϥΎϬΟ (world) 0.35
Cup: ϡΎΟ (cup) 1
to other corpora. Thus, this corpus has good coverage 
and could translate most of words. Among other 
corpora, Roman corpus has the biggest size. However,
this corpus does not have good performance in CLIR. 
Roman corpus is constructed from English-Persian 
books. Usually, books cover a special range and they 
have limited coverage. From Table III we can see 
thatthe number of unique words of Roman corpus is 
lower than other corpora. Therefore, using this corpus,
we cannot translate queries accurately. Although the 
size of TEP corpus is smaller than Roman corpus, it 
has better performance in CLIR. TEP corpus is 
constructed from about 1,600 movie subtitles. Since
the number of movies used for constructing this 
corpus is high, this corpus has good coverage. Also, 
the sentences of this corpus are shorter than sentences 
of other corpora. The average sentence length of this 
corpus is about 6.2 words, while the
average sentence length for Roman corpus is about 
15.3 words. Usually, the probabilistic dictionary 
extracted from a corpus with short sentences has better 
accuracy from the one extracted from a corpus with 
big sentences. The main problem of TEP corpus is that 
it is very informal because the conversations in movies 
are informal. The translation extracted from this 
corpus for queries are also informal, while the 
documents of Hamshahri corpuses are not informal. 
Therefore, one of the reasons that this corpus has 
lower performance compared to 20M and Wikipedia 
corpora is its informality. The Wikipedia corpus is 
smaller than other corpora. However, it has good 
performance in CLIR. This corpus is constructed from 
Wikipedia articles, which are in different domains. 
Therefore, this corpus has good coverage. 
Additionally, the sentences of this corpus are short. 
The average sentence length of this corpus is about 
8.2. 
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TABLE III.  STATISTICS OF DIFFERENT PARALLEL CORPORA
Corpus #Bilingual 
Sentences
#Persian words #English words #Unique Persian 
words
#Unique English 
words
TEP 612,086 3,783,720 3,893,249 114,275 73,002
Roman 399,000 6,074,550 6,528,241 101,114 65,123
20M 1,109,586 19,779,899 19,848,527 256,549 211,544
Wikipedia 282,853 2,299,025 2,288,807 115,471 135,028
TABLE IV.  RESULTS OF EMPLOYING DIFFERENT PARALLEL CORPORA IN CLIR
Corpus MAP %Mono P@5 %Mono P@10 %Mono
TEP 0.2652 59 0.44 55 0.41 60
Roman 0.1618 39 0.324 46 0.305 47
20M 0.3064 74 0.524 75 0.499 78
Wikipedia 0.2975 72 0.508 72 0.472 73
From the results we can conclude that two aspects 
of parallel corpora are important in CLIR: 1) coverage 
of parallel corpora and 2) length of sentences of 
parallel corpora. Coverage of parallel corpora has a 
great impact on the performance of CLIR. Since the 
queries are in different domains, the parallel corpus 
should have good coverage of different domains. For 
example, although Roman corpus has greater size than 
TEP and Wikipedia corpora, its performance are lower 
than TEP and Wikipedia in CLIR, because it has 
limited coverage. Length of sentences of a corpus also 
has a great impact on the quality of probabilistic 
lexicon extracted from parallel corpus and so on the 
performance of CLIR. In fact, one of the quality 
factors of a parallel corpus is the shortness of its 
sentences. As the length of sentences increase, the 
accuracy of IBM model-1 in extracting word to word 
alignments decreases.  
2) Impact of features on constructing the 
translation ranking model
In this research, we defined and employed 
different features using different translation resources. 
We used these features for constructing a translation 
ranking model using LTR approach. For analyzing the 
impact of different features in constructing the ranking 
model, we use Forward Selection method. We begin 
with the best performing feature and one by one add 
other best performing features.
The results show that different features have 
different contributions in constructing the ranking 
model. Generally, the translation probabilities 
extracted from different resources are the most 
important features in constructing the translation 
ranking model. The translation probability extracted 
from 20M corpus using IBM model-1 has greatest 
impact in constructing the ranking model. Using only 
this feature, the performance of CLIR in terms of 
MAP is 0.3064. We name this feature prob20M. By 
adding other features to this feature, we achieve 0.05 
improvements in terms of MAP. Among other 
features, the translation probability extracted from 
TEP corpus using IBM model-1 has the highest impact 
on the improvements. We name this feature probTEP.
By adding probTEP to the prob20M the performance of 
CLIR in terms of MAP increases to 0.3113. This 
shows that the improvement achieved by adding 
probTEP is about 0.02. The cross language PMI of 
target language word with source sentence, where the 
PMI calculated using UTPECC corpus is the next best 
feature. We name this feature CLPMIUTPECC. The 
MAP achieved by adding CLPMIUTPECC to prob20M and 
probTEP is 0.3152. Among other features reverse 
translation probability extracted from 20M corpus 
using IBM model-1, CLPMI20M, probUTPECC, the PMI 
of target word with target language sentence’s words 
where the PMI is calculated using the 20M corpus are 
next best features, respectively. Other features also 
have a few contributions on constructing the 
translation ranking model.
The performance of CLIR system in terms of MAP 
when we use only translation relation based features is 
0.3144.This shows that adding other translation 
relation based features to the prob20Mfeature increases 
MAP of CLIR by 3%. The MAP achieved by adding 
context based features to translation relation based 
features is 0.3217, which shows that context based 
features further improve MAP by 2%.
The results show that the translation relation based 
features are more important than context based 
features. However, context based features also are 
very useful in constructing the ranking model. The 
prob20M feature has the best performance in CLIR 
compared to other features. Also, among other features 
probTEP has the best performance. These two features 
are extracted from two parallel corpora using IBM 
model-1. In parallel corpus based CLIR, most of 
researches used IBM model-1 for translating queries. 
Our results also show that IBM model-1 is the best 
method for extracting translations from parallel corpus 
and translating queries. However, IBM model-1 has 
some shortcomings in order to be employed in CLIR. 
The main problem of IBM model-1 in translating 
queries is that it does not consider the context in 
extracting translations and the translations extracted 
using this method could have ambiguity. We can solve 
this problem by adding context based features to the 
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translation based features. The defined context based
features in Section IV, solves a big part of 
shortcomings of translation based features.
VI. CONCLUSION AND FUTURE WORK
In this paper, we exploited different translation 
resources for CLIR. To do so, we mapped the problem 
of finding translations of query words to the ranking 
problem. After mapping the query translation problem 
to the ranking problem, we employed Learning to 
Rank (LTR) approach for constructing a translation 
ranking model. We used the constructed model for 
scoring the translation candidates of query words and 
re-ranked the translation candidates using the scores 
the model gave to each candidate. We defined 
different features using different translation resources. 
In addition to translation relation based features, which 
are based on the translation information extracted from 
different resources, we defined different features 
which use the contextual information contained in 
different translation resources. Our results show that 
using LTR for query translation significantly 
outperforms other CLIR methods. The performance of 
LTR based CLIR method in terms of MAP is 0.3217,
which is 0.05 better than the best performing single 
resource based CLIR method. This result shows that 
LTR method exploits different translation resources 
for CLIR very well. Our results also show that 
although translation relation based features are more 
important than contextual information based features, 
contextual information based features contribute very 
well in constructing the ranking model and help the 
translation relation based features for extracting 
translations more accurately.
In this research, we used different features for 
constructing a ranking model. In the future, we are 
going to define some other features and use them for 
improving the accuracy of constructed translation 
ranking model. We used LTR approach for improving 
the accuracy of translations extracted from different 
translation resources. Another interesting research 
direction could be using LTR approach for directly 
extracting translations from different corpora and 
using them for CLIR.
ACKNOWLEDGMENT
This research is partially supported by ICT Research 
Institute (ITRC).
REFERENCES
[1] F. Ren and D.B.Bracewell,” Advanced information
retrieval,”Electronic Notes in Theoretical Computer 
Science,vol. 225,pp.303-317, 2009.
[2] J.Y. Nie,“Cross-Language Information Retrieval,”Synthesis 
Lectures on Human Language Technologies, 
Morgan&Claypool Publishers, 2010.
[3] H. Li,“Learning to Rank for Information Retrieval and 
Natural Language Processing,” Synthesis Lectures on Human 
Language Technologies, Morgan& Claypool Publishers,
2011.
[4] M.T. Pilevar, H. Faili and A.H. Pilevar,“TEP: Tehran 
English-Persian Parallel Corpus,”In proceedings of 12th 
International Conference on Intelligent Text Processing and 
Computational Linguistics (CICLing), Tokyo, Japan, 2011, 
pp. 68-79.
[5] Z. Rahimi and A. Shakery, “Topic Based Creation of Persian-
English Comparable Corpus,” In proceeding of the 7th Asia 
conference on information retrieval technology, Dubai, 
United Arab Emirates, 2011, pp. 458-469.
[6] N. Baratalipour, “Building a Persian-English Parallel Corpus 
From The Web,” M.Sc. Thesis, University of Tehran, 2013.
[7] A. AleAhmad, H. Amiri, E. Darrudi, M. Rahgozar and F.
Oroumchian, “Hamshahri:A standard Persian text 
collection,”Knowledge-Based Systems vol. 22, no. 5, pp.382-
387, 2009.
[8] P.F.Brown, V.D. Pietra, S.D. Pietra and R. Mercer,“The 
mathematics of statistical machine translation: parameter 
estimation,”Computational Linguistics, vol. 19, no. 2, pp. 
263-311, 1993.
[9] J.Y. Nie, P. Isabelle, P. Plamondon and G. Foster,“Using a 
probabilistic translation model for cross-language information
retrieval,”6th Workshop on Very Large Corpora, Montrael,
Canada, 1998, pp. 18-27.
[10] A. Berger and J. Lafferty,“Information retrieval as statistical 
translation,”Inproceedings of the 22st ACM SIGIR 
Conference on Research and Development in Information
Retrieval (SIGIR), Berkeley, United States, 1999, pp. 222-
229.
[11] J. Xu, R. Weischedel and C. Nguyen, “Evaluating 
aprobabilistic model for crosslingual information
retrieval,”Inproceedings of the 24st ACM SIGIR Conference 
on Research and Development in Information Retrieval 
(SIGIR), New Orleans, United States, 2001, pp. 105-110.
[12] V. Lavrenko, M. Choquette and W.B. Croft, “Cross-lingual 
relevance models”, In proceedings of the 25st ACM SIGIR 
Conference on Research and Development in Information
Retrieval (SIGIR), Tempere, Finland, 2002, pp. 175-182.
[13] T. Tao and C. Zhai, “Mining comparable bilingual text 
corpora for cross-language information integration,” In 
proceedings of the 11st ACM SIGKDD international 
conference on Knowledge discovery and data mining 
(SIGKDD), Chicago, United States, 2005, pp. 691-696.
[14] T. Talvensaari, A. Pirkola, K. Jarvelin, M. Juhola and J. 
Laurikkala, “Focused web crawlingin the acquisition of
comparable corpora,” Information Retrieval Journal, vol. 11, 
pp. 427-445, 2008.
[15] R. Rahimi and A. Shakery, “A Language Modeling Approach 
for Extracting Translation Knowledge from Comparable 
Corpora,” In proccedings of 35th European Conference on 
Information Retrieval Research (ECIR), Moscow, Russia, 
2013, pp. 606-617.
[16] J. Gao, J.Y. Nie, E. Xun, J. Zhang, M. Zhou and C. Huang, 
“Improving query translation for cross-language information 
retrieval using statistical models,”In proceedings of the 24st 
ACM SIGIR Conference on Research and Development in 
Information Retrieval (SIGIR),New Orleans, United States, 
2001, pp. 96-104.
[17] Y. Liu, R. Jin and J.Y. Chai, “A maximum coherence model 
for dictionary-based cross language infromation retreival,”In 
proceedings of the 28st ACM SIGIR Conference on Research 
and Development in Information Retrieval (SIGIR), Bahia, 
Brazil, 2005, pp. 536-543.
[18] M. Adriani and C.J. van Rijsbergen, “Phrase identification in 
cross-language infromation retrieval,” In proceedings of 
Recherche d’Information Assistee par Ordinateur (RIAO), 
Paris, France, 2000, pp. 520-528.
[19] M. Federico and N. Bertoldi, “Statistical cross-language 
information retrieval using N-best query translations,”In 
proceedings of the 25st ACM SIGIR Conference on Research 
and Development in Information Retrieval (SIGIR), Tempere, 
Finland, 2002, pp. 167-174.
[20] P. Vossen, “Introduction to EuroWordNet,” Computers and 
Humanities journal, vol. 32, pp. 73-89, 1998.
[21] J. Gonzalo, F. Verdejo, C. Peters and N. Calzolari, “Applying 
EuroWordNet to cross language text retrieval” Computer and 
Humanities journal, vol. 32, pp. 185-207, 1998.
[22] M. Stevenson and P. Clough, “EuroWordNet as a resource for 
cross-language information retrieval,” In Proceedings of the 
5th International Conference on Language Resources and 
Evaluation (LREC), Lisbon, Portugal, 2004, pp. 777-780.
40 Volume 6- Number 1- Winter  201468
[23] M. Volk, S. Vintar and P. Buitelaar, “Ontologies in cross-
language information retrieval,” In Proceedings of 2nd
Conference on Professional Knowledge Management, 
Lucerne, Switzerland, 2003, pp. 43-50.
[24] S. Pourmahmoud and M. Shamsfard, “Semantic crosslingual
information retrieval,” In Proceedings of 23rd 
InternationalSymposium on Computer and Information 
Sciences (ISCIS), Istanbul, Turkey, 2008, pp. 1-4.
[25] S. Pourmahmoud and M. Shamsfard, “A Conceptual-
Linguisticapproach to cross lingual Information Retrieval,” In 
Proceedings of 13th International CSIcomputer Conference,
Tehran, Iran, 2008.
[26] M. Abusalah, J. Tait, and M. Oakes., "Cross 
languageInformation Retrieval using Multilingual ontology as 
Translation andQuery Expansion Base," Polibits. Research 
journal on Computerscience and computer engineering with 
applications, vol. 40, pp. 13-16, 2009.
[27] S. Vinrat, P. Buitelaar and M. Volk, “Semantic relations in 
concept-based cross-language medical information retrieval,” 
In Proceedings of ECML/PKDD Workshopon Adaptive Text
Extractionand Mining (ATEMe), Cavtat-Dubrovnik, Croatia, 
2003.
[28] P. Sorg and P. Cimiano’ “Cross-lingual information retrieval 
with explicit semantic analysis,” In Working Notes for the 
Annual CLEF meething, 2008.
[29] S.T. Dumais, T.K. Landauer and M.L. Littman, “Automatic 
cross-linguistic information retrieval using Latent Semantic 
Indexing,” Inproceedings of the 19st ACM SIGIR Conference 
on Research and Development in Information Retrieval 
(SIGIR), Zurich, Switzerland, 1996, pp. 16-23.
[30] T. Mori, T. Kokubu and T. Tanaka, “Cross-lingual 
information retrieval based on LSI with multiple word 
spaces,”In Proceedings of the 2nd NTCIR Workshop Meeting 
on Evaluation of Chinese & Japanese Text Retrieval and Text 
Summarization, Tokyo, Japan, 2001.
[31] B. Herbert, G. Szarvas, and I. Gurevych, “Combining query 
translation techniques to improve cross-language information 
retrieval,” In Proceedings of the 33rd European Conference on 
advances in Information Retrieval (ECIR), Dublin, Ireland, 
2011, pp. 712-715.
[32] F. Ture, J.J. Lin and D.W. Oard, “Combining statistical 
translation techniques for cross-language information 
retrieval,” In Proceedings of 22th International Conference on 
Computational Linguistics (COLING), Mumbai, India, 2012, 
pp. 2685-2702.
[33] A. Chen , H. Jiang and F. Gey,“Combining multiple sources 
for short query translation in Chinese-English cross-language 
information retrieval,” In proceedings of the 5th International 
Workshop on Information Retrieval with Asian Languages 
(IRAL), Hong Kong, China, 2000, pp. 17–23.
[34] Y. Kadri andJ.Y. Nie,“Combining resources with confidence 
measures for cross language information retrieval,” In 
PIKM’07: 1st Ph.D. workshop in CIKM, Lisbon, Portugal, 
2007, pp. 131-137.
[35] W.H. Lu, L.F. Chien andH. Lee,“Anchor text mining for 
translation of web queries: a transitive translation approach,”
ACM Transactions on Information Systems, vol. 22, no. 2, 
pp. 242-269, 2004.
[36] P. McNamee andJ. Mayfield,“Comparing cross-language 
query expansion techniques by degrading translation 
resources,” Inproceedings of the 25st ACM SIGIR 
Conference on Research and Development in Information
Retrieval (SIGIR), Tempere, Finland, 2002, pp. 159-166.
[37] M.F. Tsai, Y.T. Wang andH.H. Chen,“A study of learning a 
merge model for multilingual information retrieval,” In 
proceedings of the 31st ACM SIGIR Conference on Research 
and Development in Information Retrieval (SIGIR), 
Singapore, 2008, pp. 195–202.
[38] N. Usunier, M.R. Amini andC. Goutte,“Multiview semi-
supervised learning for ranking multilingual documents,” In 
proceedings of European Conference on Machine Learning 
(ECML), Heidelberg, Germany, 2011, pp. 443-458.
[39] H. Azarbonyad, A. Shakery and H. Faili, “Using Learning to 
Rank Approach for Parallel Corpora Based Cross Language 
Information Retrieval,”In proceedings of 20th Eropean 
Conference on Artificial Intelligence (ECAI), Montpellier, 
France, 2012, pp. 79-84.
[40] A. Mansouri and H. Faili, “State-of-the-art English to Persian 
Statistical Machine Translation System,” In proceedings of 
16th CSI International Sysmosium on Artificial Intelligence 
and Signal Processing (AISP), Shiraz, Iran, 2012, pp. 174-
179.
[41] T.M. Miangah, “Constructing a Large-Scale English-Persian 
Parallel Corpus,” Meta: Translators’ Journal, vol. 54, no. 1, 
pp. 181-188, 2009.
[42] Supreme Council of Information and Communication 
Technology. (2013). Mizan English-Persian Parallel Corpus. 
Tehran, I.R. Iran. Retrieved 
from http://dadegan.ir/catalog/mizan.
[43] F. Jabbari, S. Bakhshaei  S.M. Mohammadzadeh Ziabary and 
S. Khadivi, "Developing an Open-domain English-Farsi 
Translation System Using AFEC: Amirkabir Bilingual Farsi-
English Corpus," Association for MachineTranslation in the 
Americas (AMTA 2012) , 2012.
[44] J. Xu andH. Li,“Adarank: a boosting algorithm for 
information retrieval,” Inproceedings of the 30st ACM SIGIR 
Conference on Research and Development in Information
Retrieval (SIGIR), New York, United States, 2007, pp. 391-
398.
[45] Y. Cao, J. Xu, T.Y. Liu, H. Li, Y. Huang,H.W. Hon,
“Adapting ranking SVM to document retrieval,” In 
proceedings of the 29st ACM SIGIR Conference on Research 
and Development in Information Retrieval (SIGIR), 
Washington, United States, 2006, pp. 186-193.
[46] D. Metzler D andW.B. Croft,“Linear feature-based models for 
information retrieval,”Information Retrieval Journal, vol. 10, 
no. 3, pp.257-274, 2000.
Hosein Azarbonyad is a researcher in 
the field of information retrieval. He 
finished his undergraduate studies in 
computer science at university of Tabriz 
and received his M.Sc. degree from 
university of Tehran. He is a member 
ofIntelligent Information Systems (IIS) 
Lab and Natural Language Processing 
(NLP) Lab in University of Tehran. His research interests 
include information retrieval, data mining, machine learning, 
natural language processing, and social networks. 
Azadeh Shakery is an assistant 
professor of Electrical and Computer 
Engineering at the College of 
Engineering, University of Tehran. She 
received her Ph.D in Computer Science 
from University of Illinois at Urbana-
Champaign in 2008. Her research 
interests include text information 
management, information retrieval, and 
text and data mining.
Heshaam Faili has his B.Sc. and M.Sc. 
in software engineering and Ph.D. in 
artificial intelligence from Sharif 
University of Technology. He is an 
assistant professor at Tehran University 
in the school of Electrical and 
Computer Engineering. His research 
interests include natural language 
processing, machine translation, data 
mining, and social networks.
