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Abstract - deutsch
Multiple Indicator Growth Mixture Models: eine statistische Simulation zur
Performanzevaluation fur sozialwissenschaftliche Analysen.
Multiple Indicator Growth Mixture Modelle (MIGMM) kombinieren die Konstruk-
tionsprinzipien von latenten Messmodellen, Wachstumskurvenmodellen und der laten-
ten Klassenanalyse. MIGMMs sind somit analytische Werkzeuge fur die empirische So-
zialforschung, welche es ermoglichen eine Post-hoc-Identiﬁkation und Beschreibung von
Gruppenunterschieden hinsichtlich des zeitlichen Wandels durchzufuhren und gleichzei-
tig die Messungen als latente Konstrukte zu berucksichtigen. Durch die Identiﬁkation
von unbeobachteten Subpopulationen lassen sich soziale Veranderungsprozesse und deren
Unterschiede zwischen und innerhalb der unbeobachteten Subpopulationen untersuchen.
Wahrend einfache Growth Mixture Modelle schon anhand von zahlreichen Monte Carlo
Studien evaluiert wurden, steht eine systematische Analyse der Leistungsfahigkeit von
Multiple-Indicator-GMMs noch weitestgehend aus. Diese Simulationsstudie zielt darauf
ab, die Performanz von MIGMMs unter verschiedenen Datensituationen systematisch zu
evaluieren, wobei insbesondere zeitliche, gruppenspeziﬁsche und kombinierte Invarianz-
verletzungen der latenten Messmodelle im Fokus sind.
Dazu wurden folgende Bedingungen manipuliert: Messinvarianz der latenten Konstrukte,
Klassendistanz, Klassenanteilsverhaltnisse und die Fallzahl. Es zeigt sich, dass insbeson-
dere die Klassendistanz zwischen den latenten Verlaufsgruppen sowie die Verletzungen
der Messinvarianz zwischen den latenten Gruppen einen Einﬂuss auf die Performanz von
MIGMMs hinsichtlich Klassenidentiﬁkation, Koeﬃzienten-Schatzungen und der Standard-
fehlerschatzungen haben. Auf Grundlage dieser Ergebnisse wird empfohlen, MIGMMs
ausschließlich bei großen und klaren Unterschieden der Verlaufsmuster und nur fur la-
tente Konstrukte mit bereits etablierter Zuverlassigkeit hinsichtlich Gruppendiﬀerenzen
einzusetzen. Die Ergebnisse dieser Untersuchung sollen dazu dienen, die Forschungspraxis
der empirischen Sozialforschung anzuleiten und Empfehlungen zum Einsatz dieser neuen
Analysewerkzeuge fur langsschnittliche Untersuchungen zu geben.
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Abstract - english
Multiple Indicator Growth Mixture Models: a statistical simulation to evalua-
te performance for social science analysis.
Multiple Indicator Growth Mixture Models (MIGMM) combine the design principles
of latent measurement models, growth curve models, and latent class analysis. MIGMMs
are thus analytical tools for empirical social research, which consider the measurements as
latent constructs and simultaneously allow post-hoc identiﬁcation and description of group
diﬀerences with respect to temporal change. By identifying unobserved subpopulations,
social change processes and their diﬀerences between and within the unobserved subpo-
pulations can be investigated. While simple Growth Mixture Models, based on manifest
variables, have already been evaluated in numerous Monte Carlo studies, a systematic
analysis of the performance of multiple indicator GMMs is still lacking. This simulation
study aims to systematically evaluate the performance of MIGMMs under diﬀerent da-
ta situations, focusing in particular on temporal, group-speciﬁc and combined invariance
violations of the latent measurement models.
The following conditions were manipulated: measurement invariance of the latent con-
structs, class distance, mixing proportion and the number of observations. It is shown
that especially the class distance between the latent growth groups and the violations of
the measurement invariance between the latent groups have an inﬂuence on the perfor-
mance of MIGMMs regarding class identiﬁcation, coeﬃcient estimates and standard error
calculation. Based on these results, it is recommended to use MIGMMs only for large and
distinct diﬀerences in the growth pattern and only for latent constructs with established
reliability for group diﬀerences. The results of this study are intended to guide the rese-
arch practice of empirical social research and provide recommendations for the use of this
new analytic tool for longitudinal studies.
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1 Einleitung
1.1 Aufbau der Arbeit
Nach einer einleitenden Hinfuhrung zum Thema dieser Arbeit in Kapitel 1 sollen die Ka-
pitel 2 bis 3 dazu dienen, die Idee und Berechnungsprinzipien von sogenannten Growth
Mixture Modellen (GMMs)(vgl. Muthen, 2001) sowie deren Erweiterung als Multiple In-
dicator Growth Mixture Modellen (MIGMMs) zu verdeutlichen. Dabei soll im Weiteren
auf die bisherigen empirischen Anwendungsfelder sowie auf bisherige Ergebnisse zur Per-
formanz von GMMs im Rahmen von Simulationsstudien eingegangen werden. Auf Basis
dieses Vorgehens soll verdeutlicht werden, inwiefern der Einsatz von GMMs nutzlich sein
kann, wo sie bereits eingesetzt werden und welche Limitationen und Probleme bei der
Schatzung von GMMs bereits bekannt sind.
Aufbauend auf diesen Kapiteln und der darin enthaltenen bisherigen Forschungsergeb-
nissen soll in den darauf folgenden Kapiteln 4 bis 6 auf Forschungsdesiderate bezuglich
der Performanz von Multiple Indicator Growth Mixture Modells (MIGMMs) eingegangen
werden. Dazu werden Arbeitshypothesen entwickelt, welche auf den bisherigen Analysen
zur Leistungsfahigkeit von GMMs sowie auf Ergebnissen hinsichtlich von LGC-Modellen
zweiter Ordnung basieren. Des Weiteren soll die Strategie zur Umsetzung der Tests der
Arbeitshypothesen im Rahmen einer Monte-Carlo-Simulation expliziert werden, was auch
die Explikation und Rechtfertigung der zentralen Simulationsparameter und deren Aus-
pragungen mit enthalten soll.
In den Kapiteln 7 bis 12 soll schließlich, neben einer detaillierten Darstellung der Simulati-
onskonﬁguration und EDV-technischen Umsetzung, der Test der Hypothesen erfolgen und
entsprechend dokumentiert werden. Auf Grundlage der Performanz hinsichtlich der Ziel-
großen der Monte-Carlo-Simulation konnen hierbei Schlusse und Empfehlungen bezuglich
der empirischen Forschungspraxis abgeleitet werden. Besonders die korrekte Identiﬁkation
von latenten Klassen im Rahmen von MIGMMs sowie deren Konditionalitat bzgl. der va-
riierten Simulationsparameter steht bei dieser Auswertung im Fokus. Kapitel 13 schließt
mit einer zusammenfassenden Betrachtung und Bewertung der Simulationsergebnisse ab,
deren Auswirkungen und Empfehlung fur die empirische Forschungspraxis in Abschnitt
13.1 diskutiert werden. Im letzten Abschnitt dieser Arbeit werden schließlich noch neue
Forschungsdesiderate aufgezeigt, welche sich aus den Ergebnissen der Analyse ergeben
haben.
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1.2 Relevanz von Langsschnittstudien und GMMs
Die zunehmende Verfugbarkeit von umfangreichen und verlasslichen Datenbestanden mit
Langschnittdaten in den Sozialwissenschaften sowie der sich immer weiter verbreiten-
de Grundkonsens uber die Wichtigkeit von Langsschnittdesigns bilden die empirische und
analytische Grundlage fur die Analyse von Entwicklungs- und Wachstumsverlaufen. Diese
Analysen ermoglichen nicht nur erweiterte deskriptive Befunde, sondern auch die explizite
Modellierung von theoretisch analytischen Uberlegungen und Thesen. Diese Erweiterung
in der Forschungspraxis und der empirischen Datengrundlage verlangt auch nach neuen
Analysemethoden, welche der Verarbeitung der Informationsbasis gerecht werden, indem
die zusatzlich anfallenden Datenmuster adaquat in der Analyse berucksichtigt werden
konnen. Die Modellklasse der sogenannten Growth Mixture Modellen gewinnt in den letz-
ten Jahren fur sozialwissenschaftliche Analyse zunehmend an Popularitat. Eine einfache
Suche im Social Science Citation Index mit dem Begriﬀ ¾Growth Mixture Model¿ oﬀen-
bart, dass sowohl die Anzahl der Publikationen wie auch die Zitation der entsprechenden
Literatur seit 2000 stetig zunimmt (vgl. Abbildung 1).
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Abbildung 1: Rohdaten aus Suchanfrage im Web of Science
Eigene Darstellung.
Dies liegt wohl nicht zuletzt daran, dass sie neben der dynamischen Entwicklungs-
perspektive der Langschnittdaten zudem Gruppendiﬀerenzen in den Blick nehmen. Dies
ermoglicht nicht nur die Aufgabe der strikten Annahme von homogenen Entwicklungs-
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verlaufen, sondern ermoglich durch die explorative Komponente dieser Modellklasse zu-
gleich die Entdeckung von nicht a priori festgelegten Entwicklungs- und Verlaufsstruk-
turen. Ob die Modellklasse der GMMs diesem Anspruch auch gerecht werden kann und
welche Verzerrungen und Fehlschlusse hierbei auftreten konnen, ist das Thema von einem
zunehmenden Korpus der Methodenliteratur zu Strukturgleichungsmodellen. Leider blieb
bisher die Kombination von GMMs und latenten Messmodellen, welchen fur die Messung
im sozialwissenschaftlichen Kontext eine wichtige Rolle zukommt, in Form von Multiple
Indicator Growth Mixture Modellen deutlich unterbelichtet. Die vorliegende Arbeit tragt
daher dazu bei, dass auch diese Erweiterung fur sozialwissenschaftliche Analysen systema-
tisch untersucht wird. Da GMMs als Erweiterung von latenten Wachstumskurvenmodellen
verstanden werden konnen, wird zunachst auf diese Modellklasse eingegangen, bevor die
Weiterentwicklungen in Form von GMMs und MIGMMs diskutiert werden.
1.3 Latente Wachstumskurvenmodelle
Latente Wachstumskurvenmodelle (Latent Growth Curve Model; LGCM) sind inzwi-
schen zu einer der dominantesten analytischen Techniken fur die Untersuchung von in-
traindividuellen Veranderungen von Personen, den interindividuellen Unterschieden dieser
Veranderungen und den Determinanten dieser Prozesse geworden (vgl. Grimm & Ram,
2009: 124) (siehe auch: McArdle & Epstein, 1987; Meredith & Tisak, 1990; Preacher et al.,
2008; Rogosa & Willett, 1985; Urban, 2004).1
LGC-Modelle ermoglichen es, die Analyse des Wandels einer Variablen uber die Zeit zu
betrachten. Sie ermoglichen dadurch dynamische Entwicklungsprozesse im Rahmen der
Strukturgleichungsmodellierung durchzufuhren und modelltechnisch adaquat abzubilden
(vgl. Urban, 2004: 1). Dazu werden zeitversetzte wiederholte Messungen einer Variablen
als manifeste Indikatoren von latenten Konstrukten (Intercept- und Slope-Konstrukte)
verstanden, welche wiederum das Startniveau zu Beginn der Erhebung und den Wandel
uber die Zeit reprasentieren.
Konzeptuell konnen LGC-Modelle als ein zweistuﬁger Prozess verstanden werden.
Zunachst wird dabei (sozusagen) der individuelle Verlauf fur jede einzelne Analyseein-
heit bestimmt (das individuelle Wachstumsverlaufsmuster in Form einer Regressionsglei-
chung), sodass fur jede Einheit eine eigene Verlaufsgleichung, welche durch individuelle
1Das Wort ¾Wachstum¿ darf hierbei nicht wortlich verstanden werden. LGCM eigenen sich zur Ana-
lyse von jeder Art von Veranderung, egal ob Wachstum, Verringerung, Stabilitat oder jeden Mix aus
diesen Verlaufsmustern (vgl. Urban, 2004: 1 f.).
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Intercept- und Steigungs-Faktoren charakterisiert ist, aufgestellt werden kann (vgl. Wick-
rama, 2016: 25). Diese Regressionsgleichung muss nicht notwendiger Weise einem linearen
Verlauf folgen. In einem zweiten Schritt werden diese individuelle Verlaufsgleichungen
dann uber alle Analyseeinheiten zusammengefasst, um ein durchschnittliches Startniveau
(oder Sockelbetrag) und eine durchschnittliche Wandlungsrate zu berechnen, welche wie-
derum eine jeweils eigene Varianz um diese Durchschnittswerte aufweisen (vgl. ebenda).
Auch wenn dieser zweistuﬁge Ablauf nicht dem tatsachlichen rechnerischen Vorgehen ent-
spricht, wird dadurch die Idee hinter der Modellierung von latenten Konstrukten in Form
von Intercepts und Slopes im Rahmen von LGC-Modellen verdeutlicht. Es wird ein durch-
schnittliches Verlaufsmuster bestimmt, von welchem die Analyseeinheiten nur insofern ab-
weichen, als dass Varianz bzgl. der Ausgangsniveaus und der Veranderungsraten besteht.
Um dieses Analyseschema im Rahmen einer Strukturgleichungsspeziﬁkation umzuset-
zen, werden die Intercept- und Slope-Faktoren mit Hilfe von ﬁxierten Faktorladungen mit
den zeitversetzen wiederholten Messungen (egal ob diese als manifeste oder latente Kon-
strukte umgesetzt sind) verbunden. Diese ﬁxierten Faktorladungen konnen als Zeitkoeﬃ-
zienten verstanden werden, da sie durch ihre Werte die Zeitachse des Wachstumsprozesses
deﬁnieren (vgl. Urban, 2004: 77 f.). Abbildung 2 zeigt ein einfaches lineares Wachstums-
modell mit einem Level-/Sockel-/Intercept-Faktor, welches mit jedem Messzeitpunkt uber
die auf ¾1¿ ﬁxierte Faktorladung verbunden ist. In Abbildung 2 ist ebenfalls ein einzel-
ner linearer Steigungsfaktor enthalten, welcher mit den ﬁxierten Faktorladungen 0, 1, 2,
3 mit den (im hier abgebildeten Fall) manifesten Messzeitpunkten verknupft ist. Durch
diese Speziﬁkation reprasentiert der Intercept-Faktor den Startwert zum ersten Erhe-
bungszeitpunkt, welcher zu jedem darauf folgenden Messzeitpunkt um den Betrag des
Slope-Faktors (gewichtet durch die jeweilige Faktorladung) erganzt wird.2 Durch alterna-
tive Speziﬁkationen der Zeitkoeﬃzienten (bspw. Zeitkoeﬃzienten des Slope: -2, -1, 0, 1)
kann folglich auch die Bedeutung der latenten Wachstumsparameter verschoben werden,
was auch zu einer alternativen Bedeutung einer potenziell vorhandenen Kovarianz zwi-
schen Intercept- und Slope-Faktoren fuhrt (vgl. Duncan & Duncan, 2009: 983 ﬀ.). Ebenso
kann die Wachstumsverlauﬀorm eines LGC-Modelles durch freie Schatzung einzelner Zeit-
koeﬃzienten oder das Hinzufugen von Polynomen in Form von weiteren Slope-Faktoren
ein komplexeres Muster als den linearen Verlauf annehmen (siehe z. B.: Duncan & Dun-
2Diese Form der Speziﬁkation eines Wachstumsmodells in der SEM-Logik ist konzeptionell eng mit der
Logik von Wachstumsmodellen im Rahmen von Mehrebenenmodellen verbunden, welche auf wiederholte
Messungen angewendet werden (vgl. hierzu im Detail: Singer & Willett, 2003: 266 ﬀ.; Hox, 2010: 335 f.).
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Abbildung 2: Heuristische Grundstruktur eines LGC-Modells mit einer linearen
Steigung und 4 Erhebungszeitpunkten.
Die vollstandige Mittelwertstruktur ist aus Ubersichtlichkeitsgrunden nicht
abgebildet. Eigene Darstellung.
can, 2009: 985 f.; Urban, 2004: 78 ﬀ. oder 96 ﬀ.).
Die latenten Intercept- und Slope-Faktoren selbst sind uber ihre jeweiligen Mittelwerte
und ihre Varianzen vollstandig charakterisiert. Die Mittelwerte (auch: Mean-Struktur)
von Slope und Intercept stehen in der Logik von LGC-Modellierungen fur die typischen
bzw. durchschnittlichen Werte des Verlaufsmusters der Population. Die Unterschiedlich-
keit (oder der Grad der Unterschiedlichkeit) der einzelnen Analyseeinheiten hinsichtlich
dieser typischen Verlaufsform druckt sich uber die Varianz der Intercept- und Slope-
Konstrukte aus. Die so im statistischen Modell abgebildete Unterschiedlichkeit hinsichtlich
des Entwicklungsmusters der untersuchten Variable konnen in einem weiteren Modellie-
rungsschritt uber inhaltliche Großen (in Form von Kovariaten) statistisch erklart werden,
wenn Anteile der Varianz der Intercept- und Slope-Konstrukte statistisch gebunden wer-
den konnen (Conditional LGC-Models).
Dabei unterstellen LGC-Modelle allerdings immer, dass der jeweils modellierte Entwick-
lungsverlauf (wie auch mogliche Determinanten dieses Verlaufs) fur die gesamte unter-
suchte Gruppe ein gleiches Verlaufsmuster aufweist, von Welchem lediglich in Form von
zufalligen Fehler abgewichen wird. LGC-Modelle gehen damit davon aus, dass die jeweils
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untersuchten Daten aus einer einzigen Population stammen.3 Das jeweilige LGC-Modell
ist somit durch ein durchschnittliches Wachstumsverlaufsmuster bestimmt, welches sich
wiederum in einer latenten Intercept-Komponente und einer durchschnittlichen latenten
Slope-Komponente sowie der individuellen Variation um diese durchschnittlichen Kompo-
nenten deﬁniert (vgl. Tolvanen, 2007: 2). Die individuelle Variation um die durchschnitt-
lichen Werte von Intercept und Slope werden hierbei in Form von Varianzen-Parameter
berucksichtigt. Formal lasst sich ein einfaches LGC-Modell erster Ordnung uber folgende
Gleichungen darstellen:
yti = λt1η1i + · · ·+ λtkηki + ti
η1i = α1 + ζ1i
· · ·
ηki = αk + ζki
Wobei zusatzlich gilt:
E[] = 0 & E[ζk] = 0 & COV [, ζk] = 0
(1)
(vgl.: Reinecke, 2012: 6 ﬀ.; Urban, 2004: 78 ﬀ. ; McArdle & Nesselroade, 2003: 455 f.).
Dabei reprasentiert yti den beobachteten Wert jeder Analyseeinheit i zum Erhebungs-
zeitpunkt t mit einem idiosynkratischen Fehler ti. λtk steht fur den Zeitskalierungsko-
eﬃzienten jedes latenten Wachstumsfaktors k zu jedem Erhebungszeitpunkt t. ηki re-
prasentiert den Wert jeder Person (i) hinsichtlich eines Wachstumsfaktors k. Dieser Wert
auf dem Wachstumsfaktor ist wiederum bestimmt uber einen festen Anteil (αk), welcher
den Durchschnitt uber alle Analyseeinheiten darstellt und einen variablen Fehleranteil ζki,
welcher sich uber die Analyseeinheiten hinweg (in aller Regel) unterscheidet.
Wird ein LGC-Modell als ein Modell zweiter Ordnung speziﬁziert, wobei die Messzeit-
punkte nicht durch manifeste Indikatoren, sondern durch latente Konstrukte (welche uber
mehrere manifesten Indikatoren reprasentiert sind) abgebildet werden (Curve-of-Factors-
Form), verschiebt sich die Gleichungsdarstellung um eine zusatzliche Ebene.
3Die Annahme einer singularen Population gilt naturlich nur dann, wenn ein LGC-Modell nicht als
Multigruppenmodell speziﬁziert wird. In diesem besonderen Fall konnen auch LGC-Modelle von mehreren
zugrundeliegenden Populationen mit einem jeweils eigenen Wachstumsverlauf ausgehen (vgl. Duncan &
Duncan, 2009: 987). Allerdings muss bei Multigruppen-LGC-Modellen  im Gegensatz zu GM-Modellen
 die Populationszugehorigkeit a priori feststehen.
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ytij = ρjt + γjtpiit + tij
piit = λt1η1i + · · ·+ λtkηki + µit
η1i = α1 + ζ1i
· · ·
ηki = αk + ζki
Wobei zusatzlich gilt:
E[tj] = 0 & E[µt] = 0 & E[ζk] = 0
COV [tj, µt] = 0 & COV [ζk, µt] = 0 & COV [µt, µt±l] = 0 & COV [j, ζk] = 0
(2)
(vgl. auch Urban, 2004: 80 f.). ytij und tij werden dabei durch den Index j erganzt, um un-
terschiedliche Indikatoren eines Messkonstruktes abbilden zu konnen. Der Term ρjt steht
nun fur indikatorspeziﬁsche (j) Konstanten uber alle Analyseeinheiten zu einem entspre-
chenden Messzeitpunkt (t). γjt gibt die Faktorladung zum latenten Messkonstrukt wieder,
welche sich bzgl. des manifesten Indikators (j) und hinsichtlich des Messzeitpunktes (t)
unterscheiden kann. piit steht schließlich fur den Wert auf dem Messfaktor fur eine Ana-
lyseeinheit (i) zu einem speziﬁschen Erhebungszeitpunkt (t). Auf der Ebene des latenten
Messkonstrukts kommt ein weiterer Fehlerterm µit hinzu, welcher fur Analyseeinheit (i)
zu den Erhebungszeitpunkten (t) einen individuellen Wert annehmen kann. Alle weiteren
Gleichungsterme sind analog zum Modell erster Ordnung zu verstehen.
2 Idee von GMMs
Growth Mixture Modelle stellen eine Moglichkeit dar, Heterogenitat von Populationen
explizit in der Analyse zu berucksichtigen statt im vornherein davon auszugehen, dass
Entwicklungsverlaufe fur die gesamte untersuchte Population einem gleichen Verlauf fol-
gen. Die Annahme eines fur alle zutreﬀenden Modells des Wachstumsverlaufs wird dazu
fallen gelassen. GMMs erlauben hierfur Parameterunterschiede zwischen unbeobachteten
Subpopulationen uber latente Wachstumskurvenklassen (vgl. Muthen, 2004: 348). Die
dahinterstehende Idee des sogenannten Mixture Modeling 4 ist, dass beobachtete Daten
4Der Begriﬀ Mixture bezieht sich darauf, dass es sich um eine ¾Mischung¿ von unbeobachteten Subpo-
pulationen bzw. um eine Zusammensetzung aus unbeobachteten Gruppen handelt (vgl. Nagin, 2010: 57).
Noch genauer ausgedruckt, handelt sich bei der Growth-Mixture-Verteilung um eine (i. d. R.) Mischung
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mehrere Subpopulationen bzw. latente Klassen reprasentieren konnen, welche identiﬁzier-
bar sind und deren individuelle Parameter anhand der Daten fur jede Klasse individuell
geschatzt werden konnen (vgl. Muthen (2001); Tolvanen (2007)). So kann sich, beispiels-
weise, im Rahmen einer GM-Modellierung zeigen, dass der Wandel einer Einstellungs-
große, welche zuvor anhand eines herkommlichen LGC-Modells als ein konstanter Verlauf
ohne eine durchschnittliche Steigung (aber mit großer Variabilitat) zu deuten war, ei-
gentlich grundsatzlich anders ausfallen musste. So konnte eine GMM zeigen, dass es sich
tatsachlich um zwei ganzlich unterschiedlichen Gruppen handelt, welche fur sich ein relativ
einheitliches Wachstumsverlaufsmuster (z. B. eine Gruppe positiv und die Andere negativ)
aufweisen, welches sich allerdings im Durchschnitt der Schatzung des LGC-Modells nur
ausgemittelt hat und eine starke Varianz der Wachstumsparameter verursachte. GMMs
konnen somit auch als eine Form von Multigruppenanalyse verstanden werden, in wel-
cher die Klassen allerdings durch die Daten und das jeweilige Analysemodell bestimmt
werden und nicht (a priori) explizit durch den/die Forscher/Forscherin selbst (vgl. Han-
cock & Samuelsen, 2008: 3). Damit stellen GMMs aber ein exploratives und stark an der
empirischen Datengrundlage orientiertes Verfahren dar, welches durch die jeweilige Da-
tensituation beeinﬂusst wird (vgl. Grimm & Ram, 2009: 124). Anders formuliert, stellt
die Methodik von GMMs ein analytisches Werkzeug dar, welches es ermoglicht, eine post-
hoc Identiﬁkation und Beschreibung von Gruppenunterschieden hinsichtlich des Wandels
uber die Zeit durchzufuhren (vgl. Ram & Grimm, 2009: 565). Damit kann das Problem
von unbeobachteter Heterogenitat in Wachstumsverlaufen zum einen bearbeitet und be-
hoben werden (vgl. Reinecke, 2014: 440) sowie zum anderen auch als explizites analyti-
sches Untersuchungsziel herausgestellt werden. Dieser Unterschied in der methodologisch
statistischen Perspektive wird inzwischen auch unter den Stichworten ¾variable-centered
approaches¿ und ¾person-centered approaches¿ diskutiert. Nach dieser Unterscheidung
nach Morin et al. (2018) fallen klassische LGC-Modelle unter die ¾variable-centered¿ und
GM-Modelle unter die ¾person-centered¿ Kategorie.
Growth Mixture Modelle bieten sich sowohl zur Analyse von randomisierten Experimen-
talstudien wie auch im Kontext von nicht-experimentellen Untersuchungssituationen an.
So lassen sich in experimentellen Interventionsstudien nicht nur unterschiedliche Entwick-
von Normalverteilungen von Populationsverlaufsmustern (vgl. Wickrama, 2016: 191). Dabei kann man
sich die latenten Klassen als eine Form von Sortierung der Analyseeinheiten aus heterogenen Populationen
vorstellen, was wiederum den Oberbegriﬀ der ¾ﬁnite mixture models¿ plausibilisiert (vgl. Rupp, 2013:
531).
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lungsverlaufgruppen basiert auf dem Treatment identiﬁzieren, sondern auch unterschied-
liche Verlaufe auf Grundlage von unterschiedlichen Wirkungen des Treatments selbst aus-
machen (vgl. Muthen & Asparouhov, 2008: 161). Im Ergebnis kann dies zu noch zielge-
richteteren Empfehlungen fur die empirische Praxis von Interventionen fuhren, basiert auf
jeweilig identiﬁzierten Gruppenzugehorigkeitsmerkmalen. Auch fur nicht-experimentelle
Untersuchungen kann die Exploration von unterschiedlichen Entwicklungsverlaufen ein
detaillierteres Bild der Empirie liefern, sowie unterschiedliche Eﬀekte hinsichtlich vor-
geordneter Pradiktorgroßen wie auch nachgeordneter Konsequenzen fur die einzelen la-
tenten Entwicklungsgruppen zulassen (vgl. Muthen & Asparouhov, 2008: 161). Zusam-
menfassend lasst sich also sagen, dass GMMs ein Modellierungsverfahren anbieten, wel-
ches es ermoglicht, mehrere unbeobachtete Subpopulationen zu identiﬁzieren, deren Wan-
del im Langsschnitt zu beobachten und Unterschiede hinsichtlich dieses Wandels zwi-
schen und innerhalb dieser unbeobachteten Subpopulationen zu untersuchen (vgl. Grimm
& Ram, 2009: 123). Der Analysefokus richtet sich somit nicht nur auf intraindiviuelle
Veranderungen oder nur auf interindividuelle Vergleiche, sondern kombiniert beide Per-
spektiven miteinander. Daruber hinaus ermoglicht das GMM Analyseframework auch die
Analyse von Pradiktoren der Zugehorigkeit zu latenten Klassen (und Pradiktoren der
Wachstumsparameter) sowie die Untersuchung moglicher Folgen der Zugehorigkeit zu ei-
ner latenten Wachstumskurvengruppe. Damit verbinden GMMs die Modellierungstechnik
von LGC-Modellen mit dem der Idee von Mixture Modeling und konnen als eine Kom-
bination aus beiden Datenanalyseverfahren verstanden werden (vgl. Tolvanen, 2007: 2).
2.1 Prinzip und Schatzung von GMMs
GMMs konnen als eine Erweiterung von latentenWachstumskurvenmodellen (LGC-Modellen)
verstanden werden. Die Erweiterung besteht hierbei darin, dass nicht nur jeweils ein Vek-
tor an Mittelwerten und eine Kovarianzenmatrix geschatzt wird, sondern dass sich die
unterstellten Gruppen des GMMs bzgl. der Mittelwerte und Kovarianzmatrizen jeweils
unterscheiden konnen.
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Abbildung 3: Grundstruktur eines GMM-Modells mit einer linearen Steigung.
Diachrone Fehlerkorrelationen und die vollstandige Mittelwertstruktur sind aus
Ubersichtlichkeitsgrunden nicht abgebildet. Eigene Darstellung.
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Die Wahrscheinlichkeitsdichtefunktion eines GMMs lasst sich durch
f(yi) =
K∑
k=1
pikφk[yi;µk(θk)Σ(θk)]
Wobei gilt:
0 ≤ pik ≥ 1 und
K∑
k=1
pik = 1
(3)
wiedergeben. Dabei stellt µk(θk) die modellimplizierte Mittelwertstruktur der Gruppe
dar, wahrend Σ(θk) fur die Kovarianzstruktur steht (vgl. Reinecke & Seddig, 2011: 419).
Das Subskript k verweist auf die jeweilige latente Klasse. pik bezeichnet hingegen die Wahr-
scheinlichkeit eines Falls zu der Gruppe k zu gehoren, wobei sich diese Wahrscheinlichkei-
ten im Ergebnis auf 1 (bzw. 100%) aufaddieren mussen. φk reprasentiert hingegen die je-
weilige Warscheinlichkeitsdichtefunktion von yi. Die beobachteten Daten konnen somit als
eine Funktion der Wahrscheinlichkeit der Klassenzugehorigkeit und einem Multigruppen-
Wachstumsmodell reprasentiert werden (vgl. Ram & Grimm, 2009: 566). Wahrend grup-
penspeziﬁsche Unterschiede hinsichtlich der Mittelwertstruktur µk(θk) zur Grundidee von
Mischverteilungsmodellierungen gehoren, gilt dies nicht in gleicher Weise fur die jeweilige
gruppeninterne Kovarianzmatrix Σ(θk). Die Parameter der Kovarianzmatrix (vorrangig
die der Wachstumsparameter) konnen uber die Gruppen hinweg sowohl frei geschatzt wie
auch als invariant speziﬁziert werden. Die hierbei getroﬀenen Annahmen fur GMMs sind,
dass innerhalb der latenten Klassen :
 konditionale Normalitat der Verteilung der wiederholten Messungen vorherrscht;
 die Mittelwert- und Kovarianzstruktur korrekt speziﬁziert ist;
 die Eﬀekte evtl. externer Pradiktoren linear verlaufen;
 bei fehlenden Werten Missing at Random (MAR) vorliegt und
 die individuellen Falle unabhangig sind (vgl. Bauer, 2007: 765 ﬀ.).
2.1.1 Prinzip des EM-Algorithmus
Die dominanteste Methode zur Berechnung von Parametern im Rahmen von Misch-
verteilungsmodellen sind Maximum-Likelihood-Verfahren, insbesondere der Expectation-
Maximization(EM)-Algorithmus (vgl. Duncan et al., 2002: 10). Auch Mplus verwendet zur
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Bestimmung der Klassenzugehorigkeit einen EM-Algorithmus (vgl. Muthen & Shedden,
1999: 1 ﬀ.). Ausgehend von Startwerten (bzw. den vorlauﬁgen Parameterwerten) und Da-
tenbasis wird hierbei bestimmt, mit welcher Wahrscheinlichkeit ein (Wachstumsverlaufs-
)Fall einer latenten Gruppe zuzuordnen ist (E-Step). Nach Zuordnung der Falle werden
die vorlauﬁgen Parameterwerte angepasst (M-Step) und ein neuer Iterationsschritt voll-
zogen bis die EM-Schatzung konvergiert. Da andere Startwerte potenziell zu anderen
Endergebnissen und zu nicht konvergierenden Schatzungen fuhren konnen, gilt es bei der
Berechnung von GMMs mehrere Startwertkombinationen zu verwenden.5 Eine besondere
Sensitivitat des EM-Algorithmus gegenuber Startwerten zeigt sich insbesondere im GMM
Kontext. Da dem EM-Algorithmus ein asymptotisch erwartungstreuer Schatzer zugrun-
de liegt, benotigt er eine hohe Fallzahl um zu adaquaten Ergebnissen zu gelangen (vgl.
Depaoli, 2013: 190). Fur die Schatzung von GMMs ist die hohe Fallzahl im Idealfall mit
einer klaren Trennung der vom GMM zu schatzenden Klassen verbunden, was jedoch in
der Forschungspraxis nicht immer gegeben sein wird (vgl. Depaoli, 2013: 190).
Auch der gangige Anwendungskontext des EM-Verfahrens zur Bestimmung von Maximum-
Likelihood-Schatzern bei fehlenden Werten (vgl. Dempster et al., 1977) kann konzeptionell
mit der Bestimmung der Klassenzugehorigkeit im Rahmen von GMM-Schatzungen ver-
bunden werden. Dazu muss man die latente Klassenzugehorigkeit lediglich als fehlenden
Wert verstehen, welche fur jeden individuellen Wachstumsverlauf der Untersuchungsein-
heiten fehlt und uber die EM-Methodik bestimmt werden kann (vgl. Masyn, 2013: 554).
2.1.2 Modellkonstruktion
Fur den Aufbau eines GMM werden aktuell in aller Regel mehrstuﬁge modellbildende
Analyseschritte vorgeschlagen (z. B. Ram & Grimm, 2009; Qureshi & Fang, 2010; Rei-
necke et al., 2015; Bauer & Curran, 2004; Wickrama, 2016). Auch wenn sich die Anzahl
der modellbildenden Analyseschritte zwischen den einzelnen Quellen unterscheiden, lassen
sich allgemeine Gemeinsamkeiten in den Empfehlungen ausmachen.
Abgesehen von analytischen Voruberlegungen und deskriptiven Voranalysen einzelner zeit-
licher Entwicklungsverlaufe, beinhaltet der erste Schritt der Modellbildungsempfehlungen
die Speziﬁkation eines herkommlichen LGC-Modells als Baseline fur die weiteren Analy-
seschritte, welche noch keine Unterscheidung nach evtl. vorhandenen Klassenunterschie-
5Das Statistiksoftwarepacket Mplus bietet hierzu einen eigenen Unterbefehl an, welcher die Angabe
der Anzahl von unterschiedlichen randomisierten Startwertkombinationen ermoglicht (vgl. auch Muthen
& Asparouhov, 2008: 152).
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den macht. Ziel dieses ersten Analyseschrittes ist es (a) die beste funktionale Form des
Wachstums fur ein Einklassenmodell zu ﬁnden, (b) vorhandene Variation in den Wachs-
tumsparametern zu identiﬁzieren sowie (c) das Modell hinsichtlich der Passung auf die
empirische Datenbasis zu bewerten. Schlechte Werte hinsichtlich der Modellpassung so-
wie Heterogenitat in den Wachstumsparametern konnen hierbei Hinweise fur die Existenz
von relevanten Subpopulationen mit eigenen Wachstumsverlaufen liefern (vgl. Wickrama,
2016: 202). Fehlende Varianz in den Wachstumsparametern oder eine sehr gute Passung
des LGC-Modells waren hingegen Hinweise gegen die Existenz von latenten Wachstums-
klassen hinsichtlich der untersuchten Große.
Der zweite Schritt der Step-by-Step Anweisungen unterscheidet sich starker zwischen
den einzelnen Literaturempfehlungen. Dennoch stimmen die verschiedenen Autoren dar-
in uberein, dass die Schatzung einer Latent Class Growth Analysis (LCGA), wenn auch
aufgrund jeweils anderer Uberlegungen, anzuraten ist. LCGAs6 basieren auf den Arbeiten
von Nagin et al. (vgl. Nagin & Tremblay, 1999; Muthen, 2004) und konnen als eine ver-
einfachte Form von GMMs verstanden werden (vgl. Muthen, 2004: 349 f.). So werden bei
LCGA zwar im Gegensatz zu LGC-Modellen mehrere Subpopulationen zugelassen, aber
die Variabilitat der Wachstumsparameter innerhalb einer identiﬁzierten Subpopulation ist
auf eine Nullmatrix ﬁxiert (vgl. Bauer & Curran, 2004: 14). Folglich werden zwar fur jede
latente Gruppe unterschiedliche Mean-Werte fur Steigung(en) und Intercept geschatzt,
aber fur die einzelnen Falle innerhalb der Wachstumsklasse werden keine Abweichungen
fur diese klassenspeziﬁschen Werte zugelassen (bzw. als Zufallsfehler verstanden). Eine
Folge dieser Speziﬁkation ist, dass LCGA die Variabilitat der Daten (sowohl inhaltlich
substanzielle wie auch zufallige Abweichungen) dadurch verarbeiten, dass sie mehr latente
Klassen identiﬁzieren als aus einer inhaltlich-substanziellen Perspektive zu vertreten ware.
Simulationsstudien weisen deutlich darauf hin, dass Verwendung von LCGA im Durch-
schnitt zur Schatzung von zu vielen latenten Klassen fuhren und daher von der alleinigen
Verwendung von LCGA abzuraten ist (vgl. Diallo et al., 2016: 20; Bauer & Curran, 2003:
357 ﬀ. ). Allerdings kann die Verwendung im zweiten Analyseschritt fur GMMs insofern
hilfreich sein, als dass eine Obergrenze fur die potenzielle Anzahl von latenten Klassen
festgelegt werden kann (vgl. Muthen, 2004: 350; Reinecke et al., 2015: 72). Die Anzahl der
latenten Klassen der LCGA-Modellierung dient somit als obere (Baseline-)Vergleichsgroße
6Der Begriﬀ Latent Class Growth Analysis wurde allerdings von Muthen (2004) gepragt, um die
starkere Verwandheit mit der latenten Klassenanalyse als mit der Growth Modellierung herauszustellen.
Nagin & Tremblay (1999) selbst sprechen von Group-Based Trajectory Modeling.
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fur Growth Mixture Modellierung wie bereits die funktionale Wachstumsform des LGC-
Modells im ersten Modellierungsschritt.
Der dritte Schritt beinhaltet schließlich die Schatzung des eigentlichen Growth Mixture
Modells, welches nicht nur Gruppenunterschiede hinsichtlich der Wachstumsverlaufsmus-
ter zulasst, sondern auch Variabilitat der Intercept und Slope Parameter innerhalb der
latenten Gruppen. Aber auch die Schatzung eines GMM gestaltet sich in der Ausfuhrung
keineswegs als trivial, da trotz der vorangegangenen Analyseschritte noch einige Entschei-
dungen hinsichtlich der tatsachlichen Modellspeziﬁkation und Schatzung zu treﬀen sind.
So wird, beispielsweise, vom Statistikpaket Mplus die Kovarianzmatrix fur die verschie-
denen latenten Gruppen als Defaulteinstellung invariant speziﬁziert bzw. geschatzt. Zwar
reduziert diese Vereinfachung die Rechenlaufzeit und die Chancen der Modellkonvergenz,
aber Simulationsstudien haben anhand ahnlicher Restriktionen der Kovarianzmatrizen
bereits zeigen konnen, dass dies im Durchschnitt zu einer Extraktion zu vielen latenten
Klassen und zu Verzerrungen hinsichtlich der Parameterschatzwerte fuhrt (vgl. Wickra-
ma, 2016: 205)(siehe auch: Enders & Toﬁghi, 2008; Bauer & Curran, 2004; Magidson &
Vermunt, 2004). Folglich sind auch im dritten Analyseschritt Abwagungen hinsichtlich
Komplexitat, Konvergenz und Modellpassung zu treﬀen. Aber auch nach Identiﬁkation
der angemessenen Modellspeziﬁkation muss noch die Frage nach der korrekten Anzahl an
latenten Klassen beantwortet werden.7
2.1.3 Identiﬁkation der Anzahl latenter Klassen
Da die Anzahl der latenten Klassen im Rahmen einer GMM-Analyse nicht im vornherein
festgelegt ist, gilt es zunachst Kriterien zu ﬁnden, welche die korrekte Anzahl an laten-
ten Klassen identiﬁzieren. Die bisher im Einsatz beﬁndlichen Analysealgorithmen sind
noch nicht dazu im Stande dem/der ForscherIn, auf Grundlage einer einfachen Rechen-
operation, die den Daten angemessene Anzahl an latenten (Wachstumskurven-)Klassen
auszugeben. Vielmehr ist es im Rahmen einer GMM Analyse notig, mehrere Schatzungen
auf Grundlage einer variierten Anzahl an unterstellten latenten Klassen durchzufuhren
und im Anschluss daran anhand von Kriterien und statistischer Tests zu entscheiden,
welche Anzahl an latenten Klassen die beste Losung darstellt.
7Die Ausfuhrungen in diesem Abschnitt wurden in abgewandelter Form bereits bei Krause et al. (2019)
veroﬀentlicht (vgl. Krause et al., 2019: 393 ﬀ.).
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Da ein Mixture Modell mit k latenten Klassen nicht8 in einem ansonsten aquivalenten
Modell mit k+1 Klassen genestet ist, kann man fur den Modellvergleich keine klassischen
χ2-Diﬀerenztest verwenden (vgl. Reinecke & Seddig, 2011: 420). Da GMMs zudem fur
jede latente Klasse eine eigene Kovarianzmatrix ausgeben, lassen sich χ2-basierte Indizes
wie der CFA (comparative ﬁt index) oder der RMSEA (root mean suqare error of appro-
ximation) nicht sinnvoll berechnen (vgl. McNeish & Harring, 2017: 228), wodurch auch
die Identiﬁkation der richtigen Klassenanzahl nicht darauf beruhen kann. Fur den Mo-
dellvergleich und die Entscheidung uber die korrekte Anzahl an latenten Klassen mussen
somit andere Entscheidungsgroßen verwendet werden. Die Kriterien zur Identiﬁkation der
korrekten Anzahl an latenten Klassen lassen sich in drei Kategorien aufgliedern:
 (a) Information Criteria Statistics,
 (b) Goodness of Fit Test bzw. Entropy Values,
 (c) Nested Model Tests bzw. Likelihood Ratio Tests
(vgl. Wickrama, 2016: 213; Toﬁghi & Enders, 2008: 319 ﬀ.; Peugh & Fan, 2012: 206).
(ad a) Information Criteria Maßen (IC-Maße) werden generell anhand der Werte von
Devianz (bzw. −2 ∗ Log-Likelihood (LL)), der Anzahl an geschatzten Modellparametern
(p) und der Fallzahl (N) berechnet (vgl. Peugh & Fan, 2012: 206 f.). Somit wird bei
der Berechnung der IC-Werte anhand der Devianz sowohl nach der Modellkomplexitat
(gemessen durch die Parameteranzahl) als auch nach der jeweiligen Fallzahl korrigiert (vgl.
Wickrama, 2016: 213 f.). Mit der Ausnahme des Akaikes Information Criterions (AIC)
haben alle IC-Maße die statistische Eigenschaft der Konsistenz, welche dazu fuhrt, dass
bei steigender Fallzahl hauﬁger das korrekte Modell in der Grundgesamtheit identiﬁziert
werden kann (vgl. Peugh & Fan, 2012: 207). Allgemein deuten geringere Werte der IC-
Maße auf eine bessere Passung des Modells (bzw. der Anzahl der latenten Klassen eines
Models) hin, auch wenn hierfur keine klaren Grenzwerte angegeben werden konnen. Zu
den wichtigsten und am hauﬁgsten eingesetzten Informationskriterien zahlen der AIC und
das Bayesian Information Criterion (BIC) sowie diverse Modiﬁkationen dieser Maßzahlen,
wie das Sample-Size Adjusted BIC (aBIC/SSABIC)(vgl. Sclove, 1987) oder das Consistent
AIC (vgl. Bozdogan, 1987). Die Formeln dieser zentralen IC-Maße sind hierbei wie folgend
deﬁniert:
8Zumindest in keiner praktisch relevanten Weise. Vgl. auch Fußnote 9 und 10 und den dazugehorigen
Textbezug.
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AIC = −2LL+ 2 ∗ p (4)
CAIC = −2LL+ p ∗ (log(n) + 1) (5)
BIC = −2LL+ p ∗ log(n) (6)
aBIC/SSABIC = −2LL+ p ∗ log(n+ 2
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) (7)
(vgl. Nylund et al., 2007: 545). Wobei LL fur den logarithmierten Likelihoodwert, p fur
die Anzahl der Modellparameter und n fur die Fallzahl steht. Da kleinere Werte eine
bessere Passung widerspiegeln, bestrafen diese IC-Maße hohe Modellkomplexitat (tlw. im
Verhaltnis zur Fallzahl).
(ad b) Goodness of Fit Test bzw. Entropy Werte konnen als erganzendes Kriteri-
um der Modellselektion verstanden werden. Sie basieren auf der jeweiligen A-posteriori-
Wahrscheinlichkeit der Klassenzuordnung der einzelnen empirischen Wachstumsfalle (vgl.
Qureshi & Fang, 2010: 225). Entropie ist als ein standardisiertes Maß fur die Genauigkeit
bzw. Unscharfe der Klassenzuordnung im Rahmen von GMMs zu verstehen (vgl. Diallo
et al., 2016: 6). Die moglichen Werte der Entropie bewegen sich im Bereich von 0 bis
1, wobei 0 implizieren wurde, dass keinerlei Sicherheit bei der Fallzuordnung zu latenten
Wachstumsklassen besteht, wohingegen ein Wert von 1 bedeuten wurde, dass fur die Fall-
zuordnung vollige Sicherheit vorherrscht und eine perfekte Abgrenzung/Separation der
latenten Klassen gegeben ist. Die Berechnung der Entropie erfolgt nach der Formel
Ek = 1−
∑
i
∑
k(−pik ∗ ln pik)
N − ln k (8)
wobei pik fur die geschatzte Wahrscheinlichkeit des Falles i, in der Gruppe k zu sein steht
(vgl. Reinecke et al., 2015: 77). Fur Modelle mit ahnlicher Modellpassung kann folglich
empfohlen werden, dass hohere Entropie Werte bevorzugt werden sollten, da dies auch mit
dem praktischen Ziel der Zuordnung von Fallen in latente Klassen zusammenfallt (vgl.
Ram & Grimm, 2009: 571). Allerdings kann die Entropie nicht als ein absolutes Kriterium
der Klassenextraktion verwendet werden. Da die Entropie eine Funktion der Anzahl von
latenten Klassen, der Variabilitat innerhalb dieser Klassen sowie der Unterschiede zwi-
schen den Klassen darstellt, wurde dies im Ergebnis zu einer deutlichen Uberextraktion
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fuhren. Wurde man, beispielsweise, genau so viele Klassen wie empirische Falle model-
lieren, wurde dies ebenfalls zu einem perfekten Wert der Entropie fuhren, da jeder Fall
seine eigene Klasse bekommen wurde und damit perfekt zugeordnet ware (vgl. Hancock
& Samuelsen, 2008: 65). Bisherige Empfehlungen gehen bei Grenzwerten von 0.40 von
einer niedrigen, bei 0.60 von einer mittleren und bei 0.80 von einer hohen Klassensepa-
ration aus (vgl. Wickrama, 2016: 214). Neben dem rohen Entropie-Wert existieren auch
Indizes, welche neben der Devianz zusatzlich nach dem Grad der Entropie kontrollieren
(Normalized Entropy Criterion (NEC)(vgl. Celeux & Soromenho, 1996) und Classiﬁcation
Likelihood Criterion (CLC) (vgl. Biernacki & Govaert, 1997) und somit GMM Modelle
bevorzugen, welche eine klare Wachstumsklassenzuordnung aufweisen (vgl. Peugh & Fan,
2012: 207). Daruber hinaus kombiniert das Integrated-Completed Likelihood Criterion
(ICLBIC) (vgl. Biernacki et al., 2000) die entropie-basierten Indizes mit IC-Maßen in-
dem er zusatzlich Modellkomplexitat bestraft:
NEC =
Entropie
LLk − LLk=1 (9)
CLC = −2LL+ 2 ∗ Entropie (10)
ICLBIC = −2LL+ p ∗ ln(N) + 2 ∗ Entropie (11)
(vgl. Peugh & Fan, 2012: 208).
(ad c) Likelihood-Ratio basierte Testverfahren setzen an der Idee des klassischen χ2-
Diﬀerenztest an und bieten ein formalisiertes Testverfahren fur den Vergleich von Model-
len mit einer unterschiedlichen Anzahl an latenten Klassen. Der LRT betrachtet die Log-
Likelihood-Diﬀerenz genesteter Modelle als Teststatistik, die unter bestimmten Bedingun-
gen asymptotisch einer χ2-Verteilung folgt, deren Freiheitsgrade gleich der Diﬀerenz in der
Anzahl der Parameter der beiden genesteten Modelle sind. Modelle mit k-1 und k vielen
latenten Klassen konnen zwar formal ineinander genestet sein9, aber der Vergleich von
latenten Klassenmodellen entspricht dabei nicht bestimmten Regelmaßigkeitsannahmen10
9Wenn der Anteil einer Klasse auf Null ﬁxiert wird und bei Invarianzannahme hinsichtlich klassenspe-
ziﬁscher Parametern in zwei Klassen (vgl. Tekle et al., 2016: 210).
10Dies betriﬀt hier zwei mogliche Annahmen: (1) Die Parameterrestriktionen unter dem Nullmodell
mussen ein innerer Punkt (und damit keine Grenze) des zulassigen Parameterbereichs sein; (2) alternative
Speziﬁkationen zur Nestung von Modellen mit K-Klassen und K-1-Klassen, welche klassenspeziﬁsche
Parameter im k- und k-1-Modell gleichsetzen wurde, verletzt eine andere Regelmaßigkeitsbedingung,
namlich, dass die Informationsmatrix nicht singular sein darf (vgl. Tekle et al., 2016: 210)(siehe auch:
McLachlan & Peel, 2000: 185 ﬀ.; Aitkin & Rubin, 1985: 70).
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fur einen traditionellen LR-Diﬀerenztest mit einer χ2-Verteilung (vgl. Tekle et al., 2016:
210). Daher muss zum Modellvergleich auf alternative Testverfahren zuruckgegriﬀen wer-
den.
Der (Adjusted) Lo-Mendell-Rubin Test (ALMR) (vgl. Lo, 2001) und der Bootstrapped
Parametric Likelihood Ratio Test (BLRT)(vgl. McLachlan & Peel, 2000) bieten Losungen
an, welche wiederum einen Signiﬁkanztest zwischen Modellen mit einer unterschiedlichen
Anzahl von latenten Klassen zulassen. Nach der Testlogik wird hierbei so verfahren, dass
ein Modell mit k-1 Klassen einem Modell mit k Klassen gegenubergestellt wird, wobei die
jeweils zu verwerfende Nullhypothese ist, dass das Modell mit weniger Klassen mindestens
genauso gut auf die Daten passt wie das komplexere Modell. Wahrend der ALMRmit einer
Approximation der Referenzverteilung fur den Likelihood Ratio Test arbeitet, basiert der
BLRT auf einer empirischen Referenzverteilung (vgl. Toﬁghi & Enders, 2008: 320 f.). Beide
Verfahren gehen hierbei von multivariater Normalverteilung aus, wobei eine Verletzung
dieser Annahme in der Tendenz zu einer Uberextraktion an latenten Klassen fuhren wurde
(vgl. Peugh & Fan, 2012: 208).
Neben formalen Selektionskriterien der Modellselektion werden allerdings auch weitere
Entscheidungsheuristiken fur die Forschungspraxis empfohlen, welche die Interpretierbar-
keit, die Ubereinstimmung mit dem theoretisch/ analytischen Rahmen sowie die Große
der latenten Klassen betreﬀen. So sollte bei sehr ahnlichen Fit-Werten im allgemeinen
das sparsamere bzw. weniger komplexe Modell bevorzugt werden. Auch die Interpretier-
barkeit der Klassen sowie die Ubereinstimmung mit theoretischen und/oder analytischen
Voruberlegungen sollte die Selektion der Klassenanzahl informieren. Daruber hinaus sollte
in der Regel davon abgesehen werden, dass sehr kleine Klassen, welche weniger als 5% der
Falle oder unter 25 Beobachtungen enthalten als substanziell bedeutsam zu interpretieren,
wenn hierfur nicht sehr gute Grunde anzufuhren sind (vgl. Wickrama, 2016: 216 f.).
Diese vermeintliche Subjektivitat bei der Modellselektion  bzw. die Unzufriedenheit
daruber  durch weiche Kriterien oder die Auswahl des jeweils passenden Enumera-
tion Indizes inspiriert auch die Entwicklung von alternativen Verfahren der Modellse-
lektion, welche sich in das bisherige Schema der Entscheidungskriterien noch nicht ein-
ordnen lassen. Aktuelle Arbeiten im Bereich der Mixture Models schlagen z. B. alter-
native Modellselektionskriterien vor, welche auf der Idee der Kreuzvalidierung beruhen.
Grimm et al. (2017) prasentieren die sogenannte k-Fold Cross-Validation Technik, welche
die Stichprobe zunachst in k-viele nicht-uberschneidende Teil untergliedert (vgl. Grimm
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et al., 2017: 4). Die Parameter des Analysemodells werden dann anhand der (k − 1)-
Teilstrichproben (auch: Trainings- oder Kalibrierungs-Sample) berechnet. Das Analyse-
modell wird im nachsten Schritt dann mit den errechneten Parameterwerten auf die ver-
bleibende k-Stichprobe (auch: Test-, Validierungs- oder Holdout-Sample) angewendet um
ein (vorher zu wahlendes) Fitmaß (z. B. −2LL) zu errechnen. Dieser Prozess wird fur jede
Klassenanzahllosung k-Mal wiederholt, wodurch jede Kombinationsmoglichkeit der Teil-
stichproben durchdekliniert wird (vgl. Grimm et al., 2017: 4). Die daraus generierten Ver-
teilungen der Fitmaße konnen dann entlang von verschiedenen Entscheidungsheuristiken11
genutzt werden, um die optimale Klassenlosung zu identiﬁzieren. Ob durch diese Technik
bessere, verlasslichere oder weniger idiosynkratische Ergebnisse als durch die zuvor disku-
tierten Standardverfahren generiert werden konnen, bleibt, wie die Autoren auch anerken-
nen, noch oﬀen, da eine systematische Evaluation der k-Fold Cross-Validation Technik in
weiten Teilen noch aussteht. Erste Simulationsergebnisse im Kontext von GMMs weisen
allerdings darauf hin, dass die k-Fold Cross-Validation Technik nur bei hoher Klassendi-
stanz zuverlassig funktioniert und insgesamt mit geringen korrekten Identiﬁkationsraten
zu kampfen hat (vgl. He & Fan, 2018: 12). Mangels nachweisbarer Performanz und fehlen-
der Softwareimplementation kann aktuell nur von dem Einsatz der k-Fold Cross-Validation
Technik abgeraten werden.
2.2 GMMs als MIGMMs fur die Sozialforschung
Als Multiple Indicator Growth Mixture Models (MIGMMs) werden Modelle bezeichnet,
welche fur die einzelnen Messzeitpunkte nicht einen manifesten Indikator oder einen Com-
posite Score wie beim klassischen GMM, sondern ein latentes Konstrukt verwenden (vgl.
Abb. 4). MIGMMs (oft auch als Second Order Growth Mixture Model bezeichnet) lassen
sich aktuell in der empirischen Anwendung noch sehr selten ﬁnden. Bei den wenigen Aus-
nahmen hiervon handelt es sich um Paper, welche vorrangig die Anwendung demonstrie-
ren, aber dafur weniger inhaltlich substanziell motiviert vorgehen (z. B. Ram & Grimm,
2009; Hancock & Samuelsen, 2008).12 Eine systematische Untersuchung der Performanz
von MIGMMs durch Simulationsstudien ﬁndet sich bis vor Kurzem nur bei Zhang (2016)
und ist somit in der Gesamtbetrachtung noch mit vielen oﬀenen Fragen behaftet (siehe
11Grimm et al. (2017) diskutieren hierzu vier verschiedene Entscheidungsverfahren, wobei auch weitere
Alternativen denkbar waren.
12Fur Beispiele von Ausnahmen zur raren empirischen Nutzung siehe Kapitel 3.1.
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auch Ram & Grimm, 2009: 139).13 Diese sparliche Nutzung in der empirischen Praxis ist
insofern bemerkenswert, als dass die Nutzung von latenten Konstrukten zu den einzelnen
Messzeitpunkten mit einer Reihe von Vorteilen verbunden ist, welche auch den Mixture-
Part von GM-Modellen positiv beeinﬂussen konnen.
Durch die Modellierung von latenten Messmodellen kann sowohl nach unsystematischen
als auch nach zeitspeziﬁschen Messfehlern der Indikatoren kontrolliert werden, wodurch
(unter anderem) die Reliabilitat der Messungen erhoht wird (vgl. Urban & Mayerl, 2014:
16; Urban, 2004: 6). Fur (MI)GMM ist dies insofern relevant, als dass hierdurch unech-
te (also nur messfehlerbedingte) Varianz und Parameterverzerrungen reduziert werden
konnen. Infolgedessen konnen latente Wachstumsgruppen und deren Verlaufsmuster ge-
nauer bestimmt werden und damit Fehlinterpretationen durch Schatzung von zu vielen
oder zu wenigen Gruppen vorgebeugt werden. MIGMMs verwenden daher sozusagen nur
den reliablen Varianzanteil der empirischen Daten.
Ein weiterer zentraler Vorteil von MIGMMs liegt in der Uberprufbarkeit und evtl. Aufhe-
bung von Messinvarianzannahmen. Ein-Indikator-Messungen (auch wenn es sich hierbei
um Composite Scores handelt) gehen implizit davon aus, dass die Messung zu jedem Er-
hebungszeitpunkt identisch erfolgt (siehe auch Urban, 2004: 6). Im Kontext von GMMs
gehen diese Messinvarianzannahmen sogar noch einen Schritt weiter. Es wird nicht nur
angenommen, dass die Messungen zeitinvariant erfolgen, sondern zusatzlich zwischen den
identiﬁzierten latenten Wachstumsverlaufgruppen keine Unterschiede aufweisen. Durch
die Modellierung von MIGMMs konnen sowohl zeit- wie auch gruppenspeziﬁsche (partiel-
le) Faktorinvarianzen uberpruft und zugelassen werden. Auf Grundlage dieser Moglichkeit
konnen somit tatsachliche Entwicklungsverlaufe sowie deren gruppenspeziﬁschen Unter-
schiede untersucht werden, welche nicht nur durch eine Varianz in der Bedeutung des
Messinstruments erzeugt werden.
Eine Besonderheit ergibt sich bei der Schatzung von GMM hinsichtlich der empirischen
Verteilung von wiederholten Messungen einer latenten Gruppe. Sollte fur diese empiri-
schen Verteilungen keine (konditionale) Normalverteilung vorherrschen, fuhrt dies im Er-
gebnis zu einer Uberextraktion von artiﬁziellen Wachstumsklassen (siehe Abschnitt 3.2.3).
Dies ist besonders problematisch, wenn in der tatsachlichen Population, aus welcher die
empirische Verteilung stammt, eigentlich keine Abweichungen von der Normalverteilung
13Eine aktuelle Simulationsstudie zu Gruppenunterschieden bei MIGMMs von Kim & Wang (2017)
wird spater ausfuhrlicher diskutiert.
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vorherrschen. So besteht bei der Messung durch einen manifesten Indikator die erhohte
Moglichkeit, dass die Nicht-Normalverteilung lediglich durch Decken- und Bodeneﬀekte
oder andere Anomalien der Messung bedingt ist (vgl. Grimm & Ram, 2009: 125). Diese
moglichen Grunde fur nicht-normalverteilte Daten konnen durch mehrfache Messungen
und der Speziﬁkation als latentes Messkonstrukt behoben werden. Indem hierbei Mess-
fehler kontrolliert werden, wird ein genaueres Abbild der tatsachlichen Verteilung in der
Population wiedergegeben. Dadurch werden bei einem GM-Modell evtl. weniger falsche
Extraklassen extrahiert, welche den Bedingungen in der Population nicht entsprechen.
Die Vorteile der Modellierung als Second Order (bzw. Multiple Indikator) Konstrukt tref-
fen also sowohl auf die generelle Messgenauigkeit zu, als auch auf den genuinen Zweck
der GMM Speziﬁzierung: die Identiﬁkation von latenten Klassen als ein Ausdruck von
tatsachlicher inhaltlicher Heterogenitat in der Population.
3 Bisherige Ergebnisse
Dieser Abschnitt soll zunachst bisherige empirische Anwendungsfelder von GMMs und
MIGMMs/SOGMMs benennen um einen Uberblick zur aktuellen Anwendung in der em-
pirischen Forschung zu gewahren und einen Ausblick auf zukunftige Entwicklungen zu
ermoglichen. In einem zweiten Schritt soll darauf eingegangen werden, welche Ergebnisse
sich anhand bisheriger Arbeiten hinsichtlich der Performanz von GMMs und MIGMMs
ziehen lassen. Dabei werden sowohl Erfahrungen aus der empirischen Anwendung als auch
Ergebnisse aus nicht-empirischen Simulationsstudien berucksichtigt.
3.1 Uberblick zu empirischen Anwendungsbereichen von
(MI)GMMs
In der letzten Dekade hat die Growth Mixture Modellierung zunehmend an Popularitat
gewonnen (vgl. Diallo et al., 2016: 1). Die Anwendung von GMMModellen bietet sich aller-
dings vorrangig in Analysesettings an, fur welche angenommen werden kann, dass ein zeit-
licher Entwicklungsverlauf vorherrscht. Anwendungsbereiche, welche in der abhangigen
Große eine zeitliche Konstanz aufweisen, eignen sich hingegen wenig fur GMMs. Neben
einem Entwicklungsverlauf benotigt der Einsatz von GMMs allerdings auch die Annah-
me uber Unterschiede hinsichtlich dieser Entwicklungsverlaufe. Nur auf der Grundlage
von intraindividuellem Wandel und interindividuellen Unterschieden hinsichtlich dieses
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Wandels bietet sich der Einsatz von GMM an. Dieser Wandel kann durch die Growth
Mixture Modellierung identiﬁziert und quantiﬁziert werden. Daruber hinaus erlaubt die
GM-Modellierung auch die gruppenspeziﬁsche Analyse von Variablen, welche die laten-
te Gruppenzugehorigkeit beeinﬂussen oder den Wachstumsverlauf innerhalb der latenten
Gruppe determinieren. In Ubereinstimmung mit diesen Uberlegungen haben GMMs be-
reits in empirischen Studien im medizinischen Bereich, in Untersuchungen zu Entwicklung
aggressiven Verhaltens von Kindern und Jugendlichen, in der Bildungsforschung und all-
gemein im Kontext der Devianzforschung Anwendung gefunden (vgl. Muthen & Asparou-
hov, 2008: 143 ﬀ.; Hancock & Samuelsen, 2008: 5).
Im Schnittbereich zwischen Medizin und Sozialforschung ﬁnden sich Anwendungen, welche
sich mit Alkoholmissbrauch (z. B. Greenbaum et al., 2005), mit dem Verlauf von Sympto-
men von Depression sowie deren Pradiktoren und Moglichkeiten der Behandlung (z. B.
Stoolmiller et al., 2005; Leuchter et al., 2002) oder auch mit Medikamenten-Wirkungen
(z. B. Muthen et al., 2011) auseinandersetzen.
Im Bereich der Sozialwissenschaften nimmt die Devianz- und Suchtforschung hinsicht-
lich des Einsatzes von GMMs eine besondere Rolle ein. So sind in diesen Bereichen so-
wohl Entwicklungsverlaufe identiﬁzierbar, da sich die Untersuchungen in der Regel auf
junge Kohorten beziehen, als auch Unterschiede bzgl. dieser Entwicklungsverlaufe zwi-
schen einzelnen Individuen. So ﬁnden sich Arbeiten, welche sich aus der Modellierung
ergebenden Vorteile in der Interpretation von kriminellem Verhalten hervorheben (z. B.
Kreuter, Muthen, 2008a), Untersuchungen, welche tatsachliche Entwicklungsverlaufe und
deren Gruppierung beleuchten (z. B. Reinecke, 2014; Reinecke et al., 2015), aber auch
Analysen, welche Pradiktoren der Zugehorigkeit zu einer latenten Gruppe sowie deren
Konsequenzen besondere Beachtung schenken (z. B. Petras & Masyn, 2010; Nagin &
Tremblay, 1999). Auch fur den Bereich Suchtforschung ﬁnden sich Arbeiten im Rahmen
der GM-Modellierung. So untersuchen Li et al., beispielsweise, gruppenspeziﬁsche Unter-
schiede hinsichtlich des Eﬀekts von Peer-Gruppen auf den Alkoholkonsum bei adoleszenten
Personen (vgl. Li et al., 2002), wahrend Wuk/Witkiewitz mit der Behandlung von Alko-
holabhangigkeit im Kontext von sozialen Unterstutzungsnetzwerken befassen (vgl. Wu
& Witkiewitz, 2008). Windle und Wiesner untersuchen Muster des Marihuanakonsums
von jungen Erwachsenen und identiﬁzieren dabei, neben den Gruppenunterschieden im
Verlauf, sowohl Pradiktoren fur die Gruppenzugehorigkeit als auch Folgen im Sinn von
spateren psychischen Storungen (vgl. Windle & Wiesner, 2004).
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Im Bereich der Bildungsforschung wird mit dem Analyseinstrument GMM ein be-
sonderes Augenmerk auf interindividuelle Unterschiede in Entwicklungsverlaufen gelegt.
So ﬁnden sich hier Untersuchungen zur Lesefahigkeit von Kindern (z. B. Douglas, Liu,
2009; Boscardin et al., 2008) sowie mogliche Ansatzpunkte zur Reduktion von Gruppen-
unterschieden (vgl. Parrila et al., 2005). Weitere Anwendungen beschaftigen sich mit dem
Risiko des Schulabbruchs bei US-Schulern und dessen Abhangigkeit von Leistungen im
Fach Mathematik sowie mit schulspeziﬁschen Unterschieden hinsichtlich dieses Eﬀekts
(vgl. Muthen, 2004).
Bei allen bisher angefuhrten Studien handelt es sich allerdings um GMMs mit einer
einzelnen manifesten Messvariable zu einem Erhebungszeitpunkt, ohne Verwendung eines
latenten Messmodells. Bestenfalls wurde auf der Ebene des einzelnen Messzeitpunktes
ein Composite Score gebildet. Trotz oﬀensichtlicher Vorteile sind MIGMMs bzw. Second
Order Modelle im Rahmen von empirischen Anwendungen von Growth Mixture Modellie-
rungen immer noch die Ausnahme. Bisherige Anwendungen haben oft noch einen illustra-
tiven Charakter und legen den Fokus auf das Modellierungsverfahren selbst und weniger
auf die inhaltlich-substantiellen Aspekte (z. B. Grimm & Ram, 2009; Hancock & Samuel-
sen, 2008). Aber es lassen sich auch einzelne Ausnahmen von dieser Regel ﬁnden. Callina
et al. (2014) untersuchen z. B. Hoﬀnung und Vertrauen als MIGMMs bei Jugendlichen
und deren Auswirkung auf spateres soziales Engagement. Dabei konnen sie vier distinkte
Entwicklungsverlaufsklassen identiﬁzieren (vgl. Callina et al., 2014: 877 f.). Kirves et al.
(2014) beschaftigen sich hingegen mit der wahrgenommenen Beschaftigungsfahigkeit auf
Grundlage eines MIGMMs und deren Auswirkungen auf die Arbeitszufriedenheit, wobei
sie ebenfalls bis zu vier Wachstumsentwicklungsklassen identiﬁzieren konnen. Auch Krau-
se et al. (2019) modellieren anhand einer Jugendstichprobe eine MIGMM. Der inhaltliche
Fokus liegt dabei auf der Entwicklung von sozialer Exklusion, Pradiktoren des Entwick-
lungsverlaufs von Exklusion und spateren Auswirkungen auf pro-soziale Verhaltensmus-
ter. Dabei konnen zwei distinkte Entwicklungsverlaufe ausgemacht werden, wobei sich
aus methodischer Perspektive zeigt, dass MIGMMs auch bei vergleichsweise restriktiven
Modellannahmen, in der empirischen Praxis, hinsichtlich der Modellkonvergenz Probleme
aufweisen konnen (vgl. Krause et al., 2019: 400 ﬀ.).
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3.2 Uberblick zu bisherigen Ergebnissen zur Performanz
Die bisherigen Ergebnisse zur Leistungsfahigkeit von GMMs und deren Probleme lassen
sich in mehrere Teilbereiche aufschlusseln. Dennoch konnen diese einzelnen Themenbe-
reiche nicht ganzlich isoliert betrachtet werden, da Abhangigkeiten im Sinne von Wech-
selwirkungen und Moderationseﬀekten zwischen einzelnen Performanzaspekten sowie der
Datenlage (oder der Simulationskonﬁguration) bestehen. Daher mussen bisherige Ergeb-
nisse auch immer vor dem Hintergrund der jeweiligen Pruf- bzw. Datenbedingungen in-
terpretiert werden.
3.2.1 Maße der Klassenidentiﬁkation
Wie bereits aufgefuhrt, liegt eine Vielzahl an unterschiedlichen Maßen vor, welche die Iden-
tiﬁkation der korrekten Anzahl an latenten Klassen anleiten kann. Im Idealfall sollte sich
anhand von Simulationsstudien ermitteln lassen, welche Maße die hochste Treﬀerquote
bei der Identiﬁkation von latenten Klassen aufweisen, um die Auswahl auf eine geeigne-
te Menge zu beschranken. Nicht zuletzt aus diesem Grund beschaftigen sich zahlreiche
Arbeiten mit diesem Aspekt. Trotz (oder auch gerade wegen) mehrerer Simulationsstu-
dien, welche sich mit der Suche nach dem geeignetsten Maß beschaftigen, ist noch keine
Einigkeit hergestellt. Allerdings lasst sich hinsichtlich des Vergleichs von IC-Maßen und
LRT-Tests eine Tendenz identiﬁzieren. Der BIC/aBIC sowie der BLRT schneiden unter
vielen Simulationsbedingungen im Verhaltnis zu den anderen Maßzahlen relativ gut ab.
Nylund et al. (2007) machen anhand ihrer Simulationsstudien den BLRT als den kon-
sistentesten Indikator fur die korrekte Klassenzahl aus (vgl. Nylund et al., 2007: 564).
Peugh & Fan (2012) kommen zu einem ahnlichen Ergebnis, wobei der BLRT insbeson-
dere bei komplexen Wachstumsverlaufen gut abschneidet (vgl. Peugh & Fan, 2012: 223).
Liu & Hancock (2014) konnen fur den BLRT (und eine Variante des LMR) ab einer Fall-
zahl uber 700 perfekte Identiﬁkationsraten ausmachen (vgl. Liu & Hancock, 2014: 570).
Einen Kontrapunkt hierzu setzt allerdings Diallo et al. (2016). Anhand verschiedener Si-
mulationskonﬁgurationen zeigte sich, dass der BLRT (wie auch der LMR und ALMR)
durchweg geringere Treﬀerquote bei der Klassenidentiﬁkation aufzeigten wie die unter-
suchten IC-Maße (vgl. Diallo et al., 2016: 20). Auch aktuelle Simulationsstudien bzgl.
der Berucksichtigung von Kovariaten bei der Klassenidentiﬁkation mehren Zweifel an der
noch anfangs unterstellten (sehr guten) Performanz des BLRT (vgl. Diallo et al., 2017:
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43). Ein zusatzliches Problem des BLRT ergibt sich aus seiner Anfalligkeit hinsichtlich
nicht normalverteilten Daten und Modellkomplexitat. Daran sind, vor allem, fehlende
Modellkonvergenz sowie suboptimale lokale Losungen schuld (vgl. Wickrama, 2016: 215).
Falls Modellschatzungen zu keiner (konvergierenden) Losung kommen, konnen auch keine
Vergleiche zwischen dem Modell mit k-1 und k vielen Klassen berechnet werden. Auch
lokale Losungen fuhren zu einer Verzerrung des LL-Werts und damit in Folge zu einem
nicht angemessenen p-Wert des BLRT.
Hinsichtlich der IC-Maße scheint der aBIC die zuverlassigsten Ergebnisse zu liefern. Bei
Nylund et al. (2007) und Toﬁghi & Enders (2008) zeigt er sich jeweils als zuverlassigster
(IC-)Indikator der Klassenzahl. Auch Henson et al. (2007) identiﬁzieren den aBIC als
Maßzahl mit der hochsten Treﬀerquote hinsichtlich der Klassenanzahl. Der aBIC wurde
hierbei Varianten des LMR sowie entropiekorrigierten Maßzahlen gegenubergestellt. Da-
bei zeigte sich, dass der aBIC konsistent die besten Ergebnisse liefert, wobei allerdings
alle Maße bei einer zu geringen Fallzahl (hier ab 500) zu ungenau wurden (vgl. Henson
et al., 2007: 221 ﬀ.). Diallo et al. (2016) kommen hingegen zu dem Schluss, dass keines
der untersuchten IC-Maße (CAIC, BIC, SCAIC, aBIC) zu konsistent besseren Ergebnissen
kommt. Da die IC-Maße jeweils in unterschiedlichen Daten- und Speziﬁkationssituationen
Vor- und Nachteile aufweisen, sehen sie diese weitestgehend als komplementare Maße an
(vgl. Diallo et al., 2016: 20). Eine klare Ausnahme von diesem dispersen Bild stellt der
einfache AIC dar. In keiner gesichteten Untersuchung lieferte er adaquate Ergebnisse und
kann somit als weitestgehend nutzlos angesehen werden. Alternative Verfahren wie die
k-fold Cross-Validation wurden noch nicht umfassend evaluiert, wobei erste Ergebnisse
eine sehr unbefriedigende Performanz andeuten (vgl. He & Fan, 2018: 10 ﬀ.). Da noch
kein Index oder Test identiﬁzierbar ist, welcher in jeder moglichen Konﬁguration der Da-
ten die besten Ergebnisse liefert, sollten weiterhin mehrere Maße Anwendung ﬁnden. Im
Idealfall werden dabei die Schwachen und Starken der Maße berucksichtigt, indem die Da-
tenlage daraufhin untersucht wird und die jeweils angemessensten Indikatoren und Tests
Anwendung ﬁnden.
3.2.2 Klassenseparation und Klassenanteil
Die Klassenseparation im Rahmen einer GMM Analyse ist sowohl uber die Unterschiede
hinsichtlich der latenten Mittelwerte der Wachstumsparameter bestimmt als auch uber die
Große der Wachstumsparametervarianz sowie deren evtl. Uberschneidungen zwischen den
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Klassen. Die Unterschiede zwischen den Klassen hangen also sowohl von den durchschnitt-
lichen Wachstumsverlaufsmustern ab, als auch von der Variabilitat innerhalb der Klassen.
Besondere Probleme hinsichtlich der Klassenzuordnung sind unter Bedingungen geringer
Klassenseparation zu erwarten. Unterscheiden sich die Wachstumsverlaufe nicht deutlich,
erhoht dies die Chance dafur, dass Falle der falschen latenten (Wachstums-)Klasse zu-
geordnet werden. Untersuchungen und Vergleiche zu diesem Teilaspekt werden dadurch
erschwert, dass noch kein Konsens zu der besten Deﬁnition von Klassenseparation besteht
(vgl. Depaoli, 2013: 190). Simulationsstudien nutzen in der Regel die multivariate Maha-
lanobis Distance (MD) fur latente Klassen, um eine Kenngroße der Klassenseparation
anzugeben. Die Mahalanobis Distance ist hierbei durch:
MD =
√
(µ1 − µ2)>Σ−1(µ1 − µ2) (12)
gegeben, wobei µ1 und µ2 fur die Mittelwertvektoren zweier latenter Klassen stehen und Σ
deren gemeinsame (homogene)14 Kovarianzmatrix darstellt (vgl. McLachlan & Peel, 2000:
198). Koo & Leite (2014) zeigen anhand von Simulationen, dass eine kleine Klassendistanz
(hier: J = 1.076; J = 1.109) zu Verzerrungen hinsichtlich von Parameterschatzungen, Ver-
teilungen der Klassenzugehorigkeiten und der Identiﬁkation der korrekten Anzahl von
latenten Klassen fuhren (vgl. Koo & Leite, 2014: 223). Hinsichtlich der Modellkonvergenz
und Parameterschatzungen konnen Tueller & Lubke (2010) zeigen, dass Mixture Model-
le (bei gleichverteilter Klassengroße) ab einer Klassendistanz von 2.0 (MD) bereits ab
100 Falle gute Performanz aufweisen. Bei geringerer Klassendistanz von 1.5 und 0.5 sind
dagegen Fallzahlen von 300 und 1000 notig, um zu zufriedenstellenden Ergebnissen zu
gelangen (vgl. Tueller & Lubke, 2010: 189). Auch Serang et al. (2016) kommen zu dem
Ergebnis, dass bei großer Klassendistanz bereits eine Fallzahl von 200 ausreichend sein
kann (vgl. Serang et al., 2016: 11).
Eng verbunden mit der Klassenseparation sind die Anteilsverhaltnisse in den Klassen. Hier
zeigt sich, dass insbesondere Verteilungen mit einer kleinen Klasse (unter 7%) unabhangig
von der untersuchten Fallzahl eine geringe Chance auf Identiﬁkation der korrekten Klas-
senanzahl aufweisen (vgl. Depaoli, 2013: 190). Allerdings lassen sich diese Probleme nicht
generell auf alle Abweichungen von einer Gleichverteilung der Klassengroßen erweitern.
14Wenn die latenten Klassen eine unterschiedliche Kovarianzmatrix aufweisen, muss die Klassendistanz
anders berechnet werden. Die J Statistic nach James (1954) ist hierfur eine geeignete Alternative (vgl.
Koo & Leite, 2014: 213).
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Simulationen welche mit moderat (z. B. 75/25) ungleichgewichteten Klassen operieren,
zeigen keine nennenswerten anderen Eﬀekte auf die Modellperformanz wie die gleichge-
wichteten Klassenverhaltnisse (vgl. Liu & Hancock, 2014: 190).
Nennenswerte Probleme bei der Schatzung von GMMs sind folglich erst bei extremen
Verhaltnissen bzgl. Klassenseparation und Anteilwertverhaltnissen zu erwarten. Als pro-
blematisch sind allerdings auch Kombinationen aus geringer Klassenseparation, kleinen
Klassengroßen und geringen Fallzahlen zu werten.
3.2.3 Konditionale Normalitat der Daten
Auch wenn GMMs in der gesamten gepoolten Stichprobe keine Normalverteilung benotigen,
arbeiten sie mit der Annahme von normalverteilten Daten (evtl. konditional unter Beruck-
sichtigung von Praditoren) innerhalb der latenten Klassen (vgl. Bauer, 2007: 765). Abwei-
chungen hiervon konnen die Identiﬁkation der korrekten Anzahl von Klassen verzerren.
Simulationen von Bauer und Curran konnten zeigen, dass nicht-normalverteilte Daten zu
einer Uberextraktion von latenten Klassen fuhren (vgl. Bauer & Curran, 2003). Hierfur
generierten sie Daten, welche aus einer einzigen Population stammen, aber leicht von der
Normalverteilung abweichen. Im Ergebnis zeigte sich, dass die Fit-Indizes durchgangig ei-
ne GMM Modellierung mit mehreren Klassen favorisierten, obwohl der zugrundeliegende
Data Generation Process (DGP) aus einer einzelnen Population stammte. Dieses Ergeb-
nis zeigte sich selbst fur Simulationskonﬁgurationen, in welchen der strukturelle Part der
Modelle korrekt im Sinne des DGP speziﬁziert wurde (vgl. Bauer & Curran, 2004: 19). So-
mit konnen auf Grundlage der Verletzung dieser Annahme, Klassen identiﬁziert werden,
welche keinerlei substantielle inhaltliche Bedeutung haben. Ein zuverlassiger Indikator
zur Unterscheidung zwischen tatsachlich vorhandenen Subpopulationen und homogenen
nicht-normalverteilten Daten aus einer Population ist weiterhin ein Forschungsdesiderat
(vgl. Peugh & Fan, 2012: 210) und somit noch ein ungelostes Problem.
3.2.4 Fallzahl
Je hoher die zugrundeliegende Fallzahl bei einer GM-Modellierung, desto besser. Darin
unterscheiden sich GMMs generell nicht von anderen Verfahren. Eine zu niedrig ange-
setzte Fallzahl kann im Rahmen von GM-Modellierungen mit Problemen hinsichtlich der
Modellkonvergenz, mit unzulassigen Parameterschatzwerten wie auch mit der fehlenden
Fahigkeit zur Identiﬁkation von kleinen aber inhaltlich interessanten Subpopulationen as-
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soziiert sein (vgl. Berlin et al., 2014: 14). Hinsichtlich der Klassenextraktion erhoht eine
große Fallzahl die Treﬀerquote der korrekten Identiﬁkation der Klassenanzahl von sta-
tistisch konsistenten Maßzahlen wie CAIC und BIC (sowie deren Derivate), wohingegen
Großen wie Entropie oder AIC durch ein großeres Sample nicht unterstutzt werden (vgl.
Liu & Hancock, 2014: 570). Relativ einfache Simulationskonﬁgurationen mit wenigen la-
tenten Klassen, adaquat hoher Klassendistanz und ausreichend großen Klassen zeigen bei
einer Fallzahl ab 700 eine nahezu perfekte Klassenidentiﬁkationsrate fur Varianten von
LMR und BLRT (vgl. Liu & Hancock, 2014: 570 f.). Allerdings lasst sich im Rahmen einer
GM-Modellierung nur sehr problematisch eine klare Daumenregel angeben, da zahlreiche
Rahmenbedingungen sowie die Interaktion miteinander eine Rolle spielen. Kim kommt
anhand von Simulationsergebnissen zu dem Schluss, dass die Fallzahl umso großer sein
muss,
 je hoher der Missinganteil in der Stichprobe ist,
 je geringer die Trennung zwischen den latenten Klassen ausfallt,
 je mehr latente Klassen identiﬁziert werden sollen und
 je weniger Indikatoren (Messzeitpunkte) zur Verfugung stehen
(vgl. Kim & Kim, 2012: 474). Daruber hinaus bestehen Abhangigkeitsverhaltnisse in
dem Sinne, als dass auch bei einer großen Anzahl von latenten Klassen die benotigte Fall-
zahl nicht zwangslauﬁg steigen muss, wenn gleichzeitig die Anzahl der Messzeitpunkte
erhoht wird (vgl. Kim & Kim, 2012: 474 f.). Da die Fallzahl im Rahmen der empirischen
Anwendung noch am ehesten beeinﬂussbar ist, sollten bereits in der Planungsphase ei-
ner Untersuchung uber plausible Werte hinsichtlich der assoziierten Großen nachgedacht
werden, damit die Fallzahl adaquat angesetzt werden kann.
3.2.5 Kovariate und GMMs
Nach anfanglichen Empfehlungen GMMs moglichst mit relevanten Kovariaten zu schatzen
(vgl. Li & Hser, 2011: 12 ﬀ.; Muthen, 2004: 352 f.), zeigen neuere Studien, dass von der
Berucksichtigung von Kovariaten tendenziell abzuraten ist und wenn doch, diese dann erst
in einem zweiten Schritt zu berucksichtigen waren (vgl. Diallo et al., 2017:180 ﬀ.; Hu et al.,
2017: 12; Toﬁghi & Enders, 2008: 335 f.). Allerdings lassen sich weiterhin Hinweise darauf
ausmachen, dass bei geringer Klassendistanz und kleiner Fallzahl die Berucksichtigung
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von Kovariaten von Vorteil sein kann (vgl. z. B. Hu et al., 2017: 12; Peugh & Fan, 2012:
223). Als ursachlicher Mechanismus hierfur wurde vorgebracht, dass die Einbeziehung
von Kovariaten die unerklarliche Variabilitat reduziert, mit welcher das Mixture-Modell
arbeitet, und die Daten letztlich homogener macht (vgl. McNeish & Harring, 2017: 12).
3.2.6 Speziﬁkationsfehler und Invarianzannahmen
Wenn Varianz und Kovarianz der Wachstumsparameter zwischen den einzelnen latenten
Gruppen als invariant angenommen werden, kann dies zu einer Uberextraktion von laten-
ten Klassen sowie zu verzerrten Parameterschatzungen fuhren (vgl. Bauer & Curran, 2004;
Enders & Toﬁghi, 2008: 77; Wickrama, 2016: 204 f.). Daruber hinaus zeigen Morin et al.
(2011), dass falsche Invarianzannahmen nicht nur die Klassenanzahl verzerren konnen,
sondern auch die durchschnittliche Form der Wachstumsverlaufe und die Anteilswerte der
latenten Klassen (vgl. Morin et al., 2011: 638 f.). Auch wenn die Ergebnisse von Morin
et al. (2011) nur auf empirischen Daten basieren und nicht systematisch im Rahmen ei-
nes Simulationsmodells untersucht wurden, liefern sie deutliche Hinweise auf potentielle
Probleme von nicht gepruften Invarianzannahmen. Die Simulationsergebnisse von Diallo
et al. (2016) und Enders & Toﬁghi (2008) zeigen zudem, dass eine freie Speziﬁkation von
Kovarianz (und Residualvarianzen) innerhalb der Klassen generell vorzuziehen ist und so
gut wie nie mit schlechterer, aber oft besserer Schatzperformanz einhergeht (vgl. Diallo
et al., 2016: 20; Enders & Toﬁghi, 2008: 91 f.). Folglich sollte die Kovarianzmatrix fur
die einzelnen latenten Gruppen frei geschatzt werden. Wenn keine modell- oder model-
lierungsspeziﬁschen Grunde, wie fehlende Modellkonvergenz oder klare theoretische oder
analytische Grunde fur Invarianz bestehen, ist dies im Rahmen der GM-Modellierung
generell moglich. Allerdings erhoht sich durch diese Form der Speziﬁkation auch die Mo-
dellkomplexitat und damit die Rechenzeit der Modelle deutlich. Daruber hinaus zeigt sich
in der empirischen Praxis, dass bei einer systematischen Testung der Invarianzannahmen,
selbige oft auf Grundlage der Empirie verworfen werden mussen (vgl. Diallo et al., 2016:
3).
Neben Invarianzannahmen sind noch andere Formen von fehlerhaften Speziﬁkationen zu
berucksichtigen. Generell lasst sich dieser Aspekt der falschen Invarianzannahme verallge-
meinern. Jedwede Form von Missspeziﬁkation der Within-Klassenmatrix kann im Rahmen
einer Mixture-Modellierung zu einer Uberextraktion von latenten Klassen fuhren. Hierbei
wird der fehlende Modellﬁt dadurch bearbeitet, dass eine zusatzliche Klasse die abwei-
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chenden Falle im Rahmen einer neuen (wenn auch evtl. kunstlichen) latenten Klasse ver-
arbeitet. Dieses Problem ist hierbei auf die elementare Interdependenz zwischen Within-
und der Between-Klassenkomponente zuruckzufuhren (vgl. Bauer & Curran, 2004: 22).
Der gleiche Mechanismus zeigt sich auch bei falschen Linearitatsannahmen in der Mo-
dellspeziﬁkation. Bauer & Curran (2003) zeigen, dass nicht-lineare Beziehungen zwischen
latenten und/oder manifesten Variablen im Rahmen eines GMMs durch die Extraktion
von zusatzlichen latenten Klassen ¾kompensiert¿ werden konnen, auch wenn der nicht-
linearen Beziehung nur eine Population zugrunde liegt (vgl. Bauer & Curran, 2004: 22
ﬀ.). McNeish & Harring (2017) setzen zu diesen Bedenken hinsichtlich klasseninterner
Fehlspeziﬁkationen einen gewissen Kontrapunkt, indem sie zeigen konnen, dass Misss-
peziﬁkationen insbesondere dann die Klassenidentiﬁkation negativ beeinﬂussen, wenn die
Anzahl der verwendeten Startwertesets zu niedrig gewahlt wurde. Bei einer adaquat hoher
Zahl an Startwertesets zeigen die Kennzahlen BIC und BLRT auch unter Fehlspeziﬁka-
tionen eine gute Performanz. Der Programmstandard von 20 Startwertesets (in Mplus)
scheinen deutlich zu niedrig zu sein, wenn eine Fehlspeziﬁkation der Wachstumsverlaufs-
faktoren vorliegt, wobei die Autoren fur mindestens 100 Sets pladieren.15
Eine andere Form von Fehlspeziﬁkation werden von Chen et al. (2010) untersucht. Sie un-
tersuchen, wie sich die fehlende Berucksichtigung von Mehrebenenstrukturen auf die Per-
formanz von GMMs auswirkt. Ihre Ergebnisse zeigen, dass die Klassenidentiﬁkation und
die Mittelwerte der Wachstumsfaktoren kaum durch eine inadaquate Berucksichtigung der
Mehrebenenstruktur beeinﬂusst werden. Erwartungsgemaß zeigt sich allerdings, dass die
Varianzenschatzungen und die Standardfehler der Wachstumsverlaufsform negativ beein-
ﬂusst werden (vgl. Chen et al., 2010: 587).
Zusammengefasst zeigen diese Ergebnisse, dass vor der eigentlichen GM-Modellierung ein
geeignetes Baselinemodell gefunden werden muss, welches die wesentlichen strukturellen
Eigenschaften adaquat berucksichtigt, um spater schwerwiegende Fehlinterpretationen zu
vermeiden (siehe Abschnitt 2.1.2). Wenn ein solches Modell gefunden wurde, sollte im
Rahmen der GMM Modells zusatzlich darauf geachtet werden, dass klassenspeziﬁsche
Parameter nach Moglichkeit frei zu schatzen sind und nicht a priori als invariant ange-
nommen werden.
15Da Missspeziﬁkationen  wenn auch nicht in den Wachstumsfaktoren  in dieser Arbeit auch Anwen-
dung ﬁnden (bzgl. Faktorladungen und manifesten Intercepts), werden die Startwertesets auf 200 ﬁxiert,
was auch aktuellen Empfehlungen aus der Simulationsliteratur entspricht (vgl. Li et al., 2014: 510 f.).
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4 Oﬀene Fragen zu MIGMMs
In den folgenden Kapiteln 4 bis 7 werden die Forschungslucken hinsichtlich der Leis-
tungsfahigkeit von MIGMMs herausgearbeitet und die Strategie zur Schließung dieser
Lucken expliziert. In den vorangegangenen Abschnitten 2 und 3 wurden die Grundidee
von Growth Mixture Modellen, deren Schatzung und Anwendungsgebiete sowie bisheri-
ge Ergebnisse zu deren Performanz herausgearbeitet. Im Weiteren gilt es auf Grundla-
ge dieser Vorarbeit zu klaren, welche oﬀenen Forschungsfragen weiter existieren, welche
Vermutungen sich aus dem bisherigen Wissensfundus ableiten lassen und mit welchem
Vorgehen diese Vermutungen systematisch uberpruft werden konnen. Zu diesem Zweck
werden Arbeitshypothesen entwickelt, welche auf bisherigen Uberlegungen und Perfor-
manzergebnissen zu GMMs sowie auf Ergebnissen bzgl. LGC-Modellen zweiter Ordnung
basieren. Daruber hinaus wird dargestellt, wieso und auf welche Weise die Monte-Carlo-
Simulationsmethodik geeignet ist, um die Performanz von MIGMMs zu untersuchen. Ne-
ben einer allgemeinen Erlauterung zur generellen Idee hinter MC-Studien wird in diesem
Schritt daruber hinaus erlautert, welche Aspekte der Simulationsstudie zu diesem Zweck
zu variieren sind. Zu dieser Erlauterung zahlen auch die Explikation und die Rechtfer-
tigung der Simulationsvariablen sowie deren Auspragungen. Hierbei muss sowohl plausi-
bilisiert werden, welche unabhangigen Einﬂussgroßen (wie sehr) variiert werden, welche
Aspekte konstant gehalten und welche abhangigen Großen als Maß fur die Performanz
der Modelle herangezogen werden konnen.
In den diesem Abschnitt folgenden Ausarbeitungen in den Kapiteln 8 bis 11 soll neben
einer detaillierten Darstellung der ﬁnalen Simulationskonﬁguration und der praktischen
EDV-technischen Durchfuhrung, der eigentliche Test der in Kapitel 6 formulierten Hypo-
thesen erfolgen. Das in Kapitel 7 aufgezeigte Analysedesign wird also in den Abschnitten
9 bis 11 durchgefuhrt und zugleich anhand der hier deﬁnierten Zielgroßen bewertet. Das
letztendliche Ziel des Projekts ist es, Empfehlungen hinsichtlich der empirischen For-
schungspraxis abzuleiten. Besonders die korrekte Identiﬁkation von latenten Klassen im
Rahmen von MIGMMs sowie deren Konditionalitat bzgl. der variierten Simulationsgroßen
steht hierbei im Fokus.
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4.1 Desiderate bzgl. Performanz von MIGMMs
Sozialwissenschaftliche Untersuchungen arbeiten hauﬁg mit latenten Konstrukten, welche
nicht direkt durch manifeste Indikatoren messbar sind. Eine wichtige Moglichkeit dies in
einer statistischen Analyse zu berucksichtigen ist ein sogenanntes Common-Factor-Modell,
welches die latenten Konstrukte uber reﬂektive Messmodelle darstellt.16 Die latenten Kon-
strukte werden im Prozess der statistischen Analyse wiederum zwischen verschiedenen
Gruppen auf die eine oder andere Art verglichen. Eine zentrale Voraussetzung fur solch ei-
ne Analyse ist, dass in unterschiedlichen Gruppen tatsachlich das Gleiche miteinander ver-
glichen wird. Anders formuliert bedeutet dies, dass Messinvarianz hinsichtlich der latenten
Konstrukte gegeben sein sollte. Die Uberprufung der sogenannten Messinvarianz zwischen
Subgruppen hat im Kontext von Querschnittsanalysen eine lange Tradition und gehort
schon zum Standardrepertoire fur die Uberprufung von Messinstrumenten. Grundsatzlich
wird dabei der Frage nachgegangen, ob einem Messinstrument fur zwei (oder mehr) Grup-
pen die gleiche inhaltliche Bedeutung zukommt (vgl. Urban & Mayerl, 2014: 167). Falls
Messinvarianz gegeben ist, kann man somit sicher sein, dass Unterschiede in den Mes-
sungen auch auf tatsachliche Unterschiede zwischen den Gruppen zuruckzufuhren sind.
Wenn die Annahme von Messinvarianz hingegen nicht haltbar ist, lasst sich nicht mehr un-
terscheiden, worauf Gruppenunterschiede basieren. Es bleibt unklar, ob unterschiedliche
Messwerte zwischen Gruppen auf inhaltlich substanziellen Unterschieden basieren oder
lediglich ein methodisches Artefakt darstellen, welches auf die Diﬀerenzen hinsichtlich
der unterschiedlichen inhaltlichen oder messtechnischen Bedeutungen zuruckzufuhren ist.
Die Uberprufung von Messinvarianz zwischen Gruppen wurde daher auch schon extensiv
untersucht (vgl. Olivera-Aguilar, 2013: 1 f.).
Die gleiche Logik des Gruppenvergleichs lasst sich auf Untersuchungen im Langsschnitt
ubertragen. Auch hier muss die Messinvarianz sichergestellt werden, damit gultige und
zuverlassige Ergebnisse abgeleitet werden konnen. Wenn der Wandel hinsichtlich eines
latenten Konstrukts uber die Zeit untersucht werden soll, mussen Veranderungen des
Messwerts auf tatsachlichen Wandel hinsichtlich der inhaltlichen Dimension hindeuten.
Veranderungen der Messwerte sollten hingegen nicht eine Verschiebung der inhaltlichen
oder skalentechnischen Bedeutung eines Messinstruments erkennen lassen. Die einfache
16Dabei wird fur ein latentes Konstrukt ein Messmodell konstruiert, welches die Beziehung zwischen
dem Konstrukt und direkt messbaren manifesten Indikatoren festlegt, wobei die manifesten Indikatoren
in der Regel als messfehlerbehaftet angenommen werden (vgl. Urban & Mayerl, 2014: 128).
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(ungeprufte) Annahme, dass ein identisches Messinstrument im zeitlichen Verlauf die
gleiche Bedeutung behalt, reicht hierfur nicht aus. Allerdings gehen GMMs auf Basis
von manifesten Indikatoren oder Composite Scores implizit von dieser langsschnittlichen
Messinvarianz aus, ohne diese tatsachlich prufen zu konnen. So kann, beispielsweise, im
Bereich der Sozialforschung die gleiche Antwortkategorie eines Frageitems uber die Zeit,
unter Berucksichtigung von sozialem und individuellem Wandel von Untersuchungsobjek-
ten, eine andere Bedeutung haben (vgl. Zhang, 2016: 5). Da die Verwendung des gleichen
Messinstruments keine Garantie dafur ist, dass die Messung die gleiche Bedeutung behalt,
konnen Parameterschatzung sowie die Identiﬁkation von Wachstumsverlaufsgruppen ver-
zerrt werden.
Tatsachlich kombinieren sich bei GMMs diese zwei aufgezeigten Formen von Invarian-
zannahmen. Es wird nicht nur davon ausgegangen, dass eine langsschnittliche Invarianz
hinsichtlich des Messinstrumentes besteht, sondern es wird zusatzlich unterstellt, dass
sich die Messinstrumente zwischen den latenten Gruppen (welche bei GMMs identiﬁziert
werden sollen) nicht in ihrer inhaltlichen und skalaren Bedeutung unterscheiden.
Auswirkungen und Bedeutung der Verletzung von langsschnittlichen Invarianzannah-
men wurden bereits im Kontext von LGC-Modellen untersucht (z. B.: Leite, 2007; Olivera-
Aguilar, 2013; Wirth, 2008). Hierbei zeigte sich, dass die Schatzung des Wachstumsver-
laufs sowie die Parameterschatzer der Wachstumsfaktoren in Abhangigkeit von der Starke
der Missspeziﬁkation entsprechend deutlicher verzerrt werden.
Auch Invarianzverletzungen im Gruppenvergleich wurden bereits im Rahmen von
LGC-Modellen analysiert (vgl. Kim & Willson, 2014: 408 ﬀ.). Kim & Willson (2014)
konnen anhand von LGC-Multigruppen-Modellen zeigen, dass die Verletzung von (grup-
penspeziﬁscher) Invarianz die Wachstumsparameter sowie den Typ 1 Fehler verzerrt (vgl.
Kim & Willson, 2014: 421 ﬀ.).
(Second-Order/Multiple Indikator)LGC-Modelle konnen als ein Spezialfall von (MI)-
GMMs verstanden werden. Ein (MI)GMM wird dann zu einem (MI)LGC-Modell, wenn
nur eine latente Wachstumsklasse identiﬁziert wird, welche auch nur ein durchschnittli-
ches Wachstumsverlaufmuster (mit zufalliger Variation) aufweist. Aufgrund dieser struk-
turellen Nahe der Modellklassen ist davon auszugehen, dass fehlende Messinvarianz in
(MI)GMMS zu vergleichbaren Verzerrungen wie in den (MI)LGC-Modellen fuhren wird.
Fur MIGMMs existieren, mit der Ausnahme von Zhang (2016) und einer aktuellen
Veroﬀentlichung von Kim & Wang (2017), bisher keine systematischen Untersuchungen
46
der Folgen von fehlender Messinvarianz. Zhang (2016) konzentrierte sich in den Analy-
sen auf die langsschnittliche Messinvarianz und deren Folgen fur korrekte Schatzung der
Wachstumsverlaufe sowie auf die Genauigkeit der Klassiﬁkation einzelner Falle in die la-
tenten Wachstumsklassen. Damit wurde die erste systematische Untersuchung der Folgen
von fehlender Invarianz im Kontext von MIGMMs durchgefuhrt. Da es sich hierbei um
die erste Untersuchung handelt, bleiben notwendigerweise noch viele oﬀene Fragen ubrig.
So blieb der mindestens ebenso relevante Aspekt der gruppenspeziﬁschen Messinvarianz
ganzlich außen vor. Dies ist besonders beachtenswert, da die Identiﬁkation von (laten-
ten) Wachstumsgruppen die eigentliche Besonderheit von GM-Modellierungen darstellt.
Darauf aufbauend wurde auch die Interaktion zwischen der Verletzung von gruppenspe-
ziﬁscher und langsschnittlicher Messinvarianz nicht berucksichtigt. Dies gilt sowohl fur
die Auswirkungen hinsichtlich von Parameterschatzungen aber auch bezuglich der Konse-
quenzen fur die Identiﬁkation der korrekten Anzahl an latenten Klassen. Allgemein wurde
die Identiﬁkation der korrekten Klassenanzahl bei Zhang (2016) nicht als Zielgroße unter-
sucht, sondern lediglich die Prazision in der Fallzuteilung zu den latenten Klassen, was
fur die empirische Forschungspraxis nicht die gleiche inhaltliche Relevanz aufweist.
Kim & Wang (2017) gehen hingegen den umgekehrten Weg, indem sie sich im Kontext
von MIGMMs auf fehlende Messinvarianzen zwischen latenten Gruppen konzentrieren,
dabei aber den Aspekt der langsschnittlichen Non-Invarianz außen vorlassen. Sie unter-
suchen zwar (im Gegensatz zu Zhang (2016)) direkt die Klassenidentiﬁkation und den
Bias der Parameterschatzungen, konnen aber aufgrund der fehlenden Berucksichtigung
von langsschnittlichen Nicht-Invarianzmustern keinen Vergleich zwischen beiden Formen
anstellen und ebenso nicht die Kombination aus beiden Fallen untersuchen.
4.2 Forschungsfragen und Relevanz der Studie
In dieser Studie sollen folglich drei zentrale Forschungsfragen bearbeitet werden:
1) Beeinﬂussen gruppenspeziﬁsche und langsschnittliche Verletzungen der Messinvari-
anz die Fahigkeit von MIGMMs die korrekte Anzahl latenter Wachstumsverlauf-
klassen zu identiﬁzieren? Wenn ja, welche Faktoren beeinﬂussen die Starke dieses
Eﬀekts?
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2) Beeinﬂusst die Kombination aus gruppenspeziﬁscher und langsschnittlicher Verlet-
zung der Messinvarianz die Fahigkeit zur Klassenidentiﬁkation zusatzlich? Wenn ja,
welche Faktoren beeinﬂussen die Starke dieses Eﬀekts?
3) In welchem Umfang lassen sich Parameterverzerrungen (Punktschatzer und Stan-
dardfehler) in denWachstumsverlauﬀaktoren bei gruppenspeziﬁscher, langsschnittlicher
und kombinierter Verletzung der Messinvarianzannahme identiﬁzieren? Welche Fak-
toren beeinﬂussen den Grad der Verzerrung zusatzlich?
Bisher existieren keine Untersuchungen zu kombinierten Auswirkungen von gruppenspe-
ziﬁscher und langsschnittlicher Verletzung der Messinvarianz im Kontext von (MI)GM-
Modellen. Daher kann die Performanz von MIGMMs unter diesen Bedingungen bisher
weder hinsichtlich der Klassenidentiﬁkation noch bezuglich der Unverzerrtheit von Wachs-
tumskurvenverlaufen hinreichend bewertet werden. Daruber hinaus ist die Verletzung der
Messinvarianz in der empirischen Praxis weit verbreitet und in verschiedensten inhaltli-
chen Kontexten prasent und potentiell problematisch. Auch ein Vergleich zwischen ver-
schiedenen Selektionskriterien fur die Klassenidentiﬁkation (z. B. IC-Indizes vs. BLRT)
fehlt bisher fur MIGMMs vollig.
Diese Studie hat damit sowohl Relevanz fur die Methodenforschung als auch fur die em-
pirische Forschungspraxis, welche sich vorrangig mit inhaltlichen Fragen befasst. Die Er-
gebnisse dieser Studie sollen der empirischen Praxis Orientierung liefern, indem der Grad
des Vertrauens, welchen Forscher/Forscherinnen in die Ergebnisse von MIGMMs legen
konnen, systematisch evaluiert wird. Die Relevanz der Uberprufung von alternativen Mo-
dellierungen, welche, beispielsweise, fehlende Messinvarianzen berucksichtigen, wird dabei
herausgearbeitet.17 Im Idealfall lassen sich anhand der Ergebnisse eindeutige Richtlinien
formulieren, welche bei der Modellierung von MIGMMs berucksichtigt werden sollten.
Um die hier dargestellten Wissenslucken zu bearbeiten und den damit assoziierten
Forschungsfragen nachzugehen, wird in dieser Studie eine Monte-Carlo-Simulation durch-
gefuhrt.
17Hierunter fallt, beispielsweise, die Post-Hoc-Validierung von Messmodellen und Wachstumsverlaufen
der identiﬁzierten latenten Klassen. So ließe sich herausarbeiten, unter welchen Bedingungen derlei Zu-
satzanalysen besonders von Noten werden, da mit potentiell starken Verzerrungen zu rechnen ist.
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5 Prinzipien fur Monte Carlo Studien
Monte-Carlo-Studien weichen in ihrer Zielsetzung deutlich von empirisch statistischen
Untersuchungen ab und gehoren noch nicht zum standardisierten Methodenrepertoire der
Sozialforschung. In ihrer Anwendung als Untersuchungsinstrument von Analyseverfahren
gilt es einige idiosynkratische Aspekte hervorzuheben, um die Nachvollziehbarkeit fur den
interessierten Leser zu gewahrleisten. Daher wird im Folgenden zunachst die Grundidee
von MC-Studien erlautert, um daran anschließend Besonderheiten bei der Dokumentation,
Durchfuhrung und Ergebnisinterpretation zu verdeutlichen.
5.1 Grundidee von Monte Carlo Studien
Allgemein kann immer dann von einer Monte-Carlo-Simulation gesprochen werden, wenn
statistische Experimente wiederholt (bzw.: repliziert) und die Ergebnisse dieser Experi-
mente gezielt analysiert werden. Computergenerierte Zufallszahlen werden dabei genutzt,
um verschiedene Szenarien eines Experiments zu simulieren (vgl. Falk et al., 2014: 296). Ei-
ne Monte-Carlo-Simulation beinhaltet, typischerweise, die Ziehung von einer Vielzahl von
Zufallsstichproben (Replikationen18). Diese Ziehung geschieht computergesteuert aus ei-
ner vorher klar festgelegten Population, welche durch einen sogenannten Data Generating
Process (DGP) mathematisch genau in seinen systematischen und stochastischen Kom-
ponenten deﬁniert ist. Diese Zufallsstichproben werden in der Gesamtbetrachtung nach
Muster untersucht, wobei diese Muster wiederum mit der wahren Population (sprich der
vorher festgelegten Wirklichkeit) verglichen werden konnen (vgl. Carsey & Harden, 2014:
7). In weiteren Schritten kann der DGP modiﬁziert werden, um zu untersuchen, ob diese
Modiﬁkation zu anderen Mustern in den Stichproben bzw. zu anderen Vergleichssituatio-
nen zwischen DGP und den Mustern der Stichproben fuhrt. Im Unterschied zur klassischen
empirischen statistischen Untersuchung in den Sozialwissenschaften ist bei MC-Studien
der wahre DGP bekannt, da er vom Forscher festzulegen ist. Der DGP ist nicht das
angestrebte Endziel der statistischen Analyse, sondern beschreibt im vornhinein und in
mathematisch darlegbarer Form, welche Zusammenhange und Muster in den Referenz-
Daten bestehen. Aus dieser so beschriebenen Datenrealitat werden im nachsten Schritt
Stichproben gezogen. Die Ergebnismuster dieser Stichproben werden in der Gesamtbe-
18Die Anzahl an Replikationen kann im Rahmen einer MC-Studie konzeptionell als Fallzahl verstanden
werden (vgl. Kim & Kim, 2012: 462), wobei die eigentliche Fallzahl (bzw. Sample Size) oft eine simulierte
Große darstellt.
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trachtung gegenuber dem DGP bewertet, welcher hier als Referenz dient. Anders als bei
der Beobachtung oder dem Experiment ist der Zugang zur Realitat, den tatsachlichen
Mustern in der Population, bei der Simulationsstudie also bereits vorhanden. Ziel ist
folglich nicht der Inferenzschluss von identiﬁzierten Maßen und Zusammenhangen in der
Stichprobe auf eine irgendwie geartete Grundgesamtheit. Bei der Monte-Carlo-Simulation
steht in der Regel im Vordergrund, wie sich Veranderungen/Gegebenheiten in der Po-
pulation oder bei der Stichprobenkonstruktion auf unsere Schlusse uber die Population
auswirken. Somit ist das Ziel von MC-Studien im Vergleich zu empirischen Studien nicht
der Inferenzschluss auf die Grundgesamtheit, sondern der Schluss auf die (oder die Be-
wertung von der) Qualitat der Inferenzschlusse an und fur sich. Bereits Mooney (1997)
stellte in einem exemplarischen Uberblick zu Anwendungsformen von MC-Studien fur die
Sozialwissenschaften heraus, dass vor allem die statistische Inferenz (bei: fehlender sta-
tistischer Theorie19; Robustheit unter Annahmenverletzungen; bzgl. Umfang von Typ 1
(u. Typ 2) Fehlern) und die Bewertung von Koeﬃzientenschatzern (bei: Annahmenverlet-
zung oder im Vergleich zwischen verschiedenen Methoden) zentrale Anwendungsfalle fur
den Einsatz von Monte Carlo Verfahren darstellen (vlg. Mooney, 1997: 66 ﬀ.). Allerdings
mussen Monte-Carlo-Simulationen nach der hier aufgestellten Deﬁnition von sogenannten
Resampling-Methoden wie jackkniﬁng, bootstrapping, cross validation oder permutation
tests unterschieden werden. Diese Verfahren teilen zwar das Grundprinzip des Monte-
Carlo Verfahrens von der wiederholten iterativen Ziehung von Stichproben, aber eben
anhand einer empirischen Stichprobe/Datenlage und nicht auf Grundlage eines vorher
vom Forscher klar deﬁnierten DGP, welcher als objektiver und unverzerrter Vergleichs-
maßstab dienen kann (vgl. Carsey & Harden, 2014: 7).
MC-Simulationen konnen als eine Form von numerischen Experimenten im (Daten-
)Labor verstanden werden. Alle moglichen Aspekte, welche das Ergebnis beeinﬂussen
konnen, sind kontrolliert. Dadurch lasst die Manipulation einzelner Großen den kausalen
Schluss auf das Ergebnis dieser Manipulation viel klarer zu, da andere Erklarungsansatze
aufgrund der kontrollierten und invarianten Randbedingungen ausgeschlossen werden
konnen. Allerdings haben MC-Studien auch die gleichen Probleme wie Laborexperimente.
Die externe Validitat der Ergebnisse ist nicht sicher. Diese Idee der fehlenden externen
Validitat lasst sich unmittelbar auf das MC-Setting ubertragen. So bleibt es oft unklar, ob
19Im Bereich der Strukturgleichungsmodellierung ﬁnden (beispielsweise) Fit-Indizes wie der Compa-
rative Fit Index (CFI) Anwendung, welcher auf keiner bekannten statistischen Verteilung beruht und
dessen Grenzwerte anhand von Simulationsstudien gewonnen wurden (vlg. Bandalos & Gagne, 2012: 93).
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die simulierten Bedingungen des Data Generating Processes (DGP) tatsachlich auf reale
empirische Datensituationen zu ubertragen sind oder ob die Muster in den Daten zu sehr
stilisiert und/oder vereinfacht wurden, sodass die gezogenen Schlusse zwar im ½Datenla-
bor korrekt sind, aber in der Realitat keine Relevanz haben, da die Laborsituation in der
empirischen Praxis nie vorzuﬁnden ist. Auch eine Extrapolation der im Experiment iden-
tiﬁzierten Ergebnisse bleibt unsicher, wenn die Bedingungen des Extrapolationsbereichs
in der Simulation nicht berucksichtigt wurden oder außerhalb des Bereichs der simulier-
ten Kategorienschemas fallen. MC-Studien mussen dann Anwendung ﬁnden, wenn keine
analytische Losung existiert oder die statistischen Eigenschaften von Schatzern (in be-
stimmten Datensituationen) unbekannt sind. Daruber hinaus konnen MC-Studien auch
eingesetzt werden, wenn eine analytische Losung zwar prinzipiell moglich, aber fur ein
speziﬁsches Problem zu kompliziert oder aufwendig in der Umsetzung ist.
5.2 Durchfuhrung und Darstellung von MC-Studien
Da MC-Studien hinsichtlich ihrer Konzeption von empirisch statistischen Untersuchungen
abweichen, gilt es auch andere Kriterien fur die Untersuchungskonzeption, Darstellung und
Ergebnisinterpretation anzulegen. Boomsma et al. (2012) liefern hierzu einen umfangrei-
chen Anforderungskatalog, welcher auch in den folgenden Ausfuhrungen zur Konﬁguration
der Simulation sowie der Ergebnisprasentation berucksichtigt werden soll. In Anlehnung
an Boomsma et al. (2012) gilt es dabei folgende Aspekte zu berucksichtigen:
1. Die Wahl der Population bzw. Populationsparameter (die simulierte Wirklichkeit)
sollte klar deﬁniert und dargestellt werden. Die Auswahl des Populationsmodells be-
einﬂusst unmittelbar die externe Validitat der Ergebnisse der Untersuchung. Daruber
hinaus geben die Populationsparameter den Rezipienten der Untersuchung Anhalts-
punkte bzgl. der Relevanz der Ergebnisse fur eigene Studien. Wenn als Grundlage
der MC-Studie ein Analysemodell gewahlt wird, welches von der Forschungspraxis
zu weit entfernt ist, dann ist die Ubertragbarkeit der Ergebnisse generell schwieri-
ger als bei einem Modell, welches in der empirischen Praxis eher die Regel darstellt.
Daher sollten sich die Werte des zugrunde liegenden Populationsmodells an realen
Szenarien aus der substanziellen empirischen Forschung orientieren.
2. Vor der Durchfuhrung der Studie gilt es geeignete Kriterien fur Performanz von
Modellschatzungen und Cut-Oﬀ-Points fur gute Performance festzulegen. Dies ent-
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spricht der Bestimmung der abhangigen Y-Variable(n) der Simulation. Je nach For-
schungsfrage gilt es individuell zu bestimmen, welche Unterschiede zwischen dem
DGP und der Zusammenfassung der Schatzergebnisse einer Simulationskonﬁgurati-
on betrachtet werden und ab welchem Schwellenwert die Unterschiede als akzeptabel
bzw. nicht mehr akzeptabel zu bewerten sind. Beispielsweise konnte der Parameter-
Bias betrachtet werden, welcher ab einer relativen Abweichung gegenuber dem Pa-
rameter des DGP von uber 10 % als nicht mehr akzeptabel eingestuft wird.
3. Neben den endogenen Großen der Simulation gilt es auch die exogenen Variablen
der Simulation zu bestimmen. Diese Variablen werden im Rahmen von MC-Studien
auch als Design Conditions, experimentelle Faktoren oder als Variationen der Mo-
delle bezeichnet. Sie stellen die X-Variable der Simulation dar. Im ersten Schritt
geht es hierbei darum, die klare Darstellung der variierten Faktoren und deren Be-
ziehung zueinander (bzw. deren Interaktion miteinander) aufzuzeigen, welche sich
aus der Forschungsfrage der MC-Simulation ergeben. Im zweiten Schritt gilt es auch
die jeweiligen Auspragungskategorien bzw. Levels der unabhangigen Großen zu be-
grunden. Wird die Fallzahl als unabhangige Große einer Simulation untersucht, gilt
es also dies darzustellen, Kombinationen der Fallzahl mit anderen unabhangigen
Großen zu benennen und zu begrunden, wieso (z. B.) die Auspragungen 200, 500 und
1000 gewahlt wurden. Die wichtigsten Ankerpunkte fur die Begrundung der Levels
von unabhangigen Variablen sind die externe Validitat, die Anschlussfahigkeit an
vorangegangene Simulationsstudien sowie forschungsokonomische Beschrankungen
von Simulationsstudien.20
4. Sofern irgendwie moglich sollten Erwartungen hinsichtlich der Richtung und Starke
von Wirkbeziehungen zwischen unabhangigen und abhangigen Variablen noch vor
der tatsachlichen Simulation formuliert werden. Ansatzpunkte hierfur konnen sowohl
theoretische und/oder analytische Voruberlegungen sein als auch Ergebnisse aus vor-
angegangenen Simulationsstudien. Bezuglich der Beziehung zwischen unabhangigen
und abhangigen Variablen sollte vor allem die Eﬀektstarke berichtet werden. Das
Signiﬁkanzniveau ist bei Simulationsstudien hauﬁg nicht sehr aussagekraftig, da die
20So ist es zwar generell wunschenswert so viele Kategorien einer unabhangigen Variable wie moglich zu
simulieren, aber jede weitere Kategorie bedeutet in der Logik der Simulation weitere Simulationskonﬁgu-
rationen (insbesondere bei faktoriellen Analysedesigns, bei welchem jede Kategorienauspragung mit jeder
Anderen zu kreuzen ist). Dies bedeutetet, dass sich die Laufzeit der Simulation hierdurch exponentiell
erhohen kann.
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Anzahl der Replikationen vom Forscher prinzipiell beliebig manipulierbar ist, wo-
durch die statistische Power nahezu nach Wunsch gesteigert werden kann und jedes
Ergebnis unabhangig von seiner substanziellen Bedeutung signiﬁkant wird.
5. Da MC-Studien neben den klar deﬁnierten Populationsparameter auch in aller Regel
Zufallskomponenten enthalten, gilt es neben dem DGP auch Startwerte und Seeds
fur die Replikation der Studie zu berichten. Ein nicht zu unterschatzender Aspekt
ist die Dokumentation und Rechtfertigung der Wahl, der Versionsnummer und der
Syntax des jeweiligen Statistikpakets (z. B. in Appendix oder Web). Dies ermoglicht
nicht nur die Replikation der Ergebnisse, sondern erhoht auch die Anschlussfahigkeit
fur weitere Analysen, welche zusatzliche oder erweiterte Aspekte untersuchen wollen.
6. Da bei der Simulation von verschiedenen Datensituationen eine sehr große Anzahl
von Ergebnissen generiert wird 21, mussen zur Analyse und Darstellung der Simula-
tionsergebnisse besondere Schritte unternommen werden. So sollten die Ergebnisse
immer bzgl. der Hypothesen aufgearbeitet werden, um die Maße der Daten zu ord-
nen. Die Vielzahl an Informationen, Maßen und Indizes gilt es dabei so zu reduzieren,
dass die wesentlichen Folgerungen herausdestilliert werden konnen. Insbesondere ta-
bellarische Zusammenfassungen und graﬁsche Darstellungen sind in diesem Zusam-
menhang hilfreich, solange sie klar auf die Forschungsfragen bezogen werden (vgl.
auch Boomsma et al., 2012: 353).
5.3 Konzept der Umsetzung der MC-Studie
Fur die technische Umsetzung der Simulationsstudie werden mehrere Statistiksoftwarepa-
kete verwendet. Die Modellschatzung wird anhand der simulierten Stichproben in Mplus
(Version 7.11 Linux) durchgefuhrt. Auch die Generierung des DGP wird in Mplus umge-
setzt. Fur die Erzeugung der hierfur notigen Inputﬁles wird auf die aktuelle Version von
R (Version 3.11) und das damit verbundene Softwarepaket MplusAutomation (Version
0.6-4) zuruckgegriﬀen. Auch die Auswertung im Sinne von deskriptiv- und inferenzstatis-
tischen Analysen der einzelnen Simulationskonﬁgurationen und deren Ergebnisse wird in
R durchgefuhrt.
21Die Menge der generierten Ergebnisse orientiert sich dabei an dem Produkt aus der Anzahl an
Replikationen, der Anzahl verschiedener Simulationskonﬁgurationen sowie der Anzahl der individuellen
Parameter einer Modellschatzung (plus zusatzliche aggregierte Großen).
53
Mplus wird als Kernstuck der Statistiksoftware verwendet, da es sich im Bereich der
Strukturgleichungsmodellierung und insbesondere fur GMMs als Quasistandard durchge-
setzt hat. Somit wird in dieser Studie auch auf Mplus gesetzt, um die Anschlussfahigkeit
an die empirische Praxis zu gewahrleisten. Die Berechnungen selbst werden auf dem Par-
allelrechner BwUniCluster22 des Projekts Hochleistungsrechnen in Baden-Wurttemberg
(bwHPC) durchgefuhrt, um die Laufzeit der Simulation moglich gering zu halten. Hier-
bei wird jede einzelne Simulationskonﬁguration als eigenstandiger Rechenprozess an den
Parallelrechner ubergeben. Die hierfur notigen Befehle und Parameterubergaben werden
durch ein eigenes Shellskript fur jede einzelne Konﬁguration erstellt. Zusatzlich wird dabei
aber nicht nur nach Simulationskonﬁguration geteilt, sondern auch nach der jeweiligen un-
terstellten Anzahl an latenten Klassen. Da fur eine GM-Modellierung nicht nur ein Modell
notig ist, sondern fur jede mogliche Anzahl latenter Klassen ein eigenes Modell berechnet
werden muss, ist dies erforderlich. Somit ergibt sich die Anzahl der Rechenmodelle aus
dem Produkt der Anzahl von Simulationskonﬁgurationen und der Anzahl an uberpruften
latenten Klassen.23 Da keine Abhangigkeit bzgl. der einzelnen Simulationskonﬁguratio-
nen besteht, ist es ohne weiteres moglich die Berechnungen zu trennen. Wenn man von
der Wartezeit fur Rechenprozesse absieht, reduziert sich die Komplexitat und Dauer der
Simulation dadurch auf den Umfang einer einzelnen Konﬁguration mit einer speziﬁschen
unterstellten Anzahl an latenten Klassen.
6 Thesen/Annahmen bzgl. variierter Modellparameter
6.1 Exkurs: Wachstumsmodelle und Messinvarianzen
Es konnen mehrere Typen von Messinvarianz unterschieden werden, welche aufeinan-
der aufbauen und einen unterschiedlichen Grad an Restriktionen fur die Messmodelle im
Langsschnittkontext verlangen. Die folgenden Ausfuhrungen beziehen sich lediglich auf
die in dieser Studie untersuchten Formen, welche fur die Konstruktion von MI/SO-LGC-
Modellen und in deren Erweiterung in MI/SO-GMMs relevant sind.24
22Das BwUniCluster verfugt zum aktuellen Zeitpunkt uber 520 nutzbare Rechenkonten mit einer Pro-
zessortaktung von 2,4 bis 2,6 GHz (vgl. O.V., 2017).
23Allerdings wird hierbei unterschlagen, dass jede Modellschatzung mit mehreren Startwerten durch-
gefuhrt wird, um lokale Maxima zu vermeiden. Die tatsachliche Anzahl an geschatzten Modellen muss
daher prinzipiell noch mit der Anzahl an Startwerten multipliziert werden. Fur unterschiedliche Start-
werte wird jedoch kein eigener Rechnenprozess ubergeben.
24Fur umfangreichere Ausfuhrungen zu verschiedenen Messinvarianzformen siehe Urban & Mayerl,
2014: 167 ﬀ. oder Wirth, 2008: 19 ﬀ.
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Wenn Wachstumsverlaufe von latenten Konstrukten untersucht werden sollen, dann ist
diese Untersuchung nur dann sinnvoll, wenn die Faktorladungen und manifesten Iteminter-
cepts im Langsschnitt als invariant angenommen werden (vgl. Brown, 2006: 257). Chan
(1998) unterscheidet in diesem Kontext zwischen Alpha-, Beta- und Gamma-Wandel,
was die Messproblematik bei der Analyse von Wachstumsverlaufen sinnvoll strukturiert.
Nur der Alpha-Wandel beschreibt eine tatsachliche zeitliche Veranderung hinsichtlich des
wahren Wertes eines (latenten) Konstrukts, welche allerdings nur bei Messinvarianz hin-
sichtlich der Messskala und der konzeptuellen Bedeutung des latenten Konstrukts nach-
gewiesen werden kann (vgl. Chan, 1998: 426). Ein Beta-Wandel beschreibt beobachtete
Veranderungen, welche auf eine zeitliche Rekalibrierung (z. B. Streckung oder Schrump-
fung) der Messkala zuruckzufuhren sind, wohingegen der Gamma-Wandel auf einer zeitli-
chen Verschiebung der Bedeutung des untersuchten Konstrukts beruht (vgl. Chan, 1998:
426; Brown, 2006: 253). Ein tatsachlicher Alpha-Wandel kann folglich nur dann untersucht
werden, wenn kein Beta- oder Gamma-Wandel vorherrschen. Darauf aufbauend mussen
verschiedene Formen von Messinvarianz beachtet werden, welche sicherstellen, dass nur
ein tatsachlicher Wandel inhaltlich interpretiert wird.
Konﬁgurale Invarianz. Die basalste Form der langsschnittlichen Messinvarianz wird
als konﬁgurale Faktorinvarianz bezeichnet. Diese Invarianzform beinhaltet, dass jede Mes-
sung die gleichen Items enthalt und die relativen Faktorgewichte sich uber die Zeit be-
trachtet nicht verandern, wodurch die Beziehungsstruktur der Faktorladungen zu jedem
Erhebungszeitpunkt erhalten bleibt (vgl. Urban & Mayerl, 2014: 168 f.). Die konstante
Rangordnung der Faktorgewichte betriﬀt nach der Unterscheidung nach Chan (1998) den
Gamma-Wandel, welcher hierdurch eingeschrankt wird.
Metrische Invarianz. Eine darauf aufbauende und fortgeschrittenere Form der Mes-
sinvarianz ist die metrische Faktorinvarianz.25 Hierfur wird verlangt, dass die unstandardi-
sierten Faktorladungen eines jeden Messindikators uber die Zeit/Gruppe konstant bleiben
(vgl. z. B. Urban & Mayerl, 2014: 169). So wird fur jede (unstandardisierte) Faktorladung
(λ) jedes manifesten Items i verlangt, dass fur jeden Messzeitpunkt t gilt:
λi,t=1 = · · · = λi,t+n (13)
25Alternative Bezeichnungen: weak invariance; factor pattern invariance (vgl. z. B. Wirth, 2008: 20).
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Diese Form der Messinvarianz stellt sicher, dass die latenten Konstrukte im Wandel der
Zeit die gleiche konzeptuelle inhaltliche Bedeutung beibehalten. Auf der Ebene des Grup-
penvergleichs bedeuten gleiche Faktorladungen, dass ein Wandel um eine Messeinheit in
einer Gruppe aquivalent zu einem Wandel um eine Messeinheit in einer anderen Grup-
pe ist und somit diesbezuglich vergleichbar bleibt (vgl. Wang et al., 2018: 170). Damit
betriﬀt die metrische Invarianz in der Aufschlusselung nach Chan (1998) ebenfalls die
Vermeidung von Gamma-Wandel.
Skalare Invarianz. Die sogenannte starke oder skalare Invarianz geht hinsichtlich der
Restriktionen der Messmodelle noch einen Schritt weiter. Bei dieser Form der Messin-
varianz wird zusatzlich gefordert, dass die Intercepts eines jeden manifesten Indikators
zeitlich/gruppenspeziﬁsch konstant bleiben (vgl. z. B. Wirth, 2008: 22). So wird verlangt,
dass nicht nur die Annahme der metrischen Faktorinvarianz gilt, sondern zusatzlich fur
jeden Item-Intercept (τ) jedes Item i zu jedem Erhebungszeitpunkt t jeweils die Gleichun-
gen:
τi,t=1 = · · · = τi,t=t+n
λi,t=1 = · · · = λi,t+n
(14)
erfullt sind. Damit wird sichergestellt, dass ein beobachteter Wandel des latenten Kon-
strukts auch wirklich auf eine Veranderung des Konstrukts und nicht auf einen Wandel
(oder Unterschiedlichkeit im Gruppenfall) der Messung selbst zuruckzufuhren ist. Hier-
hinter steht der Gedanke, dass jeder Unterschied bzgl. der Mittelwerte der manifesten
Variablen (zwischen Gruppen oder uber die Zeit hinweg) auf einen tatsachlichen Unter-
schied bzgl. des latenten Konstrukts zuruckzufuhren ist (vgl. Millsap, 2011: 105). In der
Aufschlusselung nach Chan (1998) entspricht dies am ehesten dem Beta-Fehler, welcher
auf diesem Wege ausgeschlossen werden soll.
Die skalare und metrische Invarianz werden im Rahmen dieser Studie manipuliert, um den
Einﬂuss von nicht kontrollierten Verletzungen auf der Langsschnitt- und Gruppen-Ebene
auf die Performanz von MIGMMs zu untersuchten.
Absolute Messinvarianz von latenten Konstrukten in den Sozialwissenschaften mit Un-
terschieden in der Itemfunktion von 0.000 ist aus einer empirischen Perspektive wohl
kaum moglich. Nicht die dichotome Einteilung in Messinvarianz und in Messungleichheit
ist daher praktisch relevant, sondern das Ausmaß der Abweichung vom Ideal und wie
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sich diese Abweichung hinsichtlich der inhaltlichen Forschungsfrage auswirkt. Daher soll-
te man die vollstandige Messinvarianz auch nicht zu vorschnell als harte Vorbedingung
fur einen Gruppenvergleich bzgl. latenter Großen/Klassen anfuhren (vgl. auch Borsboom,
2006: 178). Eine praktikable und notwendige Vorbedingung fur valide und zuverlassige
Gruppenvergleiche oder Gruppenidentiﬁkationsverfahren (wie MIGMMs) sollte allerdings
die Untersuchung des Grades der Messinvarianz sowie die Analyse von Auswirkungen von
Invarianzverletzungen sein. Hier setzt auch diese Studie an.
6.2 Thesen/Erwartungen bzgl. Messinvarianzen in MIGMMs
Aufbauend auf den Ergebnissen fur LGC-Modelle ist zu erwarten, dass eine Verletzung
der langsschnittlichen Messinvarianz sowohl die Schatzung der Varianzen als auch die
Parameterschatzer der Wachstumsparameter verzerren wird (vgl. z. B.: Wirth, 2008: 106
ﬀ.). Wahrend Leite (2007) diese Abweichungen lediglich als moderat einschatzt (vgl. Leite,
2007: 606), identiﬁziert Wirth (2008) wesentlich starkere Verzerrungen in den Varianzen
und Punktschatzungen der Wachstumsparameter (vgl. Wirth, 2008: 106 ﬀ.).
Diese unterschiedlichen Einschatzungen lassen sich wohl großtenteils auf die unter-
schiedliche Form der Modellierung der jeweiligen Invarianzverletzungen zuruckfuhren.
Wahrend Leite (2007) die Invarianzverletzungen zufallig variierte, ohne zeitliche Dyna-
mik, arbeitete Wirth (2008) mit Konﬁgurationen, welche einen zeitlichen Trend enthalten.
Auch die Ergebnisse von Zhang (2016) (bzgl. MIGMMs) lassen darauf schließen, dass die
Starke der Invarianzverletzung das Ausmaß der Verzerrungen maßgeblich beeinﬂusst (vgl.
Zhang, 2016: 101 f.). Damit kann Zhang (2016) die Ergebnisse von Wirth (2008) und
Olivera-Aguilar (2013) (bzgl. LGC-Modellen) dahingehend bestatigen. Auch Kim & Kim
(2012) zeigt anhand von LGC-Mehrgruppen-Modellen, dass die Verletzung von (gruppen-
speziﬁscher) Invarianz die Wachstumsparameter sowie den Typ 1 Fehler verzerrt. Dabei
konnte gezeigt werden, dass die Art der fehlenden Invarianz entscheidend ist. Wenn die
fehlende Messinvarianz ignoriert wurde, zeigten sich fur Faktorladungen Verzerrungen in
den Slope-Wachtumsparametern. Bei fehlender Invarianz bezuglich der Intercepts traten
hingegen Verzerrungen in den Interceptfaktoren auf. Dieses Ergebnis kann durch Kim &
Wang (2017) auch im Kontext von fehlender Beachtung von Non-Invarianz bei MIGMMs
repliziert werden (vgl. Kim & Wang, 2017: 15 f.).26 Auch eine Typ-1-Fehler-Inﬂation
26Bei diesen Ergebnissen kann problematisiert werden, dass die bewusst vereinfachten Simulationsbe-
dingungen (vgl. Kim & Wang, 2017: 16) (insbesondere die fehlenden diachronen Fehlerkorrelationen) von
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konnte aufgrund fehlender Beachtung der Nicht-Invarianz identiﬁziert werden. Je starker
die fehlende Invarianz ausgepragt war, desto starker waren auch die Verzerrungen der
Wachstumsparameter und des Typ 1 Fehlers (vgl. Kim & Willson, 2014: 421 ﬀ.).
Zwar wurde das Zusammenspiel zwischen langsschnittlicher und gruppenspeziﬁscher
Invarianz bisher noch nicht untersucht, aber intuitiv lassen sich zwei mogliche Szenarien
der Wirkung ausmachen. Bei einer gleichformigen Eﬀektrichtung der Verzerrung muss
davon ausgegangen werden, dass sich die kombinierten Invarianzverletzungen gegenseitig
aufaddieren oder moglicher Weise sogar verstarken. Falls die Invarianzverletzungen aller-
dings in die entgegengesetzte Richtung weisen, kann bei einer Kombination evtl. sogar
von einer Kompensation der verzerrenden Wirkung ausgegangen werden, wodurch das
Schatzergebnis evtl. naher am DGP dran ist als in Simulationskonﬁgurationen, welche
lediglich eine Form der Invarianzverletzung aufweisen. Die spekulative Natur dieser An-
nahmen und ihre entgegengesetzte Stoßrichtung unterstreichen nur die Notwendigkeit,
diese Szenarien systematisch in Rahmen einer Simulationsstudie zu untersuchen.
Fur die Fahigkeit zur korrekten Klassenidentiﬁkation bei nicht beachteter langsschnitt-
lichen Non-Invarianz der Messung konnen nur wenige Ableitungen aus bisherigen For-
schungsergebnissen gemacht werden, da dies im Kontext von MIGMMs bisher noch nicht
explizit untersucht wurde. Zhang (2016) untersuchte fur MIGMMs lediglich den Einﬂuss
von langsschnittlichen Invarianzverletzungen auf die Klassiﬁkationsrate auf Anteils- und
Individualniveau. Hierbei zeigte sich, dass die Identiﬁkation der korrekten Anteilswerte der
latenten Klassen sowie die individuelle Fallzuordnung in die latenten Klassen nicht durch
Verletzungen der langsschnittlichen Messinvarianz beeinﬂusst wurden (vgl. Zhang, 2016:
105 ﬀ.). Allerdings ist dieses Ergebnis mit Vorsicht zu interpretieren, da alle verwende-
ten Simulationskonﬁgurationen insgesamt von einer großen Klassendistanz ausgegangen
sind und somit kritische Schwellenwerte evtl. nicht uberschreiten konnten.27 Außerdem
konnten keine evtl. verstarkenden Eﬀekte aus der Kombination aus langsschnittlichen
und gruppenspeziﬁschen Invarianzverletzungen berucksichtigt werden, da dies nicht Teil
der Simulationskonﬁguration war. Nun sind Klassenidentiﬁkation und Klassiﬁkationsraten
nicht das Gleiche und die Ergebnisse konnen nicht direkt ineinander uberfuhrt werden.
Allerdings liegt die Vermutung nahe, dass die Verletzung von Invarianzannahmen insbe-
sondere dann fur die Klassenidentiﬁkation relevant wird, wenn die latenten Klassen nahe
realen Datensituationen i. d. R. abweichen.
27Selbst Zhang (2016) empﬁehlt, dass die Ergebnisse unter einer starkeren Variation der Klassendistanz
repliziert werden sollten (vgl. Zhang, 2016: 110).
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zusammen sind, wodurch zwei tatsachlich distinkte latente Wachstumsklassen lediglich als
großere Varianz innerhalb einer zusammengefassten Klasse interpretiert werden konnen.
Fur gruppenspeziﬁsche Messunterschiede kann nach den Ergebnissen von Kim & Wang
(2017) erwartet werden, dass die Klassenidentiﬁkation der IC-Maße durch nicht beach-
tete Messunterschiede beeinﬂusst wird (vgl. Kim & Wang, 2017: 9). Allerdings darf bei
dieser Beeinﬂussung nicht nur an die negative Richtung von weniger korrekten Identiﬁ-
kationsraten gedacht werden. Kim & Wang (2017) konnen in ihrer Simulationsstudie fur
eine Teilmenge der Konﬁgurationen erkennen, dass nicht beachtete Messunterschiede die
Identiﬁkationraten (zumindest des BICs) begunstigen konnen, indem zwischen den laten-
ten Gruppen mehr Heterogenitat eingefuhrt wird, was wiederum die Klassenidentiﬁkation
begunstigt (vgl. Kim & Wang, 2017: 9 ﬀ.).
6.3 Thesen/Annahmen bzgl. weiterer Modellgroßen
Neben Verletzungen von Invarianzannahmen werden auch die Modellgroßen Fallzahl,
Klassenseparation und Mixing Proportions untersucht. Auch wenn das primare Forschungs-
interesse nicht auf dem Einﬂuss dieser Großen liegt, werden sie im Rahmen dieser Studie
als Kontrollvariablen und als mogliche Quellen von Moderatoreﬀekten untersucht. Fur die
Haupteﬀekte dieser Modellgroßen werden ahnliche Ergebnisse erwartet, wie in vorange-
gangenen Simulationsstudien bzgl. GMMs (siehe hierzu ausfuhrlicher Abschnitt 3.2). So
wird angenommen, dass eine geringe Fallzahl, latente Klassen mit geringen prozentualen
Anteilswerten und eine geringe Klassendistanz die Performanz von MIGMMs negativ be-
einﬂussen werden. Diese Thesen lassen sich nach dem aktuellen Forschungsstand auf alle
drei hier untersuchten abhangigen Performanzgroßen (vgl. Abschnitt 7.1) ubertragen. Ggf.
konnen die im Rahmen von Simulationsstudien mit GMMs untersuchten Eﬀekte von Fall-
zahl, Klassenseparation und Mixing Proportion durch diese Untersuchung auf MIGMMs
verallgemeinert werden.
Hinsichtlich der Interaktion mit Messinvarianz-Simulationsgroße wird erwartet, dass
geringe Fallzahlen, kleine Klassen und geringe Distanzen zwischen den latenten Klassen
den Einﬂuss der negativen Eﬀekte von Verletzungen der Messinvarianz auf die Modell-
performanz verstarken werden. Die schlechtesten Ergebnisse sind fur Simulationskonﬁ-
gurationen zu erwarten, in welchen sich die ungunstigen Bedingungen aufaddieren. Fur
die Klassendistanz wird daruber hinaus angenommen, dass sie die deutlichste Modera-
torwirkung auf den Einﬂuss von Nicht-Invarianzen auf die Klassenidentiﬁkation aufweist,
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da Klassenuberschneidungen durch Messungs- bzw. Modellierungsfehler unter geringer
Klassendistanz generell wahrscheinlicher werden oder (wie bei Kim & Wang (2017) gese-
hen) fehlende Klassendistanz durch zusatzliche Heterogenitat von fehlender Messinvarianz
kompensiert werden kann.
7 Konﬁguration der Simulation
7.1 Zielgroßen/Abhangige Variablen
Die abhangigen Variablen der Studie stellen die Zielgroßen der Simulation dar. Hierbei
gilt es zu betrachten, welche Auswirkung die unabhangigen Variablen auf das Verhaltnis
zwischen Kennwerten der simulierten Stichproben im Vergleich zu den korrekten Populati-
onswerten haben. Der Grad und die Form der Abweichung zwischen Werten der Stichpro-
ben und der Population werden als Kriterien herangezogen, anhand welcher die Gute des
Schatzverfahrens abgeleitet wird. Je hoher die Ubereinstimmung zwischen den Kennzahlen
der Population und der simulierten Stichproben ausfallt, desto besser ist die Performanz
des Analyseverfahrens zu bewerten.
Extraktion der korrekten Anzahl von latenten Klassen. Da die Klassenextrak-
tion das Hauptanwendungsgebiet von GMMs darstellt, ist die korrekte Identiﬁkation
tatsachlich vorhandener Klassen das wichtigste und am hauﬁgsten untersuchte Zielkri-
terium fur GMMs. Die Identiﬁkation der latenten Klassenanzahl einer simulierten Stich-
probe wird hierbei anhand mehrerer Kriterien durchgefuhrt. Fur diese Arbeit wird auf
die gangigen IC-Maße AIC, BIC und aBIC zuruckgegriﬀen. Aus dem Bereich der mo-
diﬁzierten Likelihood Ratio Tests wird der BLRT verwendet. Die hieruber identiﬁzierte
Klassenanzahl der simulierten Stichproben wird dann der korrekten Anzahl an latenten
Klassen aus dem DGP gegenubergestellt. Dadurch konnen Unter- oder Uberschatzungen
der Anzahl an tatsachlich vorhandenen latenten Klassen identiﬁzieren werden.
Da sich die hier verwendeten Kennzahlen der Klassenidentiﬁkation widersprechen konnen,
gilt es jeweils eine separate Auswertung vorzunehmen. Damit kann zugleich eine Perfor-
manzbewertung der gangigen Identiﬁkationsgroßen fur die Klassenanzahl im Kontext von
MIGMMs vorgenommen werden.
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Bias in den Parameterschatzungen. Neben der Extraktion der korrekten Klassen-
anzahl sind, des Weiteren, Verzerrungen hinsichtlich der Wachstumsparameter (Varianz
und Mittelwerte) von substanziell inhaltlichem Interesse. Gleiches gilt zwar prinzipiell
auch fur weitere Parameterschatzgroßen, wobei diese fur inhaltlich-substanzielle Unter-
suchungen eher von sekundarem Interesse sein werden. Parameterverzerrungen in den
Messmodellen oder in den Fehler(ko)varianzen sind zu vernachlassigen, wenn trotzdem
die korrekten Wachstumsverlaufsmuster des DGP in den simulierten Stichproben identi-
ﬁziert werden konnen. Daher werden in dieser Untersuchung vorrangig die Abweichungen
der Intercepts und Slopes als Performanzkriterium berucksichtigt. Da der absolute Ab-
weichungswert zwischen dem Mittelwert der Parameter aller simulierten Stichproben und
dem Parameter des DGP nicht skaleninvariant ist, bietet sich hier die Betrachtung der
relativen Abweichung an. Uber die Formel
100 ∗ (Parameterschaetzwert− Parameter im DGP)
Parameter im DGP
(15)
lasst sich der prozentuale Bias einer Parameterschatzung berechnen. Der relative Bias
ist in seiner Interpretation damit skaleninvariant. Als weicher und harter Grenzwert fur
den relativen Bias werden ublicherweise 10 % und 5 % veranschlagt (vgl. z. B. Koo &
Leite, 2014: 213; Depaoli, 2013: 197; Serang et al., 2016: 5; Kim & Kim, 2012: 446). Fur
Parameter mit einem absoluten Populationswert von Null, kann der relative Bias nach
der Formel 15 leider nicht berechnet werden. In diesem Fall muss der absolute (raw) Bias
betrachtet werden.
Coverage Probabilities. Die Coverage Probabilities (CP) geben fur einen Parameter
den Anteil der simulierten Stichproben an, welche in ihrem Konﬁdenzintervall den wah-
ren Wert des Parameters aus dem DGP enthalten (vgl. Carsey & Harden, 2014: 92 f.).
Abweichungen vom veranschlagten Konﬁdenzintervall (z. B. 95 %) in den Coverage Pro-
babilities deuten auf eine Verzerrung der Schatzung der Standardfehler hin. Fallt die CP
kleiner als das Konﬁdenzintervall (z. B. 91 %) aus, deutet dies auf zu kleine Standardfeh-
lerschatzungen hin. Enthalten die simulierten Stichproben hingegen zu hauﬁg den wahren
Parameter des DGP, dann deutet dies auf die Schatzung von zu großen Standardfehlern
hin. Bisherige Untersuchungen empfehlen, dass fur eine 95 % Cover.Prob. ein Wertebereich
von 0.92 bis 0.97 als akzeptabel anzusehen ist (vgl. Muthen & Muthen, 2002: 606; Kim &
Kim, 2012: 446). Anhand der Coverage Probabilities kann somit zusatzlich die Eﬃzienz
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der Schatzungen bewertet werden. Allerdings hangt die CP aufgrund der Berechnungslo-
gik immer auch mit der Verzerrung der Parameterschatzungen zusammen, wodurch eine
klare Trennung zwischen ¾Bias¿ und Standardfehlerverzerrung nicht moglich ist (außer
es gibt keinen Parameterbias).
Standard Daviation Method (bzw. SE-Bias). Fur eine isolierte Betrachtung des
Standardfehlers eignet sich die Standard Deviation Method. Hierfur wird anhand der Re-
plikationen ein empirischer Standardfehler berechnet, welcher als Quasi-Populationswert
agiert gegen welchen die Standardfehlerschatzungen der Replikationen verglichen werden
konnen. Die Unterschiedlichkeit der Parameterschatzer der Replikationen dient dabei als
Schatzung der tatsachlichen Parametervariabilitat bei unendlichen vielen Stichprobenzie-
hungen. Auch der SE-Bias kann in den relativen SE-Bias umgerechnet werden. Dabei
kann die Formel 15 analog verwendet werden.
Unzulassige Losungen (Inadmissible solutions). Da es sich bei GMMs und ins-
besondere bei MIGMMs um komplexe iterative Schatzverfahren handelt, konnen Mo-
dellschatzungen auch bei nicht klaren und unzufriedenstellenden Losungen angelangen.
So zeigte sich bereits, dass insbesondere bei vielen latenten Klassen und bei geringen Fall-
zahlen in Kombination mit komplexen Modellen mit negativen Varianzen oder auch mit
nicht-konvergierenden Losungen zu rechnen ist (vgl. Diallo et al., 2016: 21). Unter ¾un-
zulassigen Losungen¿ sind alle Modellschatzungen in den simulierten Stichproben gemeint,
welche nicht konvergieren oder Parameterschatzungen außerhalb der gultigen Werteberei-
che enthalten.28 In Anlehnung an Forschungspraxis von Simulationsstudien bzgl. Mixture
Modellen werden Modellschatzungen dann als nicht-konvergierend behandelt, wenn kein
Set von Startwerten bei einer konvergierenden Losung angelangt (vgl. auch Diallo et al.,
2016: 21 f.; Liu & Hancock, 2014: 564 ; Bauer & Curran, 2003: 347).
Diese Modelle sind in der Regel nicht interpretationsfahig und in der empirischen Pra-
xis daher zum Großteil nutzlos bis hin zu irrefuhrend. Da unzulassige Losungen in der
empirischen Praxis oft ignoriert oder als Hinweise fur zu viele latenten Klassen aufge-
fasst werden, konnen sie die identiﬁzierte Klassenanzahl maßgeblich beeinﬂussen. Diese
empirische Praxis ist insofern problematisch, als dass sich zeigen lasst, dass unzulassige
Losungen sowohl bei zu vielen, bei zu wenigen, aber auch bei der exakt richtigen Anzahl
28Hierzu zahlen negative Varianzschatzungen und Korrelationswerte uber- und unterhalb der Grenze
von ±1.
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von latenten Klassen auftreten (Liu & Hancock, 2014: 564 f.) und somit weder ein Hinweis
fur die eine oder die andere Richtung darstellen. Vor dem Hintergrund dieser Praxis gilt
es daher neben den erwahnten Zielgroßen auch unzulassige Losungen von Modellen als
Zielgroße zu untersuchen, um die empirische Forschung anzuleiten.
7.2 Konstante Modellparameter
Die konstanten Modellparameter umfassen alle Aspekte der Simulation, welche nicht va-
riiert werden. Daher kann auch der Einﬂuss der konstanten Aspekte im Rahmen der MC-
Studien nicht untersucht werden. Streng genommen gelten die Ergebnisse und Schluss-
folgerungen von MC-Simulationsstudien prinzipiell nur fur Modelle, welche die gleichen
konstanten Großen aufweisen wie die Simulation selbst. Daher ist es zentral, hierbei Wer-
te auszuwahlen, welche dem Durchschnitt der in der empirischen Praxis vorzuﬁndenden
Werte entsprechen. So wird sichergestellt, dass die abgeleiteten Ergebnisse tatsachlich fur
die Forschungspraxis relevant sind. Im Folgenden werden die zentralen konstanten Großen
der Simulation dargestellt und in ihrer jeweiligen Ausfuhrung begrundet.
Messzeitpunkte. Die Anzahl der Messzeitpunkte wird auf 5 Erhebungswellen fest-
gelegt. Da große sozialwissenschaftliche Surveys in der Regel auf jahrlichen Messungen
beruhen und kleinere Erhebungen aufgrund fehlender ﬁnanzieller Ausstattung auf wenige
Wellen beschrankt bleiben, sind hauﬁgere Erhebungswellen in der Praxis selten anzutref-
fen. Auch vergleichbare Simulationsstudien arbeiten mit einer ahnlichen Anzahl (46) an
Messzeitpunkten (z. B.: Diallo et al., 2016; Kim & Willson, 2014; Wirth, 2008; Serang
et al., 2016). Die Anzahl der Messzeitpunkte weist im Kontext von GMMs eine ahnliche
Rolle wie die Fallzahl auf. Je hoher die Anzahl, desto bessere Schatzergebnisse sind zu
erwarten, da mehr Informationen zu den Wachstumsverlaufsgruppen zur Verfugung ste-
hen. So konnte auch bereits gezeigt werden, dass die Hauﬁgkeit der Messung (Anzahl
Erhebungswellen) im Rahmen von GMMs die Fallzahl bis zu einem gewissen Grad kom-
pensieren kann, was die Qualitat der Schatzergebnisse angeht (vgl. Kim & Kim, 2012:
437). Daruber hinaus zeigt die Anzahl der Messzeitpunkte in Simulationsstudien (zumin-
dest im Kontext von GMMs) keine bedeutenden Eﬀekte (vgl. Toﬁghi & Enders, 2008:
331).
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Manifeste Indikatoren. Fur die manifesten Indikatoren pro Messzeitpunkt wird eine
geringere Anzahl festgelegt, wie in vergleichbaren Simulationsstudien. Die dort veran-
schlagte Indikatorenzahl von 6 bis 8 erscheint aus einer praktischen Anwendungsperspek-
tive deutlich zu hoch. In dieser Simulation werden daher lediglich 4 Indikatoren fur einen
Messzeitpunkt veranschlagt, was der Forschungspraxis in der empirischen Sozialforschung
naher kommen sollte und zugleich die Modellkomplexitat nicht unnotig erhoht.
Missing Values. Bei der Festlegung des Datengenerierungsprozesses werden zusatzlich
keine fehlenden Werte berucksichtigt, sondern nur vollstandige Daten erzeugt. Auch wenn
man empirisch nie von vollstandigen Fallen ausgehen kann, soll hierdurch die Komple-
xitat des Simulationsmodells handhabbar bleiben. Abgesehen von Verzerrungen durch
Nonignorable Missing, uberschneidet sich der Anteil der Missings (ebenso wie die Anzahl
der Messzeitpunkte) mit der benotigten Fallzahl.
Wachstumsverlauf und Kovarianzen. Da der Fokus dieser Studie nicht auf der
Wachstumsverlaufsform liegt, wird ein einfaches Wachstumsmuster speziﬁziert, welches
sich zudem nicht zwischen den latenten Gruppen unterscheidet. So wird lediglich ein
linearer Wachstumsterm im DGP berucksichtigt, welcher sich lediglich in seinen Para-
meterauspragungen zwischen den Gruppen unterscheidet, aber nicht in der allgemeinen
Form. Auch die Kovarianz zwischen den Wachstumsparametern kann gruppenspeziﬁsch
unterschiedlich modelliert werden. Allerdings wurde dieser Aspekt bereits hinreichend fur
GMMs untersucht29 und wird somit als invariant speziﬁziert.
Diachrone Fehlerkorrelationen. Auch Fehlerkovarianzen der manifesten Indikato-
ren werden zwischen den gleichen Variablen der funf Erhebungszeitpunkte modelliert.
Diese Form von diachronen Korrelationen stellt in Langschnittmodellen mit Mehrindika-
tormessung die Regel dar und soll somit auch fur den DGP berucksichtigt werden (vgl.
hierzu auch Urban & Mayerl, 2014: 173 f.; Urban, 2004: 44 ﬀ.). Obwohl die Fehlervarian-
zen gruppenunterschiedlich speziﬁziert werden mussen (siehe Abschnitt 7.3), werden die
langsschnittlichen Fehlercovarianzen als gruppeninvariant simuliert. So mag es zwar plau-
sibel sein, dass Indikatoren zwischen zwei Gruppen unterschiedlich gut messen, aber wieso
29Das Fazit bezuglich der freien und invarianten Modellspeziﬁkation von Wachstumsparameterkovari-
anzen lautet, dass freie Schatzungen fur jede latente Klasse immer vorzuziehen sind (vgl. Diallo et al.,
2016: 20 f.). Tatsachlich gehort eine korrekt speziﬁzierte Mittel- und Kovarianzstruktur zu den Grund-
voraussetzungen von GMMs (vgl. Bauer, 2007: 767 f.).
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die bei der Messung entstehenden Fehler fur verschiedene Gruppen unterschiedlich stark
miteinander assoziiert sein sollen, ist weniger eindeutig. Die zusatzliche Komplexitat die-
ses Aspektes wird bei dieser Simulation folglich ausgeschlossen. Simulationsstudien weisen
zusatzlich darauf hin, dass die Fehlspeziﬁkation von zeitlichen Fehlerassoziationen (zu-
mindest fur GMMs) zwar Parameterschatzungen verzerren kann, aber bei der korrekten
Klassenidentiﬁkation wenig ins Gewicht fallt (vgl. Koo & Leite, 2014: 223 f.).
Anzahl latenter Klassen. Die Anzahl der tatsachlich in den Daten vorhandenen laten-
ten Klassen wird auf drei ﬁxiert. Da die reine Anzahl der Klassen keine Auswirkungen auf
das Schatzverfahren hat, wird hierdurch die Gultigkeit und Ubertragbarkeit der Ergeb-
nisse nicht eingeschrankt. Nur absolute und relative Klassengroßen konnten einen Eﬀekt
haben, welcher allerdings innerhalb dieser Studie bereits uber die variierenden Simula-
tionsgroßen (Fallzahl und Mixing Proportions) abgebildet werden. Daher ist es lediglich
notig einen moglichst reprasentativen Wert aus der empirischen Praxis festzulegen.
Enders & Toﬁghi, 2008 kommen anhand einer Literatursichtung zu dem Schluss, dass
sich die typische Anzahl von extrahierten Klassen in der empirischen Praxis zwischen 2
und 4 bewegt, wobei eine Extraktion von mehr als 4 Klassen sehr selten vorkam (vgl.
Enders & Toﬁghi, 2008: 80). Auch Kim & Kim (2012) kommt zu dem Ergebnis, dass
sich die extrahierten Klassen in der GMM-Literatur im Bereich von 2 bis 7 mit Modi
von 3 und 5 bewegen (vgl. Kim & Kim, 2012: 464 ﬀ.). Auch die große Mehrzahl der
fur diese Studie gesichteten GMM-MC-Untersuchungen bewegte sich im Bereich von 2
bis 4 simulierten latenten Klassen, wenn die Klassenzahl nicht systematisch in der Studie
variiert wurde. Daruber hinaus werden die hier festgelegten drei latente Klassen auch in
vielen vorangegangenen GMM-Simulationsstudien als Ausgangspunkt gewahlt, wodurch
die Anschlussfahigkeit, hinsichtlich deren Ergebnisse erhoht wird (siehe z. B.: Depaoli,
2013; Diallo et al., 2016; Enders & Toﬁghi, 2008; Peugh & Fan, 2012).
Indikatorskalierung und Modellschatzung. Die manifesten Indikatoren des Simu-
lationsmodells werden als metrisch skaliert konstruiert (im DGP) und im Rahmen des
Schatzmodells fur die einzelnen Replikationen auch als metrisch angenommen. Alle Mo-
dellreplikationen der Simulationsstudie werden innerhalb der Statistiksoftware Mplus mit
demMLR-Schatzer berechnet. Der MLR-Schatzer in Mplus stellt einen Maximum-Likelihood-
Parameter-Schatzung mit Standardfehlern und einer χ2-Teststatistik dar, welche robust
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gegenuber Nicht-Normalitat ist. Die MLR-Standardfehler werden mit Hilfe eines Sandwich-
Schatzers berechnet. Die MLR χ2-Teststatistik ist asymptotisch aquivalent zur Yuan-
Bentler T2*-Teststatistik (vgl. Muthen & Muthen, 2015: 608). Das Schatzverfahren muss
somit ebenfalls als ein eine konstante Große der MC-Studie verstanden werden. Der MLR-
Schatzer wird breit angewendet und stellt den De-facto-Standard fur GM-Modelle dar.
7.3 Variierte Modellparameter
Diese Variablen reprasentieren die Variationsstufen der Simulation. Ihr Einﬂuss auf die
Zielgroßen soll in dieser Untersuchung erortert werden. Die Schwierigkeit besteht dar-
in, geeignete Auspragungskategorien fur die unabhangigen Variablen festzulegen. Eine
moglichst breite und diﬀerenzierte Skala ist zwar wunschenswert, treibt aber die Laufzeit
der Simulationen in die Hohe, da jede einzelne Variablenauspragung in Kombination mit
den anderen unabhangigen Variablen und deren einzelnen Auspragungen eine Konﬁgu-
ration darstellt, welche zu simulieren ist. Die Auspragungen der unabhangigen Variablen
sollten sich dabei an der Praxis in der empirischen Forschung orientieren, damit die Ergeb-
nisse und Schlusse aus der Simulation die empirische Forschung unterstutzen und anleiten
konnen.
7.3.1 Manipulierte Messinvarianzen
Verletzungen der Messinvarianz werden in dieser Untersuchung sowohl hinsichtlich der
Item-Intercepts als auch hinsichtlich der Faktorladungen modelliert, wodurch eine Verlet-
zung der metrischen und der skalaren Invarianz hergestellt wird. Zusatzlich wird nach zeit-
licher bzw. langsschnittlicher und nach gruppenspeziﬁscher Nicht-Invarianz unterschieden.
Zur Modellierung der langsschnittlichen Invarianz werden jeweils 2 der 4 Messindikatoren
uber die Zeit manipuliert. Fur die gruppenspeziﬁsche Nicht-Invarianz werden hingegen
jeweils 3 der 4 Messindikatoren hinsichtlich Intercepts und Faktorladungen manipuliert.
Dabei werden bei den gruppenspeziﬁschen Verletzungen der Messinvarianz zwei der drei
generierten latenten Klassen im Vergleich zur Referenzgruppe verzerrt.
Referenzmodell. Als Referenz wird in der ersten Auspragung keine Verletzung der
Messinvarianz angenommen. Sowohl Item-Intercepts als auch Faktorladungen bleiben
uber die Zeit gleich und unterscheiden sich nicht zwischen den Gruppen. Dies entspricht
der ublichen Annahme von metrischer und skalarer Invarianz, welche bei der Modellierung
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von GMMs vorausgesetzt wird. Fur die Modellschatzungen dieser Konﬁguration werden
folglich keine Verzerrungen (uber das zufallige Maß hinaus) angenommen. Als Referenz-
werte werden die Faktorladungen auf den 1.0 festgesetzt und die Item-Intercepts jeweils
auf den Wert 0.0 ﬁxiert.
Langsschnittliche Nicht-Invarianz. Fur die rein langsschnittliche Nicht-Invarianz
wird zwischen zwei Konﬁgurationen unterschieden. In der ersten Konﬁguration wird le-
diglich ein zeitlicher Wandel in den Intercepts angenommen, wobei die Faktorladungen
identisch bleiben. Die Intercepts der zwei manipulierten Items werden dabei pro Erhe-
bungswelle um den Wert von 0.1 verringert, was einer Gesamtveranderung von -0.4 ent-
spricht. Die Großenordnung dieser Trendveranderung entspricht vorangegangenen Simula-
tionsstudien, welche Item-Intercepts systematisch variiert haben (vgl. z. B.: Wirth, 2008;
Olivera-Aguilar, 2013; Zhang, 2016). Nach Olivera-Aguilar (2013) ist diese Veranderung
in etwa als eine mittlere Eﬀektstarke zu quantiﬁzieren (vgl. Olivera-Aguilar, 2013: 56).
In der zweiten Konﬁguration werden sowohl Intercepts als auch Faktorladungen verzerrt.
Fur die Faktorladungen wird ebenfalls ein Trend in der Veranderung angenommen. So
wird von jedem der vier folgenden Messzeitpunkte der Wert 0.08 von der vorangegange-
nen Faktorladung des jeweiligen Items abgezogen (uber alle Messzeitpunkte folglich -0.32).
Auch die Großenordnung dieser Gesamtanderung orientiert sich an bisherigen Simulati-
onsstudien (vgl. z. B.: Kim & Willson, 2014; Wirth, 2008; Olivera-Aguilar, 2013; Zhang,
2016). Diese Verzerrung ist eher als stark einzuordnen (vgl. Olivera-Aguilar, 2013: 52 f.).
Die gleichformigen Veranderungstrends der Intercepts und Faktorladungen uber die Zeit
wurden hier bewusst in Ubereinstimmung mit Wirth (2008) gewahlt. Alternative Model-
lierungen hatten eine zufallige (z. B. Leite, 2007) oder wechselnde/vermischte Veranderung
wahlen konnen. Allerdings kann argumentiert werden, dass zufallige und wechselnde Ver-
anderungen aus einer empirischen Perspektive weniger realistisch erscheinen, wie eine
allmahliche systematische zeitliche Veranderung eines latenten Konstrukts uber die ver-
schiedenen Erhebungswellen (vgl. Wirth, 2008: 110). So erscheint es anschlussfahiger fur
die empirische Praxis einen allmahlichen Wandel der Messung zu simulieren als eine
zufallige Veranderung oder eine Hin und Her wechselnde Bedeutung des Messkonstrukts.
Gruppenspeziﬁsche Nicht-Invarianz. Auch fur die gruppenspeziﬁsche Nicht-Invarianz
wird zwischen zwei Konﬁgurationen unterschieden. In der ersten Konﬁguration wird ledig-
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lich ein Gruppenunterschied in den Item-Intercepts modelliert. In der zweiten Konﬁgurati-
on wird ein Unterschied in den Item-Intercepts und in den Faktorladungen angenommen.
Die Große der Gruppenunterschiede wird an Kim & Willson (2014) angelehnt, welche die
Item-Intercepts um die Betrage 0.25 und 0.5 sowie die Faktorladungen um die Betrage
0.15 und 0.3 verzerrt haben (vgl. Kim & Willson, 2014: 413). Die Starke dieser Verzerrun-
gen gleicht den Gesamtbetragen der langsschnittlichen Nicht-Invarianzen, wodurch beide
Konﬁgurationen einen ahnlich starken Einﬂuss ausuben konnen (oder zumindest hinsicht-
lich der Großenordnung der Manipulation vergleichbar sind). Da drei latente Gruppen
modelliert werden, konnen auch unterschiedliche Gruppendiﬀerenzen umgesetzt werden,
welche sich in Richtung und Starke unterscheiden. Es werden jeweils 3 der 4 Messindika-
toren manipuliert. Wenn Gruppe 3 die Referenz darstellt, wird fur Gruppe 1 der Intercept
um -0.5 und die Faktorladung um -0.3 verzerrt. Fur Gruppe 2 wird hingegen der Intercept
um +0.25 und die Faktorladung um +0.15 verzerrt. Dadurch wird sowohl die negative und
die positive Eﬀektrichtung abgebildet als auch zwei unterschiedlich starke Grade an Ver-
zerrung. Auch die Betrachtung der kombinierten Messinvarianzverletzungen wird dadurch
bereichert.
Kombinierte Nicht-Invarianz. Fur die kombinierte Nicht-Invarianz werden die langs-
schnittlichen und die gruppenspeziﬁschen Verzerrungen zusammengefasst. Dafur werden
die Messverzerrungen der Intercepts und der Faktorladungen aus den vorangegangenen
Auspragungen zusammengenommen, indem die gruppenspeziﬁschen und die langsschnitt-
lichen Verzerrungen addiert werden. Die gruppenspeziﬁschen Nicht-Invarianzen enthalten
sowohl eine latente Klasse, welche der Trendveranderungen der langsschnittlichen Nicht-
Invarianz entspricht, als auch eine Klasse, welche der Trendveranderung entgegensteht.
Dadurch kann untersucht werden, inwieweit sich die Messverzerrungen verstarken, aber
auch inwieweit sie gruppenspeziﬁsche und langsschnittliche Invarianzverletzungen kom-
pensieren konnen.
So werden insgesamt sechs verschiedene Kategorien hinsichtlich der Verletzung der
Messinvarianz unterschieden:
1. INV: Messinvarianz
2. LNI: langssch. Nicht-Invarianz der Intercepts
3. LNIF: langssch. Nicht-Invarianz der Intercepts u. Faktorladungen
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4. GNI: gruppenspez. Nicht-Invarianz der Intercepts
5. GNIF: gruppenspez. Nicht-Invarianz der Intercepts u. Faktorladungen
6. LGNIF: kombinierte Nicht-Invarianz der Intercepts u. Faktorladungen
Sicherlich ware auch ein ganzlich faktorielles Untersuchungsdesign moglich gewesen, in
Welchem jede einzelne Auspragung der Verzerrung mit jeder moglichen Kombination
uberpruft wird. Allerdings hatte dies die Zahl der Kombinationen sehr stark in die Hohe
getrieben, wodurch der Aufwand fur die Simulation zu hoch geworden ware. Zudem hatte
dies auch bedeutet, dass Datensituationen berucksichtigt werden, welche aus einer prak-
tischen Perspektive keinerlei Relevanz fur die Empirie haben. Hierbei ist z. B. an eine
unterschiedliche konzeptionelle Bedeutung der Messkonstrukte bei einer identischen ver-
wendeten Messskala zu denken, wie sie bei nicht-invarianten Faktorladungen in Kombina-
tion mit identischen manifesten Intercepts auftreten wurde. Die hier getroﬀene Auswahl
der Variationsstufen soll somit nur die wichtigsten Konﬁgurationen abbilden, ohne alle
prinzipiell moglichen Auspragungen der Nicht-Invarianz miteinander zu kreuzen.
7.3.2 Mixing Proportions
Die prozentuale Verteilung der Anteilsverhaltnisse der latenten Klassen wird unter drei
Bedingungen uberpruft. (1) Vollstandige Gleichverteilung (bei drei Klassen 33 %, 33 %,
33 %), (2) moderate Ungleichverteilung (17 %, 33 %, 50 %; in Anlehnung an Diallo et al.
(2016)) und (3) eine Ungleichverteilung mit einer sehr kleinen Klasse (5 %, 45 %, 50 %).
Bisherige Simulationsergebnisse sprechen dafur, dass moderat ungleichverteilte Klassen-
anteile im Vergleich zu einer volligen Gleichverteilung noch keinen Eﬀekt haben sollten
(vgl. hierzu Abschnitt 3.2.2 auf Seite 38). Erst bei extrem kleinen latenten Gruppen sind
Probleme hinsichtlich der Modellperformanz zu erwarten. Die Ungleichverteilung mit der
kleinen Klasse von 5 % ist hier bewusst so gewahlt, dass sie die Grenze der aktuell noch als
interpretationswurdig empfohlenen Klassengroßen beruhrt (vgl. hierzu Wickrama, 2016:
215 ﬀ.). Auch wenn bei einer moderaten Ungleichverteilung noch nicht von verzerrenden
Wirkungen auszugehen ist, besteht weiterhin die Moglichkeit, dass in Kombination mit
anderen Simulationsmerkmalen in der Interaktion dennoch Eﬀekte auf die Modellperfor-
manz auftreten. Bisherige Ergebnisse zu ungleichverteilten Anteilswerten werden somit
fur den Kontext von MIGMMS auf eine zusatzliche Bewahrungsprobe gestellt.
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7.3.3 Fallzahl
In Anlehnung an Diallo et al. (2016) werden fur die Fallzahl die Auspragungen 300,
700 und 1300 gewahlt. Wie in den meisten Simulationsstudien, in welchen die Fallzahl
nicht der primare Fokus der Untersuchung ist, wird damit eine kleine, eine mittlere und
eine große Fallzahl ausgewahlt. Auch Toﬁghi & Enders (2008) wahlten ahnliche Fallzah-
len nach einer umfangreicheren Sichtung der inhaltlich-substantiellen Anwendungen von
GM-Modellierungen (vgl. Toﬁghi & Enders, 2008: 325). Vorangegangene Untersuchungen
haben gezeigt, dass die Stichprobengroße fur die Identiﬁkation der korrekten Anzahl an
latenten Klassen entscheidend sein kann (siehe hierzu ausfuhrlich Abschnitt 3.2.4 auf Sei-
te 40). Generell ist anzunehmen, dass hohere Fallzahlen die Chance erhohen anteilsmaßig
kleine, aber inhaltlich relevante, latente Klassen zu ﬁnden. Daruber hinaus ist davon aus-
zugehen, dass hohere Fallzahl zu weniger unzulassigen Losungen fuhrt, da mit einer bes-
seren Modellkonvergenz und mit weniger unzulassigen Parameterschatzungen zu rechnen
ist (vgl. Berlin et al., 2014: 14).
7.3.4 Klassenseparation
Eine geringe Klassenseparation ist mit einer Vielzahl von Problemen hinsichtlich der
Modellperformanz verbunden (siehe hierzu ausfuhrlich Abschnitt 3.2.2 auf Seite 38). In
Kombination mit fehlender Messinvarianz ist zu erwarten, dass die Klassenidentiﬁkati-
on, Parameterverzerrungen sowie unzulassige Losungen weiter zunehmen. Im Gegensatz
dazu ist davon auszugehen, dass die Probleme von falschen Invarianzannahmen bei ei-
ner hohen Klassenseparation zu weniger Problemen hinsichtlich der Modellperformanz
fuhren. Ahnlich ausgepragte Eﬀektrichtungen sind auch fur die Fallzahl und fur die An-
teilsverhaltnisse zu erwarten. Fur diese Simulation wird zwischen einer geringen, einer
mittleren und einer extremen Klassenseparation unterschieden (Mahalanobis Distance
(MD) 0.8, 1.5, 4.0). Die Distanz ist hierbei jeweils auf die benachbarten Klassen bezogen.
D. h. fur die Simulationsauspragung ¾0.8¿ ware die latente Klasse 1 von Klasse 2 um 0.8
MD entfernt (Klasse 2 von Klasse 3 ebenfalls um 0.8 MD) wohingegen Klasse 3 von Klasse
1 um 1.6 MD (0.8 + 0.8) Einheiten entfernt ware. Die hier ausgewahlten Auspragungen
der Klassenseparation bewegen sich im Rahmen von bisherigen Simulationsanalysen, wel-
che die Klassendistanz systematisch variieren (vgl. z. B.: Depaoli, 2013; Liu & Hancock,
2014; Lubke & Neale, 2006; Peugh & Fan, 2012; Zhang, 2016). Die extreme Auspragung
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von 4.0 MD weicht von den ublichen Simulationsdesigns leicht ab. Allerdings dient sie in
dieser Simulation als Quasi-Nullauspragung, da Klassenuberschneidungen bei dieser kla-
ren Trennung keine Auswirkungen haben sollten.30 Die Unterschiede der latenten Klassen
werden im DGP uber die gemeinsame Veranderung der Slopes und Intercepts hergestellt.
Klassenunterschiede, welche nur auf einer Variation der Slopes oder nur der Intercepts
beruhen, werden nicht berucksichtigt. Liu & Hancock (2014) liefern fur dieses Vorgehen
uberzeugende Argumente. Sie stellen heraus, dass zum einen gleiche Startniveaus des
Wachstums in der Praxis selten vorkommen werden und zum anderen gleiche Wachs-
tumsraten mit unterschiedlichen Startniveaus ebenso gut uber LGC-Modelle mit einer
großeren Interceptvarianz abgebildet werden und daher keinen genuinen Anwendungsfall
von GMMs darstellen (vgl. Liu & Hancock, 2014: 561).
7.3.5 Zusammenfassung bzgl. variierender Großen
Alle hier aufgezeigten variierenden Simulationsgroßen werden in Form eines vollstandigen
faktoriellen Designs in dieser MC-Studie berucksichtigt. Daher sind sowohl die Hauptef-
fekte der einzelnen Großen identiﬁzierbar wie auch die Interaktionseﬀekte zwischen den
Variablengroßen. Durch die Anzahl der unabhangigen Großen und deren Auspragungen
gelangt diese Studie auf 162 (6*3*3*3) Simulationskonﬁgurationen. Bei 300 Replikatio-
nen pro Simulationskonﬁguration, jeweils 4 Modellschatzungen fur die unterstellte la-
tente Klassenanzahl und 200 randomisierten Startwerten pro Modell um lokale Maxima
zu vermeiden, gelangt man bei insgesamt 38 888 000 einzelnen Modellschatzungen31 an.
Dies verdeutlicht, wieso die Parallelrechner des BwUniCluster zur Durchfuhrung dieser
Untersuchung essenziell sind und wieso nicht weitere Konﬁgurationen bzw. Variablen-
auspragungen berucksichtigt werden konnen.
Zur Untersuchung der Klassenidentiﬁkation nach dem BLRT muss aufgrund des extrem
erhohten Rechenaufwandes des BLRT die Anzahl der Replikationen auf 200 herunterge-
setzt werden und die Anzahl der randomisierten Startwertesets auf 120 verringert wer-
den.32 Dabei handelt es sich folglich um eine eigene kleinere Simulationsstudie, welche
nicht auf Grundlage der gleichen Grundgesamtheit operiert, wie die restlichen Berech-
30Allerdings fallt diese Auspragung der Klassendistanz auch nicht vollig aus dem Rahmen. Zhang (2016)
verwendet sogar die Auspragung 5.0 MD, um eine eindeutige Klassenteilung herzustellen.
31Ohne explizite Berucksichtigung der randomisierten Startwerte gelangt man bei 194 400 Mo-
dellschatzungen an.
32Die Modellberechnungen fur 88 von 648 Klassenmodellen hat in Testlaufen die maximal gestattete
Laufzeit von 6 Tagen auf dem BwUniCluster uberschritten und konnten somit nicht mit der angestrebten
Replikationszahl ausgewertet werden.
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nungen. Da allerdings der gleiche Seed gewahlt wurde, gleichen sich die Ergebnisse der
ersten 200 Replikationen fur die Hauptsimulationsstudie und fur die BLRT-Simulation,
was einen gewissen Grad an Vergleichbarkeit aufrecht erhalt. Die Replikationen der BLRT-
Simulation stellen damit eine Teilmenge der Replikationen der Hauptstudie dar. Folg-
lich werden fur die Auswertung nach dem BLRT lediglich 129 600 (162*200*4) Mo-
dellschatzungen durchgefuhrt.
Variierte Simulationsgroßen
Variable Anzahl Kategorien Auspragungen
Messinvarianz 6
INV (invar=1)
LNI (invar=2)
LNIF (invar=3)
GNI (invar=4)
GNIF (invar=5)
LGNIF (invar=6)
Mixing Proportions 3
33 %, 33 %, 33 % (mixing=1)
17 %, 33 %, 40 % (mixing=2)
5 %, 45 %, 50 % (mixing=3)
Fallzahl 3
300 Falle (nobs=1)
700 Falle (nobs=2)
1300 Falle (nobs=3)
Klassenseparation 3
0.8 MD (sep=1)
1.5 MD (sep=2)
4.0 MD (sep=3)
Konstante Simulationsgroßen
Anzahl Kategorien Auspragung
Messzeitpunkte 1 5 Erhebungswellen
Anzahl manifeste Indikatoren 1 4 Items pro Welle
Missing Values 1 keine fehlenden Werte
Wachstumsverlaufmuster 1 lineare Wachstumsfkt.
(Ko-)Varianz Wachstumsfaktoren 1 gruppeninvariant
Diachrone Fehlerkorrelationen 1 gruppeninvariant
Anzahl latenter Klassen 1 3 latente Klassen
Anzahl Konﬁgurationen 162
Tabelle 1: Ubersicht konstanter und varianter Simulationsgroßen
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8 Simulationskonﬁguration und Populationsparameter
Die vorangegangenen Kapitel dienten dazu, die Forschungslucken hinsichtlich der Leis-
tungsfahigkeit von MIGMMs darzulegen und die Bearbeitungsstrategie zur Schließung
dieser Lucken zu illustrieren. Hierzu wurden Arbeitshypothesen entwickelt sowie die Ziel-
großen und variablen Simulationsparameter gerechtfertigt, welche die Bearbeitung der
Hypothesen ermoglichen.
In den folgenden Kapiteln sollen die Ergebnisse der Simulationsstudie hinsichtlich der
Identiﬁkation der latenten Klassen dargestellt und bewertet werden. Dazu gilt es zunachst
die Simulation in allen Einzelheiten darzustellen. Der erste Abschnitt 8 beschaftigt sich
daher mit den bisher noch nicht ganzlich dargestellten ﬁxen Parametern der Simulati-
onskonﬁgurationen. Da deren Festlegung prinzipiell kontingent ist, gilt es die einzelnen
Werte zu rechtfertigen. Zugleich werden dabei die bereits erwahnten variablen Parameter
uberblicksartig dargestellt. Dies soll die Nachvollziehbarkeit, Replikation und potentielle
Erweiterung der Simulationsergebnisse vereinfachen. Hierzu gehort auch die Dokumenta-
tion der praktischen EDV-technischen Durchfuhrung der Berechnungen fur die Simula-
tion. Dabei wird nicht nur auf das Datenmanagement, sondern auch auf Sonderthemen
wie die Probleme der Zufallsziehung und das Label-Switching im Rahmen von Mixture-
Simulationsmodellen eingegangen.
Die weiteren Abschnitte 9 bis 11 befassen sich dann schließlich mit der Ergebnisdokumen-
tation der Simulationen und der eigentlichen Bearbeitung der in Abschnitt 6 aufgestellten
Thesen. Daruber hinaus sollen hieraus Handlungsempfehlungen fur die empirische For-
schungspraxis erarbeitet werden. In dieser ersten Ergebnisanalyse steht die korrekte Iden-
tiﬁkation von latenten Klassen im Rahmen von MIGMMs anhand der IC-Indizes AIC,
BIC und aBIC im Mittelpunkt, was durch eine Sonderauswertung zum BLRT erganzt
wird. Hierbei wird auch zusatzlich auf deren Konditionalitat bzgl. der weiteren variierten
Simulationsgroßen eingegangen.
Folglich sollen im Anschluss an die vorangegangenen Ausfuhrungen zu den zentra-
len variablen und konstanten Parametern der Simulationsstudie die Einzelheiten der Si-
mulationskonﬁgurationen zunachst detailliert aufgeschlusselt werden. Erst eine mathe-
matisch exakte Reprasentation der Untersuchung, welche den Anwendungskontext der
Analyse beschreibt, erlaubt eine Entscheidung uber die Relevanz und Nutzlichkeit der
Simulation. Zu diesem Zweck wird zunachst auf implizite Modellannahmen fur MI/SO-
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Wachstumsmodelle eingegangen um im Anschluss hieran die festgelegten Populationswer-
te zu rechtfertigen und darzustellen. Nach der Beschreibung des DGP uber die Popu-
lationswerte gilt es noch das Schatzmodell darzustellen, welches anhand der generier-
ten Daten diejenigen Modellparameter schatzt, welche wiederum spater anhand ihrer
Ubereinstimmung mit den Populationswerten zu evaluieren sind.
8.1 Modellannahmen von MI/SO-Wachstumsmodellen
Konﬁgurale, metrische und skalare Messinvarianz muss im Rahmen von MIGMMs uberpruft
werden um unverzerrte Wachstumsverlaufe nachweisen zu konnen. Strengere Formen der
Messinvarianz konnen allerdings im Rahmen von MIGMMs zu messtechnischen Proble-
men fuhren und stellen oft keine theoretisch angemessene Modellierung dar (vgl. Wirth,
2008: 30 ﬀ.). Da diese Probleme unmittelbar mit der Festlegung der Fehlerterme des DGP
dieser Simulation assoziiert sind, soll hier kurz darauf eingegangen werden. Die Varianz
eines manifesten Indikators yjt
33 ist im Rahmen eines MIGMMS (bzw. auch bei SO-LGC-
Modellen) deﬁniert uber:
VAR(yjt) = λ
2
jt ∗ VAR(ηt) + jt (16)
, wobei ηt fur das latente Konstrukt zum Messzeitpunkt t steht, λjt den Pfadkoeﬃzi-
enten vom latenten Konstrukt zum jeweiligen manifesten Indikator j benennt und jt den
Fehlerterm der manifesten Variablen bezeichnet (vgl. Wirth, 2008: 30). Die Varianz des
latenten Konstrukts ηt ist wiederum deﬁniert uber:
VAR(ηt) = γ
2
I ∗ VAR(I) + γ2S,t ∗ VAR(S) + 2(γI ∗ γS,t ∗KOVAR(I, S)) + ζt (17)
(vgl. Wirth, 2008: 30), wobei γ fur die Pfadkoeﬃzienten der Wachstumsparameter (I fur
Intercept und S fur Slope) auf die latenten Konstrukte steht und ζt den Fehlerterm der
latenten Konstrukte beschreibt. Da Formel 17 den Term γS,t enthalt, wachst die Varianz
von η zu jeder Erhebungswelle an, wenn der Fehlerterm ζ konstant bleibt. Jede weitere
Welle ist mit einem hoheren Wert fur den Pfad (γS,t) vom Slope zu den latenten Messmo-
dellen parametrisiert. Verbindet man diese Schlussfolgerung mit Formel 16, erkennt man,
33Der Lauﬁndex j steht fur die Anzahl an manifesten Indikatoren pro Welle. Der Lauﬁndex t steht
hingegen fur die jeweilige Erhebungswelle.
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dass der gleiche Mechanismus bei der Varianz der manifesten Indikatoren fur verschiedene
Erhebungswellen greift. Bei einem konstanten Fehlerterm  nimmt die Varianz, bedingt
durch den Formelbestandteil VAR(ηt), uber die Zeit automatisch zu.
Nimmt man folglich strengere Formen der Messinvarianz an (z. B. der Faktorfehlervari-
anzen und/oder der Fehlerterme der manifesten Indikatoren), so hat dies Konsequenzen
fur die Varianzen der latenten und manifesten Indikatoren. Zugleich sind hierdurch aller-
dings auch die erklarten Varianzanteile (z. B. der R2-Wert) uber die Zeit betroﬀen. Dies
gilt sowohl fur die latenten Messfaktoren als auch fur die manifesten Messungen. Da der
erklarte Varianzteil der latenten Messmodelle und der manifesten Indikatoren uber
R2yjt = 1−
kt
VAR(yjt)
R2ηt = 1−
ζt
VAR(ηt)
(18)
gegeben ist (vgl. Wirth, 2008: 31 f.), folgt aus einer Vergroßerung der Varianz von yjt
und ηt eine Steigerung des R
2-Wertes. Falls die jeweiligen Fehlerterme konstant bleiben
wurden, wurde der erklarte Anteil der Varianz bei steigenden Erhebungswellen gegen 100
% konvergieren.34
Fur die hier durchgefuhrte Simulation bedeutet dies, dass man die Fehlerterme uber die
Zeit hinweg anpassen muss, damit der erklarte Varianzanteil der Messfaktoren und der
manifesten Variablen konstant bleibt. Die entsprechenden Modiﬁkationen an den Fehler-
varianzwerten des DGP sind in Abschnitt 8.2.2 dargestellt.
8.2 Ausgangsmodell
Die bisherigen Ausfuhrungen haben sich auf die zentralen variierten Großen der Simu-
lation konzentriert (vgl. das vorangegangene Kapitel 7.3 zur Rechtfertigung der Simu-
lationsgroßen). Vereinzelt wurde auch schon bereits auf Modellgroßen eingegangen, wel-
che im Rahmen der Simulationsstudie nicht variiert werden (z. B. Kapitel 7.2). Trotz
dessen wurden dabei nicht alle Modellgroßen abschließend festgelegt. Im Weiteren wird
zunachst das Ausgangsmodell der Simulationsstudie dargestellt. Dabei wird insbesondere
auf die Themen Wachstumsverlauf, Fehler(ko)varianzen, Faktorladungen und Intercept
eingegangen. Im Rahmen dieser Ausfuhrungen werden auch die Auswirkungen der Varia-
34Diese Beziehung gilt nur dann nicht, wenn die Slopeparameter eine Varianz und Kovarianz von 0
aufweisen (vgl. Wirth, 2008: 32).
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tion der unabhangigen Großen der Simulationstudie auf die Modellparameter dargestellt.
Auf Grundlage der weiteren Ausfuhrungen ist somit eine vollstandige Replikation der
Modellkonﬁgurationen und Ergebnisse moglich.
8.2.1 Populationswerte Wachstumsverlauf
Wie bereits dargestellt, wird fur das Wachstumsverlaufmuster eine moglichst einfache
Form gewahlt. So wird fur das Wachstum ein linearer Verlauf angenommen. Dieser Verlauf
wird zwar in der numerischen Auspragung zwischen den generierten (latenten) Gruppen
variiert, aber nicht in seiner linearen Grundform. Die jeweiligen Mean-Werte konnen aus
Tabelle 2 entnommen werden.
Tabelle 2: Populationswerte der Wachstumsparameter der Simulation
Populationswerte des Wachstumsverlaufs
Klasse 1 Klasse 2 Klasse 3
Klassendistanz MD: 0.8 1.5 4.0 0.8 1.5 4.0 0.8 1.5 4.0
Konstante Klassen-Parameter
Var(Interceptfaktor) 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25
Var(Slopefaktor) 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
Covar(Intercept, Slope) 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02 0.02
Variable Klassen-Parameter
Mean(Interceptfaktor) 0.31 0.50 1.00 0.20 0.30 0.50 0.00 0.00 0.00
Mean(Slopefaktor) 0.412 0.695 1.70 0.252 0.395 0.90 0.10 0.10 0.10
Info: Zur Herstellung der Klassendistanzen wurden die Means der Intercept- und des Slopefakto-
ren innerhalb der Klassen manipuliert. Die Kovarianzstruktur der Wachstumsparameter wurde
als invariant uber die Klassen speziﬁziert.
Der Mean des Intercept- sowie des Slope-Faktors wurden dabei so zwischen den Klas-
sen variiert, dass die Mahalanobis Distance (MD) zwischen den Klassen die Werte 0.8, 1.5
und 4.0 annimmt. Die sich daraus ergebenden durchschnittlichen Wachstumsverlaufsfor-
men sind in Abbildung 5 (Seite 77) fur die jeweils drei latenten Klassen visualisiert. Die
Kovarianzstruktur bleibt hingegen uber die Klassen hinweg konstant. Auch diese Werte
konnen aus Tabelle 2 entnommen werden. Fur die Varianz des Intercepts wurde in jeder
Klasse der Wert 0.25 festgelegt, wohingegen die Varianz des linearen Slope-Parameters auf
0.04 ﬁxiert wurde. Damit entspricht das Verhaltnis von Intercept- und Slope-Varianz in
etwa den Empfehlungen von Muthen & Muthen (2002) von 5:1 (vgl. Muthen & Muthen,
2002: 604). Die Kovarianz wurde auf einen positiven Wert von 0.02 festgelegt. Hohere
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Abbildung 5: Durchschnittliches Verlaufsmuster der latenten Wachstumsklassen nach den Ab-
stufungen der Klassendistanz
Intercept-Werte sind somit mit steileren Steigungen assoziiert. Dies entspricht einer Kor-
relation von 0.2 zwischen Intercept- und Slope-Faktor in jeder latenten Klasse. Auch wenn
andere Autoren hier Korrelationen von bis zu 0.4 vorschlagen (z. B.: Wirth, 2008; Leite,
2007), wurde in Ubereinstimmung mit Zhang (2016) der niedrigere Wert von r = 0.2
veranschlagt, um die Anschlussfahigkeit und Ubertragbarkeit der Ergebnisse im Themen-
bereich von MIGMMS zu vereinfachen.
8.2.2 Populationswerte Fehlervarianzen
Da die vom Modell unterstellte Kovarianzmatrix eines SOGMMs bei konstanten Fehlerva-
rianzen je nach Erhebungswelle andere Erklarungsanteile implizieren wurde (siehe hierzu
Abschnitt 8.1), mussen die Fehlerterme dynamisch an die Erhebungswellen angepasst wer-
den. Die hierfur veranschlagten Nachskalierungen der Fehlerterme in Abhangigkeit von
den Erhebungswellen konnen Tabelle 3 entnommen werden.
Durch diese Anpassungen werden zu jeder Welle ca. der gleiche Varianzanteil der
latenten Faktoren als auch der ungefahr gleiche Varianzanteil der manifesten Indikatoren
erklart. Die Fehlervarianzen der latenten Faktoren sind ebenfalls an die Werte aus der
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Tabelle 3: Skalierte Populationswerte der Fehlervarianzen der latenten Faktoren (ζ) und mani-
festen Variablen ().
Populationswerte: Fehlervarianzen ( und ζ )
Wellen i
Fehlerterme von 1 2 3 4 5
Fehlerterme manifeste Indikatoren ()
y1i 0.20 0.27 0.40 0.59 0.84
y2i 0.20 0.27 0.40 0.59 0.84
y3i 0.20 0.27 0.40 0.59 0.84
y4i 0.20 0.27 0.40 0.59 0.84
Fehlerterme latente Variablen (ζ)
F1 0.06
F2 0.08
F3 0.12
F4 0.18
F5 0.24
Info: Mit der wellenspeziﬁschen Anpassung/Skalierung von ζ entspricht der erklarte Varianzanteil
der latenten Konstrukte Fx zu jeder Welle ca. 80 %. Mit der Anpassung/Skalierung von  werden
die Indikatoren zu jeder Welle ca. zu 60 % statistisch erklart.
Simulation von Zhang (2016) angelehnt um die Vergleichbarkeit zu erhohen (vgl. Zhang,
2016: 55).
8.2.3 Tabellarische Darstellung der Invarianzen von Intercepts und Faktor-
ladungen
Der Eﬀekt von verschiedenen Formen der Messinvarianz auf die Performanz von MIGMMs
ist von zentralem Interesse in dieser Untersuchung. Die hier untersuchten gruppen- und
zeitspeziﬁschen Messinvarianzen werden uber die Manipulation der Intercepts und der
Faktorladungen der manifesten Indikatoren hergestellt. Tabelle 5 und Tabelle 4 ent-
halten die Werteauspragungen fur die verschiedenen hier untersuchten Invarianzstufen.
Veranderungen der Intercepts und der Faktorladungen sind hierbei sowohl nach Mess-
zeitpunkt (Welle i) wie auch nach Klasse (1-3) aufgeschlusselt, damit die Folgen der
Invarianzformen auf die einzelnen Parameterwerte dargestellt werden konnen. Der Pa-
rameter y1i stellt den Referenzindikator in jeder Konﬁguration dar, welche die Skalierung
der latenten Konstrukte festlegt, und wird somit nie verandert. In Tabelle 5 sind die nega-
tiven Intercept-Abweichungen fur die langsschnittliche Non-Messinvarianz in den (Invar-
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)Abstufungen 2 bis 3, sowie die positiv und negativ gerichteten Abweichungen fur die
gruppenspeziﬁschen Unterschiede in Abstufung 4 und 5 abgebildet. In Abstufung 6 ﬁnden
sich dann schließlich die kombinierten Werte fur die langsschnittliche und gruppenspeziﬁ-
sche Verzerrung. Analog hierzu, sind in Tabelle 4 die Unterschiede in den Faktorladungen
fur die Abstufungen 3, 5 und 6 abgebildet.
Auch aus Abbildung 6 konnen die Populationsparameter, erklarten Varianzanteile
und Parameterbezeichnungen fur die erste Form der Messinvarianz (INV) noch einmal
uberblicksartig entnommen werden.
8.3 Schatzung der Simulationsdaten
Fur die Schatzung des Populationsmodells wird ein Modell speziﬁziert, welches von in-
varianten Messmodellen uber die Zeit, wie auch von einer invarianten Messung uber die
latenten Gruppen ausgeht. Dahinter steckt die Grundannahme, dass das Messinstrument
fur jede latente Gruppe zu jedem Zeitpunkt der Erhebung eine gleiche  oder mindestens
annahernd gleiche  Bedeutung hat. Ohne diese Annahme waren Zeit- oder Gruppenver-
gleiche in der Forschungspraxis nicht verzerrungsfrei durchfuhrbar. Im Schatzmodell wird
ebenso angenommen, dass die Varianzen und Kovarianzen der Intercept- und Slopeter-
me uber die Gruppen hinweg identisch sind, was so auch im Populationsmodell festge-
legt wurde. Dies muss zwar in der Forschungspraxis nicht zwingend der Fall sein, wird
aber oft aus Grunden von zu hoher Modellkomplexitat und Konvergenzproblemen ange-
nommen. Zur Skalierung der Varianz- und Mittelwertstruktur wird die ¾Marker Variable
Approach¿ angewendet. Dabei wird die Faktorladung eines manifesten Indikators der la-
tenten Konstrukte auf 1 (oder einen anderen konstanten Wert 6= 0) gesetzt. Analog hierzu
wird der Intercept eines manifesten Indikators auf 0 ﬁxiert. Dadurch nimmt das laten-
te Konstrukt den Mittelwert bzw. die Skala der entsprechenden Indikatorvariablen an
(vgl. Brown, 2006: 258; Wickrama, 2016: 88 ﬀ.). Bei skalarer Faktorinvarianz von MI/SO-
Wachstumsmodellen besteht die zusatzliche Besonderheit, dass Wertveranderungen der
manifesten Variablen nicht auf das latente Konstrukt des Messgroße selbst, sondern auf
die nachsthohere Ebene der Wachstumsparameter verschoben werden (vgl. Urban, 2004:
52 f.).
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Tabelle 4: Populationswerte der Faktorladungen fur alle untersuchten Invarianzformen
Populationswerte: Faktorladungen (λ)
Wellen i Klasse 3 Wellen i Klasse 1 Wellen i Klasse 2
Indikatoren 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
INV: Messinvarianz
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y3i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y4i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
LNI: laengssch. Nicht-Invarianz der Intercepts
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y3i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y4i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
LNIF: laengssch. Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y3i 1.00 0.92 0.84 0.76 0.68 1.00 0.92 0.84 0.76 0.68 1.00 0.92 0.84 0.76 0.68
y4i 1.00 0.92 0.84 0.76 0.68 1.00 0.92 0.84 0.76 0.68 1.00 0.92 0.84 0.76 0.68
GNI: gruppenspez. Nicht-Invarianz der Intercepts
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y3i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y4i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
GNIF: gruppenspez. Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 1.00 0.70 0.70 0.70 0.70 1.00 1.15 1.15 1.15 1.15
y3i 1.00 1.00 1.00 1.00 1.00 1.00 0.70 0.70 0.70 0.70 1.00 1.15 1.15 1.15 1.15
y4i 1.00 1.00 1.00 1.00 1.00 1.00 0.70 0.70 0.70 0.70 1.00 1.15 1.15 1.15 1.15
LGNIF: kombinierte Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
y2i 1.00 1.00 1.00 1.00 1.00 0.70 0.70 0.70 0.70 0.70 1.00 1.15 1.15 1.15 1.15
y3i 1.00 1.00 1.00 1.00 1.00 0.70 0.62 0.54 0.46 0.38 1.15 1.07 0.99 0.91 0.83
y4i 1.00 1.00 1.00 1.00 1.00 0.70 0.62 0.54 0.46 0.38 1.15 1.07 0.99 0.91 0.83
Info: y1i stellt in jeder Klasse den Referenzindikator dar.
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Tabelle 5: Populationswerte der Intercepts fur alle untersuchten Invarianzformen
Populationswerte: Intercepts (τ)
Wellen i Klasse 3 Wellen i Klasse 1 Wellen i Klasse 2
Indikatoren 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
INV: Messinvarianz
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y3i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y4i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
LNI: laengssch. Nicht-Invarianz der Intercepts
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y3i 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40
y4i 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40
LNIF: laengssch. Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y3i 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40
y4i 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40 0.00 -0.10 -0.20 -0.30 -0.40
GNI: gruppenspez. Nicht-Invarianz der Intercepts
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y3i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y4i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
GNIF: gruppenspez. Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y3i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y4i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
LGNIF: kombinierte Nicht-Invarianz der Intercepts u. Faktorladungen
y1i 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
y2i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.50 -0.50 -0.50 -0.50 0.25 0.25 0.25 0.25 0.25
y3i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.60 -0.70 -0.80 -0.90 0.25 0.15 0.05 -0.05 -0.15
y4i 0.00 0.00 0.00 0.00 0.00 -0.50 -0.60 -0.70 -0.80 -0.90 0.25 0.15 0.05 -0.05 -0.15
Info: y1i stellt in jeder Klasse den Referenzindikator dar.
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8.4 Zufallsziehung
Jede Ziehung des Monte-Carlo-Verfahrens erfolgt anhand eines computergesteuerten Zu-
fallsprozesses. Die individuelle und idiosynkratische Stichprobenverteilung einer jeden Re-
plikation enthalt hiermit immer eine Zufallskomponente. Der damit verbundene Monte-
Carlo-Fehler wird allerdings umso kleine, je mehr Replikationen bzw. je mehr Stichproben
aus dem DGP gezogen werden. Im Mittel gleichen sich dadurch die Eigenheiten jeder in-
dividuellen Ziehung aus. Nachvollziehbarkeit und Wiederholbarkeit der Simulation sind
dadurch allerdings nur eingeschrankt moglich. Wenn der Zufallsprozess nicht wiederholt
werden kann, dann ist nie ganz auszuschließen, dass es sich bei einer Abweichung im
Rahmen einer Replikation der Simulationsstudie nicht doch um eine zufallige Abwei-
chung handelt. Um die Nachvollziehbarkeit sicher zu stellen, besteht die Moglichkeit, den
Zufallsprozess in seiner Ganze nachvollziehbar zu machen, indem der sogenannte Seed
(auch: Seed Key)  der Startpunkt der Zufallsziehung  explizit angegeben wird. Da es
sich bei computergenerierten Zufallszahlen immer (zumindest in aller Regel) um Pseudo-
zufallszahlen handelt, kann die Reihenfolge der Zufallszahlen mit dem Initialisierungsseed
nachvollzogen werden. Dafur wurde der Seed-Wert der Simulationsmodelle (willkurlich)
auf 3454367 ﬁxiert (siehe hierzu auch die Inputﬁles des Onlineanhangs). Damit konnen
die Ziehungen der Replikationen der Modelle innerhalb der jeweiligen Simulationskonﬁgu-
ration konstant gehalten werden. Dies ist insbesondere deswegen relevant, weil innerhalb
jeder Simulationskonﬁguration eine Modellschatzung mit einer, zwei, drei und vier laten-
ten Klassen durchgefuhrt werden muss, um uberprufen zu konnen, welche Klassenanzahl
jeweils zur besten Losung fuhrt. Wurde hierfur kein fester Seed verwendet werden, konnten
die einzelnen Replikationen der Simulation nicht miteinander verglichen werden. Es ware
beispielsweise nicht klar, ob die Modellidentiﬁkation auf die Zufallskomponente der Si-
mulation oder auf inharente Eigenschaften der MIGMM-Schatzmodelle zuruckzufuhren
ware.
8.5 Mixture-Model-Simulationen und Labelswitching
Bei Simulationsstudien von Mixture Modellen, wozu auch MIGMMs zahlen, stellt sich
das Problem, dass die Benennung der latenten Klassen als erste, zweite oder dritte (etc.)
Klasse beliebig ist und von Statistikprogrammen wie Mplus auch nach diesem (beliebi-
gen) Prinzip erfolgt (vgl. Tueller et al., 2011: 111 f.). Werden nun viele Replikationen
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berechnet, kann es passieren, dass die Bezeichnung der Klassen zwischen den einzelnen
Replikationen wechselt und somit die Parameterschatzungen nicht mehr sinnvoll uber die
Replikationen aggregiert werden konnen. In der Konsequenz fuhrt dies dazu, dass Ana-
lysen zu Verzerrungen, welche auf Grundlage dieser aggregierten Parameterschatzungen
berechnet werden, fehlerhaft sind. Analysen zur Klassenidentiﬁkation (bzw. IC-Indizes
und BLRT) sind davon allerdings nicht betroﬀen, da die Reihenfolge bzgl. der latenten
Klassen hier keine Rolle spielt.
Um zu verhindern, dass bei Monte-Carlo-Replikationen ein Label-Wechsel zwischen ver-
schiedenen Replikationen stattﬁndet, ist es ublich, benutzerdeﬁnierte Startwerte fur alle
Parameter zu implementieren, um sicherzustellen, dass die Klassenbeschriftung uber die
Replikationen hinweg konsistent ist (vgl. Depaoli, 2013: 198). Aus diesem Grund wurden
benutzerdeﬁnierte Startwerte implementiert, die mit den Populationswerten ubereinstimmen.
Mogliche Probleme, die sich aus dem replikationsubergreifenden Label-Switching erge-
ben, konnten durch die Verwendung dieser benutzerdeﬁnierten Startwerte vermieden wer-
den. Die randomisierten Startwerte von Mplus, welche sicherstellen sollen, dass die Mo-
dellschatzungen keine lokalen Losungen erzeugen, werden dabei als Abweichungen von die-
sen benutzerdeﬁnierten Startwerten generiert (vgl. Muthen & Muthen, 2003). Zusatzlich
konnen fur die Modellschatzungen Identiﬁzierbarkeits-Beschrankungen speziﬁziert wer-
den, welche die Moglichkeit fur ein Label-Switching weiter verringern. In dieser Studie
wurden Identiﬁzierbarkeits-Beschrankungen innerhalb von Mplus auf der Grundlage der
Mean-Werte der Intercept-Wachstumsfaktoren speziﬁziert, so dass fur die Meanwerte der
latenten Klassen CX gilt C1 > C2 > C3.
8.6 Exkurs: EDV-technische Umsetzung der Simulationsberech-
nungen
Im Sinne der intersubjektiven Nachvollziehbarkeit (und moglichen Replikation) der Simu-
lationsergebnisse wird in diesem kurzen Exkurs beschrieben, in welcher Form die Berech-
nungen im Detail umgesetzt wurden.
Als erster Schritt wurden die Mplus-Input-Files fur die einzelnen Simulationskonﬁgura-
tionen erstellt. Dabei wurde auf ein Template-File zuruckgegriﬀen, welcher die einzel-
nen Modellvariationen der Simulation unter konditionalen Labels enthalt. Mit Hilfe der
Funktion ¾createModels¿ des R-Packets ¾MplusAutomation¿ wurden aus dem singularen
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Template-File insgesamt 648 verschiedene Mplus-Input-Files erstellt. Darin sind die 162
verschiedenen Simulationskonﬁgurationen (Variablenkonﬁgurationen) mit den jeweils 4
(Klassen-)Modellschatzungen enthalten (162 ∗ 4).
Im zweiten Schritt wurden diese 648 Input-Files zunachst auf die Verzeichnisstruktur
des BwUniClusters hochgeladen. Um die Ziehung und die Berechnung der Replikati-
on durchzufuhren, wurden, im Anschluss daran, durch ein Shellskript-File automatisiert
648 einzelne ¾Job-Files¿ erstellt, welche alle notigen Befehle und Parameter fur die auf
dem BwUniCluster eingesetzte Moab Cluster Suite (ein Cluster-Workload-Management-
Package von Adaptive Computing, Inc) enthalten. Diese Job-Files wurden wiederum
durch ¾Submit-Shellskripte¿ in 50er Stapeln an die Moab Cluster Suite zur Berechnung
ubergeben.35
Das Ergebnis der Berechnung war jeweils ein (fur jedes Input-File) allgemeines, uber al-
le Replikationen aggregiertes Output-File von Mplus und ein zusatzliches ¾Results-File¿,
welches die Parameterschatzungen und Kennwerte der einzelnen Replikationen beinhaltet.
Diese Ergebnisdateien wurden wiederum von Clusterrechner heruntergeladen und als Roh-
daten innerhalb der Statistiksoftwareumgebung R verarbeitet. Abgesehen von allgemeinen
Informationen (wie z. B. zur Laufzeit) wurde dabei vorrangig auf die Informationen der
einzelnen Replikationen in den ¾Result-Files¿ zuruckgegriﬀen. Dieser Prozess wurde so-
wohl fur die Hauptsimulation mit den IC-Indizes als auch fur die Zusatzsimulation mit
der BLRT durchlaufen.36
35Die Nutzerrechte des BwUniCluster lassen es nicht zu, dass die 648 Einzelberechnungen gleichzeitig
durchgefuhrt werden. Daher musste dies in 50er Stapeln umgesetzt werden.
36Fur die Simulationen zum BLRT mussten pro Konﬁguration und Replikation, allerdings, lediglich drei
Modelle geschatzt werden, da die 2-Klassenmodelle den Test gegenuber den 1-Klassenmodellen bereits
enthalten und ein 0-Klassenmodell logisch nicht moglich ist.
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9 Ergebnisse zur Klassenidentiﬁkation
9.1 Haupteﬀekte bzgl. AIC, BIC, aBIC
Zur Analyse der Klassenidentiﬁkation werden die Einﬂusse der Simulationsvariablen zunachst
als einzelne Haupteﬀekte dargestellt. Im Sinne eines unifaktoriellen Designs wird zunachst
nur die betrachtete Simulationsgroße variiert. Um dabei einen moglichst unverfalschten
Haupteﬀekt zu betrachten, werden die Auspragungen der jeweils nicht betrachteten Va-
riablen konstant gehalten. Zusatzlich werden diese nicht betrachteten Variablen auf einen
Wert ﬁxiert, welcher einen moglichst geringen Einﬂuss auf die Klassenidentiﬁkation haben
sollte, damit der Einﬂuss der unabhangigen Großen moglichst isoliert (und von moglichen
Interaktionen unverfalscht) betrachtet werden kann.
Dafur wird fur die Invarianzstufe die Auspragung ¾1¿ ausgewahlt, welche von einer
vollstandigen skalaren Invarianz der Messung bzgl. der Faktorladungen und Intercepts der
manifesten Indikatoren ausgeht. Die Messinvarianz ist in dieser Simulationsauspragung so-
wohl uber die Zeit als auch uber die Gruppen hinweg gegeben. Fur die Fallzahl (nobs)
der einzelnen Replikationen wird die Auspragung auf ¾3¿ ﬁxiert, was einer Fallzahl von
1300 simulierten Beobachtungen entspricht. Die bisherigen Ergebnisse zu GM-Modellen
zeigen eindeutig, dass eine hohe Fallzahl die korrekte Klassenidentiﬁkation, in aller Regel,
begunstigt. Fur die Klassendistanz (sep) wird die Auspragung ¾3¿ angesetzt, was einer
Klassendistanz von 4.0 MD entspricht und allgemein als eine sehr hohe Klassendistanz
zu werten ist. Nach bisherigen Simulationsstudien stellt eine hohe Klassendistanz eine
zentrale Bedingung fur die richtige Klassenidentiﬁkation dar. Fur das Mengenverhaltnis
zwischen den Klassen wird die Auspragung ¾1¿ gewahlt, was einem gleichen prozentualen
Anteil bzgl. der Fallzahlen innerhalb der Klassen (33 %, 33 %, 33 %) entspricht.
Tabelle 6: Prozentuale Klassenidentiﬁkation nach Invarianz-Stufen
invar 1.aic 2.aic 3.aic 4.aic 1.bic 2.bic 3.bic 4.bic 1.abic 2.abic 3.abic 4.abic
1.00 0.00 0.00 64.33 35.67 0.00 0.00 100.00 0.00 0.00 0.00 95.00 5.00
2.00 0.00 0.00 68.67 31.33 0.00 0.00 100.00 0.00 0.00 0.00 97.00 3.00
3.00 0.00 0.00 67.00 33.00 0.00 0.00 100.00 0.00 0.00 0.00 96.00 4.00
4.00 0.00 0.00 31.00 69.00 0.00 0.00 80.00 20.00 0.00 0.00 54.00 46.00
5.00 0.00 0.00 8.33 91.67 0.00 32.00 41.67 26.33 0.00 2.33 26.67 71.00
6.00 0.00 7.00 28.67 64.33 0.00 90.67 8.00 1.33 0.00 50.33 30.33 19.33
Info: Klassendistanz=4 MD, Mixing=33.33.33, Nobs=1300.
Fallzahl pro Konﬁguration jeweils 300 (Replikationen)
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Invarianzstufen (invar). In Tabelle 6 ist zu erkennen, dass die verschiedenen Abstu-
fungen der (Non-)Messinvarianz einen unterschiedlichen Eﬀekt auf die Klassenidentiﬁ-
kation haben. Zunachst fallt auf, dass unabhangig vom zugrundeliegenden IC-Index der
prozentuale Anteil der als 3-Klassenmodell richtig identiﬁzierten Replikationen fur die
Invarianzabstufungen 1 bis 3 sehr konstant bleibt. Dies zeigt, dass  unter ansonsten wei-
testgehend optimalen (Simulations-)Bedingungen  die langsschnittliche Non-Invarianz
weder hinsichtlich der Intercepts noch hinsichtlich der Faktorladungen einen negativen
Einﬂuss auf die Klassenidentiﬁkation (nach den betrachteten IC-Indizes) aufweist.
Unter den optimalen Randbedingungen der hier speziﬁzierten Simulationen zeigt sich zu-
gleich, dass BIC und aBIC eine deutlich bessere Klassenidentiﬁkation aufweisen als der
AIC, welcher in der Tendenz hauﬁg mehr Klassen identiﬁziert, was mit bisherigen Ergeb-
nissen im Einklang ist (vgl. Nylund et al., 2007: 537). Wahrend die Rate der korrekten
Klassenidentiﬁkation fur BIC und aBIC auch unter Verletzung der langsschnittlichen Mes-
sinvarianz im Bereich von 95 bis 100 % bleibt, bewegt sich der AIC im Bereich von 64
bis 69 % und schneidet damit eindeutig schlechter ab, was allerdings, wie erwahnt, mit
bisherigen Ergebnissen im Rahmen von Simulationsstudien zu Growth Mixture Modellen
ubereinstimmt.
Fur die 4. und 5. Messinvarianzkonﬁguration, welche Non-Invarianz zwischen den la-
tenten Gruppen hinsichtlich Intercepts und Faktorladungen reprasentieren, kann nicht
mehr von Stabilitat oder Konstanz gesprochen werden. Die Treﬀerquoten aller unter-
suchten IC-Indizes werden klar beeinﬂusst. Fehlende Messinvarianz hinsichtlich der In-
tercepts wirkt sich fur AIC, BIC und aBIC jeweils gleichgerichtet aus, indem deutlich
hauﬁger die 4-Klassenlosung als richtig identiﬁziert wird. Wahrend AIC und aBIC mit
einer Verschiebung um ca. 40 Prozentpunkte reagieren, zeigt sich der BIC mit einer An-
teilsverschiebung um 20 Prozentpunkte etwas weniger sensitiv hinsichtlich der fehlen-
den Intercept-Messinvarianz. Dieses Ergebnis kann damit plausibilisiert werden, dass die
Nichtberucksichtigung von fehlender Intercept-Messinvarianz bei der Modellschatzung ei-
ne zusatzliche Komponente von Heterogenitat zwischen den Klassen einfuhrt, welche uber
allgemeine Klassendistanz hinaus geht (vgl. Kim & Wang, 2017: 8). Insofern ist es plausi-
bel, dass diese zusatzliche Heterogenitat mit einer hauﬁgeren Identiﬁkation von zu vielen
Klassen einhergeht.
Dieser Eﬀekt wird in der 5. Konﬁguration fur den AIC und den aBIC noch weiter
verstarkt. Die zusatzlich fehlende Messinvarianz der Faktorladungen fuhrt hier zu einer
87
noch starkeren Uberidentiﬁkation von latenten Klassen. Die Klassiﬁkation nach dem BIC
fallt etwas aus dem Rahmen, da sich hier sowohl eine Uber- wie auch eine Unteridentiﬁ-
kation von latenten Klassen feststellen lasst. Auch hier zeigt sich allerdings der BIC noch
am robustesten hinsichtlich der korrekten Klassenidentiﬁkation, da er noch in knapp 42 %
der Replikationen die korrekte Klassenanzahl anzeigen kann, wohingegen AIC und aBIC
deutlich schlechter abschneiden.
In der 6. Simulationskonﬁguration der Messinvarianz werden langsschnittliche und grup-
penspeziﬁsche Non-Invarianzen hinsichtlich der Intercepts und der Faktorladungen kom-
biniert. Die gruppenspeziﬁsche Non-Invarianz wurde in einer Gruppe als eine positive und
in der anderen Gruppe als eine negative Abweichung speziﬁziert. Da die langsschnittliche
Abweichung konstant als negative speziﬁziert wurde, nahert sich die positive Abweichungs-
gruppe im Schnitt an die Referenzgruppe an, wahrend sich die negative Abweichungsgrup-
pe weiter von der Speziﬁkation der Referenzgruppe entfernt (siehe hierzu auch Tabelle 4
und 5).
Wie vermutet, zeigt sich eine Interaktion zwischen fehlender langsschnittlicher und grup-
penspeziﬁscher Messinvarianz. Wahrend die gruppenspeziﬁsche Non-Invarianz in Stufe 5
in der Tendenz zur Identiﬁkation von zu vielen Klassen fuhrte, dreht sich dieser Trend bei
der Kombination beider Formen von fehlender Messinvarianz um. BIC und aBIC favori-
sieren die 2-Klassenlosung deutlich hauﬁger. Fur den AIC nimmt der Anteil der richtigen
Klassen zwar zu, was aber unter Berucksichtigung der Tendenz zur Uberidentiﬁkation
des AIC einem gleichgearteten Eﬀekt wie beim BIC und aBIC entspricht. Durch die
Annaherung der einen latenten Klasse an die Referenzgruppe (und der gleichzeitigen wei-
teren Entfernung der anderen Klasse) werden im Durchschnitt eher Losungen favorisiert,
welche weniger Klassen aufweisen.
Anhand der Klassenidentiﬁkation entlang der sechs Abstufungen der Simulation zur Mes-
sinvarianz lassen sich drei wesentliche Ergebnisse ableiten.
 Alle IC-Indizes sind außerst robust gegenuber langsschnittlicher Non-Invarianz. Dies
gilt sowohl fur die Faktorladungen als auch fur die Intercepts der manifesten Indi-
katoren.
 Gruppenspeziﬁsche Non-Invarianz wirkt sich deutlich negativ auf die Fahigkeit der
IC-Indizes zur korrekten Klassenidentiﬁkation aus. Dies gilt bereits bei Verzerrung
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der Intercepts und wird zusatzlich durch fehlende Invarianz hinsichtlich der Faktor-
ladungen verstarkt.
 In Kombination mit gruppenspeziﬁschen Unterschieden wirkt sich auch fehlende
langsschnittliche Invarianz der Messung auf die Klassenidentiﬁkation nach den IC-
Indizes aus. Je nach Stoßrichtung der Vorzeichnen werden Gruppenunterschiede
verstarkt oder nivelliert, was die Klassenidentiﬁkation verfalscht.
Tabelle 7: Prozentuale Klassenidentiﬁkation nach Klassendistanz-Stufen
sep 1.aic 2.aic 3.aic 4.aic 1.bic 2.bic 3.bic 4.bic 1.abic 2.abic 3.abic 4.abic
1.00 0.00 75.67 20.67 3.67 0.00 100.00 0.00 0.00 0.00 99.00 1.00 0.00
2.00 0.00 60.33 30.00 9.67 0.00 100.00 0.00 0.00 0.00 96.00 4.00 0.00
3.00 0.00 0.00 64.33 35.67 0.00 0.00 100.00 0.00 0.00 0.00 95.00 5.00
Info: Invar=1, Mixing=33.33.33, Nobs=1300.
Fallzahl pro Konﬁguration jeweils 300 (Replikationen)
Klassendistanz (sep). Die Ergebnisse zur Klassendistanz sind sehr eindeutig (siehe
Tabelle 7). Fur die Klassenunterschiede von 0.8 MD (sep=1) und 1.5 MD (sep=2) wird
durchgehend eine Klasse zu wenig identiﬁziert. Wahrend dies fur den BIC in 100 % der
Replikationen der Fall ist, schneidet der aBIC mit 96 und 99 % der Replikationen nur
marginal besser ab. Der AIC schneidet, aufgrund seiner allgemeinen Bevorzugung von
Losungen mit mehr Klassen, hier etwas besser ab. Trotz dessen wird in der Mehrzahl der
Replikationen nicht die korrekte Anzahl an Klassen identiﬁziert.
Fur die Simulationsauspragung mit einer Klassendistanz von 4.0 MD (sep=3) dreht sich
das Bild vollig. BIC liefert uber die Replikationen hinweg ein perfektes Ergebnis ab,
wahrend der aBiC in 95 % der Falle die korrekte 3-Klassenlosung ﬁndet. Der AIC schnei-
det unter einer großen Klassendistanz wiederum vergleichsweise schlecht ab und ﬁndet nur
in knapp 64 % der Replikation die richtige Losung, wobei die nicht richtig identiﬁzierten
Replikationen zugunsten von zu vielen Klassen ausfallen. Hier zeigt sich, wie zentral die
Klassendistanz fur die korrekte Identiﬁkation von latenten Klassen ist. Obwohl sich die
Klassendistanzen von 0.8 und 1.5 MD im Rahmen der ublichen Werte fur Simulationsstu-
dien zu GMMs bewegen (vgl. z. B.: Depaoli, 2013; Liu & Hancock, 2014; Lubke & Neale,
2006; Peugh & Fan, 2012), zeigt sich, dass fur die Klassenidentiﬁkation in Rahmen von
MIGM-Modellen hohere Klassendistanzen anzuraten sind, um verlassliche Ergebnissen zu
bekommen.37
37Naturlich gilt dieser Befund strenggenommen nur fur MIGMMs, welche in ahnlicher Form (z. B. mit
diachronen Residuenkorrelationen) speziﬁziert wurden, wie das fur die Simulation angesetzte Simulati-
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Tabelle 8: Prozentuale Klassenidentiﬁkation nach Nobs-Stufen
nobs 1.aic 2.aic 3.aic 4.aic 1.bic 2.bic 3.bic 4.bic 1.abic 2.abic 3.abic 4.abic
1.00 0.00 0.00 61.33 38.67 0.00 1.00 98.33 0.67 0.00 0.00 73.33 26.67
2.00 0.00 0.00 60.00 40.00 0.00 0.00 99.67 0.33 0.00 0.00 89.33 10.67
3.00 0.00 0.00 64.33 35.67 0.00 0.00 100.00 0.00 0.00 0.00 95.00 5.00
Info: Invar=1, Mixing=33.33.33, Klassendistanz=4 MD.
Fallzahl pro Konﬁguration jeweils 300 (Replikationen)
Fallzahl (nobs). Aus Tabelle 8 konnen die Ergebnisse fur die Variation der Fallzahl
zwischen 300 (nobs=1), 700 (nobs=2) und 1300 (nobs=3) Beobachtungsfallen entnommen
werden. Der BIC zeigt fur jede Fallzahlkombination außerst robuste Klassiﬁkationsanteile
an. Zwar steigt auch fur den BIC die Rate der richtigen Identiﬁkationen mit der Fallzahl,
aber die Unterschiede sind hier so gering, dass sie kaum noch interpretationsfahig sind,
wenn man berucksichtigt, dass ein gewisser Grad an Variabilitat bereits durch die Zu-
fallsziehung der Replikationen gegeben ist. Fur den aBIC gestalten sich die Unterschiede
schon deutlicher. Fur 300 Beobachtungsfalle werden nur knapp 74 % der Replikationen
richtig identiﬁziert, was bei 1300 Beobachtungsfallen bereits auf 95 % ansteigt. Der AIC
zeigt sich ebenfalls hinsichtlich der Fallzahl sensibel, auch wenn der Eﬀekt deutlich gerin-
ger als bei aBIC ausfallt und auf einer niedrigeren Ausgangsbasis (zwischen 60 und 64 %)
verlauft.
Es kann festgehalten werden, dass (unter ansonsten gunstigen Randbedingungen, wie Mes-
sinvarianz, gleichen Gruppenanteilen und guten Klassenseparationen) die Fallzahl einen
positiven Einﬂuss auf die Identiﬁkationsraten des aBIC und, in geringerem Maße, auf den
AIC ausubt. Der BIC scheint hingegen schon ab der niedrigsten getesteten Fallzahl von
300 gute Ergebnisse zu liefern. Die hier identiﬁzierte gesteigerte Sensitivitat des aBIC
gegenuber der Fallzahl zeigte sich auch in anderen Studien (konkret unter 500 Fallen)
(vgl. Henson et al., 2007: 221 ﬀ.).
Tabelle 9: Prozentuale Klassenidentiﬁkation nach Mixing-Stufen
mixing 1.aic 2.aic 3.aic 4.aic 1.bic 2.bic 3.bic 4.bic 1.abic 2.abic 3.abic 4.abic
1.00 0.00 0.00 64.33 35.67 0.00 0.00 100.00 0.00 0.00 0.00 95.00 5.00
2.00 0.00 0.00 62.67 37.33 0.00 0.00 100.00 0.00 0.00 0.00 95.67 4.33
3.00 0.00 0.00 68.00 32.00 0.00 3.33 96.67 0.00 0.00 0.00 94.00 6.00
Info: Invar=1, Nobs=1300, Klassendistanz=4 MD.
Fallzahl pro Konﬁguration jeweils 300 (Replikationen)
onsmodell.
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Mixing Proportions (mixing). Der Eﬀekt der Anteilsverhaltnisse zwischen den Klas-
sen fallt insgesamt sehr schwach aus. Die gleichverteilte Klassenzusammensetzung (mi-
xing=1) von jeweils 33 % der Beobachtungen pro Klasse und die moderat schiefverteilte
Klassenzusammensetzung (mixing=2) mit 17, 33 und 40 % der Beobachtungsfalle weisen
hinsichtlich der Klassenidentiﬁkation von AIC, BIC und aBIC keine interpretationsfahigen
Unterschiede auf (siehe Tabelle 9). Erst die dritte Simulationskonﬁguration (mixing=3)
mit einer kleinen Klasse von 5 % (5 %, 45 %, 50 %) zeigt geringfugige Unterschiede hin-
sichtlich der Treﬀerquote von AIC und BIC. Fur den AIC steigt der Anteil der korrekt
zugeordneten Replikationen auf Kosten des Anteils an 4-Klassenlosungen. Hierbei liegt die
Interpretation nahe, dass die allgemeine Tendenz des AIC zur Identiﬁkation von zu vielen
Klassen bei einer kleinen Klassengroße kompensiert wird. Beim insgesamt hinsichtlich der
Klassenidentiﬁkation als deutlich konservativer einzuschatzenden BIC (vgl. Usami et al.,
2017: 594) zeigt sich der gegenteilige Zusammenhang. Klassenanteilsverhaltnisse mit ei-
ner besonders kleinen Klasse fuhren hier zu einer leichten Tendenz zur Identiﬁkation von
2-Klassenlosungen, wobei auch diese Tendenz sehr schwach ausgepragt ist. Abweichungen
der Treﬀerquote des aBIC erscheinen nicht interpretationswurdig.
Die fehlenden Unterschiede zwischen gleich und moderat ungleich verteilten Konﬁgura-
tionen sind nicht uberraschend und wurden so auch schon bei der Begrundung des Simu-
lationsdesigns vermutet. Bisherige Simulationsstudien haben nahe gelegt, dass moderat
ungleichgewichtete Klassen keinen wesentlichen Eﬀekt auf die Modellperformanz haben
(vgl. Liu & Hancock, 2014: 190). Vermeintlich uberraschend erscheint allerdings der ge-
ringe Einﬂuss in der dritten Kategorie mit einer außerst kleinen Klasse. Hier war zu
erwarten, dass sich die Chance fur die Identiﬁkation der korrekten Klassenanzahl deutlich
verschlechtert (vgl. Depaoli, 2013: 190). Hierbei muss allerdings beachtet werden, dass
der geringe Eﬀekt vor dem Hintergrund der anderen ﬁxierten Simulationsparameter be-
trachtet werden muss. Insbesondere die hohe Fallzahl von 1300 ist hierbei entscheidend.
Auch bei einem prozentual geringen Klassenanteil von 5 % ist die kleine Klasse noch mit
durchschnittlich (im Rahmen der Schwankungen der Replikationen) 65 Beobachtungen
vertreten, was die erfolgreiche Klassenidentiﬁkation begunstigt. Wie auch schon in der
Diskussion der Simulationsparameter angemerkt, wird sich der Eﬀekt der Konﬁguration
mit einer kleinen Klasse erst in Kombination mit anderen Simulationsgroßen (wie der
absoluten Fallzahl) voll entfalten (vgl. hierzu auch Abschnitt 9.2).
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9.2 Interaktionseﬀekte bzgl. AIC, BIC, aBIC
Neben den isolierten Haupteﬀekten der einzelnen Simulationsgroßen wurden auch An-
nahmen hinsichtlich der Kombination der Simulationsparameter aufgestellt. Diese Inter-
aktionseﬀekte sollen im Weiteren untersucht werden. Dafur werden wiederum, wie zuvor
fur die Haupteﬀekte, die jeweils nicht betrachteten Simulationsgroßen konstant gehal-
ten, um eine moglichst verzerrungsfreie Interpretation zu ermoglichen. Zur Darstellung
der Ergebnisse wurde auf sogenannte Mosaikplots zuruckgegriﬀen, welche die mehrfachen
Kontigenztabellen leichter intepretierbar wiedergeben konnen. Die Flachen der rechtecki-
gen Felder, die fur eine Merkmalskombination stehen, sind in ihrer Große proportional
zur Anzahl der Beobachtungen/Replikationen, die diese Merkmalskombination aufweisen.
Die schwarzen Rechtecke (sofern uberhaupt sichtbar/vorhanden) stehen fur die Anzahl
der Replikationen, welche als 1-Klassenmodell eingestuft wurden. Die roten Rechtecke
stehen fur die 2-Klassenlosungen. Grun steht hingegen fur die korrekte Identiﬁkation
als 3-Klassenmodell, wie es im Populationsmodell vorgesehen ist. Die Große der blau-
en Rechtecke gibt hingegen die Anzahl der 4-Klassenlosungen wieder. Die proportionalen
Anteile der Rechtecke konnen miteinander verglichen und in Beziehung gesetzt werden,
da die zugrundeliegende Fallzahl immer 300 Replikationen entspricht und die ubrigen Si-
mulationsparameter auf analytisch gunstigen Auspragungen konstant gehalten werden.
Die genaue prozentuale (numerische) Aufschlusselung der Klassenidentiﬁkation kann zum
Vergleich auch aus dem Anhang entnommen werden (siehe z. B. Tabelle 41 und 42).
Fallzahl und Mixing Proportions. Es wurde angenommen, dass analog zu den bishe-
rigen Ergebnissen zu GMMs die Mixing Proportions, fur sich genommen, wenig Einﬂuss
auf die Klassenidentiﬁkation von MIGMMs ausuben. Lediglich in Datensituationen, in
welchen sich ungunstige Bedingungen addieren, wurde ein Eﬀekt vermutet. Insbesonde-
re die Kombination aus geringer Fallzahl und kleinen prozentualen Klassengroßen sollte
einen Eﬀekt aufweisen.
Wie Graﬁk 7 entnommen werden kann, zeigt sich der vermutete Eﬀekt so auch im Ergeb-
nis der Simulation. Der Anteil der Replikationen, welche falsch als 2-Klassenmodelle iden-
tiﬁziert wurden (rote Rechtecke in Graﬁk) zeigt sich fast nur in der Mixing-Proportions-
Auspragung mit einer sehr kleinen Klasse und zudem nur, wenn die Fallzahl der Simulation
bei 300 oder 700 Beobachtungen liegt.
Daraus lasst sich der Schluss ziehen, dass Mixing Proportions nur bei einer sehr kleinen
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Abbildung 7: Interaktionseﬀekt zwischen Fallzahl und Klassenanteilen (Nobs*Mixing) bzgl.
Klassenidentiﬁkation nach AIC, BIC und aBIC.
Replikationsanzahl pro Konﬁguration jeweils 300.
Legende: Schwarz=1-Klassen, Rot=2-Klassen, Grun= 3-Klassen; Blau=4-Klassen
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Klasse (5 %) fur die Klassenidentiﬁkation von MIGMMs relevant sind und dieses Problem
zudem durch eine hohe Fallzahl (hier 1300) so gut wie vollstandig behoben werden kann.
Auch wenn diese Beziehung sowohl fur AIC, BIC und aBIC gilt, scheint die hohe Fallzahl,
bei einem ungunstigen Klassenverhaltnis, besonders fur den BIC wichtig zu sein. Wie bei
der Interpretation des Haupteﬀekts der Mixing Proportions bereits vermutet, zeigt sich
der Eﬀekt von prozentualen kleinen Klassen nur bei einer ebenfalls geringen Fallzahl. Fur
die gleichgewichteten und moderat ungleichgewichteten Klassenanteile lasst sich kaum ein
Interaktionseﬀekt mit der Fallzahl ausmachen.38
Messinvarianz und Klassendistanz. Die Ergebnisse der kombinierten Betrachtung
von Messinvarianzauspragungen und den Abstufungen der Klassenseparation spiegeln
zum Großteil die Ergebnisse der bereits betrachteten Haupteﬀekte wieder (vgl. Abbil-
dung 8). Der starke Einﬂuss der Klassendistanz zeigt sich in der Uberreprasentation
der 2-Klassenlosung fur die Distanzen 0.8 MD (1) und 1.5 MD (2). Diese Dominanz
kann fur BIC und aBIC nur dann aufgebrochen werden, wenn durch die gruppenspe-
ziﬁschen Nicht-Invarianzen eine zusatzliche Form von Klassen-Heterogenitat eingefuhrt
wird. Dies triﬀt fur den aBIC in einem hoheren Maße zu, wie fur den BIC. Betrach-
tet man die Ergebnisse von AIC im Vergleich, kann man zu der Schlussfolgerung ver-
leitet werden, dass der AIC bei einer geringeren Klassendistanz, in Kombination mit
partieller langsschnittlicher oder gruppenspeziﬁscher Non-Invarianz, besser geeignet ist
als die anderen IC-Maße. Allerdings zeigt der AIC bei geringer Klassendistanz in den
starker ausgepragten Non-Invarianzkonﬁgurationen eine massive Uberidentiﬁkation hin
zur 4-Klassenlosung. In Anbetracht dessen, kann in dieser Gegenuberstellung kein klarer
Gewinner zwischen den IC-Maßen ausgemacht werden. Das Zusammenspiel zwischen der
Klassendistanz und den Invarianzstufen lauft, alles in allem, darauf hinaus, dass sich in
der invarianten und in den langsschnittlichen Konﬁgurationen zunachst kein Moderations-
eﬀekt zeigt und erst bei der Betrachtung der Konﬁgurationen mit Gruppenunterschieden
eine Tendenz zur Identiﬁkation von mehr Klassen sichtbar wird. Wie man am aBIC und
am AIC erkennen kann, fuhrt diese Tendenz jedoch nicht zwangslauﬁg zu einer besseren
Klassenidentiﬁkation, sondern kann auch zur Uberextraktion fuhren. Fur die Kombinati-
on von langsschnittlicher und gruppenspeziﬁscher Non-Invarianz lasst sich zudem keine
klare Tendenz des Interaktionseﬀektes erkennen.
38Nur der BIC reagiert in der Kategorieauspragung der moderat ungleichgewichteten Klassenanteile
auf eine Fallzahl von 300 mit einer geringfugig schlechteren Klassenidentiﬁkation.
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Abbildung 8: Interaktionseﬀekt zwischen Invarianzabstufungen und Klassendistanz (Invar*Sep)
bzgl. Klassenidentiﬁkation nach AIC, BIC und aBIC.
Replikationsanzahl pro Konﬁguration jeweils 300.
Legende: Schwarz=1-Klasse, Rot=2-Klassen, Grun= 3-Klassen; Blau=4-Klassen
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Messinvarianz und Fallzahl. Wie bereits bei der Betrachtung des Haupteﬀekts der
Fallzahl zeigen sich bei der kombinierten Analyse nach Invarianzform und Fallzahl Unter-
schiede zwischen den IC-Indizes (vgl. Abbildung 9). Der anfangs angenommene verstarkende
negative Einﬂuss von kleinen Fallzahlen auf Invarianzverletzungen lasst sich in dieser all-
gemeinen Form nicht halten.
Der BIC zeigt in den langsschnittlichen Invarianzenformen keine nennenswerte Sensitivitat
hinsichtlich der Fallzahl. Fur alle Invarianz- und Fallzahlkombinationen ist die korrekte
Klassenidentiﬁkation sehr hoch. Erst ab den gruppenspeziﬁschen Messunterschieden lasst
sich ein Eﬀekt ausmachen. Fur Gruppenunterschiede in den Interceptwerten (Invar=4)
zeigt sich mit steigender Fallzahl eine leichte Tendenz zur Uberidentiﬁkation von latenten
Klassen zugunsten der 4-Klassenlosung. Fur die Konﬁguration mit Gruppenunterschieden
in den Intercepts und Faktorladungen bleibt diese Tendenz zur Uberidentiﬁkation erhal-
ten, wirkt sich aber in der Summe positiv auf die korrekte Klassenidenﬁtikation aus, da
hauﬁger die richtige 3-Klassenlosung bevorzugt wird. Das gleiche Muster zeigt sich auch
in der kombinierten Konﬁguration mit langschnittlicher und gruppenspeziﬁscher Nicht-
Invarianz, wenn auch weniger stark ausgepragt und in absoluten Zahlen auf einem niedri-
gen Niveau. Insgesamt lasst sich festhalten, dass fur den BIC in den langschnittlichen In-
varianzenformen kein interpretationswurdiger Interaktionseﬀekt mit der Fallzahl auftritt.
Die Wirkung von Gruppenunterschieden und kombinierten Unterschieden in den Mess-
modellen kann allerdings durch eine hohe Fallzahl abgemildert werden, wodurch hauﬁger
richtige Klassenlosungen identiﬁziert werden konnen. Dieser Interaktionseﬀekt ist aber
bei weitem nicht so stark, dass der Haupteﬀekt von fehlender Invarianz in Abstufung 4
bis 6 aufgehoben werden kann.
Fur den aBIC zeigt sich ein einheitliches Muster in der invarianten und den bei-
den langsschnittlich abweichenden Konﬁgurationen (1 bis 3). Je hoher die Fallzahl, desto
eher wird die korrekte Klassenanzahl statt der falschen 4-Klassenlosung festgestellt. Der
Umfang dieses Eﬀekts unterscheidet sich zwischen den ersten drei Invarianzstufen nicht,
weshalb noch nicht von einem Interaktionseﬀekt zu sprechen ist. Hier schlagt lediglich
der Haupteﬀekt der Fallzahl auf die Klassenidentiﬁkation des aBIC durch. Die 4. Inva-
rianzkonﬁguration stellt fur diese Beziehungen jedoch den Wendepunkt dar. Hier spielt
die Fallzahl zunachst keine Rolle fur die Klassenidentiﬁkation. In der 5. und 6. Stufe mit
den Messunterschieden in den Intercepts und Faktorladungen erhoht sich hingegen mit
steigender Fallzahl der Anteil der 4-Klassenlosungen. Das gleiche Fazit lasst sich auch auf
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Abbildung 9: Interaktionseﬀekt zwischen Invarianzabstufungen und Fallzahl (Invar*Nobs) bzgl.
Klassenidentiﬁkation nach AIC, BIC und aBIC.
Replikationsanzahl pro Konﬁguration jeweils 300.
Legende: Schwarz=1-Klasse, Rot=2-Klassen, Grun= 3-Klassen; Blau=4-Klassen
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den AIC ausweiten. Der einzige Unterschied im Vergleich zum Zusammenhangsmuster
fur den aBIC besteht darin, dass der AIC in der invarianten und den langsschnittlichen
Konﬁguration nicht von der Fallzahl (als Haupteﬀekt) beeinﬂusst wird.
Zusammenfassend lasst sich fur die drei IC-Indizes kein Interaktionseﬀekt der Fallzahl
in den langsschnittlichen Non-Invarianzauspragungen ausmachen. Erst in den Konﬁgu-
rationen mit Gruppenunterschieden lasst sich eine Tendenz zur Identiﬁkation von mehr
latenten Klassen ausmachen. Dies kann sich in der Summe leicht positiv auf die korrekte
Klassenidentiﬁkation auswirken (siehe BIC), aber auch zur vermehrten Uberidentiﬁkation
von unnotigen Klassen fuhren (siehe AIC und aBIC).
Messinvarianz und Mixing. Fur das Zusammenspiel von Klassengroße und Verlet-
zungen der Messinvarianz wurde angenommen, dass sich Interaktionen vor allem fur
die Konﬁguration mit einer sehr kleinen Klasse einstellen sollten. Nach ersten Plau-
sibilitatsuberlegungen sollte sich durch die Kombination von kleiner Klassengroße und
Verzerrungen in den Messungen die Chance dafur erhohen, dass die kleine Klasse einer
anderen Entwicklungsklasse zugeordnet wird. Auch der entgegengesetzte Zusammenhang
ist denkbar, bei dem die kleine Klasse bei fehlerbehafteter Messung in zwei distinkte
Gruppen eingruppiert wird oder zumindest die Abgrenzung der anderen latenten Wachs-
tumsverlaufsgruppen erschwert. Je nach empirischer Verteilung (bzw. je nach simulierter
Zufallsziehung) erscheinen beide Stoßrichtungen als plausibel.
Fur die ersten beiden Invarianzstufen (Invar 1 u. 2) zeigt sich fur keinen der IC-Indizes
ein bedeutender Unterschied in der Klassenidentiﬁkation in Abhangigkeit von den prozen-
tualen Klassenverhaltnissen (vgl. Abbildung 10). Erst in der dritten Invarianzstufe mit
langsschnittlichen Unterschieden in den Intercepts und den Faktorladungen lasst sich ei-
ne Interaktion fur alle drei IC-Indizes identiﬁzieren. Fur den aBIC und den AIC fuhrt
die Kombination aus langsschnittlicher Non-Invarianz und kleiner Klassengroße zu einer
deutlich starkeren Uberidentiﬁkation von latenten Klassen. Auch fur den (tendenziell kon-
servativeren) BIC zeigt sich ein deutlicher Eﬀekt, welcher sich allerdings in einer Unter-
und in einer Uberidentiﬁkation der latenten Klassen der Replikationen außert. Entgegen
den Erwartungen zeigt sich fur gruppenspeziﬁsche Messunterschiede in den Intercepts
(Invar=4) fur alle IC-Indizes ein positiver Zusammenhang mit dem Grad an Schiefver-
teilung der Klassenanteile. Je kleiner eine Gruppe wird, desto seltener wird eine Repli-
kation falschlicherweise als 4-Klassenlosung identiﬁziert. Eine mogliche Deutung hierfur
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ware, dass durch eine geringere Anzahl von Fallen in einer Klasse auch die durch die
Intercept-Unterschiede erzeugte Klassen-Heterogenitat reduziert wird, was wiederum die
allgemeine Tendenz zur Uberidentiﬁkation in der 4. Invarianzkonﬁguration abschwacht.
Fur die 5. und 6. Invarianzform, welche wiederum die Unterschiede hinsichtlich der Fak-
torladungen ausweisen, dreht sich dieser Zusammenhang und fuhrt in der groben Tendenz
wieder zu einer Klassenuberidentiﬁkation. Es kann festgehalten werden, dass sich entgegen
den ersten Erwartungen keine einheitliche Interaktionswirkung von geringer Klassengroße
und Verletzungen der Messinvarianz ausmachen lasst. Eine geringe Klassengroße von 5
% scheint zwar insgesamt einen verstarkenden negativen Eﬀekt zu haben, aber nur bei
Konﬁgurationen, welche sowohl Verzerrungen der Intercepts als auch der Faktorladungen
aufweisen. Und selbst in diesen Konﬁgurationen ist der Eﬀekt nicht uber die IC-Indizes
hinweg stabil. aBIC und BIC scheinen insgesamt sensibler zu reagieren, wohingegen der
AIC relativ robust (wenn auch an der absoluten Klassenidenﬁtikationsraten gemessen
keineswegs optimal) gegenuber dem Zusammenspiel von Messinvarianzverzerrungen und
geringer Klassengroße ist.
9.3 Modellbasierte Analyse bzgl. AIC, BIC, aBIC
Fur die modellbasierte Auswertung zur Klassenidentiﬁkation wurden drei abhangige Va-
riablen fur die IC-Indizes AIC, BIC und aBIC erstellt, welche den Wert ¾1¿ annehmen,
wenn in der jeweiligen Replikation das Modell mit der korrekten Klassengroße von 3 als
richtiges/bestes Modell identiﬁziert wurde. Wenn hingegen die 1-, 2- oder 4-Klassenlosung
in der Replikation als richtig identiﬁziert wurde, dann nehmen die abhangigen Variablen
den Wert ¾0¿ an.
Diese neu gebildeten Variablen wurden als abhangige Großen in logistischen Regressions-
modellen verwendet. Die unabhangigen Variablen der Regression sind die Simulations-
großen und die Interaktionsterme zwischen diesen Großen. Bei der modellbasierten Aus-
wertungen werden nicht mehr nur Teilgruppen von Simulationskonﬁgurationen betrach-
tet (wie zuvor durch das Konstanthalten der nicht betrachteten Simulationsgroßen). In
die Analysen ﬂießen alle 162 Simulationskonﬁgurationen mit jeweils 300 Replikationen39
ein. Dies fuhrt zu einer sehr hohen Fallzahl, weshalb es nicht mehr sinnvoll erscheint,
dass die Signiﬁkanz eines Eﬀekts als Kriterium fur dessen Interpretation herangezogen
39Fur 6 Simulationskonﬁguration sind nicht alle 300 Replikationen konvergiert (sondern jeweils nur 299
Replikationen). Dies fuhrt zu einer Gesamtfallzahl von 48594 fur die Modellschatzungen.
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Abbildung 10: Interaktionseﬀekt zwischen Invarianzabstufungen und Klassenanteilen (In-
var*Mixing) bzgl. Klassenidentiﬁkation nach AIC, BIC und aBIC.
Replikationsanzahl pro Konﬁguration jeweils 300.
Legende: Schwarz=1-Klasse, Rot=2-Klassen, Grun= 3-Klassen; Blau=4-Klassen
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wird. Da durch den Zufallsprozess der Monte-Carlo-Simulation ein gewisses ¾Rauschen¿
in der simulierten Datenbasis erzeugt wird, durfen diese Eﬀekte, auch wenn sie bedingt
durch die hohe Fallzahl signiﬁkant werden, nicht uberinterpretiert werden. Ein geeigne-
teres Kriterium fur die Interpretation stellt die Eﬀektstarke dar, welche hier anhand der
Odds-Ratio-Werte bestimmt wird. Zur inhaltlichen Interpretation eines Eﬀekts wurde ei-
ne Eﬀektstarke von mindestens ±0.2 d (Cohen's d) (bzw. Pearsons r von 0.1) festgelegt,
was bei einer Umrechnung in Odds-Ratios (Umrechung nach Borenstein et al. (2009)) in
etwa einem Odds-Ratio-Wert von uber 1.4 (bzw. unter 0.70) entspricht. Aus Abbildung
11 konnen die Average Maginal Eﬀects (AME) Schatzer (mit den dazugehorigen 95-%-
Konﬁdenzintervallen) fur die Haupt- und Interaktionseﬀekte der logistischen Regressions-
modelle40 entnommen werden.41 Da die unabhangigen Simulationsgroßen dummykodiert
in die Regressionsmodelle eingehen, sind die AME-Schatzer jeweils bezogen auf die ers-
te Kategorie der Simulationsgroße zu interpretierten.42 Die AME-Schatzer geben somit
die uber alle Beobachtungen gemittelte durchschnittliche Anderung der Wahrscheinlich-
keit fur eine richtige Klassenidentiﬁkation wieder, welche unter statistischer Kontrolle der
restlichen Modellvariablen im Vergleich zur jeweiligen Referenzkategorie erzielt wird (vgl.
Urban & Mayerl, 2018: 406). Die in Abbildung 11 gepunktet eingezeichneten Orientie-
rungslinien verlaufen bei y = ±0.05 und grenzen die nicht inhaltlich interpretationsfahigen
Eﬀekte von den tatsachlich bedeutsamen Einﬂussen ab. Die AME-Schatzer konnen zwar
nicht unmittelbar in die Eﬀektstarkegrenzen der Odds-Ratios uberfuhrt werden, aber ein
Vergleich mit Tabelle 44 zeigt, dass die Grenzziehung fur die hier berichteten Eﬀekte
(nahezu) deckungsgleich ist.
9.3.1 Modellbasierte Haupteﬀekte
Bzgl. des Haupteﬀekts der Messinvarianzabstufungen zeigt sich wie bereits in der de-
skriptiven Analyse der prozentualen Klassenidentiﬁkationstabellen, dass langsschnittliche
Verzerrungen keinen bedeutenden Einﬂuss auf die korrekte Klassenidentiﬁkation haben,
40Aufgrund von Multikollinearitatsproblemen und einer erhohten Wahrscheinlichkeit fur vollstandige
bzw. quasi-vollstandige Separation konnte der Interaktionsterm zwischen der Messinvarianz und der Klas-
senseperation nicht zusatzlich in die Schatzmodelle mit aufgenommen werden. Alternative Modelle wur-
den jedoch geschatzt und widersprechen den Ergebnissen aus Abschnitt 9.2 inhaltlich nicht.
41Die vollstandigen Modelle konnen zusatzlich im Anhang A aus den Tabellen 43 (Logitkoeﬃzienten)
und 44 (Odds-Ratio) entnommen werden.
42Die Referenzkategorien sind folglich: Vollstandige Invarianz der Messkonstrukte uber die Zeit und
zwischen den Gruppen (Invar=1); eine Fallzahl von 300 (Nobs=1); eine Klassendistanz von 0.8 MD
(Sep=1) und eine prozentuale Gleichverteilung der Falle uber die drei latenten Klassen (Mixing=1).
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unabhangig vom zugrundeliegenden IC-Index. Fur Gruppenunterschiede in den manifes-
ten Intercepts lasst sich fur den AIC und den aBIC ein, im Durchschnitt aller Beobachtun-
gen und unter Kontrolle der restlichen Modellvariablen, leicht negativer Eﬀekt ausmachen.
Fur den BIC ist der Eﬀekt zwar gleichgerichtet, aber nicht mehr als bedeutsam einzustu-
fen. Fur Gruppenunterschiede in den Intercepts und in den Faktorladungen dreht sich das
Bild. Fur AIC und aBIC kann weder ein positiver noch negativer Eﬀekt bzgl. der rich-
tigen Klassenidentiﬁkation im Vergleich zur Referenzkategorie ausgemacht werden. Der
BIC zeigt hingegen eine um durchschnittlich 17.8 % reduzierte Wahrscheinlichkeit fur
eine korrekte Klassenidentiﬁkation im Vergleich zur Referenzkategorie mit volliger Mes-
sinvarianz. Dieser Eﬀekt verstarkt sich fur die kombinierte Invarianzform noch einmal
auf 25 % fur den BIC. Auch der aBIC zeigt in der Konﬁguration mit langsschnittlicher
und gruppenspeziﬁscher Messinvarianz mit 8 % einen bedeutsamen negativen Zusammen-
hang. Lediglich die Klassiﬁkationsrate des AIC wird durch die Invarianzstufen 5 und 6 im
Durchschnitt nicht beeinﬂusst. In der allgemeinen Tendenz gleichen sich die Haupteﬀekte
der Invarianzabstufungen der Modelle und die der deskriptiven Tabellenanalyse. Fur die
fehlende Messinvarianz auf der Gruppenebene und in der Kombination von zeitlicher und
gruppenspeziﬁscher Non-Invarianz lassen sich jedoch graduelle Unterschiede ausmachen.
Da die in den Modellen errechneten Eﬀekte allerdings uber alle Konﬁgurationen gemittelt
sind, wird dadurch keineswegs ein Widerspruch zu den deskriptiven Ergebnissen herge-
stellt.
Insgesamt fallt auf, dass der AIC auf verschiedene Formen der Invarianz wenig sensitiv
reagiert. Der aBIC und (insbesondere) der BIC reagieren bzgl. der korrekten Klasseniden-
tiﬁkation negativer.
Auch fur den Haupteﬀekt der Fallzahl zeigt sich in den Modellschatzungen ein gradu-
eller Unterschied zu den deskriptiven Analysen. Wahrend der aBIC und (in geringerem
Umfang) der AIC in den Tabellenanalysen noch mit besseren Klassiﬁkationsraten bei
einer Erhohung der Fallzahl reagierten, zeigt sich dies im Mittel uber alle Konﬁguratio-
nen (und unter Kontrolle aller restlichen Modellvariablen) nicht mehr. Zwar zeigen die
AME-Schatzer in die erwartete positive Richtung, was drauf hindeutet, dass eine hohere
Fallzahl die korrekte Klassenidentiﬁkation begunstigt, aber das absolute Ausmaß der Ef-
fekte ubersteigt den zuvor gesetzten Grenzwert fur eine substantielle Interpretation nicht.
Die Schatzergebnisse zu den Anteilsverhaltnissen zwischen den Klassen stimmen wiederum
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deutlicher mit den deskriptiven Tabellenanalysen uberein. Fur die moderat schiefverteilte
Auspragung zeigen sich keine nennenswerten negativen Eﬀekte. Die Auspragung mit einer
kleinen latenten Gruppe von 5 % beeinﬂusst die Klassenidentiﬁkation fur alle IC-Indizes
negativ. Wahrend der Eﬀekt mit einer um 5 bis 6 % schlechteren Wahrscheinlichkeit fur
die korrekte Identiﬁkation des AICs und des aBICs noch schwach ausfallt, fallt er fur
den, hinsichtlich der Klassenidentiﬁkation konservativeren, BIC mit einer Reduktion um
19-%-Punkte deutlich starker aus.
Auch die Einﬂusse der Klassendistanz stimmen mit den vorangegangenen bi-und triva-
riaten Analysen uberein. Wie bereits durch die Analyse der Kontingenztabellen nahe-
gelegt wurde, geht der starkste Einﬂuss des gesamten Modells von der Klassendistanz
aus. Bereits eine Steigerung von 0.8 MD auf 1.5 MD geht durchschnittlich mit einer
um 10 bis 14-prozentigen Steigerung der Rate der richtigen Klassenanzahl einher. Eine
Erhohung der Klassendistanz von 0.8 MD auf 4.0 MD geht daruber hinaus mit einer Stei-
gerung um 67.8- (BIC), 53- (aBIC) und 21-%-Punkte (AIC) einher. Diese AME-Schatzer
ubersteigen alle Haupt- und Interaktionseﬀekte im Modell und stellen die Wichtigkeit
der Klassendistanz fur die IC-Indizes im Rahmen von MIGMMs heraus. Zieht man die
Ergebnisse der deskriptiven Tabellenanalysen in Betracht, ist der geringe Einﬂuss auf
den AIC hochstwahrscheinlich auf die durchschnittliche Uberidentiﬁkation des AIC bei
4-Klassenlosungen zuruckzufuhren.
9.3.2 Modellbasierte Interaktionseﬀekte
Fallzahl und Mixing Proportions. Bereits bei der Darlegung der Annahmen zu den
Anteilsverhaltnissen zwischen den Klassen wurde angenommen, dass Probleme insbeson-
dere dann zu erwarten sind, wenn kleine Klassengroßen mit geringen Fallzahlen kom-
biniert werden. Die Auswertung anhand der Mosaikplots konnte diesen Zusammenhang
fur ansonsten ¾optimale¿ Bedingungen bestatigen. Auf Grundlage der Modelle kann die-
se Annahme, uber alle Konﬁgurationen betrachtet, partiell bestatigt werden. Alle Aus-
pragungen des Interaktionsterms zeigen einen positiven Einﬂuss von hoherer Fallzahl bei
kleinen Klassen. Allerdings uberschreiten die AME-Schatzer nur fur das BIC-Modell den
Grenzwert fur eine substantielle Interpretation (mit knapp 13-%-Punkten). Folglich kann
auch die (negative) Sensitivitat des BIC bei einer kleinen Klassengroße durch eine hohe
Fallzahl fast kompensiert werden. Der gleiche Zusammenhang gilt zwar rein rechnerisch
auch fur AIC und aBIC, aber weder die Haupteﬀekte noch die Interaktionsterme sind
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hierbei stark genug, um inhaltlich relevant zu sein. Entgegengesetzt betrachtet, hat eine
hohere Fallzahl zwar durchschnittlich keinen deutlichen Haupteﬀekt auf die richtige Klas-
senidentiﬁkation, kann aber bei geringen Klassengroßen kompensierend wirken und die
korrekte Identiﬁkation begunstigen. Folglich sind hohere Fallzahlen, unter der Bedingung,
dass kleinere Gruppen in der Stichprobe vermutet werden, generell zu empfehlen.
Messinvarianz und Fallzahl. Die moderierende Wirkung der Fallzahl auf Invarianz-
verletzungen (siehe hierzu auch Abschnitt 9.2) lasst sich auch anhand der Modellschatzungen
nicht ganzlich bestatigen und unterscheidet sich fur die einzelnen IC-Indizes. Der BIC zeigt
sich sehr robust gegenuber einer vermeintlich verstarken Wirkung von geringer Fallzahl
auf eine falsche Speziﬁkation der Messmodelle. Lediglich fur die Fallzahlauspragung von
1300 zeigt sich in der Kombination aus gruppen- und langsschnittlicher Invarianzverlet-
zung ein leicht positiver Interaktionseﬀekt. Dieser kann allerdings nicht einmal im Ansatz
den negativen Haupteﬀekt ausgleichen.
Der AIC reagiert starker auf die moderierende Wirkung der Fallzahl. Fur die ersten vier
Invarianzstufen lasst sich insbesondere bei der hochsten Fallzahl eine Tendenz zu bes-
seren korrekten Identiﬁkation ausmachen. Sobald jedoch in Invarianz-Kategorie 5 Grup-
penunterschiede in den Faktorladungen eingefuhrt werden, dreht sich der Zusammenhang
und geht mit weniger korrekten Identiﬁkationen einher. Fur die kombinierte Invarianz-
abstufung lasst sich kein moderierender Eﬀekt mehr entdecken. Der aBIC liegt bzgl.
der Sensitivitat dieser Interaktionsbeziehungen zwischen dem BIC und dem AIC. Eine
verstarkende Wirkung ist nur fur die gruppenspeziﬁschen Messunterschiede in den In-
tercepts festzustellen. Zusammenfassend kann von keiner einheitlichen Verstarkung des
Eﬀekts der Invarianzverletzungen durch geringe Fallzahlen gesprochen werden. Lediglich
der Invarianzeﬀekt des AICs wird durchschnittlich uber die Simulationskonﬁgurationen
hinweg moderiert. Falls folglich Zweifel bzgl. der zeitlichen Stabilitat der Messung be-
stehen, kann fur den AIC eine Erhohung der Fallzahl angeraten werden. Sobald jedoch
Zweifel an der Aquivalenz der Messung zwischen den latenten Klassen besteht, kann dies
nicht mehr unbedingt angeraten werden. Fur den BIC und (in geringerem Ausmaß) den
aBIC konnen verzerrende Invarianzverletzungen nicht wesentlich kompensiert (aber auch
nicht zugespitzt) werden.
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Messinvarianz und Mixing. Wie sich bereits bei der deskriptiven Auswertung der
Kontingenztabellen zeigte, besteht fur langsschnittliche Invarianzverletzungen erst dann
ein Interaktionseﬀekt, wenn sowohl Intercepts wie auch Faktorladungen verzerrt sind. Fur
die dritte Invarianzkategorie zeigt sich bei einer kleinen Klasse, dass die richtige Klasse-
nidentiﬁkation fur alle IC-Indizes erschwert wird.
Fur Messunterschiede zwischen den latenten Gruppen dreht sich diese Beziehung. Eine
besonders kleine Klasse geht hier, in der Tendenz, mit einer besseren Identiﬁkationsra-
te einher. Fur Interceptunterschiede (Invar=4) ist diese verstarkende Wirkung besonders
deutlich. Im Vergleich zur Gleichverteilung (und Messinvarianz) verbessert sich die Klasse-
nidentiﬁkation fur die drei IC-Indizes zwischen 17 und 22 -%-Punkten. Wiederum scheint
die Deutung plausibel, dass durch kleinere Klasse zusatzlich Heterogenitat zwischen den
Klassen (bedingt durch Interceptverzerrungen) aus den Daten herausgenommen wird. Fur
den AIC und den aBIC verschwindet dieser positive Eﬀekt in den Invarianzstufen 5 und
6 allerdings wieder. Fur den BIC bleibt der positive Interaktionseﬀekt von kleinen Klas-
sen in den Invarianzstufen 5 und 6 erhalten (mit 14 bis 21-%-Punkten). Der besonders
negative Haupteﬀekt der Invarianzstufen 5 und 6 auf den BIC kann hier durch den Mo-
derationseﬀekt der Klassengroße kompensiert werden.
Alles in allem muss festgehalten werden, dass eine Interaktionsbeziehung zwischen Mes-
sinvarianzverletzungen und kleinen Klassengroßen besteht. Da die Richtung und Wirkung
dieses Eﬀekts allerdings stark vom IC-Index und der jeweiligen Datensituation abhangen,
lassen sich hieraus keine allgemeingultigen Empfehlungen ableiten. Wahrend kleine Klas-
sen bei langsschnittlichen Invarianzverletzungen ein Problem darstellen konnen, gibt es
fur gruppenspeziﬁsche Messunterschiede Situationen, in welchen sie die korrekte Klasse-
nidentiﬁkation begunstigen konnen.
9.4 Diskussion zur IC-Klassenidentiﬁkation
Dass GMM- und SOGMM-Schatzungen weder zu viele noch zu wenige latente Klassen in
den Daten ﬁnden, ist vielleicht das zentrale Kriterium fur ihre Performanz und wichtige
Bedingung fur die sinnvolle Anwendung in der empirischen Forschungspraxis. Schließlich
stellt die (oft) explorativ betriebene Post-hoc-Klassenidentiﬁkation den genuinen Anwen-
dungsfall fur diese Klasse von Modellen dar. Wie die hier durchgefuhrten Auswertungen
zeigen, kann die Bedingung der richtigen Klassenauﬃndung nicht fur alle Datensituationen
befriedigend eingehalten werden. Sowohl die Datensituation (bzw. Simulationskonﬁgurati-
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on) als auch der verwendete IC-Index haben einen Einﬂuss darauf, ob die Klassenstruktur
der langsschnittlichen Entwicklungsverlaufsdaten im Rahmen von MIGMM-Schatzungen
zuverlassig aufgedeckt werden kann.
In den Auswertungen ist zunachst positiv aufgefallen, dass fur keinen der IC-Indizes
langsschnittliche Verletzungen der Aquivalenz der Messung einen nennenswerten Eﬀekt
auf die Klassenidentiﬁkation ausuben. Dies legt die Aussage nah, dass eine Veranderung
der Messung uber die Zeit die Leistungsfahigkeit von MIGMMs zur korrekten Klasseni-
dentiﬁkation nicht beeinﬂusst und daher (prinzipiell) vernachlassigt werden kann, wenn
man nur an der Gruppenanzahl interessiert sein sollte. Allerdings gelten hierfur zwei
wichtige Einschrankungen. (1) Fur Konﬁgurationen mit kleinen Klassen konnte gezeigt
werden, dass fehlende Messinvarianz uber die Zeit zum Problem werden kann und die
Wahrscheinlichkeit fur eine korrekte Klassenidentiﬁkation verringert. (2) Daruber hinaus
zeigt die Auswertung, dass sich in Kombination mit gruppenspeziﬁschen Unterschieden
auch die langsschnittliche Non-Invarianz der Messung auf die Klassenidentiﬁkation nach
den IC-Indizes auswirkt. Folglich sollte die Invarianz der Messung uber den Erhebungszeit-
raum hinweg aufgrund dieser Interaktionseﬀekte dennoch sichergestellt werden um eine
zuverlassige Klassenidentiﬁkation sicherzustellen. Der langsschnittliche Invarianztest ist
im Rahmen einer konﬁrmatorischen Faktorenanalyse moglich, sofern latente Messmodelle
eingesetzt werden. Somit empﬁehlt sich bereits bei langsschnittlichen Messungleichheiten
die Verwendung latenter Messmodelle im Rahmen von Growth Mixture Modellierungen
statt einfacher Composite Score Modelle (sprich MIGMMs statt GMMs), um die korrekte
Klassenidentiﬁkation zu begunstigen.
Fur Messunterschiede zwischen den latenten Gruppen fallt das Ergebnis noch deutlicher
aus. So zeigt sich hinsichtlich der Klassenidentiﬁkation bei Gruppenunterschieden in der
Tendenz ein deutlich schlechteres Ergebnis als bei den langsschnittlichen Non-Invarianzen.
Gleiches gilt auch fur die Kombination aus langsschnittlichen und gruppenspeziﬁschen
Messunterschieden. Besonders der BIC, aber auch der aBIC, zeigten sich hierfur sensi-
tiv. Auch wenn sich diese Haupteﬀekte durch hohere Fallzahlen teilweise kompensieren
lassen, wird hierdurch der Haupteﬀekt nicht aufgehoben. Auch kompensierende Eﬀekte
von kleinen Klassen konnen das Ergebnis der Haupteﬀekte nicht ganzlich aufheben.43
Dieses Ergebnis ist insofern problematisch, als dass Messgleichheit zwischen den latenten
43Lediglich die besonders schlechte Leistung des BIC bei Unterschieden in den Faktorladungen in den
Invarianzkonﬁgurationen 5 und 6 kann abgefangen werden.
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Klassen nicht vor der Schatzung von MIGMMs sichergestellt werden kann, wie bei der
langsschnittlichen Messung. Da die Anzahl und die Zuordnung der Klassen erst durch
das Schatzverfahren selbst hergestellt werden, kann keine Messmodelluberprufung vor der
Schatzung stattﬁnden. Auch eine Post-hoc-Prufung ist nicht sehr erfolgversprechend, da
die Zusammensetzung der latenten Klassen bereits verzerrt sein kann und nur deshalb eine
vermeidliche Un-/Gleichheit anzeigt.44 Allerdings sollte sich die empirische Praxis nicht
auf diese fehlende Testbarkeit zuruckziehen und das Problem ganzlich ignorieren. So kann
zum einen angeraten werden, dass sichergestellt wird, dass eine langsschnittliche Invarianz
besteht, um zumindest die Interaktion zwischen gruppenspeziﬁscher und langsschnittlicher
Invarianz weniger wahrscheinlich zu machen. Daruber hinaus scheint es ratsam, dass fur
MIGMM-Schatzungen vorrangig etablierte Messkonstrukte verwendet werden, welche vor-
zugsweise bereits anhand verschiedener bekannter Gruppen hinsichtlich Validitat und Re-
liabilitat uberpruft wurden. Dadurch kann wenigstens die Wahrscheinlichkeit dafur erhoht
werden, dass die Invarianz der Messung auch zwischen den latenten  vorher nicht bekann-
ten  Gruppen Bestand hat. Wenn dies nicht moglich ist, so sollte man Ergebnisse zur
Klassenidentiﬁkation mit Vorsicht interpretieren, sich des Problems zumindest bewusst
sein und bei der Ergebniseinordnung berucksichtigen.
Auch wenn eine hohere Fallzahl unter ansonsten optimalen Simulationsbedingungen einen
positiven Einﬂuss auf die richtige Klassenidentiﬁkation hat, ist der uber alle Replikationen
und Konﬁgurationen berechnete Haupteﬀekt so schwach, dass er nicht mehr substantiell
interpretiert werden sollte, auch wenn die Richtung der Eﬀekte den Erwartungen ent-
spricht. Insgesamt konnten mit den Auspragungen von 300, 700 und 1300 Fallen vermut-
lich keine kritischen Schwellenwerte uberschritten werden.45 Zumindest die Interaktion
mit der kleinen Klassengroße liefert einen Hinweis darauf, dass eine geringere Fallzahl
zu deutlicheren Problemen hatte fuhren konnen. Die Interaktion mit den Klassenanteils-
verhaltnissen macht daruber hinaus deutlich, dass Fallzahleinschatzungen fur Mixture-
Modellierungen naturlich immer in Bezug zur Anzahl der latenten Klassen betrachtet
werden mussen und nicht absolut.
Sowohl in den Tabellenanalysen als auch in der modellbasierten Auswertung konnte die
44Tatsachlich lassen sich Messunterschiede zwischen latenten Klassen bei MIGMM-Schatzungen nur im
Rahmen von MC-Studien nachweisen (durch Populationsdeﬁnition), da dies anhand empirischer Daten
aufgrund der aufgefuhrten Grunde prinzipiell nicht moglich ist.
45Auch die Anzahl der Messzeitpunkte kann als Informationsersatz, neben der tatsachlichen Fallzahl,
relevant sein. Da die Messzeitpunkte allerdings nicht variiert wurden, bleibt dies spekulativ und musste
gesondert getestet werden.
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Klassendistanz als wichtigste Bedingung fur eine korrekte Klassenidentiﬁkation herausge-
stellt werden. Die Bedeutung und Richtung der Beziehung sind dabei nicht uberraschend
und wurden auch durch die bisherigen Ergebnisse im Rahmen von Simulationsstudien
zu GMMs hauﬁg bestatigt. Uberraschend ist allerdings das Ausmaß der Bedeutung der
Klassendistanz. Bisherige Stimulationsstudien legten den Schluss nahe, dass Werte von
1.5 MD als mittlere oder große Klassendistanz einzustufen sind und daher auch gute Iden-
tiﬁkationsraten aufweisen. Fur MIGMM-Schatzungen kann diese Einstufung, gemessen an
den Ergebnissen der durchgefuhrten Simulation, nicht gelten. Erst ab einer Distanz von
4.0 MD konnten akzeptable Identiﬁkationsraten beobachtet werden. Naturlich kann ange-
merkt werden, dass die Bandbreite zwischen 1.5 und 4.0 MD sehr weit ist und schon vor
der sehr hohen Klassendistanz von 4.0 akzeptable Identiﬁkationsraten erkennbar waren.
Dies andert allerdings nichts daran, dass die ublichen Grenzwerte von GMMs fur MIGMM
nicht gelten konnen. Vielleicht ware der Eﬀekt auch nicht so deutlich ausgefallen, wenn fur
die Simulation ein anderes Verfahren gewahlt worden ware, um die Distanz der Klassen
herzustellen. In der Simulations-Literatur gibt es immer noch kein Konsens daruber, was
die adaquate Methode darstellt, um Klassendistanz herzustellen. So wird, beispielsweise,
in einigen Untersuchungen die Klassendistanz lediglich uber Unterschiede der Intercepts
hergestellt. Allerdings erscheint die hier gewahlte Methodik uber Unterschiede in den
Intercept- und den Slope-Termen die naher an der Empirie liegende Option zu sein. Es
bleibt festzuhalten, dass die Klassendistanz, unabhangig vom verwendeten IC-Index, ele-
mentar ist, um fur MIGMM-Schatzungen korrekte Klassenidentiﬁkationen sicherzustellen.
Wo der Wendepunkt zwischen 1.5 und 4.0 MD liegt, muss allerdings in weiteren Analysen
untersucht werden.
Wie erwartet wurde, haben moderate Schiefverteilungen der Klassenanteile keinen nen-
nenswerten Eﬀekt auf die Klassenidentiﬁkation; unabhangig vom verwendeten IC-Index.
Erst besonders kleine Klassen fuhren zu Problemen. Der BIC zeigt sich hierfur sowohl nach
den modellbasierten Auswertungen wie auch nach den deskriptiven Kontingenztabellen-
analysen besonders sensibel. Wie die Interaktionsbeziehung mit der Fallzahl zeigt, konnen
diese Probleme allerdings, zumindest deutlich fur den BIC, mit mehr Beobachtungsfallen
innerhalb der Klassen kompensiert werden. So betrachtet kann von keinem eigenstandigen
Eﬀekt der Klassenverhaltnisse gesprochen werden. Vielmehr scheint die fehlende Beobach-
tungsinformation in der Datenbasis das Problem zu sein. Insgesamt konnen allerdings die
Daumenregeln, welche in der Literatur bereits fur GMM-Schatzungen aufgestellt wurden,
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bestatigt werden. Die ublicherweise vorgeschlagenen Grenzwerte von 5 oder 7 % scheinen
auch im Rahmen von MIGM-Modellen ihre Berechtigung zu haben.
In der Forschungspraxis stellt sich die Frage, auf welchen IC-Index man sich nun im
Rahmen von MIGMM-Schatzungen stutzen sollte. Leider lassen sich anhand der Simu-
lationen keine einfachen Empfehlungen fur ein Maß ableiten, welches in jeder Situation
die besten Resultate liefert. Anhand der Analysemodelle lasst sich sagen, dass die Klasse-
nidentiﬁkation des BIC am starksten durch die simulierten Datensituationen beeinﬂusst
wird (Nagelkerke−R2 = 0.72). Der AIC verhalt sich hinsichtlich der Simulationsgroßen
am robustesten (Nagelkerke − R2 = 0.074)46, wahrend der aBIC (Nagelkerke − R2 =
0.32) zwischen dem BIC und dem AIC liegt. Nun darf die Beeinﬂussbarkeit oder Robust-
heit eines IC-Indexes allerdings nicht als alleiniges Kriterium fur dessen Performanz her-
angezogen werden. Auch das Grundniveau der Klassenidentiﬁkation muss berucksichtigt
werden, um eine informierte Auswahl zwischen den IC-Indizes zu treﬀen. So zeigt der AIC
unter ansonsten optimalen Bedingungen eine deutliche Tendenz zur Uberidentiﬁkation
von latenten Klassen, wobei er z. B. nur in 64% der Falle die 3-Klassenlosung ﬁndet.
BIC und aBIC zeigen unter optimalen Bedingungen mit 100 % und 95% deutlich besse-
re Grundniveaus der Klassenidentiﬁkation. Allerdings sind diese guten Ergebnisse dann
wiederum starker von den jeweiligen Datenbedingungen abhangig. Auf Grundlage der
durchgefuhrten Simulationen konnen folgende vorlauﬁge Anwendungsempfehlungen fur
die IC-Maße abgeleitet werden.
(1) Der BIC eignet sich als Entscheidungskriterium vor allem fur Situationen, in welchen
zuverlassige Messkonstrukte Anwendung ﬁnden, ein klarer und starker Klassenunterschied
bzgl. der Verlaufsmuster auf Grundlage von theoretischen, analytischen oder empirischen
Voruberlegungen besteht und keine der Klassen besonders klein ausfallt. Die Fallzahl soll-
te, solange sie sich im Rahmen der Simulationsauspragung bewegt, keine entscheidende
Rolle spielen. Unter diesen Bedingungen wird der BIC sehr zuverlassige Ergebnisse bzgl.
der Klassenidentiﬁkation aufweisen und ist den anderen IC-Maßen uberlegen. (2) Sollte
in der empirischen Praxis keine hinreichende Information zur Messqualitat des latenten
Konstrukts, der Klassendistanz oder fur die Existenz von kleinen Gruppen vorhanden
sein (was wohl eher der Regelfall als die Ausnahme ist), so sollte vorrangig der aBIC als
46Diese Robustheit des AICs gegenuber den Simulationsgroßen zeigte sich auch bei Kim &Wang (2017)
(Kim & Wang, 2017: 15).
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Kriterium fur die Klassenidentiﬁkation herangezogen werden. Diese Empfehlung basiert
darauf, dass bei der Auswertung gezeigt werden konnte, dass er sowohl unter optimalen
Datenbedingungen gute Identiﬁkationsraten aufweist sowie auch bei problematischen Da-
tensituationen weniger sensibel auf fehlende Messinvarianz, kleine Gruppen und geringe
Klassendistanz reagiert. (3) Daruber hinaus kann der AIC trotz seiner schlechten Perfor-
manz bzgl. des Grundniveaus bei der Klassenidentiﬁkationen bei MIGMM-Schatzungen
als Kennwert fur die obere Schranke der Klassenanzahl hinzugezogen werden. Sollte der
AIC in suboptimalen Datensituationen eine hohere Klassenanzahl nahelegen, sollte diese
Moglichkeit bei der Ergebnisdeutung beachtet werden. Naturlich gelten diese, als vorlauﬁg
einzustufenden, Empfehlungen fur die IC-Maße im Rahmen von MIGMMs strenggenom-
men nur fur Modellschatzungen, welche die Charakteristika der durchgefuhrten Simula-
tionsstudie teilen und konnen nicht ohne Weiteres auf alternative Speziﬁkationen oder
Datensituationen ausgeweitet werden. Ein zusammenfassender Uberblick der diskutierten
Ergebnisse kann auch aus Tabelle 10 entnommen werden.
111
Tabelle 10: Zusammenfassung der IC-Performanz bzgl. der korrekten Klassenidentiﬁkation
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9.5 Zusatzsimulation: Ergebnisse bzgl. BLRT
Der BLRT folgt mit seinem auf Resampling basierendem Likelihood-Ratio-Test einer an-
deren  und rechentechnisch aufwendigeren  Modellselektionslogik wie die IC-Maße. Die
Ergebnisse zur Performanz des BLRT werden im Weiteren zwar getrennt dargestellt, aber
dennoch mit der Performanz der IC-Maßzahlen in Beziehung gesetzt. Bei den folgenden
berichteten Daten handelt es sich strenggenommen um das Ergebnis einer separaten Simu-
lation, welche nicht direkt mit den Simulationen zu den IC-Maßen verglichen werden kann
(vgl. hierzu die Ausfuhrungen in Abschnitt 7.3.5). Grund hierfur ist, dass die Anzahl der
Replikationen und die randomisierten Startwertesets aus praktischen Erwagungen anders
als in der Hauptsimulation festgelegt werden mussten, wodurch sich eine (in Teilen) andere
Datengrundlage ergibt. Die Ergebnisse fur den BLRT basieren folglich aus forschungsprag-
matischen Grunden lediglich auf 200 Replikationen, welche jeweils mit 120 randomisierten
Startwertesets geschatzt wurden.47 Dies hat zur Folge, dass die Ergebnisse auch mit ei-
nem hoheren Grad an Unsicherheit behaftet sind und kleine Diﬀerenzen zwischen den
Konﬁgurationen nicht uberinterpretiert werden sollten. Die Anzahl der Bootstrapziehun-
gen innerhalb der Modelle der einzelnen Replikationen wird uber die Defaultoption von
Mplus unter Verwendung eines sequentiellen Verfahrens bestimmt, bei dem die Anzahl
der Zuge von 2 bis 100 variiert (vgl. Muthen & Muthen, 2015: 621). Wenn der p-Wert
nahe 5 % liegt, verwendet dieses sequentielle Verfahren mehr Ziehungen als wenn der
p-Wert weit von 5 % entfernt ist (vgl. Nylund et al., 2007: 551 f.).48 Die Festlegung des
durch den Test identiﬁzierten Klassenmodells innerhalb jeder Replikation kann hierbei
nicht wie bei den IC-Indizes durch die kleinste Maßzahl geschehen. Innerhalb jeder Repli-
kation wurde sequenziell bestimmt, ob das jeweils großere Klassenmodell eine signiﬁkant
bessere Passung aufweist als das nachst kleinere Modell. Diese Sequenz vom 1- bis zum 4-
Klassenmodell wurde jeweils abgebrochen, sobald keine bessere Passung durch den BLRT
mehr festgestellt werden konnte oder das 4-Klassenmodell als besser als das (korrekte)
3-Klassenmodell identiﬁziert wurde.
47Trotz dieser Reduktion des Rechenaufwands hatten alleine die Simulationen zum BLRT auf einem
handelsublichen PC (ca. 2,6 GHz)  also ohne Nutzung des BwUniClusters  17062.14 Stunden oder
knapp 711 Tage in Anspruch genommen. Dabei wurden mit 162 Simulationskonﬁgurationen und 200
Replikationen bei 3 Modellklassenvarianten 97 200 Modellschatzungen durchgefuhrt, wobei lediglich fur
eine Modellschatzung keine Modellkonvergenz erreicht wurde.
48Fur eine detaillierte Beschreibung siehe auch den Appendix von Nylund et al. (2007).
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9.5.1 Haupteﬀekte bzgl. BLRT
Zunachst werden wiederum die Eﬀekte der einzelnen Simulationsgroßen auf die Perfor-
manz des BLRT zur Klassenidentiﬁkation, unter ansonsten optimalen Simulationsbedin-
gungen, dargestellt. Dafur werden die aktuell nicht betrachteten Simulationsgroßen jeweils
auf folgende Großen ﬁxiert:
 Fallzahl = 1300 Beobachtungsfalle;
 Invarianzstufe = vollstandige Messinvarianz;
 Klassendistanz = 4.0 MD;
 Klassenanteilsverhaltnisse = gleichverteilt uber die drei Klassen.
Tabelle 11: Proz. BLRT-Klassenidentiﬁkation nach Invarianz-Stufen
invar 1.BLRT 2.BLRT 3.BLRT 4.BLRT
1.00 0.00 0.00 93.50 6.50
2.00 0.00 0.00 86.50 13.50
3.00 0.00 0.00 89.50 10.50
4.00 0.00 0.00 84.50 15.50
5.00 0.00 0.00 10.00 90.00
6.00 0.00 21.50 47.50 31.00
Info: Sep=4 MD, Mixing=33.33.33, Nobs=1300.
Fallzahl pro Konﬁguration: 200 (Replikationen)
Invarianzstufen (invar). Hinsichtlich des Grundniveaus der Klassenidentiﬁkation bei
ganzlicher Messinvarianz zeigt der BLRT ahnliche Ergebnisse wie der aBIC. Keine per-
fekte Identiﬁkationsrate wie der BIC, aber zumindest ein Ergebnis nahe 95 % korrekter
Klassenidentiﬁkation. Im Vergleich zu den IC-Maßen reagiert der BLRT bereits fur die
beiden langsschnittlichen Nicht-Invarianzstufen mit schlechteren Identiﬁkationsraten. Der
Grad der Uberidentiﬁkation von zu vielen latenten Klassen steigt immerhin um 4 bis 7
%-Punkte an (vgl. Tabelle 11).
Bzgl. der Messunterschiede zwischen den latenten Gruppen zeigt sich ein zwiespaltiges
Bild. Werden lediglich die manifesten Intercepts als nicht invariant speziﬁziert (invar=4),
verschlechtert sich zwar die Identiﬁkationsrate um 5 %-Punkte, aber im Vergleich zu
den drei IC-Maßzahlen zeigt der BLRT hier noch das vergleichsweise beste Ergebnis.
Fur die Kombination aus non-invarianten manifesten Intercepts und den Faktorladun-
gen (invar=5) dreht sich dieses Ergebnis allerdings. Hier zeigt der BLRT mit 10 % der
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Replikationen eine schlechtere Identiﬁkationsrate als der aBIC und der BIC und ist hin-
sichtlich der absoluten Identiﬁkationsrate nahe am AIC. Werden langsschnittliche und
gruppenspeziﬁsche Non-Invarianz kombiniert, weist der BLRT allerdings vergleichsweise
gute Identiﬁkationsfahigkeit auf. Mit gut 47 % richtiger Klassenauswahl schlagt er in die-
ser Konﬁguration sowohl AIC, aBIC als auch BIC. In der Gesamtbetrachtung zeigt sich
allerdings, dass der BLRT immer noch deutlich auf die Non-Invarianzformen reagiert und
nicht robust gegenuber fehlender Messinvarianz ist. Im Vergleich zu den IC-Maßen triﬀt
dies schon fur die langsschnittlichen Konﬁgurationen zu. Zwar zeigt der BLRT etwas bes-
sere Ergebnisse fur die Invar-Abstufungen 4 und 6, was aber durch die besonders schlechte
Performanz fur die funfte Invarianzstufe konterkariert wird.
Tabelle 12: Proz. BLRT-Klassenidentiﬁkation nach Sep-Stufen
sep 1.BLRT 2.BLRT 3.BLRT 4.BLRT
1.00 0.00 95.50 3.00 1.50
2.00 0.00 68.50 23.00 8.50
3.00 0.00 0.00 93.50 6.50
Info: Invar=1, Mixing=33.33.33, Nobs=1300.
Fallzahl pro Konﬁguration: 200 (Replikationen)
Klassendistanz (sep). Auch fur den BLRT zeigt sich, dass die Klassendistanz die kor-
rekte Klassenidentiﬁkation stark beeinﬂusst und dies gilt auch unter ansonsten optimalen
Datenbedingungen. Fur hohe Klassendistanz identiﬁziert der BLRT minimal schlechter
als der aBIC (und damit auch BIC). Fur die mittlere Klassendistanz von 1.5 MD weist
der BLRT eine vergleichsweise gute Identiﬁkationsrate von 23 % auf (vgl. Tabelle 12), was
naturlich absolut betrachtet immer noch keine gute Quote darstellt. Damit zeigt der Test
allerdings bessere Leistung als aBIC und BIC. Lediglich der AIC zeigt mit seiner Tendenz
zur Uberidentiﬁkation fur geringe Klassendistanzen eine noch bessere Identiﬁkationsrate.
Tabelle 13: Proz. BLRT-Klassenidentiﬁkation nach Nobs-Stufen
nobs 1.BLRT 2.BLRT 3.BLRT 4.BLRT
1.00 0.00 0.50 95.00 4.50
2.00 0.00 0.00 91.00 9.00
3.00 0.00 0.00 93.50 6.50
Info: Invar=1, Mixing=33.33.33, Sep=4 MD.
Fallzahl pro Konﬁguration: 200 (Replikationen)
Fallzahl (nobs). Die Fallzahl scheint zumindest unter optimalen Bedingungen keinen
nennenswerten Eﬀekt auf die korrekte Klassenidentiﬁkation des BLRT zu haben. Die
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Unterschiede bewegen sich maximal im Bereich von 4 % und sollten aufgrund der ge-
ringeren Replikationszahl (im Vergleich zu den Auswertungen der IC-Maße) auch nicht
uberinterpretiert werden (vgl. Tabelle 13). Damit ist die Leistung des BLRT bezuglich der
Fallzahl zwischen aBIC und BIC einzuordnen, wobei der AIC noch die absolut schlech-
testen Identiﬁkationsraten aufweist.
Tabelle 14: Proz. BLRT-Klassenidentiﬁkation nach Mixing-Stufen
mixing 1.BLRT 2.BLRT 3.BLRT 4.BLRT
1.00 0.00 0.00 93.50 6.50
2.00 0.00 0.00 96.50 3.50
3.00 0.00 0.50 90.50 9.00
Info: Invar=1, Nobs=1300, Sep=4 MD.
Fallzahl pro Konﬁguration: 200 (Replikationen)
Mixing Proportions (mixing). Fur die Klassenanteilsverhaltnisse zeigt der BLRT
fur die Konﬁguration mit einer sehr kleinen Klasse einen gewissen Abfall der korrekten
Identiﬁkationsrate, ahnlich wie der BIC (aber auf einem anderen absoluten Niveau). In der
Gesamtbetrachtung schneidet er bzgl. der absoluten Identiﬁkationsraten etwas schlechter
als der aBIC ab. Die Unterschiede sind allerdings sowohl hinsichtlich des Vergleichs mit
den IC-Maßen als auch zwischen den Konﬁgurationen als nicht sehr deutlich einzustufen,
insbesondere wenn man die geringere Replikationszahl berucksichtigt.
Insgesamt zeigt diese erste deskriptive Auswertung, dass der BLRT hinsichtlich der
Haupteﬀekte der Simulationsgroßen keine Sonderstellung einnimmt und keineswegs als
besseres Maß eingestuft werden kann, sondern sich hinsichtlich der absoluten Performanz
der Klassenidentiﬁkation alles in allem zwischen den IC-Indizes zu verorten ist. So liegt die
Leistungsfahigkeit meist zwischen aBIC und BIC, wobei z. B. fur geringe Klassendistanzen
auch eine Annaherung an das AIC-Maß stattﬁndet.
9.5.2 Modellbasierte Analysen bzgl. BLRT
Fur die modellbasierte Auswertung wurde wiederum eine dichotome Variable erstellt, wel-
che den Wert ¾1¿ annimmt, wenn innerhalb einer Replikation die korrekte Klassenanzahl
vom BLRT als Losung identiﬁziert wurde. Aus Abbildung 12 konnen die Average Magi-
nal Eﬀects (AME) Schatzer (mit den dazugehorigen 95-%-Konﬁdenzintervallen) fur die
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Haupt- und Interaktionseﬀekte des logistischen Regressionsmodells entnommen werden.49
Die unabhangigen Simulationsgroßen im Modell sind als AME-Schatzer jeweils bezogen
auf die erste Kategorie der Simulationsgroße zu interpretierten. AME-Schatzer unter 5 %
werden in der weiteren Interpretation als nicht substanziell bedeutsam behandelt (analog
zu den Auswertungen zu AIC, BIC, aBIC). Die Signiﬁkanz der Eﬀekte wird aufgrund der
Fallzahl von 32399 nur sekundar betrachtet und nur als absolutes Ausschlusskriterium
genutzt. Die unabhangigen Variablen der im Weiteren diskutierten log. Regression setzen
sich aus den Haupteﬀekten der Simulationsgroßen und den Interaktionstermen zwischen
diesen Großen zusammen, welche einen substantiellen Beitrag zur Modellpassung beitra-
gen konnten.
Fallzahl. Im Durchschnitt aller Modellkonﬁgurationen und unter Kontrolle der restli-
chen Simulationsgroßen zeigt sich, dass eine hohe Fallzahl zumindest fur geringe Klas-
sendistanzen zu einer besseren Identiﬁkationsrate fuhrt. Dabei handelt es sich um eine
um 14 und 16 %-Punkte bessere absolute Identiﬁkation im Vergleich zur niedrigsten Fall-
zahlauspragung (vgl. Abbildung 12). Fur eine mittlere Klassendistanz reduziert sich die
Identiﬁkationsrate (jeweils ca. um 4 %-Punkte) allerdings und verschwindet fur die großte
Fallzahlauspragung vollig. Betrachtet man die Interaktionsterme zwischen der Fallzahl
und der Klassendistanz so wird ersichtlich, dass fur hohe Klassendistanzen eine hohere
Fallzahl in der durchschnittlichen Tendenz sogar zu einer schlechteren Identiﬁkation bei-
tragt indem die 4-Klassenlosung50 hauﬁger gewahlt wird. Diese Tendenz war zwar bereits
in der deskriptiven Auswertung unter optimalen Randbedingungen erkennbar, zeigt sich
aber erst im Durchschnitt uber alle Konﬁgurationen als substantiell relevant.
Mixing. Uber alle Simulationsauspragungen hinweg haben kleine Klassen oder ungleich-
verteilte Klassenanteile im Durchschnitt keinen nennenswerten verzerrenden Einﬂuss auf
die Performanz des BLRT. Die deskriptiven Ergebnisse unter optimalen Simulationsbedin-
gungen konnen somit auch im Schnitt aller Simulationskonﬁgurationen bestatigt werden.
Klassendistanz und Invarianzstufen. Die Klassendistanz zeigt wiederum vergleichs-
weise starksten Eﬀekt. Bereits die mittlere Klassendistanzauspragung zeigt eine um 29
49Die Modellschatzung kann zusatzlich im Anhang A in den Tabellen 45 (Logitkoeﬃzienten) und 46
(Odds-Ratio) gefunden werden.
50Die Tendenz zur Identiﬁkation von zu vielen Klassen ergibt sich nicht aus dem Metamodell selbst,
sondern erst in Kombination mit der Betrachtung der deskriptiven Hauﬁgkeiten.
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Prozentpunkte bessere absolute Klassiﬁkationsrate im Vergleich zur kleinsten Distanz.
Dies wird fur die großte Klassendistanz von 4.0 MD noch einmal deutlich mit einer durch-
schnittlich um 73 Prozentpunkten besseren Klassiﬁkationsrate im Vergleich zur Referenz-
kategorie ubertroﬀen. Damit reagiert die Klassenidentiﬁkation nach dem BLRT ahnlich
stark auf die Klassendistanz wie der BIC.
Fur die verschiedenen Abstufungen der Invarianzform der Messung zeigt sich, dass fur
geringe Klassendistanzen (0.8 MD) fehlende Messinvarianz im Durchschnitt sogar einen
positiven Einﬂuss auf die absolute Rate der korrekten Klassenidentiﬁkation hat, sofern die
Faktorladungen von der fehlenden Invarianz betroﬀen (invar= 3, 5, 6) sind. Dies reduziert
sich jedoch bereits deutlich fur die mittlere Klassendistanzabstufung (1.5 MD) und ist fur
die hochsten Abstufungen (4.0 MD) nicht mehr vorhanden. Anhand der Interaktionsterme
zwischen den Invarianzstufen und der Klassendistanz lasst sich erkennen, das fur mittlere
Klassendistanzen (1.5 MD) die Invarianzstufen 5 und 6 mit gruppenspeziﬁscher und kom-
binierter Nicht-Invarianz (bzgl. der manifesten Intercepts und Fakorladungen) die Klas-
senidentiﬁkation negativ beeinﬂussen. Fur die hochste Klassendistanz verstarkt sich diese
Tendenz weiter und betriﬀt nicht nur die gruppenspeziﬁschen Invarianz-Konﬁgurationen,
sondern auch die langsschnittlichen Abweichungen von der Messinvarianz. Naturlich lasst
sich die Interpretation der Interaktionsterme auch drehen, wobei der uberaus positive
Haupteﬀekt von hoher Klassendistanz (73 Prozentpunkte) fur jede Abstufung der Mes-
sinvarianzen (egal ob langsschnittlich, gruppenspeziﬁsch oder kombiniert) abgeschwacht
wird. Wie sich bereits in der deskriptiven Auswertung unter ansonsten optimalen Be-
dingungen angedeutet hat, reagiert der BLRT nicht nur fur die gruppenspeziﬁschen und
die kombinierten Invarianzabstufungen, sondern auch auf langsschnittliche Abweichungen.
Der negative Eﬀekt fur die langsschnittlichen Abstufungen fallt aber deutlich geringer aus
als fur die gruppenspeziﬁschen (und kombinierten) Konﬁgurationen (vgl. die Interaktions-
terme in Abbildung 12).
9.5.3 Diskussion zur BLRT-Klassenidentiﬁkation
Insgesamt zeigt die Anpassungsgute des logistischen Metamodells zum BLRT mit einem
Nagelkerke − R2 = 0.42, dass die Klassenidentiﬁkation, im Vergleich zu den IC-Maßen,
moderat stark durch die Simulationsgroßen beeinﬂusst wird. Auch damit verortet sich
der BLRT zwischen den beiden Maßen BIC und aBIC. Zugleich weist der BLRT un-
ter optimalen Simulationsbedingungen ein ahnliches Grundniveau der Klassenidentiﬁka-
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tion auf wie der aBIC. Den großten Einﬂuss haben wiederum die Klassendistanz, die
Invarianzstufen sowie die Interaktion zwischen beiden Großen. Dabei ist im Vergleich zu
den IC-Maßen herauszustellen, dass fur hohe Klassendistanzen nicht nur gruppenspezi-
ﬁsche Non-Invarianzformen zu einer schlechteren Klassenidentiﬁkation fuhren, sondern
auch langsschnittliche Auspragungen einen negativen Einﬂuss haben. Die Klassenanteils-
verhaltnisse zeigen im Mittel keinen relevanten verzerrenden Eﬀekt und hohe Fallzahlen
wirken sich lediglich positiv auf die Identiﬁkation aus, wenn eine geringere Klassendistanz
gegeben ist und fuhren bei hohen Klassendistanzen im Schnitt zur Identiﬁkation von zu
vielen Klassen. Diese Ergebnisse sind auch in Tabelle 15 im Uberblick dargestellt.
Einschrankend muss erwahnt werden, dass die Performanz des BLRT evtl. dadurch ein-
geschrankt wird, dass zur Durchfuhrung die Defaultoption von Mplus unter Verwendung
eines sequentiellen Verfahrens angewendet wurde. Eine fest deﬁnierte hohe Ziehungsan-
zahl (z. B. 1000) hatte ggf. zu anderen/besseren Identiﬁkationsraten gefuhrt. Leider war
dies aus zeitlichen bzw. rechentechnischen Beschrankungen im Rahmen dieser Untersu-
chung nicht anders moglich.51
51Durch die Verwendung des BLRT wird in dieser Studie sozusagen eine Resampling-Simulation inner-
halb der Hauptsimulation durchgefuhrt, was die Rechenzeit exorbitant ansteigen lasst und dadurch ab
einer gewissen Ziehungszahl auf dem BwUniCluster nicht mehr sinnvoll durchfuhrbar war.
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Tabelle 15: Zusammenfassung der BLRT-Performanz bzgl. der korrekten Klassenidentiﬁkation
BLRT
Grundniveau +
zeitlich
unbedeutend;
fur hohe Distanz: neg.
Fehlende
Messinvarianz
gruppenspez.
fur niedrige Distanz: pos.;
fur hohe Distanz: neg.
kombiniert
fur niedrige Distanz: pos.;
fur hohe Distanz: neg.
Hohe Klassendistanz stark pos. beeinﬂusst
Hohe Fallzahl
fur niedrige Distanz: pos.;
fur hohe Distanz: neg.
Kleine Klasse unbedeutend
Einsatz-Empfehlung
Entscheidungskriterium bei
suboptimalen oder unklaren
Datensituationen (analog zu aBIC)
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10 Ergebnisse zu Parameterschatzern
Die vorangegangenen Kapitel 8 und 9 stellten, neben Einzelheiten zur Simulationskonﬁ-
guration und zur konkreten Durchfuhrung der Simulation, die Ergebnisse zur Klasseni-
dentiﬁkation anhand der relevanten IC-Indizes und des BLRT dar.
In den folgenden Kapiteln 10 und 11 sollen die Ergebnisse der Simulationsstudie hin-
sichtlich der tatsachlichen Wachstumsverlaufe der latenten Klassen dargestellt und bewer-
tet werden. Dabei werden zum einen die latenten Wachstumsparameter betrachtet, aber
zum anderen auch die Schatzungen der Standardfehler in den Blick genommen, welche
die Grundlage fur Signiﬁkanztests der Wachstumsverlaufsformen darstellen. Beruhend auf
dem Einﬂuss der variierten Simulationsgroßen auf die Parameterschatzungen und Stan-
dardfehler sollen Handlungsempfehlungen fur die Berechnung auf Basis von empirischen
Daten abgeleitet werden.
Neben der korrekten Identiﬁkation der tatsachlichen Anzahl der den Daten zugrundelie-
genden latenten Klassen, mussen noch zusatzliche Leistungskriterien an MIGMMs gestellt
werden, um sie fur die empirische Forschungspraxis sinnvoll und zuverlassig einsetzen
zu konnen. Wenn die Anzahl der distinkten Wachstumsverlaufe feststeht, stellt sich als
Nachstes die Frage, ob die identiﬁzierten Verlaufe auch in ihrer Form korrekt rekonstru-
iert werden konnen. Die Verlaufe der MIGMMs lassen sich uber die Ko-/Varianzen und
die Mittelwerte der latenten Wachstumsparameter charakterisieren. Daher werden Ver-
zerrungen in diesen Großen auch im Weiteren als Performanzkriterien herangezogen. Fur
den ¾Bias¿ bzw. den skalenunabhangigen ¾relative Bias¿ werden die in der Simulations-
literatur ublichen Grenzwerte von < 5 % (vgl. Hoogland & Boomsma, 1998: 346) sowie
die weichere Grenze von < 10 %52 , welche in GMM-Simulationen bereits Anwendungen
gefunden hat (vgl. z. B. Kim & Kim, 2012: 466; Depaoli, 2013: 197), angesetzt. Fur die
Berechnung der Verzerrungen wurden diejenigen Replikationen herangezogen, welche von
mindestens einem der IC-Indizes korrekt als 3-Klassenmodell identiﬁziert werden konnten.
Dies lasst sich dadurch rechtfertigen, dass Verzerrungen der Parameter fur MIGM-Modelle
erst dann substanziell relevant werden, wenn die Anzahl der Klassen korrekt identiﬁziert
werden kann. Ansonsten wurden die Wachstumsverlaufe einer 3-Klassenlosung gar nicht
erst betrachtet werden, da die Wachstumsverlaufe der besser an die Daten angepassten
Klassenmodelle zu interpretieren ware. Somit sollten die weiter untersuchten Replikatio-
52Da Verzerrungen sowohl negativ als auch positiv ausfallen konnen, muss strengenommen von ±5 %
und ±10 % gesprochen werden.
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nen zumindest eine minimale Chance haben im Rahmen der Modellschatzung als korrekte
Klassenlosung identiﬁziert zu werden, was im Weiteren durch den Zuspruch von mindes-
tens einem der IC-Indizes53 operationalisiert wird. Dies fuhrt in der Summe zu einer
Reduzierung der betrachteten Anzahl der Replikationen der Studie von 48594 auf 23084.
Daher werden in den folgenden tabellarischen Aufschlusselungen auch die zugrundeliegen-
den Fallzahlen der einzelnen Konﬁgurationen ausgewiesen.
10.1 Haupteﬀekte bzgl. des Bias
Wie bereits fur die Auswertungen zur Klassenidentiﬁkation werden zunachst die Haupt-
eﬀekte der einzelnen Simulationsgroßen unter Fixierung der restlichen Variablen darge-
stellt. Die konstant gehaltenen Großen werden dabei wiederum auf Auspragungen der
Simulationsvariablen ﬁxiert, welche die fehlerfreie Berechnung der Wachstumsparameter
begunstigen sollten. Fur die folgenden Darstellungen zum relativen Bias werden  so-
fern dies nicht die jeweils analysierte Variable darstellt  die Invarianzstufe auf vollige
skalare Invarianz der Messung (Invar=1), die Fallzahl auf 1300 Falle (Nobs=3), die Klas-
senanteilsverhaltnisse auf ganzlich Gleichverteilung uber die Klassen (Mixing=1) und die
Klassendistanz auf 4.0 MD festgelegt (Sep=3).54 Der relative Bias wird jeweils fur die
Varianz- und Kovarianzen aber auch fur die Means der Intercepts und Slopes der latenten
Klassen dargestellt.55
Invarianzstufen. Fur die verschiedenen Abstufungen der Messinvarianz zeigt sich hin-
sichtlich der Varianzparameter der Wachstumsfaktoren, dass fehlende Messinvarianz hin-
sichtlich der Intercepts alleine noch nicht zu inakzeptablen Verzerrungen fuhrt. Betrach-
tet man die relevanten Kategorien der Invarianz (2, 4) in Tabelle 16 zeigt sich, dass die
Werte des relativen Bias unter der konservativen Schwelle von 5 % bleiben.56 Die Vari-
anzschatzungen sind folglich, unter ansonsten optimalen Simulationsbedingungen, sowohl
gegenuber langschnittlicher wie auch gegenuber gruppenspeziﬁscher Invarianz der Inter-
cepts robust.
53Die Identiﬁkation nach dem BLRT kann hier nicht berucksichtigt werden, da der Test nicht in
aquivalenter Weise fur alle 300 Replikationen innerhalb einer Konﬁguration durchgefuhrt wurde.
54Referenztabellen, welche alle Simulationskonﬁgurationen umfassen, konnen im Anhang in den Tabel-
len 47 und 48 gefunden werden.
55Lediglich der Mean des Intercepts der Klasse 3 wird nicht dargestellt, da sich durch den Populati-
onswert von 0 der relative Bias nicht mathematisch sinnvoll berechnen lasst.
56Ausnahme ist die Kovarianz in Invarianzkategorie 2, welche die konservative Grenze verletzt, aber
immer noch unter der liberaleren Grenze von 10 % bleibt.
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Dieses Bild wandelt sich allerdings, wenn nicht nur die Intercepts fehlende Invarianz auf-
weisen, sondern zusatzlich die Faktorladungen der manifesten Indikatoren als nicht in-
variant speziﬁziert wurden. Alle Ko-/Varianzparameterschatzungen ubersteigen fur diese
Konﬁgurationen (3, 5, 6) die konservative Grenze. Mit lediglich einer Ausnahme wird
auch die weiche Grenze von 10 % relativem Bias uberschritten. Besonders deutlich fal-
len die Verzerrungen der Ko-/Varianzparameter aus, wenn langschnittliche und grup-
penspeziﬁsche Non-Invarianz kombiniert werden. Im Vergleich zu den beiden einzelnen
Invarianzauspragungen steigt der Grad der Verzerrung der Ko-/Varianzparameter in der
Kombination beider Messinvarianztypen um den Faktor 2 bis 4.
Tabelle 16: Relativer Bias nach Invarianz-Stufen
Invar Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(S_C1) M(S_C2) M(S_C3) N
1.000 0.000 0.004 -0.002 -0.002 -0.004 0.000 0.000 0.006 300
2.000 0.037 0.032 0.059 0.048 0.076 -0.009 -0.035 -0.463 300
3.000 0.149 -0.079 0.130 0.138 0.130 -0.036 -0.058 -0.432 300
4.000 0.043 0.038 -0.029 -0.268 0.323 -0.456 0.915 0.010 240
5.000 0.106 0.120 0.148 0.494 0.067 -0.359 0.441 0.193 152
6.000 0.262 0.286 0.621 0.717 0.143 -0.299 0.282 0.225 144
Info: Klassendistanz=4 MD, Mixing=33.33.33, Nobs=1300.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
Fur den Bias der Mittelwerte der Wachstumsfaktoren muss zwischen den Intercept-
und Slopefaktoren der einzelnen latenten Klassen unterschieden werden. Da sich das
Muster der Fehlspeziﬁkationen zwischen den einzelnen latenten Klassen unterscheidet
(vgl. hierzu die Populationswerte in Kapitel 8), mussen die Slope- und Interceptfaktoren
auch hiernach getrennt aufgeschlusselt werden. Die beiden hier betrachteten Intercept-
Mittelwerte der Klassen 1 und 2 zeigen57 fur eine langsschnittliche negativ gerichtete
Non-Invarianz der Intercepts der manifesten Indikatoren positiv verzerrte Schatzwerte.
Diese Verzerrungen bewegen sich nahe oder uberschreiten die konservative Verzerrungs-
grenze von 5 %; bleiben aber klar unter der weicheren Grenze von 10 %. Erst in der
zweiten langsschnittlichen Nicht-Invarianzkonﬁguration, welche sowohl die Intercepts der
manifesten Variablen als auch die Faktorladungen negativ nicht-invariant setzt, wird die
weiche Grenze von 10 % durch eine positive Verzerrung uberschritten. Folglich addiert
sich fehlende langsschnittliche Invarianz der Intercepts und der Faktorladungen auf und
fuhrt, zumindest in der Kombination, zu nicht mehr akzeptablen Verzerrungen der Inter-
ceptfaktoren der Wachstumsmodelle.
57Der Interceptfaktor von Klasse 3 wird aufgrund bereits genannter Grunde nicht betrachtet, vgl.
Fußnote 55.
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Auch fur die gruppenspeziﬁsche Non-Invarianz zeigen sich Verzerrungen der Interceptfak-
toren. Diese Verzerrungen fallen deutlich starker aus als in den langsschnittlichen Kon-
ﬁgurationen.58 Variante Intercepts zwischen den Klassen fuhren zu deutlich verzerrten
Schatzungen der Interceptsfaktoren, welche sowohl die konservative als auch die weiche
Grenze fur den relativen Bias mit Werten um 27 und 32 % deutlich uberschreiten. Die-
se Verzerrungen entsprechen in den Vorzeichen der Richtung der speziﬁzierten Invari-
anz. Positive Abweichungen der Intercepts fuhren zu positiven Verzerrungen und negati-
ve Abweichungen in den latenten Klassen fuhren zu negativen Verzerrungen. Wenn nun
zusatzlich die Faktorladungen innerhalb des Populationsmodells der latenten Klassen als
nicht-invariant speziﬁziert werden, zeigt sich, dass die durchschnittliche Schatzung der
Interceptfaktoren nicht etwa wie bei den langsschnittlichen Konﬁgurationen verstarkt,
sondern (uber-)kompensiert wird. So bleibt die durchschnittliche Schatzung des Inter-
ceptfaktors der ersten Klasse zwar im nicht akzeptablen Bereich, aber die Richtung der
Verzerrungen dreht sich von negativ zu positiv. Der aquivalente (aber bzgl. der Vorzeichen
umgedrehte) Zusammenhang zeigt sich in Klasse 2. Die zuvor positiv gerichtete Verzer-
rung des Interceptfaktors wird durch die zusatzliche nicht-invariante Speziﬁkation der
Faktorladungen kompensiert und bewegt sich damit im noch akzeptablen Bereich (nach
der weichen Grenze). Gruppenspeziﬁsche Nicht-Varianzen bzgl. der manifesten Intercepts
und der Faktorladungen konnen sich folglich kompensieren sofern sie bzgl. der Vorzeichen
gleichgerichtet sind.59
In der Kombination von langsschnittlicher und gruppenspeziﬁscher Nicht-Invarianz zeigt
sich, dass fur beide betrachteten Interceptfaktoren das Ausmaß der Verzerrung zunimmt
und somit nicht von einer wesentlichen Kompensationsleistung durch die Kombinationen
beider Nicht-Invarianzformen auszugehen ist.
Neben den Interceptfaktoren wird die Wachstumsform der latenten Verlaufsklassen zusatzlich
durch die Slopefaktoren bestimmt. Fur die langsschnittliche Nicht-Invarianz der Intercepts
zeigt sich keine bedeutende Verzerrung des Slopefaktors fur Klasse 1 und Klasse 2. Al-
lerdings ist der Slopefaktor von Klasse 3 deutlich um 46 % negativ verzerrt. Das gleiche
Muster zeigt sich, wenn zusatzlich die langsschnittlichen Faktorladungen im Populations-
58Dabei gilt es zu beachten, dass der Umfang der Abweichungen der Faktorladungen und Intercepts in
den gruppenspeziﬁschen Konﬁgurationen in etwa dem Unterschied zwischen dem ersten und dem letzten
Erhebungszeitpunkt der langsschnittlichen Konﬁgurationen entspricht.
59Dass dieser Zusammenhang auch umgekehrt, sprich eine Verstarkung der Verzerrung durch entgegen-
gesetzte Vorzeichen der Intercept- und Faktorladungabweichungen, gilt, scheint zwar plausibel, liegt aber
aufgrund der Simulationskonﬁguration prinzipiell außerhalb der im Rahmen dieser MC-Studie ableitbaren
Schlussfolgerungen.
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modell nicht-invariant speziﬁziert werden. Dabei nahern sich die Verzerrungen der Slopes
in Klasse 1 und Klasse 2 der konservativen Grenze von 5 % an oder uberschreiten diese
leicht. Der durchschnittliche Slope fur Klasse 3 bleibt beinahe unverandert stark negativ
verzerrt und damit auch deutlich außerhalb des akzeptablen Intervalls der weichen Grenze
von 10 %. Die Richtung der Verzerrung entspricht dabei dem Vorzeichen der Abweichung
im Rahmen der Nicht-Invarianz, was analoge Simulationsergebnisse von Zhang (2016) re-
pliziert (vgl. Zhang, 2016: 76).
Fur die gruppenspeziﬁschen Konﬁgurationen dreht sich dieses Bild zunachst vollig. In der
Invarianzkonﬁguration 4 sind die durchschnittlichen Abweichungen fur die Klassen 1 und
2 mit knapp 46 und 92 % deutlich außerhalb des akzeptablen Bereichs, wohingegen die
Referenzklasse 3 mit einem Prozent sowohl nach der weichen als auch nach der konserva-
tiven Grenze unverzerrt ist. Aquivalent zur Richtung der Abweichungen in den Intercepts
ist der Slopefaktor fur Klasse 1 negativ und der Slopefaktor fur Klasse 2 positiv verzerrt.
Werden nun zusatzlich die Faktorladungen in Invarianzstufe 5 nicht-invariant generiert,
nimmt der Grad der Verzerrung der Slopefaktoren in den Klassen 1 und 2 wieder ab, ohne
dass dadurch allerdings akzeptable Verzerrungsraten erreicht werden. Diese Abnahme in
den Slopefaktoren fur die ersten beiden Klassen wird allerdings damit erkauft, dass der
durchschnittliche Slopeparameter der unveranderten60 Referenzklasse 3 mit knapp 20 %
relativen Bias positiv verzerrt geschatzt wird. Auch fur die sechste Invarianzkategorie,
welche die langsschnittliche und gruppenspeziﬁsche Nicht-Invarianz kombiniert, zeigt sich
eine nochmalige Reduktion der Verzerrung der Slopefaktoren fur Klasse 1 und 2, wobei
allerdings die Verzerrung fur Klasse 3 gleichzeitig zunimmt. Insgesamt ist damit aber fur
die 6. Simulationkategorie keine der durchschnittlichen Slopeparameterschatzungen im
noch akzeptablen Bereich des Intervalls zwischen ±10 %.
Bei all diesen Ergebnissen muss einschrankend beachtet werden, dass insbesondere den
gruppenspeziﬁschen Konﬁgurationen durch die geringere Anzahl an einbezogenen Repli-
kationen (auf Grundlage der korrekten Klassenidentiﬁkation) ein hoheres Ausmaß an Un-
sicherheit zukommt.
Alles in allem kann zusammenfassend konstatiert werden, dass nicht-invariante Faktorla-
dungen in Kombination mit nicht-invarianten Intercepts fur nahezu alle Parameterklassen
der Wachstumsform ein Problem hinsichtlich des Bias darstellen. Dabei ist es unerheblich,
ob es sich um langsschnittliche oder gruppenspeziﬁsche Non-Invarianz handelt. Auch die
60¾Unverandert¿ nach den Festlegungen der Populationsmodelle.
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Kombination aus langsschnittlicher und gruppenspeziﬁscher Nicht-Invarianz fuhrt eher
zu einer Verstarkung der Parameterverzerrungen, so dass die Annahme von evtl. Kom-
pensationsleistungen bei entgegengesetzter Richtung von langsschnittlicher und gruppen-
speziﬁscher Nicht-Invarianz insgesamt nicht haltbar bleibt. Lediglich die Schatzung der
Varianzparameter scheint gegenuber der Nicht-Invarianz der manifesten Intercepts robust
zu sein. Diese Aussagen gelten fur ansonsten optimale Simulationsbedingungen, welche
eine unverzerrte Berechnung der Wachstumsparameter begunstigen sollten und unter der
Voraussetzung der vorangehenden korrekten Klassenidentiﬁkation. In Ubereinstimmung
mit gruppenspeziﬁschen Analysen nach Kim & Wang (2017) zeigt sich, dass die Verzer-
rungen der Wachstumsform deutlich mit den Nicht-Invarianzformen assoziiert sind (vgl.
Kim & Wang, 2017: 15).61 Selbst wenn die korrekte Klassenanzahl unter verschiedenen
Invarianzformen extrahiert wird, kann folglich nicht davon ausgegangen werden, dass die
Form des Wachstumsverlaufs adaquat rekonstruiert werden kann.
Klassendistanz. Wie bereits bei der Analyse der Klassenidentiﬁkation zeigt sich fur
die Klassendistanz eine starke Einﬂussbeziehung. Fur die durch die IC-Indizes korrekt als
3-Klassen-Modelle identiﬁzierten Replikationen zeigen sich bei der Klassendistanz von 4.0
MD (sep=3) keinerlei nennenswerte Verzerrungen in den Ko-/Varianz- und den Mittel-
wertparametern der Wachstumsfaktoren. Der relative Bias uberschreitet in dieser Konﬁ-
guration nicht einmal die 1-%-Marke und bleibt somit deutlich unter der konservativen
Grenze von 5 % (vgl. Tabelle 17). Fur die mittlere Klassendistanz von 1.5 MD zeigt sich
fur die Varianzwerte der Wachstumsfaktoren auch noch keine nennenswerte Verzerrung,
da die harte Grenze des relativen Bias noch nicht uberschritten wird. Fur die Kovari-
anz gilt allerdings nicht das Gleiche. Fur die mittlere Klassendistanz wird mit einem
relativen Fehler von ca. 52 % sowohl die harte wie auch die weiche Grenze fur Parameter-
verzerrungen deutlich uberschritten. Da die Kovarianz von Wachstumsparametern in der
empirischen Praxis allerdings selten von inhaltlichem Interesse sein sollte, stellt dies ggf.
kein essenzielles Problem fur die Performanz von MIGMMs dar.
Anders verhalt es sich mit den Mittelwerten der Intercept- und Slopefaktoren der la-
61Einschrankend muss allerdings erwahnt werden, dass in dieser Studie keine klare Korrespondenz
zwischen den nicht-invarianten Intercepts und Interceptfaktorverzerrungen sowie zwischen Faktorladung
und Slopefaktoren (vgl. Kim & Wang, 2017: 9 f.) gefunden werden konnte, wie bei Kim & Wang (2017).
Diese Diﬀerenzen konnte im unterschiedlichen Aggregationsgrad der Auswertung begrundet sein, konnte
aber auch mit der anders speziﬁzierten Populationsschatzmodellen zusammenhangen, da z. B. in dieser
Studie, im Gegensatz zu Kim & Wang (2017), Fehlerkovarianzen zugelassen wurden.
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tenten Klassen. Da diese Werte die durchschnittlichen Start- und Entwicklungsverlaufe
wiedergeben, sind sie fur empirische Auswertung hochst relevant und in aller Regel von
substanziellem inhaltlichen Interesse. Allerdings zeigt sich bereits fur die mittlere Klassen-
distanz, dass die Mittelwerte der Intercept- und die Slopefaktoren der einzelnen Klassen
deutlich verzerrt geschatzt werden. Dabei wird sowohl tlw. die harte wie auch die weiche
Grenze fur den relativen Bias uberschritten und es zeigt sich mit Abweichungen von 6 bis
103 % eine große Spannweite.
Tabelle 17: Relativer Bias nach Klassendistanz-Stufen
Sep Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(S_C1) M(S_C2) M(S_C3) N
1.000 -0.231 -0.135 0.153 1.356 0.005 -0.057 0.090 0.566 62
2.000 -0.028 -0.014 0.523 0.439 0.060 -0.087 0.171 1.039 91
3.000 0.000 0.004 -0.002 -0.002 -0.004 0.000 0.000 0.006 300
Info: Invarianz=1, Mixing=33.33.33, Nobs=1300.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
Fur die geringste Klassendistanz mit 0.8 MD (sep=1) sind dann schließlich auch die
Varianzparameter der Intercept- und Slopefaktoren deutlich nach unten verzerrt und
uberschreiten auch die weiche Grenze von 10%. Dabei gilt es insbesondere bei der Simulati-
onskonﬁguration mit geringer Klassendistanz zu berucksichtigen, dass die Schatzergebnisse
zur relativen Verzerrung mit einer großeren Untersicherheit behaftet sind. Da die Vorstufe
der korrekten Klassenidentiﬁzierung die Mehrzahl der Replikationen ausschließt, basiert
die Berechnung des relativen Bias hier lediglich auf 62 Replikationen, wodurch der Einﬂuss
der Zufallsziehung starker zum Tragen kommt wie in den anderen Simulationskonﬁgura-
tionen.
Insgesamt zeigt dies, dass selbst bei korrekter Identiﬁkation der Anzahl der latenten
Klassen die Verlaufsmuster selbiger Entwicklungsklassen bei einer geringen Klassendi-
stanz verzerrt geschatzt werden. Bereits bei einer mittleren Klassendistanz von 1.5 MD
kann dies zu verzerrten Schlussfolgerungen bzgl. der durchschnittlichen Wachstumsver-
laufsform fuhren. Bei als klein einzustufenden Klassendistanzen wird zusatzlich auch die
Heterogenitat dieser Verlaufsformen im Schnitt verzerrt eingeschatzt werden. Diese Er-
gebnisse deuten darauf hin, dass Forscher/Forscherinnen bei der Interpretation von Para-
meterschatzungen vorsichtig sein sollten, wenn der Abstand zwischen den Klassen gering
ist. Insgesamt entspricht dies den Ergebnissen von Koo & Leite (2014) fur einfache GMMs
(vgl. Koo & Leite, 2014: 215). Diese allgemeine Tendenz im Zusammenhang zwischen Klas-
sendistanz und Bias der Parameter konnen auch bei Serang et al. (2016) gefunden werden,
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wobei der Grad der Verzerrungen aufgrund der insgesamt recht hohen Klassendistanzen
der Simulation weniger pragnant ausfallt (vgl. Serang et al., 2016: 6 ﬀ.). Der Einﬂuss der
Klassendistanz bzgl. der Parameterschatzungen der Wachstumsparameter kann somit,
anhand der hier dargestellten Ergebnisse, auf SOGMMs vorlauﬁg ausgeweitet werden.
Fallzahl und Klassenanteilsverhaltnisse. Wie aus den Tabellen 18 und 19 entnom-
men werden kann, haben die Fallzahl und die Verteilung der Falle uber die Klassen,
unter ansonsten optimalen Bedingungen, keinen nennenswerten negativen Einﬂuss auf
die Varianz- und Mittelwertparameter der Wachstumsfaktoren.
Tabelle 18: Relativer Bias nach Fallzahl-Stufen
Nobs Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(S_C1) M(S_C2) M(S_C3) N
1.000 -0.014 -0.029 -0.030 0.004 -0.006 0.001 0.002 0.023 297
2.000 -0.002 -0.000 0.008 0.001 -0.004 0.001 0.002 0.014 299
3.000 0.000 0.004 -0.002 -0.002 -0.004 0.000 0.000 0.006 300
Info: Invarianz=1, Mixing=33.33.33, Klassendistanz=4 MD.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
Die kritischen Schwellenwerte von 5 oder 10 % relativer Verzerrung werden fur kei-
ne untersuchten Parameter erreicht. Fur die Fallzahlauspragung von 300 Fallen (nobs=1)
lasst sich anhand von Tabelle 18 erahnen, dass sich die Varianz- und Kovarianzschatzungen
bei geringeren Fallzahlen der harten Grenze von 5 % annahern wurden. Allerdings ist dies
eine prinzipiell nicht zulassige Extrapolation uber die tatsachliche Aussagekraft dieser
MC-Studie hinaus. Der fehlende Einﬂuss unter ansonsten gunstigen Simulationsbedin-
gungen fugt sich in den bisherigen Forschungsstand zu GMMs ein und kann somit auch
auf MIGMMs ausgeweitet werden. So konnte auch Kim & Kim (2012) fur klassische
GMMs unter ahnlichen Simulationsbedingungen einen kritischen Mindestfallzahlwert von
200 ausmachen, wobei allerdings erwahnt werden muss, dass dieser Mindestwert unter
ungunstigeren Simulationsbedingen sehr schnell ansteigt (vgl. Kim & Kim, 2012: 466
f.). Fur die Klassenanteilsverhaltnisse lasst sich hingegen keinerlei Tendenz entdecken.
Diese Ergebnisse werden auch nicht durch uber die Klassenidentiﬁkation ausgeschlos-
sene Replikationsfalle beeinﬂusst, da alle betrachteten Simulationskonﬁgurationen >297
Replikationen beinhalten und damit nahe oder genau auf dem Maximum pro Simulati-
onskonﬁguration liegen. Insgesamt muss konstatiert werden, dass weder Fallzahl noch die
Anteilsverhaltnisse unter ansonsten gunstigen Datenbedingungen einen eigenen verzerren-
den Einﬂuss auf die Varianz- und Parameterschatzungen von MIGMMs ausuben. Sofern
also die korrekte Klassenanzahl identiﬁziert werden konnte, uben die zugrundeliegende
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Tabelle 19: Relativer Bias nach Mixing-Stufen
Mixing Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(S_C1) M(S_C2) M(S_C3) N
1.000 0.000 0.004 -0.002 -0.002 -0.004 0.000 0.000 0.006 300
2.000 -0.000 0.002 -0.002 -0.002 -0.003 0.000 -0.001 0.007 300
3.000 -0.001 -0.003 -0.009 -0.001 -0.011 0.000 -0.006 0.003 299
Info: Invarianz=1, Nobs=1300, Klassendistanz=4 MD.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
Fallzahl sowie die Verteilung dieser Falle uber die Klassen keinen eigenen nennenswerten
verzerrenden Eﬀekt auf die einzelnen Klassenverlaufsmuster aus.
10.2 Modellbasierte Analyse bzgl. des Bias
Fur die modellbasierte Auswertung hinsichtlich der Verzerrungen der Wachstumsparame-
ter wird der rohe Bias (auch: Raw Bias) der jeweiligen Parameter als abhangige Große
berucksichtigt. Um die Ergebnisinterpretation zu vereinfachen, wird dabei der absolute Be-
trag des Bias als abhangige Variable berucksichtigt. Negative Schatzwerte der Steigungs-
koeﬃzienten markieren damit geringere Verzerrungen, wohingegen positive Steigungskoef-
ﬁzienten fur ein hoheres Maß an Parameterverzerrung stehen. In die Berechnungen gehen
wiederum nur die Replikationen ein, welche mindestens von einem der IC-Indizes korrekt
als 3-Klassenlosung identiﬁziert wurden. Fur jeden betrachteten Wachstumsparameter
wird hier ein eigenes lineares Modell geschatzt, welches jeweils die Haupt- und Interak-
tionseﬀekte der Simulationsgroßen beinhaltet. Fur die Berechnung der Signiﬁkanztests
wurden ¾Eicker-Huber-White robust standard errors¿ aus der Familie der Sandwich-
Estimators62 verwendet, da sich bei einigen der Metamodelle in der Modell-Diagnostik
Probleme hinsichtlich der Heteroskedastizitat gezeigt haben.63 Fur die Interaktionsterme
werden nur Eﬀekte berucksichtigt, welche mindestens 2 % (Delta-R2) mehr Varianzauf-
klarung zu den Haupteﬀekten beitragen, was nach Cohen (1988) einer kleinen Eﬀektstarke
entspricht (vgl. Cohen, 1988: 413 ﬀ.). Die Signiﬁkanz einzelner Dummy-Eﬀekt-Terme wur-
de dabei nicht als alleinige Leitschnur herangezogen, da die Fallzahl mit 23 084 Fallen im-
mer noch sehr hoch ausfallt, womit auch substanziell unbedeutende Eﬀekte als signiﬁkant
angezeigt werden. Die Ergebnisse der folgenden Metamodelle sind mit unstandardisierten
62Fur die Berechnung der Standardfehler wurde die Variante ¾HC3¿ nach Davidson & MacKinnon
(1993) gewahlt, welche in Simulationsstudien vergleichsweise gute Ergebnisse lieferte (vgl. Hayes & Cai,
2007: 713).
63Die visuelle Diagnostik zu allen Meta-Modellen kann aus dem Online-Appendix A.5 entnommen wer-
den. Trotz der Bildung von Interaktionstermen wurden die relevanten Grenzwerte fur Multikollinearitat
fur keines der hier prasentierten Modelle uberschritten.
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Koeﬃzienten in den Tabelle 20, 22 und 25 dargestellt.64 Die relative Bedeutsamkeit der
Eﬀekte ist in den Tabellen 21, 23 und 24 mit den Delta-R2-Werten ausgewiesen.
10.2.1 Analyse bzgl. des Bias Ko-/Varianzparameter
Die Varianzparameter der Wachstumsfaktoren beschreiben den Grad an Unterschiedlich-
keit, welcher hinsichtlich der Verlaufsmuster innerhalb der latenten Klassen besteht. Ver-
zerrungen der Varianzschatzungen wurden somit mit einer Uber- oder einer Unterschatzung
der tatsachlichen Heterogenitat innerhalb der Klassen einhergehen.
Wahrend bei der deskriptiven Auswertung der Haupteﬀekte die Fallzahl und die Klassen-
anteilsverhaltnisse keinen nennenswerten Einﬂuss auf die Varianz und Kovarianzparame-
ter aufwiesen, zeigt die modellbasierte Betrachtung uber alle Simulationskonﬁgurationen
ein etwas diﬀerenzierteres Bild. Die Klassenanteilsverhaltnisse zeigen wie zuvor (unter op-
timalen Simulationsbedingungen) keinen nennenswerten Einﬂuss auf die Schatzungen der
Ko-/Varianzen. Mit einem Delta-R2 von maximal 0.2 % (vgl. Tabelle 21 auf Seite 133)
wird keine der Varianzschatzungen substantiell beeinﬂusst, sofern die korrekte Klassen-
anzahl identiﬁziert wurde. Fur die Fallzahl weicht die modellbasierte Auswertung jedoch
vom Muster der deskriptiven Tabellenanalyse ab. Mit einem Delta-R2 zwischen 4 und 5
% kann die Fallzahl die Varianz der Ko-/Varianzschatzungen zusatzlich substantiell sta-
tistisch erklaren. Je hoher die Fallzahl ausfallt, desto geringer sind die Verzerrungen in
den Varianzschatzungen in allen drei Metamodellen (vgl. Tabelle 20 auf Seite 132).
Fur die Klassendistanz zeigt sich sowohl in Richtung als auch bzgl. der Starke ein ahnlich
gearteter Eﬀekt hinsichtlich der Ko-/Varianzschatzungen. Mit einer zusatzlichen Varianz-
aufklarung von ca. 4 bis 4.5 % bewirkt eine hohere Klassendistanz geringere Verzerrungen
fur alle Varianzschatzungen.
Fur die Haupteﬀekte und die Interaktionen der Invarianzstufen zeigt sich ein weniger
einheitliches Bild uber die Metamodelle hinweg. Daher werden im Folgenden die Eﬀekte
fur die einzelnen Modelle und Schatzparameter getrennt dargestellt:
 Fur die Varianzschatzung des Interceptfaktors (vgl. Tabelle 20: Modell 1 auf Seite
132) hat der Haupteﬀekt der Invarianzstufen, unter Kontrolle aller restlichen Ein-
ﬂussgroßen, keinen substanziell eigenen Einﬂuss, mit einer zusatzlichen Varianzauf-
klarung um lediglich 0.4 %. In der Tendenz zeigt der Haupteﬀekt fur Invarianzstufen
64Die Ergebnistabellen wurden mit dem Softwarepaket ¾stargazer¿ erstellt: Hlavac, Marek (2018).
stargazer: Well-Formatted Regression and Summary Statistics Tables. R package version 5.2.2.
https://CRAN.R-project.org/package=stargazer.
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Tabelle 20: Regressions-Ergebnisse zu Bias der Ko-/Varianz Parameter (robuste SE; HC3)
Dependent variable:
model_bias_i_v model_bias_s_v model_bias_is_cv
Pop.Val.: 0.25 Pop.Val.: 0.04 Pop.Val.: 0.02
(1) (2) (3)
Constant 0.092∗∗∗ 0.019∗∗∗ 0.027∗∗∗
(0.003) (0.001) (0.001)
nobs2 −0.013∗∗∗ −0.003∗∗∗ −0.004∗∗∗
(0.001) (0.0001) (0.0002)
nobs3 −0.019∗∗∗ −0.005∗∗∗ −0.007∗∗∗
(0.001) (0.0001) (0.0002)
mixing2 −0.003∗∗∗ −0.0001 −0.001∗∗∗
(0.001) (0.0001) (0.0002)
mixing3 −0.005∗∗∗ −0.0001 −0.001∗∗∗
(0.001) (0.0001) (0.0002)
invar2 −0.011∗∗ 0.001 0.0003
(0.004) (0.001) (0.001)
invar3 −0.011∗∗ 0.004∗∗∗ −0.002
(0.003) (0.001) (0.001)
invar4 −0.002 −0.0001 −0.0005
(0.004) (0.001) (0.001)
invar5 −0.001 −0.005∗∗∗ −0.008∗∗∗
(0.003) (0.001) (0.001)
invar6 −0.013∗∗∗ 0.004∗∗∗ −0.008∗∗∗
(0.003) (0.001) (0.001)
sep2 −0.039∗∗∗ −0.003∗∗∗ −0.005∗∗∗
(0.003) (0.001) (0.001)
sep3 −0.061∗∗∗ −0.012∗∗∗ −0.017∗∗∗
(0.003) (0.0005) (0.001)
invar2:sep2 0.007 −0.002∗∗ −0.001
(0.004) (0.001) (0.001)
invar3:sep2 0.023∗∗∗ −0.003∗∗ 0.004∗∗
(0.004) (0.001) (0.001)
invar4:sep2 −0.006 −0.002∗∗ −0.004∗∗∗
(0.004) (0.001) (0.001)
invar5:sep2 0.009∗ 0.005∗∗∗ 0.011∗∗∗
(0.004) (0.001) (0.001)
invar6:sep2 0.023∗∗∗ −0.003∗∗∗ 0.012∗∗∗
(0.004) (0.001) (0.001)
invar2:sep3 0.013∗∗∗ −0.0005 −0.0001
(0.004) (0.001) (0.001)
invar3:sep3 0.030∗∗∗ −0.002∗∗ 0.003∗∗
(0.003) (0.001) (0.001)
invar4:sep3 0.007 0.001 0.001
(0.004) (0.001) (0.001)
invar5:sep3 0.034∗∗∗ 0.009∗∗∗ 0.013∗∗∗
(0.003) (0.001) (0.001)
invar6:sep3 0.082∗∗∗ 0.007∗∗∗ 0.020∗∗∗
(0.003) (0.001) (0.001)
Observations 23,084 23,084 23,084
R2 0.314 0.345 0.272
Adjusted R2 0.313 0.345 0.271
Residual Std. Error (df = 23062) 0.034 0.007 0.011
F Statistic (df = 21; 23062) 502.744∗∗∗ 579.323∗∗∗ 410.575∗∗∗
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Tabelle 21: Delta-R-Quadrat der Praediktoren zum Bias der Ko-/Varianz Parameter
df dR Var I dR Var S dR KoVar IS
nobs 2 0.037 0.045 0.049
mixing 2 0.002 0.00002 0.001
invar 5 0.004 0.030 0.016
sep 2 0.044 0.042 0.040
invar:sep 10 0.065 0.042 0.053
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 20.
mit langsschnittlichen Verzerrungen sogar eher eine Reduzierung der Verzerrung.
Diese Tendenz wandelt sich jedoch unter Mitbetrachtung des Interaktionseﬀekts
zwischen den Invarianzstufen und der Klassendistanz. Fur hohere Klassendistanzen
nimmt der Grad der Verzerrung durch die Invarianzstufen deutlich zu. Insbesondere
fur Konﬁgurationen, welche nicht-invariante Faktorladungen enthalten, erhoht sich
der Grad des Varianzbias des Interceptfaktors. Die zusatzliche Varianzaufklarung
durch den Interaktionseﬀekt betragt dabei 6.5 %. Nach dem Metamodell betragt
der geschatzte rohe Bias fur die kombinierte Invarianzstufe 6 bei maximaler Klas-
sendistanz insgesamt 0.069, was in diesem Fall einem relativen Bias von 27.6 %
entspricht und damit auch außerhalb der weichen Grenzwerte liegt.
 Fur die Schatzung der Varianz des Slopefaktors (vgl. Tabelle 20: Modell 2 auf
Seite 132) hat auch der Haupteﬀekt der Invarianzstufen mit einem Delta-R2 von
3 % einen interpretationswurdigen Einﬂuss. Simulationkonﬁgurationen mit nicht-
invariant speziﬁzierten Faktorladungen haben dabei einen Einﬂuss auf die Varianz
des Slopefaktors. Invarianzformen, welche lediglich hinsichtlich der Intercepts der
manifesten Variablen nicht-invariant speziﬁziert wurden, beeinﬂussen die Schatzung
der Varianz des Slopeparameters hingegen eher nicht. Fur Faktorladungs-Konﬁguration-
en mit langschnittlicher Nicht-Invarianz nehmen die Verzerrungen zu, wohingegen
die Varianz des Slopes fur gruppenspeziﬁsche Nicht-Invarianzen sogar weniger ver-
zerrt geschatzt werden. Unter Berucksichtigung des Interaktionseﬀekts zwischen
den Invarianzformen und der Klassendistanz, was auch zu einem statistischen Er-
klarungszuwachs um 4.2 % fuhrt, werden weitere Muster ersichtlich. So zeigt sich,
dass unter einer mittleren Klassendistanz die Uber- und Unterschatzung der Varianz
des Slopeparameters die Waage halten. Infolgedessen zeigt sich bei einer mittleren
Klassendistanz von 1.5 MD weder ein positiver noch ein negativer Eﬀekt auf die Vari-
anzschatzung; und dies unabhangig von der Form der Nicht-Invarianz. Unter großer
133
Klassendistanz von 4.0 MD wandelt sich dieses Bild wieder etwas. Langsschnittliche
Invarianzformen haben unter großer Klassendistanz wiederum keinen Einﬂuss auf
die Varianz des Slopefaktors. Anders verhalt es sich allerdings bei der gruppen-
speziﬁschen und kombinierten Invarianzkonﬁgurationen, welche die Faktorladungen
beinhalten. Diese fuhren unter großer Klassendistanz zu einer großeren Verzerrung
des Slopefaktors.
 Fur die Kovarianz zwischen dem Intercept- und dem Slopefaktor (vgl. Tabelle 20:
Modell 3 auf Seite 132) zeigt sich ein geringfugiger Haupteﬀekt der Invarianzform
(Delta-R2: 1.6 %). Fur die Invarianzstufen 5 und 6 wird die Kovarianz sogar weniger
verzerrt geschatzt. Aber auch dieser Eﬀekt dreht sich fur hohere Klassendistanzen,
wie durch die zusatzliche Betrachtung des Interaktionseﬀekts deutlich wird (Delta-
R2: 5.3 %). Ab einer Distanz von 4.0 MD dreht sich der Gesamteﬀekt und zeigt z.
B. fur Invarianzstufe 6 eine geschatzte Gesamtverzerrung von 0.012, was bei einem
Populationswert von 0.02 einem relativen Fehler von 60 % entspricht.
Alles in allem zeigt sich fur die Invarianzstufen und die Interaktion mit der Klassen-
separation, dass fur hohe Klassendistanzen der Grad der Verzerrung der Ko-/Varianzen
durch die Invarianz insbesondere in den Invarianzstufen 5 und 6 allgemein zunimmt.
Fur die Invarianzstufe 2 bis 4 zeigt sich ein uneinheitlicher Interaktionseﬀekt, welcher
sich zwischen den betrachteten Varianzparameter unterscheidet. Besonders hervorzuhe-
ben ist, dass die Bedeutung der Invarianzformen fur die Ko-/Varianzschatzungen der
Wachstumsparameter uber die Klassendistanz moderiert wird, was nicht zuletzt durch
den durchgangig hoheren Anteil bzgl. der Varianzaufklarung deutlich wird.
In der Gesamtbetrachtung lasst sich zusammenfassen, dass Fallzahl, Invarianzform, Klas-
senseparation und die Interaktion zwischen Invarianzform und Klassenseparation sub-
stantiell bedeutsame Einﬂusse auf die Varianzparameterschatzungen ausuben. Dabei darf
jedoch nicht vernachlassigt werden, dass der Zufallsprozess der Ziehung ebenfalls einen
bedeutsamen Einﬂuss ausubt. Insgesamt zeigen die R2-Werte der Metamodelle mit ei-
ner Varianzaufklarung zwischen 27 und 35 % (vgl. Tabelle 20 auf Seite 132), dass große
Anteile der Varianzschatzungen der  bzgl. der Klassenanzahl richtig identiﬁzierten  Re-
plikationen vom Zufallsprozess der Monte-Carlo-Simulation und Werten außerhalb des
Analysemodells abhangen und nicht uber die Simulationsgroßen erklart werden konnen.65
65Dieses Ergebnis wurde durch vollsaturierte Metamodelle mit allen moglichen Interaktionen der Simu-
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10.2.2 Analyse bzgl. des Bias der Interceptfaktor-Mittelwerte
Die Metaanalysemodelle bzgl. der Mittelwertverzerrungen der Interceptfaktoren der ein-
zelnen latenten Klassen weisen deutliche Unterschiede zueinander auf. Der Grad der sta-
tistisch erklarten Varianz der Bias-Modelle schwankt zwischen unter 5 % bis hin zu ca. 28
%. Daher werden die Verzerrungsmodelle im Weiteren fur die einzelnen latenten Klassen
zunachst getrennt diskutiert.
 Die unabhangigen Variablen der Simulation haben nur einen außerst geringen Ein-
ﬂuss auf die Mittelwertverzerrung des Interceptfaktors der ersten latenten Klasse
(vgl. Tabelle 22: Modell 1 und Tabelle 23: c1). Die kumulierte Varianzaufklarung
bleibt knapp unter 5 % zuruck. Dementsprechend zeigen sich auch fur keinen der spe-
ziﬁzierten Eﬀekte bedeutsame Delta-R2-Werte. Den vergleichsweise starksten Ein-
ﬂuss ubt der Haupteﬀekt der Invarianzform aus, mit einem Delta-R2-Wert von 2.3
%. Zwar zeigt sich in der Tendenz anhand der Koeﬃzienten fur hohere Fallzahl
und hohere Klassendistanz unverzerrtere Parameterschatzung, aber vor dem Hin-
tergrund der geringen Varianzaufklarung durfen diese Tendenzen nicht als substan-
tiell relevante Eﬀekte uberinterpretiert werden. Fur die Invarianzformen zeigt sich
 auf Grundlage der deskriptiven Analyse erwartbar  ein hoherer Grad an Verzer-
rung fur Konﬁgurationen, welche non-invariante Faktorladungen enthalten (3, 5, 6).
Aber auch dieser Eﬀekt bleibt beinahe unter der zuvor festgelegten Interpretations-
grenze zuruck. Analytisch betrachtet erscheint der fehlende substantielle Einﬂuss
der Simulationsgroßen auf Mittelwertverzerrungen des Interceptfaktors der ersten
latenten Klasse zunachst kontraintuitiv. Die erste latente Klasse wird fur die Inva-
rianzformen sowohl in den langsschnittlichen als auch in den gruppenspeziﬁschen
Konﬁgurationen hinsichtlich der Nicht-Invarianz manipuliert. Diese Verzerrungen
scheinen von den Interceptsschatzungen der dritten nicht-manipulierten Referenz-
klasse aufgefangen zu werden. Des Weiteren fallen die Anteilsverhaltnisse der ersten
Klasse auch nie unter einen kritischen Grenzwert (in Ubereinstimmung mit den Vor-
gaben des Populationsmodells), was die fehlende Einﬂussbeziehung plausibilisiert.
 Das Mittelwertverzerrungsmodell fur den Interceptfaktor der zweiten Klassen weist
im Vergleich zur ersten latenten Klasse wesentlich starkere Einﬂussbeziehungen auf
lationsgroßen (dabei bis zu Interaktionen 3. Ordnung) bestatigt, welche keine bedeutsam hoheren Werte
fur R2 aufweisen. Gleiche Tests wurden auch fur alle weiteren diskutierten Modelle durchgefuhrt.
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(vgl. Tabelle 22: Modell 2 und Tabelle 23: c2). Die kumulierte Varianzaufklarung
betragt immerhin mehr als 27 %. Davon geht der großte Anteil auf die Invarianz-
formen sowie die Interaktion zwischen Invarianzform und Klassenseparation zuruck.
Der zweitgroßte Einﬂuss geht vom Klassenanteilsverhaltnis in Kombination mit der
Klassendistanz aus, wobei die Haupteﬀekte der Klassenseparation und des Anteils-
verhaltnisses mit ca. zwei und einem Prozent zusatzlicher Varianzaufklarung auf
Rang 4 und 5 stehen. Wie bisher bei allen betrachteten Metamodellen zeigt der
Haupteﬀekt der Klassendistanz, dass fur hohere Abstande zwischen den Klassen die
Parameterschatzung im Schnitt weniger verzerrt wird. Der Haupteﬀekt der Invari-
anzformen zeigt fur die gruppenspeziﬁsche und die kombinierte Messinvarianzstufen
5 und 6 eine deutlich hohere Verzerrung der Mittelwertschatzung des Intercept-
faktors an. Bezieht man in diese Betrachtung den Interaktionseﬀekt zwischen den
Invarianzformen und der Klassendistanz ein, lassen sich zwei weitere Tendenzen
ausmachen. Fur hohere Klassendistanzen werden langsschnittliche Invarianzformen,
welche sowohl die Intercepts als auch die Faktorladungen umfassen, bedeutender
und fuhren im Schnitt zu starkeren Mittelwertverzerrungen des Interceptfaktors. Des
Weiteren zeigt sich, dass fur Klassendistanzen ab 1.5 MD der verzerrende Eﬀekt von
gruppenspeziﬁschen Nicht-Invarianzen, welche die Intercepts und Faktorladungen
betreﬀen, abnimmt. Die beiden Tendenzen uberlagern sich in der gruppenspeziﬁsch
und langsschnittlich kombinierten Invarianzstufe 6, wodurch sich der Unterschied
zwischen dem zusatzlichen Eﬀektbeitrag fur 1.5 und 4.0 MD potenziell erklart. Der
Haupteﬀekt der Klassenanteilsverhaltnisse hat mit einem Delta-R2-Wert von 1.1 %
einen verhaltnismaßig geringen Einﬂuss und zeigt fur Konﬁgurationen mit kleine-
ren Klassen eine weniger verzerrte Schatzung des Mittelwerts des Interceptfaktors
der zweiten Klasse. Bezieht man in dieser Betrachtung den Interaktionsterm zwi-
schen den Klassenanteilsverhaltnissen und der Klassendistanz mit ein, was einer
zusatzlichen Varianzaufklarung von ca 5 % entspricht, dann zeigt sich, dass dieser
Eﬀekt stark konditional mit der Klassendistanzen verknupft ist. Fur eine Distanz
von 1.5 MD lasst sich kaum eine Verringerung oder Erhohung der Verzerrung aus-
machen. Ab einer Klassendistanz von 4.0 MD zeigt sich aber, dass Modelle mit
kleinen Klassengroßen von 5 % im Schnitt zu verzerrteren Interceptschatzungen in
selbiger kleiner Klasse fuhren.
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 Die Verzerrung des Interceptfaktor-Means der dritten latenten Klasse werden eben-
falls nicht unwesentlich durch die Simulationsgroßen bestimmt. Die kumulierte Vari-
anzaufklarung fallt mit knapp 19 % (vgl. Tabelle 23: c3 auf Seite 140) zwar nicht so
hoch aus wie fur die zweite Klasse, liegt aber noch deutlich uber dem Wert fur das
Metamodell bzgl. der Verzerrungen der Interceptsmeans der ersten latenten Klasse.
Diese Varianzaufklarung wird im Wesentlichen durch die Invarianzstufen, die Klas-
sendistanz und die Interaktion zwischen diesen beiden Simulationsgroßen erzeugt.
Die Klassenanteilsverhaltnisse spielen fur die dritte Klasse wiederum keine wesent-
liche Rolle und auch die Fallzahl bleibt unter einer zusatzlichen Varianzaufklarung
von einem Prozent. Fur die Klassenseparation zeigt sich wiederum die erwartete Ef-
fektrichtung. Je hoher die Distanz zwischen den latenten Klassen, desto unverzerrter
wird der Mittelwert des Intercepts der dritten Klasse im Durchschnitt geschatzt (vgl.
Tabelle 22: Modell 3 auf Seite 139). Trotz der kaum interpretationswurdigen Starke
der Assoziation, zeigen die Koeﬃzienten der Fallzahl in der Tendenz an, dass hohere
Fallzahlen eher mit einer geringeren Verzerrung des Interceptmittelwerts einherge-
hen. Der Haupteﬀekt der Invarianzstufen zeigt fur geringe Klassendistanzen bei
gruppenspeziﬁschen Nicht-Invarianzen geringere Verzerrungen. Unter Einbezug des
Interaktionsterms zeigt sich allerdings, dass dieser Eﬀekt bei hoheren Klassendistan-
zen von 1.5 MD oder 4.0 MD nicht mehr vorhanden ist. In der hochsten Klassen-
distanz sind gruppenspeziﬁsche Nicht-Invarianzen sogar mit großeren Verzerrungen
assoziiert. In diesem Interaktionseﬀekt spiegelt sich die (umgekehrte) Tendenz aus
dem Modell fur Klasse 2, welche fur kleine Klassendistanzen zunachst eine verzerrte-
re Schatzung feststellt, was sich allerdings fur hohere Klassendistanzen abschwacht.
In der Gesamtbetrachtung fallt auf, dass die Fallzahl fur keinen der Mittelwerte der
Interceptfaktoren einen bedeutenden Einﬂuss hat. Zwar zeigt die Tendenz der Eﬀektko-
eﬃzienten an, dass hohere Fallzahlen im Schnitt zu geringeren Verzerrungen fuhren, aber
die damit verbundene zusatzliche Varianzaufklarung bleibt immer unter einem Prozent.
Außerdem wird deutlich, dass die Simulationsgroßen nicht nur fur diejenigen latenten
Klassen einen relevanten Einﬂuss zeigen, in welchem tatsachlich auch im Populationsmo-
dell modelltechnische Manipulationen durchgefuhrt wurden. So zeigt sich zwar der Eﬀekt
der Anteilverhaltnisse nur in der zweiten Klasse, welche durch die Manipulation dieser Si-
mulationsgroße vom Fallzahlverhaltnis tatsachlich betroﬀen ist und kleine Klassengroßen
aufweist, aber gleiches gilt nicht fur den Einﬂuss der Messinvarianzformen, welche vor-
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rangig fur die Mittelwerte der manifesten Intercepts der Klassen 2 und 3 relevant wer-
den. Dies ist insofern uberraschend, als dass die gruppenspeziﬁschen Faktorladungen und
manifesten Interceptwerte im Rahmen der Simulation lediglich fur die Klassen 1 und 2
manipuliert werden, aber der verzerrende Eﬀekt von den Schatzungen durch Klasse 3
aufgefangen wird. Dabei zeigt sich zugleich, dass hohere Abweichungen von der Nicht-
Invarianz nicht zwingend mit einer hoheren Einﬂussstarke einhergehen, wenn man die
Erklarungsanteile bzgl. Klasse 2 und Klasse 3 vergleicht.66 Resumierend ist auch fest-
zustellen, dass hohere Klassendistanzen durchweg mit einer geringeren Verzerrung der
Mittelwerte der Interceptsfaktoren assoziiert sind. Dabei sticht dieser Eﬀekt allerdings
fur Klasse 1 und 2 hinsichtlich der relativen Bedeutung nicht besonders hervor. Alles in
allem bleibt festzuhalten, dass die Interceptschatzungen sowohl von der Klassendistanz,
den Invarianzformen und der Interaktion zwischen beiden Großen abhangen. Die Wirkung
lasst sich dabei nicht klar an den durch die Simulation manipulierten Klassen festmachen,
sondern strahlt zum Teil auf die Referenzklasse aus.
10.2.3 Analyse bzgl. des Bias der Slopefaktor-Mittelwerte
Wahrend die Interceptparameter das Basisniveau der Wachstumsverlaufsform beschrei-
ben, stehen die Slopeparamter fur die zeitliche Veranderung des Verlaufs. Insofern bein-
halten sie den dynamischen Aspekt der MIGMMs.
Die Metamodelle fur die Verzerrungen der Slopemittelwerte zeigen im Vergleich zu den
Modellen fur die Varianzen und die Interceptwerte eine deutlich hohere Varianzaufklarung.
Fur die latenten Klassen 1 und 2 konnen ca. 47 % und 67 % statistisch erklart werden,
wohingegen fur die Referenzklasse 3 immerhin noch 28 % der Varianz gebunden werden
(vgl. Tabelle 25 auf Seite 143). Alle drei Analysemodelle haben gemeinsam, dass diese
Varianzaufklarung weder wesentlich auf die Fallzahl, die Klassenanteilsverhaltnisse noch
auf den Haupteﬀekt der Invarianzstufen zuruckzufuhren ist. Die zugrundeliegenden Delta-
R2-Werte bleiben alle deutlich unter einem Prozent zusatzlicher Varianzaufklarung zuruck
(vgl. Tabelle 24 auf Seite 142). So zeigen die unstandardisierten Eﬀektschatzer fur die Fall-
zahl zwar erwartbar an, dass hohere Fallzahlen zu geringeren Verzerrungen fuhren, aber
der Eﬀekt fallt insgesamt gering aus. Auch das Klassenanteilsverhaltnis zeigt annahmen-
konform fur die zweite latente Klasse eine hohere Verzerrung fur geringe Klassenanteile
66Die Abweichungen von der Nicht-Invarianz der manifesten Intercepts der Messfaktoren (der einzelnen
Erhebungswellen) und der Faktorladungen fallen, nach der Deﬁnition der Populationsmodelle, fur die
latente Klasse 1 doppelt so stark aus wie fur Klasse 2.
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Tabelle 22: Regressions-Ergebnisse zum Bias der Interceptfaktoren (robuste SE; HC3)
Dependent variable:
model_bias_i_m_c1 model_bias_i_m_c2 model_bias_i_m_c3
(1) (2) (3)
Constant 0.432∗∗∗ 0.172∗∗∗ 0.421∗∗∗
(0.032) (0.007) (0.018)
nobs2 −0.045 −0.013∗∗∗ −0.035∗∗∗
(0.031) (0.002) (0.004)
nobs3 −0.083∗∗ −0.021∗∗∗ −0.056∗∗∗
(0.028) (0.002) (0.004)
mixing2 −0.006 −0.042∗∗∗ 0.003
(0.021) (0.008) (0.003)
mixing3 −0.004 −0.083∗∗∗ 0.026∗∗∗
(0.025) (0.008) (0.004)
invar2 0.067∗ 0.002 −0.039
(0.028) (0.006) (0.024)
invar3 0.114∗∗∗ 0.016∗ −0.054∗
(0.008) (0.007) (0.024)
invar4 0.094∗∗∗ 0.010 −0.083∗∗∗
(0.008) (0.007) (0.023)
invar5 0.526∗∗∗ 0.180∗∗∗ −0.231∗∗∗
(0.028) (0.009) (0.019)
invar6 0.571∗∗∗ 0.186∗∗∗ −0.203∗∗∗
(0.035) (0.009) (0.019)
sep2 −0.085∗ −0.036∗∗∗ −0.181∗∗∗
(0.039) (0.008) (0.023)
sep3 −0.339∗∗∗ −0.132∗∗∗ −0.366∗∗∗
(0.026) (0.007) (0.017)
invar2:sep2 0.025∗∗ −0.001
(0.008) (0.029)
invar3:sep2 0.026∗∗ 0.011
(0.008) (0.030)
invar4:sep2 −0.013 0.039
(0.009) (0.028)
invar5:sep2 −0.189∗∗∗ 0.226∗∗∗
(0.010) (0.025)
invar6:sep2 −0.163∗∗∗ 0.245∗∗∗
(0.011) (0.026)
invar2:sep3 0.011 0.052∗
(0.007) (0.024)
invar3:sep3 0.033∗∗∗ 0.060∗
(0.007) (0.024)
invar4:sep3 0.111∗∗∗ 0.125∗∗∗
(0.008) (0.023)
invar5:sep3 −0.123∗∗∗ 0.315∗∗∗
(0.009) (0.019)
invar6:sep3 −0.073∗∗∗ 0.267∗∗∗
(0.010) (0.020)
mixing2:sep2 0.039∗∗∗
(0.008)
mixing3:sep2 0.052∗∗∗
(0.008)
mixing2:sep3 0.066∗∗∗
(0.008)
mixing3:sep3 0.175∗∗∗
(0.008)
Observations 23,084 23,084 23,084
R2 0.046 0.276 0.186
Adjusted R2 0.045 0.275 0.186
Residual Std. Error 1.386 (df = 23072) 0.117 (df = 23058) 0.214 (df = 23062)
F Statistic 100.175∗∗∗ (df = 11; 23072) 351.858∗∗∗ (df = 25; 23058) 251.675∗∗∗ (df = 21; 23062)
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Tabelle 23: Delta-R-Quadrat der Praediktoren zum Bias der Intercept Parameter
df dR Mean I c1 dR Mean I c2 dR Mean I c3
nobs 2 0.001 0.004 0.009
mixing 2 0.00000 0.011 0.002
invar 5 0.023 0.079 0.027
sep 2 0.010 0.018 0.049
invar:sep 10 0.074 0.040
mixing:sep 4 0.048
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 22.
an, aber auch dieser Eﬀekt kann mit einem Delta-R2 von unter einem Prozent kaum als
bedeutsam eingestuft werden.
Das Gros der Varianzbindung geht auf den Interaktionseﬀekt zwischen der Klassendistanz
und den Invarianzstufen sowie in einem geringeren Umfang auf die Klassendistanz selbst
zuruck. Die Klassendistanz ist  nicht uberraschend  bei großer Klassenseparation mit ge-
ringeren Verzerrungen der Slopemittelwerte assoziiert. Dieser Eﬀekt ist besonders fur die
dritte Referenzklasse bedeutsam, wohingegen der Eﬀekt fur die Klassen 1 und 2 geringer,
aber dennoch substantiell ausfallt. In der Gesamtbetrachtung fur den Haupt- und Interak-
tionseﬀekt der Invarianzstufen zeigt sich, dass die Slopes gegenuber den langsschnittlichen
Verzerrungen relativ robust sind. Nur fur die Referenzklasse 3 zeigen sich bei großer Klas-
sendistanz verzerrende Eﬀekte fur die langsschnittlichen Simulationskonﬁgurationen, was
die zuvor dargelegten deskriptiven Auswertungen zum relativen Bias bestatigt. Fur die
gruppenspeziﬁschen und kombinierten Invarianzkonﬁgurationen gestaltet sich das Bild
wiederum etwas diﬀerenzierter, weshalb eine getrennte Betrachtung sinnvoll ist.
 Fur den Mittelwert der Slopes der ersten latenten Klasse zeigt sich bei geringer
Klassendistanz sogar eine geringere Verzerrung fur die Invarianzstufen 5 und 6 (vgl.
Tabelle 25: Modell 1 auf Seite 143). Diese Tendenz dreht sich allerdings bereits bei
einer mittleren Klassendistanz von 1.5 MD. Hier zeigt sich im Schnitt eine großere
Verzerrung fur die Invarianzstufen 5 und 6 und im geringeren Umfang fur die Inva-
rianzstufe 4. Der Grad der Verzerrung wird in der hochsten Klassendistanz von 4.0
MD noch deutlich avancierter und steigt im Vergleich zur mittleren Distanz um den
Faktor 5 bis 10 an. Die kombinierte Invarianzstufe 6 fallt hierbei etwas weniger ver-
zerrt aus als Stufe 4 und 5, weshalb hier von einer gewissen Kompensationsleistung
der Kombination von langsschnittlicher und gruppenspeziﬁscher Nicht-Invarianz ge-
sprochen werden kann.
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 Die Mittelwerte der zweiten latenten Klasse sind fur geringe Klassendistanzen, im
Gegensatz zur ersten latenten Klasse, zunachst verzerrter geschatzt (vgl. Tabelle 25:
Modell 2 auf Seite 143). Fur die mittlere Klassendistanz dreht sich diese Beziehung
(zumindest fur nicht-invariante Faktorladungen) wieder, womit die Schatzungen so-
gar leicht weniger verzerrt sind. Aber auch hier zeigen sich in der großten Klassen-
distanz deutliche Verzerrungen, welche die der geringeren Klassendistanzen deutlich
ubersteigen. Auch hier fallt der Bias fur die kombinierte Invarianzstufe etwas gerin-
ger aus, was wiederum eine kleine Kompensationsleistung vermuten lasst, ohne das
dadurch allerdings akzeptable Verzerrungsraten erreicht werden.
 Mit einer vergleichsweise geringen zusatzlichen Varianzaufklarung der Invarianzstu-
fen und des Interaktionseﬀekts fallen die Eﬀekte fur die dritte latente Klasse deut-
lich weniger bedeutsam aus, wie fur die anderen Klassen. Dennoch zeigen sich einige
verzerrende Eﬀekte fur die Invarianzstufen, welche durch nicht-invariante Speziﬁka-
tionen in den anderen beiden latenten Klassen bedingt werden. In der geringen Klas-
sendistanz zeigt sich beispielsweise, dass fur gruppenspeziﬁsche Nicht-Invarianz der
manifesten Intercepts der Slopemittelwert verzerrter geschatzt wird als fur großere
Klassendistanzen (vgl. Tabelle 25: Modell 3 auf Seite 143). Fur eine mittlere Klas-
sendistanz zeigen sich bzgl. der Starke gleichgearteter Eﬀekte fur die Invarianzstufen
mit gruppenspeziﬁschen Nicht-Invarianzen in den Faktorladungen (5, 6), wobei die
4. Stufe weder weniger noch mehr verzerrt geschatzt wird. Fur die hochste Klas-
sendistanz nehmen die Verzerrungen fur die Invarianzstufen 5 und 6 um ca.
2
3
ab
und fur die 4. Invarianzstufe lasst sich sogar eine weniger verzerrte Schatzung des
Slopemittelwerts identiﬁzieren.
Wahrend die Verzerrungen bei langsschnittlichen Nicht-Invarianzstufen eher gering aus-
fallen, werden die Slope-Mittelwerte vor allem durch die gruppenspeziﬁschen und die
kombinierten Konﬁgurationen beeinﬂusst. Zusammenfassend betrachtet, werden vorran-
gig die Slopeschatzungen der manipulierten Klassen durch die gruppenspeziﬁschen In-
varianzstufen beeinﬂusst. Fur sie zeigen sich insbesondere bei klarer Klassentrennung
starke Verzerrungen der Mittelwertschatzungen. Auch die Richtung der manipulierten
Nicht-Invarianzen scheint insbesondere bei kleinen Klassendistanzen eine Rolle zu spie-
len. Nichtsdestotrotz werden auch die Slopeschatzungen der Referenzklasse 3 beeinﬂusst,
wobei dem Haupteﬀekt der Klassendistanz hier eine großere Relevanz zukommt. Eine
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alleinige Verzerrung der durch das Populationsmodell nicht-invariant gesetzten latenten
Klassen triﬀt, wie auch schon bei den Intercept-Metamodellen, nicht ganzlich zu. Auch fur
die Slopemodelle gibt es Ausstrahlungseﬀekte auf die Nachbarklassen, wenn auch deutlich
geringer, als dies bei den Intercept-Metamodellen der Fall war. Neben den Invarianzfor-
men stellt die Klassendistanz insgesamt die einzige weitere bedeutsame Einﬂussgroße fur
die Verzerrungen der Slopemittelwerte dar. Resumierend lasst sich auch sagen, dass sich
die Verzerrungen der Invarianzstufen besonders dann herausstellen, wenn die Distanz zwi-
schen den latenten Klassen besonders groß ist, was eine Fehlzuordnung der Falle innerhalb
der latenten Klassen deutlich unwahrscheinlicher macht.
Tabelle 24: Delta-R-Quadrat der Praediktoren zum Bias der Slope Parameter
df dR Mean S c1 dR Mean S c2 dR Mean S c3
nobs 2 0.0002 0.0001 0.006
mixing 2 0.0002 0.005 0.001
invar 5 0.001 0.001 0.004
sep 2 0.011 0.010 0.030
invar:sep 10 0.179 0.231 0.024
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 25.
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Tabelle 25: Regressions-Ergebnisse zum Bias der Slopefaktoren (robuste SE; HC3)
Dependent variable:
model_bias_s_m_c1 model_bias_s_m_c2 model_bias_s_m_c3
(1) (2) (3)
Constant 0.216∗∗∗ 0.122∗∗∗ 0.210∗∗∗
(0.009) (0.006) (0.008)
nobs2 −0.008∗ −0.006∗ −0.019∗∗∗
(0.004) (0.003) (0.002)
nobs3 −0.010∗∗ −0.006∗ −0.031∗∗∗
(0.004) (0.003) (0.002)
mixing2 −0.009∗∗∗ 0.024∗∗∗ −0.001
(0.003) (0.002) (0.002)
mixing3 0.002 0.049∗∗∗ 0.011∗∗∗
(0.004) (0.003) (0.002)
invar2 0.009 0.016∗ 0.010
(0.013) (0.008) (0.011)
invar3 0.018 0.025∗∗ −0.016
(0.013) (0.008) (0.010)
invar4 0.027∗ 0.022∗ 0.069∗∗∗
(0.013) (0.009) (0.012)
invar5 −0.042∗∗∗ 0.042∗∗∗ −0.012
(0.010) (0.008) (0.009)
invar6 −0.031∗∗ 0.059∗∗∗ 0.0002
(0.010) (0.008) (0.010)
sep2 −0.010 0.084∗∗∗ −0.058∗∗∗
(0.013) (0.010) (0.012)
sep3 −0.190∗∗∗ −0.098∗∗∗ −0.181∗∗∗
(0.009) (0.006) (0.008)
invar2:sep2 −0.012 −0.011 −0.025
(0.017) (0.012) (0.015)
invar3:sep2 0.037 −0.043∗∗∗ −0.012
(0.019) (0.012) (0.015)
invar4:sep2 0.064∗∗∗ 0.050∗∗∗ −0.017
(0.019) (0.012) (0.016)
invar5:sep2 0.099∗∗∗ −0.075∗∗∗ 0.092∗∗∗
(0.015) (0.012) (0.013)
invar6:sep2 0.093∗∗∗ −0.098∗∗∗ 0.087∗∗∗
(0.015) (0.012) (0.014)
invar2:sep3 −0.002 −0.006 0.023∗
(0.013) (0.008) (0.011)
invar3:sep3 0.035∗∗ 0.001 0.046∗∗∗
(0.013) (0.009) (0.010)
invar4:sep3 0.630∗∗∗ 0.677∗∗∗ −0.070∗∗∗
(0.014) (0.011) (0.012)
invar5:sep3 0.627∗∗∗ 0.438∗∗∗ 0.034∗∗∗
(0.015) (0.008) (0.009)
invar6:sep3 0.500∗∗∗ 0.345∗∗∗ 0.035∗∗∗
(0.016) (0.010) (0.010)
Observations 23,084 23,084 23,084
R2 0.467 0.669 0.278
Adjusted R2 0.467 0.669 0.277
Residual Std. Error (df = 23062) 0.227 0.152 0.134
F Statistic (df = 21; 23062) 962.968∗∗∗ 2,224.196∗∗∗ 422.036∗∗∗
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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10.3 Diskussion zu den modellbasierten Analysen bzgl. des Bias
Die vorgestellten Ergebnisse zu den Bias-Werten der Wachstumsfaktoren mussen vor dem
Hintergrund der vorangestellten korrekten Identiﬁkation der Klassenanzahl bewertet wer-
den. Alle Aspekte des Bias, welche durch den Prozess der Klassenidentiﬁkation bedingt
sind67, konnten folglich auch in den Analysemodellen nicht berucksichtigt werden. Auf-
grund der praktischen Verfahrenslogik bei der Modellkonstruktion von (MI)-GMMs, wel-
che auch in Einfuhrungs- und Lehrtexten als konsekutiv beschrieben wird, erscheint die
alleinige Betrachtung der korrekt identiﬁzierten Modelle als folgerichtig und fur die prak-
tische Anwendung in der Empirie am sinnvollsten. Aussagen zu den Verzerrungen der
Wachstumsverlaufe fur alle 3-Klassenmodelle, unabhangig von der Klassenidentiﬁkation,
waren zwar prinzipiell moglich gewesen, waren aber bzgl. der Empfehlungen fur die For-
schungspraxis im besten Fall irrelevant bis hin zu potentiell irrefuhrend.
Betrachtet man die Erklarungskraft der Bias-Metamodelle der verschiedenen Parameter
der Wachstumsfaktoren kann man erkennen, dass die Varianz des Bias bzgl. der Ko-
/Varianzen und der Mittelwerte der Intercept- und Slope-Faktoren unterschiedlich gut
durch die Simulationsgroßen statistisch erklart werden kann. Wahrend sich die R2-Werte
fur die Ko-/Varianz im Bereich von 27 bis 35 % bewegen, zeigen sich fur die Mittelwerte
der Interceptfaktoren lediglich Werte von 5 bis 28 %. Die Unterschiedlichkeit der Mittel-
werteverzerrungen der Slopefaktoren kann hingegen mit R2-Werten im Bereich von 28 bis
67 % am besten gebunden werden. Diese Unterschiedlichkeit in der Erklarungskraft geht
tlw. auch mit unterschiedlichen Eﬀekten der Simulationsgroßen einher.
Wahrend der Fallzahl der Simulation fur die Varianzschatzungen z. B. eine verhaltnismaßig
hohe Relevanz zukommt, spielt sie fur die Verzerrungen der Mittelwerte der Intercept-
und Slopefaktoren kaum eine nennenswerte Rolle. Auch fur die Klassenanteilsverhaltnisse
zeigt sich ein unterschiedlich gearteter Eﬀekt uber die Metamodelle hinweg. So haben die
Klassenanteilsverhaltnisse lediglich fur den Bias des Interceptfaktors der zweiten latenten
Klasse einen nennenswerten Einﬂuss, wohingegen sie in den restlichen Analysemodel-
len kaum zusatzliche Varianz binden konnen. Andere Simulationsgroßen haben hingegen
durchgehend uber alle Metamodelle hinweg einen Einﬂuss auf die Bias-Werte. Eine hohere
Klassendistanz hat in jedem Analysemodell einen positiven Einﬂuss auf die Bias-Werte
und vermag in nahezu jedem68 dieser Modelle einen eigenen substantiellen Beitrag zur
67Dabei ist sowohl an Haupt- wie auch an mogliche Interaktionseﬀekte zu denken.
68Das Metamodell zum Bias des Intercept-Mittelwerts der ersten latenten Klasse konnte als Ausnahme
gelten, wobei allerdings zu beachten ist, dass die Gesamtvarianzaufklarung des Modells außerst gering
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Varianzaufklarung beizusteuern. Ahnlich verhalt es sich mit den Invarianzstufen und ins-
besondere mit der Interaktion zwischen den Invarianzstufen und der Klassendistanz. Fur
die langsschnittlichen Invarianzformen kann anhand der deskriptiven sowie der modellba-
sierten Auswertungen gezeigt werden, dass sie im Vergleich zu den gruppenspeziﬁschen
Konﬁgurationen deutlich weniger zu den Bias-Werten beitragen. Wenn allerdings verzer-
rende Eﬀekte der langsschnittlichen Invarianz auftreten, dann in der dritten Kategorie
(invar3), welche nicht nur zeitlich nicht-invariante manifeste Intercepts beinhaltet, son-
dern zugleich nicht-invariant speziﬁzierte Faktorladungen uber die Erhebungszeitpunkte
hinweg.
Die Eﬀekte fehlender gruppenspeziﬁscher Nicht-Invarianz fallen im Schnitt starker aus
als die langsschnittlichen Abstufungen. Wahrend eine alleinige nicht-invarianz der ma-
nifesten Intercepts fur die Ko-/Varianzschatzungen noch keinen Eﬀekt aufweist, zeigen
sich deutliche Verzerrungen bei der Intercept- und Slope-Faktoren. Bei zusatzlicher nicht-
invarianz der Faktorladungen zeigen sich fur alle geschatzten Koeﬃzienten Verzerrungen.
Fur die Ko-/Varianzschatzungen fuhrt dies durchgehend zu einer Erhohung der Verzer-
rung, wahrend sich fur die Intercept- und Slope-Faktoren diﬀerenzierte Wirkungen aus-
machen lassen. Fur die Slopefaktoren fuhrt eine bzgl. des Vorzeichens gleichgerichtete
Nicht-Invarianz der Faktorladungen zu einer Verringerung der Verzerrung der Mittel-
wertschatzungen. Fur die Interceptfaktoren lasst sich, abhangig von der betrachteten la-
tenten Klassen, sowohl eine Verstarkung wie auch eine Verringerung identiﬁzieren.
Fur die kombinierte Invarianzkonﬁguration, welche langsschnittliche und gruppenspezi-
ﬁsche Nicht-Invarianz kombiniert, werden die Ko-/Varianzschatzungen im Vergleich zu
den gruppenspeziﬁschen Auspragungen sogar starker verzerrt geschatzt. Folglich verstarkt
sich auch der Bias bzgl. der Heterogenitatseinschatzungen, wenn beide Formen der Nicht-
Invarianz kombiniert auftreten. Ahnlich verhalt es sich fur die Mittelwertschatzungen der
Interceptfaktoren. Allerdings bleibt die verzerrende Wirkung hinter der einfachen Ad-
dition der Verzerrungen der gruppenspeziﬁschen und langsschnittlichen Konﬁgurationen
zuruck. Im Gegensatz hierzu fuhrt die Kombination der beiden Invarianzformen fur die
Schatzung der Mittelwerte der Slopefaktoren zu geringerem Bias. Diese Verringerung oder
Kompensation des Bias fallt allerdings keineswegs so stark aus, als dass vom Fehlen von
Bias gesprochen werden kann.69
ausfallt und die Klassenseparation, in Anbetracht dessen, verhaltnismaßig gut abschneidet.
69Die Reduzierung im Vergleich zur gruppenspeziﬁschen Auspragung bewegt sich nach den Metamo-
dellschatzungen (fur die großte Klassendistanz) etwa im Bereich von 20 %.
145
Zugleich wird dieser Kompensationseﬀekt durch eine hohere Verzerrung in der nicht ma-
nipulierten Referenzgruppe erkauft. Insbesondere fur die Mittelwertverzerrungen der In-
terceptfaktoren, aber auch in einem geringeren Umfang fur die Slopefaktormittelwerte,
konnte gezeigt werden, dass Verzerrungen nicht nur in den von der Nicht-Invarianz betrof-
fenen latenten Gruppe auftreten, sondern auch Ausstrahlungseﬀekte auf Nachbarklassen
zu erwarten sind, was in Folge dessen auch deren inhaltliche Interpretation kompromit-
tiert.
Uber die Modelle hinweg lasst sich der Trend erkennen, dass die Verzerrungen durch die
Invarianzformen erst bei einer großen Klassendistanz voll zum Tragen kommen, was nicht
zuletzt auch die hohen relativen Bias-Werte der deskriptiven Tabellenanalysen plausibi-
lisiert (bei welchen die Klassendistanz auf 4.0 MD ﬁxiert wurde). Anhand des einheitli-
chen Musters dieser Ergebnisse liegt die Vermutung nahe, dass bei großer Klassendistanz
die Abweichungen durch die Invarianzenverletzungen nicht mehr ausreichend durch eine
¾falsche¿ Zuordnung der Falle in benachbarte latente Klassen abgefangen werden kann
und sich somit starker in der jeweiligen Klasse bzgl. des Bias auswirkt.70 Zhang 2016
kommt, allerdings nur auf Grundlage von langsschnittlichen Nicht-Invarianzformen, zu
einem gleichen Ergebnis bzgl. der Interaktion zwischen Invarianzformen, Klassendistanz
und Bias-Werten (vgl. Zhang, 2016: 104).
70Dieser Aspekt wird auch in Abschnitt 10.4 ausfuhrlicher thematisiert.
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Tabelle 26: Zusammenfassung der Bias-Performanz bzgl. der Wachstumsfaktoren
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10.4 Exkurs: Bias der geschatzten Klassenanteile
Um den Eﬀekt falscher Klassenzuordnung genauer zu betrachten, wurde Ad hoc eine
weitere Maßzahl aus den Simulationsergebnissen erstellt, welche den Grad der Verzer-
rung bzgl. der Klassenzuordnung (zumindest im Ansatz) abbilden kann. Die prozentuale
Klassenverzerrung ist ein Maß dafur, wie weit die Klassenanteile vom deﬁnierten Wert
des Populationsmodells (uber die drei Klassen) gemittelt abweichen.71 Dabei handelt es
sich allerdings nur um ein proximales Maß fur die falsche Klasseneinteilung, da auch eine
Deckungsgleichheit der Prozentzahlen in den Klassen bei einer vollig falschen Klassen-
zuteilung prinzipiell moglich ist. Umgekehrt zeigt allerdings eine Abweichung von den
Prozentzahlen des Populationsmodells in jedem Fall eine falsche Klassenzuordnung an.72
Erwartungsgemaß sind die Bias-Werte der dritten (nicht-manipulierten) Klasse bzgl. des
Intercept- und Slope-Mittelwertes stark mit dem Grad der prozentualen Klassenverzer-
rung assoziiert (vgl. Tabelle 27 auf Seite 150). Dies kann als Hinweis darauf gedeutet
werden, dass die Verzerrungen in der dritten Klasse maßgeblich durch die falsche Klas-
senzuordnung verursacht werden. Diese Assoziation untermauert damit die Interpretation
von ¾Ausstrahlungseﬀekten¿ in den Kapiteln 10.2.2 und 10.2.3. Andersherum kann ge-
zeigt werden, dass die prozentuale Klassenverzerrung eine Funktion der Simulationsgroßen
darstellt. Ca. 74 % der Varianz der prozentualen Klassenverzerrung kann durch die Si-
mulationsgroßen statistisch erklart werden (vgl. Tabelle 28 auf Seite 151). Hohe Klas-
sendistanz, Messinvarianz (oder lediglich langsschnittliche Non-Invarianz) und prozentual
gleichverteilte Klassen begunstigen eine geringere prozentuale Klassenverzerrung, wobei
die Klassendistanz den starksten Einﬂuss hat. Die Fallzahl hat hingegen keinen eigenen
Eﬀekt auf die Verzerrung der Klassenanteile. Des Weiteren zeigen die Interaktionseﬀekte,
dass verzerrende Eﬀekte von kleinen Klassengroßen bei großen Klassendistanzen deut-
lich weniger stark ausfallen. Fur die Messinvarianzstufen zeigt sich hingegen, dass die
prozentualen Klassenverzerrungen fur die gruppenspeziﬁschen und die kombinierten In-
varianzformen bei hoher Klassendistanz sogar starker ausfallen. Folglich beeinﬂussen die
Simulationsgroßen die (prozentuale) Klassenzuteilung und die verzerrte Klassenzuteilung
71Die prozentualen Klassenanteile variieren naturlich in Abhangigkeit von der Simulationsgroße ¾Mi-
xing¿. Bei der Berechnung der Abweichung wurden die jeweiligen prozentualen Klassenteile je nach Simu-
lationskonﬁguration berucksichtigt. Fur den Fall ¾Mixing=1¿ wurde beispielsweise die Abweichung vom
Verteilungsmuster 33:33:33 berechnet. Fur einen (ﬁktiven) Fall der Klassenverteilung von 40:30:30 wurde
fur die prozentuale Klassenverzerrung ein Wert von
(7 + 3 + 3)
3
= 4.33 berechnet werden.
72Ein weniger proximales Maß war leider aufgrund technischer Beschrankungen der Softwarepackete
nicht (vor allem im Nachhinein) moglich.
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ist mit Parameterverzerrungen der nicht-manipulierten latenten Klassen assoziiert. Dies
plausibilisiert tlw. den Wirkmechanismus der Parameterbiasgenese fur die Intercept- und
Slopemittelwerte.
Ein expliziter Vergleich zwischen den Meta-Modellen zur Bias-Schatzung der Intercept-
und Slopemittelwerte mit und ohne Kontrolle der Verzerrung der geschatzten Klassen-
anteile zeigt, dass die Einﬂusse der Haupteﬀekte der Messinvarianzstufen, der Klassen-
distanz sowie deren Interaktion variiert.73 Die Haupteﬀekte der Klassendistanz werden
bei statistischer Kontrolle des Anteils falscher Klassenzuteilung allgemein geringer (auch
hinsichtlich der Delta-R2-Werte). Die Haupteﬀekte der gruppenspeziﬁschen Messvarianz
werden hingegen starker, da deren verzerrende Wirkung nicht mehr durch die Varianzan-
teile der falschen Klasseneinteilung reduziert wird. Der Einﬂuss der Interaktion zwischen
der Klassendistanz und den Invarianzverletzungen nimmt hingegen ab, was inhaltlich so
zu interpretieren ist, dass der verzerrende Eﬀekt der Invarianzstufen nicht mehr so stark
durch die Klassendistanz moderiert wird, da die Diﬀerenzen hinsichtlich der falschen Klas-
seneinteilung statistisch kontrolliert sind. Berucksichtigt man neben den Modellen mit und
ohne Kontrolle der durchschnittlichen Klassenverzerrung zusatzlich das Modell aus Ta-
belle 28, wird deutlich, dass die falsche Klasseneinteilung als partieller Moderator fur den
Eﬀekt der Simulationsvariablen auf die Verzerrungen der Intercept- und Slopemittelwerte
fungiert (bzw. als Suppressor hinsichtlich des Haupteﬀekts der Invarianzstufen).
Einschrankend muss erwahnt werden, dass die durchschnittliche Klassenverzerrung nur
als proximales Maß fur eine falsche Einteilung von individuellen Fallen zu verstehen ist,
welches aufgrund der Ex-post-facto-Natur dieser zusatzlichen Analyse nicht anders ope-
rationalisiert werden konnte. Die Maßzahl bewegt sich weder auf der Individualebene des
einzelnen Falls, noch ist sie nach den drei latenten Klassen diﬀerenziert. Des Weiteren
zeigt diese Zusatzanalyse, dass zwar Teile der Eﬀekte der Simulationsgroßen auf den Bi-
as durch falsche Klasseneinteilung erklart werden konnen, aber da sich die Eﬀekte unter
Kontrolle der Klassenverzerrung nur abschwachen und nicht verschwinden, existieren noch
weitere Wirkmechanismen.
73Die Modelle fur die folgenden Ausfuhrungen entlang einer expliziten Mediatoranalyse ﬁnden
sich im Anhang A.3. Dort sind die bereits diskutierten Meta-Modelle zum Bias unter zusatzlicher
Berucksichtigung der durchschnittlichen Klassenverzerrung aufgefuhrt.
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Tabelle 27: Korrelationsmatrix Bias-Werte
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Tabelle 28: Reg.-Ergebnisse zu durchschnittlichen Klassenverzerrungungen (robuste SE; HC3)
Dependent variable:
prob_mean_delta
Durchschnittliche Klassenverzerrung
Constant 0.206∗∗∗ (0.004)
nobs2 −0.003∗ (0.001)
nobs3 −0.003∗ (0.001)
mixing2 0.034∗∗∗ (0.003)
mixing3 0.107∗∗∗ (0.003)
invar2 −0.002 (0.005)
invar3 −0.015∗∗ (0.005)
invar4 −0.004 (0.005)
invar5 0.056∗∗∗ (0.005)
invar6 0.092∗∗∗ (0.005)
sep2 −0.068∗∗∗ (0.005)
sep3 −0.209∗∗∗ (0.004)
mixing2:sep2 0.010∗∗ (0.004)
mixing3:sep2 0.010∗ (0.004)
mixing2:sep3 −0.015∗∗∗ (0.003)
mixing3:sep3 −0.057∗∗∗ (0.004)
invar2:sep2 −0.005 (0.007)
invar3:sep2 0.010 (0.006)
invar4:sep2 −0.018∗∗ (0.007)
invar5:sep2 0.030∗∗∗ (0.006)
invar6:sep2 0.061∗∗∗ (0.007)
invar2:sep3 0.003 (0.005)
invar3:sep3 0.021∗∗∗ (0.005)
invar4:sep3 0.099∗∗∗ (0.006)
invar5:sep3 0.109∗∗∗ (0.005)
invar6:sep3 0.079∗∗∗ (0.006)
Observations 23,084
R2 0.738
Adjusted R2 0.737
Residual Std. Error 0.071 (df = 23058)
F Statistic 2,591.526∗∗∗ (df = 25; 23058)
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
Tabelle 29: Delta-R-Quadrat der Praediktoren der geschatzten Klassenteilsverzerrungen
df dR-sqr
nobs 2 0.0001
mixing 2 0.020
invar 5 0.018
sep 2 0.042
mixing:sep 4 0.009
invar:sep 10 0.030
Info: Berechnungsgrundlage ist das Modell aus Tabelle 28.
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11 Ergebnisse bzgl. der Standardfehler
Neben der Klassenidentiﬁkation und der Verzerrung der Parameterschatzungen der Wachs-
tumsverlaufsform existiert noch eine dritte Performanzgroße, welche fur die Interpretation
von Verlaufsformen von (MI)GMMs relevant ist. Die verzerrungsfreie Schatzung der Stan-
dardfehler ist fur den Inferenzschluss auf die Grundgesamtheit und damit fur die Verallge-
meinerbarkeit der Ergebnisse von essenzieller Bedeutung. Da die Wachstumsverlaufsform
im Rahmen von (MI)GMMs in aller Regel die inhaltlich relevante Große darstellt, werden
wiederum nur die Standardfehlerschatzungen der Wachstumsverlaufsform betrachtet. Zu
große oder zu kleine Standardfehler fuhren zu breiteren oder schmaleren Konﬁdenzinter-
vallen, wodurch der Fehler erster und zweiter Art bei der Interpretation von empirischen
Ergebnissen potenziell ungunstig beeinﬂusst wird.
Auch wenn in der empirischen Praxis kleine Standardfehler mit einer hoheren Sicherheit
bzgl. der Parameterschatzungen assoziiert sind und damit vordergrundig als wunschens-
wert erscheinen, konnen Standardfehler auch zu klein ausfallen und damit ein falsches
Niveau an Sicherheit bzgl. der Variabilitat einer Parameterschatzung vermitteln (vgl.
Carsey & Harden, 2014: 89).
Fur die Bewertung von Standardfehlern werden in der Simulationsliteratur mehrere Maße
vorgeschlagen. Hierzu zahlen u. a. die Coverage Probabilities (CP), die eng mit den CPs
verbundenen Rejection Rates und die Standard Deviation Method. Alle Maße außer der
Standard Deviation Method beinhalten in ihrer Berechnung und Interpretationslogik ne-
ben der Verzerrung des Standardfehlers zusatzlich die Verzerrung des dazugehorigen Pa-
rameterschatzers. Dadurch konnen ¾Bias¿ und ¾SE-Bias¿ nicht getrennt voneinander be-
trachtet werden. Da bereits im vorangegangenen Abschnitt die Verzerrungen der Wachs-
tumsparameterschatzer umfassend diskutiert wurden, sollen im Weiteren ebenfalls nur die
Standardfehler betrachtet werden, weshalb fur die weiteren Analysen die Standard Devi-
tation Method als zugrundeliegendes Maß herangezogen wird.
Nach der Standard Deviation Method werden (simulations-)empirisch zu ermittelnde
Standardabweichungen der Parameterschatzwerte als Quasi-Populationswerte fur den Stan-
dardfehler herangezogen. Da die wiederholten Replikationen der Simulationsstudie der
Konzeption der wiederholten Stichprobenziehung der Standardfehler entsprechen, sollten
die berechneten Parameterschatzungen der Replikationen naherungsweise der Variabilitat
bei wiederholten Stichprobenziehungen entsprechen. Folglich entspricht die Standardab-
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weichung der durch die Replikationen erzeugten Parameterschatzwerte einer adaquaten
empirischen Schatzung des Populationsstandardfehlers, welcher fur jeden Schatzparameter
in jeder Simulationskonﬁguration getrennt zu ermitteln ist.74 Da es sich bei den Replika-
tionen der Simulation nur um endlich viele ¾Stichproben¿  und nicht um unendlich viele
Stichproben wie nach der Logik des Standardfehlers  handelt, muss ein gewisses Maß an
Schatzungenauigkeit des SE-Populationswertes hingenommen werden. Auf Grundlage des
anhand der Replikationen ermittelten SE-Populationswertes konnen im nachsten Schritt
individuelle Abweichungen zwischen den SE-Schatzwerten der Replikationen und dem
SE-Populationswerts ermittelt werden, um den SE-Bias zu berechnen. Auf Ebene der 162
Simulationskonﬁgurationen kann der relative SE-Bias (analog zum relativen Bias der Pa-
rameterschatzungen) als Maß fur die durchschnittliche Abweichung und als Vergleichsmaß
eingesetzt werden. Die Berechnung des relativen (skalenunabhangigen) SE-Bias gleicht der
Formel des relativen Bias der Wachstumsparameterschatzungen:
100 ∗ (SE − Schaetzwert− SE-Populationswert)
SE-Populationswert
, (19)
wobei der SE-Populationswert fur jede Simulationskonﬁguration einzeln geschatzt wird.
Wie bereits bei der Analyse der Verzerrungen der Parameterschatzungen werden in den
weiteren Analysen lediglich diejenigen Replikationen betrachten, welche zumindest von
einem der IC-Indizes korrekt als 3-Klassenlosung identiﬁziert wurden.75 Die inhaltliche
Begrundung fur dieses Vorgehen kann aus dem entsprechenden vorangegangenen Kapitel
10 entnommen werden.
11.1 Haupteﬀekte bzgl. SE-Verzerrungen
Die folgenden deskriptiven Tabellenauswertungen zeigen die jeweils isolierten Haupteﬀekte
der Simulationsgroßen auf den relativen SE-Bias.76 Die jeweils nicht betrachteten Simula-
tionsgroßen werden fur die tabellarischen Auswertungen auf fur die Schatzung moglichst
optimale Simulationswerte ﬁxiert.77 In der Literatur wird fur den relativen SE-Bias ein
74Diese Form des geschatzten SE-Populationswertes wird auch als ¾empirischer Standardfehler¿ be-
zeichnet (vgl. Bandalos & Gagne, 2012: 101).
75Fur die Schatzung des SE-Populationswertes wurden hingegen jeweils alle Replikationen  unabhangig
von der Klassenidentiﬁkation  herangezogen. Extreme Parameterschatzungs-Ausreiser (> 15 Standard-
abweichungen) wurden fur die Berechnung nicht berucksichtigt.
76Eine vollstandige Referenz zum SE-Bias ﬁndet sich im Anhang in den Tabellen 55 und 56.
77Wie bereits in den vorangegangenen Kapiteln handelt es sich bei den moglichst ¾optimalen Werten¿
um die Auspragungen: Invarianz der Messung (Invar=1), 1300 Falle (Nobs=3), Gleichverteilung uber die
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Grenzwert von ±0.10 bzw. 10 % vorgeschlagen (vgl. Hoogland & Boomsma, 1998: 346 ﬀ.;
Bandalos & Leite, 2013: 643 f.; Bandalos & Gagne, 2012: 101). Diese im Vergleich zum
relativen Bias weichere Grenzwertempfehlung ist darauf zuruckzufuhren, dass fur die Be-
rechnung nicht auf einen Populationswert aus dem vorab deﬁnierten DGP zuruckgegriﬀen
werden kann, sondern die Populationswerte der Standardfehler anhand der Replikationen
geschatzt werden mussen, wodurch eine gewisse Ungenauigkeit des zugrundeliegenden
Vergleichswerts immer gegeben ist. Aufgrund der vergleichsweise geringen Replikations-
zahl von 300 erscheint es auch noch angemessen, relative Biasraten, welche leicht uber 10
% liegen, noch als akzeptabel anzusehen.
Tabelle 30: Relativer SE-Bias nach Invarianz-Stufen
Invar Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(I_C3) M(S_C1) M(S_C2) M(S_C3) N
1.000 0.008 -0.018 0.078 -0.026 -0.022 -0.007 0.019 -0.098 0.106 300
2.000 0.006 -0.016 0.079 -0.023 -0.018 -0.005 0.029 -0.101 0.105 300
3.000 0.007 -0.011 0.074 -0.026 -0.022 -0.004 0.036 -0.096 0.087 300
4.000 0.016 -0.025 -0.025 -0.356 -0.380 -0.011 -0.850 -0.864 0.116 240
5.000 -0.082 -0.027 -0.153 -0.365 -0.153 -0.047 -0.475 -0.623 0.092 152
6.000 -0.105 -0.031 -0.021 -0.388 -0.542 -0.359 -0.442 -0.900 -0.368 144
Info: Klassendistanz=4 MD, Mixing=33.33.33, Nobs=1300.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
Invarianzstufen. Bei hoher Klassendistanz, 1300 simulierten Beobachtungsfallen und
einer prozentualen Gleichverteilung dieser Falle uber die latenten Klassen scheinen die
Standardfehler der Varianzparameter fur keine der simulierten Invarianzstufen deutlich
verzerrt geschatzt zu werden. Lediglich fur die kombinierte Invarianzstufe 6 wird der
Grenzwert fur die Standardfehlerschatzung der Interceptvarianz knapp erreicht (vgl. Ta-
belle 30 auf Seite 154).
Fur die langsschnittlichen Simulationskonﬁgurationen zeigt sich insgesamt, dass auch die
Standardfehler der Mittelwerte fur die Intercepts und die Slopes nicht stark verzerrt
geschatzt werden. Zwar wird der Grenzwert fur einzelne Slopes knapp erreicht, aber dies
stellt keinen deutlichen Unterschied zur unverzerrten Invarianzstufe 1 mit Messgleichheit
dar.
Fur die gruppenspeziﬁschen Invarianzformen zeigen sich hingegen deutlich verzerrte Stan-
dardfehlerschatzungen fur die Mittelwerte der Intercepts und Slopes. Die Standardfehler
der manipulierten Klassen werden im Schnitt deutlich zu klein geschatzt. Dies gilt so-
wohl fur die Standardfehler der Intercepts als auch fur die Standardfehler der Slopes,
wobei der Grad der Verzerrung fur die Slopes noch etwas großer ausfallt. Wahrend die
Klassen (Mixing=1) und große Klassendistanz von 4.0 MD (Sep=3).
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Standardfehler der Intercepts und Slopes der nicht direkt manipulierten latenten Klasse
(Referenzklasse 3) fur die gruppenspeziﬁschen Nicht-Invarianzen noch nicht stark verzerrt
geschatzt werden, wandelt sich dies fur die kombinierte Invarianzkonﬁguration. Das Maß
der Verzerrung gleicht in der 6. Invarianzstufe dem Grad der Verzerrung in den direkt
manipulierten Klassen.
Zusammenfassend kann festgehalten werden, dass die Invarianzformen insgesamt kei-
nen nennenswerten Einﬂuss auf die Standardfehler der Varianzterme nehmen. Die langs-
schnittlichen Invarianzformen scheinen zudem die Standardfehler der Intercepts und Slo-
pes nicht nennenswert zu verzerren. Daher sind die Signiﬁkanztests fur diese Auspragungen
als zuverlassig einzustufen. Fur die gruppenspeziﬁschen Invarianzformen und die kom-
binierte Form zeigen sich hingegen deutliche Probleme bzgl. zu kleiner Standardfeh-
lerschatzungen der Intercept- und Slopeparameter. Der Typ 1 Fehler wird hierbei deutlich
erhoht, wodurch keine zuverlassigen Inferenzschlusse mehr moglich sind.
Tabelle 31: Relativer SE-Bias nach Klassendistanz-Stufen
Sep Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(I_C3) M(S_C1) M(S_C2) M(S_C3) N
1.000 -0.408 -0.486 -0.546 -0.716 -0.596 -0.611 -0.679 -0.868 -0.763 62
2.000 -0.234 -0.360 -0.329 -0.954 -0.547 -0.603 -0.895 -0.783 -0.787 91
3.000 0.008 -0.018 0.078 -0.026 -0.022 -0.007 0.019 -0.098 0.106 300
Info: Invarianz=1, Mixing=33.33.33, Nobs=1300.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
Klassendistanz. Fur die verschiedenen Auspragungen der Klassendistanz zeigen sich
deutliche Unterschiede bzgl. der Verzerrung der Standardfehlerschatzungen (vgl. Tabelle
31 auf Seite 155). Fur die großte Klassendistanz von 4.0 MD werden die Standardfehler
fur keinen der Wachstumsparameter verzerrt geschatzt. Auch wenn sich die Standard-
fehler der Slopemittelwerte dem Grenzwert tlw. annahern, kann von keinen substantiell
bedeutenden Verzerrungen gesprochen werden.
Ganzlich anders sieht dies fur die Klassendistanzstufen 0.8 und 1.5 MD aus. Die Stan-
dardfehler aller Wachstumsparameter werden im Schnitt deutlich zu klein geschatzt, was
zu einer Erhohung des Fehlers erster Art fuhrt und die Nullhypothese im Schnitt zu
oft verworfen wird. Wahrend das Ausmaß dieser Verzerrung fur die Standardfehler der
Varianzparameter mit kleinerer Klassendistanz zunimmt, zeigt sich fur die Standardfeh-
ler der Mittelwertschatzungen der Intercepts und Slopes kein systematischer Unterschied
zwischen der mittleren und der niedrigsten Klassendistanz. Es bleibt festzuhalten, dass
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die Signiﬁkanztests fur große Klassendistanzen unverzerrt und gultig bleiben. Bereits fur
die mittlere Klassendistanz von 1.5 MD konnen keine zuverlassigen Signiﬁkanztests mehr
durchgefuhrt werden, selbst wenn ganzliche Messinvarianz, hohe Fallzahl und gleichver-
teilte Klassenanteile gegeben sind. Einschrankend muss allerdings erwahnt werden, dass
die durchschnittlichen prozentualen Verzerrungen fur die mittlere und niedrigste Klassen-
distanzstufe lediglich auf 91 und 62 Replikationen beruhen und damit ein hoheres Maß
an Unsicherheit mit den Durchschnittswerten verbunden ist.
Tabelle 32: Relativer SE-Bias nach Fallzahl-Stufen
Nobs Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(I_C3) M(S_C1) M(S_C2) M(S_C3) N
1.000 -0.014 0.072 0.061 -0.070 0.055 0.043 0.032 0.015 0.108 297
2.000 0.093 -0.064 0.026 -0.080 0.018 -0.011 -0.040 -0.087 0.145 299
3.000 0.008 -0.018 0.078 -0.026 -0.022 -0.007 0.019 -0.098 0.106 300
Info: Invarianz=1, Mixing=33.33.33, Klassendistanz=4 MD.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
Fallzahl und Klassenanteilsverhaltnisse. Unter ansonsten weitestgehend gunstigen
Simulationsbedingungen scheinen das Klassenanteilsverhaltnis sowie die Fallzahl kaum
einen nennenswerten verzerrenden Einﬂuss auf die Standardfehlerschatzungen der Varianz-
, Intercept- und Slopeparameter zu haben (vgl. hierzu Tabelle 32 und 33). Der Grenz-
werte des relativen SE-Bias wird insbesondere fur die Varianzen und die Interceptmit-
telwerte deutlich unterschritten. Auch die Standardfehler der Slopemittelwerte bleiben,
zum Großteil, unter der veranschlagten Interpretationsschwelle. Lediglich Standardfeh-
ler der Slopemittelwerte der Referenzklasse 3 uberschreiten den Grenzwert leicht, ohne
dabei jedoch einen besonders starken Eﬀekt oder eine klare Systematik aufzuweisen. Ins-
gesamt kann festgehalten werden, dass weder Fallzahl noch Klassenanteilsverhaltnisse
die Schatzungen der Standardfehler der Wachstumsverlaufsparameter unter ansonsten
gunstigen Bedingungen wesentlich beeinﬂussen und die Signiﬁkanztests somit unverzerrt
sind.
Tabelle 33: Relativer SE-Bias nach Mixing-Stufen
Mixing Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(I_C3) M(S_C1) M(S_C2) M(S_C3) N
1.000 0.008 -0.018 0.078 -0.026 -0.022 -0.007 0.019 -0.098 0.106 300
2.000 0.007 -0.009 0.063 -0.040 -0.019 -0.039 0.036 -0.020 0.037 300
3.000 0.032 -0.005 0.041 -0.065 -0.030 -0.021 0.101 0.071 0.070 299
Info: Invarianz=1, Nobs=1300, Klassendistanz=4 MD.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
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11.2 Modellbasiert Analyse bzgl. des SE-Bias
Auch fur die Verzerrungen der Standardfehler wird eine zu den deskriptiven Ergebnissen
erganzende modellbasierte Auswertung durchgefuhrt, welche alle Simulationskonﬁguratio-
nen enthalt und als Auswertungsbasis die einzelnen Replikationen umfasst. Die Zieldimen-
sion ist die absolute SE-Verzerrung, welche aus Grunden der einfacheren Interpretation
als absoluter Betrag berucksichtigt wird. Damit sind negative Regressionskoeﬃzienten ein
Ausdruck von weniger verzerrten Standardfehlern und vice versa. Die unabhangigen Mo-
dellvariablen setzen sich jeweils aus allen Haupteﬀekten der Simulationsgroßen sowie den
substantiell bedeutsamen Interaktionstermen zwischen den Simulationsgroßen zusammen.
Interaktionsterme werden nur dann berucksichtigt, wenn sie mindestens 2 % (Delta-R2)
mehr Varianzaufklarung zu den Haupteﬀekten beitragen, was noch als kleine Eﬀektstarke
eingeordnet werden kann (vgl. Cohen, 1988: 413 ﬀ.). Die Ergebnisse der folgenden Meta-
modelle sind mit unstandardisierten Koeﬃzienten in den Tabellen 34, 37 und 39 ausge-
wiesen. Die relative Bedeutsamkeit der Eﬀekte der Metamodelle ist in den Tabellen 35,
36 und 38 mit den Delta-R2-Werten dargestellt.78
11.2.1 Analyse bzgl. des SE-Bias der Ko-/Varianzparameter
Die Varianz der Verzerrung der Standardfehler der Intercept- und Slopevarianzterme wird
nur moderat durch die Simulationsgroßen statistisch aufgeklart, was sich an den R2-
Werten der Metamodelle zwischen 16 und 18 % festmachen lasst (vgl. Tabelle 34 auf
Seite 158). Die Standardfehler der Kovarianz zwischen Intercept und Slope wird hingegen
mit einem Wert von knapp 52 % deutlich starker durch die Simulationsgroßen bestimmt.
Uber alle drei Modelle hinweg zeigt sich, dass eine hohere Fallzahl im Schnitt mit
weniger verzerrten Standardfehlern einhergeht, was sich in der deskriptiven Auswertung
(unter optimalen Bedingungen) des relativen SE-Bias noch nicht zeigte (vgl. Tabelle 32).
Kleine und ungleiche Klassenanteile haben hingegen keinen nennenswerten Eﬀekt auf die
Standardfehler der Varianzterme, was bereits in den deskriptiven Auswertungen deutlich
geworden ist. Die zusatzliche Varianzaufklarung (Delta-R2) der Klassenanteile ubersteigt
fur keines der Modelle 0,3 % (vgl. Tabelle 35 auf Seite 159). Auch eine hohere Klassen-
distanz ist mit geringeren Verzerrungen der Standardfehler der Varianzterme assoziiert.
Die Starke dieses Einﬂusses ubersteigt in allen drei Modellen den Einﬂuss der Fallzahl.
78Eine visuelle Diagnostik zu allen Meta-Modellen kann aus dem Online-Appendix A.5 entnommen
werden.
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Tabelle 34: Regressions-Ergebnisse zu SE-Bias der Ko-/Varianz Parameter (robuste SE; HC3)
Dependent variable:
model_SE_i_v model_SE_s_v model_SE_is_cv
(1) (2) (3)
Constant 0.039∗∗∗ 0.010∗∗∗ 0.015∗∗∗
(0.001) (0.0001) (0.0003)
nobs2 −0.005∗∗∗ −0.001∗∗∗ −0.002∗∗∗
(0.0005) (0.0001) (0.0001)
nobs3 −0.010∗∗∗ −0.003∗∗∗ −0.003∗∗∗
(0.0002) (0.00004) (0.0001)
mixing2 −0.003∗∗∗ −0.0004∗∗ −0.001∗∗∗
(0.0005) (0.0001) (0.0001)
mixing3 −0.003∗∗∗ −0.0002 −0.001∗∗∗
(0.0005) (0.0001) (0.0001)
invar2 0.0003 0.0003 0.001
(0.001) (0.0002) (0.0005)
invar3 0.005∗∗∗ −0.001∗∗ 0.0002
(0.001) (0.0002) (0.0004)
invar4 0.001 0.0003 −0.001
(0.001) (0.0002) (0.0004)
invar5 −0.014∗∗∗ −0.005∗∗∗ −0.005∗∗∗
(0.001) (0.0002) (0.0004)
invar6 −0.012∗∗∗ −0.005∗∗∗ −0.007∗∗∗
(0.001) (0.0002) (0.0004)
sep2 −0.019∗∗∗ −0.003∗∗∗ −0.006∗∗∗
(0.001) (0.0002) (0.0004)
sep3 −0.030∗∗∗ −0.008∗∗∗ −0.012∗∗∗
(0.001) (0.0001) (0.0004)
invar2:sep2 −0.001 −0.001∗∗∗ −0.001
(0.001) (0.0003) (0.001)
invar3:sep2 −0.002 0.0001 0.001∗
(0.001) (0.0003) (0.001)
invar4:sep2 −0.003∗∗∗ −0.001∗∗∗ −0.0001
(0.001) (0.0003) (0.0005)
invar5:sep2 0.025∗∗∗ 0.008∗∗∗ 0.011∗∗∗
(0.003) (0.001) (0.001)
invar6:sep2 0.025∗∗∗ 0.005∗∗∗ 0.012∗∗∗
(0.001) (0.0002) (0.0005)
invar2:sep3 −0.0003 −0.0002 −0.001
(0.001) (0.0002) (0.0005)
invar3:sep3 −0.004∗∗∗ 0.002∗∗∗ 0.0001
(0.001) (0.0002) (0.0004)
invar4:sep3 −0.001 −0.0003 0.001
(0.001) (0.0002) (0.0004)
invar5:sep3 0.019∗∗∗ 0.005∗∗∗ 0.008∗∗∗
(0.001) (0.0002) (0.0004)
invar6:sep3 0.018∗∗∗ 0.006∗∗∗ 0.009∗∗∗
(0.001) (0.0002) (0.0004)
Observations 23,084 23,084 23,084
R2 0.166 0.185 0.517
Adjusted R2 0.165 0.184 0.516
Residual Std. Error (df = 23062) 0.025 0.007 0.005
F Statistic (df = 21; 23062) 218.038∗∗∗ 248.579∗∗∗ 1,175.067∗∗∗
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Aus der gemeinsamen Betrachtung des Haupteﬀekts der Invarianzformen und dem Inter-
aktioneﬀekt mit der Klassendistanz wird klar, dass die langsschnittlichen Invarianzformen
keinen nennenswerten Einﬂuss auf die Standardfehlerschatzung der drei Varianzterme ha-
ben, auch unabhangig von der Klassendistanz. Gleiches gilt auch fur die gruppenspeziﬁ-
sche und kombinierte Invarianzform fur hohe Klassendistanzen. Fur geringere Klassendi-
stanzen zeigt sich allerdings, dass gruppenspeziﬁsche und kombinierte Messunterschiede
sogar einen positiven Einﬂuss haben. Die Standardfehler werden fur dieses Simulations-
auspragungen weniger verzerrt geschatzt. Die Messunterschiede erzeugen fur geringe Klas-
sendistanzen vermutlich zusatzliche Klassendiﬀerenz, welche eine realitatsnahere Hetero-
genitatsschatzung der Varianzen begunstigt, wodurch die Standardfehlerschatzung besser
ausfallt.
Insgesamt zeigt sich, dass die Simulationsgroßen die Standardfehlerschatzungen der Vari-
anzen nur maßig beeinﬂussen, was auch schon in der deskriptiven Auswertung des relativen
SE-Fehlers deutlich wurde. Die Schatzung uber alle Konﬁgurationen hinweg macht aller-
dings auch deutlich, dass hohere Klassendistanz und hohere Fallzahl im Schnitt zu weniger
verzerrten Standardfehlern der Varianzterme fuhrt, was in den unifaktoriellen deskripti-
ven Auswertungen so noch nicht deutlich wurde. Klassenanteile haben auch anhand der
Metamodelle keinen bedeutenden Einﬂuss. Der Eﬀekt von Messunterschieden zeigt sich
nur bei geringer Klassendistanz und nur, wenn Messunterschiede zwischen den Grup-
pen vorhanden sind. Daraus lasst sich schlussfolgern, dass eine angemessene Fallzahl und
hohere Klassendistanz zu zuverlassigen Standardfehlerschatzungen fuhren. Selbst Mess-
unterschiede haben entweder keinen oder wenn, dann einen positiven Einﬂuss auf die
Standardfehlerschatzungen.
Tabelle 35: Delta-R-Quadrat der Praediktoren zum SE-Bias der Ko-/Varianz Parameter
df dR Var I dR Var S dR KoVar IS
nobs 2 0.019 0.021 0.043
mixing 2 0.003 0.0005 0.003
invar 5 0.014 0.022 0.044
sep 2 0.022 0.027 0.067
invar:sep 10 0.028 0.033 0.090
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 34.
159
11.2.2 Analyse bzgl. des SE-Bias der Interceptfaktor-Mittelwerte
Im Vergleich zu den Verzerrungen der Standardfehler der Varianzterme zeigt sich fur die
Modelle zu den Standardfehlern der Interceptmittelwerte eine deutlich hohere Varianz-
aufklarung durch die Simulationsgroßen. Die R2-Werte bewegen sich im Bereich von 43
bis 60 % fur die Standardfehlerunterschiede der Interceptterme der drei latenten Klassen
(vgl. Tabelle 37 auf Seite 162).
Die simulierte Fallzahl hat fur keine der latenten Klassen einen nennenswerten (und damit
interpretationswurdigen) Einﬂuss auf die Verzerrung der Standardfehler der Intercepter-
me, obwohl die Tendenz anzeigt, dass hohere Fallzahlen eher mit geringeren Verzerrungen
verbunden sind. Große Klassendistanzen sind hingegen durchgehend mit geringeren Ver-
zerrungen verbunden. Die mit der Klassendistanz verbundenen Eﬀekte sind fur alle drei
Modelle als vergleichsweise bedeutsam einzustufen, was sich an den entsprechenden Delta-
R2-Werten festmachen lasst (vgl. Tabelle 36 auf Seite 161). Kleine Klassenanteile zeigen
wiederum nur fur Standardfehler der ersten beiden Klassen einen nennenswerten Eﬀekt,
wohingegen die dritte Referenzklasse davon nicht betroﬀen ist. So haben die Haupteﬀekte
der Klassenanteile fur die Klassen 1 und 2 zwar keinen eigenen bedeutenden Eﬀekt auf
die Standardfehlerverzerrung, aber die Interaktion zwischen der Klassendistanz und den
Klassenanteilen macht deutlich, dass sich fur große Klassendistanzen kleine Klassenanteile
negativ auf die Schatzungen der Standardfehler auswirken. Die zusatzliche Varianzauf-
klarung dieser Interaktion betragt fur beide Modelle ca. 4 %.
Fur die Messinvarianzstufen und deren Interaktion mit der Klassendistanz zeigt sich im
Durchschnitt kein einheitliches Muster. Die Verzerrungen der Standardfehler werden fur
die einzelnen Auspragungen sowohl verstarkt wie auch verringert. Aus einer zusammenfas-
senden Betrachtung wird lediglich deutlich, dass fur große Klassendistanzen eher großere
Verzerrungen vorherrschen. Daruber hinaus werden die Verzerrungen der Standardfehler
der nicht direkt manipulierten latenten Referenzklasse 3 weniger stark durch die Invari-
anzformen beeinﬂusst. Auch wenn sich kein klares Muster ausmachen lasst, konnen die
Invarianzformen dennoch einen bedeutsamen Anteil an Varianz der Verzerrungen binden.
Daher darf das Fehlen von eindeutigen Mustern nicht als fehlende Bedeutung der Simu-
lationsgroße interpretiert werden.
Zusammenfassend lasst sich festhalten, dass vor allem große Klassendistanzen zu zu-
verlassigen SE-Schatzungen fuhren, wobei allerdings kleine Klassenanteile ein Problem
werden konnen, da sie SE-Schatzungen verzerren. Die Fallzahl scheint auch nach der
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modellbasierten Auswertungen keinen nennenswerten Einﬂuss auf Verzerrungen der Stan-
dardfehler der Interceptterme zu nehmen, was dafur spricht, dass zuverlassige Signiﬁkanz-
tests der Mittelwerte der Intercepts auch bei einer Fallzahl von lediglich 300 durchfuhrbar
sind. Fehlende Invarianz der Messungen uber die Zeit, zwischen den Gruppen und in der
Kombination hat in jedem Fall einen Einﬂuss auf die SE-Schatzungen, weist aber keine
einheitliche Tendenz auf. Folglich sollte nach Moglichkeit Invarianz der Messung ange-
strebt werden, um zuverlassige Signiﬁkanztests fur die Mittelwerte der Intercepts sicher
durchfuhren zu konnen.
Tabelle 36: Delta-R-Quadrat der Praediktoren zum SE-Bias der Intercept Parameter
df dR Mean I c1 dR Mean I c2 dR Mean I c3
nobs 2 0.005 0.013 0.019
mixing 2 0.001 0.0004 0.012
invar 5 0.003 0.057 0.016
sep 2 0.094 0.036 0.093
invar:sep 10 0.149 0.022 0.034
mixing:sep 4 0.042 0.037
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 37.
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Tabelle 37: Regressions-Ergebnisse zum SE-Bias der Interceptfaktoren (robuste SE; HC3)
Dependent variable:
model_SE_i_m_c1 model_SE_i_m_c2 model_SE_i_m_c3
(1) (2) (3)
Constant 0.427∗∗∗ 0.129∗∗∗ 0.282∗∗∗
(0.009) (0.003) (0.004)
nobs2 −0.013∗ −0.018∗∗∗ −0.032∗∗∗
(0.007) (0.001) (0.002)
nobs3 −0.084∗∗∗ −0.028∗∗∗ −0.049∗∗∗
(0.007) (0.001) (0.001)
mixing2 −0.004 0.009∗∗ 0.001
(0.009) (0.003) (0.002)
mixing3 −0.067∗∗∗ 0.010∗ 0.035∗∗∗
(0.008) (0.004) (0.002)
invar2 0.002 0.002 0.002
(0.009) (0.003) (0.006)
invar3 0.077∗∗∗ 0.017∗∗∗ 0.046∗∗∗
(0.009) (0.003) (0.006)
invar4 0.139∗∗∗ 0.008∗ −0.004
(0.013) (0.004) (0.006)
invar5 −0.052∗∗∗ 0.089∗∗∗ −0.074∗∗∗
(0.010) (0.003) (0.005)
invar6 0.081∗∗∗ 0.131∗∗∗ −0.053∗∗∗
(0.012) (0.006) (0.006)
sep2 0.787∗∗∗ −0.001 −0.018∗∗
(0.049) (0.004) (0.006)
sep3 −0.462∗∗∗ −0.118∗∗∗ −0.257∗∗∗
(0.009) (0.003) (0.004)
invar2:sep2 −0.108 −0.001 −0.031∗∗∗
(0.057) (0.004) (0.008)
invar3:sep2 −0.709∗∗∗ −0.012∗∗ −0.091∗∗∗
(0.051) (0.004) (0.008)
invar4:sep2 −0.852∗∗∗ −0.065∗∗∗ −0.033∗∗∗
(0.049) (0.004) (0.008)
invar5:sep2 −0.728∗∗∗ −0.078∗∗∗ 0.042∗∗∗
(0.047) (0.005) (0.009)
invar6:sep2 −0.800∗∗∗ −0.042∗∗∗ 0.074∗∗∗
(0.048) (0.007) (0.008)
invar2:sep3 0.0005 0.003 −0.007
(0.009) (0.003) (0.006)
invar3:sep3 −0.009 0.029∗∗∗ −0.045∗∗∗
(0.010) (0.003) (0.006)
invar4:sep3 −0.135∗∗∗ −0.007 0.005
(0.013) (0.004) (0.006)
invar5:sep3 0.609∗∗∗ −0.062∗∗∗ 0.127∗∗∗
(0.017) (0.003) (0.005)
invar6:sep3 0.416∗∗∗ −0.043∗∗∗ 0.127∗∗∗
(0.014) (0.006) (0.006)
mixing2:sep2 −0.220∗∗∗ −0.012∗∗
(0.018) (0.004)
mixing3:sep2 0.485∗∗∗ −0.046∗∗∗
(0.025) (0.005)
mixing2:sep3 0.042∗∗∗ −0.006
(0.009) (0.003)
mixing3:sep3 0.302∗∗∗ 0.052∗∗∗
(0.010) (0.004)
Observations 23,084 23,084 23,084
R2 0.434 0.542 0.602
Adjusted R2 0.433 0.542 0.602
Residual Std. Error 0.390 (df = 23058) 0.067 (df = 23058) 0.091 (df = 23062)
F Statistic 707.472∗∗∗ (df = 25; 23058) 1,092.264∗∗∗ (df = 25; 23058) 1,661.663∗∗∗ (df = 21; 23062)
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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11.2.3 Analyse bzgl. des SE-Bias der Slopefaktor-Mittelwerte
Auch fur die Verzerrungen der Standardfehler der Slopemittelwerte bewegt sich die Va-
rianzaufklarung im Bereich von 40 bis 60 % und kann somit insgesamt ahnlich gut sta-
tistisch durch die Simulationsfaktoren erklart werden, wie die Standardfehlerverzerrung
der Interceptmittelwerte (vgl. Tabelle 39 auf Seite 165). Wie die deskriptive Darstellung
zum relativen SE-Bias schon angedeutet hat, zeigt die Simulationsgroße ¾Fallzahl¿ fur
die Standardfehlerschatzungen der Slopemittelwerte in keiner latenten Klasse einen be-
deutenden Einﬂuss. Die zusatzliche Varianzaufklarung bleibt jeweils deutlich unter der
Interpretationsschwelle.
Fur die Klassenanteilsverhaltnisse besteht hingegen keine klare Ubereinstimmung mit den
deskriptiven Tabellenanalysen. Wahrend der relative SE-Bias fur die optimalen Simulati-
onsbedingungen noch keinen bedeutenden Eﬀekt erkennen ließ, gestaltet sich das Bild auf
Grundlage der Metamodelle etwas diﬀerenzierter. Fur die dritte latente Referenzklasse
lasst sich analog zu der deskriptiven Auswertung durchschnittlich zwar kein relevanter
Einﬂuss von den Klassenanteilsverhaltnissen ausmachen, aber fur die erste und die zweite
latente Klasse lassen sich interpretationswurdige Einﬂusse identiﬁzieren. Dabei sticht nicht
so sehr der Haupteﬀekt der Klassenanteilsverhaltnisse hervor, sondern die Interaktion mit
der Klassendistanz und den Invarianzformen. So zeigt sich anhand der Metamodelle, dass
insbesondere fur hohe Klassendistanzen geringe Klassenanteile einen verzerrenden Einﬂuss
auf die Standardfehlerschatzungen haben. Fur die erste latente Klasse zeigt sich zudem,
dass die Invarianzformen insbesondere dann verzerrend wirken, wenn sie mit kleinen Klas-
senanteilen im Verbund auftreten. Die kombinierte zusatzliche Varianzaufklarung betragt
fur das Modell der ersten latenten Klasse immerhin 24 %, wohingegen die zusatzliche
Varianzaufklarung fur das Metamodell der zweiten latenten Klasse zumindest mit ca. 2 %
zu Buche schlagt (vgl. Tabelle 38 auf Seite 164). Dies ist insofern beachtenswert, als dass
kleine Klassenanteile hinsichtlich der kumulierten Varianzaufklarung nicht in der direkt
manipulierten kleinen (latenten zweiten) Klasse den starksten Eﬀekt aufweist, sondern
vor allem in der ersten Klasse. Die Standardfehler der dritten Referenzklasse werden hin-
gegen nicht von der Simulationsvariable ¾Anteilsverhaltnisse¿ beeinﬂusst.
Den großten Anteil an Varianz der Metamodelle bindet allerdings wiederum die Klassendi-
stanz im Verbund mit der Interaktion zwischen der Klassendistanz und den Invarianzstu-
fen. Hohe Klassendistanz ist in allen drei Analysemodellen mit geringeren Verzerrungen
der Standardfehler der Slopemittelwerte verbunden. Die Koeﬃzienten der Interaktionen
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zwischen der Klassendistanz und den Invarianzstufen zeigen, dass deutliche Unterschie-
de zwischen den Eﬀekten fur geringe und hohe Klassendistanzen existieren, unabhangig
davon, welche latente Klasse betrachtet wird. Fur niedrige Klassendistanzen werden die
Standardfehler bei fehlender Messinvarianz im Schnitt fur alle Klassen sogar weniger ver-
zerrt geschatzt. Dieses Ergebnis dreht sich allerdings bei hoher Klassendistanz. Fur die
direkt manipulierten Klassen 1 und 2 zeigen insbesondere (aber nicht ausschließlich) fur
die fehlenden Gruppeninvarianzauspragungen starker verzerrte Standardfehler der Slope-
mittelwerte. Fur die dritte Referenzklasse verandert sich der Eﬀekt der Invarianzstufen
auch in Abhangigkeit von der Klassendistanz, aber fur die hochste Klassendistanz sind
keine starker verzerrten Standardfehler auszumachen. Vielmehr zeigt sich bei hoher Klas-
sendistanz, dass die Standardfehler der dritten Klasse kaum durch die Invarianzstufen
beeinﬂusst werden.
Insgesamt lasst sich festhalten, dass die Standardfehler der Slopemittelwerte zu einem
nicht zu vernachlassigbaren Anteil von den Simulationsgroßen beeinﬂusst werden. Mit
der Ausnahme der Große ¾Fallzahl¿ haben alle Simulationsgroßen daran einen Anteil. Der
großte Anteil der Varianzaufklarung ist dabei auf die Klassendistanz, die Invarianzstufen
und die Interaktion zwischen beiden zuruckzufuhren. Fur die ersten beiden latenten Klas-
sen spielen auch kleine Klassengroßen eine Rolle fur die Verzerrungen der Standardfehler
der Slopemittelwerte. Dabei wirken sich kleine Klassenanteile besonders dann verzerrend
aus, wenn die Klassendistanzen groß sind.
Tabelle 38: Delta-R-Quadrat der Praediktoren zum SE-Bias der Slope Parameter
df dR Mean S c1 dR Mean S c2 dR Mean S c3
nobs 2 0.001 0.015 0.004
mixing 2 0.028 0.002 0.012
invar 5 0.030 0.016 0.080
sep 2 0.037 0.062 0.174
invar:sep 10 0.163 0.178 0.077
mixing:sep 4 0.088 0.019
mixing:invar 10 0.158
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 39.
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Tabelle 39: Regressions-Ergebnisse zum SE-Bias der Slopefaktoren (robuste SE; HC3)
Dependent variable:
model_SE_s_m_c1 model_SE_s_m_c2 model_SE_s_m_c3
(1) (2) (3)
Constant 0.607∗∗∗ (0.019) 0.362∗∗∗ (0.016) 0.701∗∗∗ (0.039)
nobs2 −0.034∗∗∗ (0.006) −0.018∗∗∗ (0.003) −0.028∗∗∗ (0.003)
nobs3 −0.024∗∗∗ (0.007) −0.067∗∗∗ (0.002) −0.034∗∗∗ (0.003)
mixing2 −0.208∗∗∗ (0.014) −0.061∗∗∗ (0.008) 0.012∗∗∗ (0.002)
mixing3 −0.830∗∗∗ (0.020) −0.025∗∗ (0.008) 0.061∗∗∗ (0.003)
invar2 0.024 (0.023) −0.002 (0.017) −0.453∗∗∗ (0.041)
invar3 −0.208∗∗∗ (0.022) −0.062∗∗∗ (0.013) −0.318∗∗∗ (0.043)
invar4 −0.139∗∗∗ (0.021) 0.056∗∗∗ (0.016) −0.304∗∗∗ (0.044)
invar5 −0.596∗∗∗ (0.021) −0.139∗∗∗ (0.013) −0.490∗∗∗ (0.041)
invar6 −0.712∗∗∗ (0.023) −0.110∗∗∗ (0.013) −0.459∗∗∗ (0.041)
sep2 0.142∗∗∗ (0.025) −0.008 (0.022) −0.348∗∗∗ (0.045)
sep3 −0.658∗∗∗ (0.018) −0.369∗∗∗ (0.017) −0.689∗∗∗ (0.041)
invar2:sep2 −0.001 (0.032) 0.054 (0.031) 0.316∗∗∗ (0.046)
invar3:sep2 0.390∗∗∗ (0.037) 0.067∗∗ (0.024) 0.132∗∗ (0.048)
invar4:sep2 −0.166∗∗∗ (0.028) −0.145∗∗∗ (0.023) 0.216∗∗∗ (0.049)
invar5:sep2 −0.086∗∗ (0.027) −0.038 (0.021) 0.364∗∗∗ (0.046)
invar6:sep2 0.028 (0.029) −0.061∗∗ (0.021) 0.360∗∗∗ (0.046)
invar2:sep3 −0.025 (0.021) 0.007 (0.018) 0.456∗∗∗ (0.041)
invar3:sep3 0.476∗∗∗ (0.019) 0.137∗∗∗ (0.013) 0.349∗∗∗ (0.043)
invar4:sep3 0.199∗∗∗ (0.020) 0.163∗∗∗ (0.016) 0.301∗∗∗ (0.044)
invar5:sep3 1.040∗∗∗ (0.027) 0.447∗∗∗ (0.014) 0.502∗∗∗ (0.041)
invar6:sep3 1.363∗∗∗ (0.032) 0.455∗∗∗ (0.014) 0.528∗∗∗ (0.041)
mixing2:sep2 −0.159∗∗∗ (0.015) 0.064∗∗∗ (0.009)
mixing3:sep2 0.483∗∗∗ (0.020) 0.188∗∗∗ (0.014)
mixing2:sep3 0.223∗∗∗ (0.014) 0.076∗∗∗ (0.008)
mixing3:sep3 1.075∗∗∗ (0.018) 0.204∗∗∗ (0.008)
mixing2:invar2 −0.030∗ (0.012)
mixing3:invar2 0.041∗ (0.017)
mixing2:invar3 −0.157∗∗∗ (0.016)
mixing3:invar3 0.796∗∗∗ (0.024)
mixing2:invar4 0.150∗∗∗ (0.010)
mixing3:invar4 0.272∗∗∗ (0.017)
mixing2:invar5 0.454∗∗∗ (0.023)
mixing3:invar5 1.105∗∗∗ (0.026)
mixing2:invar6 0.304∗∗∗ (0.019)
mixing3:invar6 1.561∗∗∗ (0.032)
Observations 23,084 23,084 23,084
R2 0.606 0.399 0.409
Adjusted R2 0.605 0.399 0.408
Residual Std. Error 0.379 (df = 23048) 0.180 (df = 23058) 0.180 (df = 23062)
F Statistic 1,012.638∗∗∗ (df = 35; 23048) 613.056∗∗∗ (df = 25; 23058) 759.832∗∗∗ (df = 21; 23062)
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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11.3 Diskussion zu den modellbasierten Analysen bzgl. des SE-
Bias
Wie bereits fur die Auswertung des Bias sind die Ergebnisse zur SE-Bias vor dem Hinter-
grund der korrekten Klassenidentiﬁkation zu interpretieren (eine ausfuhrlichere Diskussi-
on ﬁndet sich in Kapitel 10.3). Im Uberblick zeigt sich, dass eine getrennte Betrachtung
der latenten Klassen auch im Kontext des SE-Bias angebracht ist. Sowohl die Eﬀekte
der Simulationsgroßen als auch der Anteil an statistisch erklarter Varianz hinsichtlich
der SE-Schatzungen unterscheidet sich tlw. zwischen den drei latenten Klassen. Den-
noch lassen sich in einer zusammenfassenden Betrachtung der durchgefuhrten Analysen
auch einige Gemeinsamkeiten ausmachen. Wahrend die Verzerrungen der Standardfehler
der Intercept- und Slopevarianzen sich mit lediglich 16 bis 18 % Varianzaufklarung ver-
gleichsweise robust gegenuber den Simulationsgroßen zeigen, sind die Verzerrungen der
Standardfehler der Intercept- und Slopemittelwerte mit 40 bis 60 % Varianzaufklarung
deutlich sensibler gegenuber der Variation der Simulationsgroßen. Im Folgenden werden
die Unterschiede und Gemeinsamkeiten hinsichtlich der Eﬀekte der Simulationsgroßen im
Uberblick dargestellt. Die wesentlichen Aspekte dieser Zusammenfassung sind auch in
Tabelle 40 aufgefuhrt.
Die Simulationsgroße ¾Fallzahl¿ ist fur die SE-Schatzungen der Intercept- und Slope-
mittelwerte weitestgehend unbedeutend, wohingegen die geschatzten Standardfehler der
Kovarianz und der Varianzen der Intercepts und Slopes positiv auf eine hohere Fallzahl
reagieren. Je hoher die Fallzahl der Simulation, desto unverzerrter werden die Standard-
fehler im Mittel geschatzt.
Fur alle latenten Klassen und alle Standardfehlerschatzungen der betrachteten Zielpara-
meterschatzungen fuhrt eine große Klassendistanz zu weniger verzerrten Schatzungen. Die
eigenstandige Varianzaufklarung der Klassendistanz weißt diese Simulationsgroße uber al-
le Metamodelle hinweg entweder als starkste oder als eine der starksten Einﬂussgroßen
aus. Wie bereits fur die Klassenidentiﬁkation oder die Parameterverzerrungen stellt eine
große Klassendistanz eine essenzielle Voraussetzung fur eine zuverlassige Schatzung der
Standardfehler der Wachstumsfaktoren von MIGMMs dar.
Kleine Klassenanteile haben hinsichtlich der Standardfehlerverzerrungen der Varianzter-
me keine nennenswerte Bedeutung. Fur die Standardfehler der Mittelwertschatzung von
Intercept und Slope lassen sich allerdings fur die ersten beiden latenten Klassen relevan-
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te Einﬂusse feststellen. Fur Simulationskonﬁgurationen mit großer Klassendistanz zeigt
sich fur die Standardfehlerverzerrungen der Intercept- und Slopemittelwerte, dass sie bei
kleinen Klassen (5 %) deutlich verzerrter geschatzt werden. Die Simulation einer kleinen
Klassengroße wirkt sich dabei folglich nicht nur in der als klein simulierten Klasse auf die
Schatzung der Standardfehler aus, sondern strahlt im Durchschnitt auf die erste Nach-
barklasse aus.
Wie bereits bei den Analysen zum Parameterbias variiert der Einﬂuss der Invarianzfor-
men in Abhangigkeit von der Klassendistanz. Des Weiteren unterscheidet sich der Einﬂuss
zwischen den drei betrachteten latenten Klassen und der Art der den Standardfehlern
zugrundeliegenden Parameterschatzungen (Varianzen vs. Mittelwerte). Zudem ist die re-
lative Bedeutsamkeit dieses Eﬀekts uber die neun Metamodelle hinweg stets auf den vor-
deren Platzen zu verorten. Fur die Standardfehler der Varianzterme zeigt sich, dass die
Invarianzformen bei hohen Klassendistanzen im Schnitt keinen relevanten Eﬀekt auf die
Verzerrung haben. Diese Schlussfolgerung lasst sich auch aus den deskriptiven Auswer-
tungen des relativen SE-Bias unter optimalen Simulationsbedingungen ableiten. Unter der
Voraussetzung von geringer Klassendistanz kann fehlende Messinvarianz sogar eine ver-
zerrungsfreiere Schatzung der Standardfehler begunstigen, solange Messunterschiede zwi-
schen den latenten Gruppen bestehen. Folglich kann sich fehlende Messinvarianz lediglich
positiv (oder zumindest neutral) auf den Inferenzschluss zur Heterogenitat der Wachs-
tumsfaktoren auswirken. Anders sieht es hingegen fur die Standardfehler der Intercept-
und Slopemittelwerte aus. Hier deutet sich an, dass insbesondere fur hohe Klassendistan-
zen die Standardfehler fur die nicht-invarianten Messkonﬁgurationen verzerrt geschatzt
werden. Dies triﬀt allerdings nicht auf die dritte Referenzklasse zu, welche fur die vierte bis
sechste Messinvarianzstufe nicht direkt manipuliert wurde. Bei hoher Klassendistanz ist
die Verzerrung durch fehlende Messinvarianz fur die dritte Klasse eher als vernachlassigbar
einzustufen. Lasst man die Simulationskonﬁgurationen mit hoher Klassendistanz beisei-
te und betrachtet nur die geringeren Distanzen, so zeigt sich fur die Standardfehler der
Interceptsmittelwerte ein uneinheitliches Muster von Unter- und Uberschatzung und fur
die Slopemitteltwerte eine deutliche Tendenz zur verzerrungsfreieren Schatzung der Stan-
dardfehler (auch unabhangig von der betrachteten latenten Klasse).
Resumierend lasst sich festhalten, dass insbesondere die Standardfehler der Mittelwerte
der Wachstumsfaktoren durch die Simulationsgroßen beeinﬂusst werden. Ein zusammen-
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fassender Uberblick uber die hier diskutierte Performanz bzgl. des SE-Bias der Wachs-
tumsfaktoren kann auch aus Tabelle 40 entnommen werden.
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Tabelle 40: Zusammenfassung der SE-Bias-Performanz bzgl. der Wachstumsfaktoren
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12 Zusammenfassung der Ergebnisse
Dieser Arbeit liegen drei allgemeine Forschungsfragen zu Grunde. Anhand dieser drei
Forschungsfragen sollen im Weiteren auch die zentralen Ergebnisse der durchgefuhrten
statistischen Simulation im Uberblick zusammengefasst werden. Eine elaboriertere Er-
gebnisdarstellung kann den Kapiteln 9, 10 und 11 zu den einzelnen untersuchten Perfor-
manzkriterien sowie den dazugehorigen Uberblickstabellen 10, 15, 26 und 40 auf Seite
112, 121, 147 und 169 entnommen werden.
ad 1) Beeinﬂussen gruppenspeziﬁsche und langsschnittliche Verletzungen der Messinvari-
anz die Fahigkeit von MIGMMs die korrekte Anzahl latenter Wachstumsverlauf-
klassen zu identiﬁzieren? Wenn ja, welche Faktoren beeinﬂussen die Starke dieses
Eﬀekts?
In Abschnitt 6.2 wurde anhand der bisherigen Forschung die Arbeitshypothese aufgestellt,
dass fehlende langsschnittliche Messinvarianz keinen starken verzerrenden Eﬀekt auf die
Klassenidentiﬁkation haben sollte oder allenfalls bei geringer Klassendistanz ein Problem
werden konnte. Fur Messunterschiede zwischen den Gruppen wurde hingegen angenom-
men, dass die Klassenidentiﬁkation beeinﬂusst wird. Dabei wurde auch darauf aufmerksam
gemacht, dass fehlende Messinvarianz eine eigene Quelle von Heterogenitat darstellt, wel-
che die korrekte Klassenidentiﬁkation ggf. sogar begunstigen kann. Des Weiteren wurde
anhand erster Plausibilitatsuberlegungen angenommen, dass fehlerhafte Klassenidenti-
ﬁkationsraten durch fehlende Messinvarianz zusatzlich durch kleine Fallzahlen, geringe
Klassengroßen und geringe Klassendistanzen verstarkt werden.
Wie aus der Ergebnisdarstellung in Kapitel 9.4 (und Kapitel 9.5.3) hervorgeht, muss
tatsachlich bezuglich der Fahigkeit zur Klassenidentiﬁkation deutlich zwischen langs-
schnittlicher und gruppenspeziﬁscher Verletzung der Messinvarianz unterschieden werden.
So konnte gezeigt werden, dass langsschnittliche Invarianzverletzungen tatsachlich, fur
sich genommen, die korrekte Klassenidentiﬁkation nicht nennenswert beeinﬂussen. Dies
gilt weitestgehend unabhangig vom zugrundeliegenden IC-Index.79 Lediglich die Klas-
senidentiﬁkation nach dem BLRT zeigte sich (bei hohen Klassendistanzen) geringfugig
sensitiv gegenuber langsschnittlicher Non-Invarianz. Damit konnen die Ergebnisse von
79Zwar konnten die vermuteten zusatzlichen Probleme bei geringen Fallzahlen nicht aufgedeckt werden,
aber zumindest der AIC zeigt bei hoher Fallzahl fur zeitliche Non-Invarianz eine leicht bessere Klassiﬁ-
kationsrate.
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Zhang (2016) zur zeitlichen Messungsungleichheit bzgl. der korrekten Fallzuordnung und
den Anteilswerten auch auf die Zielgroße Klassenidentiﬁkation ausgeweitet werden.
Gruppenspeziﬁsche Messunterschiede wirken sich hingegen negativ auf die korrekte Klas-
senidentiﬁkation aus. Wahrend der AIC konstante (aber absolut schlechte) Identiﬁkati-
onsraten aufweist, reagieren der BIC und (in geringerem Umfang) der aBIC und BLRT
gegenuber Gruppenunterschieden sensibel.
Moderierende Einﬂusse von Fallzahl, Klassendistanz und Klassengroßen konnten anhand
der Simulationsergebnisse nur teilweise bestatigt werden und widersprechen den ursprung-
lichen Erwartungen tlw. Wahrend große Klassendistanz bei Gruppenunterschieden zu
einer zusatzlichen Uberidentiﬁkation tendieren (da sich zwei Formen von Gruppenhe-
terogenitat aufaddieren), konnte fur die Fallzahl keine einheitliche Moderationswirkung
identiﬁziert werden. Kleine Klassengroßen fuhren bei Gruppenunterschieden sogar zu bes-
seren Identiﬁkationsraten, da die zusatzliche Gruppenheterogenitat der Messungleichheit
durch die kleine Gruppe teilweise kompensiert werden kann.
ad 2) Beeinﬂusst die Kombination aus gruppenspeziﬁscher und langsschnittlicher Verlet-
zung der Messinvarianz die Fahigkeit zur Klassenidentiﬁkation zusatzlich? Wenn ja,
welche Faktoren beeinﬂussen die Starke dieses Eﬀekts?
Aufgrund fehlender vorangegangener Untersuchungen hatten die Annahmen zur kombi-
nierten Verletzung der Messinvarianz durch gruppen- und zeitspeziﬁsche Unterschiede
einen starken explorativen Charakter. Die forschungsleitende Annahme war, dass gleich-
formige Invarianzverletzungen (hinsichtlich der Vorzeichen der manifesten Intercepts und
Faktorladungen) zu einer Verstarkung und entgegengesetzte Invarianzverletzungen ggf. zu
einer Kompensation von Verzerrungen der Modellschatzung fuhren wurden.
Hinsichtlich der Klassenidentiﬁkation konnte gezeigt werden, dass die kombinierte Non-
Invarianz im Ergebnis weder einheitlich zu einer wesentlich besseren oder schlechteren
Identiﬁkationsrate fuhrt. Insbesondere fur BIC, BLRT und den aBIC fallt die Verzer-
rung der Klassenidentiﬁkation fur die kombinierten Invarianzstufen insgesamt aber eher
deutlicher aus. Aus den deskriptiven Auswertungen geht hervor, dass die Tendenz zur
Uberidentiﬁkation von latenten Klassen aus den Invarianzstufen mit Gruppenunterschie-
den durch die Kombination mit den langsschnittlichen Invarianz gedreht wird und in eine
Unteridentiﬁkation latenter Klassen umschlagt. Dies fuhrt aber im Ergebnis (wie aus den
modellbasierten Analysen deutlich wird) nicht zwingend zu mehr korrekt identiﬁzierten
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Losungen. Fur moderierende Einﬂussgroßen gilt, dass zwar die schlechtere Klassenidenti-
ﬁkation von BIC und aBIC fur die kombinierte Messinvarianzverletzung fur kleine Klas-
sengroßen und hohe Fallzahlen etwas abgemildert wird, aber hierdurch der Haupteﬀekt
in der Summe nicht aufgehoben werden kann.
Das Simulationsergebnis macht deutlich, dass langsschnittliche Invarianzformen  fur sich
alleine genommen  keinen verzerrenden Einﬂuss auf die Klassenidentiﬁkation ausuben80,
aber in Kombination mit Gruppenunterschieden durchaus relevant werden konnen und
die Klassenidentiﬁkation beeinﬂussen.
ad 3) In welchem Umfang lassen sich Parameterverzerrungen (Punktschatzer und Stan-
dardfehler) in den Wachstumsverlaufsfaktoren bei gruppenspeziﬁscher, langsschnitt-
licher und kombinierter Verletzung der Messinvarianzannahme identiﬁzieren? Wel-
che Faktoren beeinﬂussen den Grad der Verzerrung zusatzlich?
Nach den Erwartungen aus Abschnitt 6.2 wurde davon ausgegangen, dass sowohl die
langsschnittliche Verletzung der Messinvarianz als auch gruppenspeziﬁsche Abweichun-
gen zu einer Verzerrung der Schatzung der Varianzen und der Parameterschatzer der
durchschnittlichen Verlaufsformen fuhren. Auf Grundlage bisheriger Ergebnisse wurde
daruber hinaus angenommen, dass fur fehlende gruppenspeziﬁsche Messinvarianzen mit
einer Typ-1-Fehlerinﬂation der Wachstumsparameter zu rechnen ist. Wenn auch eher
spekulativ, wurde fur die kombinierten Invarianzformen davon ausgegangen, dass bei
gleichformigen Invarianzverletzungen mit einer Verstarkung der Verzerrung zu rechnen ist
und bei hinsichtlich der Stoßrichtung (bzw. Vorzeichen) entgegengesetzten Invarianzfor-
men eine Kompensation zwischen langsschnittlicher und gruppenspeziﬁscher Verzerrung
angenommen werden kann. Fur die weiteren Simulationsgroßen wie Klassendistanz, klei-
ne Klassengroße und Fallzahl wurde, in Ubereinstimmung mit den Ergebnissen aus der
bisherigen GMM-Forschung, davon ausgegangen, dass große Distanzen, das Fehlen von
besonders kleinen Klassen und eine hohe Fallzahl mit unverzerrteren Schatzungen ver-
bunden sein sollten (vgl. Abschnitt 6.3).
Zunachst kann festgehalten werden, dass auch nach einer korrekten Klassenidentiﬁkation
die untersuchten Simulationsgroßen einen Einﬂuss auf die Schatzung der Wachstumsver-
laufsform und die dazugehorigen Standardfehler haben.
80Wenn man von den leichten Verzerrungen der Performanz des BLRT absieht.
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Hinsichtlich des Bias der Wachstumsparameter hat sich gezeigt, dass die Fallzahl lediglich
fur die Varianzschatzungen relevant ist und die Mittelwertschatzungen der Wachstumsfak-
toren dadurch weder negativ noch positiv beeinﬂusst werden. Fur hohe Fallzahlen waren
die Schatzungen der Varianzparameter der Wachstumsfaktoren weniger verzerrt. Das glei-
che Muster triﬀt auch fur die Verzerrung der Standardfehler zu. Die Fallzahl war fur die
Mittelwerte von Intercept- und Slopefaktor unbedeutend, wohingegen hohe Fallzahlen fur
die Varianzparameter zu weniger verzerrten SE-Schatzungen gefuhrt haben.
Noch deutlicher fallt das Fazit fur die Simulationsgroße Klassendistanz aus. Fur alle un-
tersuchten Wachstumsverlaufsparameter fallt die Schatzung deutlich weniger verzerrt aus,
wenn die Klassendistanz hoch ist. Identisch sieht es bei den Standardfehlerschatzungen
aus. Sowohl die Standardfehler der Mittelwerte der Intercept- und Slopefaktoren als auch
die Standardfehler der Varianzen wurden bei hoher Klassendistanz deutlich weniger ver-
zerrt geschatzt.
Auch bei korrekter Klassenidentiﬁkation wirken die verschiedenen Formen der Invarianz-
verletzungen auf die Performanz der Schatzung von MIGMMs. Fur die zeitlichen non-
invarianten Konﬁgurationen lasst sich zeigen, dass sie nur dann einen bedeutenden ver-
zerrenden Eﬀekt auf den Bias der Varianzen-, Intercept- und Slopeparameter haben, wenn
die Faktorladungen nicht-invariant generiert wurden. Bzgl. der Standardfehlerschatzungen
zeigt sich, dass die Kovarianzen fur die zeitlichen Konﬁgurationen nicht betroﬀen sind.
Die Standardfehler fur Intercept und Slopes werden hingegen, insbesondere bei großer
Klassendistanz, auch bei lediglich zeitlicher Invarianzverletzung, verzerrter geschatzt.
Messinvarianzverletzungen zwischen den latenten Klassen wirken hingegen einheitlich
verzerrend auf den Bias der Varianzen, Intercepts und Slopes. Fur die Varianzparame-
ter und die Slopes gilt dies insbesondere fur hohe Klassendistanzen. Die Standardfeh-
lerschatzungen sind fur gruppenspeziﬁsche Invarianzverletzungen fur die Varianzen ent-
weder unbedeutend oder sogar weniger verzerrt. Ein anderes Bild zeigt sich fur die Stan-
dardfehler der Intercepts und Slopes. Fur hohe Klassendistanzen werden diese im Schnitt
verzerrter geschatzt.
Die Kombination aus langsschnittlicher und gruppenspeziﬁscher Invarianzverletzung zeigt
hinsichtlich des Bias ein gemischtes Bild. Fur die Varianzschatzungen zeigen sich star-
ke/verstarkte Verzerrungen, besonders bei hohen Klassendistanzen. Die Slopewerte sind
hingegen bei hohen Klassenunterschieden weniger verzerrt als die reinen gruppenspezi-
ﬁschen Konﬁgurationen, was auf einen gewissen Kompensationseﬀekt durch die beiden
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Invarianzformen hinweist, ohne dabei jedoch ganzlich unverzerrt zu sein. Die Biaswerte
fur die Intercepts sind hingegen vergleichbar verzerrt zu den gruppenspeziﬁschen Konﬁ-
gurationen. Die Verzerrungen der Standardfehlerschatzungen weisen hingegen das gleiche
Muster auf, wie fur die gruppenspeziﬁschen Invarianzen: keine relevanten Verzerrungen
fur die Varianzparameter und eine verzerrtere Schatzung fur Intercepts und Slopes bei
hoher Klassendistanz.
Insgesamt muss festgehalten werden, dass die Performanz von MIGMMs auch uber die
Klassenidentiﬁkation hinaus durch die Simulationsgroßen beeinﬂusst wird und somit auch
die Rekonstruktion der Wachstumsverlaufsform unter gewissen Bedingungen gefahrdet ist,
auch wenn die latente Klassenanzahl zuvor korrekt bestimmt wurde. Besonders ist hierbei
die Klassendistanz hervorzuheben. Der mit dieser Große verbundene Haupteﬀekt hat uber
alle Zielgroßen hinweg einen starken und konsistenten Einﬂuss auf die Modellperformanz.
Zusatzlich moderiert er auch die Bedeutsamkeit weiterer Simulationsgroßen wie die der In-
varianzformen auf die Modellperformanz hinsichtlich des Bias der Parameterschatzungen
und der Standardfehler.
13 Diskussion der Leistungsfahigkeit von MIGMMs fur
sozialwissenschaftliche Analysen
Im Kern geht diese Arbeit der Frage nach, ob MIGMMs gewinnbringend fur die em-
pirische Sozialforschung eingesetzt werden konnen oder unter welchen Bedingungen der
Einsatz von MIGMMs zu vertreten ist. Die Ergebnisse dieser Studie machen klar, dass
ein naiver und unreﬂektierter Einsatz der Analysemethodik zu stark verzerrten Ergebnis-
sen fuhren kann. Diese Verzerrungen betreﬀen sowohl das genuine Einsatzziel der latenten
Klassenidentiﬁkation als auch die daran anschließende Rekonstruktion der Wachstumsver-
laufsmuster anhand der Kennzahlen der latenten Wachstumsparameter. Es konnte somit
gezeigt werden, dass ungunstige Datensituationen sowohl die Identiﬁkation der den Da-
ten zugrundeliegenden Klassen anhand der verwendeten Indizes gefahrden konnen als
auch die durchschnittlichen Verlaufsformen der Entwicklung der betrachteten Zielvariable
sowie den Referenzschluss auf die Grundgesamtheit verzerren. Auch wenn diese Schluss-
folgerungen einen gewissen Pessimismus bzgl. der empirischen Anwendungen vermitteln,
lassen sich konstruktive Aspekte herausarbeiten, welche zwar keinen blinden Optimismus
fur die Nutzung des Verfahrens befordern, aber dennoch Bedingungen aufzeigen, unter
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welchen die Modellschatzungen verlasslich und sinnvoll eingesetzt werden konnen. Vor
dem Hintergrund der prasentierten Ergebnisse werden folgende Orientierungshilfen (bzw.
Warnungen) fur den Einsatz von MIGM-Modellierungen abgeleitet:
 Klassendistanz: Nur bei deutlichen Unterschieden bzgl. der Verlaufsmuster scheinen
MIGMMs zuverlassige Ergebnisse zu liefern. Werden schon aus einer analytisch-
theoretischen Perspektive geringe Unterschiede erwartet, kann den Kennzahlen der
Klassenidentiﬁkation und den geschatzten Verlaufsmustern mit keinem ausreichen-
den Sicherheitsniveau vertraut werden. Die explorative Qualitat/Zuverlassigkeit von
MIGMMs stoßt bei geringen Klassenunterschieden an ihre Grenzen.
 Messkonstrukte: Messunterschiede zwischen den latenten Klassen fuhren zu den
deutlichsten Verzerrungen hinsichtlich der Klassenidentiﬁkation und der Parame-
terschatzungen. Daher sollten die analysierten Messkonstrukte fur MIGMMs moglichst
zuverlassig hinsichtlich Messaquivalenz sein. Dies lasst sich nur plausibel fur Mess-
konstrukte unterstellen, welche zumindest bereits anhand bekannten Gruppen Mes-
sinvarianz gezeigt haben, um die Messinvarianz auch hinsichtlich unbekannter Grup-
pen wahrscheinlicher zu machen. Ein Verzicht auf MIGMMs durch eine Schatzung
von GMMs ohne latente Messung (nur mit Composite Score Werten) stellt keine
Losung des Problems dar, da die verzerrenden Eﬀekte implizit mitgetragen werden.
Fehlende Messinvarianz uber die Zeit hinweg scheint zwar weniger starke Auswir-
kungen zu haben, zeigt aber in Kombination mit Gruppenunterschieden deutliche
Verzerrungen. Daher kann eine vorangehende Uberprufung  vor der Schatzung des
eigentlichen MIGMMs  dennoch angeraten werden.
 Klassenidentiﬁkation: Leider existiert keine einzelne Maßzahl, welche die beste Iden-
tiﬁkationsleistung bzgl. der latenten Klassen unter allen Daten- und Messsituatio-
nen gewahrleisten kann. Der BIC schneidet fur wunschenswerte Datensituationen
wie große Klassendistanz und vorhandene Messinvarianz sehr gut ab. Der AIC kann
zumindest fur unklare Daten- und Messsituationen eine Orientierung fur die maxi-
male Anzahl an latenten Klassen liefern. Der aBIC und (in Teilen) der BLRT sind
die Maß der Wahl, wenn von ungunstigen Datensituationen ausgegangen werden
kann oder der/die Forscher/Forscherin sich nicht ausreichend sicher uber die Daten-
und Messsituation ist. Dennoch stellt keines der untersuchten Kriterien einen hin-
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reichenden potentiellen Falsiﬁkator (oder Veriﬁkation) fur begrundete analytische
oder theoretische Annahmen dar.
Einschrankend muss an dieser Stelle noch einmal darauf hingewiesen werden, dass die
Ergebnisse dieser Studie  und die daraus gezogenen Schlussfolgerungen  nicht zwangslauﬁg
auf Datensituation ubertragen werden konnen, welche sich nicht im Rahmen der hier un-
tersuchten Simulationskonﬁgurationen bewegen. Dabei handelt es sich um eine generelle,
der Methodik der Monte-Carlo-Simulation inharente, Beschrankung, welche prinzipiell so-
wohl nicht manipulierte Modellgroßen, nicht explizit modellierte Kategorienauspragungen
der Simulationsvariablen und Wertebereiche außerhalb des untersuchten Werteintervalls
betriﬀt. Um Komplexitat zu reduzieren, Nachvollziehbarkeit zu vereinfachen und hand-
habbare Simulationslaufzeiten zu gewahrleisten, wurde in der durchgefuhrten Simulation
z. B. darauf verzichtet komplexere Wachstumsverlaufsmuster zu modellieren und ledig-
lich ein linearer Wachstumsverlauf angenommen. Auch die manifesten Variablen wurden
als metrisch speziﬁziert und die Klassendistanz uber eine Kombination aus Unterschie-
den in den Intercept- und Slopemitteltwerten zwischen den Klassen hergestellt. Vor dem
Hintergrund der Ergebnisse der Simulation scheinen vor allem zwei Aspekte bzgl. dieser
Beschrankungen herauszustechen. Damit sind die Klassendistanz und (zu einem gerin-
geren Umfang) die Fallzahl gemeint. Die damit verbundenen oﬀenen Fragen und An-
knupfungspunkte fur weitere Analysen zur Performanz von MIGMMs sollen u. a. im
Folgenden diskutiert werden.
13.1 Desiderate fur nachfolgende Analysen
Eines der konsistenten Ergebnisse dieser Untersuchung ist die Bedeutung der Klassendi-
stanz fur alle betrachteten Performanzkriterien von MIGMMs. Besonders frappierend war
dabei i. d. R. der Unterschied zwischen den Auspragungen 1.5 MD und 4.0 MD. Wahrend
die großere Klassendistanz mit deutlich besseren Klassenidentiﬁkationsraten und deutlich
weniger verzerrten Parameterschatzungen und Standardfehlern assoziiert war, zeigte sich
dies bereits in der Auspragung von 1.5 MD nicht mehr. Obwohl gangige Einschatzungen
aus der GMM-Literatur bei einer Distanz von 1.5 MD von ¾großen¿ Unterschieden aus-
gehen, erscheint dies fur den MIGMM-Kontext, zumindest nach den hier prasentierten
Ergebnissen, nicht mehr als haltbar. Weitere Untersuchungen sollten daher versuchen zu
bestimmen, wo genau zwischen der Spannbreite von 1.5 und 4.0 MD eine akzeptable
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Modellschatzung fur MIGMMs moglich ist. Damit verbunden ist auch die Frage danach,
ob die Performanz von MIGMMs nur eine Funktion der absoluten multivariaten Distanz
darstellt oder ob die Art der Herstellung der Distanz (z. B. nur uber Intercepts, uber
Varianzen der Wachstumsparameter oder eine Kombination aus aus Intercepts und Slo-
pes) ebenfalls eine Rolle spielt. Dies ist nicht zuletzt deswegen ein Forschungsdesiderat,
da innerhalb der Simulationsliteratur keine Einigkeit uber die passendste Herstellung von
Klassendiﬀerenz besteht (vgl. hierzu Abschnitt 3.2.2).
Der BLRT hat sich hinsichtlich der Klassenidentiﬁkation fur MIGMMs nicht als sub-
stantiell besseres (oder schlechtes) Maß als die IC-Indizes erwiesen. Wie bereits an ent-
sprechender Stelle erwahnt (vgl. Abschnitt 9.5.2), kann dieses Ergebnis evtl. auch darauf
zuruckgefuhrt werden, dass die Anzahl der Bootstrap-Ziehungen per Mplus Defaultoption
nach einem sequenziellen Verfahren erfolgte und damit die Performanz nicht optimal aus-
fallen konnte. Die Entscheidung fur die weniger rechenintensive Defaultoption ist dabei
nicht aufgrund von analytischen Uberlegungen gefallen, sondern war rein forschungsprak-
tisch (aufgrund der Rechenzeitressourcen) motiviert. Allerdings bemerken auch McNeish
& Harring (2017), dass der BLRT in Simulationsstudien oft ganzlich ubergangen wird, da
er mit sehr großem zusatzlichen Rechenaufwand verbunden ist (vgl. McNeish & Harring,
2017: 239). Fur den Anwendungsbereich der MIGMMs waren weitere Performanzevalua-
tionen wunschenswert, welche die Ziehungszahl auf eine moglichst hohe Zahl (z. B. 1000)
ﬁxieren konnten. Damit konnte die in dieser Studie gefundene Leistungsfahigkeit weiter
abgesichert werden. Fur eine systematische Untersuchung im Rahmen einer Monte-Carlo-
Simulation ware hierfur allerdings eine deutlich leistungsstarkere Rechnerinfrastruktur
notig, welche nicht nur auf Parallelisierung der Berechnung, sondern auch auf Rechenzeit
bzw. Rechengeschwindigkeit ausgelegt ist.
Die Simulationsgroße ¾Fallzahl¿ erwies sich in den Analysen nicht als besonders ein-
ﬂussreiche Große fur die untersuchten Performanzkriterien. Lediglich im Zusammenhang
mit besonders kleinen Klassenanteilen und fur die Varianzparameterschatzungen konnten
relevante Einﬂusse gefunden werden. Dies mag daran liegen, dass die kleinste Kategori-
enauspragung mit 300 Fallen noch zu groß gewahlt wurde, um eine kritische Schwelle zu
ubertreten.81 Zumindest einzelne Auswertungen lassen vermuten, dass die Performanz der
81Die Festlegung der Kategorien war in dieser Studie besonders durch die zusatzliche Simulationsgroße
¾Klassenanteile¿ (bzw. kleine Klassen) motiviert, da in den Simulationsdaten bei Klassenanteilen von
5 % (in Kombination mit der Fallzahl von 300) immerhin noch durchschnittlich 15 Falle der kleinsten
Klasse angehoren.
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Modelle bei kleineren Fallzahlen eingebrochen ware, ohne dass jedoch bei 300 Fallen be-
reits die relevanten Grenzwerte uberschritten wurden. Daher sollte nicht der Fehlschluss
entstehen, dass die Fallzahl keine besonders relevante Große fur die Modellierung von
MIGMMs darstellt. Vielmehr gilt es in weiteren Studien und Analysen kritische Schwel-
lenwerte auch fur den Kontext von MIGMMs zu bestimmen um Empfehlungen fur die
empirische Praxis zu prazisieren.
Eine alternative Moglichkeit des Umgangs mit fehlender Messinvarianz innerhalb von
MIGMMs stellt die prinzipiell mogliche freie Schatzung der Messstruktur innerhalb der
latenten Klassen dar. Kim & Wang (2017) konnten fur latente Gruppenmessdiﬀerenzen
zeigen, dass die Wachstumsverlaufe bei derlei Schatzungen unverzerrter sind als invarian-
te Speziﬁkationen. Allerdings ergeben sich dabei sowohl praktische als auch konzeptuelle
Schwierigkeiten. Aus der praktischen Perspektive werden die Schatzmodelle hierbei mit
zusatzlicher Komplexitat in Form von freien Parametern konfrontiert, was die Konvergenz
der Modelle, insbesondere fur empirisch generierte Daten, weiter erschwert. Bereits inva-
riante Speziﬁkationen mussen sich mit einfacheren Modellierungen begnugen, ohne dass
zusatzlich die Messstruktur der latenten Klassen einzeln bestimmt werden muss (vgl. z. B.
Krause et al., 2019: 400 ﬀ.). Konzeptionell stellt sich bei derlei Modellierungen die Frage,
ob ein Vergleich der Verlaufsmuster von latenten Großen und insbesondere die Extraktion
von latenten Klassen anhand dieser Verlaufsmuster, welche weder eine aquivalente Ver-
wendung der Skala noch eine gleiche Zusammensetzung des Konstrukts haben, noch ein
sinnvolles Unterfangen darstellt. Inwieweit diese Probleme fur die Praxis relevant sind und
inwieweit ein Trade-oﬀ zwischen Vergleichbarkeit und Unverzerrtheit moglich ist, muss al-
lerdings in weiteren Arbeiten umfassender evaluiert werden.
Da der Schwerpunkt dieser Arbeit auf der Messinvarianz innerhalb von MIGMMs sowie
auf der Ubertragung von Erkenntnissen bereits etablierter Einﬂussgroßen lag, wurde bei
der Datengenerierung der manifesten Variablen von einem einfachen metrischen Messni-
veau ausgegangen. Fur Arbeiten mit einem anderen inhaltlichem Fokus konnte sich auch
die explizite Modellierung von quasi-metrischen Messskalen (bzw. ordinalen Antwortska-
len) lohnen, welche lediglich zwischen 4 bis 10 Antwortkategorien haben und somit Daten
aus der empirischen Praxis der quantitativen Sozialforschung naher kommen als eine rein
metrische Datengenerierung wie in der vorliegenden Arbeit. Allgemein handelt es sich da-
bei um eine bisher noch nicht ausreichend beachtete Datensituation fur Growth Mixture
Modelle, was fur den Spezialfall der MIGMMs noch einmal deutlicher ausfallt.
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13.2 Resumee
Ob Multiple Indicator Growth Mixture Modelle das sozialwissenschaftliche Analysere-
pertoire fur langsschnittliche Untersuchungen tatsachlich sinnvoll erganzen konnen, kann
nur die Zukunft ihrer praktischen empirischen Anwendung zeigen. Erste Beitrage wie die-
ser, auf Grundlage von mathematisch-statistischen Analysen, konnten zum einen zeigen,
unter welchen Bedingungen der Anspruch der datengeleiteten Identiﬁkation von laten-
ten Gruppenverlaufen bei gleichzeitiger Berucksichtigung von latenten Messkonstrukten
tatsachlich eingelost werden kann. Vielleicht noch viel wichtiger fur die Anwendungspraxis
scheint aber die explizite (und durch quantitative Maße gestutzte) Darlegung der Bedin-
gungen, unter welchen der Sozialforscher oder die Sozialforscherin sich nicht auf die daten-
und kennzahlgeleitete Struktur- und Musterentdeckung verlassen kann und sich auf den
explorativen Charakter von Mixture-Modellen zuruckbesinnen muss um Fehler erster und
zweiter Art zu vermeiden. Nur bei Berucksichtigung der Grenzen und Fallstricken von im-
mer elaborierten statistischen Analyseverfahren kann letztlich sichergestellt werden, dass
ein inhaltlicher Mehrwert fur die Forschung genutzt werden kann, ohne dass mess- oder
analysetechnische Artefakte diese Vorteile schmalern oder ganzlich zunichtemachen.
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A Anhang
A.1 Tabellen und Abbildungen zur Klassenidentiﬁkation
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Tabelle 41: Prozentuale Klassenidentiﬁkation nach allen Konﬁgurationsparametern (Referenz).
invar mixing sep nobs 1.aic 2.aic 3.aic 4.aic 1.bic 2.bic 3.bic 4.bic 1.abic 2.abic 3.abic 4.abic
1 1.00 1.00 1.00 1.00 0.67 79.33 17.00 3.00 22.67 77.33 0.00 0.00 1.33 89.67 8.00 1.00
2 1.00 1.00 1.00 2.00 0.00 81.67 13.33 5.00 0.33 99.67 0.00 0.00 0.00 98.00 1.67 0.33
3 1.00 1.00 1.00 3.00 0.00 75.67 20.67 3.67 0.00 100.00 0.00 0.00 0.00 99.00 1.00 0.00
4 1.00 1.00 2.00 1.00 0.00 75.33 20.33 4.33 0.00 100.00 0.00 0.00 0.00 88.00 10.33 1.67
5 1.00 1.00 2.00 2.00 0.00 67.33 24.33 8.33 0.00 100.00 0.00 0.00 0.00 95.33 4.67 0.00
6 1.00 1.00 2.00 3.00 0.00 60.33 30.00 9.67 0.00 100.00 0.00 0.00 0.00 96.00 4.00 0.00
7 1.00 1.00 3.00 1.00 0.00 0.00 61.33 38.67 0.00 1.00 98.33 0.67 0.00 0.00 73.33 26.67
8 1.00 1.00 3.00 2.00 0.00 0.00 60.00 40.00 0.00 0.00 99.67 0.33 0.00 0.00 89.33 10.67
9 1.00 1.00 3.00 3.00 0.00 0.00 64.33 35.67 0.00 0.00 100.00 0.00 0.00 0.00 95.00 5.00
10 1.00 2.00 1.00 1.00 5.33 72.67 19.33 2.67 56.67 43.33 0.00 0.00 6.67 84.33 8.00 1.00
11 1.00 2.00 1.00 2.00 0.00 76.92 18.39 4.68 7.36 92.64 0.00 0.00 0.67 95.99 2.68 0.67
12 1.00 2.00 1.00 3.00 0.00 74.33 22.00 3.67 0.33 99.67 0.00 0.00 0.00 99.33 0.67 0.00
13 1.00 2.00 2.00 1.00 0.00 79.00 13.33 7.67 0.67 99.33 0.00 0.00 0.00 91.67 5.67 2.67
14 1.00 2.00 2.00 2.00 0.00 75.67 19.00 5.33 0.00 100.00 0.00 0.00 0.00 95.00 4.67 0.33
15 1.00 2.00 2.00 3.00 0.00 70.33 19.00 10.67 0.00 100.00 0.00 0.00 0.00 98.00 2.00 0.00
16 1.00 2.00 3.00 1.00 0.00 0.00 61.00 39.00 0.00 9.00 89.33 1.67 0.00 0.00 74.67 25.33
17 1.00 2.00 3.00 2.00 0.00 0.00 62.00 38.00 0.00 0.00 99.67 0.33 0.00 0.00 89.33 10.67
18 1.00 2.00 3.00 3.00 0.00 0.00 62.67 37.33 0.00 0.00 100.00 0.00 0.00 0.00 95.67 4.33
19 1.00 3.00 1.00 1.00 2.00 76.33 19.67 2.00 40.67 59.33 0.00 0.00 3.67 86.33 9.00 1.00
20 1.00 3.00 1.00 2.00 0.00 76.00 18.00 6.00 3.67 96.33 0.00 0.00 0.00 96.33 3.33 0.33
21 1.00 3.00 1.00 3.00 0.00 76.67 18.33 5.00 0.00 100.00 0.00 0.00 0.00 99.33 0.67 0.00
22 1.00 3.00 2.00 1.00 0.00 81.67 14.33 4.00 0.00 100.00 0.00 0.00 0.00 92.67 6.00 1.33
23 1.00 3.00 2.00 2.00 0.00 86.33 11.67 2.00 0.00 100.00 0.00 0.00 0.00 98.00 2.00 0.00
24 1.00 3.00 2.00 3.00 0.00 84.00 12.00 4.00 0.00 100.00 0.00 0.00 0.00 99.67 0.33 0.00
25 1.00 3.00 3.00 1.00 0.00 17.00 47.67 35.33 0.00 82.00 16.67 1.33 0.00 25.33 52.67 22.00
26 1.00 3.00 3.00 2.00 0.00 1.67 62.00 36.33 0.00 41.67 58.33 0.00 0.00 4.33 85.00 10.67
27 1.00 3.00 3.00 3.00 0.00 0.00 68.00 32.00 0.00 3.33 96.67 0.00 0.00 0.00 94.00 6.00
28 2.00 1.00 1.00 1.00 0.00 77.33 18.67 4.00 3.33 96.67 0.00 0.00 0.00 90.67 8.67 0.67
29 2.00 1.00 1.00 2.00 0.00 80.67 14.67 4.67 0.00 100.00 0.00 0.00 0.00 97.33 2.33 0.33
30 2.00 1.00 1.00 3.00 0.00 75.00 20.00 5.00 0.00 100.00 0.00 0.00 0.00 99.00 1.00 0.00
31 2.00 1.00 2.00 1.00 0.00 70.00 24.33 5.67 0.00 100.00 0.00 0.00 0.00 85.33 12.33 2.33
32 2.00 1.00 2.00 2.00 0.00 56.33 33.67 10.00 0.00 100.00 0.00 0.00 0.00 89.67 8.67 1.67
33 2.00 1.00 2.00 3.00 0.00 43.00 44.67 12.33 0.00 100.00 0.00 0.00 0.00 90.33 9.00 0.67
34 2.00 1.00 3.00 1.00 0.00 0.00 59.33 40.67 0.00 0.33 99.00 0.67 0.00 0.00 75.00 25.00
35 2.00 1.00 3.00 2.00 0.00 0.00 65.33 34.67 0.00 0.00 99.33 0.67 0.00 0.00 88.67 11.33
36 2.00 1.00 3.00 3.00 0.00 0.00 68.67 31.33 0.00 0.00 100.00 0.00 0.00 0.00 97.00 3.00
37 2.00 2.00 1.00 1.00 0.33 74.33 23.33 2.00 11.67 88.00 0.33 0.00 0.67 88.67 10.00 0.67
38 2.00 2.00 1.00 2.00 0.00 72.67 22.00 5.33 0.00 100.00 0.00 0.00 0.00 96.00 3.33 0.67
39 2.00 2.00 1.00 3.00 0.00 65.67 29.33 5.00 0.00 100.00 0.00 0.00 0.00 98.00 2.00 0.00
40 2.00 2.00 2.00 1.00 0.00 70.67 20.33 9.00 0.00 100.00 0.00 0.00 0.00 88.33 8.67 3.00
41 2.00 2.00 2.00 2.00 0.00 50.33 39.00 10.67 0.00 99.67 0.33 0.00 0.00 87.33 11.67 1.00
42 2.00 2.00 2.00 3.00 0.00 36.67 50.33 13.00 0.00 100.00 0.00 0.00 0.00 83.33 15.67 1.00
43 2.00 2.00 3.00 1.00 0.00 0.00 63.00 37.00 0.00 6.67 93.00 0.33 0.00 0.00 75.67 24.33
44 2.00 2.00 3.00 2.00 0.00 0.00 67.33 32.67 0.00 0.00 100.00 0.00 0.00 0.00 92.67 7.33
45 2.00 2.00 3.00 3.00 0.00 0.00 69.00 31.00 0.00 0.00 100.00 0.00 0.00 0.00 95.67 4.33
46 2.00 3.00 1.00 1.00 0.00 74.67 23.00 2.33 6.67 93.33 0.00 0.00 0.33 87.33 12.00 0.33
47 2.00 3.00 1.00 2.00 0.00 73.33 19.67 7.00 0.00 100.00 0.00 0.00 0.00 96.67 3.00 0.33
48 2.00 3.00 1.00 3.00 0.00 64.33 31.67 4.00 0.00 100.00 0.00 0.00 0.00 96.67 3.33 0.00
49 2.00 3.00 2.00 1.00 0.00 77.33 17.00 5.67 0.00 100.00 0.00 0.00 0.00 87.33 10.00 2.67
50 2.00 3.00 2.00 2.00 0.00 73.00 22.00 5.00 0.00 100.00 0.00 0.00 0.00 96.00 3.33 0.67
51 2.00 3.00 2.00 3.00 0.00 61.33 30.33 8.33 0.00 100.00 0.00 0.00 0.00 94.67 4.67 0.67
52 2.00 3.00 3.00 1.00 0.00 13.00 47.33 39.67 0.00 78.00 21.00 1.00 0.00 22.00 52.67 25.33
53 2.00 3.00 3.00 2.00 0.00 0.33 65.67 34.00 0.00 35.67 64.00 0.33 0.00 3.33 85.00 11.67
54 2.00 3.00 3.00 3.00 0.00 0.00 71.67 28.33 0.00 3.00 96.67 0.33 0.00 0.00 94.33 5.67
55 3.00 1.00 1.00 1.00 0.00 76.33 19.00 4.67 2.67 97.33 0.00 0.00 0.00 88.67 9.67 1.67
56 3.00 1.00 1.00 2.00 0.00 78.33 15.00 6.67 0.00 100.00 0.00 0.00 0.00 97.33 2.00 0.67
57 3.00 1.00 1.00 3.00 0.00 74.00 21.33 4.67 0.00 100.00 0.00 0.00 0.00 99.00 1.00 0.00
58 3.00 1.00 2.00 1.00 0.00 67.33 27.00 5.67 0.00 99.67 0.00 0.33 0.00 84.33 14.00 1.67
59 3.00 1.00 2.00 2.00 0.00 59.67 35.33 5.00 0.00 100.00 0.00 0.00 0.00 93.00 6.33 0.67
60 3.00 1.00 2.00 3.00 0.00 53.67 38.67 7.67 0.00 100.00 0.00 0.00 0.00 92.00 7.33 0.67
61 3.00 1.00 3.00 1.00 0.00 0.00 57.67 42.33 0.00 3.67 93.67 2.67 0.00 0.00 70.67 29.33
62 3.00 1.00 3.00 2.00 0.00 0.00 60.33 39.67 0.00 0.00 98.67 1.33 0.00 0.00 90.00 10.00
63 3.00 1.00 3.00 3.00 0.00 0.00 67.00 33.00 0.00 0.00 100.00 0.00 0.00 0.00 96.00 4.00
64 3.00 2.00 1.00 1.00 0.00 75.00 23.33 1.67 10.33 89.67 0.00 0.00 0.67 87.00 11.67 0.67
65 3.00 2.00 1.00 2.00 0.00 75.00 21.00 4.00 0.00 100.00 0.00 0.00 0.00 94.67 5.00 0.33
66 3.00 2.00 1.00 3.00 0.00 65.33 30.00 4.67 0.00 100.00 0.00 0.00 0.00 98.67 1.33 0.00
67 3.00 2.00 2.00 1.00 0.00 71.33 23.67 5.00 0.00 100.00 0.00 0.00 0.00 89.00 9.00 2.00
68 3.00 2.00 2.00 2.00 0.00 58.67 35.00 6.33 0.00 99.33 0.67 0.00 0.00 90.67 8.67 0.67
69 3.00 2.00 2.00 3.00 0.00 46.33 46.00 7.67 0.00 100.00 0.00 0.00 0.00 88.33 11.67 0.00
70 3.00 2.00 3.00 1.00 0.00 0.00 52.33 47.67 0.00 15.67 80.00 4.33 0.00 0.00 66.00 34.00
71 3.00 2.00 3.00 2.00 0.00 0.00 61.67 38.33 0.00 0.00 97.67 2.33 0.00 0.00 87.00 13.00
72 3.00 2.00 3.00 3.00 0.00 0.00 66.33 33.67 0.00 0.00 99.67 0.33 0.00 0.00 97.33 2.67
73 3.00 3.00 1.00 1.00 0.00 74.67 22.67 2.67 6.67 93.33 0.00 0.00 0.00 88.67 11.00 0.33
74 3.00 3.00 1.00 2.00 0.00 69.23 23.75 7.02 0.00 100.00 0.00 0.00 0.00 95.32 4.35 0.33
75 3.00 3.00 1.00 3.00 0.00 61.67 33.00 5.33 0.00 100.00 0.00 0.00 0.00 97.67 2.33 0.00
76 3.00 3.00 2.00 1.00 0.00 80.00 16.67 3.33 0.00 100.00 0.00 0.00 0.00 90.67 8.33 1.00
77 3.00 3.00 2.00 2.00 0.00 78.33 16.67 5.00 0.00 100.00 0.00 0.00 0.00 97.00 2.67 0.33
78 3.00 3.00 2.00 3.00 0.00 74.67 19.67 5.67 0.00 100.00 0.00 0.00 0.00 96.33 2.67 1.00
79 3.00 3.00 3.00 1.00 0.00 19.00 22.67 58.33 0.00 89.00 10.33 0.67 0.00 34.33 26.00 39.67
80 3.00 3.00 3.00 2.00 0.00 2.00 30.33 67.67 0.00 61.67 26.33 12.00 0.00 11.67 42.00 46.33
81 3.00 3.00 3.00 3.00 0.00 0.00 32.67 67.33 0.00 18.67 48.67 32.67 0.00 1.00 46.67 52.33
82 4.00 1.00 1.00 1.00 0.67 77.67 18.67 3.00 25.67 74.33 0.00 0.00 1.33 87.33 10.67 0.67
Info: Fallzahl pro Konﬁguration jeweils 300/299 (Replikationen)
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Tabelle 42: (Fortsetzung) Prozentuale Klassenidentiﬁkation nach allen Konﬁgurationsparame-
tern (Referenz).
invar mixing sep nobs 1.aic 2.aic 3.aic 4.aic 1.bic 2.bic 3.bic 4.bic 1.abic 2.abic 3.abic 4.abic
83 4.00 1.00 1.00 2.00 0.00 79.93 15.38 4.68 1.34 98.66 0.00 0.00 0.00 96.32 3.34 0.33
84 4.00 1.00 1.00 3.00 0.00 75.33 20.00 4.67 0.00 100.00 0.00 0.00 0.00 99.00 1.00 0.00
85 4.00 1.00 2.00 1.00 0.00 68.00 24.67 7.33 0.33 99.33 0.33 0.00 0.00 83.33 13.33 3.33
86 4.00 1.00 2.00 2.00 0.00 36.00 54.33 9.67 0.00 99.67 0.33 0.00 0.00 80.00 19.00 1.00
87 4.00 1.00 2.00 3.00 0.00 11.00 76.33 12.67 0.00 96.67 3.33 0.00 0.00 53.00 45.00 2.00
88 4.00 1.00 3.00 1.00 0.00 0.00 45.67 54.33 0.00 0.00 91.67 8.33 0.00 0.00 58.00 42.00
89 4.00 1.00 3.00 2.00 0.00 0.00 37.67 62.33 0.00 0.00 87.67 12.33 0.00 0.00 61.00 39.00
90 4.00 1.00 3.00 3.00 0.00 0.00 31.00 69.00 0.00 0.00 80.00 20.00 0.00 0.00 54.00 46.00
91 4.00 2.00 1.00 1.00 3.67 77.33 16.33 2.67 66.00 34.00 0.00 0.00 9.33 83.00 7.33 0.33
92 4.00 2.00 1.00 2.00 0.33 80.67 16.00 3.00 10.67 89.33 0.00 0.00 1.00 94.00 4.33 0.67
93 4.00 2.00 1.00 3.00 0.00 72.67 21.00 6.33 0.67 99.33 0.00 0.00 0.00 99.33 0.67 0.00
94 4.00 2.00 2.00 1.00 0.00 66.33 27.00 6.67 2.00 97.67 0.33 0.00 0.00 83.00 14.33 2.67
95 4.00 2.00 2.00 2.00 0.00 35.33 54.67 10.00 0.00 98.67 1.33 0.00 0.00 76.67 22.67 0.67
96 4.00 2.00 2.00 3.00 0.00 5.00 81.67 13.33 0.00 89.67 10.33 0.00 0.00 42.00 56.33 1.67
97 4.00 2.00 3.00 1.00 0.00 0.00 52.67 47.33 0.00 1.33 94.67 4.00 0.00 0.00 66.67 33.33
98 4.00 2.00 3.00 2.00 0.00 0.00 58.33 41.67 0.00 0.00 96.33 3.67 0.00 0.00 81.33 18.67
99 4.00 2.00 3.00 3.00 0.00 0.00 60.00 40.00 0.00 0.00 95.00 5.00 0.00 0.00 81.67 18.33
100 4.00 3.00 1.00 1.00 2.33 80.00 16.00 1.67 56.33 43.67 0.00 0.00 5.33 87.33 6.67 0.67
101 4.00 3.00 1.00 2.00 0.00 81.67 13.67 4.67 6.67 93.33 0.00 0.00 1.00 98.00 1.00 0.00
102 4.00 3.00 1.00 3.00 0.00 78.33 17.67 4.00 0.33 99.67 0.00 0.00 0.00 99.33 0.67 0.00
103 4.00 3.00 2.00 1.00 0.00 52.00 39.00 9.00 0.00 99.00 1.00 0.00 0.00 69.00 25.67 5.33
104 4.00 3.00 2.00 2.00 0.00 15.38 72.58 12.04 0.00 96.66 3.34 0.00 0.00 48.49 48.49 3.01
105 4.00 3.00 2.00 3.00 0.00 1.67 89.33 9.00 0.00 68.00 32.00 0.00 0.00 18.33 80.00 1.67
106 4.00 3.00 3.00 1.00 0.00 2.33 66.67 31.00 0.00 48.67 50.33 1.00 0.00 6.67 71.67 21.67
107 4.00 3.00 3.00 2.00 0.00 0.00 78.33 21.67 0.00 5.67 94.00 0.33 0.00 0.67 93.67 5.67
108 4.00 3.00 3.00 3.00 0.00 0.00 79.67 20.33 0.00 0.00 100.00 0.00 0.00 0.00 96.67 3.33
109 5.00 1.00 1.00 1.00 0.00 61.67 28.00 10.33 9.00 90.67 0.33 0.00 0.33 79.67 16.00 4.00
110 5.00 1.00 1.00 2.00 0.00 40.67 40.33 19.00 0.00 99.00 1.00 0.00 0.00 80.00 17.67 2.33
111 5.00 1.00 1.00 3.00 0.00 23.67 40.67 35.67 0.00 98.67 1.00 0.33 0.00 75.00 19.00 6.00
112 5.00 1.00 2.00 1.00 0.00 37.67 40.67 21.67 0.00 97.67 2.33 0.00 0.00 53.00 33.67 13.33
113 5.00 1.00 2.00 2.00 0.00 6.67 46.33 47.00 0.00 90.33 9.67 0.00 0.00 35.67 47.00 17.33
114 5.00 1.00 2.00 3.00 0.00 0.00 28.67 71.33 0.00 56.67 39.33 4.00 0.00 10.00 52.67 37.33
115 5.00 1.00 3.00 1.00 0.00 22.00 40.67 37.33 0.00 91.33 7.33 1.33 0.00 35.33 37.67 27.00
116 5.00 1.00 3.00 2.00 0.00 1.00 30.00 69.00 0.00 78.33 16.67 5.00 0.00 13.00 42.33 44.67
117 5.00 1.00 3.00 3.00 0.00 0.00 8.33 91.67 0.00 32.00 41.67 26.33 0.00 2.33 26.67 71.00
118 5.00 2.00 1.00 1.00 1.00 67.00 24.33 7.67 34.33 65.67 0.00 0.00 2.67 78.33 16.33 2.67
119 5.00 2.00 1.00 2.00 0.00 42.67 39.00 18.33 2.00 97.33 0.67 0.00 0.00 80.00 18.00 2.00
120 5.00 2.00 1.00 3.00 0.00 21.67 47.67 30.67 0.00 98.00 2.00 0.00 0.00 73.33 24.33 2.33
121 5.00 2.00 2.00 1.00 0.00 47.67 36.00 16.33 4.67 94.67 0.67 0.00 0.00 63.33 27.67 9.00
122 5.00 2.00 2.00 2.00 0.00 14.00 50.00 36.00 0.00 91.67 8.00 0.33 0.00 45.00 42.67 12.33
123 5.00 2.00 2.00 3.00 0.00 1.33 40.33 58.33 0.00 68.67 29.33 2.00 0.00 20.00 54.67 25.33
124 5.00 2.00 3.00 1.00 0.00 8.33 42.67 49.00 0.00 89.67 9.00 1.33 0.00 19.67 41.33 39.00
125 5.00 2.00 3.00 2.00 0.00 0.00 20.33 79.67 0.00 53.33 31.00 15.67 0.00 4.00 36.00 60.00
126 5.00 2.00 3.00 3.00 0.00 0.00 7.67 92.33 0.00 10.00 34.33 55.67 0.00 0.33 16.33 83.33
127 5.00 3.00 1.00 1.00 0.33 69.67 25.67 4.33 32.67 66.67 0.67 0.00 1.00 83.33 14.00 1.67
128 5.00 3.00 1.00 2.00 0.00 41.00 45.00 14.00 2.00 96.33 1.67 0.00 0.00 77.67 19.67 2.67
129 5.00 3.00 1.00 3.00 0.00 16.67 47.00 36.33 0.00 95.33 4.67 0.00 0.00 64.33 29.00 6.67
130 5.00 3.00 2.00 1.00 0.00 46.33 38.67 15.00 1.33 97.67 1.00 0.00 0.00 68.67 24.00 7.33
131 5.00 3.00 2.00 2.00 0.00 16.33 45.33 38.33 0.00 94.00 5.33 0.67 0.00 55.00 30.00 15.00
132 5.00 3.00 2.00 3.00 0.00 2.67 34.00 63.33 0.00 77.00 18.33 4.67 0.00 25.33 37.33 37.33
133 5.00 3.00 3.00 1.00 0.00 0.67 41.14 58.19 0.00 47.16 45.82 7.02 0.00 2.68 51.51 45.82
134 5.00 3.00 3.00 2.00 0.00 0.00 18.00 82.00 0.00 2.67 62.33 35.00 0.00 0.00 33.00 67.00
135 5.00 3.00 3.00 3.00 0.00 0.00 5.00 95.00 0.00 0.00 42.00 58.00 0.00 0.00 17.33 82.67
136 6.00 1.00 1.00 1.00 0.00 60.67 29.00 10.33 7.00 93.00 0.00 0.00 0.00 79.00 16.67 4.33
137 6.00 1.00 1.00 2.00 0.00 41.33 35.67 23.00 0.00 99.00 0.67 0.33 0.00 77.00 19.33 3.67
138 6.00 1.00 1.00 3.00 0.00 20.33 41.00 38.67 0.00 97.00 3.00 0.00 0.00 71.67 19.33 9.00
139 6.00 1.00 2.00 1.00 0.00 46.67 35.33 18.00 1.33 97.67 1.00 0.00 0.00 64.67 24.67 10.67
140 6.00 1.00 2.00 2.00 0.00 15.00 39.67 45.33 0.00 95.33 4.67 0.00 0.00 52.33 29.67 18.00
141 6.00 1.00 2.00 3.00 0.00 3.67 37.33 59.00 0.00 77.67 20.33 2.00 0.00 23.67 45.00 31.33
142 6.00 1.00 3.00 1.00 0.00 49.00 31.00 20.00 0.00 98.33 1.67 0.00 0.00 70.33 19.67 10.00
143 6.00 1.00 3.00 2.00 0.00 30.33 33.00 36.67 0.00 97.00 2.67 0.33 0.00 63.33 25.00 11.67
144 6.00 1.00 3.00 3.00 0.00 7.00 28.67 64.33 0.00 90.67 8.00 1.33 0.00 50.33 30.33 19.33
145 6.00 2.00 1.00 1.00 1.00 61.00 27.67 10.33 34.67 65.33 0.00 0.00 2.00 78.67 14.33 5.00
146 6.00 2.00 1.00 2.00 0.00 43.67 34.67 21.67 1.67 96.67 1.33 0.33 0.00 80.00 17.00 3.00
147 6.00 2.00 1.00 3.00 0.00 22.33 45.00 32.67 0.00 97.00 2.67 0.33 0.00 70.00 22.00 8.00
148 6.00 2.00 2.00 1.00 0.00 49.33 36.67 14.00 11.33 88.33 0.33 0.00 0.00 66.33 25.33 8.33
149 6.00 2.00 2.00 2.00 0.00 15.00 54.00 31.00 0.00 91.00 8.67 0.33 0.00 52.33 38.00 9.67
150 6.00 2.00 2.00 3.00 0.00 2.33 46.33 51.33 0.00 73.33 25.00 1.67 0.00 23.67 52.33 24.00
151 6.00 2.00 3.00 1.00 0.00 58.00 25.00 17.00 0.00 99.00 1.00 0.00 0.00 72.67 16.33 11.00
152 6.00 2.00 3.00 2.00 0.00 33.11 21.40 45.48 0.00 97.99 1.67 0.33 0.00 72.58 13.71 13.71
153 6.00 2.00 3.00 3.00 0.00 7.33 17.33 75.33 0.00 95.00 1.67 3.33 0.00 53.00 15.00 32.00
154 6.00 3.00 1.00 1.00 0.33 63.67 28.33 7.67 39.67 60.00 0.33 0.00 2.00 76.00 17.00 5.00
155 6.00 3.00 1.00 2.00 0.00 31.00 43.00 26.00 2.33 96.00 1.67 0.00 0.00 70.33 24.33 5.33
156 6.00 3.00 1.00 3.00 0.00 8.00 52.67 39.33 0.00 91.67 8.33 0.00 0.00 50.67 36.33 13.00
157 6.00 3.00 2.00 1.00 0.00 56.33 35.33 8.33 4.67 94.00 1.33 0.00 0.00 71.33 24.67 4.00
158 6.00 3.00 2.00 2.00 0.00 39.67 36.00 24.33 0.00 99.00 1.00 0.00 0.00 74.33 19.67 6.00
159 6.00 3.00 2.00 3.00 0.00 18.33 39.33 42.33 0.00 95.00 5.00 0.00 0.00 63.67 25.33 11.00
160 6.00 3.00 3.00 1.00 0.00 34.67 34.67 30.67 0.00 93.67 5.00 1.33 0.00 53.33 26.67 20.00
161 6.00 3.00 3.00 2.00 0.00 5.00 24.33 70.67 0.00 85.33 10.33 4.33 0.00 23.67 29.67 46.67
162 6.00 3.00 3.00 3.00 0.00 0.00 15.33 84.67 0.00 39.00 26.00 35.00 0.00 3.00 25.00 72.00
Info: Fallzahl pro Konﬁguration jeweils 300/299 (Replikationen)
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Tabelle 43: Logitkoeﬃzienten der Modelle zur Klassenidentiﬁkation nach AIC, BIC, aBIC
Dependent variable:
Korrekte KI nach AIC Korrekte KI nach BIC Korrekte KI nach aBIC
(1) (2) (3)
nobs2 0.011 (0.068) 0.193 (0.128) 0.165∗∗ (0.079)
nobs3 0.110 (0.068) 0.726∗∗∗ (0.128) 0.196∗∗ (0.079)
mixing2 −0.185∗∗∗ (0.068) −0.450∗∗∗ (0.129) −0.127 (0.078)
mixing3 −0.286∗∗∗ (0.069) −3.022∗∗∗ (0.130) −0.349∗∗∗ (0.080)
invar2 0.005 (0.075) 0.081 (0.142) 0.084 (0.088)
invar3 0.030 (0.076) −0.039 (0.145) 0.095 (0.089)
invar4 −0.274∗∗∗ (0.076) −0.601∗∗∗ (0.140) −0.410∗∗∗ (0.089)
invar5 0.132∗ (0.075) −2.986∗∗∗ (0.141) 0.134 (0.088)
invar6 −0.037 (0.076) −4.830∗∗∗ (0.218) −0.526∗∗∗ (0.091)
sep2 0.479∗∗∗ (0.025) 2.125∗∗∗ (0.113) 0.951∗∗∗ (0.033)
sep3 0.942∗∗∗ (0.024) 6.751∗∗∗ (0.111) 2.777∗∗∗ (0.032)
nobs2:mixing2 0.120∗∗ (0.058) 0.544∗∗∗ (0.116) 0.117∗ (0.068)
nobs3:mixing2 0.203∗∗∗ (0.058) 0.327∗∗∗ (0.114) 0.177∗∗∗ (0.068)
nobs2:mixing3 0.087 (0.059) 1.325∗∗∗ (0.115) 0.130∗ (0.070)
nobs3:mixing3 0.143∗∗ (0.059) 1.841∗∗∗ (0.116) 0.194∗∗∗ (0.069)
nobs2:invar2 0.185∗∗ (0.083) −0.065 (0.151) −0.016 (0.096)
nobs3:invar2 0.354∗∗∗ (0.082) −0.157 (0.154) 0.070 (0.096)
nobs2:invar3 0.107 (0.085) 0.027 (0.159) −0.076 (0.099)
nobs3:invar3 0.245∗∗∗ (0.084) −0.226 (0.160) −0.012 (0.098)
nobs2:invar4 0.382∗∗∗ (0.083) −0.064 (0.151) 0.154 (0.096)
nobs3:invar4 0.594∗∗∗ (0.082) −0.019 (0.151) 0.588∗∗∗ (0.095)
nobs2:invar5 0.002 (0.083) 0.223 (0.150) −0.079 (0.096)
nobs3:invar5 −0.535∗∗∗ (0.084) 0.677∗∗∗ (0.152) −0.212∗∗ (0.096)
nobs2:invar6 0.120 (0.084) 0.463∗ (0.238) 0.004 (0.100)
nobs3:invar6 −0.020 (0.083) 1.211∗∗∗ (0.225) 0.327∗∗∗ (0.099)
mixing2:invar2 0.240∗∗∗ (0.082) 0.076 (0.157) 0.110 (0.094)
mixing3:invar2 0.103 (0.083) 0.146 (0.151) 0.005 (0.096)
mixing2:invar3 0.162∗∗ (0.082) −0.097 (0.157) 0.032 (0.095)
mixing3:invar3 −0.466∗∗∗ (0.085) −1.292∗∗∗ (0.157) −0.941∗∗∗ (0.101)
mixing2:invar4 0.387∗∗∗ (0.082) 0.791∗∗∗ (0.156) 0.495∗∗∗ (0.095)
mixing3:invar4 0.926∗∗∗ (0.082) 2.330∗∗∗ (0.152) 1.261∗∗∗ (0.095)
mixing2:invar5 0.103 (0.083) 0.067 (0.149) −0.076 (0.095)
mixing3:invar5 0.192∗∗ (0.083) 2.855∗∗∗ (0.150) −0.014 (0.096)
mixing2:invar6 0.062 (0.083) 0.115 (0.181) −0.095 (0.098)
mixing3:invar6 0.200∗∗ (0.083) 1.952∗∗∗ (0.179) 0.228∗∗ (0.098)
Constant −1.174∗∗∗ (0.059) −4.851∗∗∗ (0.150) −2.331∗∗∗ (0.071)
Observations 48,594 48,594 48,594
Log Likelihood −30,478.880 −10,075.780 −23,644.060
Akaike Inf. Crit. 61,029.750 20,223.550 47,360.130
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Tabelle 44: Odds-Ratios der Modelle zur Klassenidentiﬁkation nach AIC, BIC, aBIC
Dependent variable:
Korrekte KI nach AIC Korrekte KI nach BIC Korrekte KI nach aBIC
(1) (2) (3)
nobs2 1.011 1.213 1.179∗∗
nobs3 1.117 2.066∗∗∗ 1.216∗∗
mixing2 0.831∗∗∗ 0.638∗∗∗ 0.881
mixing3 0.751∗∗∗ 0.049∗∗∗ 0.705∗∗∗
invar2 1.005 1.084 1.088
invar3 1.030 0.962 1.099
invar4 0.761∗∗∗ 0.548∗∗∗ 0.664∗∗∗
invar5 1.141∗ 0.050∗∗∗ 1.143
invar6 0.964 0.008∗∗∗ 0.591∗∗∗
sep2 1.614∗∗∗ 8.375∗∗∗ 2.587∗∗∗
sep3 2.564∗∗∗ 855.031∗∗∗ 16.064∗∗∗
nobs2:mixing2 1.128∗∗ 1.722∗∗∗ 1.124∗
nobs3:mixing2 1.225∗∗∗ 1.387∗∗∗ 1.193∗∗∗
nobs2:mixing3 1.090 3.761∗∗∗ 1.139∗
nobs3:mixing3 1.154∗∗ 6.301∗∗∗ 1.214∗∗∗
nobs2:invar2 1.204∗∗ 0.937 0.984
nobs3:invar2 1.424∗∗∗ 0.855 1.072
nobs2:invar3 1.113 1.027 0.927
nobs3:invar3 1.277∗∗∗ 0.798 0.988
nobs2:invar4 1.466∗∗∗ 0.938 1.167
nobs3:invar4 1.811∗∗∗ 0.981 1.800∗∗∗
nobs2:invar5 1.002 1.250 0.924
nobs3:invar5 0.586∗∗∗ 1.967∗∗∗ 0.809∗∗
nobs2:invar6 1.128 1.589∗ 1.004
nobs3:invar6 0.980 3.356∗∗∗ 1.387∗∗∗
mixing2:invar2 1.271∗∗∗ 1.079 1.117
mixing3:invar2 1.108 1.157 1.005
mixing2:invar3 1.176∗∗ 0.908 1.032
mixing3:invar3 0.628∗∗∗ 0.275∗∗∗ 0.390∗∗∗
mixing2:invar4 1.472∗∗∗ 2.206∗∗∗ 1.640∗∗∗
mixing3:invar4 2.523∗∗∗ 10.278∗∗∗ 3.528∗∗∗
mixing2:invar5 1.108 1.069 0.927
mixing3:invar5 1.212∗∗ 17.381∗∗∗ 0.986
mixing2:invar6 1.064 1.121 0.909
mixing3:invar6 1.221∗∗ 7.045∗∗∗ 1.257∗∗
Constant 0.309∗∗∗ 0.008∗∗∗ 0.097∗∗∗
Observations 48,594 48,594 48,594
Log Likelihood −30,478.880 −10,075.780 −23,644.060
Akaike Inf. Crit. 61,029.750 20,223.550 47,360.130
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Tabelle 45: Logitkoeﬃzienten der Modelle zur Klassenidentiﬁkation nach BLRT
Dependent variable:
Korrekte KI nach BLRT
nobs2 0.923∗∗∗ (0.084)
nobs3 1.065∗∗∗ (0.083)
mixing2 0.137∗∗∗ (0.035)
mixing3 −0.187∗∗∗ (0.036)
invar2 0.083 (0.183)
invar3 0.414∗∗ (0.171)
invar4 0.274 (0.176)
invar5 2.636∗∗∗ (0.142)
invar6 2.606∗∗∗ (0.142)
sep2 2.428∗∗∗ (0.161)
sep3 6.430∗∗∗ (0.170)
invar2:sep2 0.180 (0.198)
invar3:sep2 −0.223 (0.188)
invar4:sep2 0.128 (0.192)
invar5:sep2 −2.365∗∗∗ (0.161)
invar6:sep2 −2.441∗∗∗ (0.162)
invar2:sep3 −0.665∗∗∗ (0.208)
invar3:sep3 −1.020∗∗∗ (0.198)
invar4:sep3 −1.818∗∗∗ (0.198)
invar5:sep3 −5.792∗∗∗ (0.170)
invar6:sep3 −5.995∗∗∗ (0.171)
nobs2:sep2 −0.267∗∗∗ (0.101)
nobs3:sep2 −0.312∗∗∗ (0.100)
nobs2:sep3 −0.937∗∗∗ (0.103)
nobs3:sep3 −1.383∗∗∗ (0.102)
Constant −4.114∗∗∗ (0.148)
Observations 32,399
Log Likelihood −14,923.330
Akaike Inf. Crit. 29,898.670
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Tabelle 46: Odds-Ratios der Modelle zur Klassenidentiﬁkation nach BLRT
Dependent variable:
Korrekte KI nach BLRT
nobs2 2.518∗∗∗
nobs3 2.900∗∗∗
mixing2 1.147∗∗∗
mixing3 0.829∗∗∗
invar2 1.087
invar3 1.513∗∗
invar4 1.316
invar5 13.957∗∗∗
invar6 13.546∗∗∗
sep2 11.332∗∗∗
sep3 620.163∗∗∗
invar2:sep2 1.198
invar3:sep2 0.801
invar4:sep2 1.137
invar5:sep2 0.094∗∗∗
invar6:sep2 0.087∗∗∗
invar2:sep3 0.514∗∗∗
invar3:sep3 0.361∗∗∗
invar4:sep3 0.162∗∗∗
invar5:sep3 0.003∗∗∗
invar6:sep3 0.002∗∗∗
nobs2:sep2 0.766∗∗∗
nobs3:sep2 0.732∗∗∗
nobs2:sep3 0.392∗∗∗
nobs3:sep3 0.251∗∗∗
Constant 0.016∗∗∗
Observations 32,399
Log Likelihood −14,923.330
Akaike Inf. Crit. 29,898.670
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
197
Darstellung der Klassenidentifikation nach aBIC für die Simulationskombinationen
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Darstellung der Klassenidentifikation nach BIC für die Simulationskombinationen
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Abbildung 13: Mosaik-Plots zur Klassenidentiﬁkation (aBIC, BIC)
Legende: Schwarz=1-Klasse, Rot=2-Klassen, Grun= 3-Klassen; Blau=4-Klassen.
Replikationsanzahl pro Konﬁguration jeweils 300/299.
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Darstellung der Klassenidentifikation nach AIC für die Simulationskombinationen
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Darstellung Klassenidentifikation nach BLRT für alle Simulationskombinationen
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Abbildung 14: Mosaik-Plots zur Klassenidentiﬁkation (AIC, BLRT)
Legende: Schwarz=1-Klasse, Rot=2-Klassen, Grun= 3-Klassen; Blau=4-Klassen.
Replikationsanzahlen pro Konﬁguration fur AIC: 300/299; BLRT:200/199.
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A.2 Relativer Bias Referenz
200
Tabelle 47: Referenztabelle: Relativer Bias fur alle Simulationskonﬁgurationen (Teil 1)
Conﬁgnum Invar Sep Nobs Mixing Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(S_C1) M(S_C2) M(S_C3) N
1 1.000 1.000 1.000 1.000 -0.361 -0.309 0.564 1.374 0.190 -0.321 -0.142 1.370 52
2 1.000 2.000 1.000 1.000 -0.140 -0.182 0.718 0.481 0.063 -0.109 -0.061 1.629 61
3 1.000 3.000 1.000 1.000 -0.014 -0.029 -0.030 0.004 -0.006 0.001 0.002 0.023 297
4 2.000 1.000 1.000 1.000 -0.318 -0.293 0.483 1.956 0.395 -0.306 -0.310 1.151 57
5 2.000 2.000 1.000 1.000 -0.093 -0.096 0.866 3.876 0.257 -0.137 -0.087 1.144 75
6 2.000 3.000 1.000 1.000 0.022 -0.001 0.033 0.053 0.073 -0.009 -0.033 -0.447 298
7 3.000 1.000 1.000 1.000 -0.220 -0.444 0.306 2.096 0.491 -0.402 -0.208 0.537 58
8 3.000 2.000 1.000 1.000 -0.010 -0.230 1.041 0.911 0.335 -0.256 -0.062 1.188 82
9 3.000 3.000 1.000 1.000 0.131 -0.117 0.083 0.148 0.123 -0.034 -0.053 -0.425 284
10 4.000 1.000 1.000 1.000 -0.382 -0.330 -0.044 1.705 0.045 -0.360 -0.058 1.470 57
11 4.000 2.000 1.000 1.000 -0.078 -0.283 -0.125 0.166 -0.279 -0.383 0.181 2.265 75
12 4.000 3.000 1.000 1.000 0.021 0.009 -0.021 -0.259 0.314 -0.378 0.769 0.027 275
13 5.000 1.000 1.000 1.000 -0.433 -0.357 -0.419 2.699 1.658 0.017 -0.488 0.681 90
14 5.000 2.000 1.000 1.000 -0.266 -0.107 -0.162 1.467 -0.043 -0.225 -0.278 1.430 133
15 5.000 3.000 1.000 1.000 0.087 -0.015 0.050 0.421 0.054 -0.361 0.379 0.064 146
16 6.000 1.000 1.000 1.000 -0.354 -0.612 -0.539 2.739 1.477 -0.239 -0.448 -0.537 92
17 6.000 2.000 1.000 1.000 -0.204 -0.301 0.189 3.610 0.167 -0.344 -0.424 0.442 113
18 6.000 3.000 1.000 1.000 0.174 0.145 0.654 0.743 0.064 -0.292 0.287 0.505 102
19 1.000 1.000 1.000 2.000 -0.346 -0.304 0.216 1.097 -0.178 -0.198 -0.189 0.776 58
20 1.000 2.000 1.000 2.000 -0.174 -0.176 0.450 0.486 0.066 -0.010 -0.110 0.394 40
21 1.000 3.000 1.000 2.000 -0.016 -0.032 -0.039 0.004 -0.008 0.001 0.001 0.007 285
22 2.000 1.000 1.000 2.000 -0.247 -0.353 0.440 1.437 0.119 -0.433 -0.341 0.479 71
23 2.000 2.000 1.000 2.000 -0.107 -0.097 0.643 0.841 0.233 -0.091 0.098 0.014 62
24 2.000 3.000 1.000 2.000 0.014 -0.014 0.021 0.060 0.088 -0.011 -0.037 -0.472 292
25 3.000 1.000 1.000 2.000 -0.179 -0.513 0.441 1.499 0.242 -0.400 -0.404 0.214 70
26 3.000 2.000 1.000 2.000 0.069 -0.371 0.914 0.700 0.287 -0.248 0.060 0.076 74
27 3.000 3.000 1.000 2.000 0.114 -0.136 0.082 0.161 0.175 -0.041 -0.057 -0.433 260
28 4.000 1.000 1.000 2.000 -0.332 -0.316 0.490 1.266 -0.145 -0.536 -0.194 2.520 49
29 4.000 2.000 1.000 2.000 -0.003 -0.313 0.131 0.227 -0.303 -0.187 -0.025 2.170 83
30 4.000 3.000 1.000 2.000 0.049 0.023 0.037 -0.235 0.351 -0.358 0.761 0.025 288
31 5.000 1.000 1.000 2.000 -0.394 -0.285 -0.182 3.007 1.175 -0.007 -0.333 0.409 77
32 5.000 2.000 1.000 2.000 -0.212 0.079 -0.273 1.621 -0.117 -0.216 -0.218 1.278 115
33 5.000 3.000 1.000 2.000 0.181 0.105 -0.034 0.444 0.181 -0.368 0.402 0.042 153
34 6.000 1.000 1.000 2.000 -0.328 -0.588 -0.549 2.323 0.955 -0.170 -0.597 -0.553 87
35 6.000 2.000 1.000 2.000 -0.144 -0.316 -0.183 1.447 -0.068 -0.313 -0.459 -0.257 115
36 6.000 3.000 1.000 2.000 0.304 0.305 0.929 0.833 0.255 -0.216 0.189 0.152 77
37 1.000 1.000 1.000 3.000 -0.323 -0.264 0.322 1.403 0.038 -0.125 -0.308 0.787 59
38 1.000 2.000 1.000 3.000 -0.167 -0.292 0.247 0.493 0.081 -0.091 0.365 0.442 44
39 1.000 3.000 1.000 3.000 -0.019 -0.074 -0.141 0.018 0.020 -0.002 0.009 0.067 182
40 2.000 1.000 1.000 3.000 -0.305 -0.246 0.633 1.413 0.286 -0.365 -0.376 0.538 69
41 2.000 2.000 1.000 3.000 -0.100 -0.223 0.484 0.816 0.248 0.043 0.103 0.116 51
42 2.000 3.000 1.000 3.000 0.009 -0.048 -0.051 0.072 0.141 -0.018 -0.021 -0.461 189
43 3.000 1.000 1.000 3.000 -0.192 -0.442 0.579 1.606 0.304 -0.404 -0.232 0.488 69
44 3.000 2.000 1.000 3.000 -0.020 -0.392 0.494 0.990 0.393 -0.238 0.315 -0.346 51
45 3.000 3.000 1.000 3.000 0.097 -0.179 0.047 0.177 0.361 -0.078 0.060 -0.438 102
46 4.000 1.000 1.000 3.000 -0.375 -0.235 -0.007 1.465 0.096 -0.504 -0.013 1.554 48
47 4.000 2.000 1.000 3.000 -0.008 -0.269 0.236 0.255 -0.217 -0.071 0.118 1.851 120
48 4.000 3.000 1.000 3.000 0.047 0.023 0.084 -0.106 0.399 -0.280 0.634 0.096 250
49 5.000 1.000 1.000 3.000 -0.278 -0.277 -0.222 3.129 1.051 -0.048 -0.544 0.247 78
50 5.000 2.000 1.000 3.000 -0.052 -0.022 -0.046 1.493 -0.038 -0.337 -0.132 0.760 123
51 5.000 3.000 1.000 3.000 0.198 0.148 -0.289 0.106 0.334 -0.340 0.141 -0.219 205
52 6.000 1.000 1.000 3.000 -0.278 -0.550 -0.339 2.744 0.992 -0.070 -0.476 -0.930 85
53 6.000 2.000 1.000 3.000 0.040 -0.295 0.579 1.817 0.019 -0.233 -0.346 0.865 110
54 6.000 3.000 1.000 3.000 0.375 0.412 0.740 0.207 0.407 -0.230 -0.092 -0.004 111
55 1.000 1.000 2.000 1.000 -0.325 -0.155 0.486 1.258 0.044 -0.249 -0.068 1.022 40
56 1.000 2.000 2.000 1.000 -0.090 -0.116 0.559 0.368 0.063 -0.058 0.187 0.394 74
57 1.000 3.000 2.000 1.000 -0.002 -0.000 0.008 0.001 -0.004 0.001 0.002 0.014 299
58 2.000 1.000 2.000 1.000 -0.274 -0.114 0.605 1.647 0.367 -0.462 -0.194 0.922 44
59 2.000 2.000 2.000 1.000 -0.018 -0.065 0.654 0.600 0.234 -0.055 0.098 0.057 104
60 2.000 3.000 2.000 1.000 0.034 0.028 0.070 0.051 0.075 -0.009 -0.033 -0.456 298
61 3.000 1.000 2.000 1.000 -0.058 -0.439 0.315 1.689 0.441 -0.345 -0.227 0.311 45
62 3.000 2.000 2.000 1.000 0.119 -0.243 0.751 0.698 0.250 -0.219 0.183 -0.074 106
63 3.000 3.000 2.000 1.000 0.146 -0.082 0.142 0.141 0.129 -0.035 -0.056 -0.426 296
64 4.000 1.000 2.000 1.000 -0.247 -0.315 0.030 0.927 -0.148 -0.361 -0.426 1.722 47
65 4.000 2.000 2.000 1.000 -0.051 -0.151 -0.107 0.224 -0.399 -0.398 0.392 1.188 170
66 4.000 3.000 2.000 1.000 0.039 0.040 -0.023 -0.269 0.330 -0.428 0.862 0.019 263
67 5.000 1.000 2.000 1.000 -0.357 -0.287 -0.343 2.607 1.439 -0.074 -0.479 0.413 132
68 5.000 2.000 2.000 1.000 -0.175 -0.032 0.008 1.430 -0.077 -0.288 -0.282 1.261 194
69 5.000 3.000 2.000 1.000 0.113 0.082 0.101 0.451 0.073 -0.367 0.413 0.134 171
70 6.000 1.000 2.000 1.000 -0.308 -0.540 -0.471 2.634 1.621 -0.342 -0.527 -0.503 120
71 6.000 2.000 2.000 1.000 -0.106 -0.270 -0.124 1.415 -0.036 -0.351 -0.475 -0.140 143
72 6.000 3.000 2.000 1.000 0.248 0.249 0.547 0.771 0.118 -0.305 0.303 0.238 123
73 1.000 1.000 2.000 2.000 -0.302 -0.193 0.057 0.999 -0.227 -0.213 -0.180 0.334 56
74 1.000 2.000 2.000 2.000 -0.056 -0.153 0.308 0.457 -0.038 -0.048 0.187 0.291 58
75 1.000 3.000 2.000 2.000 -0.002 -0.004 -0.000 0.001 0.001 0.001 0.001 0.013 299
76 2.000 1.000 2.000 2.000 -0.213 -0.221 0.402 1.243 0.122 -0.249 -0.286 0.479 67
77 2.000 2.000 2.000 2.000 -0.016 -0.101 0.302 0.564 0.204 -0.071 0.084 -0.518 124
78 2.000 3.000 2.000 2.000 0.027 0.014 0.065 0.057 0.098 -0.012 -0.038 -0.462 300
79 3.000 1.000 2.000 2.000 -0.045 -0.410 0.134 1.508 0.305 -0.321 -0.057 -0.306 64
80 3.000 2.000 2.000 2.000 0.115 -0.253 0.307 0.690 0.262 -0.166 0.110 -0.309 106
81 3.000 3.000 2.000 2.000 0.136 -0.111 0.141 0.156 0.169 -0.042 -0.063 -0.424 293
Info: Fur die 162 Simulationskonﬁgurationen wurden jeweils nur Replikationen berucksichtigt, welche korrekt als 3-Klassenmodell identiﬁziert wurden.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
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Tabelle 48: Referenztabelle: Relativer Bias fur alle Simulationskonﬁgurationen (Teil 2)
Conﬁgnum Invar Sep Nobs Mixing Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(S_C1) M(S_C2) M(S_C3) N
82 4.000 1.000 2.000 2.000 -0.299 -0.215 -0.031 1.438 -0.125 -0.403 -0.237 1.417 48
83 4.000 2.000 2.000 2.000 0.008 -0.157 0.017 0.180 -0.329 -0.288 0.365 0.671 175
84 4.000 3.000 2.000 2.000 0.058 0.047 0.062 -0.234 0.364 -0.429 0.893 0.035 289
85 5.000 1.000 2.000 2.000 -0.279 -0.218 -0.402 2.896 1.069 0.071 -0.572 -0.059 129
86 5.000 2.000 2.000 2.000 -0.102 0.098 -0.133 1.774 -0.072 -0.192 -0.236 1.032 183
87 5.000 3.000 2.000 2.000 0.248 0.164 0.061 0.464 0.175 -0.356 0.406 0.132 161
88 6.000 1.000 2.000 2.000 -0.227 -0.490 -0.501 2.683 1.124 -0.298 -0.418 -0.857 110
89 6.000 2.000 2.000 2.000 -0.038 -0.250 -0.203 1.610 -0.133 -0.298 -0.412 -0.334 180
90 6.000 3.000 2.000 2.000 0.416 0.435 0.894 1.098 0.272 -0.237 0.379 0.378 80
91 1.000 1.000 2.000 3.000 -0.280 -0.162 0.299 1.044 -0.147 -0.084 -0.173 0.680 54
92 1.000 2.000 2.000 3.000 -0.071 -0.185 0.117 0.664 -0.015 -0.006 0.177 0.300 37
93 1.000 3.000 2.000 3.000 -0.003 -0.016 -0.016 0.001 0.011 0.001 -0.002 0.003 281
94 2.000 1.000 2.000 3.000 -0.198 -0.203 0.320 1.277 0.176 -0.221 -0.074 -0.270 61
95 2.000 2.000 2.000 3.000 -0.007 -0.150 0.295 0.863 0.349 -0.013 0.365 -0.651 68
96 2.000 3.000 2.000 3.000 0.026 0.001 0.058 0.055 0.101 -0.012 -0.041 -0.428 277
97 3.000 1.000 2.000 3.000 -0.045 -0.424 0.113 1.386 0.381 -0.385 -0.026 -0.415 72
98 3.000 2.000 2.000 3.000 0.127 -0.321 0.151 0.891 0.423 -0.198 0.337 -0.721 52
99 3.000 3.000 2.000 3.000 0.124 -0.123 0.168 0.145 0.243 -0.040 -0.016 -0.423 147
100 4.000 1.000 2.000 3.000 -0.267 -0.168 -0.319 2.271 0.039 -0.354 -0.245 1.190 41
101 4.000 2.000 2.000 3.000 0.040 -0.102 0.213 0.181 -0.222 -0.190 0.271 1.067 230
102 4.000 3.000 2.000 3.000 0.070 0.058 0.117 -0.134 0.453 -0.340 0.747 0.032 297
103 5.000 1.000 2.000 3.000 -0.205 -0.180 -0.258 5.955 0.835 -0.169 -0.520 0.159 145
104 5.000 2.000 2.000 3.000 0.016 0.060 -0.110 1.475 -0.179 -0.448 -0.056 0.573 160
105 5.000 3.000 2.000 3.000 0.232 0.188 -0.442 -0.100 0.347 -0.320 -0.052 -0.339 190
106 6.000 1.000 2.000 3.000 -0.150 -0.446 -0.408 2.859 0.814 -0.110 -0.592 -0.997 145
107 6.000 2.000 2.000 3.000 0.155 -0.127 0.145 1.982 -0.042 -0.148 -0.336 0.225 121
108 6.000 3.000 2.000 3.000 0.427 0.465 0.512 -0.081 0.382 -0.270 -0.206 -0.207 110
109 1.000 1.000 3.000 1.000 -0.231 -0.135 0.153 1.356 0.005 -0.057 0.090 0.566 62
110 1.000 2.000 3.000 1.000 -0.028 -0.014 0.523 0.439 0.060 -0.087 0.171 1.039 91
111 1.000 3.000 3.000 1.000 0.000 0.004 -0.002 -0.002 -0.004 0.000 0.000 0.006 300
112 2.000 1.000 3.000 1.000 -0.135 -0.177 0.121 1.583 0.291 -0.199 -0.053 -0.051 60
113 2.000 2.000 3.000 1.000 0.032 0.029 0.609 0.568 0.243 -0.101 0.172 0.379 141
114 2.000 3.000 3.000 1.000 0.037 0.032 0.059 0.048 0.076 -0.009 -0.035 -0.463 300
115 3.000 1.000 3.000 1.000 0.008 -0.385 0.306 1.685 0.481 -0.239 -0.205 0.286 64
116 3.000 2.000 3.000 1.000 0.181 -0.177 0.529 0.752 0.373 -0.185 0.179 0.006 116
117 3.000 3.000 3.000 1.000 0.149 -0.079 0.130 0.138 0.130 -0.036 -0.058 -0.432 300
118 4.000 1.000 3.000 1.000 -0.208 -0.191 -0.453 1.136 -0.239 -0.195 -0.312 1.223 60
119 4.000 2.000 3.000 1.000 -0.021 -0.095 -0.018 0.140 -0.464 -0.426 0.528 0.845 243
120 4.000 3.000 3.000 1.000 0.043 0.038 -0.029 -0.268 0.323 -0.456 0.915 0.010 240
121 5.000 1.000 3.000 1.000 -0.371 -0.196 -0.223 2.618 1.828 -0.133 -0.504 0.759 137
122 5.000 2.000 3.000 1.000 -0.166 -0.032 -0.296 1.356 -0.232 -0.244 -0.318 1.091 199
123 5.000 3.000 3.000 1.000 0.106 0.120 0.148 0.494 0.067 -0.359 0.441 0.193 152
124 6.000 1.000 3.000 1.000 -0.304 -0.470 -0.597 2.496 1.659 -0.395 -0.371 -0.573 144
125 6.000 2.000 3.000 1.000 -0.087 -0.248 -0.510 1.322 -0.326 -0.312 -0.360 -1.230 165
126 6.000 3.000 3.000 1.000 0.262 0.286 0.621 0.717 0.143 -0.299 0.282 0.225 144
127 1.000 1.000 3.000 2.000 -0.197 -0.152 0.196 1.085 -0.046 -0.036 -0.017 0.238 66
128 1.000 2.000 3.000 2.000 -0.036 -0.108 0.142 0.487 0.020 0.056 0.046 0.295 58
129 1.000 3.000 3.000 2.000 -0.000 0.002 -0.002 -0.002 -0.003 0.000 -0.001 0.007 300
130 2.000 1.000 3.000 2.000 -0.113 -0.207 0.152 1.312 0.121 -0.089 -0.185 -0.216 89
131 2.000 2.000 3.000 2.000 0.022 -0.026 0.322 0.591 0.193 -0.083 0.011 0.187 160
132 2.000 3.000 3.000 2.000 0.029 0.020 0.060 0.055 0.094 -0.013 -0.039 -0.468 300
133 3.000 1.000 3.000 2.000 -0.006 -0.370 0.054 1.341 0.337 -0.209 -0.174 -0.404 91
134 3.000 2.000 3.000 2.000 0.146 -0.194 0.198 0.790 0.365 -0.146 0.125 -0.449 141
135 3.000 3.000 3.000 2.000 0.139 -0.104 0.135 0.154 0.165 -0.043 -0.066 -0.429 299
136 4.000 1.000 3.000 2.000 -0.159 -0.209 -0.288 0.914 -0.197 -0.106 -0.262 1.703 63
137 4.000 2.000 3.000 2.000 0.029 -0.053 0.029 0.139 -0.356 -0.336 0.477 0.652 268
138 4.000 3.000 3.000 2.000 0.060 0.055 0.056 -0.232 0.359 -0.445 0.920 0.029 285
139 5.000 1.000 3.000 2.000 -0.290 -0.129 -0.259 2.842 1.273 -0.029 -0.568 0.509 162
140 5.000 2.000 3.000 2.000 -0.056 0.060 0.054 1.693 -0.201 -0.216 -0.306 1.326 210
141 5.000 3.000 3.000 2.000 0.258 0.203 0.088 0.523 0.199 -0.367 0.459 0.171 111
142 6.000 1.000 3.000 2.000 -0.217 -0.418 -0.579 2.456 0.967 -0.347 -0.585 -1.109 153
143 6.000 2.000 3.000 2.000 -0.010 -0.212 -0.367 1.516 -0.260 -0.265 -0.496 -0.818 193
144 6.000 3.000 3.000 2.000 0.432 0.452 0.990 1.033 0.300 -0.261 0.417 0.285 82
145 1.000 1.000 3.000 3.000 -0.166 -0.166 0.029 1.216 -0.092 -0.114 0.100 -0.046 55
146 1.000 2.000 3.000 3.000 -0.041 -0.148 -0.012 0.541 0.085 0.061 0.164 -0.166 36
147 1.000 3.000 3.000 3.000 -0.001 -0.003 -0.009 -0.001 -0.011 0.000 -0.006 0.003 299
148 2.000 1.000 3.000 3.000 -0.100 -0.186 0.117 1.236 0.140 -0.058 -0.162 -0.321 95
149 2.000 2.000 3.000 3.000 0.023 -0.091 0.269 0.717 0.299 -0.059 0.174 -0.298 94
150 2.000 3.000 3.000 3.000 0.027 0.014 0.052 0.053 0.086 -0.013 -0.043 -0.474 296
151 3.000 1.000 3.000 3.000 0.040 -0.376 0.041 1.471 0.346 -0.261 -0.008 -0.241 99
152 3.000 2.000 3.000 3.000 0.157 -0.222 0.258 1.134 0.550 -0.210 0.265 -0.421 60
153 3.000 3.000 3.000 3.000 0.128 -0.097 0.151 0.142 0.218 -0.046 -0.024 -0.418 156
154 4.000 1.000 3.000 3.000 -0.170 -0.069 -0.324 1.165 0.060 -0.167 0.012 1.052 53
155 4.000 2.000 3.000 3.000 0.058 -0.040 0.140 0.220 -0.234 -0.217 0.388 0.667 288
156 4.000 3.000 3.000 3.000 0.073 0.070 0.099 -0.145 0.462 -0.378 0.814 0.031 300
157 5.000 1.000 3.000 3.000 -0.178 -0.131 -0.227 3.032 0.636 -0.096 -0.618 0.210 169
158 5.000 2.000 3.000 3.000 0.047 0.076 0.015 1.794 -0.197 -0.397 -0.162 1.276 159
159 5.000 3.000 3.000 3.000 0.201 0.204 -0.580 -0.247 0.383 -0.343 -0.105 -0.427 126
160 6.000 1.000 3.000 3.000 -0.113 -0.389 -0.537 2.568 0.561 -0.091 -0.684 -1.174 188
161 6.000 2.000 3.000 3.000 0.179 -0.050 -0.142 2.089 -0.135 -0.079 -0.210 -0.464 135
162 6.000 3.000 3.000 3.000 0.441 0.458 0.515 -0.181 0.323 -0.323 -0.166 -0.290 99
Info: Fur die 162 Simulationskonﬁgurationen wurden jeweils nur Replikationen berucksichtigt, welche korrekt als 3-Klassenmodell identiﬁziert wurden.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
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A.3 Mediatoranalysen zum Bias
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Tabelle 49: Reg. Erg. zu Bias der Ko-/Varianz Parameter Mediation (robuste SE; HC3)
Dependent variable:
m_bias_i_v_medi m_bias_s_v_medi m_bias_is_cv_medi
Pop.Val.: 0.25 Pop.Val.: 0.04 Pop.Val.: 0.02
(1) (2) (3)
Constant 0.100∗∗∗ 0.020∗∗∗ 0.025∗∗∗
(0.003) (0.001) (0.001)
prob_mean_delta −0.039∗∗∗ −0.006∗∗∗ 0.012∗∗∗
(0.003) (0.001) (0.001)
nobs2 −0.013∗∗∗ −0.003∗∗∗ −0.004∗∗∗
(0.001) (0.0001) (0.0002)
nobs3 −0.019∗∗∗ −0.005∗∗∗ −0.007∗∗∗
(0.001) (0.0001) (0.0002)
mixing2 −0.002∗∗ 0.0001 −0.001∗∗∗
(0.001) (0.0001) (0.0002)
mixing3 −0.002∗∗ 0.0004∗∗ −0.002∗∗∗
(0.001) (0.0001) (0.0002)
invar2 −0.011∗∗ 0.001 0.0003
(0.004) (0.001) (0.001)
invar3 −0.011∗∗ 0.004∗∗∗ −0.001
(0.003) (0.001) (0.001)
invar4 −0.003 −0.0001 −0.0004
(0.004) (0.001) (0.001)
invar5 0.001 −0.005∗∗∗ −0.008∗∗∗
(0.003) (0.001) (0.001)
invar6 −0.009∗∗ 0.004∗∗∗ −0.009∗∗∗
(0.003) (0.001) (0.001)
sep2 −0.042∗∗∗ −0.004∗∗∗ −0.005∗∗∗
(0.003) (0.001) (0.001)
sep3 −0.071∗∗∗ −0.014∗∗∗ −0.014∗∗∗
(0.003) (0.001) (0.001)
invar2:sep2 0.007 −0.002∗∗ −0.001
(0.004) (0.001) (0.001)
invar3:sep2 0.023∗∗∗ −0.003∗∗ 0.003∗∗
(0.004) (0.001) (0.001)
invar4:sep2 −0.007 −0.002∗∗ −0.004∗∗
(0.004) (0.001) (0.001)
invar5:sep2 0.010∗∗ 0.005∗∗∗ 0.011∗∗∗
(0.004) (0.001) (0.001)
invar6:sep2 0.025∗∗∗ −0.003∗∗∗ 0.011∗∗∗
(0.004) (0.001) (0.001)
invar2:sep3 0.013∗∗∗ −0.0005 −0.0001
(0.004) (0.001) (0.001)
invar3:sep3 0.031∗∗∗ −0.002∗ 0.003∗∗
(0.003) (0.001) (0.001)
invar4:sep3 0.011∗∗ 0.001 0.0003
(0.004) (0.001) (0.001)
invar5:sep3 0.039∗∗∗ 0.010∗∗∗ 0.012∗∗∗
(0.003) (0.001) (0.001)
invar6:sep3 0.085∗∗∗ 0.008∗∗∗ 0.019∗∗∗
(0.003) (0.001) (0.001)
Observations 23,084 23,084 23,084
R2 0.319 0.348 0.276
Adjusted R2 0.318 0.347 0.276
Residual Std. Error (df = 23061) 0.033 0.007 0.011
F Statistic (df = 22; 23061) 490.642∗∗∗ 558.669∗∗∗ 400.163∗∗∗
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Tabelle 50: Delta-R-Quadrat der Praediktoren zum Bias der Ko-/Varianz Parameter Mediation
df dR Var I dR Var S dR KoVar IS
prob_mean_delta 1 0.005 0.002 0.004
nobs 2 0.037 0.045 0.049
mixing 2 0.0003 0.0003 0.003
invar 5 0.003 0.030 0.019
sep 2 0.048 0.042 0.022
invar:sep 10 0.068 0.044 0.046
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 49.
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Tabelle 51: Reg. Erg. zum Bias der Interceptfaktoren Mediation (robuste SE; HC3)
Dependent variable:
m_bias_i_m_c1_medi m_bias_i_m_c2_medi m_bias_i_m_c3_medi
(1) (2) (3)
Constant 0.235∗∗∗ 0.212∗∗∗ 0.222∗∗∗
(0.022) (0.007) (0.017)
prob_mean_delta 1.123∗∗∗ −0.195∗∗∗ 0.920∗∗∗
(0.197) (0.014) (0.029)
nobs2 −0.038 −0.014∗∗∗ −0.032∗∗∗
(0.030) (0.002) (0.004)
nobs3 −0.075∗∗ −0.021∗∗∗ −0.053∗∗∗
(0.027) (0.002) (0.004)
mixing2 −0.039 −0.035∗∗∗ −0.023∗∗∗
(0.026) (0.008) (0.003)
mixing3 −0.094∗ −0.062∗∗∗ −0.047∗∗∗
(0.039) (0.008) (0.004)
invar2 0.064∗ 0.002 −0.038
(0.028) (0.006) (0.022)
invar3 0.106∗∗∗ 0.013∗ −0.041
(0.008) (0.007) (0.022)
invar4 0.037∗ 0.009 −0.078∗∗∗
(0.016) (0.007) (0.022)
invar5 0.388∗∗∗ 0.191∗∗∗ −0.282∗∗∗
(0.043) (0.009) (0.018)
invar6 0.391∗∗∗ 0.204∗∗∗ −0.289∗∗∗
(0.039) (0.009) (0.018)
sep2 −0.029 −0.049∗∗∗ −0.121∗∗∗
(0.047) (0.008) (0.022)
sep3 −0.143∗∗ −0.173∗∗∗ −0.153∗∗∗
(0.045) (0.007) (0.017)
invar2:sep2 0.024∗∗ 0.003
(0.008) (0.027)
invar3:sep2 0.028∗∗ 0.002
(0.008) (0.028)
invar4:sep2 −0.017 0.050
(0.009) (0.027)
invar5:sep2 −0.183∗∗∗ 0.196∗∗∗
(0.010) (0.024)
invar6:sep2 −0.151∗∗∗ 0.187∗∗∗
(0.011) (0.025)
invar2:sep3 0.012 0.051∗
(0.007) (0.022)
invar3:sep3 0.037∗∗∗ 0.039
(0.007) (0.023)
invar4:sep3 0.131∗∗∗ 0.034
(0.008) (0.022)
invar5:sep3 −0.102∗∗∗ 0.217∗∗∗
(0.009) (0.018)
invar6:sep3 −0.057∗∗∗ 0.196∗∗∗
(0.010) (0.019)
mixing2:sep2 0.041∗∗∗
(0.008)
mixing3:sep2 0.054∗∗∗
(0.008)
mixing2:sep3 0.063∗∗∗
(0.008)
mixing3:sep3 0.163∗∗∗
(0.008)
Observations 23,084 23,084 23,084
R2 0.049 0.286 0.264
Adjusted R2 0.049 0.285 0.263
Residual Std. Error 1.383 (df = 23071) 0.116 (df = 23057) 0.203 (df = 23061)
F Statistic 99.362∗∗∗ (df = 12; 23071) 355.490∗∗∗ (df = 26; 23057) 375.830∗∗∗ (df = 22; 23061)
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Tabelle 52: Delta-R-Quadrat der Praediktoren zum Bias der Intercept Parameter Mediation
df dR Mean I c1 dR Mean I c2 dR Mean I c3
prob_mean_delta 1 0.004 0.010 0.077
nobs 2 0.0004 0.004 0.008
mixing 2 0.001 0.006 0.005
invar 5 0.008 0.088 0.050
sep 2 0.001 0.026 0.006
invar:sep 10 0.076 0.022
mixing:sep 4 0.040
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 51.
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Tabelle 53: Reg. Erg. zum Bias der Slopefaktoren Mediation (robuste SE; HC3)
Dependent variable:
m_bias_s_m_c1_medi m_bias_s_m_c2_medi m_bias_s_m_c3_medi
(1) (2) (3)
Constant 0.094∗∗∗ 0.178∗∗∗ 0.136∗∗∗
(0.011) (0.008) (0.009)
prob_mean_delta 0.562∗∗∗ −0.262∗∗∗ 0.341∗∗∗
(0.027) (0.021) (0.017)
nobs2 −0.006 −0.006∗ −0.018∗∗∗
(0.004) (0.003) (0.002)
nobs3 −0.008∗ −0.007∗∗ −0.030∗∗∗
(0.004) (0.003) (0.002)
mixing2 −0.025∗∗∗ 0.032∗∗∗ −0.011∗∗∗
(0.003) (0.002) (0.002)
mixing3 −0.043∗∗∗ 0.070∗∗∗ −0.016∗∗∗
(0.004) (0.004) (0.002)
invar2 0.010 0.016∗ 0.011
(0.013) (0.008) (0.011)
invar3 0.026∗ 0.021∗∗ −0.011
(0.013) (0.008) (0.010)
invar4 0.030∗ 0.021∗ 0.071∗∗∗
(0.013) (0.009) (0.012)
invar5 −0.074∗∗∗ 0.056∗∗∗ −0.032∗∗∗
(0.011) (0.007) (0.008)
invar6 −0.083∗∗∗ 0.083∗∗∗ −0.031∗∗∗
(0.011) (0.008) (0.009)
sep2 0.027∗ 0.067∗∗∗ −0.036∗∗
(0.013) (0.009) (0.012)
sep3 −0.060∗∗∗ −0.159∗∗∗ −0.102∗∗∗
(0.011) (0.008) (0.009)
invar2:sep2 −0.010 −0.012 −0.023
(0.017) (0.012) (0.015)
invar3:sep2 0.031 −0.041∗∗∗ −0.015
(0.019) (0.012) (0.014)
invar4:sep2 0.070∗∗∗ 0.047∗∗∗ −0.013
(0.019) (0.012) (0.016)
invar5:sep2 0.080∗∗∗ −0.066∗∗∗ 0.081∗∗∗
(0.015) (0.011) (0.013)
invar6:sep2 0.057∗∗∗ −0.082∗∗∗ 0.065∗∗∗
(0.016) (0.012) (0.013)
invar2:sep3 −0.003 −0.005 0.022∗
(0.013) (0.008) (0.011)
invar3:sep3 0.022 0.007 0.038∗∗∗
(0.013) (0.008) (0.010)
invar4:sep3 0.574∗∗∗ 0.703∗∗∗ −0.103∗∗∗
(0.015) (0.011) (0.012)
invar5:sep3 0.567∗∗∗ 0.466∗∗∗ −0.003
(0.015) (0.008) (0.009)
invar6:sep3 0.456∗∗∗ 0.365∗∗∗ 0.009
(0.015) (0.009) (0.010)
Observations 23,084 23,084 23,084
R2 0.484 0.675 0.302
Adjusted R2 0.484 0.674 0.301
Residual Std. Error (df = 23061) 0.223 0.151 0.132
F Statistic (df = 22; 23061) 983.412∗∗∗ 2,172.233∗∗∗ 452.734∗∗∗
Info: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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Tabelle 54: Delta-R-Quadrat der Praediktoren zum Bias der Slope Parameter Mediation
df dR Mean S c1 dR Mean S c2 dR Mean S c3
prob_mean_delta 1 0.017 0.005 0.024
nobs 2 0.0001 0.0001 0.006
mixing 2 0.003 0.009 0.002
invar 5 0.004 0.002 0.007
sep 2 0.001 0.014 0.007
invar:sep 10 0.138 0.233 0.030
Info: Berechnungsgrundlage sind die Modelle aus Tabelle 53.
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A.4 Relativer SE-Bias Referenz
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Tabelle 55: Referenztabelle: Relativer SE-Bias fuer alle Simulationsconﬁgurationen (Teil 1)
Conﬁgnum Invar Sep Nobs Mixing Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(I_C3) M(S_C1) M(S_C2) M(S_C3) N
1 1.000 1.000 1.000 1.000 -0.565 -0.574 -0.451 -0.754 -0.653 -0.701 -0.769 -0.849 -0.806 52
2 1.000 2.000 1.000 1.000 -0.427 -0.598 -0.516 -0.752 -0.574 -0.674 -0.835 -0.816 -0.786 61
3 1.000 3.000 1.000 1.000 -0.014 0.072 0.061 -0.070 0.055 0.043 0.032 0.015 0.108 297
4 2.000 1.000 1.000 1.000 -0.530 -0.554 -0.514 -0.757 -0.682 -0.718 -0.801 -0.836 -0.798 57
5 2.000 2.000 1.000 1.000 -0.414 -0.555 -0.467 -0.707 -0.507 -0.610 -0.797 -0.796 -0.764 75
6 2.000 3.000 1.000 1.000 -0.019 0.078 0.062 -0.070 0.056 0.050 0.037 0.015 0.119 298
7 3.000 1.000 1.000 1.000 -0.563 -0.558 -0.425 -0.731 -0.680 -0.638 -0.764 -0.818 -0.789 58
8 3.000 2.000 1.000 1.000 -0.468 -0.585 -0.550 -0.726 -0.591 -0.729 -0.772 -0.814 -0.859 82
9 3.000 3.000 1.000 1.000 -0.025 -0.365 -0.124 -0.414 -0.269 -0.026 -0.931 -0.667 -0.297 284
10 4.000 1.000 1.000 1.000 -0.432 -0.468 -0.465 -0.744 -0.573 -0.712 -0.791 -0.875 -0.823 57
11 4.000 2.000 1.000 1.000 -0.387 -0.569 -0.449 -0.657 -0.445 -0.645 -0.778 -0.813 -0.839 75
12 4.000 3.000 1.000 1.000 -0.038 0.032 -0.017 -0.104 -0.124 0.020 -0.878 -0.889 0.079 275
13 5.000 1.000 1.000 1.000 -0.421 -0.418 -0.367 -0.495 -0.599 -0.655 -0.712 -0.739 -0.847 90
14 5.000 2.000 1.000 1.000 -0.480 -0.548 -0.489 -0.575 -0.638 -0.693 -0.715 -0.795 -0.844 133
15 5.000 3.000 1.000 1.000 -0.137 -0.131 -0.220 -0.488 -0.356 -0.640 -0.649 -0.815 -0.733 146
16 6.000 1.000 1.000 1.000 -0.433 -0.357 -0.298 -0.560 -0.642 -0.623 -0.597 -0.726 -0.784 92
17 6.000 2.000 1.000 1.000 -0.546 -0.456 -0.478 -0.646 -0.707 -0.687 -0.751 -0.789 -0.821 113
18 6.000 3.000 1.000 1.000 -0.181 -0.098 -0.160 -0.539 -0.567 -0.628 -0.627 -0.858 -0.856 102
19 1.000 1.000 1.000 2.000 -0.498 -0.523 -0.479 -0.745 -0.538 -0.596 -0.816 -0.814 -0.796 58
20 1.000 2.000 1.000 2.000 -0.277 -0.459 -0.412 -0.587 -0.461 -0.671 -0.715 -0.838 -0.805 40
21 1.000 3.000 1.000 2.000 -0.019 0.043 0.089 -0.077 0.004 0.107 0.012 0.058 0.070 285
22 2.000 1.000 1.000 2.000 -0.548 -0.582 -0.514 -0.746 -0.667 -0.682 -0.805 -0.842 -0.803 71
23 2.000 2.000 1.000 2.000 -0.275 -0.442 -0.371 -0.577 -0.461 -0.748 -0.729 -0.804 -0.872 62
24 2.000 3.000 1.000 2.000 -0.025 0.049 0.089 -0.077 0.009 0.116 0.017 0.060 0.082 292
25 3.000 1.000 1.000 2.000 -0.519 -0.579 -0.474 -0.746 -0.649 -0.709 -0.790 -0.825 -0.960 70
26 3.000 2.000 1.000 2.000 -0.249 -0.420 -0.372 -0.612 -0.494 -0.523 -0.805 -0.864 -0.718 74
27 3.000 3.000 1.000 2.000 -0.050 -0.294 -0.094 -0.413 -0.377 0.036 -0.743 -0.572 -0.775 260
28 4.000 1.000 1.000 2.000 -0.515 -0.586 -0.515 -0.758 -0.665 -0.668 -0.800 -0.897 -0.812 49
29 4.000 2.000 1.000 2.000 -0.221 -0.397 -0.420 -0.932 -0.323 -0.664 -0.796 -0.939 -0.837 83
30 4.000 3.000 1.000 2.000 -0.018 0.042 0.025 -0.020 -0.009 0.082 -0.817 -0.874 0.057 288
31 5.000 1.000 1.000 2.000 -0.404 -0.435 -0.410 -0.586 -0.635 -0.705 -0.651 -0.766 -0.866 77
32 5.000 2.000 1.000 2.000 -0.417 -0.512 -0.403 -0.618 -0.574 -0.658 -0.625 -0.769 -0.777 115
33 5.000 3.000 1.000 2.000 -0.067 -0.027 -0.169 -0.557 -0.182 -0.204 -0.948 -0.838 -0.230 153
34 6.000 1.000 1.000 2.000 -0.411 -0.396 -0.326 -0.721 -0.605 -0.657 -0.640 -0.754 -0.765 87
35 6.000 2.000 1.000 2.000 -0.444 -0.403 -0.465 -0.564 -0.699 -0.653 -0.679 -0.796 -0.763 115
36 6.000 3.000 1.000 2.000 -0.146 -0.135 -0.093 -0.723 -0.496 -0.347 -0.755 -0.856 -0.690 77
37 1.000 1.000 1.000 3.000 -0.516 -0.579 -0.581 -0.772 -0.666 -0.710 -0.775 -0.887 -0.812 59
38 1.000 2.000 1.000 3.000 -0.237 -0.420 -0.313 -0.942 -0.575 -0.647 -0.847 -0.969 -0.851 44
39 1.000 3.000 1.000 3.000 -0.057 -0.132 -0.030 -0.722 -0.237 -0.591 -0.727 -0.577 -0.842 182
40 2.000 1.000 1.000 3.000 -0.502 -0.532 -0.527 -0.760 -0.685 -0.643 -0.773 -0.821 -0.825 69
41 2.000 2.000 1.000 3.000 -0.219 -0.357 -0.365 -0.955 -0.575 -0.593 -0.947 -0.839 -0.839 51
42 2.000 3.000 1.000 3.000 -0.063 -0.168 -0.018 -0.751 -0.293 0.030 -0.733 -0.580 -0.846 189
43 3.000 1.000 1.000 3.000 -0.489 -0.522 -0.465 -0.760 -0.649 -0.696 -0.774 -0.856 -0.803 69
44 3.000 2.000 1.000 3.000 -0.189 -0.331 -0.315 -0.726 -0.511 -0.658 -0.797 -0.794 -0.846 51
45 3.000 3.000 1.000 3.000 -0.125 -0.301 -0.119 -0.795 -0.502 -0.496 -0.966 -0.747 -0.940 102
46 4.000 1.000 1.000 3.000 -0.489 -0.523 -0.512 -0.760 -0.676 -0.674 -0.743 -0.805 -0.817 48
47 4.000 2.000 1.000 3.000 -0.215 -0.428 -0.331 -0.738 -0.307 -0.632 -0.910 -0.839 -0.835 120
48 4.000 3.000 1.000 3.000 -0.080 -0.055 -0.045 -0.120 -0.324 -0.604 -0.720 -0.864 -0.838 250
49 5.000 1.000 1.000 3.000 -0.348 -0.357 -0.381 -0.553 -0.622 -0.578 -0.718 -0.769 -0.783 78
50 5.000 2.000 1.000 3.000 -0.314 -0.493 -0.411 -0.691 -0.463 -0.696 -0.723 -0.806 -0.841 123
51 5.000 3.000 1.000 3.000 -0.157 -0.110 -0.192 -0.914 -0.506 -0.534 -0.885 -0.901 -0.520 205
52 6.000 1.000 1.000 3.000 -0.373 -0.317 -0.395 -0.556 -0.534 -0.733 -0.708 -0.752 -0.781 85
53 6.000 2.000 1.000 3.000 -0.344 -0.423 -0.436 -0.709 -0.673 -0.697 -0.766 -0.799 -0.797 110
54 6.000 3.000 1.000 3.000 -0.139 -0.114 -0.142 -0.796 -0.683 -0.424 -0.978 -0.874 -0.786 111
55 1.000 1.000 2.000 1.000 -0.509 -0.550 -0.462 -0.718 -0.590 -0.681 -0.825 -0.974 -0.835 40
56 1.000 2.000 2.000 1.000 -0.398 -0.525 -0.407 -0.924 -0.508 -0.649 -0.914 -0.799 -0.759 74
57 1.000 3.000 2.000 1.000 0.093 -0.064 0.026 -0.080 0.018 -0.011 -0.040 -0.087 0.145 299
58 2.000 1.000 2.000 1.000 -0.501 -0.515 -0.461 -0.716 -0.571 -0.703 -0.791 -0.968 -0.914 44
59 2.000 2.000 2.000 1.000 -0.304 -0.490 -0.422 -0.935 -0.500 -0.638 -0.934 -0.780 -0.687 104
60 2.000 3.000 2.000 1.000 0.090 -0.059 0.025 -0.080 0.017 -0.007 -0.037 -0.092 0.142 298
61 3.000 1.000 2.000 1.000 -0.526 -0.501 -0.427 -0.711 -0.728 -0.661 -0.787 -0.872 -0.808 45
62 3.000 2.000 2.000 1.000 -0.383 -0.474 -0.420 -0.686 -0.501 -0.613 -0.774 -0.819 -0.714 106
63 3.000 3.000 2.000 1.000 0.085 -0.052 0.013 -0.085 0.027 -0.019 -0.031 -0.105 0.123 296
64 4.000 1.000 2.000 1.000 -0.531 -0.535 -0.510 -0.896 -0.610 -0.656 -0.822 -0.793 -0.962 47
65 4.000 2.000 2.000 1.000 -0.222 -0.422 -0.387 -0.551 -0.361 -0.429 -0.718 -0.813 -0.821 170
66 4.000 3.000 2.000 1.000 0.101 -0.072 -0.060 -0.233 -0.254 -0.023 -0.901 -0.909 0.131 263
67 5.000 1.000 2.000 1.000 -0.332 -0.322 -0.310 -0.776 -0.608 -0.692 -0.649 -0.726 -0.796 132
68 5.000 2.000 2.000 1.000 0.056 -0.127 -0.398 -0.477 -0.509 -0.398 -0.217 -0.756 -0.802 194
69 5.000 3.000 2.000 1.000 -0.137 -0.126 -0.197 -0.488 -0.280 -0.079 -0.545 -0.816 -0.356 171
70 6.000 1.000 2.000 1.000 -0.338 -0.317 -0.299 -0.516 -0.626 -0.675 -0.608 -0.726 -0.824 120
71 6.000 2.000 2.000 1.000 -0.400 -0.396 -0.483 -0.606 -0.730 -0.659 -0.668 -0.800 -0.822 143
72 6.000 3.000 2.000 1.000 -0.177 -0.079 -0.141 -0.487 -0.595 -0.744 -0.530 -0.882 -0.591 123
73 1.000 1.000 2.000 2.000 -0.404 -0.413 -0.385 -0.680 -0.615 -0.586 -0.807 -0.803 -0.973 56
74 1.000 2.000 2.000 2.000 -0.164 -0.306 -0.179 -0.852 -0.564 -0.644 -0.762 -0.839 -0.782 58
75 1.000 3.000 2.000 2.000 0.095 -0.025 0.028 -0.096 0.026 0.033 -0.030 -0.005 0.068 299
76 2.000 1.000 2.000 2.000 -0.406 -0.408 -0.360 -0.630 -0.440 -0.603 -0.783 -0.785 -0.800 67
77 2.000 2.000 2.000 2.000 -0.125 -0.265 -0.141 -0.821 -0.547 -0.535 -0.732 -0.794 -0.754 124
78 2.000 3.000 2.000 2.000 0.092 -0.022 0.030 -0.094 0.025 0.042 -0.029 -0.011 0.063 300
79 3.000 1.000 2.000 2.000 -0.386 -0.425 -0.409 -0.826 -0.470 -0.597 -0.772 -0.805 -0.846 64
80 3.000 2.000 2.000 2.000 -0.119 -0.208 -0.146 -0.638 -0.515 -0.634 -0.787 -0.766 -0.634 106
81 3.000 3.000 2.000 2.000 0.072 -0.116 -0.027 -0.129 -0.254 0.012 -0.043 -0.029 -0.044 293
Info: Fuer die 162 Simulationskonﬁgurationen wurden jeweils nur Replikationen beruecksichtigt, welche korrekt als 3-Klassenmodell identiﬁziert wurden.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
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Tabelle 56: Referenztabelle: Relativer SE-Bias fuer alle Simulationsconﬁgurationen (Teil 2)
Conﬁgnum Invar Sep Nobs Mixing Var(I) Var(S) KoVar(IS) M(I_C1) M(I_C2) M(I_C3) M(S_C1) M(S_C2) M(S_C3) N
82 4.000 1.000 2.000 2.000 -0.484 -0.523 -0.500 -0.719 -0.610 -0.696 -0.779 -0.920 -0.816 48
83 4.000 2.000 2.000 2.000 -0.190 -0.378 -0.359 -0.546 -0.314 -0.677 -0.814 -0.836 -0.846 175
84 4.000 3.000 2.000 2.000 0.101 -0.029 0.011 -0.115 -0.151 0.013 -0.790 -0.871 0.066 289
85 5.000 1.000 2.000 2.000 -0.241 -0.348 -0.413 -0.502 -0.585 -0.612 -0.524 -0.734 -0.751 129
86 5.000 2.000 2.000 2.000 -0.398 -0.583 -0.466 -0.571 -0.688 -0.686 -0.626 -0.826 -0.811 183
87 5.000 3.000 2.000 2.000 0.056 -0.062 -0.139 -0.476 -0.250 -0.284 -0.510 -0.877 -0.409 161
88 6.000 1.000 2.000 2.000 -0.333 -0.397 -0.361 -0.539 -0.662 -0.590 -0.639 -0.757 -0.796 110
89 6.000 2.000 2.000 2.000 -0.351 -0.373 -0.455 -0.588 -0.662 -0.565 -0.667 -0.798 -0.739 180
90 6.000 3.000 2.000 2.000 -0.010 -0.085 -0.038 -0.519 -0.434 -0.767 -0.566 -0.884 -0.783 80
91 1.000 1.000 2.000 3.000 -0.541 -0.592 -0.481 -0.731 -0.619 -0.651 -0.791 -0.836 -0.817 54
92 1.000 2.000 2.000 3.000 -0.067 -0.256 -0.101 -0.681 -0.669 -0.813 -0.957 -0.920 -0.892 37
93 1.000 3.000 2.000 3.000 0.082 -0.060 0.059 -0.156 -0.008 0.039 0.049 -0.131 -0.581 281
94 2.000 1.000 2.000 3.000 -0.368 -0.466 -0.393 -0.646 -0.610 -0.563 -0.749 -0.804 -0.768 61
95 2.000 2.000 2.000 3.000 -0.037 -0.260 -0.153 -0.573 -0.619 -0.780 -0.811 -0.982 -0.898 68
96 2.000 3.000 2.000 3.000 0.059 -0.102 0.050 -0.295 -0.157 0.040 -0.025 -0.281 -0.697 277
97 3.000 1.000 2.000 3.000 -0.459 -0.519 -0.409 -0.661 -0.573 -0.653 -0.752 -0.803 -0.799 72
98 3.000 2.000 2.000 3.000 -0.079 -0.264 -0.184 -0.590 -0.607 -0.807 -0.955 -0.849 -0.888 52
99 3.000 3.000 2.000 3.000 0.015 -0.369 -0.081 -0.836 -0.575 0.015 -0.984 -0.734 -0.817 147
100 4.000 1.000 2.000 3.000 -0.547 -0.577 -0.461 -0.873 -0.653 -0.697 -0.828 -0.892 -0.814 41
101 4.000 2.000 2.000 3.000 -0.022 -0.291 -0.238 -0.901 -0.153 -0.662 -0.717 -0.903 -0.831 230
102 4.000 3.000 2.000 3.000 0.073 -0.062 0.017 -0.007 -0.198 0.030 -0.767 -0.898 0.070 297
103 5.000 1.000 2.000 3.000 -0.260 -0.339 -0.384 -0.471 -0.615 -0.682 -0.656 -0.747 -0.906 145
104 5.000 2.000 2.000 3.000 -0.294 -0.510 -0.413 -0.884 -0.487 -0.586 -0.834 -0.860 -0.813 160
105 5.000 3.000 2.000 3.000 -0.032 -0.063 -0.245 -0.851 -0.682 -0.452 -0.969 -0.917 -0.458 190
106 6.000 1.000 2.000 3.000 -0.324 -0.300 -0.337 -0.504 -0.544 -0.660 -0.663 -0.822 -0.791 145
107 6.000 2.000 2.000 3.000 -0.297 -0.344 -0.397 -0.610 -0.512 -0.673 -0.929 -0.774 -0.823 121
108 6.000 3.000 2.000 3.000 -0.010 -0.119 -0.155 -0.928 -0.767 -0.258 -0.981 -0.884 -0.439 110
109 1.000 1.000 3.000 1.000 -0.408 -0.486 -0.546 -0.716 -0.596 -0.611 -0.679 -0.868 -0.763 62
110 1.000 2.000 3.000 1.000 -0.234 -0.360 -0.329 -0.954 -0.547 -0.603 -0.895 -0.783 -0.787 91
111 1.000 3.000 3.000 1.000 0.008 -0.018 0.078 -0.026 -0.022 -0.007 0.019 -0.098 0.106 300
112 2.000 1.000 3.000 1.000 -0.472 -0.530 -0.565 -0.712 -0.682 -0.638 -0.768 -0.912 -0.768 60
113 2.000 2.000 3.000 1.000 -0.218 -0.309 -0.333 -0.931 -0.526 -0.614 -0.756 -0.752 -0.820 141
114 2.000 3.000 3.000 1.000 0.006 -0.016 0.079 -0.023 -0.018 -0.005 0.029 -0.101 0.105 300
115 3.000 1.000 3.000 1.000 -0.449 -0.514 -0.498 -0.732 -0.615 -0.710 -0.738 -0.854 -0.813 64
116 3.000 2.000 3.000 1.000 -0.168 -0.358 -0.257 -0.703 -0.485 -0.401 -0.970 -0.954 -0.731 116
117 3.000 3.000 3.000 1.000 0.007 -0.011 0.074 -0.026 -0.022 -0.004 0.036 -0.096 0.087 300
118 4.000 1.000 3.000 1.000 -0.516 -0.527 -0.480 -0.878 -0.516 -0.748 -0.852 -0.804 -0.864 60
119 4.000 2.000 3.000 1.000 -0.132 -0.286 -0.122 -0.453 -0.138 -0.102 -0.545 -0.819 -0.828 243
120 4.000 3.000 3.000 1.000 0.016 -0.025 -0.025 -0.356 -0.380 -0.011 -0.850 -0.864 0.116 240
121 5.000 1.000 3.000 1.000 -0.198 -0.205 -0.279 -0.542 -0.591 -0.666 -0.621 -0.675 -0.823 137
122 5.000 2.000 3.000 1.000 -0.210 -0.293 -0.456 -0.293 -0.482 -0.456 -0.501 -0.828 -0.844 199
123 5.000 3.000 3.000 1.000 -0.082 -0.027 -0.153 -0.365 -0.153 -0.047 -0.475 -0.623 0.092 152
124 6.000 1.000 3.000 1.000 -0.305 -0.268 -0.289 -0.826 -0.665 -0.613 -0.720 -0.713 -0.820 144
125 6.000 2.000 3.000 1.000 -0.303 -0.383 -0.481 -0.637 -0.811 -0.632 -0.582 -0.823 -0.860 165
126 6.000 3.000 3.000 1.000 -0.105 -0.031 -0.021 -0.388 -0.542 -0.359 -0.442 -0.900 -0.368 144
127 1.000 1.000 3.000 2.000 -0.438 -0.498 -0.502 -0.686 -0.568 -0.662 -0.732 -0.819 -0.775 66
128 1.000 2.000 3.000 2.000 -0.116 -0.265 -0.103 -0.730 -0.689 -0.783 -0.669 -0.831 -0.869 58
129 1.000 3.000 3.000 2.000 0.007 -0.009 0.063 -0.040 -0.019 -0.039 0.036 -0.020 0.037 300
130 2.000 1.000 3.000 2.000 -0.397 -0.502 -0.423 -0.664 -0.480 -0.621 -0.721 -0.795 -0.774 89
131 2.000 2.000 3.000 2.000 -0.121 -0.246 -0.104 -0.693 -0.593 -0.755 -0.709 -0.784 -0.857 160
132 2.000 3.000 3.000 2.000 0.006 -0.008 0.065 -0.033 -0.017 -0.030 0.045 -0.022 0.032 300
133 3.000 1.000 3.000 2.000 -0.474 -0.524 -0.525 -0.715 -0.640 -0.702 -0.764 -0.823 -0.852 91
134 3.000 2.000 3.000 2.000 -0.113 -0.176 -0.163 -0.677 -0.467 -0.617 -0.750 -0.762 -0.628 141
135 3.000 3.000 3.000 2.000 0.009 -0.038 0.055 -0.063 -0.101 -0.027 0.042 -0.026 0.023 299
136 4.000 1.000 3.000 2.000 -0.500 -0.565 -0.491 -0.762 -0.460 -0.663 -0.813 -0.915 -0.808 63
137 4.000 2.000 3.000 2.000 -0.035 -0.198 -0.183 -0.475 -0.199 -0.668 -0.609 -0.818 -0.839 268
138 4.000 3.000 3.000 2.000 0.029 -0.005 0.006 -0.235 -0.186 -0.057 -0.769 -0.868 0.036 285
139 5.000 1.000 3.000 2.000 -0.284 -0.327 -0.397 -0.479 -0.626 -0.594 -0.461 -0.618 -0.810 162
140 5.000 2.000 3.000 2.000 -0.317 -0.528 -0.461 -0.174 -0.561 -0.638 -0.420 -0.847 -0.864 210
141 5.000 3.000 3.000 2.000 0.003 -0.054 -0.169 -0.571 -0.296 -0.298 -0.579 -0.888 -0.533 111
142 6.000 1.000 3.000 2.000 -0.240 -0.257 -0.236 -0.780 -0.627 -0.559 -0.624 -0.720 -0.909 153
143 6.000 2.000 3.000 2.000 -0.256 -0.335 -0.449 -0.507 -0.699 -0.513 -0.404 -0.812 -0.774 193
144 6.000 3.000 3.000 2.000 0.027 -0.096 0.020 -0.437 -0.327 -0.198 -0.531 -0.878 -0.215 82
145 1.000 1.000 3.000 3.000 -0.384 -0.518 -0.558 -0.602 -0.618 -0.657 -0.655 -0.862 -0.976 55
146 1.000 2.000 3.000 3.000 -0.064 -0.244 -0.035 -0.751 -0.675 -0.477 -0.824 -0.863 -0.974 36
147 1.000 3.000 3.000 3.000 0.032 -0.005 0.041 -0.065 -0.030 -0.021 0.101 0.071 0.070 299
148 2.000 1.000 3.000 3.000 -0.415 -0.497 -0.449 -0.719 -0.503 -0.611 -0.782 -0.852 -0.768 95
149 2.000 2.000 3.000 3.000 -0.052 -0.211 -0.062 -0.671 -0.637 -0.608 -0.919 -0.798 -0.819 94
150 2.000 3.000 3.000 3.000 0.030 -0.027 0.043 -0.060 -0.175 -0.014 0.111 0.081 0.049 296
151 3.000 1.000 3.000 3.000 -0.370 -0.482 -0.481 -0.715 -0.471 -0.703 -0.752 -0.869 -0.852 99
152 3.000 2.000 3.000 3.000 -0.041 -0.236 -0.008 -0.928 -0.505 -0.752 -0.945 -0.835 -0.900 60
153 3.000 3.000 3.000 3.000 -0.005 -0.401 -0.169 -0.898 -0.676 -0.050 -0.991 -0.786 -0.762 156
154 4.000 1.000 3.000 3.000 -0.461 -0.596 -0.431 -0.685 -0.589 -0.579 -0.732 -0.941 -0.761 53
155 4.000 2.000 3.000 3.000 -0.054 -0.276 -0.082 -0.536 -0.120 -0.775 -0.880 -0.839 -0.887 288
156 4.000 3.000 3.000 3.000 0.019 0.000 0.050 -0.020 -0.063 -0.027 -0.789 -0.926 0.062 300
157 5.000 1.000 3.000 3.000 -0.258 -0.309 -0.332 -0.502 -0.596 -0.558 -0.518 -0.738 -0.783 169
158 5.000 2.000 3.000 3.000 -0.279 -0.441 -0.406 -0.636 -0.344 -0.549 -0.901 -0.889 -0.888 159
159 5.000 3.000 3.000 3.000 -0.138 -0.128 -0.300 -0.903 -0.753 -0.378 -0.988 -0.936 -0.461 126
160 6.000 1.000 3.000 3.000 -0.321 -0.297 -0.227 -0.412 -0.650 -0.616 -0.547 -0.775 -0.757 188
161 6.000 2.000 3.000 3.000 -0.163 -0.299 -0.346 -0.864 -0.611 -0.717 -0.807 -0.875 -0.852 135
162 6.000 3.000 3.000 3.000 -0.145 -0.279 -0.242 -0.962 -0.811 -0.362 -0.988 -0.915 -0.614 99
Info: Fuer die 162 Simulationskonﬁgurationen wurden jeweils nur Replikationen beruecksichtigt, welche korrekt als 3-Klassenmodell identiﬁziert wurden.
Var()=Varianz; KoVar()=Kovarianz; M(Y CX)=Mean des Wachstumsparameters Y der Klasse X
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A.5 Online-Appendix
Im Online-Anhang zu dieser Arbeit ﬁnden sich die ¾Results-Files¿ der Simulation, wel-
che die Schatzergebnisse der einzelnen Replikationen enthalten. Des Weiteren enthalt
der Anhang das Template zur Erstellung der einzelnen Inputsﬁles der Simulation sowie
Beispieldateien fur die Ansteuerung des BWUniClusters und individuelle Inputﬁles. Auf
Grundlage dieser Rohdaten konnen sowohl einzelne (oder alle) Teile repliziert und vali-
diert werden, wie auch weiterfuhrende und modiﬁzierte Analysen aufgebaut werden. Des
Weiteren ist im Online-Anhang die visuelle Modelldiagnostik zu den Metamodellen zu
Bias, Klassenverzerrung und SE-Bias abrufbar. Die Dateien konnen unter der Adresse:
https://osf.io/aq29w/ auf der OSF-Plattform (Open Science Framework) des Centers for
Open Science (COS) gefunden werden. Auf die Inhalte kann nach folgendem Muster Bezug
genommen werden:
 Krause, Thomas. 2019. Appendix Multiple Indicator Growth Mixture Models.
https://osf.io/aq29w/.
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