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Abstract 
In this paper, we propose a divider block architecture using pre-computed values. At the first stage, the input is scaled so that the 
denominator, D, has value between 0.5 and 1. Then the block takes a pre-computed value corresponding to 1/D and multiplies it 
with the nominator. In order to save utilized memory bits, we take only several bits from D. In the end, we compare synthesis 
result of our divider block with several divider block implementations. The result shows that our divider block gives the smallest 
total logic elements and the shortest latency among the compared blocks. 
© 2013 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of the Faculty of Information Science and Technology, Universiti Kebangsaan 
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1. Introduction 
Division is one of the most important and one of the most complex arithmetic operation in hardware 
implementation. There are two types of division algorithm. The first type algorithms compute the result by iterative 
subtraction. They give quotient and remainder of the division operation. Accurate result can be achieved using this 
type of algorithm. However, they need a long time to compute the results. Examples of this type of algorithm are 
restoring algorithm[1] and non-restoring algorithm[2]-[5]. 
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The second type algorithms get the division result by estimating it. Advantage of this type of algorithm is that it 
can compute the result faster. However, the acquired result is less accurate compared to the first type of algorithm, 
although its accuracy can be improved by either performing more iteration steps or adding more memories. 
Examples of this type of algorithm are Goldschmidt's algorithm[6] and Newton's method[7][8]. Our approach uses 
this type with fixed-point operands and result. 
There are many applications of fast divider architecture. Among them are applications in spectral subtraction 
methods[9]-[13] which can be implemented in hardware to achieve real-time processing[14]. 
This paper is organized as follow. In section II, we explain about our proposed divider algorithm. Next, we 
elaborate the divider block architecture in section III. We also explain  the architecture for cases other than unsigned-
unsigned operation. Experimental results is shown in the next section, section IV. Last, conclusion of this paper is 
drawn on section V. 
 
Nomenclature 
N nominator  
D  denominator 
Y result of a division operation 
p number of bits taken from the denominator 
2. Proposed divider algorithm 
Suppose that an n-bit fixed point nominator, N, is divided by an n-bit fixed point denominator, D, and results an 
n-bit fixed point nominator, Y. 
 
  ܻ ൌ ܰ ܦΤ Ǥ  (1) 
 
In this case, we assume that 
 
  ܰǡܦ ൐ Ͳ (2) 
  ܰ ൏ ܦ ൏ ͳ  
 
The first step to do is scaling N and D, so that D has value between 0.5 and 1. After scaling the denominator, a 
value, x=1/D, is taken from the pre-computed values. Value of x will be then multiplied by N to get the result. 
In unsigned representation, the scaling steps need to get the leftmost '1' in D's bit representation and then shift it 
to the most significant bit. The scaling can be done by using divide-and-conquer algorithm to shift the leftmost '1' to 
the left. 
Suppose that D is represented by n bits. First, it will check the half left of D's bit representation. If there is no '1' 
bit at the half left bits, value of D will be shifted to the left by n/2. Otherwise, no shift operation will be performed. 
Then it will check again the leftmost n/4 bits. If no '1' bit at the leftmost n/4 bits, the D will be shifted by n/4 to the 
left. The steps are repeated until the leftmost bit of D is '1'. Pseudo-code of the scaling algorithm is shown in figure 
1 for 32 bits operands. 
After doing the scaling algorithm, x has a value between 2 and 1. The value of x can be acquired using pre-
computed values stored in ROM. In order to save area while not reducing much accuracy, we do not use the whole 
bits of D to get the pre-computed value of x from ROM. 
Suppose that we take p most significant bits out of n bits of D, we only need to save 2p values of pre-computed 
values. As trade-off, there will be error in the result. 
To calculate the error, we rewrite equation 1 as 
 
  ܻ ൌ ܰ ሺܦ݇ ൅ ܦ݈ሻΤ  (3) 
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where Dh is the p most significant bits of D while Dl is the remaining n-p bits. Performing Taylor expansion for 
equation (3) results the equation below, 
 
 ܻ ൌ ܰȀܦ݇ ሺͳ െ ܦ݈Ȁܦ݇ ൅ ܦ݈ʹȀܦ݇ʹ െ ܦ݈͵Ȁܦ݇͵ ൅ǥ ሻ (4) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
If we take the p most significant bits only, error of the result is 
 
  οܻ ൎ ܦ݈ ܦ݇Τ ൎ ʹെ݌  (5) 
 
Number of memory needed to save pre-computed values if we take p bits is 2p, while the error is about 2-p. Thus, 
we need to choose appropriate value of p to minimize memory utilization while achieving acceptable error.   
3. Divider block architecture 
3.1. Unsigned – unsigned 
In this case, we assume that N and D have unsigned value between 0 and 1 as stated in the previous section. The 
block diagram of our unsigned divider is shown in the figure 2. Inside the block diagram, there is a scaling block to 
scale N and D so that D has value between 0.5 and 1. 
Block diagram of the scaling block is shown in the figure 3. The scaling block implements divide-and-conquer 
algorithm as explained in the previous section. Based on figure 3, number of stages inside the scaling block is log2n. 
To increase its throughput, pipelining can be applied between stages. 
 
 
 
 
Fig. 3. Diagram of the scaling block 
Fig. 2. Divider block 
Fig. 1.  Scaling algorithm for 32 bits operands 
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                        Fig. 4. Unsigned-signed divider block                                     Fig. 5.  Signed-signed divider block architecture 
3.2. Unsigned – signed 
If one of the operands has signed representation, block diagram of unsigned-unsigned divider block can be 
modified a little to get divider block for unsigned-signed operands. The block acquires their positive values first then 
enter the unsigned-unsigned divider block. After the result from unsigned-unsigned divider block is ready, the result 
is then inverted based on MSB of its signed input. If one of the operand has negative value, then the result must be 
inverted. The result must has signed representation. Figure 4 shows block diagram of unsigned-signed divider block 
if N has signed representation.  
The block diagram in figure 4 shows if N has signed representation and D has unsigned representation. However, 
if D has signed representation and N has unsigned representation, the inverted input is D, instead.  
3.3. Signed – signed 
If both inputs have signed representation, both of them have to be inverted before entering unsigned-unsigned 
divider block. The result is also inverted depend on MSB of both inputs. If there is only one operand that has 
negative value, the result must be inverted from positive to negative and vice versa. Block diagram of signed-signed 
divider is shown in figure 5. 
4. Divider block architecture 
4.1. Errors 
In this section, we will see errors of the hardware results for various value of p. Errors are acquired by simulation. 
Simulation is done using ModelSim and using 16-bits operands. We use random number as inputs and compare the 
output with the corresponding division result of Python. 
Table I shows the mean error and its maximum error for various value of p for 16-bits unsigned operands and 
result. Figures 6 and 7 shows the corresponding graphics for mean error and the maximum error, respectively. 
Mean error and maximum error are decreasing exponentially as p is increasing linearly. On the other hand, as p is 
increasing linearly, memory words needed is increasing exponentially as it needs 2p memory words to save the pre-
computed values of 1/D. There is a trade-off between error and area. Therefore, one should choose appropriate value 
of p depend on its design needs: accuracy or small area. 
4.2. Area and speed 
Implementation results of the divider block are shown in the table II. We implement the divider block using 32 
bits signed operands with 0 < D < N < 1, 16 bits signed result and p=10 bits. Parameters shown in the table II are 
Logic Elements (LEs), 9-bit embedded multipliers (Mult), memory bits (Mem), total logic elements if implemented 
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without embedded multipliers (TLEs), latency in microseconds, and its root mean square error for random inputs 
(RMSE). The block is synthesized using Altera Quartus v12.1. 
To see performance of our divider block, we also implement other divider blocks using the same synthesizer tool. 
Other divider blocks are implemented to get the same order of RMSE and have 32 bits inputs and 16 bits outputs. 
The comparison are made using total logic elements (TLEs), latency and total logic elements times latency (A*T), as 
the comparison parameter. 
From the table III, it can be seen that our divider has the best performance among the other divider algorithms in 
all comparison parameters, i.e. total logic elements, latency and total logic elements times latency. Therefore, our 
divider can be implemented in high speed design while not consuming large area. 
 
Table 1. Mean error and maximum error for various p. 
p Mean error Max error p Mean error Max error p Mean error Max error 
1 0.053051 0.187595 6 0.001774 0.007123 11 0.000060 0.000255 
2 0.027367 0.106327 7 0.000886 0.003689 12 0.000036 0.000135 
3 0.013985 0.056858 8 0.000440 0.001869 13 0.000026 0.000077 
4 0.006994 0.029270 9 0.000221 0.000927 14 0.000023 0.000058 
5 0.003519 0.014652 10 0.000114 0.000484 15 0.000021 0.000051 
 
Table 2. Results of synthesis of the divider block. 
LEs Mult Mem TLEs Latency (μs) RMSE 
531 2 0 647 3,22 x 10-2 4,37 x 10-4 
Table 3. Comparison of divider blocks. 
Divider algorithms TLEs Latency (μs) A * T 
Our divider 647 3,22 x 10-2 20,8 
Goldschmidt's algorithm 816 3,82 x 10-2 31,18 
Non-restoring algorithm 
(radix 2) 
676 5,75 x 10-2 38,88 
Divider from Quartus Mega 
functions (32 bits) 
1146 15,3 x 10-2 174,96 
 
Fig. 6.  Mean error (y-axis) for various values of p (x-axis) Fig. 7.  Maximum error (y-axis) for various values of p (x-axis) 
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5. Conclusion 
Divider block architecture using pre-computed values has been implemented. This block receives input in 
unsigned fixed-point representation with value is larger than 0 and smaller than 1. In its operation, the divider block 
scale its inputs first so that the denominator, D, has value between 0.5 and 1. Then it takes pre-computed values of 
1/D and multiply it with the nominator, N. 
For signed input, the block will take its absolute value first. Then the block divides them inside the unsigned-
unsigned divider block. The result is finally inverted based on MSB of its signed input. 
In order to reduce utilized memory to save the pre-computed values, we only take some bits from D to get the 
corresponding pre-computed value. The more bits we take, error of the result becomes smaller exponentially, but the 
memory bits becomes larger exponentially as trade off. 
Synthesis result of this block is compared with other divider block implementations. As the result, our divider 
block gives the smallest total logic elements and the shortest latency among the compared divider blocks. 
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