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The recent experiment with a new array detector aiming the investigation of halo neutron pair pre-emission
in Si(11Li, fusion) is described. A new approach for testing the truen-n coincidences against cross-talk has
been worked out. An experimental evidence for residual correlation of the pre-emitted halo neutrons is pre-
sented. The results obtained in building thenn correlation functions by using the available denominators are
discussed. A recent iterative method for calculation of the intrinsic correlation function was also applied. An
experiment for precise measurement of the intrinsicnn correlation function is proposed.
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The neutron halo nuclei were discovered by Tanihata and
co-workers[1]. These nuclei are characterized by very large
matter radii, small separation energies, and small internal
momenta of valence neutrons. Recently it was predicted[2]
that, due to the very large dimension of11Li, one may expect
that in a fusion process on a light target the valence neutrons
may not be absorbed together with the9Li core, but may be
emitted in the early stage of the reaction. Indeed, the experi-
mental investigations of neutron pre-emission in the fusion
of 11Li halo nuclei with Si targets[3,4] have shown that a
fair amount of fusionss40±12d% are preceded by one or two
halo neutron pre-emission. It was also found that in the po-
sition distribution of the pre-emitted neutrons, a very narrow
neutron peak, leading to transverse momentum distribution
much narrower than that predicted by cluster orbit shell
model approximation(COSMA) model [5], is present.
Some indication based on preliminaryn-n coincidence
measurements, concerning the presence of neutron pairs
within the narrow neutron peak, has been mentioned in Refs.
[3,4]. In the light of this indication, the narrow neutron dis-
tribution could be caused by the final state interaction[6,20]
between two pre-emitted neutrons. Therefore, on the basis of
these first results, it was decided to perform a new experi-
ment aiming to investigate the neutron pair pre-emission in
conditions of much higher statistics, by means of a neutron
array detector. This experiment has been performed at the
RIKEN-RIPS facility. The experimental setup is shown in
Fig. 1. In this setup, three main parts are present: The first
part contains the detectors used for the beam control: a thin
scintillator at the F2 focus of the RIPS, two parallel plate
avalanche counters(P1,P2) and a V1(Veto1) scintillator, pro-
vided with a 232 cm2 hole. The second part consists of a
MUSIC chamber[7], containing inside a 500mm thick strip
silicon detector target(SiS) and a V2(Veto2) Si detector,
200 mm thick. MUSIC was used for the identification of the
inclusive evaporation residues spectra produced in the detec-
tor target, and for suppression of the energy degraded beam
particles. The third part is the neutron array detector[8,14].
It consists of 81 detectors, made of 43 312 cm3 BC-400
crystals, mounted on XP2972 phototubes. This detector,
placed in the forward direction at 138 cm from the target,
was used for the neutron energy determination by time of
fight and for neutron position determination. The distance
between adjacent detectors was 0.8 cm. The array compo-
nents were aligned to a threshold of 0.3 MeVee(MeV elec-
tron equivalent), by using the cosmic ray peak at
12 MeV s8 MeVeed. The numbering of the detectors was
performed in the following way: The central detector was
labeled 1. The eight detectors surrounding detector 1, were
labeled counterclock wise 2–9. The second circle of 16 de-
tectors were labeled 10–25 and so on. In the present paper
the coincidences between adjacent detectors are denoted as
“first order coincidences.” Coincidences between two detec-
tors separated by one detector are denoted as “second order
coincidences” and so on. With the trigger specified in Fig. 1
caption, one could investigate inclusively the9,11Li+Si fu-
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FIG. 1. (Color online) The general setup of the experiment.
Detectors F2, P2, V1(Veto1), SiS, V2(Veto2) were used in the trig-
ger: F23P23Veto13SiS3Veto2. MUSIC was used for suppres-
sion of the energy degraded beam(see text). The neutron array
detector consisting of 81 modules was placed in forward direction
at 138 cm from the target.
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sion. The large 535 cm2 silicon Veto2 detector, placed be-
hind the Si-strip target detector, eliminated the elastic, inelas-
tic, and breakup processes at forward angles. The
measurements were performed with 13A MeV 11Li and 9Li
beams. The energy range corresponding to the neutron pre-
emission process was established between,8 and
,15.5 MeV [9].
In Fig. 2, the position spectrum measured along the hori-
zontal line connecting detectors 58–74 is shown. The neu-
tron energy was selected between 6 and 16 MeV. The full
width at half maximum (FWHM) of this spectrum is
,13 cm and corresponds to a solid angle of,9 msr. Within
this narrow peak, a large number ofn-n coincidences were
observed for11Li [10] by comparing the data obtained with
11Li and with 9Li beams.
In this paper, the criterion[11,12] for selecting the true
coincidences against cross-talk(c.t.) was adopted. Cross-talk
is a spurious effect in which the same neutron is registered
by two or more detectors. A coincidence between two detec-
tors is rejected whenever the following condition is fulfilled:








Here E1,t1 are the energy and the arrival time of the first
neutron.Emin is the minimum energy required by the neu-
tron scattered from the first detector to travel the mini-
mum distancedmin to the second detectorsarrival time t2d,
in the time intervalt2- t1. For the first rejection we took
dmin equal to the distance between the detector centers. For
example, by applying this criterion to the first order coin-
cidences, a total of 118 true coincidences were found. For
further rejection we consider that it is more appropriate to
use thedmin parameter instead of time of flight, because
the distance between the adjacent detector centers is close
to the detector dimension. By takingdmin=1.8 cm, the
number of first order true coincidences is reduced from
118 to 46. We took this distance from a simple geometri-
cal consideration showing that less than 1.5% of the c.t.
could pass as true coincidencesf18g. The author of
MENATE, Desesquelles, has adapted the program[13] for c.t.
rejection by usingdmin. Applying this program, to first order
coincidences, it appears that only one c.t. in 3000 can pass as
a true coincidence[18]. Thus the upper qualitative estimation
is confirmed. As a result of rejection bydmin, a sample of 204
true coincidences, including also the higher order ones, was
obtained.
The significance of the obtained data was additionally
tested through a complete simulation of the array detector
performances by usingMENATE. We have investigated in this
way the c.t. distribution as a function oft= t2-t1 for different
coincidence(first to fourth) orders. The simulation was per-
formed by firing the central detector 1 by neutrons of given
energy and by extracting the cross-talk events corresponding
to 2–9 detectors(first order), to 10–25 detectors(second or-
der), and so on. For each event, the space and time coordi-
nates and also the light output were available. In these simu-
lations was found the notable fact that, in the case of a cross-
talk, ,87% of the events are concentrated in the first half of
detector 1, and only,13% of the events are distributed
within the second half of this detector. On the other hand, the
events in detector 2(here by detector 2 is understood what-
ever c.t. partner of detector 1) are distributed,87% within
the second half and only,13% within the first half. This
effect is interpreted as being due to the predominance of the
neutron scattering cross section in the forward direction. In
the case of a single-neutron detection, about 63% of the
events occur within the first half and about 37% within the
second half. The observed behavior of c.t. causes a notable
suppression of short neutron trajectories between detectors 1
and 2. For example, in 1000 c.t. events there are no trajec-
tories shorter than 1.8 cm. The number of 1.8 cm trajectories
is less than 5 in 1000 c.t. events. Due to this concentration of
events caused by c.t., appears a remarkable improvement of
st1 time resolution of detector 1. This resolution has to be
understood as being related to the finite detector thickness.
We obtained thatst1=0.53 ns, 0.59 ns, 0.63 ns for, respec-
tively, 15 MeV, 11 MeV, and 8 MeV neutron energy. In the
absence of c.t., that is, for single-neutron detection, the cor-
responding resolutions are 0.7 ns, 0.8 ns, and 0.9 ns, respec-
tively. Thus the resolution in the presence of first order c.t. is
improved,1.4 times.
In Fig. 3, the experimentaln-n coincidence(true and c.t.)
are denoted by open up-triangles with uncapped error bars.
The distribution of simulated first order c.t. as a function of
t2− t1 is indicated by solid squares with capped error bars.
The simulations were performed by taking three different
neutron energies: 8, 11, and 15 MeV, representing, respec-
tively, the lower limit, peak, and upper limit of the neutron
pre-emission spectrum. A total of 1000 c.t. were calculated in
each case. The calculated c.t. spectra were normalized to the
mean of experimental points in the peak range of the calcu-
lated spectra. One may see that in all three figures(a)–(c)
there is a window, denoted by TC(true coincidences), in
FIG. 2. (Color online) The position spectrum measured along
the horizontal line connecting detectors 58–74 is shown. The neu-
tron energy was selected between 6 and 16 MeV. The FWHM of
this spectrum is,13 cm and corresponds to a solid angle,9 msr.
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which the yield of c.t. is very low(near 0.1 counts). The
width of the TC window is the sames0.6 nsd for 11 and
15 MeV and is largers0.8 nsd for 8 MeV neutrons. TC is
separated by a vertical dotted line from the c.t.(cross-talk)
window in which c.t. yield is much larger. The first c.t. point
in the c.t. window is higher by a factor,10 than the c.t.
points in TC window. This means that a change in the c.t.
mechanism is taking place by passing from the c.t. to the TC
window. A two-parameter(time-trajectory length) analysis
shows that in the majority of events the trajectory length in
TC window is larger than,6 cm. Since a neutron cannot
cover this distance in such a short time, it follows that c.t. is
realized in the TC window predominantly byg rays. This
explains also why c.t. yield is so low in the TC window. The
vertical arrows in Fig. 3, indicate that the remaining 46 true
coincidences afterdmin rejection are well inside the TC win-
dow.
Trying to analyze the simulated c.t. distribution we found
that it is not possible to use a single Gaussian, due to the
presence of a queue at larget2− t1 values. Therefore an
analysis by means of two Gaussians was used. The resulted
total fit corresponds tost,0.6 ns on the left branch shown
in Fig. 3 (beginning from the peak towards lowert2− t1 val-
ues). The right hand branch(not shown in Fig. 3) corre-
sponds tost,1 ns. In order to make a comparison with
experimental data one has to add to the simulation data the
scintillator and electronic resolution which is estimated to be
,0.4 ns(for two detectors). This will increasest by ,0.1 ns
and therefore the correction in the TC window should be
negligible. A more detailed discussion about a relative inde-
pendence onst resolution of the TC window and about the
applicability of corrections in this window will be done else-
where[14].
In Fig. 4, the c.t. simulation for second order coincidences
is shown. One may see that the number of true coincidences
(71) remaining afterdmin rejection is also well inside the TC
window. In this figure the entire c.t. peak is shown. It is
remarkable thatMENATE program is able to describe fairly
well the experimental c.t. distribution. The two Gaussian fit
leads in the case of the left branch to ast value close to the
corresponding one for first order coincidences. In the case of
the right branch,st is by ,20% higher than the correspond-
ing first coincidence value. We have found for second order
c.t. thatst1 is improved,1.7 times.
In the case of third and fourth order coincidences there is
correspondingly an increase by 1 ns and by 2 ns of the TC
window in comparison with the second order coincidences
[14]. In both these cases the true coincidences resistingdmin
rejection are also well inside the TC window. In conclusion,
the performed simulation confirms the validity of the data
obtained bydmin rejection[14].





In Eq. s2d, Ncsqd represents the yield of coincidence events
and Nncsqd represents the yield of uncorrelated events. The
normalization constantk is obtained from the condition that
Csqd=1 at large relative momenta. The relative momentumq
is given byq=1/2up1-p2u, p1 and p2 being the momenta of
the two coincident neutrons.
A crucial problem for getting the correlation function is
the construction of the denominator in formula(2). A thor-
ough analysis of this problem is presented in Refs.[12,16].
Two approaches are commonly used: one is the event mixing
technique, the other is the single-neutron product technique.
FIG. 3. (Color online) Monte Carlo simulation of the first order
c.t. The open up-triangles with uncapped error bars represent the
experimentally measured coincidences. The solid squares with
capped error bars represent the simulated c.t. For details see text.
FIG. 4. (Color online) Monte Carlo simulation of the second
order c.t. The open up-triangles with uncapped error bars represent
the experimentally measured coincidences. The solid squares with
capped error bars represent the simulated c.t. For details see text.
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In the event mixing approach the denominator is generated
by randomly mixing the neutrons from the coincidence
sample. This method has the advantage that the uncorrelated
distribution corresponds to the same class of collisions and
kinematic conditions as in the case of the numerator, but has
the disadvantage that it may distort the correlation one wants
to measure, because the event mixing technique may not
succeed to decorrelate completely the events. In the single
product technique the denominator is constructed by the
product of single-neutron distributions. This method is pre-
ferred in Refs.[12,16], considering that the background in
this case is truly uncorrelated; but this is not valid for the
halo neutrons[17], because of residual correlation. In Ref.
[17] it was assumed that residual correlation in the case of
halo neutrons should exist due to the large value ofCsqd
,10, and therefore an iterative calculation was applied in
order to get a reasonable value forCsqd.
Here we will present an experimental evidence for re-
sidual correlation of the halo neutrons pre-emitted in the fu-
sion of 11Li+Si. Essentially we have proven the existence of
residual correlation by applying the single product technique
in the following situations:(a) By coupling randomly single
neutrons and by applying the rejection procedure afterwards
[12,16]; (b) by replacing the neutrons in the coincidence
sample with neutrons with closest energies from the single-
neutron sample, corresponding to the same detectors as in
the coincidence sample. The condition of closest energies is
equivalent to the rejection procedure used in condition(a).
This is because the true coincidence sample was obtained by
a rejection procedure using thedmin parameter. The replacing
of the neutrons in the coincidence sample by neutrons with
closest energies from the single-neutron sample will keep the
initial rejection. This may be seen in Fig. 5(a), in which
denominatorB (open circles) and the event mixing denomi-
nator (crosses) are represented. These two denominators are
equal to each other within 1.5%. In this way, both types of
denominatorsA and B will consist of single-neutron prod-
ucts, to which a rejection procedure has been applied. One
has also to point out that in both cases, exactly the same
number of single products are used. We will show in the
following [18] that denominatorA presents large fluctuations
and is significantly higher than denominatorB, when ex-
pressed as a function ofq in steps of 0.5 MeV/c. In the case
when larger steps ofq are useds2 MeV/cd, denominatorA
remains significantly higher thanB, but displays no more
fluctuations. In Fig. 5(c), the solid squares with error bars
represent denominatorA and the open circles represent de-
nominatorB. These denominators are expressed as functions
of q in 0.5 MeV/c steps. One may see that denominatorA
displays fluctuations marked by the vertical lines 1–5, the
largest being that marked by vertical line 3. One may also
see that denominatorAsqd is significantly higher thanBsqd at
least up toq,11, which is the most interesting range for
Csqd. The ratiosAsqd/Bsqd corresponding to lines 1–5 have
the following values: 1.78, 1.68, 2.0, 1.47, 1.22. One could
see that also denominatorB presents small fluctuations just
as the one marked by line 2, or anomalies as maximum val-
ues or turning points for the other lines. This indicates that
either the large fluctuations present inA or the small anoma-
lies visible in B are the effect of same interaction more fa-
vored by condition(a) than by condition(b). The difference
betweenA andB is due to the fact that in the case ofA, more
correlated background(residual correlation) than in B is
present, because the detectors corresponding toA are in a
more central position of the neutron peak, than the detectors
corresponding toB [18]. In Fig. 5(b) the denominatorsA and
B are represented as a function ofq in steps of 2 MeV/c. One
may see, that while the fluctuations seen in Fig. 5(c) com-
pletely disappear, the large values ofAsqd in comparison
with Bsqd still remain. The ratiosAsqd/Bsqd for the first five
points, are the following: 1.54, 1.66, 1.54, 1.31, 1.12.
Concerning the nature of the peak in Fig. 2, in Ref.[10] it
was shown that it is due mainly to the pre-emission of neu-
tron pairs. The mechanism determining the appearance of
this peak is assumed to be the final staten-n interaction
[6,19,20], producing a strong focusing of the pre-emitted
neutrons. In the absence of this interaction, the halo neutrons
would be distributed according to their internal momentum
inside the11Li nucleus[5], in a 15 times larger forward cone.
It follows that the final staten-n interaction changes the ini-
tial directions ofp momenta. The experimental observation
of residual correlation presented above confirms this view. In
short, one may define the peak of Fig. 2, as ann- correla-
tion peak. By using denominatorA, we obtained a correlation
function corresponding tor0=5 fm close to thats5.3 fmd ob-
ained in Ref.[21]. Here r0 represents the variance of the
Gaussian source assumed in the model of Ref.[20]. The
FIG. 5. (Color online) (c): The denominatorsA (solid squares
with error bars) andB (open circles) are represented as a function of
q, in 0.5 MeV/c steps.(b): The same denominators are represented
as a function ofq, in 2 MeV/c steps. By open down-triangles is
shown the denominator obtained by iterative calculation[17], start-
ing with B and leading to a correlation function corresponding to
r0=3.3±0.8 fm. (a): The denominatorB (open circles) and the
event mixing denominator(crosses) are represented together, in
steps of 0.5 MeV/c.
M. PETRASCUet al. PHYSICAL REVIEW C 69, 011602(R) (2004)
RAPID COMMUNICATIONS
011602-4
n-n separationrnn is a Gaussian distribution of varianceÎ2r0
and rnn
rms=Î6r0. It follows that r0,5 leads tornnrms,13 fm.
This is an inflated value due to residual correlation that pro-
duces an increase of denominatorA. By using denominator
B, we obtained a correlation function corresponding tor0
=4.2 fm, leading tornn
rms=10.2 fm, which is not far from
rnn
rms=8.3 fm predicted by COSMAI model [5]. One has to
point out that the initial denominator obtained in Ref.[17]
corresponds to the samer0=4.2 fm value as in the case of
our denominatorB (see the inset in Fig. 5 for11Li, Ref. [17]).
We have tried to understand why in Ref.[17] the same initial
denominator as in Ref.[21] or in our case(denominatorA)
was not obtained. We have found that in Ref.[21] and in our
case the geometrical conditions of measurements were such
that the angles subtended by one detector were nearly the
same,1.6°. In the case of Ref.[17] this angle was about 1.7
times larger, and therefore a smoothing of residual correla-
tion could take place, so that the correlation function corre-
sponded not tor0=5 fm, but tor0=4.2 fm. A similar smooth-
ing took place in our case for denominatorB by taking a
distribution of detectors not a random one, but a particular
distribution corresponding to the measured sample ofn-n
coincidences. In Ref.[17] an elegant iteration procedure was
worked out for getting the intrinsic correlation function from
the measured one. In this iterative procedure are implied all
the measuredCsqid values with their experimental errors.
Finally the reconstructed correlation function appears with
substantially increased errors in comparison with the initial
one. We have applied this method starting with the correla-
tion function defined byr0=4.2 fm. We have found a stable
solution corresponding tor0=3.3±0.8 fm [22], in good
agreement with the value obtained in Ref.[17] s2.7±0.6 fmd.
In Fig. 5(b) is represented by down-triangles the shape of the
denominator obtained by this calculation.
We consider that at present a challenging task is to try to
distinguish between ther0 predicted by COSMAI and by
COSMAII models[5]. An answer to this question will be an
experiment aiming to determine the intrinsic correlation
function by using 11Li and 11Be halo nuclei. The11Be
nucleus will be an ideal uncorrelated background source,
since it contains only one halo neutron. This experiment
should be done by using a12C instead a Si target. A sharp
cutoff estimation[23] has indicated that then-n correlation
peak will be about two times higher in the case of12C than in
the case of the Si target.
The experimentally observed signatures of residual corre-
lation could be of use in the identification of new halo nuclei
[24].
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