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FREE CONVOLUTION OPERATORS AND FREE HALL TRANSFORM
GUILLAUME CÉBRON
Abstract. We define an extension of the polynomial calculus on a W ∗-probability space by
introducing an algebra C{Xi : i ∈ I} which contains polynomials. This extension allows us
to define transition operators for additive and multiplicative free convolution. It also permits
us to characterize the free Segal-Bargmann transform and the free Hall transform introduced
by Biane, in a manner which is closer to classical definitions. Finally, we use this extension of
polynomial calculus to prove two asymptotic results on random matrices: the convergence for
each fixed time, as N tends to ∞, of the ∗-distribution of the Brownian motion on the linear
group GLN (C) to the ∗-distribution of a free multiplicative circular Brownian motion, and the
convergence of the classical Hall transform on U(N) to the free Hall transform.
Contents
Introduction 2
1. Functional calculus extension 5
1.1. The algebra C{Xi : i ∈ I} 5
1.2. The C{Xi : i ∈ I}-calculus 7
2. Computation of some conditional expectations 9
2.1. Generalities 9
2.2. Free cumulants 9
2.3. Additive transition operators 11
2.4. Free log-cumulants 16
2.5. The graded Hopf algebra Y(k) 18
2.6. Properties of the free log-cumulants 21
2.7. Multiplicative transition operators 23
3. Free Segal-Bargmann and free Hall transform 27
3.1. Semi-circular system and circular system 27
3.2. Free Segal-Bargmann transform 28
3.3. Free stochastic calculus 30
3.4. Free unitary Brownian motion 32
3.5. Free circular multiplicative Brownian motion 34
3.6. Free Hall transform 36
4. Random matrices 41
4.1. Brownian motion on U(N) 41
4.2. Brownian motion on GLN (C) 45
4.3. Hall transform 48
4.4. Large-N limit 50
Appendix. The construction of C{Xi : i ∈ I} 52
References 54
Date: 2013.
E-mail adress: guillaume.cebron@etu.upmc.fr.
1
2 GUILLAUME CÉBRON
Introduction
Conditional expectations. Throughout this paper, (A, τ) will denote aW ∗-probability space,
two random variables A,B ∈ A will be said to be free if the von Neumann algebras generated
by A and B are free, and τ (·|B) will denote the conditional expectation from A to the von
Neumann algebra generated by B (see Section 2.1).
In [7], Biane shows how to compute some conditional expectations in free product of von
Neumann algebras: let us recall Theorem 3.1 of [7], which is in practice accompanied by a
characterization of the Feller Markov kernel involved.
Theorem (Biane [7]). Let (A, τ) be a W ∗-probability space. Let A,B ∈ A be two self-adjoint
random variables which are free. Then there exists a Feller Markov kernel K = k(x, du) on
R× R such that for any Borel bounded function f on R,
τ (f(A+B)|B) = Kf(B)
(where Kf(x) =
∫
R f(u)k(x, du)).
In this theorem, the Feller Markov kernel K depends on both A and B ∈ A. Informally, we
might expect that for any Borel bounded function f on R, there exists an object RAf which
depends only on A such that, for all B ∈ A free from A,
τ (f(A+B)|B) = RAf(B).
Let us summarize how we partly answer this question in Section 2.
We extend the notion of polynomial calculus to a more general calculus. Let A ∈ A. We are
more interested by random variables of the type τ (P1 (A)) · · · τ (Pn (A)) · P0 (A) , with n ∈ N,
and P0, . . . , Pn ∈ C [X], than by random variables of the type P (A) with P ∈ C [X]. One could
object that the random variables are exactly the same. However, the interest resides in the fact
that, for all n ∈ N, P0, . . . , Pn ∈ C [X], the map
A 7→ τ (P1 (A)) · · · τ (Pn (A)) · P0 (A)
cannot be represented by a polynomial calculus nor by a functional calculus, but these sorts of
maps are essential in the following development.
Let us denote by C{X} the vector space generated by the formal vectors
{P0 tr (P1) · · · tr (Pn) : n ∈ N, P0, . . . , Pn ∈ C [X]} .
For P = P0 tr (P1) · · · tr (Pn) ∈ C{X} and A ∈ A, let us denote by P (A) the random variable
P (A) = τ (P1 (A)) · · · τ (Pn (A)) · P0 (A) and we extend this notation to all C{X} by linearity.
We construct the vector space C{X} and the C{X}-calculus more precisely in Section 1. In the
same section, we construct similarly the space C{X,X−1} (which naturally contains the space
of Laurent polynomial C
[
X,X−1
]
) and the C{X,X−1}-calculus. More generally, for any index
set I, we construct the space C{Xi : i ∈ I} and the C{Xi : i ∈ I}-calculus. We are now able to
formulate the following theorem, which is a version of Theorem 2.4 for one variable.
Theorem 1. Let A ∈ A. There exists a linear operator ∆A : C {X} → C {X} such that, for all
polynomials P ∈ C[X], and all B ∈ A free from A, we have
τ (P (A+B) |B) =
(
e∆AP
)
(B) .
Theorem 1 (or Theorem 2.4) has two advantages. Firstly, it deals with arbitrary non-
commutative random variables, and not only with self-adjoint variables. Secondly, it introduces
a transition kernel e∆A which depends only on the variable A with which we convolved.
In [7], Biane established multiplicative versions of his theorem. There is also a multiplicative
version of Theorem 1 in Theorem 2.13. Let us formulate a version for one variable.
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Theorem 2. Let A ∈ A. Then there exists a linear operator DA : C {X} → C {X} such that,
for all polynomials P ∈ C[X], and all B ∈ A free from A, we have
τ (P (AB) |B) =
(
eDAP
)
(B) .
Section 2 is devoted to the proofs of Theorems 2.4 and 2.13, which are multivariate versions
of Theorems 1 and 2.
Free Hall transform. In Section 3, we use and extend Theorems 2.4 and 2.13 to give another
description of the free Segal-Bargmann transform in Theorem 3.1 and of the free Hall transform
in Theorem 3.7. Let us explain the result for the Hall transform.
Classical Hall transform. Let N ∈ N∗. We endow the Lie algebra u(N) of the unitary group
U(N) with the inner product 〈X,Y 〉u(N) = N Tr(X∗Y ), and the Lie algebra glN (C) of the linear
group GLN (C) with the real-valued inner product 〈X,Y 〉glN (C) = NℜTr(X∗Y ) (see Section 4).
These scalar products determine right-invariant Laplace operators ∆U(N) and ∆GLN (C) respec-
tively. The Brownian motion on U(N) is a Markov process (U
(N)
t )t≥0 on U(N), starting at the
identity, and with generator 12∆U(N). For all t ≥ 0, we denote by L2(U
(N)
t ) the Hilbert space{
f
(
U
(N)
t
)
: f is a complex Borel function on U(N) such that E
[∣∣∣f (U (N)t )∣∣∣2] < +∞} .
The Brownian motion on GLN (C) is a Markov process (G
(N)
t )t≥0 on GLN (C), with generator
1
4∆GLN (C), and starting at the identity. Observe that, for convenience, we have taken a definition
of the Brownian motion on GLN (C) which includes an unusual factor of 2 in its generator. In
such a way, the Brownian motion proceeds at "half speed" on GLN (C), just as a standard
complex Brownian motion on C is sometimes defined to be a Markov process with generator
1
4 (∂
2
x + ∂
2
y). For all t ≥ 0, we denote by L2hol(G(N)t ) the Hilbert space{
F
(
G
(N)
t
)
: F is a holomorphic function on GLN (C) such that E
[∣∣∣F (G(N)t )∣∣∣2] < +∞} .
The fact that L2hol(G
(N)
t ) is a Hilbert space is not trivial. It is a part of Hall’s theorem which
may be stated as follows (see [9], [12] and Section 4.3).
Theorem (Hall [12]). Let t > 0. Let f be a Borel function on U(N) such that f(U
(N)
t ) ∈
L2(U
(N)
t ). The function e
t
2
∆U(N)f has an analytic continuation to a holomorphic function on
GLN (C), also denoted by e
t
2
∆U(N)f . Moreover, (e
t
2
∆U(N)f)(G
(N)
t ) ∈ L2hol(G(N)t ) and the linear
map
Bt : f
(
U
(N)
t
)
7→
(
e
t
2
∆U(N)f
)(
G
(N)
t
)
is an isomorphism of Hilbert spaces between L2(U
(N)
t ) and L
2
hol(G
(N)
t ). In particular, for all
bounded Borel function f , we have Bt(f(U
(N)
t )) = F (G
(N)
t ), where F is the analytic continuation
of U 7→ E
[
f
(
U
(N)
t U
)]
to all GLN (C).
The transform Bt is referred to as the Segal-Bargmann transform, the Segal-Bargmann-Hall
transform, or the Hall transform. We choose to use the third name. It should be remarked that
this formulation of Hall’s theorem is quite different (but equivalent) from the original one: the
point of view from which it is considered is a probabilistic one. Indeed, we identify the space of
square integrable Borel functions with respect to the law of U
(N)
t with L
2(U
(N)
t ), and the space
of square integrable holomorphic functions with respect to the law of G
(N)
t with L
2
hol(G
(N)
t ).
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This identification between random variables and their functional representations is described
in Section 4.3.2.
Free Hall transform. Let (A, τ) be a W ∗-probability space. Let (Ut)t≥0 be a free unitary Brow-
nian motion, and let (Gt)t≥0 be a free circular multiplicative Brownian motion (see [6], or
Section 3.3). Let t ≥ 0. We denote by L2(Ut, τ) the Hilbert completion of the *-algebra gen-
erated by Ut and U
−1
t for the norm ‖ · ‖2 : A 7→ τ (A∗A)1/2, and by L2hol(Gt, τ) the Hilbert
completion of the algebra generated by Gt and G
−1
t for the same norm ‖ · ‖2.
In [6], Biane defined the free Hall transform. This definition is based on a restriction of the
free Segal-Bargmann transform in infinite dimensions, as Gross and Malliavin did in the classical
case in [11]. In Theorem 3, a simplified version of Theorem 3.7, we give a description of the free
Hall transform that is more direct and very close to the classical description thanks to the space
C{X,X−1} (see Section 3.6 for more details about those two theorems).
Theorem (Biane [6]). Let t > 0. There exists a linear transform Gt of the space of Laurent
polynomials C
[
X,X−1
]
such that Ft : P
(
Ut
)
7→ Gt(P )
(
Gt
)
is an isometric map which extends
to a Hilbert space isomorphism Ft between L2(Ut, τ) and L2hol(Gt, τ).
Theorem 3. Let t > 0. For all P ∈ C [X], Ft(P (Ut)) = (eDUtP )(Gt), where DUt is given in
Theorem 2. Moreover, if (Ut)t≥0 and (Gt)t≥0 are free, for all P ∈ C{X,X−1},
Ft
(
P (Ut)
)
= τ
(
P (UtGt)
∣∣∣Gt).
Random matrices. Section 4 contains an application of our formalism and of our previous
results to random matrices. The two main results are summarized in Theorem 4: the large-N
limit for each fixed time of the noncommutative distribution of the Brownian motion (G
(N)
t )t≥0
on GLN (C), and the large-N limit of the Hall transform for U(N). It should be mentioned
that, at the same time as the author, Kemp has studied the first question in [15] and [16], and
Driver, Hall and Kemp have studied the second question in [10]. While the approaches are quite
similar, they do not entirely overlap.
In [6], Biane suggests boosting Bt to Bt ⊗ IdMN (C) with the aim of studying the action of
Bt ⊗ IdMN (C) on random variables given by the functional calculus for matrices. Let us explain
how the space C{X,X−1} allows us to better understand the action of Bt⊗IdMN (C) on variables
given by the polynomial calculus. For all N ∈ N∗, we endow MN (C) with the inner product
〈X,Y 〉MN (C) = 1N Tr(X∗Y ). Let us identify the space{
f
(
U
(N)
t
)
: f is a Borel function from U(N) to MN (C) such that E
[∥∥∥f (U (N)t )∥∥∥2
MN (C)
]
< +∞
}
with L2(U
(N)
t )⊗MN (C) and the space{
F
(
G
(N)
t
)
: F is a holomorphic function from GLN (C) to MN (C)
such that E
[∥∥∥F (G(N)t )∥∥∥2MN (C)
]
< +∞
}
with L2hol(G
(N)
t ) ⊗MN (C). For all t > 0 and N ∈ N∗, we denote by B(N)t the Hilbert space
isomorphism Bt ⊗ IdMN (C) from L2(U (N)t )⊗MN (C) into L2hol(G(N)t )⊗MN (C).
Unfortunately, the space of random variables {P (U (N)t )}P∈C[X,X−1] is not transformed by B(N)t
into the space {P (G(N)t )}P∈C[X,X−1]. The C{X,X−1}-calculus offers us larger spaces which are
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stable under B
(N)
t . Indeed, the space of random variables {P (U (N)t )}P∈C{X,X−1} is transformed
by B
(N)
t into the space of random variables {P (G(N)t )}P∈C{X,X−1} (Proposition 4.5).
The use of the C{X,X−1}-calculus also allows us to study the limit in large dimension.
It is already known that the free unitary Brownian motion is the limit in distribution of the
Brownian motion on U(N) (see [5], [18], [24] and [25]), which is the first item of the following
theorem. For the two other items, see Theorem 4.6 and Theorem 4.7. As mentioned above, the
concurrent papers [10] and [15, 16] address respectively the third item and the second item with
complementary techniques and points of view.
Theorem 4. Let t ≥ 0.
(1) For all n ∈ N, and all Laurent polynomials P0, . . . , Pn ∈ C[X,X−1], we have
lim
N→∞
E
[
tr
(
P0
(
U
(N)
t
))
· · · tr
(
Pn
(
U
(N)
t
))]
= τ (P0 (Ut)) · · · τ (Pn (Ut)) .
(2) For all n ∈ N, and all polynomials P0, . . . , Pn ∈ C〈X,X∗,X−1,X∗−1〉, we have
lim
N→∞
E
[
tr
(
P0
(
G
(N)
t
))
· · · tr
(
Pn
(
G
(N)
t
))]
= τ (P0 (Gt)) · · · τ (Pn (Gt)) .
(3) For all Laurent polynomial P ∈ C[X,X−1], and t > 0, as N →∞, we have∥∥∥B(N)t (P (U (N)t ) )− Gt(P )(G(N)t )∥∥∥2
L2
hol
(G(N)t )⊗MN (C)
= O(1/N2).
In fact, the second item can be strengthened to the convergence of the full process (G
(N)
t )t≥0 to
(Gt)t≥0 (i.e. the convergence of all finite dimensional distributions). Indeed, since the increments
of (Gt)t≥0 are free, it remains to prove that the increments (G
(N)
t )t≥0 are asymptotically free,
which is a consequence of the Ad(U(N))-invariance of the law of each increment of (G
(N)
t )t≥0.
A complete proof is present in [16].
1. Functional calculus extension
In this section, we define the algebra C{Xi : i ∈ I}. We denote by C 〈Xi : i ∈ I〉 the space
of polynomials in the non commuting indeterminates (Xi)i∈I . The algebra C{Xi : i ∈ I} is an
extension of the algebra C 〈Xi : i ∈ I〉. Intuitively, C{Xi : i ∈ I} is the free algebra generated
by I indeterminates (Xi)i∈I and an indeterminate center-valued expectation tr.
We also define a C{Xi : i ∈ I}-calculus which extends the polynomial calculus, but which
depends also on the data of another center-valued trace τ . This algebra C{Xi : i ∈ I} and its
functional calculus is the basis of all others sections.
1.1. The algebra C{Xi : i ∈ I}. The algebra C{Xi : i ∈ I} will be defined by a universal
property, which allows us to forget about its construction and to focus on its properties.
We present first the universal property and its immediate consequences before introducing
the algebra C{Xi : i ∈ I} as its unique solution.
1.1.1. Universal property. Let A be a unital complex algebra. The center of A is the unital
complex algebra ZA formed by elements of A which commute with all the elements in A. The
algebra A is then a ZA-module. A center-valued expectation τ is a linear function from A to
ZA such that
(1) for all A,B ∈ A, we have τ(τ(A)B) = τ(A)τ(B);
(2) τ(1A) = 1A.
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Let us remark that the restriction for τ to be a morphism of ZA-modules is not required, since
it is not needed in this paper.
Universal property 1.1. Let I be an arbitrary index set. Let X be an algebra endowed with a
center-valued expectation tr, and with I specified elements (Xi)i∈I . The triplet
(X , tr, (Xi)i∈I)
possesses the universal property 1.1 for index set I if for all algebras A endowed with a center-
valued expectation τ , and with I elements (Ai)i∈I , there exists a unique algebra homomorphism
f from X to A such that
(1) for all i ∈ I, we have f(Xi) = Ai;
(2) for all X ∈ X , we have τ(f(X)) = f(tr(X)).
Such a homomorphism will be called an I-adapted homomorphism from
(X , tr, (Xi)i∈I) to(A, τ, (Ai)i∈I), or more simply from X to A. If an I-adapted homomorphism is bijective, we
will call it an I-adapted isomorphism.
The nature of the universal property 1.1 induces some properties on its solutions summed up
in the following proposition.
Proposition 1.2. Let I be an arbitrary index set, and let
(X , tr, (Xi)i∈I) possess the universal
property 1.1 for I.
(1) The I-adapted isomorphim idX is the unique I-adapted algebra automorphism on X .
(2)
(X , tr, (Xi)i∈I) is unique in the following sense: if (Y, t˜r, (Yi)i∈I) also possesses the
universal property 1.1 for I, there exists a unique I-adapted isomorphism from X to Y.
(3) There exists a unique algebra homomorphism f , which is injective, from C 〈Yi : i ∈ I〉 to
X such that f(Yi) = Xi for all i ∈ I.
Thus, if I is an arbitrary index set, and
(X , tr, (Xi)i∈I) possesses the universal property 1.1
for I, we will always see C 〈Xi : i ∈ I〉 as a subalgebra of X .
Proof. The first assertion is immediate.
Let
(
Y, t˜r, (Yi)i∈I
)
also possess the universal property 1.1 for I. There exists a unique I-
adapted homomorphism f from X to Y and an I-adapted homomorphism g from Y to X . Then
g ◦ f is an I-adapted homomorphism from X to X , and consequently, g ◦ f = idX . Similarly,
f ◦ g = idY , and therefore, f is an I-adapted isomorphism from X to Y.
For the third assertion, we endow C 〈Yi : i ∈ I〉 with the center-valued expectation τ such that
τ(M) = 1 for all monomials M ∈ C 〈Yi : i ∈ I〉. There exists a unique algebra homomorphism
f from C 〈Yi : i ∈ I〉 to X such that f(Yi) = Xi for all i ∈ I. There exists an I-adapted homo-
morphism g from X to C 〈Yi : i ∈ I〉. Finally, g ◦ f is an algebra automorphism on C 〈Yi : i ∈ I〉
such that g ◦ f(Yi) = Yi for all i ∈ I, and thus it is equal to idC〈Yi:i∈I〉. We deduce that f is
injective. 
1.1.2. Definition. We now state an existence result in the following proposition.
Proposition-Definition 1.3. Let I be an arbitrary index set. There exists an object satisfying
the universal property 1.1 for I. This unique (up to an I-adapted isomorphism) object will be
denoted by
(
C{Xi : i ∈ I}, tr, (Xi)i∈I
)
. Furthermore,
{M0 trM1 · · · trMn : n ∈ N,M0, . . . ,Mn are monomials of C 〈Xi : i ∈ I〉}
is a basis of C{Xi : i ∈ I}, called the canonical basis.
Let us recall that C 〈Xi : i ∈ I〉 is viewed as a subalgebra of C{Xi : i ∈ I}. Thus, the set
{M0 trM1 · · · trMn : n ∈ N,M0, . . .Mn, are monomials of C 〈Xi : i ∈ I〉}
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is unambiguously defined in C{Xi : i ∈ I}. Furthermore, an I-adapted isomorphism does not
modify the definition of this set. Thus, Proposition-Definition 1.3 tells us that this set forms
a basis in one particular realization and consequently, forms a basis in any realization of the
universal property 1.1.
Proof. We will present a construction of
(
C{Xi : i ∈ I}, tr, (Xi)i∈I
)
in the appendix, which sat-
isfies the characterization of the canonical basis, and a proof of its universal property. 
Proposition 1.4. Let J ⊂ I be two arbitrary index sets. There exists a unique J-adapted
morphism, which is injective, from
(
C{Xi : i ∈ J}, tr, (Xi)i∈J
)
to
(
C{Xi : i ∈ I}, tr, (Xi)i∈J
)
.
If J ⊂ I are two arbitrary index sets, we will always see C{Xi : i ∈ J} as a subalgebra of
C{Xi : i ∈ I}.
Proof. Let (Yi)i∈I be elements of C{Xi : i ∈ J} such that Yi = Xi for all i ∈ J (one can set
Yi = 1C{Xi:i∈J} for i /∈ J).
There exists a unique J-adapted morphism f from C{Xi : i ∈ J} to C{Xi : i ∈ I}. There ex-
ists an I-adapted homomorphism g from
(
C{Xi : i ∈ I}, tr, (Xi)i∈I
)
to
(
C{Xi : i ∈ J}, tr, (Yi)i∈I
)
.
Finally, g◦f is a J-adapted automorphism on C{Xi : i ∈ J}, and thus g◦f is equal to idC{Xi:i∈J}.
We deduce that f is injective.

1.1.3. Degrees. Let us define a notion of degree on C{Xi : i ∈ I}.
Let n ∈ N, and M0, . . . ,Mn ∈ C 〈Xi : i ∈ I〉 be monomials whose degrees are respectively
k0, . . . , kn ∈ N. The degree of M0 tr (M1) · · · tr (Mn) is defined to be k0 + . . . + kn. For all
P ∈ C{Xi : i ∈ I}, the degree of P is defined to be the maximal degree of the elements of its
decomposition in the canonical basis.
For d ∈ N, we denote by Cd{Xi : i ∈ I} the subspace of C{Xi : i ∈ I} whose elements have
degrees less than d. We have C{Xi : i ∈ I} = ∪∞d=0Cd{Xi : i ∈ I}. If I is finite, each space
Cd{Xi : i ∈ I} is a finite-dimensional space. In particular, the space C{Xi : i ∈ I} is the union
of finite-dimensional spaces:
C{Xi : i ∈ I} =
⋃
d∈N
J⊂I, J finite
Cd{Xi : i ∈ J}.
1.1.4. Another product. Let us define on C{Xi : i ∈ I} a second product which is bilinear and
associative.
For all P,Q ∈ C{Xi : i ∈ I}, the product P ·trQ is defined by P ·trQ = P trQ. The bilinearity
is due to the linearity of tr and the associativity is simply due to the fact that, for all P,Q and
R ∈ C 〈Xi : i ∈ I〉, we have
P ·tr (Q ·tr R) = P tr(Q tr(R)) = P trQ trR = (P trQ) trR = (P ·tr Q) ·tr R.
Thus, (C{Xi : i ∈ I}, ·tr) is a unital complex algebra. Moreover, this algebra is generated by the
monomials of C 〈Xi : i ∈ I〉. Indeed, for all n ∈ N, P0, . . . , Pn ∈ C{Xi : i ∈ I}, we have
P0 trP1 · · · trPn = P0 ·tr P1 ·tr · · · ·tr Pn.
1.2. The C{Xi : i ∈ I}-calculus. Let A be a unital complex algebra, and τ be a linear
functional on A such that τ (1A) = 1.
We define a C{Xi : i ∈ I}-calculus on (A, τ) in this way. Let A = (Ai)i∈I be a family
of elements in A. Viewing C as contained in A as C · 1A, the algebra A is endowed with a
center-valued expectation τ , and with I elements (Ai)i∈I . Thus, there exists a unique algebra
homomorphism f from C{Xi : i ∈ I} to A such that
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(1) for all i ∈ I, we have f(Xi) = Ai;
(2) for all X ∈ C{Xi : i ∈ I}, we have τ(f(X)) = f(tr(X)).
For P ∈ C{Xi : i ∈ I}, we say that f(P ) is the element of A obtained by substitution of (Ai)i∈I
for the indeterminates (Xi)i∈I and the substitution of τ for tr in P , and we denote this element
by P (Ai : i ∈ I) = f(P ). Thus, the map P 7→ P (Ai : i ∈ I) is the unique algebra homomorphism
from (C{Xi : i ∈ I}, ·) to A such that
(1) for all j ∈ I, we have Xj(Ai : i ∈ I) = Aj ;
(2) for all P ∈ C{Xi : i ∈ I}, we have τ(P (Ai : i ∈ I)) = (trP )(Ai : i ∈ I).
1.2.1. The algebra C{Xi,X∗i : i ∈ I}. From an arbitrary index set I, we construct the index set
I˜ = I ∪ (I × {∗}). For all i ∈ I, the element X(i,∗) ∈ C{Xi : i ∈ I˜} will be denoted by X∗i , and
the algebra C{Xi : i ∈ I˜} will be denoted C{Xi,X∗i : i ∈ I}. We define a *-algebra structure on
C{Xi,X∗i : i ∈ I} with the involution * given naturally by taking for all i ∈ I, (Xi)∗ = X∗i , and
for all P ∈ C{Xi,X∗i : i ∈ I}, (trP )∗ = tr(P ∗).
Let A be a unital complex *-algebra, and τ be a linear functional on A such that τ (1A) = 1.
Let us define a C{Xi,X∗i : i ∈ I}-calculus on (A, τ) in this way. Let (Ai)i∈I ∈ AI . For all i ∈ I,
set A(i,∗) = A∗i . For P ∈ C{Xi,X∗i : i ∈ I}, let us denote P (Ai : i ∈ I˜) by P (Ai : i ∈ I). Thus,
the map P 7→ P (Ai : i ∈ I) is a *-algebra homomorphism from (C{Xi,X∗i : i ∈ I}, ·) to A.
1.2.2. The algebra C{Xi,X∗i ,X−1i ,X∗i −1 : i ∈ I}. Similarly, from an arbitrary index set I, we
construct the index set I˜ = I ∪ (I × {∗}) ∪ (I × {−1}) ∪ (I × {−∗}). For all i ∈ I, the element
X(i,∗) ∈ C{Xi : i ∈ I˜} will be denoted by X∗i , the element X(i,−1) ∈ C{Xi : i ∈ I˜} will be
denoted by X−1i , and the element X(i,−∗) ∈ C{Xi : i ∈ I˜} will be denoted by X∗i −1. Finally, the
algebra C{Xi : i ∈ I˜} will be denoted by C{Xi,X∗i ,X−1i ,X∗i −1 : i ∈ I}. We define a *-algebra
structure on C{Xi,X∗i ,X−1i ,X∗i −1 : i ∈ I} with the involution * given naturally by taking for
all i ∈ I, (Xi)∗ = X∗i and (X−1i )∗ = X∗i −1, and for all P ∈ C{Xi,X∗i ,X−1i ,X∗i −1 : i ∈ I},
(trP )∗ = tr(P ∗).
Let A be a unital complex *-algebra, and τ be a linear functional on A such that τ (1A) = 1.
Let P ∈ C{Xi,X∗i ,X−1i ,X∗i −1 : i ∈ I}, and (Ai)i∈I ∈ AI be a family of invertible elements.
For all i ∈ I, set A(i,∗) = A∗i , A(i,−1) = A−1i and A(i,−∗) = A∗i−1. For P ∈ C{Xi,X∗i : i ∈ I},
let us abuse notation slightly and denote P (Ai : i ∈ I˜) also by P (Ai : i ∈ I), as this should
cause no confusion. Thus, the map P 7→ P (Ai : i ∈ I) is a *-algebra homomorphism from
C{Xi,X∗i ,X−1i ,X∗i −1 : i ∈ I} to A.
1.2.3. Factorization by the distribution. There exists a useful factorization of the C{Xi : i ∈ I}-
calculus by the C 〈Xi : i ∈ I〉-calculus. Let us explain how it works.
Let A be a unital complex algebra, and τ be a linear functional on A such that τ (1A) = 1
and τ ≥ 0 (i.e. τ(aa∗) ≥ 0 for all a ∈ A). Such a space is called a non-commutative probability
space. Elements of A are called (non-commutative) random variables. Let A = (Ai)i∈I be a
family of non-commutative variables of A. The map
µA : C 〈Xi : i ∈ I〉 → C
P 7→ τ(P (A))
will be called the distribution of A. The algebra C 〈Xi : i ∈ I〉 is then endowed with a center-
valued expectation µA, and with I specified elements (Xi)i∈I . Thus, there exists a unique
algebra homomorphism f from C{Xi : i ∈ I} to C 〈Xi : i ∈ I〉 such that
(1) for all i ∈ I, we have f(Xi) = Xi;
(2) for all X ∈ C{Xi : i ∈ I}, we have µA(f(X)) = f(tr(X)).
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For P ∈ C{Xi : i ∈ I}, we say that f(P ) is the element of C 〈Xi : i ∈ I〉 obtained by substitution
of µA for tr in P , and we denote this element by P |A.
However, we can now use polynomial calculus, by substitution of (Ai)i∈I for (Xi)i∈I in P |A.
Because the homomorphism from C{Xi : i ∈ I} to A given by P 7→ P |A (A) is an I-adapted
homomorphism, we have that P |
A
(A) = P (A) using the universal property of C{Xi : i ∈ I}.
2. Computation of some conditional expectations
In this section, we show the existence of operators on C{Xi : i ∈ I} which play the role of
transition kernels in the context of free convolution. The first result, Theorem 2.4, deals with
additive free convolution whereas the second one, Theorem 2.13, deals with multiplicative free
convolution. Despite the analogy of the two theorems, the proofs are completely different. This
is to be expected, since the non-commutativity means that the direct connection ex+y = ex · ey
between addition and multiplication is lost.
2.1. Generalities.
2.1.1. W ∗-probability spaces. Let (A, τ) be a non-commutative probability space such that A is
a von Neumann algebra, and τ is a faithful normal tracial state. That is to say τ is a linear
functional such that τ(1A) = 1, and
(1) for all A ∈ A, if A ≥ 0, then τ(A) ≥ 0 (positivity),
(2) for all A,B ∈ A, τ(AB) = τ(BA) (traciality),
(3) τ is continuous for the ultraweak topology (normality),
(4) for all A ∈ A, if τ(A∗A) = 0, then A = 0 (faithfulness).
We call (A, τ) a W ∗-probability space. For all A = (Ai)i∈I ∈ AI , we denote by W ∗(A) the von
Neumann subalgebra of A generated by (Ai)i∈I .
2.1.2. Freeness. Let I be a set of indices. For all i ∈ I, let Bi be a von Neumann subalgebra of
A. These algebras are called free if, for all n ∈ N, and all indices i1 6= i2 6= . . . 6= in, whenever
Aj ∈ Bij and τ(Aj) = 0 for all 1 ≤ j ≤ n, we have τ(A1 · · ·An) = 0.
For all (Ai)i∈I ∈ AI , we say that the elements Ai are free for i ∈ I if the algebras W ∗(Ai) are
free for i ∈ I. For example, the operators 1A and 0A are free from all A ∈ A.
2.1.3. Conditional expectation. If B ⊂ A is a von Neumann subalgebra, there exists a unique
conditional expectation from A to B with respect to τ , which we denote by τ (.|B). This map is a
weakly continuous, completely positive, identity preserving, contraction, and it is characterized
by the property that, for any A ∈ A and B ∈ B, τ(AB) = τ(τ(A|B)B) (see e.g. [1] and [30]).
For any index set I, and A = (Ai)i∈I ∈ AI , we denote by τ (·|A) the conditional expectation
τ(·|W ∗(A)).
2.2. Free cumulants. This section contains a succinct presentation of the theory of the free
cumulants due to Speicher (see e.g. [22], [26], [27] and [28]).
2.2.1. Non-crossing partitions. Let S be a totally ordered set. A partition of the set S is said
to have a crossing if there exist i, j, k, l ∈ S, with i < j < k < l, such that i and k belong to
some block of the partition and j and l belong to another block. If a partition has no crossings,
it is called non-crossing. The set of all non-crossing partitions of S is denoted by NC(S). It
is a lattice with respect to the fineness relation defined as follows: for all π1 and π2 ∈ NC(S),
π1  π2 if every block of π1 is contained in a block of π2.
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Let n ∈ N. When S = {1, . . . , n}, with its natural order, we will use the notation NC(n).
This set has been first considered by Kreweras in [17]. We denote by 0n and 1n respectively the
minimal element {{1}, . . . , {n}} of NC(n), and the maximal element {{1, . . . , n}} of NC(n).
2.2.2. Free cumulants. For all n ∈ N, S ⊂ {1, . . . , n}, π ∈ NC(S), and A1, . . . , An ∈ A, set
τ [π] (A1, . . . , An) =
∏
V ∈π
τ (AV )
where AV = Aj1 · · ·Ajk if V = {j1, ..., jk} is a block of the partition π, with j1 < j2 < . . . < jk.
This way, τ [π] is a n-linear form on A.
We use now the theory of Möbius inversion on lattices (see e.g. [29]). We denote by µ the
Möbius function of the poset (NC(n),), which is defined on
{(σ, π) : σ  π} ⊂ NC(n)×NC(n).
For all n ∈ N, and A1, . . . , An ∈ A, the free cumulant κ (A1, . . . , An) is defined by
κ (A1, . . . , An) =
∑
π∈NC(n)
µ(π, 1n)τ [π] (A1, . . . , An) .
If A1 = · · · = An = A, we call κ (A1, . . . , An) the free cumulant of order n of A, and we denote
it by κn (A). For all n ∈ N, S ⊂ {1, . . . , n}, π ∈ NC(S), and A1, . . . , An ∈ A, set
κ [π] (A1, . . . , An) =
∏
V ∈π
κ (AV )
whereAV = (Aj1 , . . . , Ajk) if V = {j1, ..., jk} is a block of the partition π, with j1 < j2 < . . . < jk.
Similarly to τ , κ [π] is a n-linear form on A. If A1 = · · · = An = A, we denote κ [π] (A1, . . . , An)
by κ [π] (A).
For all n ∈ N, S ⊂ {1, . . . , n}, π ∈ NC(S), and A1, . . . , An ∈ A, we have (by the definition of
the Möbius functions) the following relations
τ [π] (A1, . . . , An) =
∑
σ∈NC(S)
σπ
κ [σ] (A1, . . . , An) ,(2.1)
κ [π] (A1, . . . , An) =
∑
σ∈NC(S)
σπ
µ(σ, π)τ [σ] (A1, . . . , An) .(2.2)
The importance of the free cumulants is in large part due to the following characterization of
freeness.
Proposition 2.1. Let (Bi)i∈I be subalgebras of A. They are free if and only if their mixed
cumulants vanish. That is to say: for all n ∈ N∗, all i1, . . . , in ∈ I and all A1, . . . , An ∈ A such
that Aj belongs to some Bij for all 1 ≤ j ≤ n, whenever there exists some j and j′ with ij 6= ij′,
we have κ(A1, . . . , An) = 0.
By linearity, this property has the following consequence for the computation of cumulants.
Corollary 2.2. For all A1, . . . , An ∈ A free from B1, . . . , Bn ∈ A, we have
κ(A1 +B1, . . . , An +Bn) = κ(A1, . . . , An) + κ(B1, . . . , Bn).
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2.2.3. Semi-circular variables. Let t ≥ 0. A non-commutative random variable St is called semi-
circular of variance t if St is self-adjoint and the free cumulants of St are κ1(St) = 0, κ2(St) = t
and κn(St) = 0 for all n > 2.
The distribution of St is given by (2.1): for all n ∈ N∗, we have τ(Snt ) =
∑
π∈NC(n) κ[π](St).
The terms in the sum which are nonzero correspond to the non-crossing partitions composed of
pairs of elements. For all n ∈ N∗, we denote by NC2(n) the subset of NC(n) of non-crossing
partitions composed of pairs of elements. The cardinality of NC2(2n) is called the n-th Catalan
number, and is denoted by Cn. Thus, for all n ∈ N∗, we have τ(S2nt ) =
∑
π∈NC2(2n) t
n = tnCn,
and τ(S2n−1t ) = 0.
2.3. Additive transition operators. Let I be an arbitrary index set. Let A = (Ai)i∈I ∈ AI .
Let us define a derivation ∆A associated to A on (C{Xi : i ∈ I}, ·tr) in the following way. For
all n ∈ N and i(1), . . . , i(n) ∈ I, we set
∆A
(
Xi(1) · · ·Xi(n)
)
=
∑
1≤m≤n
1≤k1<...<km≤n
κ
(
Ai(k1), . . . , Ai(km)
)
Xi(1) · · ·Xi(k1−1)
· tr
(
Xi(k1+1) · · ·Xi(k2−1)
)
· tr
(
Xi(k2+1) · · ·Xi(k3−1)
)
· · ·
· tr
(
Xi(km−1+1) · · ·Xi(km−1)
)
·Xi(km+1) · · ·Xi(n)
and we extend ∆A to all C{Xi : i ∈ I} by linearity and by the relation of derivation
∀P,Q ∈ C{Xi : i ∈ I}, ∆A (P trQ) = (∆AP ) trQ+ P tr (∆AQ) .
Proposition 2.3. Let A = (Ai)i∈I and B = (Bi)i∈I ∈ AI be two families of elements of A.
Then ∆A and ∆B commute. Moreover, if A and B are free, we have ∆A+B = ∆A +∆B.
Proof. We recall that, from Section 1.1.4, the monomials of C 〈Xi : i ∈ I〉 generate the algebra
(C{Xi : i ∈ I}, ·tr). Let M be a monomial of C 〈Xi : i ∈ I〉. Let n ∈ N and i(1), . . . , i(n) ∈ I
such that M = Xi(1) · · ·Xi(n). For all 1 ≤ k < l ≤ n, we will denote by trk,l the element
tr(Xi(k+1) · · ·Xi(l−1)). Since ∆B is a derivation for ·tr, we have
∆B
(
∆A
(
Xi(1) · · ·Xi(n)
))
=
∑
1≤m≤n
1≤k1<...<km≤n
κ
(
Ai(k1), . . . , Ai(km)
)
· trk1,k2 · · · trkm−1,km
·∆B
(
Xi(1) · · ·Xi(k1−1)Xi(km+1) · · ·Xi(n)
)
+
∑
1≤m≤n
1≤k1<...<km≤n
1≤p≤m−1
κ
(
Ai(k1), . . . , Ai(km)
)
Xi(1) · · ·Xi(k1−1)
· trk1,k2 · · ·∆B(trkp,kp+1) · · · trkm−1,km
·Xi(km+1) · · ·Xi(n).
Let us fix 1 ≤ m ≤ n and 1 ≤ k1 < . . . < km ≤ n in the first sum above and compute the
corresponding term of the sum:
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κ
(
Ai(k1), . . . , Ai(km)
)
·
( ∑
1≤m′≤n
1≤l1<...<lm′<k1
κ
(
Bi(l1), . . . , Bi(lm′ )
)
Xi(1) · · ·Xi(l1−1)
· trl1,l2 · · · trlm′−1,lm′ ·Xi(lm′+1) · · ·Xi(k1−1)
· trk1,k2 · · · trkm−1,km ·Xi(km+1) · · ·Xi(n)
+
∑
1≤m′≤n
km<l1<...<lm′≤n
κ
(
Bi(l1), . . . , Bi(lm′ )
)
Xi(1) · · ·Xi(k1−1)
· trk1,k2 · · · trkm−1,km ·Xi(km+1) · · ·Xi(l1−1)
· trl1,l2 · · · trlm′−1,lm′ ·Xi(lm′+1) · · ·Xi(n)
+
∑
1≤m′≤n
1≤q≤m′−1
1≤l1<...lq<k1
km<lq+1<...<lm′≤n
κ
(
Bi(l1), . . . , Bi(lm′ )
)
Xi(1) · · ·Xi(l1−1)
· trl1,l2 · · · trlq−1,lq · trk1,k2 · · · trkm−1,km
· tr
(
Xi(lq+1) · · ·Xi(k1−1)Xi(km+1) · · ·Xi(lq+1−1)
)
· trlq+1,lq+2 · · · trlm′−1,lm′ ·Xi(lm′+1) · · ·Xi(n)
)
.
When summing over the indices 1 ≤ k1 < . . . < km ≤ n, the elements A and B play symmetric
roles in the two first sums, while the last sum gives us the term∑
1≤m′≤n
1≤l1<...<lm′≤n
1≤q≤m′−1
κ
(
Bi(k1), . . . , Bi(km)
)
Xi(1) · · ·Xi(l1−1)
· trl1,l2 · · ·∆A(trlq,lq+1) · · · trlm′−1,lm′
·Xi(lm′+1) · · ·Xi(n)
which is exactly the term needed to achieve the symmetry of the roles of A and B in ∆B∆A(M).
Thus, ∆A∆B(M) = ∆B∆A(M) for all monomials of C〈Xi : i ∈ I〉, and the commutativity is
extended by recurence on all C{Xi : i ∈ I} because they are both derivations. Indeed, for all
P,Q ∈ C{Xi : i ∈ I},
∆A∆B (P trQ) = (∆A∆BP ) tr (Q) + P tr (∆A∆BQ) + (∆AP ) tr (∆BQ) + (∆BP ) tr (∆AQ) .
If A and B are free, we have from Corollary 2.2 that ∆A+BM = (∆A + ∆B)M for all
monomials M of C〈Xi : i ∈ I〉, and since ∆A+B and ∆A + ∆B are both derivations, they are
equal on C{Xi : i ∈ I}. 
Let A = (Ai)i∈I ∈ AI . The operator ∆A makes the degree strictly decrease. Thus, the
operator e∆A on C{Xi : i ∈ I} is defined by the formal series
∑∞
k=0
1
k!∆
k
A
. For all P ∈ Cd{Xi :
i ∈ I}, e∆AP is the finite sum ∑dk=0 1k!∆kAP . The operator ∆A is a derivation, and we therefore
have the Leibniz formula
∀k ∈ N,∀P,Q ∈ C{Xi : i ∈ I}, (∆A)k (P trQ) =
k∑
l=0
(
k
l
)(
∆lAP
)
tr
(
∆k−l
A
Q
)
,
from which we deduce, using the standard power series argument, that the operator e∆A is
multiplicative in the following sense:
∀P,Q ∈ C{Xi : i ∈ I}, e∆A (P trQ) =
(
e∆AP
)
tr
(
e∆AQ
)
.
Theorem 2.4. Let I be an arbitrary index set. Let A = (Ai)i∈I ∈ AI . For all P ∈ C{Xi : i ∈
I}, and all B = (Bi)i∈I ∈ AI free from (Ai)i∈I , we have
τ (P (A+B)|B) = (e∆AP ) (B) .
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In particular, for all P ∈ C{Xi : i ∈ I}, we have
τ (P (A)) = (e∆AP ) (0) .
Example. Let t ≥ 0. Let St be a semi-circular random variable of variance t. For all B ∈ A
free from St, let us compute τ((St +B)
3|B). We have ∆StX3 = 2tX + t tr(X) and (∆St)2X3 =
∆St(2tX + t tr(X)) = 0. Thus, e
∆St (X3) = X3 + ∆StX
3 + 0 = X3 + 2tX + t tr(X). Using
Theorem 2.13, we have, for all B ∈ A free from St,
τ
(
(St +B)
3 |B
)
= B3 + 2tB + tτ(B).
Proof of Theorem 2.4. One could prove Theorem 2.4 directly but it would be very combinatorial
and we prefer to present here a more dynamical proof where the combinatorics only appear
infinitesimally. We shall prove first a dynamical lemma and a weaker version of Theorem 2.4
before proving the theorem in all generality.
Let us first prove Lemma 2.5, which will be useful in the rest of the paper.
Lemma 2.5. Let J be a finite index set and d ∈ N. Let L be a linear operator on Cd{Xi : i ∈ J}
and (φt)t≥0 be linear functionals on Cd{Xi : i ∈ J}. Let us assume that, for all P ∈ Cd{Xi : i ∈
J}, t 7→ φt(P ) is differentiable on [0,∞), and for all t ≥ 0,
d
dt
φt(P ) = φt(LP ).
If there exists A = (Ai)i∈J ∈ AI such that φ0(P ) = P (A), then for all t ≥ 0 and all P ∈
Cd{Xi : i ∈ J}, we have
φt(P ) = e
tLP (A) .
Proof. Let us fix a finite basis {Pb : b ∈ B} of Cd{Xi : i ∈ J}. For all P ∈ Cd{Xi : i ∈ J}, let us
denote by (αb(P ))b∈B the coefficients of P in the basis {Pb : b ∈ B}. We claim that the functions
(t 7→ φt(Pb))b∈B and (t 7→ etLPb(A))b∈B are both the unique solution to the multidimensional
differential equation 
yb(0) = Pb (A) ,
y′b =
∑
c∈B
αc (LPb) · yc,∀b ∈ B.
Indeed, let b ∈ B. We have
d
dt
etLPb (A) = e
tLLPb (A) =
∑
c∈B
αc (LPb) · etLPc (A)
and
d
dt
φt(Pb) = φt(LPb) =
∑
c∈B
αc (LPb) · φt(Pc).
Furthermore, e0LPb (A) = φ0(Pb) = Pb (A). Hence, we have φt(Pb) = e
tLPb (A) for all b ∈ B.
We extend the relation φt(P ) = e
tLP (A) from P ∈ {Pb : b ∈ B} to all Cd{Xi : i ∈ J} by
linearity. 
The following lemma is a weak version of Theorem 2.4.
Lemma 2.6. Let I be an arbitrary index set. Let A = (Ai)i∈I ∈ AI . For all P ∈ C{Xi : i ∈ I},
we have
τ (P (A)) = (e∆AP ) (0) .
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Proof. For all n ∈ N and π ∈ NC(n), let us denote by |π| the number of blocks in π.
Let t ≥ 0. For all n ∈ N and i(1), . . . , i(n) ∈ I, we set (with the convention 00 = 1)
φt
(
Xi(1) · · ·Xi(n)
)
=
∑
π∈NC(n)
t|π|κ[π](Ai(1) , . . . , Ai(n))
and we extend φt to all (C{Xi : i ∈ I}, ·tr) by linearity and by the multiplicative relation
∀P,Q ∈ C{Xi : i ∈ I}, φt(P trQ) = φt(P )τ(φt(Q)).
We remark that, using (2.1), we find τ (M (A)) = φ1(M) for all monomials M of C〈Xi : i ∈ I〉.
Moreover, the map P 7→ τ(P (A)) satisfies the same multiplicative relation as φ1. Indeed, we
have
∀P,Q ∈ C{Xi : i ∈ I}, τ
(
P trQ (A)
)
= τ
(
P (A)
)
τ
(
τ
(
Q (A)
))
.
It follows that φ1(P ) = τ (P (A)) for all P ∈ C{Xi : i ∈ I}. Thus, it remains to prove that, for
all C{Xi : i ∈ I}, we have φ1(P ) = (e∆AP ) (0). In order to use Lemma 2.5 in the third step, we
will prove that, for all P ∈ C{Xi : i ∈ I}, φ0(P ) = P (0) in the first step, and that, for all t ≥ 0
and all P ∈ C{Xi : i ∈ I}, we have ddtφt(P ) = φt(∆AP ) in the second step.
Step 1. For all P ∈ C{Xi : i ∈ I}, φ0(P ) = P (0). Indeed, φ0(1) = 1 = M(0) for M = 1 ∈
C〈Xi : i ∈ I〉 and φ0(M) = 0 = M(0) for all monomials M of C〈Xi : i ∈ I〉 with non-zero
degree. We infer the equality φ0(P ) = P (0) to all C{Xi : i ∈ I}, since the evaluation satisfies
the same multiplicative relation as φ0. Indeed, we have
∀P,Q ∈ C{Xi : i ∈ I}, (P trQ) (0) = P (0) τ (Q (0)) .
Step 2. We prove now that, for all t ≥ 0 and all P ∈ C{Xi : i ∈ I}, we have ddtφt(P ) = φt(∆AP ).
Let t ≥ 0 and M be a monomial of C〈Xi : i ∈ I〉. Let us fix n ∈ N and i(1), . . . , i(n) ∈ I such
that M = Xi(1) · · ·Xi(n). We have
d
dt
φt
(
Xi(1) · · ·Xi(n)
)
=
∑
π∈NC(n)
|π|t|π|−1κ[π]
(
Ai(1), . . . , Ai(n)
)
=
∑
π∈NC(n)
∑
V ∈π
t|π|−1κ[π]
(
Ai(1), . . . , Ai(n)
)
=
∑
V⊂{1,...,n}
∑
π∈NC(n)
V ∈π
t|π|−1κ[π]
(
Ai(1), . . . , Ai(n)
)
.
Let us fix a subset V = {k1, . . . , km} of {1, . . . , n} such that 1 ≤ k1 < . . . < km ≤ n. Let us
denote W1 = {k1+1, . . . , k2−1},W2 = {k2+1, . . . , k3−1}, . . . ,Wm−1 = {km−1+1, . . . , km−1}
and Wm = {1, . . . , k1 − 1, km + 1, . . . , kn}. To each partition π ∈ NC(n) such that V ∈ π,
we associate for all 1 ≤ i ≤ m the partition πi ∈ NC(Wi) induced by π on Wi. Conversely,
to each m-tuple π1 ∈ NC(W1), . . . , πm ∈ NC(Wm), we associate the non-crossing partition
π = {V } ∪ π1 ∪ · · · ∪ πm ∈ NC(n). Because of the non-crossing condition, this leads to a
bijective correspondance
{π ∈ NC(n) : V ∈ π} ↔ {(π1, . . . , πm) ∈ NC(W1)× · · · ×NC(Wm)}
which allows us to sum separately each non-crossing partition on each subset W1, . . . ,Wm.
We have to examine now how the terms of the sum are transformed. Let us fix π ∈ NC(n)
such that V ∈ π. Let us define (π1, . . . , πm) ∈ NC(W1)× · · · ×NC(Wm) as before. We have
t|π|−1 = t|{V }∪π1∪···∪πm|−1 = t|π1| · · · t|πm|
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and
κ[π](Ai(1) , . . . , Ai(n)) = κ(Ai(k1), . . . , Ai(km)) · κ[π1](Ai(1), . . . , Ai(n)) · · · κ[πm](Ai(1), . . . , Ai(n)).
We infer∑
π∈NC(n)
V ∈π
t|π|−1κ[π](Ai(1), . . . , Ai(n))
= κ(Ai(k1), . . . , Ai(km))
·
 ∑
π1∈NC(W1)
t|π|κ[π](Ai(1), . . . , Ai(n))
 · · ·
 ∑
πm∈NC(Wm)
t|π|κ[π](Ai(1), . . . , Ai(n))

= κ(Ai(k1), . . . , Ai(km))
·φt
(
Xi(k1+1) · · ·Xi(k2−1)
)
· · ·
·φt
(
Xi(km−1+1) · · ·Xi(km−1)
)
·φt
(
Xi(1) · · ·Xi(k1−1)Xi(km+1) · · ·Xi(n)
)
.
Finally, we use the definition of ∆A and the multiplicative relation of φt to infer
d
dt
φt
(
Xi(1) · · ·Xi(n)
)
=
∑
1≤m≤n
1≤k1<...<km≤n
∑
π∈NC(n)
{k1,...,km}∈π
t|π|−1κ[π](Ai(1), . . . , Ai(n))
=
∑
1≤m≤n
1≤k1<...<km≤n
κ
(
Ai(k1), . . . , Ai(km)
)
·τ
(
φt
(
Xi(k1+1) · · ·Xi(k2−1)
))
· · ·
·τ
(
φt
(
Xi(km−1+1) · · ·Xi(km−1)
))
·φt
(
Xi(1) · · ·Xi(k1−1)Xi(km+1) · · ·Xj(n)
)
= φt
(
∆A
(
Xi(1) · · ·Xi(n)
))
.
We extend the equality ddtφt(P ) = φt (∆AP ) from monomials of C〈Xi : i ∈ I〉 to all P ∈
C{Xi : i ∈ I} by linearity and by the following induction. If P and Q ∈ C{Xi : i ∈ I} verify
d
dtφt(P ) = φt (∆AP ) and
d
dtφt(Q) = φt (∆AQ), we have
d
dt
φt (P trQ) =
d
dt
(
φt (P ) τ (φt(Q))
)
=
(
d
dt
φt (P )
)
τ (φt(Q)) + φt (P ) τ
(
d
dt
φt(Q)
)
= φt (∆AP ) τ (φt(Q)) + φt (P ) τ (φt (∆AQ))
= φt
(
∆AP · τ (Q) + P · τ (∆AQ)
)
= φt
(
∆A (P trQ)
)
.
Step 3. Let P ∈ C{Xi : i ∈ I}. There exists a finite index set J ⊂ I and d ∈ N such that
P ∈ Cd{Xi : i ∈ J}. We remark that ∆A is a linear operator on Cd{Xi : i ∈ J} and that (φt)t≥0
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are linear functionals. We deduce from Lemma 2.5 and Steps 1 and 2 that, for all t ≥ 0, we
have φt(P ) = (e
t∆AP ) (0). In particular, (e∆AP ) (0) = φ1(P ) = τ (P (A)). 
Let us finish the proof of Theorem 2.4. Let A = (Ai)i∈I ∈ AI and B = (Bi)i∈I ∈ AI
be free, and P ∈ C{Xi : i ∈ I}. We remark that, thanks to Proposition 2.3, we know that
∆A+B = ∆A +∆B, and that ∆A and ∆B commute. We deduce directly from Lemma 2.6 that
(2.3) τ (P (A+B)) = (e∆A+BP ) (0) = (e∆A+∆BP ) (0) = (e∆Be∆AP ) (0) = τ
(
(e∆AP ) (B)
)
.
We will now use the following characterization of conditional expectation. The element τ(P (A+
B)|B) is the unique element of W ∗(B) such that, for all Bi0 ∈W ∗(B),
τ (P (A+B)Bi0) = τ (τ (P (A+B)|B)Bi0) .
Since (e∆AP ) (B) ∈W ∗(B), it remains to prove that, for all Bi0 ∈W ∗(B),
τ (P (A+B)Bi0) = τ
(
e∆AP (B)Bi0
)
.
In order to use (2.3), we prefer to work on C{Xi : i ∈ I ∪ {i0}}. Let Ri0 : P 7→ PXi0 be
the operator of right multiplication by Xi0 on C{Xi : i ∈ I ∪ {i0}}. Let Ai0 = 0 and Bi0 ∈
W ∗(B). On one hand, we have P (A +B)Bi0 = (Ri0P )(A+B, Ai0 + Bi0), and using (2.3), we
have τ (P (A+B)Bi0) = τ
((
e
∆A,Ai0Ri0(P )
)
(B, Bi0)
)
. On the other hand, τ
(
e∆AP (B)Bi0
)
=
τ
((
Ri0e
∆A,Ai0 (P )
)
(B, Bi0)
)
. Thus, it remains to prove that the operators ∆A,Ai0 and Ri0
commute. Let us check this on monomials. For all n ∈ N and i(1), . . . , i(n) ∈ I ∪ {i0}, let us fix
i(n+1) = i0. For all 1 ≤ k < l ≤ n+1, we will denote by trk,l the element tr(Xi(k+1) · · ·Xi(l−1)).
Because all free cumulants involving Ai0 = 0 are equal to zero, we have
∆ARi0
(
Xi(1) · · ·Xi(n)
)
=
∑
1≤m≤n
1≤k1<...<km≤n+1
κ
(
Ai(k1), . . . , Ai(km)
)
Xi(1) · · ·Xi(k1−1)
· trk1,k2 · · · trkm−1,km ·Xi(km+1) · · ·Xi(n+1)
=
∑
1≤m≤n
1≤k1<...<km≤n
κ
(
Ai(k1), . . . , Ai(km)
)
Xi(1) · · ·Xi(k1−1)
· trk1,k2 · · · trkm−1,km ·Xi(km+1) · · ·Xi(n)Xi0
= Ri0∆A
(
Xi(1) · · ·Xi(n)
)
.
The commutativity is extended to all C{Xi : i ∈ I ∪ {i0}} by an immediate induction, because
for all P,Q ∈ C{Xi : i ∈ I ∪ {i0}}, we have
∆ARi0(P trQ) =
(
∆ARi0(P )
)
trQ+Ri0
(
P tr(∆A(Q))
)
and
Ri0∆A(P trQ) =
(
Ri0∆A(P )
)
trQ+Ri0
(
P tr(∆A(Q))
)
. 
2.4. Free log-cumulants. Consider two free random variables A,B ∈ A. The distribution of
AB is determined by the distributions of A and B separately. The machinery for doing this
computation, in the same spirit as Corollary 2.2, is the S-transform (see Section 3.6 in [31]).
Since we have to deal with more than two variables, it is necessary for our computations
to introduce the free log-cumulants. There are some quantities introduced by Mastnak and
Nica in [20], which have nice behavior with the product of free elements of A. The name "log-
cumulants", not present in [20], comes from analogous objects with that name in the context of
classical multiplicative convolution [23]. In this section, we give a definition of such quantities,
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in a slightly different presentation from [20]. The link is made in Section 2.5, and we present
some of the properties of the free log-cumulants in Section 2.6.
2.4.1. The Kreweras complementation map. There exist several equivalent definitions of the
Kreweras complementation map. See the book [22] for a detailed presentation.
Let n ∈ N∗. We endow the set {1, 1′, . . . , n, n′} with the cylic order (1, 1′, . . . , n, n′). For all
π1, π2 ∈ NC(n), we form a not necessarily non-crossing partition π1 ∪ π2 of {1, 1′, . . . , n, n′} by
identifying π2 as a partition of {1′, . . . , n′}, and merging π1 and π2. Let π = {V1, . . . , Vl} ∈
NC(n). For all 1 ≤ i ≤ l, we denote by V ′i ⊂ {1′, . . . , n′} the image of Vi via the isomorphism
(1, . . . , n) ≃ (1′, . . . , n′). We denote by π˜ the non-crossing partition π˜ = {V1 ∪ V ′1 , . . . , Vn ∪ V ′n}
of {1, 1′, . . . , n, n′}. It is in fact the "completion" of π ∪ π (i.e. it is the smallest non-crossing
partition that coarsens both π as a partition of {1, . . . , n} and π as a partition of {1′, . . . , n′}).
Now, consider two partitions σ  π ∈ NC(n). The partition Kπ(σ) is by definition the
largest element of NC(n) such that σ∪Kπ(σ) is a non-crossing partition of {1, 1′, . . . , n, n′} and
σ ∪ Kπ(σ)  π˜. The map Kπ is a bijection from {σ ∈ NC(n) : σ  π} onto itself called the
Kreweras complementation map with respect to π (see Figure 1 for an example). If π = 1n, we
set K(σ) = K1n(σ).
1 1′ 2 2′
σ
Kpi(σ)
p˜i
3 3′ 4 4′
Figure 1. With π = {{1, 3, 4}, {2}} and σ = {{1, 4}, {2}, {3}}, we have
Kπ(σ) = {{1, 3}, {2}, {4}}.
2.4.2. Chains of non-crossing partitions. Let n ∈ N. A multi-chain in the lattice NC(n) is a
tuple of the form Γ = (π0, . . . , πl) with π0, . . . , πl ∈ NC(n) such that π0  π1  · · ·  πl (notice
that we do not impose π0 = 0n or πl = 1n, unlike in [20]). The positive integer l appearing is
called the length of the multi-chain, and is denoted by |Γ|. If π0 6= π1 6= · · · 6= πl, we say that Γ
is a chain in NC(n). If, for all 1 ≤ i ≤ l, Kπi(πi−1) has exactly one block which has more than
two elements, we say that Γ is a simple chain in NC(n).
Let us describe examples. In Figure 2, it is showed how a multi-chain can be represented
graphically as nesting partitions. It could be helpful to imagine that, in a multi-chain Γ =
(π0, . . . , πl), each step from πi−1 to πi is achieved by gluing some blocks of πi−1.
1 2 3 4
pi0
pi1
pi2
Figure 2. The chain (π0, π1, π2) with π0 = 04, π1 = {{1, 3}, {2}, {4}} and π2 = 14.
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Notice that, for all 1 ≤ i ≤ l, one can visualize Kπi(πi−1) by putting n dots labelled by
1′, . . . , n′ at the adequate places (which depend on i), just as in Figure 1. For example, in
Figure 2, Kπ1(π0) = {{1, 3}, {2}, {4}} and Kπ2(π1) = {{1, 2}, {3, 4}}. Thus, the multi-chain
(π0, π1, π2) is a chain but not a simple chain. A simple chain is obtained by gluing slowly the
blocks of π1. In Figure 3, Kσ1(σ0) = {{1, 3}, {2}, {4}} and Kσ2(σ1) = {{1, 2}, {3}, {4}}. Thus,
the multi-chain (σ0, σ1, σ2) is a simple chain.
1 2 3 4
σ0
σ1
σ2
Figure 3. The simple chain (σ0, σ1, σ2) with σ0 = 04, σ1 = {{1, 3}, {2}, {4}}
and σ2 = {{1, 2, 3}, {4}}.
2.4.3. Free log-cumulants. For all n ≥ 2, and A1, . . . , An ∈ A such that τ(A1) = . . . = τ(An) =
1, set
Lκ(A1, . . . , An) =
∑
Γ chain in NC(n)
Γ=(π0,...,π|Γ|)
π0=0n,π|Γ|=1n
(−1)1+|Γ|
|Γ|
|Γ|∏
i=1
κ [Kπi(πi−1)] (A1, . . . , An) .
For all n ≥ 2, and A1, . . . , An ∈ A such that τ(A1), . . . , τ(An) are non-zero, set
Lκ(A1, . . . , An) = Lκ
(
A1
τ(A1)
, . . . ,
An
τ(An)
)
.
If n ≥ 2 and A1 = · · · = An = A, we call Lκ (A1, . . . , An) the free log-cumulant of order n of A,
and we denote it by Lκn (A). Let us define also Lκ1(A), or Lκ(A), the free log-cumulant of order
1 of A, by Log(τ(A)), using the principal value Log, the complex logarithm whose imaginary
part lies in the interval (−π, π].
2.5. The graded Hopf algebra Y(k). We present here the formalism necessary for a detailed
understand of the free log-cumulants and their relation with the free cumulants. We use the
notation and results of Mastnak and Nica, and we refer to [20] for further detailed explanations.
Let {1, . . . , k} ⊂ N be a fix index set, and [k]∗ = ∪∞n=0{1, . . . , k}n be the set of all words
of finite length over the alphabet {1, . . . , k}. Let us denote by Y(k) the commutative algebra
of polynomials C
[
Yw : w ∈ [k]∗, 2 ≤ |w|
]
. By convention, for a word w ∈ [k]∗ such that
|w| = 1, set Yw = 1. Moreover, for each word w ∈ [k]∗ such that 1 ≤ |w| = n, and all
π = {S1, . . . , Sk} ∈ NC(n), set Yw;π = Yw1 · · ·Ywk ∈ Y(k) where, for all 1 ≤ i ≤ k, wi is the
word w restricted to Si.
2.5.1. Definitions. The comultiplication ∆ : Y(k) → Y(k) ⊗ Y(k) is the unital algebra homo-
morphism uniquely determined by the requirement that, for every w ∈ [k]∗ with 2 ≤ |w|, we
have
∆(Yw) =
∑
π∈NC(n)
Yw;π ⊗ Yw;K(π).
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The counit ε : Y(k) 7→ C is the unital algebra homomorphism uniquely determined by the
requirement that, for every w ∈ [k]∗ with 2 ≤ |w|, we have ε(Yw) = 0.
Proposition 3.6 of [20] reveals the bialgebra structure of Y(k). The algebra Y(k) is a bialgebra
when we endow it with the comultiplication ∆ and the counit ε, which means that
(1) (∆ ⊗ id) ◦∆ = (id ⊗∆) ◦∆ : Y(k) → Y(k) ⊗ Y(k) ⊗ Y(k) (coassociativity),
(2) (ε⊗ id) ◦∆ = (id⊗ ε) ◦∆ = id (counity),
(3) ∆ and ε are unital algebra homomorphisms.
Moreover, Y(k) is a graded bialgebra. More precisely, for all n ∈ N, the homogeneous elements
of degree n are the elements of
Y(k)n = span
{
Yw1 · · ·Ywq :
1 ≤ q, w1, . . . , wq ∈ [k]∗ with
|w1|, . . . , |wq| ≥ 1 and |w1|+ . . .+ |wq| = n+ q
}
.
This grading makes the bialgebra Y(k) a graded connected bialgebra, which means that
(1) Y(k)0 = C,
(2) Y(k) = ⊕∞n=0Y(k)n
(3) for all m,n ∈ N, Y(k)n · Y(k)m ⊂ Y(k)m+n and ∆(Y(k)n ) ⊂ ⊕ni=0Y(k)i ⊗ Y(k)n−i.
2.5.2. The convolution. Let m : Y(k) ⊗ Y(k) → Y(k) be the linear map given by multiplication
in Y(k). Let ξ and η be two endomorphisms of Y(k). The convolution product ξ ∗ η is defined
by the formula
ξ ∗ η = m ◦ (ξ ⊗ η) ◦∆.
It is an associative product on endomorphisms. Let us emphasize that a linear functional
ξ : Y(k) → C is considered as an endomorphism of Y(k) since C is identified with the subalgebra
C · 1Y(k) of Y(k). Let ξ be an endomorphism of Y(k) such that ξ(1) = 0. Because ∆ respects
the grading of Y(k), the convolution powers (ξ∗l)l∈N of ξ are locally nilpotent. More precisely,
for all n ∈ N, ξ∗l vanishes on Y(k)n whenever l > n. Thus, for any sequence (αl)l∈N in C, we can
unambiguously define
∑∞
l=0 αlξ
∗l. For all n ∈ N and all Y ∈ Y(k) of degree n, we have( ∞∑
l=0
αlξ
∗l
)
Y =
(
n∑
l=0
αlξ
∗l
)
Y.
In particular, for any endomorphism ξ of Y(k) such that ξ(1) = 0, let us define exp∗(ξ) by∑∞
l=0
1
l!ξ
∗l, and for any endomorphism η of Y(k) such that η(1) = 1, let us define log∗(η) by
−∑∞l=0 1l (ε− η)∗l. The exponentiation exp∗ maps the set of endomorphims ξ of Y(k) such that
ξ(1) = 0 bijectively onto the set of endomorphisms η of Y(k) such that η(1) = 1, and the inverse
of this bijection is given by log∗.
Let us indicate that Y(k) is a Hopf algebra. Indeed, let us define the antipode S by the series
ε+
∑∞
l=1(ε− id)∗l. Then the antipode S is such that S ∗ id = ε = id ∗ S.
2.5.3. Free cumulants. Let A = (A1, . . . , Ak) ∈ Ak. The character χA : Y(k) → C associated
to A is defined as follows (note that in [20], χA would be denoted by χµA where µA is the
distribution of A). The linear functional χA is multiplicative, and for all w = (i(1), . . . , i(n)) ∈
[k]∗ such that 2 ≤ n, we have χA(Yw) = κ(Ai(1), . . . , Ai(n)).
Let us suppose that κ(A1) = . . . = κ(Ak) = 1. For all word w = (i(1), . . . , i(n)) ∈ [k]∗ such
that 1 ≤ n, and all π ∈ NC(n), we have
(2.4) χA(Yw;π) = κ[π]
(
Ai(1), . . . , Ai(n)
)
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by the multiplicative properties of χA and of the free cumulants. Proposition 4.5 of [20] links
the free cumulants and the free log-cumulants as follows. For all w = (i(1), . . . , i(n)) ∈ [k]∗ such
that 2 ≤ n, we have
(2.5) log∗ χA(Yw) = Lκ
(
Ai(1), . . . , Ai(n)
)
.
Moreover, log∗ χA is an infinitesimal character, which means that, for all Y1, Y2 ∈ Y(k), we have
log∗ χA(Y1Y2) = log∗ χA(Y1) · ε(Y2) + ε(Y1) · log∗ χA(Y2).
Let w = (i(1), . . . , i(n)) ∈ [k]∗ be such that 2 ≤ n. Let π ∈ NC(n) be such that π has exactly
one block which has at least two elements. Let {j1, . . . , jN} be this block of π, with j1 < j2 <
. . . < jN . Let us denote by Lκ [π] (Ai(1), . . . , Ai(n)) the free log-cumulant Lκ(Ai(j1), . . . , Ai(jN )).
Lemma 2.7. Let (A1, . . . , Ak) ∈ Ak be such that κ(A1) = . . . = κ(Ak) = 1. Let w =
(i(1), . . . , i(n)) ∈ [k]∗ be such that 2 ≤ n and π ∈ NC(n). We have
κ[π]
(
Ai(1), . . . , Ai(n)
)
=
∑
Γ simple chain in NC(n)
Γ=(π0,...,π|Γ|)
π0=0n,π|Γ|=π
1
|Γ|!
|Γ|∏
i=1
Lκ
[
Kπi(πi−1)
] (
Ai(1), . . . , Ai(n)
)
.
Proof. We have κ[π](Ai(1), . . . , Ai(n)) = χA(Yw;π) = exp∗(log∗ χA)(Yw;π). By definition of exp∗,
we have
κ[π]
(
Ai(1), . . . , Ai(n)
)
=
∞∑
l=0
1
l!
(log∗ χA)
∗l(Yw;π).
For all 1 ≤ l, let ∆l : Y(k) → (Y(k))⊗l denote the iterate of ∆. Following step-by-step the proof
of Proposition 4.2 in [20] but with an arbitrary endpoint πl, we have
∆l(Yw;π) =
∑
Γ multi-chain in NC(n)
Γ=(π0,...,πl)
πl=π
Yw;Kpi1(π0) ⊗ Yw;Kpi2(π1) ⊗ · · · ⊗ Yw;Kpil(πl−1).
Thus, we have
κ[π]
(
Ai(1), . . . , Ai(n)
)
=
∞∑
l=0
1
l!
∑
Γ multi-chain in NC(n)
Γ=(π0,...,πl)
π0=0n,πl=π
|Γ|∏
i=1
log∗ χA(Yw;Kpii(πi−1))
=
∑
Γ multi-chain in NC(n)
Γ=(π0,...,π|Γ|)
π0=0n,π|Γ|=π
1
|Γ|!
|Γ|∏
i=1
log∗ χA(Yw;Kpii(πi−1)).
It remains to prove that, for all π ∈ NC(n), log∗ χA(Yw;π) = Lκ[π](Ai(1) , . . . , Ai(n)) if π has
exactly one block which has more than two elements, and 0 otherwise. Let π ∈ NC(n) be such
that π has exactly one block which has at least two elements. Let {j1, . . . , jN} be this block of
π, with j1 < j2 < . . . < jN . Using (2.5), we have
log∗ χA(Yw;π) = log∗ χA
(
Y(i(j1),...,i(jN ))
)
= Lκ
(
Ai(j1), . . . , Ai(jN )
)
= Lκ[π]
(
Ai(1), . . . , Ai(n)
)
.
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If π = 0n ∈ NC(n), we have log∗ χA(Yw;π) = log∗ χA(1) = 0. Finally, if π ∈ NC(n) has two
blocks which have at least two elements, there exist Y1, Y2 ∈ Y(k) \ Y(k)0 such that Yw;π = Y1Y2.
We have ε(Y1) = ε(Y2) = 0. Thus,
log∗ χA(Yw;π) = log∗ χA(Y1)ε(Y2) + ε(Y1) log∗ χA(Y2) = 0. 
2.6. Properties of the free log-cumulants. This section presents some important properties
of the free log-cumulants which arise from the Hopf algebra structure presented in the previous
section. However, in their formulations, the different results do not involve the understanding
of the previous section.
2.6.1. Cumulants from log-cumulants. Let n ≥ 2, andA1, . . . , An ∈ A be such that τ(A1), . . . , τ(An)
are non-zero. Let π ∈ NC(n) be such that π has exactly one block which has at least two
elements. Let {i1, ..., ik} be this block of π, with i1 < i2 < . . . < ik. Let us denote by
Lκ [π] (A1, . . . , An) the free log-cumulant Lκ(Ai1 , . . . , Aik).
Proposition 2.8. Let n ∈ N∗, and A1, . . . , An ∈ A be such that τ(A1), . . . , τ(An) are non-zero.
For all π ∈ NC(n), we have
(2.6) κ[π](A1, . . . , An) = e
Lκ(A1) · · · eLκ(An)
∑
Γ simple chain in NC(n)
Γ=(π0,...,π|Γ|)
π0=0n,π|Γ|=π
1
|Γ|!
|Γ|∏
i=1
Lκ
[
Kπi(πi−1)
]
(A1, . . . , An) .
Proof. The degenerate case where n = 1 is verified because in this case, π = {{1}},
κ[π](A1) = τ(A1) = e
Lκ(A1) and
∑
Γ simple chain in NC(1)
Γ=(π0,...,π|Γ|)
π0=0n,π|Γ|=π
1
|Γ|!
|Γ|∏
i=1
Lκ
[
Kπi(πi−1)
]
(A1) = 1.
Let us suppose that 2 ≤ n. Since κ[π](A1, . . . , An) = eLκ(A1) · · · eLκ(An)κ[π](A1/τ(A1), . . . , An/τ(An)),
and the free log-cumulants of (A1, . . . , An) involved are equal to those of (A1/τ(A1), . . . , An/τ(An)),
we can assume that τ(A1) = . . . = τ(An) = 1, or equivalently that κ(A1) = . . . = κ(An) = 1.
We end the proof using Lemma 2.7. 
From (2.1) and (2.6), we deduce the following corollary.
Corollary 2.9. Let n ∈ N∗, and A1, . . . , An ∈ A be such that τ(A1), . . . , τ(An) are non zero.
We have
(2.7) τ(A1 · · ·An) = eLκ(A1) · · · eLκ(An)
∑
Γ simple chain in NC(k)
Γ=(π0,...,π|Γ|),π0=0n
1
|Γ|!
|Γ|∏
i=1
Lκ
[
Kπi(πi−1)
]
(A1, . . . , An) .
2.6.2. Log-cumulants and freeness. The LS-transform of A is the series in the non-commuting
variables z1, . . . , zk defined by
LSA(z1, . . . , zk) =
∑
2≤n
w=(i(1),...,i(n))∈[k]∗
log∗ χA(Yw) · zi(1) · · · zi(n)
=
∑
2≤n
(i(1),...,i(n))∈[k]∗
Lκ
(
Ai(1), . . . , Ai(n)
)
zi(1) · · · zi(n).
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The following two propositions are results analogous to Proposition 2.1 and Corollary 2.2.
They are reformulations of Proposition 5.4 and Corollary 1.5 of [20].
Proposition 2.10. Let (Bi)i∈I be subalgebras of A. They are free if and only if their mixed free
log-cumulants vanish. That is to say: for all n ∈ N∗, all i1, . . . , in ∈ I and all A1, . . . , An ∈ A
such that τ(A1) = . . . = τ(An) = 1 and such that Aj belongs to some Bij for all 1 ≤ j ≤ n,
whenever there exists some j and j′ with ij 6= ij′, we have Lκ(A1, . . . , An) = 0.
Proof. Proposition 5.4 of [20] says that A1, . . . , Ak are free if and only if one has LSA(z1, . . . zk) =
LSA1(z1)+. . .+LSAk(zk), or equivalently, thatA1, . . . , Ak are free if and only if Lκ(Ai(1), . . . , Ai(n)) =
0 each time there exists some j and j′ such that ij 6= ij′ . Proposition 2.10 follows immedi-
ately. 
Proposition 2.11. Let A and B ∈ A be free.
We have Lκ1(AB) ≡ Lκ1(A) + Lκ1(B) (mod 2iπ), and for all n ≥ 2:
Lκn(AB) = Lκn(A) + Lκn(B).
Proof. Let A and B ∈ A be free and such that τ(A) and τ(B) are non-zero. We have first
τ(AB) = τ(A)τ(B), thus Lκ1(AB) ≡ Lκ1(A) + Lκ1(B) (mod 2iπ). Set A˜ = A/τ(A) and
B˜ = B/τ(B). Corollary 1.5 of [20] says that LSA˜B˜ = LSA˜ + LSB˜. Thus, for all 2 ≤ n,
Lκn (AB) = Lκn(A˜B˜) = Lκn(A˜) + Lκn(B˜) = Lκn (A) + Lκn (B) . 
2.6.3. S-transform. In the 1-dimensional case, the free log-cumulants can be recovered from the
S-transform. Indeed, let A ∈ A be such that τ(A) = 1. Let us consider the R-transform of
A, i.e. the formal series RA(z) =
∑∞
n=1 κn(A)z
n. Let SA be the S-transform of A: it is the
formal series SA such that zSA(z) is the inverse under composition of RA(z). We remark that
κ1(A) = τ(A) = 1, and by consequence, we have SA(0) = 1/κ1(A) = 1. Thus we can define the
formal logarithm of SA as the formal series log SA(z) = −
∑∞
n=1
1
n(1 − SA(z))n. Corollary 6.12
of [20] establishes then −z logSA(z) =
∑∞
n=2 Lκn(A)z
n = LSA(z).
2.6.4. Free unitary Brownian motion. Let t ≥ 0. A non-commutative random variable Ut is a
free unitary Brownian motion in distribution at time t if Ut is unitary and the free log-cumulants
of Ut are Lκ1(Ut) = −t/2, Lκ2(Ut) = −t and Lκn(Ut) = 0 for all n > 2. The distribution of Ut
is given by (2.7): for all n ∈ N∗, we have
τ (Unt ) = e
−nt
2
∑
Γ simple chain in NC(n)
Γ=(π0,...,π|Γ|),π0=0n
1
|Γ|!
|Γ|∏
i=1
Lκ
[
Kπi(πi−1)
]
(Ut) .
A simple chain Γ = (0n, π1, . . . , π|Γ|) in NC(n) is called an increasing path if, for all 1 ≤ i ≤ l,
the block of Kπi(πi−1) which has more than two elements has exactly two elements. Proposition
6.6 of [18] tells us that, for all k ≥ 0, the number of increasing paths of length k in NC(n) is
exactly
( n
k+1
)
nk−1 if k ≤ n− 1 and 0 if k ≥ n. Thus,
τ (Unt ) = e
−nt
2
n−1∑
k=0
 ∑
Γ increasing path in NC(n)
|Γ|=k
(−t)k
k!
 = e−nt2
n−1∑
k=0
(−t)k
k!
(
n
k + 1
)
nk−1.
In [5], Biane proved that it is indeed the distribution of a free unitary Brownian motion (Ut)t≥0
at time t as defined in Section 2.6.4.
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2.7. Multiplicative transition operators. Let A = (Ai)i∈I ∈ AI . Let us define a derivation
DA associated toA on (C{Xi : i ∈ I}, ·tr) in the following way. For all n ∈ N and i(1), . . . , i(n) ∈
I, we set
DA
(
Xi(1) · · ·Xi(n)
)
=
∑
1≤m≤n
1≤k1<...<km≤n
Lκ
(
Ai(k1), . . . , Ai(km)
)
Xi(1) · · ·Xi(k1−1)
· tr
(
Xi(k1) · · ·Xi(k2−1)
)
· tr
(
Xi(k2) · · ·Xi(k3−1)
)
· · ·
· tr
(
Xi(km−1) · · ·Xi(km−1)
)
·Xi(km) · · ·Xi(n)
and we extend DA to all C{Xi : i ∈ I} by linearity and by the relation of derivation
∀P,Q ∈ C{Xi : i ∈ I}, DA (P trQ) = (DA P ) trQ+ P tr (DA Q) .
For any finite index set J ⊂ I and d ∈ N, the finite-dimensional space Cd{Xi : i ∈ J} is
invariant for the operator DA. Thus, we can define e
DA on each of those spaces. The operator
eDA on C{Xi : i ∈ I} is defined by the series
∑∞
k=0
1
k! D
k
A . For all P ∈ Cd{Xi : i ∈ J}, eDAP is
the convergent sum
∑∞
k=0
1
k! D
k
A P . The operator DA is a derivation, and we have the Leibniz
formula
∀k ∈ N,∀P,Q ∈ C{Xi : i ∈ I}, (DA)k (P trQ) =
k∑
l=0
(
k
l
)(
DlA P
)
tr
(
Dk−l
A
Q
)
,
from which we deduce, using the standard power series argument, that the operator eDA is
multiplicative in the following sense:
∀P,Q ∈ C{Xi : i ∈ I}, eDA (P trQ) =
(
eDAP
)
tr
(
eDAQ
)
.
Let us denote by τ(A) the family (τ(Ai))i∈I and by A/τ(A) the family (Ai/τ(Ai))i∈I .
Proposition 2.12. Let A = (Ai)i∈I and B = (Bi)i∈I ∈ AI be such that τ(Ai) 6= 0 and τ(Bi) 6= 0
for all i ∈ I. The operators Dτ(A), Dτ(B) and DA/τ(A) commute, DA = Dτ(A)+DA/τ(A), and
eDA = eDA/τ(A)eDτ(A).
Proof. The free log-cumulants of τ(A) are zero except Lκ(τ(Ai)) = Lκ(Ai) for all i ∈ I and the
free log-cumulants of A/τ(A) are those of A, except Lκ(Ai/τ(Ai)) = 0 for all i ∈ I.
We recall that, from Section 1.1.4, the monomials of C〈Xi : i ∈ I〉 generate the algebra
(C{Xi : i ∈ I}, ·tr). Let n ∈ N and i(1), . . . , i(n) ∈ I such that M = Xi(1) · · ·Xi(n). For all
1 ≤ k < l ≤ n, we denote by trk,l the element tr(Xi(k) · · ·Xi(l−1)). We compute
Dτ(B)DA/τ(A)
(
Xi(1) · · ·Xi(n)
)
=
∑
1≤l≤n
∑
2≤m≤n
1≤k1<...<km≤n
Lκ
(
Bi(l)
)
Lκ
(
Ai(k1), . . . , Ai(km)
)
·Xi(1) · · ·Xi(k1−1) · trk1,k2 · · · trkm−1,km ·Xi(km) · · ·Xi(n)
= DA/τ(A)Dτ(B)
(
Xi(1) · · ·Xi(n)
)
.
Thus, Dτ(B)DA/τ(A)M = DA/τ(A)Dτ(B)M for all monomials M ∈ C〈Xi : i ∈ I〉, and we
extend the commutativity on all C{Xi : i ∈ I} by induction because Dτ(B) and DA/τ(A) are
derivations. Similarly, we verify the commutativity of Dτ(A), Dτ(B) and DA/τ(A) on monomials
of P ∈ C〈Xi : i ∈ I〉, and we extend it on all C{Xi : i ∈ I} by induction.
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Finally, the operators DA and Dτ(A)+DA/τ(A) are two derivations which coincide on mono-
mials, so DA = Dτ(A)+DA/τ(A), and e
DA = eDA/τ(A)eDτ(A) is a direct consequence of the two
first assertions. 
For all A = (Ai)i∈I ∈ AI and B = (Bi)i∈I ∈ AI , let us denote (AiBi)i∈I ∈ AI by AB.
Theorem 2.13. Let I be an arbitrary index set. Let A = (Ai)i∈I ∈ AI be such that τ(Ai) 6= 0
for all i ∈ I. For all P ∈ C{Xi : i ∈ I}, and all B = (Bi)i∈I ∈ AI free from (Ai)i∈I and such
that τ(Bi) 6= 0 for all i ∈ I, we have
τ (P (AB)|B) = (eDAP ) (B) .
In particular, for all P ∈ C{Xi : i ∈ I}, we have
τ (P (A)) = (eDAP ) (1) .
Note that, from Proposition 2.12 and Theorem 2.13, we have for all P ∈ C{Xi : i ∈ I}
τ (P (A)) = (eDAP ) (1) = (eDA/τ(A)(eDτ(A)P ))(1).
In fact, the last expression eDA/τ(A)eDτ(A)P is easier to calculate because in practice DA/τ(A) is
locally nilpotent, i.e. it is nilpotent on any finite dimensional space, and Dτ(A) simply multiplies
each element of the canonical basis of P ∈ C{Xi : i ∈ I} by a factor which depends on its degree
(see the example in the next section).
Proof of Theorem 2.13. We start by proving a weak version of Theorem 2.13 in the following
proposition.
Proposition 2.14. Let I be an arbitrary index set. Let A = (Ai)i∈I ∈ AI . Let P ∈ C{Xi :
i ∈ I}, and B = (Bi)i∈I ∈ AI be free from (Ai)i∈I . Let us assume that, for all i ∈ I, τ(Ai) =
τ(Bi) = 1. We have
τ (P (AB)) = τ
(
(eDAP ) (B)
)
.
Proof. For any P ∈ C{Xi : i ∈ I}, P depends on only finitely-many indices. Thus, we can
suppose that I is finite. Let us say that I = {1, . . . , k} ⊂ N.
Let us assume first that P is a monomial. Let w = (i(1), . . . , i(n)) ∈ [k]∗ be such that
P = Xi(1) · · ·Xi(n). Thanks to (2.1), we have
τ
(
Ai(1)Bi(1) · · ·Ai(n)Bi(n)
)
=
∑
π∈NC(2n)
κ [π]
(
Ai(1), Bi(1), · · · , Ai(n), Bi(n)
)
.
The elements A and B are free. By Proposition 2.1, the only elements of NC(2n) which
contribute to the sum are the partitions of the form π1 ∪ π2 where π1 ∈ NC({1, 3, . . . , 2n − 1})
and π2 ∈ NC({2, 4, . . . , 2n}). We use now the definition of K(π). We have
τ
(
Ai(1)Bi(1) · · ·Ai(n)Bi(n)
)
=
∑
π1∈NC({1,3,...,2n−1})
∑
π2∈NC({2,4,...,2n})
π1∪π2∈NC(2n)
κ [π1 ∪ π2]
(
Ai(1), Bi(1), . . . , Ai(n), Bi(n)
)
=
∑
π1∈NC(n)
∑
π2∈NC(n)
π2K(π1)∈NC(n)
κ [π1]
(
Ai(1), . . . , Ai(n)
)
· κ [π2]
(
Bi(1), . . . , Bi(n)
)
.
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Applying now (2.1), we see that
τ
(
Ai(1)Bi(1) · · ·Ai(n)Bi(n)
)
=
∑
π∈NC(n)
κ [π]
(
Ai(1), . . . , Ai(n)
)
· τ
[
K(π)
] (
Bi(1), . . . , Bi(n)
)
.
We recognize here the comultiplication ∆. More precisely, let us define ηB to be the char-
acter associated to B as below. The linear functional ηB is multiplicative, and for all w =
(i(1), . . . , i(n)) ∈ [k]∗, we have ηB(Yw) = τ(Bi(1), . . . , Bi(n)). For all w = (i(1), . . . , i(n)) ∈ [k]∗
we have
τ
(
Ai(1)Bi(1) · · ·Ai(n)Bi(n)
)
=
∑
π∈NC(n)
κ [π]
(
Ai(1), . . . , Ai(n)
)
· τ
[
K(π)
] (
Bi(1), . . . , Bi(n)
)
=
∑
π∈NC(n)
χA(Yw;π)ηB(Yw;K(π))
= (χA ∗ ηB)(Yw).
We arrive in the Hopf algebra Y(k), and consequently we introduce the algebra homomorphism
ρ : (C{Xi : i ∈ I}, ·tr) , 7→ (Y(k), ·). For all monomials Xi(1) · · ·Xi(n) ∈ C{Xi : i ∈ I}, we set
ρ(Xi(1) · · ·Xi(n)) = Y(i(1),...,i(n)), and we extend ρ by linearity and by products.
Since P 7→ τ (P (AB)) is multiplicative and χA ∗ ηB is also multiplicative as a convolution
of two characters, the relation τ (P (AB)) = (χA ∗ ηB)(ρ(P )) extends from monomials to all
C{Xi : i ∈ I}. Similarly, the relation τ (P (B)) = ηB(ρ(P )) extends from monomials to all
C{Xi : i ∈ I}.
Here we prove a general result which relates the composition exponentiation with the convo-
lution exponentiation exp∗.
Lemma 2.15. For all linear maps ξ from Y(k) to C, and for all endomorphisms η of Y(k), we
have ξ ∗ η = η ◦ (ξ ∗ id). Moreover, if ξ(1) = 0, we have exp∗(ξ) ∗ id = eξ∗id.
Proof. For all Y1, Y2 ∈ Y(k), we have
m(ξ(Y1)⊗ η(Y )) = ξ(Y1)η(Y2) = η
(
ξ(Y1)Y2
)
= η ◦m(ξ(Y1)⊗ Y2).
Thus, m ◦ (ξ ⊗ η) = η ◦m ◦ (ξ ⊗ id), and eventually,
ξ ∗ η = m ◦ (ξ ⊗ η) ◦∆ = η ◦m ◦ (ξ ⊗ id) ◦∆ = η ◦ (ξ ∗ id).
For the second relation, let us suppose that ξ(1) = 0. It suffices to apply the previous result
with η = ξ ∗ id. By an immediate induction, for all l ∈ N, we have
ξ∗l ∗ id = ξ∗(l−1) ∗ (ξ ∗ id) = (ξ ∗ id) ◦ (ξ∗(l−1) ∗ id) = . . . = (ξ ∗ id)(l−1) ◦ (ξ ∗ id) = (ξ ∗ id)l,
and consequently exp∗(ξ) ∗ id =
∞∑
l=0
1
l!
ξ∗l ∗ id =
∞∑
l=0
1
l!
(ξ ∗ id)l = eξ∗id. 
Because log∗ χA maps Y(k) to C, using Lemma 2.15 twice, for all P ∈ C{Xi : i ∈ I} we have
τ (P (AB)) = χA ∗ ηB(ρ(P )) = ηB ◦ (χA ∗ id) ◦ ρ(P ) = ηB ◦ elog∗ χA∗id ◦ ρ(P ).
For all P ∈ C{Xi : i ∈ I}, we also have that τ
(
(eDAP ) (B)
)
= ηB ◦ ρ ◦ eDA(P ). Therefore, it
remains to prove that (log∗ χA ∗ id) ◦ ρ = ρ ◦DA. Let us check this first on monomials. For all
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w = (i(1), . . . , i(n)) ∈ [k]∗, we have
(log∗ χA ∗ id) ◦ ρ
(
Xi(1) · · ·Xi(n)
)
= log∗ χA ∗ id(Yw)
=
∑
π∈NC(n)
log∗ χA(Yw;π) · Yw;K(π).
In the proof of Proposition 2.7, we showed that, for all π ∈ NC(n), log∗ χA(Yw;π) = Lκ[π](Ai(1) , . . . , Ai(n))
if π has exactly one block which has more than two elements, and 0 otherwise. In the case where
π has exactly one block which has more than two elements, let us denote by {k1, · · · , km} this
block of π, with k1 < k2 < . . . < km. We have K(π) = {{1, . . . , k1 − 1, km, . . . , n}, {k1, . . . , k2 −
1}, . . . , {km−1, . . . , km − 1}}, which we denote by π(k1, . . . , km). Thus, we have
(log∗ χA ∗ id) ◦ ρ(Xi(1) · · ·Xi(k)) =
∑
π∈NC(n)
log∗ χA(Yw;π) · Yw;K(π)
=
∑
2≤m
1≤k1<...<km≤n
Lκ
(
Ai(k1), . . . , Ai(km)
)
Yw;π(k1,...,km)
= ρ(DA Xi(1) · · ·Xi(k)).
Since DA is a derivation, (log∗ χA ∗ id) ◦ ρ = ρ ◦DA will be a direct consequence of the fact that
log∗ χA ∗ id is a derivation. One can verify this directly, but we remark that elog∗ χA∗id = χA ∗ id,
and because χA ∗ id − id is locally nilpotent because χA ∗ id − id makes the degree strictly
decrease, we also have log∗ χA ∗ id = log(χA ∗ id) = −
∑∞
l=0
1
l (id − χA ∗ id)l. Finally, χA ∗ id
is multiplicative, so log∗ χA ∗ id = log(χA ∗ id) is a derivation. This concludes the proof of
Proposition 2.14. 
Let us finish the proof of Theorem 2.13. Let A = (Ai)i∈I ∈ AI be such that τ(Ai) 6= 0 for all
i ∈ I and let B = (Bi)i∈I ∈ AI be free from (Ai)i∈I such that τ(Bi) 6= 0 for all i ∈ I.
Step 1. Proposition 2.12 says us that Dτ(A), Dτ(B) and DA/τ(A) commute, and that e
DA =
eDA/τ(A)eDτ(A) . Let (i(1), . . . , i(n)) ∈ I, and P = Xi(1) · · ·Xi(n). Using Proposition 2.14, we
have
τ (P (AB)) = τ
(
τ
(
Ai(1)
)
τ
(
Bi(1)
)
· · · τ
(
Ai(n)
)
τ
(
Bi(n)
)
P (A/τ(A) ·B/τ(B))
)
= τ
(
eDτ(B)eDτ(A)P (A/τ(A) ·B/τ(B))
)
= τ
(
eDA/τ(A)eDτ(B)eDτ(A)P (B/τ(B))
)
= τ
(
eDτ(B)eDAP (B/τ(B))
)
.
This relation extends to all C{Xi : i ∈ I} by induction.
In particular, and because eDAP ∈ C{Xi : i ∈ I}, we have
(2.8) τ
(
eDAP (B)
)
= τ
(
eDAP (τ(B)B/τ(B))
)
= τ
(
eDτ(B)eDAP (B/τ(B))
)
= τ (P (AB)) .
Step 2. We will use the following characterization of conditional expectation. The element
τ (P (AB)|B) is the unique element of W ∗(B) such that, for all Bi0 ∈W ∗(B),
τ (P (AB)Bi0) = τ (τ (P (AB)|B)Bi0) ,
and since eDAP (B) ∈W ∗(B), it remains to prove that, for all Bi0 ∈W ∗(B),
τ (P (AB)Bi0) = τ
(
(eDAP ) (B)Bi0
)
.
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In order to use Lemma 2.14, we work on C{Xi : i ∈ I ∪ {i0}}. Let Ri0 : P 7→ PXi0
be the operator of right multiplication by Xi0 on C{Xi : i ∈ I ∪ {i0}}. Let Ai0 = 1 and
Bi0 ∈ W ∗(B). On one hand, we have P (AB)Bi0 = (Ri0P )(AB, Ai0Bi0), and using (2.8), we
have τ (P (AB)Bi0) = τ
((
e
DA,Ai0Ri0P
)
(B, Bi0)
)
. On the other hand, τ
(
(eDAP ) (B)Bi0
)
=
τ
((
Ri0e
DA,Ai0 (P )
)
(B, Bi0)
)
.
Thus, it suffices to prove that the operators DA,Ai0 and Ri0 commute, which is essentially the
same verification as the end of the proof of Theorem 2.4 at Section 2.3. 
2.7.1. Example. Let t ≥ 0. Let Ut be a free unitary Brownian motion at time t. Let us compute
Dτ(Ut)X
2 = −tX2, DUt/τ(Ut)X2 = −tX trX, and
(
DUt/τ(Ut)
)2
X2 = 0. Thus,
eDUtX2 = eDUt/τ(Ut)eDτ(Ut)X2 = eDUt/τ(Ut)
(
e−tX2
)
= e−2t
(
X2 − tX trX + 0
)
.
Using Theorem 2.13, we have for all B ∈ A free from Ut, τ
(
(UtB)
2 |B
)
= e−2t
(
B2 − tBτ(B)).
Let us derive a more general fact which will be useful in the proof of Theorem 3.7. For all n ∈ N,
set Wn = span{Q trR : Q ∈ Cn−1[X], R ∈ C{X}} ⊂ C{X}. For all n ∈ N∗, we have
eDUtXn = eDUt/τ(Ut)eDτ(Ut)Xn = eDUt/τ(Ut)
(
e−nt/2Xn
)
= e−nt/2Xn + P
with P ∈Wn−1. Indeed, DUt/τ(Ut) maps the space Wn into the space Wn−1, so the unique term
which is not in Wn−1 in the sum e−nt/2
∑∞
k=0
1
k!(DUt/τ(Ut))
kXn is e−nt/2Xn.
3. Free Segal-Bargmann and free Hall transform
This section is devoted to provide a new construction of the free Segal-Bargmann transform
and of the free Hall transform defined in [6] using free convolution or, more precisely, using
the free transition operators of Theorems 2.4 and 2.13. The free Segal-Bargmann transform is
completely characterized in Theorem 3.1 and the free Hall transform in Theorem 3.7.
For convenience, fix a (sufficiently large) W ∗-probability space (A, τ) to use throughout this
section. We start with a very succinct review of some results of [21]. Let us suppose that (A, τ)
is represented on a Hilbert space H, in the sense that A is a subspace of bounded operators on
H. The operator norm of A is denoted by ‖ · ‖∞. A (not necessarily bounded or everywhere
defined) operator A on H is said to be affiliated with A if AU = UA for every unitary operator U
in the commutant of A. The set of closed densely-defined operators affiliated with A is denoted
by M(A). For all A ∈ A, let us denote by ‖A‖2 the norm ‖A‖22 = τ (A∗A). If A ∈ M(A), we
can still define the norm ‖ · ‖2 of A (not necessarily finite), by extending the trace τ to general
positive operators. The space L2(A, τ) = {A ∈ M(A) : ‖A‖2 < ∞} is a Hilbert space for the
norm ‖ · ‖2 in which A is dense. When we consider a Hilbert space completion for the norm
‖ · ‖2, it will always be identified with a subset of L2(A, τ), and so with a subset of M(A).
3.1. Semi-circular system and circular system. Let H be a real Hilbert space, with inner
product 〈·, ·〉H .
3.1.1. Semi-circular system. A linear map s = (s(h))h∈H from H to A is called a semi-circular
system if
(1) for each h ∈ H, the element s(h) is a semi-circular random variable of variance ‖h‖2H ,
(2) for each orthogonal family h1, . . . , hn in H, the elements s(h1), . . . , s(hn) are free.
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Let s be a semi-circular system. We denote by L2(s, τ) the Hilbert completion of the algebra
generated by s(H) for the norm ‖ · ‖2 : A 7→ τ(A∗A)1/2. Let us compute the free cumulants of s.
Let n ∈ N and h1, . . . , hn ∈ H. By Proposition 2.1, by the definition of a semi-circular random
variable in Section 2.2.3, and by the linearity of the free cumulants, we have
κ(s(h1), s(h2)) = κ(s(h1)
∗, s(h2)∗) = κ(s(h1)∗, s(h2)) = κ(s(h1), s(h2)∗) = 〈h1, h2〉H ,
and κ(s(h1)
ε1, . . . , s(hn)
εn) = 0 for any n 6= 2 and ε1, . . . , εn ∈ {1, ∗}.
3.1.2. Circular system. A linear map c = (c(h))h∈H from H to A is called a circular system if
(1) the maps
√
2ℜ(c) : h 7→ 1√
2
(c(h) + c(h)∗) and
√
2ℑ(c) : h 7→ 1√
2i
(c(h) − c(h)∗) are
semi-circular systems,
(2) ℜ(c)(H) and ℑ(c)(H) are free.
Let c be a circular system. We denote by L2hol(c, τ) the Hilbert completion of the algebra
generated by c(H) for the norm ‖ · ‖2 : A 7→ τ(A∗A)1/2. Let us compute the free cumulants of
c. Let n ∈ N and h1, . . . , hn ∈ H. By the linearity of the free cumulants, we have
κ(c(h1), c(h2)) = κ ((ℜ(c) + iℑ(c)) (h1), (ℜ(c) + iℑ(c)) (h2))
=
1
2
κ
(√
2ℜ(c)(h1),
√
2ℜ(c)(h2)
)
− 1
2
κ
(√
2ℑ(c)(h1),
√
2ℑ(c)(h2)
)
= 0,
and similarly, κ(c(h1)
∗, c(h2)) = κ(c(h1), c(h2)∗) = 〈h1, h2〉H , κ(c(h1)∗, c(h2)∗) = 0, and
κ(c(h1)
ε1, . . . , c(hn)
εn) = 0 for any n 6= 2 and ε1, . . . , εn ∈ {1, ∗}.
3.2. Free Segal-Bargmann transform. Let s be a semi-circular system, and c be a circular
system from H to A. The free Segal-Bargmann transform is an isomorphism from L2 (s, τ) to
L2hol (c, τ) defined by Biane in [6].
3.2.1. Definition. Let us define the Tchebycheff type II polynomials (Tn)n∈N by their generating
function: for all |z| < 1 and −2 < x < 2, we have
∞∑
n=0
znTn(x) =
1
1− xz + z2 .
We remark that, for all n ∈ N, the degree of Tn is n and the leading coefficient is the coefficient
of xnzn in the development and is therefore equal to 1.
A quick way to define the free Segal-Bargmann transform is to define it on polynomials.
Let (hj)j∈J be an orthonormal basis of H. Let us define G by the unique linear operator on
C〈Xhj : j ∈ J〉 such that, for all n ∈ N, k1, . . . , kn ∈ N∗ and j(1) 6= j(2) 6= · · · 6= j(n− 1) 6= j(n)
elements of J , one has G
(
Tk1(Xhj(1)) · · · Tkn(Xhj(n))
)
= Xhj(1) · · ·Xhj(n) . The following theorem
due to Biane corresponds to Definition 4 of [6].
Theorem (Biane [6]). The map P
(
s
) 7→ G(P )(c) for all P ∈ C〈Xhj : j ∈ J〉 is an isometric
map which extends to a Hilbert isomorphism between L2 (s, τ) and L2hol (c, τ) called the free
Segal-Bargmann transform.
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3.2.2. Another construction. Theorem 3.1 links the free Segal-Bargmann transform and the free
convolution. The link with the free convolution is already present in [6] in the 1-dimensional
case.
Theorem 3.1. Let s be a semi-circular system, and c be a circular system from H to A. For
all P ∈ C{Xh : h ∈ H}, F : P (s) 7→ (e∆sP ) (c) is an isometric map which extends to a Hilbert
space isomorphism F between L2 (s, τ) and L2hol (c, τ). Moreover, this isomorphism is the free
Segal-Bargmann transform.
In particular, if s and c are free, for all P ∈ C{Xh : h ∈ H},
F
(
P (s)
)
= τ
(
P (s+ c)
∣∣∣c).
It should be remarked that, for the map F to be well-defined, it must be true that, for all
P,Q ∈ C{Xh : h ∈ H}, if P (s) = Q (s), then (e∆sP ) (c) = (e∆sQ) (c). This fact is contained in
the following proof.
Proof. We will prove in a first step that, for all P ∈ C{Xh : h ∈ H}, we have
(3.1) ‖P (s)‖2L2(s,τ) =
∥∥∥(e∆sP ) (c)∥∥∥2
L2
hol
(c,τ)
.
This proves that, for all P ∈ C{Xh : h ∈ H}, if P (s) = Q (s), then∥∥∥(e∆sP ) (c)− (e∆sQ) (c)∥∥∥2
L2hol(c,τ)
=
∥∥∥(e∆s(P −Q)) (c)∥∥∥2
L2hol(c,τ)
= ‖(P −Q) (s)‖2L2(s,τ) = 0,
and consequently (e∆sP ) (c) = (e∆sQ) (c). Thus, F is a well-defined isometric map, and so
it extends to a Hilbert isomorphism F between L2 (s, τ) and F (L2 (s, τ)) ⊂ L2hol (c, τ). The
surjectivity is clear since, for all P ∈ C 〈Xh : h ∈ H〉,
P (c) = (e∆s(e−∆sP )) (c) = F
(
(e−∆sP ) (c)
)
.
The equality with the free Segal-Bargmann transform will be made in a second step, and
the last part of Theorem 3.1 follows from Theorem 2.4, which says in this case that, for all
P ∈ C{Xh : h ∈ H}, (e∆sP ) (c) = τ(P (s+ c)|c).
Step 1. In the aim to prove (3.1), we work on the *-algebra C{Xh : h ∈ H ∪ (H × {∗})} =
C{Xh,X∗h : h ∈ H} (see Section 1.2.1).
Let s+ and s− be two semi-circular system from H to A such that s+, s− and c are free. Let
us define five auxiliary maps from H ∪ (H ×{∗}) to A. The first four are the natural extensions
of s, c, s+ and s−. For all h ∈ H, we set s(h) = s(h) = s((h, ∗)) = s(h)∗, c(h) = c(h), c((h, ∗)) =
c(h)∗, s+(h) = s+(h) = s+((h, ∗)) = s+(h)∗ and s−(h) = s−(h) = s−((h, ∗)) = s−(h)∗. The last
map s˜ is defined for all h ∈ H by s˜(h) = c(h)+ s+(h), and s˜((h, ∗)) = c(h)∗+ s−(h). We remark
that s, s+ and s− have the same distribution, and that s˜ is equal to c + s+ on H and is equal
to c+ s− on H × {∗}.
Let P ∈ C{Xh : h ∈ H}. Theorem 2.13 gives us that
‖P (s)‖2L2(s,τ) = τ
(
P (s)∗P (s)
)
= τ
(
P ∗P (s)
)
=
(
e∆s (P ∗P )
)
(0)
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and ∥∥∥e∆sP (c)∥∥∥2
L2hol(c,τ)
= τ
((
e∆sP (c)
)∗(
e∆sP (c)
))
= τ
(
τ
(
P (c+ s−) |c, s+
)∗
τ
(
P
(
c+ s+
) |c, s−))
= τ
(
P (c+ s−)∗ P
(
c+ s+
) )
= τ
(
P ∗ (c+ s−)P
(
c+ s+
) )
= τ
(
P ∗ (s˜)P (s˜)
)
= τ
(
P ∗P (s˜)
)
=
(
e∆s˜ (P ∗P )
)
(0)
It remains to prove that ∆s = ∆s˜ on C{Xh,X∗h : h ∈ H}. By definition, it suffices to prove that
the free cumulants of (s(h))H∪(H×{∗}) and (s˜(h))H∪(H×{∗}) coincide.
Recall that 0A is free from all element of A, so all free cumulants involving 0A are equal to
0. The data of the free cumulants of a semi-circular system (see Section 3.1.1), of a circular
system (see Section 3.1.2) and the linearity of the free cumulants allows us to deduce the free
cumulants of (s(h))H∪(H×{∗}) and (s˜(h))H∪(H×{∗}).
We observe first that all free cumulants of order different from 2 involved are equal to 0. Thus,
for all n ∈ N such that n 6= 2 and h1, . . . , hn ∈ H ∪ (H × {∗}), we have
κ (s(h1), . . . , s(hn)) = 0 = κ (s˜(h1), . . . , s˜(hn)) .
Only cumulants of order 2 are non trivial. Let h1, h2 ∈ H. We have
κ
(
s(h1), s(h2)
)
= κ (s(h1), s((h2, ∗))) = κ (s((h1, ∗)), s((h2 , ∗))) = κ(s(h1), s(h2)) = 〈h1, h2〉H ,
κ
(
s˜(h1), s˜(h2)
)
= κ
(
c(h1) + s
+(h1), c(h2) + s
+(h2)
)
= κ
(
s+(h1), s
+(h2)
)
= 〈h1, h2〉H ,
κ
(
s˜(h1), s˜((h2, ∗))
)
= κ
(
c(h1) + s
+(h1), c(h2)
∗ + s−(h2)
)
= κ
(
c(h1), c(h2)
∗
)
= 〈h1, h2〉H ,
and
κ
(
s˜((h1, ∗)), s˜((h2, ∗))
)
= κ
(
c(h1)
∗+s−(h1), c(h2)∗+s−(h2)
)
= κ
(
s−(h1), s−(h2)
)
= 〈h1, h2〉H .
At the end, for all h1, h2 ∈ H ∪ (H × {∗}), we have κ
(
s(h1), s(h2)
)
= κ
(
s˜(h1), s˜(h2)
)
.
Step 2. We prove now that the isomorphism F is indeed the free Segal-Bargmann transform.
That can be done using the factorization of Section 1.2.3. More precisely, with the aim of
working on polynomials, we will use the identity P (c) = P |
c
(s) for all P ∈ C{Xh : h ∈ H}.
For all P ∈ C〈Xhj : j ∈ J〉, we have (e∆sP )|c = G(P ). This fact is easily obtained by induction
on the degree of P . Indeed, P 7→ (e∆sP )|c and P 7→ G(P ) both respect the degree of P , preserve
leading coefficients and are isometries between (C〈Xhj : j ∈ J〉, ‖·‖s) and (C〈Xhj : j ∈ J〉, ‖·‖c)
for the norms ‖ · ‖s : P 7→ ‖P (s)‖2 and ‖ · ‖c : P 7→ ‖P (c)‖2. This proves that, for all
P ∈ C〈Xhj : j ∈ J〉, we have F(P (s)) = e∆sP (c) = (e∆sP )|c (c) = G(P ) (c), establishing
the equality between F and the free Segal-Bargmann transform on the algebra generated by
(s(hj))j∈J , and because they are isomorphisms, this equality extends to L2 (s, τ). 
3.3. Free stochastic calculus.
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3.3.1. Semi-circular and circular Brownian motion. A free standard Brownian motion, or semi-
circular Brownian motion, is a family (Xt)t≥0 of self-adjoint elements in A, such that
(1) X0 = 0;
(2) For all 0 ≤ s < t, the element Xt −Xs is semi-circular of variance t− s;
(3) For all 0 ≤ t1 < . . . < tn, the elements Xt1 ,Xt2−t1 , . . . ,Xtn−tn−1 form a free family.
Let B be a von Neumann subalgebra of A, free from W ∗(Xt, t ≥ 0). We denote by Bt the von
Neumann algebra generated by W ∗(Xs, 0 ≤ s ≤ t) ∪ B.
A free circular standard Brownian motion is a family (Zt)t≥0 of non-commutative random
variables in A such that 1√
2
(Zt +Z
∗
t )t≥0 and (
1√
2i
(Zt −Z∗t ))t≥0 are two free standard Brownian
motions which are free from each other.
3.3.2. Free stochastic integration. Let us recall briefly some basic definitions of free stochastic
calculus. For simplicity, let us consider a very restricted situation. For further information, and
more developments, see [6], [8] or [14]. We will treat in parallel the semi-circular and the circular
case.
Let t ≥ 0. Let s 7→ As and s 7→ Bs be maps from [0, t] toA, continuous and uniformly bounded
for the operator norm ‖ · ‖∞. We suppose that, for all s ∈ [0, t], As and Bs ∈ Bs (respectively
W ∗(Zu, u ≤ s)). Such mappings are called bounded adapted semi-circular (respectively circular)
processes on [0, t]. Then we can define the free stochastic integral
∫ t
0 As dXsBs ∈ Bt with respect
to X (respectively the free stochastic integrals
∫ t
0 As dZsBs ∈W ∗(Zs, s ≤ t) and
∫ t
0 As dZ
∗
sBs ∈
W ∗(Zs, s ≤ t) with respect to Z and to Z∗). A bounded adapted process on R+ = [0,∞) is a
bounded adapted process on all [0, t] ⊂ R+.
The following lemma includes properties corresponding to Lemma 10 and Proposition 7 of [6],
and to Proposition 3.2.3 of [8].
Lemma 3.2. Let A and B be two bounded semi-circular (or respectively circular) adapted pro-
cesses. We have for all t ≥ 0, τ
(∫ t
0 As dXsBs
∣∣∣B) = 0 and (∫ t0 As dXsBs)∗ = ∫ t0 B∗s dXsA∗s in
the semi-circular case.
We have for all t ≥ 0, τ
(∫ t
0 As dZsBs
)
= 0, τ
(∫ t
0 As dZ
∗
sBs
)
= 0 and
(∫ t
0 As dZsBs
)∗
=∫ t
0 B
∗
s dZ
∗
sA
∗
s in the circular case.
We have Itô formulas for free stochastic integrals (Proposition 8 of [6], or Theorem 4.1.2
of [8]) which are summed up below, using formal rules. Let A, B, C and D be bounded adapted
semi-circular processes. We have
At dt · Ct dt = At dt · Ct dXtDt = At dXtBt · Ct dt = 0,
and
At dXtBt · Ct dXtDt = τ (BtCt)AtDt dt.
Let A, B, C and D be bounded adapted circular processes. We have
At dt · Ct dt = At dt · Ct dZtDt = At dZtBt · Ct dt = At dt · Ct dZ∗tDt = At dZ∗tBt · Ct dt = 0,
At dZtBt · Ct dZtDt = At dZ∗tBt · Ct dZ∗tDt = 0
and
At dZ
∗
tBt · Ct dZtDt = At dZtBt · Ct dZ∗tDt = τ (BtCt)AtDt dt.
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As an example, let us write the Itô formula in terms of free stochastic integrals in the semi-
circular case. For all t ≥ 0, we have∫ t
0
As dXsBs
∫ t
0
Cs dXsDs =
∫ t
0
As dXs
[
Bs
∫ s
0
Cu dXuDu
]
+
∫ t
0
[∫ s
0
Au dXuBuCs
]
dXsDs
+
∫ t
0
τ (BsCs)AsDs ds.
3.4. Free unitary Brownian motion. The (right) free unitary Brownian motion (Ut)t≥0 is
defined to be the unique bounded adapted semi-circular process which is the solution of the
following free stochastic differential equation
(3.2)
{
U0 = Id,
dUt = idXtUt − 12Ut dt.
It can be constructed using Picard iteration (see for example [14]). From Lemma 3.2, we know
that (U∗t )t≥0 is a bounded adapted semi-circular process defined by the free stochastic differential
equation
(3.3)
{
U∗0 = Id,
dU∗t = −iU∗t dXt − 12U∗t dt.
Thanks to the free Itô formula, one obtains U0U
∗
0 = Id and for all t ≥ 0,
d (UtU
∗
t ) = iUt dXtU
∗
t − iUt dXtU∗t + UtU∗t dt−
1
2
UtU
∗
t dt−
1
2
UtU
∗
t dt = 0.
Thus, for all t ≥ 0, U∗t = U−1t . The distribution of (Ut)t≥0 was computed in [5], and has been
recalled in Section 2.6.4.
3.4.1. Extension of DUt. The purpose of this section is to establish Proposition 3.4 below, which
is an extension of Theorem 2.13 for the unitary Brownian motion. We begin by extending DUt
on C{X,X∗,X−1,X∗−1}.
Let k ∈ N, and X1, . . . ,Xk ∈ {X,X∗,X−1,X∗−1}. For all 1 ≤ i ≤ k, set l(i) = 0, r(i) = 1
and ǫ(i) = 1 if Xi = X or Xi = X
∗−1, and l(i) = 1, r(i) = 0 and ǫ(i) = −1 if Xi = X∗ or
Xi = X
−1. Informally, the numbers l(i) and r(i) indicate if Xi is a left multiplicative process,
or a right one, and the sign ǫ(i) reflects the coefficient in the stochastic equation verified by Xi.
For all 1 ≤ i < j ≤ k, the term Xi · · ·Xj refers to the product Xr(i)i Xi+1 · · ·Xj−1X l(j)j , that
is to say the product Xi · · ·Xj possibly excluding Xi and/or Xj . We set
∆UX1 · · ·Xk = −kX1 · · ·Xk − 2
∑
1≤i<j≤k
ǫ(i)ǫ(j)X1 · · ·
̂
Xi · · ·Xj · · ·Xk tr
(
Xi · · ·Xj
)
,
where the hat means that we have omitted the term Xi · · ·Xj in the product X1 · · ·Xk. We
extend ∆U to all C{X,X∗,X−1,X∗−1} by linearity and by the relation of derivation
(3.4) ∀P,Q ∈ C{X,X∗,X−1,X∗−1},∆U (P trQ) = (∆UP ) trQ+ P tr (∆UQ) .
Let t ≥ 0. We observe that, if we consider t2∆U on C{X}, the term Xi · · ·Xj is always the
product XiXi+1 · · ·Xj−1, and consequently t2∆U coincides with DUt on C{X}, as defined in
Section 2.7 using the free log-cumulants of Ut which are stated in Section 2.6.4.
Lemma 3.3. Let B be an invertible variable of B. For all P ∈ C{X,X∗,X−1,X∗−1},
d
dt
τ (P (UtB) |B) = τ
(
1
2
∆UP (UtB)
∣∣∣∣B) .
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Proof. Let us define (UBt = UtB)t≥0. We deduce from (3.2) that (UBt )t≥0 is a bounded adapted
semi-circular process defined by the free stochastic differential equation
(3.5)
{
UB0 = B,
dUBt = idXtU
B
t − 12UBt dt.
The process (UBt )t≥0 has an inverse (UBt )−1 = B−1U
−1
t at any time t ≥ 0. From (3.3), we know
that ((UBt )
−1)t≥0 is the bounded adapted semi-circular process defined by the free stochastic
differential equation
(3.6)

(
UB0
)−1
= B−1,
d
(
UBt
)−1
= −i
(
UBt
)−1
dXt − 12
(
UBt
)−1
dt.
Similarly, from Lemma 3.2 we know that ((UBt )
∗)t≥0 is a bounded adapted semi-circular process
defined by the free stochastic differential equation
(3.7)

(
UB0
)∗
= B∗,
d
(
UBt
)∗
= −i
(
UBt
)∗
dXt − 12
(
UBt
)∗
dt,
and that ((UBt )
∗−1)t≥0 is a bounded adapted semi-circular process defined by the free stochastic
differential equation
(3.8)

(
UB0
)∗−1
= B∗−1,
d
(
UBt
)∗−1
= idXt
(
UBt
)∗−1 − 12(UBt )∗−1 dt.
Let k ∈ N, and U1, . . . , Uk ∈ {UBt , UBt ∗, UBt −1, UBt ∗
−1}.
For all 1 ≤ i ≤ k, set l(i) = 0, r(i) = 1 and ǫ(i) = 1 if Ui = UBt or Ui = UBt ∗
−1
, and l(i) = 1,
r(i) = 0 and ǫ(i) = −1 if Ui = UBt ∗ or Ui = UBt −1. For all 1 ≤ i < j ≤ k, the term Ui · · ·Uj refers
to the product U
r(i)
i Ui+1 · · ·Uj−1U l(j)j , that is to say the product Ui · · ·Uj possibly excluding Ui
and/or Uj. We claim
(3.9) d (U1 · · ·Uk) =
k∑
i=1
U1 · · · dUi · · ·Uk −
∑
1≤i<j≤k
ǫ(i)ǫ(j)U1 · · ·
̂
Ui · · ·Uj · · ·Uk · τ
(
Ui · · ·Uj
)
dt.
Indeed, using Itô’s formula (see Section 3.3.2), the equation (3.9) follows by induction on k ∈ N.
Let us show how it works. We suppose that the formula is true for k ∈ N. Let Uk+1 = UBt −1.
We use the Itô formula and evolution equations (3.5), (3.6), (3.7) and (3.8) to infer
d (U1 · · ·UkUk+1)
=
k∑
i=1
U1 · · · dUi · · ·Uk+1 −
∑
1≤i<j≤k
ǫ(i)ǫ(j)U1 · · ·
̂
Ui · · ·Uj · · ·Uk+1 · τ
(
Ui · · ·Uj
)
dt
+U1 · · ·Uk dUk+1 +
∑
1≤i≤k
ǫ(i)U1 · · ·
̂
Ui · · ·Uk+1 · τ
(
Ui · · ·Uk+1
)
dt,
which is the formula at step k + 1. The other cases Uk+1 = U
B
t , U
B
t
∗
or UBt
∗−1
are treated
similarly, justifying (3.9).
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Evaluating the conditional expectation τ ( ·| B) on both sides of (3.9), and using Lemma 3.2
(i.e. that the conditional expectation of a stochastic integral with respect to (Xt)t≥0 vanishes),
we have
d
dt
τ (U1 · · ·Uk|B) = −k
2
τ (U1 · · ·Uk| B)
−2
∑
1≤i<j≤k
ǫ(i)ǫ(j)τ
(
U1 · · ·
̂
Ui · · ·Uj · · ·Uk+1
∣∣∣∣∣B
)
τ
(
Ui · · ·Uj
)
.
Equivalently, for all k ∈ N and X1, . . . ,Xk ∈ {X,X∗,X−1,X∗−1}, we have
d
dt
τ
(
X1 · · ·Xk
(
UBt
)
|B
)
= τ
(
1
2
∆UX1 · · ·Xk
(
UBt
)
|B
)
.
We extend this identity to all P ∈ C{X,X∗,X−1,X∗−1} by linearity and by the following
induction. If P and Q ∈ C{X,X∗,X−1,X∗−1} verify the lemma, we have
d
dt
τ
(
(P trQ)
(
UBt
)
|B
)
=
d
dt
(
τ
(
P (UBt )|B
)
τ
(
Q
(
UBt
)))
=
(
d
dt
τ
(
P (UBt )|B
))
τ
(
Q
(
UBt
))
+ τ
(
P (UBt )|B
)( d
dt
τ
(
Q
(
UBt
)))
= τ
(
∆UP (U
B
t )|B
)
τ
(
Q
(
UBt
))
+ τ
(
P (UBt )|B
)
τ
((
d
dt
τ
(
Q
(
UBt
)
|B
)))
= τ
(
1
2
∆UP (U
B
t )|B
)
τ
(
Q
(
UBt
))
+ τ
(
P (UBt )|B
)
τ
(
τ
(
1
2
∆UQ
(
UBt
)
|B
))
= τ
(((
1
2
∆UP
)
trQ+ P tr
(
1
2
∆UQ
))
(UBt )|B
)
= τ
(
1
2
∆U (P trQ)
(
UBt
)
|B
)
. 
Since, for all m ∈ N, t2∆U leaves Cm{X,X∗,X−1,X∗−1} invariant, let us define the endomor-
phism e
t
2
∆U on C{X,X∗,X−1,X∗−1} = ⋃m∈NCm{X,X∗,X−1,X∗−1} by the convergent series∑∞
n=0
1
n!
( t
2
)n
∆nU on each finite dimensional space Cm{X,X∗,X−1,X∗−1}.
Proposition 3.4. Let t ≥ 0 and P ∈ C{X,X∗,X−1,X∗−1}. For all invertible B ∈ B, we have
τ (P (UtB)| B) =
(
e
t
2
∆UP
)
(B).
Proof. Let B be an invertible element of B. Let P ∈ C{Xi : i ∈ I}. There exists a finite index
set J ⊂ I and d ∈ N such that P ∈ Cd{Xi : i ∈ J}. We remark that t2∆U is a linear operator
on Cd{Xi : i ∈ J} and that (P 7→ τ (P (UtB)| B))t≥0 are linear maps from Cd{Xi : i ∈ J} to A.
Consequently, we deduce Lemma 3.4 from Lemma 2.5 and Lemma 3.3. 
3.5. Free circular multiplicative Brownian motion. Following [5], let us define the (right)
free circular multiplicative Brownian motion. It is the unique bounded adapted circular process
(Gt)t≥0 defined by the free stochastic differential equation
(3.10)
{
G0 = Id,
dGt = dZtGt.
According to [5], the process (Gt)t≥0 has an inverse at any time. It is the bounded adapted
circular process (G−1t )t≥0 defined by the free stochastic differential equation
(3.11)
{
G−10 = Id,
dG−1t = −G−1t dZt.
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From Lemma 3.2, we know that (G∗t )t≥0 is a bounded adapted circular process defined by the
free stochastic differential equation
(3.12)
{
G∗t = Id,
dG∗t = G∗t dZ∗t ,
and that (G∗t
−1)t≥0 is a bounded adapted semi-circular process defined by the free stochastic
differential equation
(3.13)
{
G∗t
−1 = Id,
dG∗t
−1 = − dZ∗tG∗t−1.
3.5.1. Extension of DGt . We establish in this section a version of Proposition 3.4 for (Gt)t≥0.
Let us define a derivation ∆GL on (C{X,X∗,X−1,X∗−1}, ·tr) analogously to the definition of
∆U in Section 3.4.1. Let k ∈ N, and X1, . . . ,Xk ∈ {X,X∗,X−1,X∗−1}. For all 1 ≤ i ≤ k, set
l(i) = 0, r(i) = 1 if Xi = X or Xi = X
∗−1, and l(i) = 1, r(i) = 0 if Xi = X∗ or Xi = X−1.
For all 1 ≤ i < j ≤ k, the term Xi · · ·Xj refers to the product Xr(i)i Xi+1 · · ·Xj−1X l(j)j , that is
to say the product Xi · · ·Xj possibly excluding Xi and/or Xj. For all 1 ≤ i ≤ k, set ǫ(i) = 1
if Xi = X or Xi = X
∗, and ǫ(i) = −1 if Xi = X∗−1 or Xi = X−1. For all 1 ≤ i < j ≤ k, set
δ(i, j) = 0 if Xi,Xj ∈ {X,X−1} or if Xi,Xj ∈ {X∗,X∗−1}, and δ(i, j) = 1 otherwise. We set
∆GLX1 · · ·Xk = 4
∑
1≤i<j≤k
δ(i, j)ǫ(i)ǫ(j) ·X1 · · ·
̂
Xi · · ·Xj · · ·Xk tr
(
Xi · · ·Xj
)
.
We extend ∆GL to all C{X,X∗,X−1,X∗−1} by linearity and by the relation
(3.14) ∀P,Q ∈ C{X,X∗,X−1,X∗−1},∆GL (P trQ) = (∆GLP ) trQ+ P tr (∆GLQ) .
Lemma 3.5. For all P ∈ C{X,X∗,X−1,X∗−1},
d
dt
τ (P (Gt)) = τ
(
1
4
∆GLP (Gt)
)
.
Proof. Recall that (Gt)t≥0, (G−1t )t≥0, (G∗t )t≥0 and (G∗t
−1)t≥0 are defined respectively by (3.10),
(3.11), (3.12) and (3.13).
Let k ∈ N, and G1, . . . , Gk ∈ {Gt, Gt∗, Gt−1, Gt∗−1}. For all 1 ≤ i ≤ k, set l(i) = 0, r(i) = 1
if Gi = Gt or Gi = G
∗
t
−1, and l(i) = 1, r(i) = 0 if Gi = G∗t or Gi = G
−1
t .
For all 1 ≤ i ≤ k, set ǫ(i) = 1 if Gi = Gt or Xi = G∗t , and ǫ(i) = −1 if Gi = G∗t−1 or Gi = G−1t .
For all 1 ≤ i < j ≤ k, set δ(i, j) = 0 if Gi, Gj ∈ {Gt, G−1t } or if Gi, Gj ∈ {G∗t , G∗t−1}, and
δ(i, j) = 1 otherwise. We claim
(3.15) d (G1 · · ·Gk)
=
k∑
i=1
G1 · · · dGi · · ·Gk +
∑
1≤i<j≤k
δ(i, j)ǫ(i)ǫ(j) ·G1 · · ·
̂
Gi · · ·Gj · · ·Gk tr
(
Gi · · ·Gj
)
dt.
Indeed, using Itô’s formula 3.3.2, the equation (3.15) follows by induction on k ∈ N. One can
see the proof of Lemma 3.3 to understand how it works, analogously to the case of Ut.
Evaluating the conditional expectation τ on both sides of this equation, and using the fact
that the trace of a stochastic integral with respect to (Zt)t≥0 vanishes (Lemma 3.2), we have
d
dt
τ (G1 · · ·Gk) =
∑
1≤i<j≤k
δ(i, j)ǫ(i)ǫ(j) · τ
(
G1 · · ·
̂
Gi · · ·Gj · · ·Gk
)
τ
(
Gi · · ·Gj
)
.
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Equivalently, for all k ∈ N, and X1, . . . ,Xk ∈ {X,X∗,X−1,X∗−1}, we have
d
dt
τ (X1 · · ·Xk (Gt)) = τ
(
1
4
∆GLX1 · · ·Xk (Gt)
)
.
We extend this identity to all P ∈ C{X,X∗,X−1,X∗−1} by linearity and by the same induction
as the end of the proof of Lemma 3.3. 
Let t ≥ 0. Since, for all m ∈ N, t2∆GL leaves Cm{X,X∗,X−1,X∗−1} invariant, the endo-
morphism e
t
4
∆GL on C{X,X∗,X−1,X∗−1} = ⋃m∈N Cm{X,X∗,X−1,X∗−1} is defined to be the
convergent series
∑∞
n=0
1
n!
( t
4
)n
(∆GL)
n on each finite dimensional space Cm{X,X∗,X−1,X∗−1}.
Proposition 3.6. Let t ≥ 0 and P ∈ C{X,X∗,X−1,X∗−1}. We have
τ (P (Gt)) = (e
t
4
∆GLP )(1).
This proposition allows us to compute the distribution of Gt. For example, let us remark that
∆GL vanishes on C{X}. This implies that e t4∆GL = id on C{X}, and that, for all P ∈ C{X},
we have τ (P (Gt)) = (e
t
4
∆GLP )(1) = P (1).
Proof. The demonstration follows the proof of Proposition 3.4: since the maps (P 7→ τ (P (Gt)))t≥0
are linear, we deduce Proposition 3.6 from Lemma 2.5 and Lemma 3.5. 
3.6. Free Hall transform. Let (Ut)t≥0 be a free unitary Brownian motion, and let (Gt)t≥0
be a free circular multiplicative Brownian motion. Let t ≥ 0. We denote by L2(Ut, τ) the
Hilbert completion of the ∗-algebra generated by Ut for the norm ‖ · ‖2 : A 7→ τ (A∗A)1/2, and
by L2hol(Gt, τ) the Hilbert completion of the algebra generated by Gt and G
−1
t for the norm
‖ · ‖2 : A 7→ τ (A∗A)1/2.
3.6.1. Definition. For all t ≥ 0, let us define the polynomials (P tn)n∈N by the generating series
∞∑
n=0
znP tn(x) =
1
1− ze t2( 1+z1−z )x
.
We remark that, for all t ≥ 0 and n ∈ N, the degree of P tn is n and the leading coefficient is the
coefficient of xnzn in the development and is therefore equal to ent/2.
A quick way to define the free Hall transform is to define it on Laurent polynomials. Let us
denote by C[X,X−1] the space of Laurent polynomials. For all t ≥ 0, let us define Gt by the
unique linear operator on C[X,X−1] such that, for all n ∈ N, one has Gt
(
P tn(X)
)
= Xn and
Gt
(
P tn(X
−1)
)
= X−n. The following theorem, due to Biane, corresponds to Theorem 9 and
Lemma 18 of [6].
Theorem (Biane [6]). Let t > 0. The map Ft : P
(
Ut
) 7→ Gt(P )(Gt) for all P ∈ C[X,X−1]
is an isometric map which extends to a Hilbert space isomorphism Ft between L2(Ut, τ) and
L2hol(Gt, τ) called the free Hall transform.
We notice that the polynomials
(
P tn
)
n∈N are defined in [6] by another generating series
∞∑
n=0
znP tn(x) =
1
1− z1+z e
t
2
(1+2z)x
,
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but Philippe Biane kindly pointed out (personal communication, 2012) that it is necessary to
replace this generating series by the series
1
1− ze t2( 1+z1−z )x
for the proofs of Lemmas 18 and 19 of [6] to be correct.
3.6.2. Another construction. Theorem 3.7 has to be read in parallel with the classical Hall
transform definition, which will be stated in Section 4.3.
Theorem 3.7. Let (Ut)t≥0 be a free unitary Brownian motion, and let (Gt)t≥0 be a free circular
multiplicative Brownian motion. Let t > 0.
For all P ∈ C{X,X−1},
Ft : P (Ut) 7→ (e
t
2
∆UP )(Gt)
is an isometric map which extends to an Hilbert isomorphism Ft between L2(Ut, τ) and L2hol(Gt, τ).
Moreover, this isomorphism is the free Hall transform.
In particular, if (Ut)t≥0 and (Gt)t≥0 are free, for all P ∈ C{X,X−1},
Ft (P (Ut)) = τ (P (UtGt)|Gt) .
It should be remarked that, for the map Ft to be well-defined, it must be true that, for
all P,Q ∈ C{X,X−1}, if P (Ut) = Q (Ut), then (e t2∆UP )(Gt) = (e t2∆UQ)(Gt). This fact is
contained in the proof below.
Theorem 3.7 allows us to compute explicitly the free Hall transform on the *-algebra generated
by Ut. For example, we have from Section 2.7.1 that e
t
2
∆UX2 = eDUtX2 = e−2t
(
X2 − tX trX)
from which we deduce that Ft(U2t ) = e−2t
(
G2t − tGtτ(Gt)
)
.We computed in the previous section
that, for all P ∈ C[X], we have τ(P (Gt)) = P (1). Thus, we have Ft(U2t ) = e−2tG2t − te−2tGt.
Proof. We will prove in a first step that, for all P ∈ C{X,X−1}, we have
(3.16) ‖P (Ut)‖2L2(Ut,τ) =
∥∥∥e t2∆UP (Gt)∥∥∥2
L2
hol
(Gt,τ)
This proves that, for all P,Q ∈ C{X,X−1}, if P (Ut) = Q (Ut), then∥∥∥(e t2∆UP )(Gt)− (e t2∆UQ)(Gt)∥∥∥2
L2hol(Gt,τ)
=
∥∥∥(e t2∆U (P −Q))(Gt)∥∥∥2
L2hol(Gt,τ)
= ‖(P −Q)(Ut)‖2L2(Ut,τ) = 0,
and consequently (e
t
2
∆UP )(Gt) = (e
t
2
∆UQ)(Gt). Thus, Ft is a well-defined isometric map, and so
it extends to a Hilbert space isomorphism F between L2(Ut, τ) and F(L2(Ut, τ)) ⊂ L2hol(Gt, τ).
The surjectivity is clear since, for all P ∈ C{X,X−1},
P (Gt) =
(
e
t
2
∆U
(
e−
t
2
∆UP
))
(Gt) = Ft
((
e−
t
2
∆UP
)
(Ut)
)
.
The equality with the free Hall transform will be made in a second step, and the last part of
Theorem 3.7 follows Proposition 3.4, which says that, for all P ∈ C{X,X−1},
(e
t
2
∆UP )(Gt) = τ (P (UtGt)|Gt) .
38 GUILLAUME CÉBRON
Step 1. With the aim of proving (3.16), we work on the *-algebra C{X,X−1,X∗,X∗−1}. Let
us define the subspace C of C{X,X−1,X∗,X∗−1} which is generated by elements of{
P0 tr(P1) · · · tr(Pn) : n ∈ N, P0, . . . , Pn are monomials of C[X,X−1]
}
.
Replacing the pairs XX−1 = X−1X by 1, we observe that, for all P ∈ C{X,X−1,X∗,X∗−1}
there exists P˜ ∈ C such that ‖P (Ut)‖2L2(Ut,τ) = ‖P˜ (Ut)‖2L2(Ut,τ). Moreover,∥∥∥(e t2∆UP) (Gt)∥∥∥2
L2
hol
(Gt,τ)
= ‖τ(P (UtGt)|Gt)‖2L2
hol
(Gt,τ) =
∥∥∥τ( P˜ (UtGt)∣∣∣Gt)∥∥∥2
L2hol(Gt,τ)
=
∥∥∥(e t2∆U P˜) (Gt)∥∥∥2
L2hol(Gt,τ)
.
Thus, it remains to prove that, for all P ∈ C, we have ‖P (Ut)‖2L2(Ut,τ) = ‖e
t
2
∆UP (Gt)‖2L2
hol
(Gt,τ)
.
Let P ∈ C. Proposition 3.4 gives us that
‖P (Ut)‖2L2(Ut,τ) = τ
(
P (Ut)P (Ut)
∗
)
= τ
(
(PP ∗)(Ut)
)
=
(
e
t
2
∆U (PP ∗)
)
(1)
and Proposition 3.6 gives us that∥∥∥e t2∆UP (Gt)∥∥∥2
L2
hol
(Gt,τ)
= τ
((
e
t
2
∆UP (Gt)
)(
e
t
2
∆UP (Gt)
)∗)
= τ
((
e
t
2
∆UP
(
e
t
2
∆UP
)∗ )
(Gt)
)
=
(
e
t
4
∆GL
(
e
t
2
∆UP
(
e
t
2
∆UP
)∗ ))
(1).
It remains to prove that, for all P ∈ C, e t2∆U (P ∗P ) = e t4∆GL
(
e
t
2
∆UP
(
e
t
2
∆UP
)∗ )
.
Let us define the subspace E of C{X,X−1,X∗,X∗−1} which is generated by elements of{
P0Q
∗
0 tr(P1Q
∗
1) · · · tr(PnQ∗n) : n ∈ N, P0, Q0, . . . , Pn, Qn are monomials of C[X,X−1]
}
.
We remark that the space E is invariant by the product ·tr and by the operators ∆U and ∆GL.
Moreover, the algebra (E , ·tr) is generated as an algebra by the elements of{
PQ∗ : P,Q monomials of C[X,X−1]
}
.
Let us define the auxiliary derivations ∆+U and ∆
−
U on (E , ·tr) in the following way. For all P,Q
monomials of C[X,X−1], we set ∆+U(PQ
∗) = (∆UP ) ·Q∗ and ∆−U (PQ∗) = P · (∆UQ)∗, and we
extend ∆+U and ∆
−
U to all E by linearity and by the relations
∀P,Q ∈ E ,∆±U (P trQ) =
(
∆±UP
)
trQ+ P tr
(
∆±UQ
)
.
It should be remarked that the operators are well-defined because Xi and X
∗
j are algebraically
free: thus, if P1Q
∗
1 = P2Q
∗
2, then there is a non-zero constant λ so that P1 = λP1 and Q2 = λ¯Q1.
The operators ∆+U and ∆
−
U are such that, for all P ∈ C, we have(
e
t
2
∆UP
) (
e
t
2
∆UP
)∗
= e
t
2
∆+
U
(
P (e
t
2
∆UP ∗)
)
= e
t
2
∆+
U
(
e
t
2
∆−
U (PP ∗)
)
.
Let us observe that, for all P ∈ C, we have by linearity that PP ∗ ∈ E . We can now reformulate
what we wanted to prove. It remains to verify that, for all Q ∈ E , e t2∆UQ = e t4∆GLe t2∆+U e t2∆−UQ.
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More precisely, the end of the demonstration is devoted to proving that ∆U = ∆GL/2+∆
+
U+∆
−
U ,
and that ∆GL, ∆
+
U and ∆
−
U commute on E (they do not commute on all C{X,X−1,X∗,X∗−1}).
Because ∆U ,∆GL, ∆
+
U and ∆
−
U are derivations on E , it suffices to verify the properties on
elements of
{
PQ∗ : P,Q monomials of C[X,X−1]
}
. For example, let m,n ∈ N, and set P = Xn
and Q = X−m. We have
∆U (PQ
∗) = (m+ n)PQ∗ −2
∑
1≤i<j≤n
Xn−i+j tr(Xi−j)Q∗
−2
∑
1≤i<j≤m
P (X−1∗)m−i+j tr((X−1∗)i−j)
+2
∑
1≤i≤n
1≤j≤m
Xi−1(X−1∗)m−j tr
(
Xn+1−i(X−1∗)j
)
=
(
nP −2
∑
1≤i<j≤n
Xn−i+j tr(Xi−j)
)
Q∗
+P
(
mQ∗ −2
∑
1≤i<j≤m
(X−1∗)m−i+j tr((X−1∗)i−j)
)
+
1
2
∆GL(PQ
∗)
=
1
2
∆GL(PQ
∗) +∆+U(PQ
∗) +∆−U (PQ
∗).
The other three cases (depending on the signs of the exponents of P and Q) are treated similarly,
and we have ∆U = ∆GL/2 + ∆
+
U +∆
−
U .
The commutativity is less obvious. For all m,n ∈ N, and P = Xn and Q = X−m, we have
∆+U (PQ
∗) = nPQ∗ − 2
∑
1≤i<j≤n
Xn−i+j tr(Xi−j)Q∗
= nPQ∗ − 2
∑
1≤i,j≤n
i+j=n
iXi tr(Xj)Q∗.
Let us fix m,n ∈ N, and P = Xn and Q = X−m. We have
∆+U∆GL(PQ
∗) = ∆+U
−4 ∑
1≤i≤n
1≤l≤m
Xi−1(X−1∗)m−l tr
(
Xn+1−i(X−1∗)l
)
= −4n
∑
1≤i≤n
1≤l≤m
Xi−1(X−1∗)m−l tr
(
Xn+1−i(X−1∗)l
)
+8
= Σ1︷ ︸︸ ︷∑
1≤i≤n
1≤l≤m
∑
1≤j,k≤i−1
j+k=i−1
jXj tr(Xk)(X−1∗)m−l tr
(
Xn+1−i(X−1∗)l
)
+8
= Σ2︷ ︸︸ ︷∑
1≤i≤n
1≤l≤m
∑
1≤j,k≤n+1−i
j+k=n+1−i
jXi−1(X−1∗)m−l tr
(
Xj(X−1∗)l
)
tr
(
Xk
)
,
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while
∆GL∆
+
U(PQ
∗) = ∆GL
nPQ∗ − 2 ∑
1≤i,j≤n
i+j=n
iXi tr(Xj)Q∗

= −4n
∑
1≤i≤n
1≤l≤m
Xi−1(X−1∗)m−l tr
(
Xn+1−i(X−1∗)l
)
+8
= Σ3︷ ︸︸ ︷∑
1≤i,j≤n
i+j=n
∑
1≤k≤i
1≤l≤m
i tr(Xj)Xk−1(X−1∗)m−l tr
(
Xi+1−k(X−1∗)l
)
.
We compute
Σ3 =
∑
1≤i,j≤n
i+j=n
∑
1≤k≤i
1≤l≤m
i tr(Xj)Xk−1(X−1∗)m−l tr
(
Xi+1−k(X−1∗)l
)
=
∑
1≤i,j,k≤n
i+j+k=n+1
∑
1≤l≤m
(i+ k − 1) tr(Xj) tr
(
Xi(X−1∗)l
)
Xk−1(X−1∗)m−l [i← (i− k + 1)]
=
∑
1≤i,j,k≤n
i+j+k=n+1
∑
1≤l≤m
i tr(Xj) tr
(
Xi(X−1∗)l
)
Xk−1(X−1∗)m−l
+
∑
1≤i,j,k≤n
i+j+k=n+1
∑
1≤l≤m
(k − 1) tr(Xj) tr
(
Xi(X−1∗)l
)
Xk−1(X−1∗)m−l.
Finally, we conclude that ∆GL∆
+
U (PQ
∗) = ∆+U∆GL(PQ
∗), using the following computation:
Σ3 =
∑
1≤i≤n
1≤l≤m
∑
1≤j,k≤n+1−i
j+k=n+1−i
jXi−1(X−1∗)m−l tr
(
Xj(X−1∗)l
)
tr
(
Xk
)  i← kj ← i
k ← i

+
∑
1≤i,k≤n
1≤l≤m
∑
0≤j≤n−1
j+k=i−1
jXj tr(Xk)(X−1∗)m−l tr
(
Xn+1−i(X−1∗)l
)  i← n+ 1− ij ← k − 1
k ← j

= Σ2 +Σ1
where we remark that the case j = 0 does not contribute in the last sum.
The other cases of P,Q are similar, as well as the cases of the other couples of operators
among the operators ∆GL, ∆
+
U and ∆
−
U .
Step 2. We prove now that the isomorphism Ft is indeed the free Hall transform. This can
be done using the factorization of Section 1.2.3. More precisely, with the aim of working on
polynomials, we will use the identity P (Gt) = P |Gt (Gt) for all P ∈ C{X}.
Recall that t2∆U coincides with DUt on C{X} (see Section 3.4.1). For all P ∈ C[X], we have
(eDUtP )|Gt = Gt(P ). Indeed, P 7→ (eDUtP )|Gt and P 7→ Gt(P ) both respect the degree of P , and
are isometries between (C[X], ‖ · ‖Ut) and (C[X], ‖ · ‖Gt) for the norms ‖ · ‖Ut : P 7→ ‖P (Ut)‖2
and ‖ · ‖Gt : P 7→ ‖P (Gt)‖2. The equality is then obtained by induction on the degree of P ,
provided that the leading coefficients are multiplied by the same factor. This is, in fact, the
case: the coefficient of the leading term is multiplied by e−nt/2 if the degree of the polynomial
is n (see the computation at the end of Section 2.7.1 for P 7→ (eDUtP )|Gt and the definition of
Gt in Section 4.3 for P 7→ Gt(P )).
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This proves that, for all P ∈ C[X], we have Ft (P (Ut)) = e t2∆UP (Gt) = eDUtP (Gt) =
(eDUtP )|Gt(Gt) = Gt
(
P
)
(Gt), establishing the equality between Ft and the free Hall transform
on the algebra generated by Ut. The same reasoning can be made on C
[
X−1
]
, and finally, Ft
and the free Hall transform coincide on the algebra generated by Ut and U
−1
t . Because they are
isomorphisms, this equality extends to L2(Ut, τ). 
4. Random matrices
In this last part of the paper, we will give two applications of the previous results. The first
one, Theorem 4.6, is the characterization of the distribution of a Brownian motion on GLN (C)
at each fixed time in large-N limit. The second one, Theorem 4.7, establishes that the free Hall
transform is the limit of the classical Hall transform for Laurent polynomial calculus.
Let us fix first some notation. Let N be an integer and let MN (C) be the space of matrices
of dimension N , with its canonical basis (Ea,b)1≤a,b≤N . If M ∈ MN (C), we denote by M∗ the
adjoint of M . Let us denote by Tr : MN (C) → R the usual trace, and by tr : MN (C) → R the
normalized trace 1N Tr, which makes (MN (C), tr) a non-commutative probability space.
4.1. Brownian motion on U(N). Let U(N) be the real Lie group of unitary matrices of
dimension N :
U(N) = {U ∈MN (C) : U∗U = IN}.
Its Lie algebra u(N) consists of skew-hermitian matrices:
u(N) = {M ∈MN (C) :M∗ +M = 0}.
We consider the following inner product on u(N):
(X,Y ) 7→ 〈X,Y 〉u(N) = N Tr(X∗Y ).
This real-valued inner product is invariant under the adjoint action. Thus, it determines a
bi-invariant Riemannian metric on U(N) and a bi-invariant Laplace operator ∆U(N). Let
(X1, . . . ,XN2) be an orthonormal basis of u(N). Let us denote by (X˜1, . . . , X˜N2) the right-
invariant vector fields on U(N) which agree with (X1, . . . ,XN2) at the identity. The Laplace
operator ∆U(N) is the second-order differential operator
∑N2
i=1 X˜
2
i .
The (right) Brownian motion on U(N) is a Markov process starting at the identity, and with
generator 12∆U(N).
4.1.1. Computation of ∆U(N). In this section, we will compute ∆U(N) with the help of the
space C{X,X−1}. It should be remarked that the operator ∆U(N) has been calculated in other
frameworks (see the recent [10], and also [18], [24] and [25]) using similar computations. We have
at our disposal an operator ∆U on C{X,X−1}, defined in Section 4.1. We will see in Lemma 4.1
that the operator ∆U(N) differs from ∆U by an auxiliary operator
1
N2 ∆˜U when acting on the
image of the C{X,X−1}-calculus.
Let us define this operator ∆˜U on C{X,X−1}. Let k, l ∈ N, and X1, . . . ,Xk+l ∈ {X,X−1}.
For all 1 ≤ i ≤ k + l, set l(i) = 0, r(i) = 1 and ǫ(i) = 1 if Xi = X, and l(i) = 1,
r(i) = 0 and ǫ(i) = −1 if Xi = X−1. For all 1 ≤ i ≤ k < j ≤ k + l, the term Xi · · ·Xj
refers to the product X
r(i)
i Xi+1 · · ·Xj−1X l(i)j , that is to say the product Xi · · ·Xj possibly ex-
cluding Xi and/or Xj according to Xi and Xj , and the term Xj · · ·Xi refers to the product
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X
r(j)
j Xj+1 · · ·Xk+lX1 · · ·Xi−1X l(i)i , that is to say the product Xj · · ·Xk+lX1 · · ·Xi possibly ex-
cluding Xj and/or Xi. We set
〈∇UX1 · · ·Xk,∇UXk+1 · · ·Xk+l〉
= −
∑
1≤i≤k<j≤k+l
ǫ(i)ǫ(j)X1 · · ·
̂
Xi · · ·Xj · · ·Xk+lXk+1 · · ·
̂
Xj · · ·Xi · · ·Xk,
where the hats mean that we have omitted the term Xi · · ·Xj in the productX1 · · ·Xk+l, and the
term Xj · · ·Xi in the product Xk+1 · · ·Xk+lX1 · · ·Xk. Notice that 〈∇U ·,∇U ·〉 is just a symbol
for a bilinear map on C
〈
X,X−1
〉
, but this notation is justified by Lemma 4.1 (see the remark
that follows Lemma 4.1).
Let n ∈ N, and P0, . . . , Pn be monomials of C
〈
X,X−1
〉
. We set
(4.1)
∆˜UP0 trP1 · · · trPn
= 2
n∑
m=1
〈∇UP0,∇UPm〉 trP1 · · · t̂rPm · · · trPn
+
∑
1≤m,m′≤n
P0 trP1 · · · t̂rPm · · · t̂rPm′ · · · trPn tr 〈∇UPm,∇UPm′〉 ,
and we extend ∆˜U to all C{X,X−1} by linearity.
Let us denote by U the identity function of U(N).
Lemma 4.1. For all P ∈ C{X,X−1}, we have
∆U(N) (P (U)) =
(
(∆U +
1
N2
∆˜U)P
)
(U).
In particular, for P,Q two monomials of C
〈
X,X−1
〉
, we have
∆U(N)((PQ)(U)) =
(
(∆UP ) ·tr Q+ 2
N2
〈∇UP,∇UQ〉+ P ·tr (∆UQ)
)
(U).
Proof. Recall that (X1, . . . ,XN2) is an orthonormal basis of u(N), that (X˜1, . . . , X˜N2) are the
right-invariant vector fields on U(N) which agree with (X1, . . . ,XN2) at the identity, and that
the Laplace operator ∆U(N) is the second-order differential operator
∑N2
a=1 X˜
2
a .
It suffices to prove that, for all P and Q monomials of C
〈
X,X−1
〉
, we have
(4.2) ∆U(N)P (U) = (∆UP ) (U)
and
(4.3)
N2∑
a=1
X˜a (P (U)) tr X˜a (Q(U)) =
1
N2
〈∇UP,∇UQ〉 (U).
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Indeed, let P0, . . . , Pn be monomials of C
〈
X,X−1
〉
. It follows from (4.2) and (4.3) that
∆U(N) (P0 trP1 · · · trPn) (U)
=
(
∆U(N)P0(U)
)
trP1(U) · · · trPn(U)
+
n∑
m=1
P0(U) trP1(U) · · · tr
(
∆U(N)Pm(U)
)
· · · trPn(U)
+2
n∑
m=1
N2∑
a=1
(
X˜aP0(U)
)
trP1(U) · · · tr
(
X˜aPm(U)
)
· · · trPn(U)
+
∑
1≤m,m′≤n
N2∑
a=1
P0(U) trP1(U) · · · tr
(
X˜aPm(U)
)
· · · tr
(
X˜aP
′
m(U)
)
· · · trPn(U).
Thanks to the structure equations (3.4) and (4.1) of ∆U and ∆˜U , we deduce that
∆U(N) (P0 trP1 · · · trPn) (U)
= (∆UP0) (U) trP1(U) · · · trPn(U)
+
n∑
m=1
P0(U) trP1(U) · · · tr (∆UPm) (U) · · · trPn(U)
+
2
N2
n∑
m=1
N2∑
a=1
〈∇UP0,∇UPm〉 (U) trP1(U) · · · ̂trPm(U) · · · trPn(U)
+
1
N2
∑
1≤m,m′≤n
N2∑
a=1
P0(U) trP1(U) · · · ̂trPm(U) · · · ̂trPm′(U) · · · trPn(U)
· tr 〈∇UPm,∇UPm′〉 (U)
= ∆U (P0 trP1 · · · trPn) (U) + 1N2 ∆˜U (P0 trP1 · · · trPn) (U),
and Lemma 4.1 follows by linearity. Thus, we need only prove (4.2) and (4.3).
The end of the proof is devoted to proving (4.2) and (4.3). For 1 ≤ a ≤ N2, we have
X˜a(U) = XaU and X˜a(U
−1) = ddt |t=0(etXaU)−1 = ddt |t=0(U−1e−tXa) = −U−1Xa. Therefore,
the expression of
∑N2
a=1Xa ⊗ Xa will be useful. Let us fix the following orthonormal basis of
u(N):
{X1, . . . ,XN2}
=
{
i√
N
Ea,a, 1 ≤ a ≤ N
}
∪
{
Ea,b − Eb,a√
2N
, 1 ≤ a < b ≤ N
}
∪
{
i
Ea,b + Eb,a√
2N
, 1 ≤ a < b ≤ N
}
.
We have
N
N2∑
a=1
Xa ⊗Xa = −
N∑
a=1
Ea,a ⊗ Ea,a + 1
2
∑
1≤a<b≤N
(Ea,b − Eb,a)⊗ (Ea,b − Eb,a)
−1
2
∑
1≤a<b≤N
(Ea,b + Eb,a)⊗ (Ea,b + Eb,a)
= −
N∑
a=1
Ea,a ⊗ Ea,a −
∑
1≤a<b≤N
Eb,a ⊗ Ea,bC −
∑
1≤a<b≤N
Ea,b ⊗ Eb,a
= −
∑
1≤a,b≤N
Ea,b ⊗ Eb,a.
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From which we deduce that
N2∑
a=1
(
X˜a(U)⊗ X˜a(U)
)
= − 1
N
∑
1≤a,b≤N
Ea,bU ⊗ Eb,aU,
N2∑
a=1
(
X˜a(U)⊗ X˜a(U−1)
)
=
1
N
∑
1≤a,b≤N
Ea,bU ⊗ UEb,a,
and
N2∑
a=1
(
X˜a(U
−1)⊗ X˜a(U−1)
)
= − 1
N
∑
1≤a,b≤N
U−1Ea,b ⊗ U−1Eb,a.
We can now compute (4.2) and (4.3). Let k, l ∈ N, and X1, . . . ,Xk+l ∈ {X,X−1}. For all
1 ≤ i ≤ k + l, set ǫ(i) = 1 if Xi = X, and ǫ(i) = −1 if Xi = X−1. Thus, we have
∆U(N) (P (U)) =
N2∑
a=1
X˜2a
(
U ǫ(1) · · ·U ǫ(k)
)
=
N2∑
a=1
∑
1≤i≤k
U ǫ(1) · · ·U ǫ(i−1)X˜2a
(
U ǫ(i)
)
U ǫ(i+1) · · ·U ǫ(k)
+
N2∑
a=1
2
∑
1≤i<j≤k
U ǫ(1) · · · X˜a
(
U ǫ(i)
)
· · · X˜a
(
U ǫ(j)
)
· · ·U ǫ(k)
= −kN
N
U ǫ(1) · · ·U ǫ(k)
−2
∑
1≤i<j≤k
ǫ(i)ǫ(j)
(
X1 · · ·
̂
Xi · · ·Xj · · ·Xk tr
(
Xi · · ·Xj
))
(U)
= (∆UP ) (U)
and
N2∑
a=1
X˜a (P (U)) tr X˜a (Q(U))
=
N2∑
a=1
X˜a
(
U ǫ(1) · · ·U ǫ(k)
)
tr X˜a
(
U ǫ(k+1) · · ·U ǫ(k+l)
)
=
1
N
∑
1≤i≤k<j≤k+l
N2∑
a=1
(
U ǫ(1) · · · X˜a
(
U ǫ(i)
)
· · ·U ǫ(k)
)
Tr
(
U ǫ(k+1) · · · X˜a
(
U ǫ(j)
)
· · ·U ǫ(k+l)
)
= − 1
N2
∑
1≤i≤k<j≤k+l
ǫ(i)ǫ(j)
(
X1 · · ·
̂
Xi · · ·Xj · · ·Xk+lXk+1 · · ·
̂
Xj · · ·Xi · · ·Xk
)
(U)
=
1
N2
〈∇UP,∇UQ〉 (U)
where we have used that, for all A,B,C,D ∈MN (C), we have
(4.4)
∑
1≤a,b≤N
AEa,bBEb,aC = Tr(B)AC and
∑
1≤a,b≤N
AEa,bB Tr(CEb,aD) = ADCB.
Corollary 4.2. Let
(
U
(N)
t
)
t≥0
be a Brownian motion on U(N).
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Let t ≥ 0 and P ∈ C{X,X−1}. We have
E
[
P
(
U
(N)
t
)]
=
(
e
t
2
(∆U+ 1N2 ∆˜U )P
)
(1).
Proof. For all t ≥ 0 and P ∈ C{X,X−1}, thanks to Lemma 4.1, we have
d
dt
E
[
P
(
U
(N)
t
)]
= E
[(
1
2
∆U(N)
(
P (U)
))(
U
(N)
t
)]
= E
[(
1
2
(∆U +
1
N2
∆˜U )P
)(
U
(N)
t
)]
.
We conclude with Lemma 2.5, since the maps (t 7→ E
[
P
(
U
(N)
t
)]
)t≥0 are linear. 
4.2. Brownian motion on GLN (C). Let GLN (C) be the Lie group of invertible N×N matri-
ces. We regard GLN (C) as a real Lie group, with its Lie algebra glN (C) = MN (C). We endow
glN (C) with the following real-valued inner product:
(X,Y ) 7→ 〈X,Y 〉glN (C) = NℜTr(X
∗Y ).
Unfortunately, this inner product is not invariant under the adjoint action: the left-invariant
Riemannian metric which it determines does not coincide with the right-invariant Riemannian
metric. Let us choose the right-invariant Riemannian metric. Let ∆GLN (C) be the Laplace
operator corresponding to the right-invariant metric. Let (Z1, . . . , Z2N2) be an orthonormal
basis of MN (C). Let us denote by (Z˜1, . . . , Z˜2N2) the right-invariant vector fields on GLN (C)
which agree with (Z1, . . . , Z2N2) at the identity. The Laplace operator ∆GLN (C) is the second-
order differential operator
∑2N2
i=1 Z˜
2
i .
The (right) Brownian motion on GLN (C) is a Markov process starting at the identity, and
with generator 14∆GLN (C). As mentioned in the introduction, we have taken a definition of the
Brownian motion on GLN (C) which differs by a factor of 2 from the usual definition for reasons
of convenience.
4.2.1. Computation of ∆GLN (C). Similarly to ∆U(N), we will see in Lemma 4.3 that the operator
∆GLN (C) differs from ∆GL defined in Section 3.5.1 by an auxiliary operator
1
N2
∆˜GL when acting
on the image of the C{X,X∗,X−1,X∗−1}-calculus.
Let us define this operator ∆˜GL on C{X,X∗,X−1,X∗−1}. Let k, l ∈ N, and X1, . . . ,Xk+l ∈
{X,X∗,X−1,X∗−1}. For all 1 ≤ i ≤ k + l, set l(i) = 0, r(i) = 1 if Xi = X or Xi = X∗−1, and
l(i) = 1, r(i) = 0 if Xi = X
∗ orXi = X−1. For all 1 ≤ i ≤ k < j ≤ k+l, the term Xi · · ·Xj refers
to the productX
r(i)
i Xi+1 · · ·Xj−1X l(i)j , that is to say the productXi · · ·Xj possibly excludingXi
and/or Xj , and the term Xj · · ·Xi refers to the productXr(j)j Xj+1 · · ·Xk+lX1 · · ·Xi−1X l(i)i , that
is to say the productXj · · ·Xk+lX1 · · ·Xi possibly excluding Xj and/or Xi. For all 1 ≤ i ≤ k+ l,
set ǫ(i) = 1 if Xi = X or Xi = X
∗, and ǫ(i) = −1 if Xi = X∗−1 or Xi = X−1. For all
1 ≤ i ≤ k < j ≤ k + l, set δ(i, j) = 0 if Xi,Xj ∈ {X,X−1} or if Xi,Xj ∈ {X∗,X∗−1}, and
δ(i, j) = 1 otherwise. We set
〈∇GLX1 · · ·Xk,∇GLXk+1 · · ·Xk+l〉
= 2
∑
1≤i≤k<j≤k+l
δ(i, j)ǫ(i)ǫ(j)X1 · · ·
̂
Xi · · ·Xj · · ·Xk+lXk+1 · · ·
̂
Xj · · ·Xi · · ·Xk.
Here again, it is important to note that 〈∇GL·,∇GL·〉 is just a notation for a bilinear map on
C〈X,X∗,X−1,X∗−1〉 which may be justified thanks to Lemma 4.3 (see the remark that follows
Lemma 4.3).
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Let n ∈ N, and P0, . . . , Pn be monomials of C〈X,X∗,X−1,X∗−1〉. We set
(4.5)
∆˜GL(P0 trP1 · · · trPn)
= 2
n∑
m=1
〈∇GLP0, Pm〉∇GL trP1 · · · t̂rPm · · · trPn
+
∑
1≤m,m′≤n
P0 trP1 · · · t̂rPm · · · t̂rPm′ · · · trPn tr 〈∇GLPm,∇GLPm′〉 .
We extend ∆˜GL to all C{X,X∗,X−1,X∗−1} by linearity.
Let us denote by G the identity function of GLN (C).
Lemma 4.3. For all P ∈ C{X,X∗,X−1,X∗−1}, we have
∆GLN (C) (P (G)) =
(
(∆GL +
1
N2
∆˜GL)P
)
(G).
In particular, for P,Q two monomials of C
〈
X,X∗,X−1,X∗−1
〉
, we have
∆GLN (C)((PQ)(U)) =
(
(∆GLP ) ·tr Q+ 2
N2
〈∇GLP,∇GLQ〉+ P ·tr (∆GLQ)
)
(U).
Proof. The proof follows the demonstration of Lemma 4.1.
Recall that (Z1, . . . , Z2N2) is an orthonormal basis of MN (C), that (Z˜1, . . . , Z˜2N2) are the
right-invariant vector fields on U(N) which agree with (Z1, . . . , Z2N2) at the identity, and that
the Laplace operator ∆GLN (C) is the second-order differential operator
∑2N2
a=1 Z˜
2
a .
It suffices to prove that, for all P and Q monomials of C〈X,X∗,X−1,X∗−1〉, we have
(4.6) ∆GLN (C)P (G) = (∆GLP ) (G)
and
(4.7)
2N2∑
a=1
Z˜a (P (G)) tr Z˜a (Q(G)) =
1
N2
〈∇GLP,∇GLQ〉 (G).
Indeed, let P0, . . . , Pn be monomials of C〈X,X∗,X−1,X∗−1〉. It follows from (4.6) and (4.7)
that
∆GLN (C) (P0 trP1 · · · trPn) (G)
=
(
∆GLN (C)P0(G)
)
trP1(G) · · · trPn(G)
+
n∑
m=1
P0(G) trP1(G) · · · tr
(
∆GLN (C)Pm(G)
)
· · · trPn(G)
+2
n∑
m=1
2N2∑
a=1
(
Z˜aP0(G)
)
trP1(G) · · · tr
(
Z˜aPm(G)
)
· · · trPn(G)
+
∑
1≤m,m′≤n
2N2∑
a=1
P0(G) trP1(G) · · · tr
(
Z˜aPm(G)
)
· · · tr
(
Z˜aP
′
m(G)
)
· · · trPn(G).
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Thanks to the structure equations (3.14) and (4.5) of ∆GL and ∆˜GL, we deduce that
∆GLN (C) (P0 trP1 · · · trPn) (G)
= (∆GLP0) (G) trP1(G) · · · trPn(G)
+
n∑
m=1
P0(G) trP1(G) · · · tr (∆GLPm) (G) · · · trPn(G)
+
2
N2
n∑
m=1
2N2∑
a=1
〈∇GLP0,∇GLPm〉 (G) trP1(G) · · · ̂trPm(G) · · · trPn(G)
+
1
N2
∑
1≤m,m′≤n
2N2∑
a=1
P0(G) trP1(G) · · · ̂trPm(G) · · · ̂trPm′(G) · · · trPn(G)
· tr 〈∇GLPm,∇GLPm′〉 (G)
= ∆GL (P0 trP1 · · · trPn) (G) + 1
N2
∆˜GL (P0 trP1 · · · trPn) (G),
and Lemma 4.3 follows by linearity. Thus, we need only prove (4.6) and (4.7). For 1 ≤ a ≤ 2N2,
we have Z˜a (G) = ZaG,
Z˜a
(
G−1
)
=
d
dt
∣∣∣∣
t=0
(
etZaG
)−1
=
d
dt
∣∣∣∣
t=0
(
G−1e−tZa
)
= −G−1Za,
and similarly Z˜a (G
∗) = G∗Z∗a , and Z˜a
(
G∗−1
)
= −Z∗aG−1. Therefore, the expressions of∑2N2
a=1 Za ⊗ Za,
∑2N2
a=1 Za ⊗ Z∗a and
∑2N2
a=1 Z
∗
a ⊗ Z∗a will be useful. Let us fix the basis
{Z1, . . . , Z2N2} = {
1√
N
Ea,b,
i√
N
Ea, b : 1 ≤ a, b ≤ N}.
We have
N2∑
a=1
Za ⊗ Za =
∑
1≤a,b≤N
1
N
Ea,b ⊗ Ea,b +
∑
1≤a,b≤N
−1
N
Ea,b ⊗ Ea,b = 0,
N2∑
a=1
Za ⊗ Z∗a =
∑
1≤a,b≤N
1
N
Ea,b ⊗ Eb,a +
∑
1≤a,b≤N
1
N
Ea,b ⊗ Eb,a = 2
N
∑
1≤a,b≤N
Ea,b ⊗ Eb,a,
and
N2∑
a=1
Z∗a ⊗ Z∗a =
∑
1≤a,b≤N
1
N
Eb,a ⊗ Eb,a +
∑
1≤a,b≤N
−1
N
Eb,a ⊗ Eb,a = 0.
From this, we deduce that
∑2N2
a=1 Z˜
2
a(G
ε) = 0 for all ε ∈ {1,−1, ∗, ∗ − 1}. Moreover,
2N2∑
a=1
(
Z˜a(G)⊗ Z˜a(G−1)
)
=
N2∑
a=1
(
Z˜a(G
∗)⊗ Z˜a(G∗−1)
)
= 0,
2N2∑
a=1
(
Z˜a(G)⊗ Z˜a(G∗)
)
=
2
N
∑
1≤a,b≤N
Ea,bG⊗G∗Eb,a,
2N2∑
a=1
(
Z˜a(G) ⊗ Z˜a(G∗−1)
)
= − 2
N
∑
1≤a,b≤N
Ea,bG⊗ Eb,aG∗−1,
2N2∑
a=1
(
Z˜a(G
−1)⊗ Z˜a(G∗)
)
= − 2
N
∑
1≤a,b≤N
G−1Ea,b ⊗G∗Eb,a,
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and
2N2∑
a=1
(
Z˜a(G
−1)⊗ Z˜a(G∗−1)
)
=
2
N
∑
1≤a,b≤N
G−1Ea,b ⊗ Eb,aG∗−1.
Let k, l ∈ N, and X1, . . . ,Xk+l ∈ {X,X∗,X−1,X∗−1}. For all 1 ≤ i ≤ k + l, set ǫ(i) = 1 if
Xi = X or Xi = X
∗, and ǫ(i) = −1 if Xi = X∗−1 or Xi = X−1. For all 1 ≤ i ≤ k < j ≤ k + l,
set δ(i, j) = 0 if Xi,Xj ∈ {X,X−1} or if Xi,Xj ∈ {X∗,X∗−1}, and δ(i, j) = 1 otherwise. For
all 1 ≤ i ≤ k + l, set Gi = Xi(G). We can now compute
∆GLN (C) (P (G)) =
2N2∑
a=1
Z˜2a (G1 · · ·Gk)
=
2N2∑
a=1
2
∑
1≤i<j≤k
G1 · · · Z˜a (Gi) · · · Z˜a (Gj) · · ·Gk
= −4
∑
1≤i<j≤k
δ(i, j)ǫ(i)ǫ(j) ·
(
X1 · · ·
̂
Xi · · ·Xj · · ·Xk tr
(
Xi · · ·Xj
))
(G)
= (∆GLP ) (G)
and
2N2∑
a=1
Z˜a (P (G)) tr Z˜a (Q(G))
=
2N2∑
a=1
Z˜a (G1 · · ·Gk) tr Z˜a (Gk+1 · · ·Gk+l)
=
1
N
∑
1≤i≤k<j≤k+l
N2∑
a=1
(
G1 · · · Z˜a (Gi) · · ·Gk
)
Tr
(
Gk+1 · · · Z˜a (Gj) · · ·Gk+l
)
=
2
N2
∑
1≤i≤k<j≤k+l
δ(i, j)ǫ(i)ǫ(j)
(
X1 · · ·
̂
Xi · · ·Xj · · ·Xk+lXk+1 · · ·
̂
Xj · · ·Xi · · ·Xk
)
(G)
=
1
N2
〈∇GLP,∇GLQ〉 (G),
where we have used (4.4). 
Corollary 4.4. Let
(
G
(N)
t
)
t≥0 be a Brownian motion on GLN (C).
Let t ≥ 0 and P ∈ C{X,X∗,X−1,X∗−1}. We have
E
[
P
(
G
(N)
t
)]
=
(
e
t
4
(∆GL+ 1N2 ∆˜GL)P
)
(1).
Proof. For all t ≥ 0 and P ∈ C{X,X∗,X−1,X∗−1}, thanks to Lemma 4.3, we have
d
dt
E
[
P
(
G
(N)
t
)]
= E
[(
1
4
∆GLN (C)
(
P (G)
)) (
G
(N)
t
)]
= E
[(
1
4
(∆GL +
1
N2
∆˜GL)P
)(
G
(N)
t
)]
.
We conclude with Lemma 2.5, since the maps (t 7→ E
[
P
(
G
(N)
t
)]
)t≥0 are linear. 
4.3. Hall transform. In this section, we introduce the Hall transform, and study it in the
particular case of the unitary group U(N). We refer to [9] or [12] for more details. The
major difference is that Hall and Driver work with left-invariant metrics and Laplace operators.
Because we chose to work with right Brownian motion, we will only consider right-invariant
metrics and Laplace operators. The necessary modifications are minor.
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4.3.1. Definition. Let K be a compact connected Lie group, with Lie algebra k. Let 〈·, ·〉k denote
a fixed Ad(K)-invariant inner product on k. It determines a bi-invariant Riemannian metric on
K and a bi-invariant Laplace operator ∆K . For all t ≥ 0, let dρt be the heat kernel measure
on K at time t; that is to say, the probability measure on K which corresponds to the law at
time t of a Markov process starting at the identity and with generator 12∆K . For all t ≥ 0, the
operator e
t
2
∆K over L2(K, dρt) is given for all f ∈ L2(K, dρt) by e t2∆Kf : x 7→
∫
K f(yx) dρt(y).
Let G be the complexification of K, with Lie algebra g = k ⊕ ik. Let us endow k with
the (real-valued) inner product given by 〈K1 + iK2,K3 + iK4〉g = 〈K1,K3〉k + 〈K2,K4〉k for
all K1,K2,K3,K4 ∈ k: it determines a right-invariant Riemannian metric on G and a right-
invariant Laplace operator ∆G. For all t ≥ 0, let dµt be the "half heat kernel" measure on G at
time t; that is to say, the probability measure on G which corresponds to the law at time t of a
Markov process starting at the identity and with generator 14∆G.
For all t > 0, we denote by L2hol(G, dµt) the Hilbert space of holomorphic function in
L2(G, dµt). The fact that L
2
hol(G, dµt) is a Hilbert space is not trivial. It is a part of Hall’s
theorem which may be stated as follows (see Theorem 1 of [12] or Theorem 1.16 of [9]).
Theorem (Hall [12]). Let t > 0. For all f ∈ L2(K, dρt), the function e t2∆Kf has an analytic
continuation to a holomorphic function on G, also denoted by e
t
2
∆Kf . Moreover, e
t
2
∆Kf ∈
L2hol(G, dµt) and the linear map Bt : f 7→ e
t
2
∆Kf is an isomorphism of Hilbert spaces between
L2(K, dρt) and L
2
hol(G, dµt).
4.3.2. The Hall transform on U(N). In this section, we take for K the Lie group U(N), whose
complexification is GLN (C). Let (U
(N)
t )t≥0 be a Brownian motion on U(N) (with generator
1
2∆U(N)), and (G
(N)
t )t≥0 be a Brownian motion on GLN (C) (with generator
1
4∆GLN (C)). With
the notation of the previous section, for all t ≥ 0, dρt is the law of U (N)t and dµt is the law
of G
(N)
t . Hall’s theorem gives us an isomorphism of Hilbert spaces between L
2(U(N), dρt)
and L2hol(GLN (C), dµt). We remind of the probabilistic formulation of Hall’s theorem in the
introduction: it expresses the Hall transform Bt as an isomorphism of Hilbert spaces be-
tween the spaces of random variables L2(U
(N)
t ) and L
2
hol(G
(N)
t ) as defined in the introduc-
tion. Let us explicit the identification made between the spaces of functions L2(U(N), dρt) and
L2hol(GLN (C), dµt) and the spaces of random variables L
2(U
(N)
t ) and L
2
hol(G
(N)
t ).
Let t > 0. For all complex Borel function f , we have E[|f(U (N)t )|2] =
∫
U(N) |f |2 dρt in
[0,+∞]. Thus, if f and g are two complex Borel function such that f(UNt ) = g(UNt ) a.s.,
then
∫
U(N) |f − g|2 dρt =0 and therefore f = g a.s. Moreover, the map f 7→ f(U (N)t ) is an iso-
morphism between L2(U(N), dρt) and L
2(U
(N)
t ). Similarly, F 7→ F (GNt ) is an isomorphism
between L2hol(GLN (C), dµt) and L
2
hol(G
(N)
t ). Identifying L
2(U(N), dρt) with L
2(U
(N)
t ) and
L2hol(GLN (C), dµt) with L
2
hol(G
(N)
t ), we deduce the version of Hall’s theorem as formulated in
the introduction: the Hall transform Bt is an isomorphism of Hilbert spaces between L
2(U
(N)
t )
and L2hol(G
(N)
t ), and for all Borel function f on U(N) such that f(U
(N)
t ) ∈ L2(U (N)t ), we have
Bt
(
f(U
(N)
t )
)
=
(
e
t
2
∆U(N)f
)(
G
(N)
t
)
.
4.3.3. Boosting. For all N ∈ N∗, we endow MN (C) with the inner product 〈X,Y 〉MN (C) =
1
N Tr(X
∗Y ). For all t > 0 and N ∈ N∗, we denote by B(N)t the Hilbert space isomorphism
Bt ⊗ IdMN (C) from L2(U (N)t )⊗MN (C) into L2hol(G(N)t )⊗MN (C).
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Proposition 4.5. Let t > 0. For all P ∈ C{X,X−1}, we have
B
(N)
t
(
P
(
U
(N)
t
))
=
(
e
t
2
(∆U+ 1N2 ∆˜U )P
)(
G
(N)
t
)
.
Proof. Recall that we denote by U and G the identity functions of respectively U(N) and
GLN (C). We know that, for all P ∈ C{X,X−1}, we have ddt
(
e
t
2
∆U(N)P (U)
)
= e
t
2
∆U(N)
(
1
2∆U(N)P (U)
)
.
Thus, thanks to Lemma 4.1, we have
d
dt
(
e
t
2
∆U(N)(P (U))
)
= e
t
2
∆U(N)
((
1
2
(∆U +
1
N2
∆˜U )P
)
(U)
)
.
Since the maps (P 7→ e t2∆U(N)(P (U)))t≥0 are linear, Lemma 2.5 tells us that, for all P ∈
C{X,X−1} and t ≥ 0, we have e t2∆U(N)(P (U)) = (e t2 (∆U+ 1N2 ∆˜U )P )(U).
Let P ∈ C{X,X−1}. Set f = P (U). We have e t2∆U(N)f = (e t2 (∆U+ 1N2 ∆˜U )P ) (U) which has an
analytic continuation to a holomorphic function on GLN (C), denoted by F , and by definition
B
(N)
t
(
P
(
U
(N)
t
))
= F
(
G
(N)
t
)
.
It remains to prove that F = (e
t
2
(∆U+ 1N2 ∆˜U )P )(G), or equivalently to prove that (e
t
2
(∆U+ 1N2 ∆˜U )P )(G)
is holomorphic, which is evident since e
t
2
(∆U+ 1N2 ∆˜U )P ∈ C{X,X−1}, and coordinates of G and
G−1 are holomorphic. 
4.4. Large-N limit.
4.4.1. Brownian motion on GLN (C). The free circular multiplicative Brownian motion (Gt)t≥0
is defined with a free stochastic differential equation driven by a free Brownian motion (see
Section 3.5). It can be proved that the Brownian motion on GLN (C) verifies the same stochastic
differential equation driven by a Brownian motion onMN (C) (see [6]). The following theorem is
not surprising and reflects a well-known phenomenon: the free stochastic calculus is intuitively
the limit of the stochastic calculus on MN (C) when N → ∞. See also [15] and [16] for similar
results with a larger class of heat kernel measures on GLN (C).
Theorem 4.6. For all N ∈ N∗, let (G(N)t )t≥0 be a Brownian motion on GLN (C) and let
(Gt)t≥0 be a free circular multiplicative Brownian motion. For all n ∈ N, and all P0, . . . , Pn ∈
C〈X,X∗,X−1,X∗−1〉, for each t ≥ 0, as N →∞, we have
E
[
tr
(
P0
(
G
(N)
t
))
· · · tr
(
Pn
(
G
(N)
t
))]
= τ (P0 (Gt)) · · · τ (Pn (Gt)) +O(1/N2).
Proof. It is equivalent to prove that, for all P ∈ C{X,X∗,X−1,X∗−1}, we have
E
[
tr
(
P
(
G
(N)
t
))]
= τ (P (Gt)) +O(1/N
2).
Indeed, Theorem 4.6 is the particular case when P = P0 trP1 · · · trPn.
Let P ∈ C{X,X∗,X−1,X∗−1} and t ≥ 0. From Corollary 4.4, we have
E
[
tr
(
P
(
G
(N)
t
))]
= tr
((
e
t
4
(∆GL+ 1N2 ∆˜GL)P
)
(1)
)
=
(
e
t
4
(∆GL+ 1N2 ∆˜GL)P
)
(1).
From Proposition 3.6, we have τ (P (Gt)) =
(
e
t
4
∆GLP
)
(1).
Let d be the degree of P . Because the exponential map is differentiable, we have
e
t
4
(∆GL+ 1N2 ∆˜GL) = e
t
4
∆GL +O(1/N2)
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in the finite dimensional space End(Cd{X,X∗,X−1,X∗−1}). Since A 7→ (A(P ))(1) is a linear
map from End(Cd{X,X∗,X−1,X∗−1}) to C, it therefore is continuous and we have(
e
t
4
(∆GL+
1
N2
∆˜GL)P
)
(1) =
(
e
t
4
∆GLP
)
(1) +O(1/N2),
which completes the proof. 
4.4.2. Hall transform. We recall that, for all t > 0, Gt is the free Hall transform at the level
of Laurent polynomials C[X,X−1], and that e
t
2
∆U is the free Hall transform at the level of the
space C{X,X−1} (see Section 3.6). The non-commutative random variables U (N)t and G(N)t give
approximations to the free unitary Brownian motion Ut and the circular multiplicative Brownian
motion Gt at time t. The following result states that the Hall transform also goes to the limit
as N tends to ∞, on both the C[X,X−1] and the C{X,X−1}-calculus. See also [10] for another
proof of the first item.
Theorem 4.7. Let t > 0. For all N ∈ N∗, let (U (N)t )t≥0 be a Brownian motion on U(N), and
(G
(N)
t )t≥0 be a Brownian motion on GLN (C). We have
(1) for all Laurent polynomial P ∈ C[X,X−1], as N →∞,∥∥∥B(N)t (P (U (N)t ))− Gt(P )(G(N)t )∥∥∥2L2
hol
(G(N)t )⊗MN (C)
= O(1/N2),
(2) for all P ∈ C{X,X−1}, as N →∞,∥∥∥B(N)t (P (U (N)t ))− (e t2∆UP)(G(N)t )∥∥∥2L2
hol
(G(N)t )⊗MN (C)
= O(1/N2).
Proof. Let t > 0 and P ∈ C[X,X−1]. Let N ∈ N∗. From Corollary 4.4 and Proposition 4.5, we
have ∥∥∥B(N)t (P (U (N)t ))− Gt(P )(G(N)t )∥∥∥2L2
hol
(G(N)t )⊗MN (C)
=
∥∥∥∥e t2 (∆U+ 1N2 ∆˜U )P (G(N)t )− Gt(P )(G(N)t )∥∥∥∥2
L2
hol
(G(N)t )⊗MN (C)
= e
t
4
(∆GL+
1
N2
∆˜GL)
((
e
t
2
(∆U+
1
N2
∆˜U )P − Gt(P )
)∗ (
e
t
2
(∆U+
1
N2
∆˜U )P − Gt(P )
))
(1).
Let d be the degree of P . We will work in finite-dimensional spaces and consequently all the
norms are equivalent and the linearity of a map implies its boundedness. The differentiability
of the exponential map leads to
e
t
4
(∆GL+ 1N2 ∆˜GL) = e
t
4
∆GL +O(1/N2) and e
t
2
(∆U+ 1N2 ∆˜U ) = e
t
2
∆U +O(1/N2)
in the finite dimensional space End(Cd{X,X∗,X−1,X∗−1}). Since A 7→ A(P ) is linear, we
deduce that (
e
t
2
(∆U+ 1N2 ∆˜U )P − Gt(P )
)
=
(
e
t
2
∆UP − Gt(P )
)
+O(1/N2).
The linearity of (A,P,Q) 7→ (A(P ∗Q))(1) from End(Cd{X,X∗,X−1,X∗−1})×Cd{X,X∗,X−1,X∗−1}2
to C implies that
e
t
4
(∆GL+ 1N2 ∆˜GL)
((
e
t
2
(∆U+ 1N2 ∆˜U )P − Gt(P )
)∗ (
e
t
2
(∆U+ 1N2 ∆˜U )P − Gt(P )
))
(1)
= e
t
4
∆GL
((
e
t
2
∆UP − Gt(P )
)∗ (
e
t
2
∆UP − Gt(P )
))
(1) +O(1/N2).
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From Proposition 3.6, we have
e
t
4
∆GL
((
e
t
2
∆UP − Gt(P )
)∗ (
e
t
2
∆UP − Gt(P )
))
(1)
= τ
((
(e
t
2
∆UP )(Gt)− Gt(P )(Gt)
)∗ (
(e
t
2
∆UP )(Gt)− Gt(P )(Gt)
))
,
and by Theorem 3.7, we have e
t
2
∆UP (Gt)− Gt
(
P
)
(Gt) = 0. Finally, we have∥∥∥B(N)t (P (U (N)t ))− Gt(P )(G(N)t )∥∥∥2L2
hol
(G(N)t )⊗MN (C)
= 0 +O(1/N2).
The second assertion follows using the same argument substituting e
t
2
∆UP for Gt(P ). 
Appendix. The construction of C{Xi : i ∈ I}
In this appendix, the algebra C{Xi : i ∈ I} is constructed as the direct limit of the inductive
system formed by the family of finite tensor product C 〈Xi : i ∈ I〉 ⊗ C 〈Xi : i ∈ I〉⊙n where
⊙ is defined below. Then we verify that, when endowed with the appropriate product and
center-valued expectation, C{Xi : i ∈ I} satisfies the universal property 1.1.
Construction by direct limit. Let n ∈ N. Let E be the subspace of C 〈Xi : i ∈ I〉 ⊗
C 〈Xi : i ∈ I〉⊗n generated by the families
{P0 ⊗ P1 ⊗ · · · ⊗ Pn − P0 ⊗ Pσ(1) ⊗ · · · ⊗ Pσ(n) : P0, . . . , Pn ∈ C 〈Xi : i ∈ I〉 , σ ∈ Sn}.
Let us denote by C 〈Xi : i ∈ I〉⊗C 〈Xi : i ∈ I〉⊙n the quotient space of C 〈Xi : i ∈ I〉⊗C 〈Xi : i ∈ I〉⊗n
by its subspace E. If P0, . . . , Pn ∈ C 〈Xi : i ∈ I〉, we denote the equivalence class of P0 ⊗ P1 ⊗
· · · ⊗ Pn in C 〈Xi : i ∈ I〉 ⊗ C 〈Xi : i ∈ I〉⊙n by P0 ⊗ P1 ⊙ · · · ⊙ Pn.
For all n ≤ m ∈ N, we identify C 〈Xi : i ∈ I〉 ⊗C 〈Xi : i ∈ I〉⊙n as a subset of C 〈Xi : i ∈ I〉 ⊗
C 〈Xi : i ∈ I〉⊙m thanks to the injective morphism
in,m : C 〈Xi : i ∈ I〉 ⊗ C 〈Xi : i ∈ I〉⊙n −→ C 〈Xi : i ∈ I〉 ⊗ C 〈Xi : i ∈ I〉⊙m
P0 ⊗ P1 ⊙ · · · ⊙ Pn 7−→ P0 ⊗ P1 ⊙ · · · ⊙ Pn ⊙ 1⊙ · · · ⊙ 1.
The inclusion maps (in,m)n≤m∈N make C 〈Xi : i ∈ I〉⊗C 〈Xi : i ∈ I〉⊙n an inductive system in the
sense that, for all l ≤ n ≤ m ∈ N, we have il,m = il,n◦in,m. The vector space C{Xi : i ∈ I} is the
direct limit C{Xi : i ∈ I} = lim−→C 〈Xi : i ∈ I〉 ⊗ C 〈Xi : i ∈ I〉
⊙n. It is the minimal vector space
which contains all the tensor products C 〈Xi : i ∈ I〉 ⊗ C 〈Xi : i ∈ I〉⊙n as subspaces identified
via the inclusion maps (in,m)n≤m∈N. In particular, the space C 〈Xi : i ∈ I〉 is a subspace of
C{Xi : i ∈ I}.
We have at our disposal a basis of C{Xi : i ∈ I}. Indeed, for all n ∈ N,
{M0 ⊗M1 ⊙ · · · ⊙Mn :M0, . . .Mn are monomials of C 〈Xi : i ∈ I〉}
is a basis of C 〈Xi : i ∈ I〉 ⊗ C 〈Xi : i ∈ I〉⊙n. Thus,
{M0 ⊗M1 ⊙ · · · ⊙Mn : n ∈ N,M0, . . .Mn are monomials of C 〈Xi : i ∈ I〉}
is a basis of C{Xi : i ∈ I}, called the canonical basis.
Let us define now the product and the center-valued expectation of C{Xi : i ∈ I}. For
all n ∈ N, M0, . . .Mn monomials of C〈Xi : i ∈ I〉, and n′ ∈ N, N0, . . . Nn′ monomials of
C 〈Xi : i ∈ I〉, let us define the product M · N = MN of M = M0 ⊗ M1 ⊙ · · · ⊙ Mn and
N = N0 ⊗N1 ⊙ · · · ⊙Nn′ by
M ·N =MN =M0N0 ⊗M1 ⊙ · · ·Mn ⊙N1 ⊙ · · · ⊙Nn′ .
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We extend this product to all C{Xi : i ∈ I} by linearity. Endowed with this product,
(C{Xi : i ∈ I}, ·) is a unital complex algebra.
Let n ∈ N, andM0, . . . ,Mn ∈ C 〈Xi : i ∈ I〉. For allM =M0⊗M1⊙· · ·⊙Mn ∈ C{Xi : i ∈ I},
we set
trM = 1⊗M0 ⊙M1 ⊙ · · · ⊙Mn,
and we extend the map tr to all C{Xi : i ∈ I} by linearity. Defined this way, tr is a center-valued
expectation. Indeed, the center consists precisely of linear combinations of elements of the form
1⊗M0 ⊙M1 ⊙ · · · ⊙Mn.
We remark that, for all n ∈ N, P0, . . . Pn ∈ C 〈Xi : i ∈ I〉, we have P0 ⊗ P1 ⊙ · · · ⊙ Pn =
P0 trP1 · · · trPn. Thus, the canonical basis of C{Xi : i ∈ I} can be rewritten
{M0 trM1 · · · trMn : n ∈ N,M0, . . .Mn are monomials of C 〈Xi : i ∈ I〉}.
Universal property. The triplet
(
C{Xi : i ∈ I}, tr, (Xi)i∈I
)
is now constructed, and it remains
to prove the universal property.
Let A be an algebra endowed with a center-valued expectation τ , and with a family of I
elements A = (Ai)i∈I . Let n ∈ N, and M0, . . .Mn be monomials of C 〈Xi : i ∈ I〉. Let us define
f (M0 trM1 · · · trMn) by
f (M0 trM1 · · · trMn) = τ (M1 (A)) · · · τ (Mn (A)) ·M0 (A) ,
and we extend f to a map from C{Xi : i ∈ I} to A by linearity. The properties of polynomial
calculus make f an algebra morphism. Moreover, by definition, for all i ∈ I, we have f(Xi) = Ai.
Finally, we verify that, for all P ∈ C{Xi : i ∈ I}, we have τ(f(P )) = f(tr(P )). Let n ∈ N, and
P0, . . . , Pn ∈ C 〈Xi : i ∈ I〉. We have
τ (f (P0 trP1 · · · trPn)) = τ (τ (P1 (A)) · · · τ (Pn (A)) · P0 (A))
= τ (P0 (A)) τ (P1 (A)) · · · τ (Pn (A))
= f (1 trP0 · · · trPn)
= f (tr (P0 trP1 · · · trPn))
and by linearity, we deduce that, for all P ∈ C{Xi : i ∈ I}, we have τ (f(P )) = f (tr (P )).
Thus, there exists an algebra homomorphism f from C 〈Xi : i ∈ I〉 to A such that
(1) for all i ∈ I, we have f(Xi) = Ai;
(2) for all X ∈ C{Xi : i ∈ I}, we have τ (f(X)) = f (tr (X)).
The uniqueness of such a morphism is clear since the action of f on C 〈Xi : i ∈ I〉 is uniquely
determined by the polynomial calculus, and by consequence f is uniquely determined on the
basis
{M0 trM1 · · · trMn : n ∈ N,M0, . . .Mn are monomials of C 〈Xi : i ∈ I〉}.
Indeed, let n ∈ N, and M0, . . .Mn be monomials of C 〈Xi : i ∈ I〉. We have
f (M0 trM1 · · · trMn) = f(M0)f (trM1) · · · f (trMn)
= f(M0)τ (f (M1)) · · · τ (f (Mn))
= τ (M1 (A)) · · · τ (Mn (A)) ·M0 (A) .
Acknowledgments. The author is grateful to his PhD advisor Thierry Lévy for his helpful
comments and corrections which led to improvements in this manuscript, and to Philippe Biane
for clarifying to him the definition of the free Hall transform. Many thanks are due to Antoine
Dahlqvist and Franck Gabriel for useful discussions related to this work.
54 GUILLAUME CÉBRON
References
[1] Luigi Accardi and Carlo Cecchini. Conditional expectations in von Neumann algebras and a theorem of
Takesaki. Journal of Functional Analysis, 45(2):245–273, February 1982.
[2] Michael Anshelevich. Itô Formula for Free Stochastic Integrals,. Journal of Functional Analysis, 188(1):292–
315, January 2002.
[3] Michael Anshelevich. Generators of some non-commutative stochastic processes. Probability Theory and Re-
lated Fields, December 2012.
[4] V Bargmann. On a Hilbert space of analytic functions and an associated integral transform part I. Commu-
nications on Pure and Applied Mathematics, 14(3):187–214, 1961.
[5] Philippe Biane. Free Brownian motion, free stochastic calculus and random matrices. In Free probability
theory, (Waterloo ON, 1995), volume 12, pages 1–19. Amer. Math. Soc., Providence, RI, 1997.
[6] Philippe Biane. Segal–Bargmann Transform, Functional Calculus on Matrix Spaces and the Theory of Semi-
circular and Circular Systems. Journal of Functional Analysis, 144(1):232–286, February 1997.
[7] Philippe Biane. Processes with free increments. Mathematische Zeitschrift, 227(1):143–174, January 1998.
[8] Philippe Biane and Roland Speicher. Stochastic calculus with respect to free Brownian motion and analysis
on Wigner space. Probab Theory Related Fields, 112(3):373–409, 1998.
[9] B.K. Driver. On the Kakutani-Itô-Segal-Gross and Segal-Bargmann-Hall Isomorphisms. Journal of Functional
Analysis, 133(1):69–128, October 1995.
[10] Bruce K. Driver, Brian C. Hall, and Todd Kemp. The Large-N Limit of the Segal–Bargmann Transform on
UN . arXiv:1305.2406, May 2013.
[11] Leonard Gross and Paul Malliavin. Hall’s transform and the Segal-Bargmann map. In Itô’s stochastic calculus
and probability theory, pages 73–116. Springer, Tokyo, 1996.
[12] Brian C. Hall. The Segal-Bargmann "Coherent State" Transform for Compact Lie Groups. Journal of Func-
tional Analysis, 122(1):103–151, 1994.
[13] Olav Kallenberg. Foundations of modern probability. Probability and its Applications (New York). Springer-
Verlag, New York, second edition, 2002.
[14] Vladislav Kargin. On Free Stochastic Differential Equations. Journal of Theoretical Probability, 24(3):821–
848, January 2011.
[15] Todd Kemp. Heat Kernel Empirical Laws on UN and GLN . arXiv:1306.2140, June 2013.
[16] Todd Kemp. The Large-N Limits of Brownian Motions on GLN . arXiv:1306.6033, June 2013.
[17] G Kreweras. Sur les partitions non croisées d’un cycle. Discrete Mathematics, 1(4):333–350, 1972.
[18] Thierry Lévy. Schur–Weyl duality and the heat kernel measure on the unitary group. Advances in Mathe-
matics, 218(2):537–575, June 2008.
[19] Thierry Lévy. Asymptotics of Brownian motions on classical Lie groups, the master field on the plane, and
the Makeenko-Migdal equations. arXiv:1112.2452, December 2011.
[20] Mitja Mastnak and Alexandru Nica. Hopf algebras and the logarithm of the S-transform in free probability.
Transactions of the American Mathematical Society, 362(07):3705–3743, February 2010.
[21] Edward Nelson. Notes on non-commutative integration. Journal of Functional Analysis, 15(2):103–116, Feb-
ruary 1974.
[22] Alexandru Nica and Roland Speicher. Lectures on the Combinatorics of Free Probability, volume 335 of
London Mathematical Society Lecture Note Series. Cambridge University Press, 2006.
[23] Jean-Marie Nicolas. Introduction aux Statistiques de deuxième espèce : applications des Logs-moments et
des Logs-cumulants à l’analyse des lois d’images radar. TS. Traitement du signal, 19(3):139–167, 2002.
[24] E.M. Rains. Combinatorial Properties of Brownian Motion on the Compact Classical Groups. Journal of
Theoretical Probability, 10(3):21, 1997.
[25] Ambar Sengupta. Traces in two-dimensional QCD: the large N-limit. In Traces in geometry, number theory
and quantum fields (edited by Sergio Albeverio, Matilde Marcolli, Sylvie Paycha, and Jorge Plazas), Aspects
of Mathematics, E38, pages 193–212. Friedr. Vieweg & Sohn, Wiesbaden, 2008.
[26] Roland Speicher. Multiplicative functions on the lattice of noncrossing partitions and free convolution. Math-
ematische Annalen, 298(4):611–628, 1994.
[27] Roland Speicher. Free probability theory and non-crossing partitions. Sém Lothar Combin, 39:1–17, 1997.
[28] Roland Speicher. Combinatorial theory of the free product with amalgamation and operator-valued free
probability theory. Mem Amer Math Soc, 132(627):x+88, 1998.
[29] Richard P Stanley. Enumerative combinatorics. Volume 1, volume 49 of Cambridge Studies in Advanced
Mathematics. Cambridge University Press, Cambridge, second edition, 2011.
FREE CONVOLUTION OPERATORS AND FREE HALL TRANSFORM 55
[30] Masamichi Takesaki. Conditional expectations in von Neumann algebras. Journal of Functional Analysis,
9(3):306–321, March 1972.
[31] D V Voiculescu, K J Dykema, and A Nica. Free Random Variables, volume 1 of CRM Monograph Series.
American Mathematical Society, 1992.
