Abstract-This paper presents the preliminary results of PET system simulation using Monte Carlo code. We also present the implementation of attenuation correction for MCNP-generated PET image. Using MCNP5 we constructed a data base for a uniform cylindrical source. The data obtained from the simulation were then used for PET image reconstruction. During the image reconstruction, calculated attenuation correction method was implemented to the PET raw data. This method was chosen due to the fact that our study involved homogeneous and simple geometry phantom.
INTRODUCTION
Attenuation correction in PET is required to correct the effect of scattered or attenuated events from the line of response (LOR). Due to relatively high energy photon involves in PET, the probability of the photon to interact via Compton scatter and photoelectric absorption is relatively high. These interactions may result in greater detection of scattered photons in the LOR. Such factor needs to be corrected to avoid image quality degradation and inaccuracy during quantitative measurement [1] , [2] . Several factors have been widely discussed to be the cause for PET image quality degradation, for instance biological and physical factors [1] , [3] , [4] , [5] , [6] , [7] , [8] . The latter factor which include scattered photons and attenuation of photons are the reasons for the need of attenuation correction in PET. This paper discusses the calculated attenuation correction method for PET Monte Carlo N Particle (MCNP)-generated image. The most commonly used method for PET attenuation correction nowadays is CT-based attenuation correction [7] , whereby attenuation coefficients distribution in the object are estimated based on the transmission data measured. Therefore, the implementation of this correction technique requires acquisition of transmission data. This study however describes the implementation of calculated attenuation correction which is useful for homogeneous and simple geometry object, for instance phantom and brain. This method also called as transmissionless method.
In this paper, we present our work in simulating a PET ring detector using Monte Carlo code. This code was chosen due to the fact that it provides essential nuclear and atomic datalibrary of possible interactions. Prior to this paper, we have been using MCNP for Single Photons Emission Computed Tomography (SPECT) and gamma camera [9] , [10], [11] . Based on that, a simulation to imitate the real system is known to be possible by specifying the source to be used within the modeled geometry of the system. In MCNP code, we set up our source as a 1.02 MeV positron emitter and record the resulting data. During execution, the MCNP code generates individual positrons and resulting annihilation photons. The resulting photons are tracked through the user-defined geometry. Various interactions that took place within the simulated geometry were recorded. Development and validation of PET model usually did using specific Monte Carlo codes for PET by many other studies, for instance GEANT, SIMSET, PeneloPET, GATE and PETSIM [4] , [12], [13] . This study however was done by using a general Monte Carlo codes.
In general, the simulation of the phantom in PET system geometry is divided into two stages: simulation of the system geometry and the reconstruction of image. Every photon event is tracked within the MCNP5 environment until the incident photon is either terminated by full absorption or escapes via non-intersecting trajectory with the ring detector. The result is recorded in a list-mode file referred to as Particle Track Output Card (PTRAC) file within MCNP5. All nuclear reaction mechanisms such as positron-electron annihilation, Compton scattering, photoelectric absorption, bremstrahlung emission, fluorescent, multiple Coulomb scattering, knock-on and Auger electrons are undertaken by MCNP5 for all materials encountered by each photons. A program is developed for image reconstruction based on the simulation data recorded.
II. METHOD

A. Simulation Geometry and Image Reconstruction
The simulation geometry was modeled using MCNP Code version MCNP5. Figure 1 shows the geometry and materials used. The detector is a ring shape with total number of 624 crystal blocks with dimension of 4.0 x 4.0 x 20 mm. The detector was simulated to be filled with Lutetium Oxyorthosilicate (LSO). To limit the MCNP calculation and hence constrain the tracking of unwanted photons, a sphere boundary was defined around the detector geometry. In this paper, we used specific parameters based on Siemens Biograph TruePoint PET/CT at the Center for Diagnostic Nuclear Imaging, Universiti Putra Malaysia.
For study of the effect of attenuation correction, a 12 cm radius of cylindrical phantom was positioned at the central axis of the ring detector. The phantom was positioned in a supine position and axially in the scanner. The phantom was simulated to be uniformly filled with a positron emitter source in water-filled environment.
From the simulation, we obtained a useful feature of the MCNP code called PTRAC. The interaction data from the PTRAC file was used to develop a program to select the coincidence photons. Figure 2 shows the coincidence events data selection process used to process the raw MCNP5 output file. The coincidence photons however are filtered to meet the LSO energy window which is ranging from 425 keV to 650 keV. The detector pairs are finally map into a sinogram based on the LOR. 
B. Attenuation Correction
The emission projected data is represented by two parameters, which are: (1) attenuation along a LOR for particular position x and projection angle ø. (2) distribution of FDG in the patient. The 511 keV annihilation photons in PET often interact via Compton scattering and photoelectric absorption. Therefore, the linear attenuation coefficient for 511 keV commonly referred to the probability of such photon to undergo both Compton scattering and photoelectric absorption. The interaction of 511 keV photon with matter represents by the following:
(1)
Where I(o) is the incident beam intensity, μ is the linear attenuation correction and x is depth. Therefore, the probability of such photons to escape the object without scattered is represents by:
(2) Based on equation (2), the attenuation correction is calculated by inverse of the attenuation along the LOR for particular position x and projection angle ø. Attenuation correction is therefore represents by: distribution of attenuation coefficients at 511 keV for the object. Based on equation (3), the distribution of attenuation coefficients could be calculated by a prior knowledge of object geometry and material composition. The attenuation correction is implemented by multiplication of this attenuation map with the raw emission data.
For a complex and heterogeneous object, the attenuation correction factor is usually calculated based on the transmission data. The transmission data could be measured either by using positron sources, x-rays or γ-rays [1] . The measured transmission data is necessary to determine the attenuation coefficient distribution in the object. However, for a homogeneous and simple geometry object, the distribution of attenuation coefficient can be calculated based on prior estimate of the object's geometry. Although the calculation method eliminates the needs for transmission data acquisition, this method however only limited for brain and phantom studies imaging. Therefore, this method is not practically implemented for clinical study whereby usually involves heterogeneous and complex geometry of human body.
III. RESULT AND DISCUSSION
Uniform Cylindrical source
In this simulation, a cylindrical phantom filled with uniform positron-emitter source is located at the center of the ring detector and the results are recorded. The original cylindrical image was obtained by reconstructing the image based on the MCNP5 simulation data, and the results were shown in figure 4(a) . Both simple back-projection and filtered back-projection (FBP) image reconstruction were considered in this study. The image was evaluated by two methods: mean squared error (MSE) and visual interpretation. Figure 3 shows the steps of attenuation correction implementation to the MCNP5 simulated sinogram, whereby the correction map was calculated based on equation 3. The implementation of this correction required the original sinogram to be multiplied with the attenuation correction map.
Visually, the implementation of attenuation correction to the sinogram improved the quality of the reconstructed image. The effects of attenuation correction to the image can be clearly seen, as shown in figure 4(b). Higher activity at the edge of the phantom image was eliminated after attenuation correction implemented. The attenuation corrected image ( figure 4(b) ) shows more uniform distribution of activity throughout the phantom geometry. This effect was even clearly seen by comparing the line profile for the simple backprojection images before and after correction. The line profile for FBP image was omitted due to very high statistical noise. The line profile plotted through the center point of the phantom image before attenuation correction shows 'v-shape' with greater intensity at the edge of it. However, implementation of attenuation correction cause the intensity profile becomes more uniform.
Quantitatively, the images were compared by using the MSE of the two images, whereby the attenuated corrected image was assumed as the true value. The error, which showed in figure 5, is the amount of the two images differs. It is also represent the amount of intensity differs before and after correction. IV. CONCLUSION The results show that the attenuation correction implemented to the raw data improves the distribution of sources in the reconstructed image. Higher activity at the edges of the images before attenuation correction was eliminated after the correction. However, this method is only suitable for homogeneous and simple geometry object, for instance phantom study usually did for quality assurance and quality control procedures. This method also easy and fast to be implemented especially for phantom simulation study.
Simulation of PET system by using general Monte Carlo code is possible. However, post processing data obtained from the simulation is required for further study. The details data obtained from the Monte Carlo simulation enables image reconstruction and hence image quality evaluation.
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