Abstract-A quality constrained compression algorithm based on discrete wavelet transform (DWT) is proposed. The spatial-frequency decomposition property of DWT provides possibility for not only the new compression algorithm but also a frequency-domain quality assessment method. For facilitating the new algorithm, a new quality metric in the wavelet domain called WNMSE is suggested, which assesses the quality of an image with the weighted sum of normalized mean square errors of the wavelet coefficients. The metric is consistent with the human judgment of visual quality as well as able to estimate the quality during the compression process. Based on the relationship between the statistic features, quantization steps, and the weighted normalized mean square error value of the image, we develop a quality constrained quantization algorithm which can determine the quantization step-sizes for all the wavelet subbands for compressing the image to a desired visual quality accurately.
I. INTRODUCTION
T O COMPARE the performance of any two image compression methods, both compression ratios and qualities of the compressed images have to be considered. An ideal compression system should represent the original image with as small amount of bits as possible while maintaining a good visual quality. In reality, it is always objective in measuring the compression ratio, but highly subjective to judge the quality. Since humans are the end user of most images, the natural way to compare the quality of two images is to have them evaluated by human observers. Typically, a group of observers examine a set of images under a controlled environment and assign a numerical score to each of them. Each image's scores are recorded and averaged later as its mean opinion score (MOS) [1] that is by far the most accurate and reliable objective image quality metric (IQM). Unfortunately, MOS is inconvenient and expensive to use.
In [2] , ten quality metrics were evaluated against subjective human evaluation. The evaluation was conducted on five different distortion types with variant degrees of impairments. It is claimed that there still exists difference between machine and human evaluations of image quality, and it is difficult to invent a quality assessment algorithm that is superior in every distortion type. This work is motivated by the need for simple IQMs that are consistent with MOS and suitable for computer implementation. By "consistent," we mean that a metric should perform the same regardless of the distortion types or patterns of the images and be linearly correlated to MOS, i.e., varies monotonically with MOS. According to the dependence on the original image, IQM can be classified into three categories [3] . 1) Full-Reference (FR). A FR metric requires that the original image is available and used to evaluate the quality of the distorted image, which is the most common category. 2) Reduced-Reference (RR). A RR metric evaluates the quality of the distorted image with only partial knowledge of the original one. 3) No-Reference (NR). A NR metric evaluates the quality of a distorted image without any knowledge of the original one. The most common IQM is the mean squared error (MSE) family including MSE, root MSE (RMSE), and peak signal-tonoise ratio (PSNR), which are of FR and calculate pixel errors between the original and compressed images. The performance of the MSE approach is far from satisfactory [4] , [5] , and its limitation is experienced in applications such as the evaluation of compressed diagnostic breast images [6] , where images with lower PSNR values are preferred by doctors over those with higher ones.
Wang and Bovik proposed a structural similarity index (SSIM) that models the total distortion of an image block as the combination of three factors: loss of correlation, luminance distortion, and contrast distortion [7] . SSIMs are measured for blocks of an image using a sliding window, and the mean value of the SSIMs (MSSIM) of all the blocks is taken as the overall quality metric of the image. In [8] , Shnayderman et al. explored the feasibility of singular value decomposition (SVD) in developing a new IQM that can express the quality of distorted images. An image is first divided into small blocks. The distance between the singular values of the original image block and the singular values of the distorted image block is used to indicate its quality. The overall quality of the distorted image is measured by the absolute average-value of the differences between these singular value distances and their median. The author claimed that better performance was achieved with smaller block size, which suggested that single pixel based measurement will have the best result. This, in fact, undermined the foundation of their work since singular value decomposition makes no sense for single pixel based measurement. In spite of the differences, these metrics have the same drawback in which they are determined in the spatial domain while compression is performed in the frequency domain, which makes it very difficult to control the visual quality during the compression.
A great deal of effort has been made to develop IQMs that fit the human visual system (HVS). While some metrics yield decent results, most are not always consistent with HVS and are sometimes limited to very specific applications. Furthermore, these metrics tend to be complex for implementation. Watson et al. developed a discrete cosine transform (DCT) based video quality metric that incorporates quite a few characteristics of human visual sensitivity in [9] , and a simple IQM was proposed by Sendashonga and Labeau for both DCT and DWT in [10] . Damera-Venkata et al. developed two complementary quality metrics to measure the impact of frequency distortion and noise injection to HVS separately [11] . The purpose was for quantifying the degradation in the restored image as compared with the original image.
In general, compression technologies can be classified into two categories: lossless and lossy which have the following differences.
• Lossless compression achieves compression by reducing the entropy of the original data, while avoiding distortions. As a result, the original data can be perfectly recovered from the compressed bits. Examples of lossless compression technologies include run-length coding, Huffman coding and arithmetic coding, etc. The constraint of no distortion limits the compression efficiency; therefore, where distortion is acceptable, lossless compression is applied to the output of lossy compression.
• Lossy compression technologies first transform an image into the frequency domain, and then quantize the coefficients in the latter. Two most common options of transformation are DCT and DWT. Compared with DCT, coefficients of DWT are localized in both spatial and frequency domains, which is desirable because HVS functions like a bandpass filter with the localization properties [12] . Quantization is a process that divides the coefficients by a numeric value called the quantization step and rounds them to integers to reduce the number of bits for representation. The original coefficients can not be perfectly recovered from the quantized ones because of the rounding error, i.e., distortions are introduced by quantization. Consequently, an image after quantization can not be perfectly reconstructed. Distortions can also be introduced by the limited precision of digital computers or the rounding of integer operations, which however can be ignored comparing to that caused by quantization. Quantization, including scalar quantization (SQ) and vector quantization (VQ) [13] - [19] , plays a very important role in lossy image compression. It is the primary contributor to high compression ratio, and likewise the major source of distortion. In [20] , Watson et al. analyzed the DWT quantization errors and developed a quantization algorithm that is aimed to achieve visually lossless compression, but does not have the flexibility to achieve arbitrary visual quality. In [21] , Liu et al. developed a quality constrained compression method for JPEG2000 that is optimized for the local profile of so called just-noticeable distortion (JND), which is similar to the distortion model in [20] . In [22] , Nadenau et al. introduced a wavelet based color image compression algorithm that exploited the relationship between contrast sensitivity and spatial frequency. The purpose was to use contrast sensitivity function to regulate the quantization step-size at a higher precision to minimize the visibility of compression artifacts.
The current work is inspired by previous research on two related areas: image compression and HVS-based IQM. On the one hand, we see the lack of a compression algorithm which can be guided and eventually evaluated by a HVS-consistent IQM. On the other, the study of the visual processing principle of HVS [23] , [24] , reveals that the retina of human eyes has optical paths for lower and higher frequency subbands, which correspond to the subbands generated by wavelet transform. Based on this observation, we propose a new quality metric called weighted normalized mean square error of wavelet subbands (WNMSE).
The new metric uses the sum of the WNMSE of the coefficients in each wavelet subband to assess the quality of a compressed image. This metric is consistent with HVS as well as measures the post-compression quality of an image in real-time because of the simplicity of WNMSE. Taking advantage of WNMSE, we have developed a novel compression algorithm called quality constrained scalar quantization (QCSQ) that is based on the relationship between the statistic features, quantization steps, and the WNMSE value of the image. QCSQ can find the quantization steps for all the subbands efficiently for compressing the image to a desired visual quality measured by WNMSE.
The work is organized as follows. In Section II, we briefly describe the DWT and define the notations that are used in the work. In Section III, our new quality metric WNMSE is presented, and in Section IV, the innovative quality constrained quantization algorithm QCSQ is introduced. Experimental results are given in Section V to demonstrate the advantages of the new metric and compression methods. The work is concluded by Section VI. The detailed algorithm of QCSQ is given in the Appendix of the paper.
II. 2-D WAVELET TRANSFORM
Subband coding, which includes wavelet, was first introduced by Croisier et al. for speech coding in 1976 [25] . Ten years later, 2-D subband decomposition was applied to image coding by Woods and O'Neal [26] . With the advent of the wavelet theory, wavelet coding became the dominant method of subband coding. Fig. 1 shows a single-level 2-D wavelet decomposition, in which four wavelet subbands are generated from the input image and labeled as LL, LH, HL, and HH, respectively, where L means lowpass filtering and H means highpass. A balanced multilevel subband decomposition system can be constructed by applying single-level decomposition to all the subbands of the previous level. The wavelet transform is the extreme form of an unbalanced subband decomposition because only the subband LL of the previous level is further decomposed.
For convenience, we label subband LL as subband (average), HL as (horizontally highpass and vertically lowpass), LH as (vertically highpass and horizontally lowpass) and HH as (both horizontally and vertically highpass). Fig. 2 is a decomposed image after three levels of 2-D Haar wavelet transform. There are totally ten subbands which can be put into 3 groups according to the levels of transformation: level-1, level-2, and level-3, respectively. After the first transformation, we get four subbands of level-1: , , and ; after applying the second wavelet transformation to , we get four subbands of level-2: , , and ; finally, we get four subbands of level-3: , , and by applying the last wavelet transformation to . The same operation can continue by applying the 2-D wavelet transform to , , until becomes a single coefficient. However, too many levels of transformation will not contribute to the efficiency of image compression, but only increase the cost of computation.
Besides its level of transformation , another property of subband is its frequency index , where is one of . A wavelet subband is formed by letting the coefficients passing through a series of filters which includes highpass and lowpass , each selectively picking appropriate frequency components. If we let the number of highpass filters that subband passed through be and lowpass filters , we define its frequency index as . In the case of , the frequency indexes of the ten subbands are . The main advantages of using DWT for image coding are the following.
1) Compared with DCT, the coefficients of DWT are localized in both frequency and spatial domains, which is highly desirable for image compression [27] . 2) DWT decomposes an image into spatially correlated subbands, each having different spatial resolution. Visual quality of the compressed image can thus be controlled by adjusting the distortions to different subbands [28] . 
III. NEW QUALITY ASSESSMENT METHOD
It is modeled in [23] that there are multiple layers of cells in the retina of human eyes. Each layer plays different functions of sampling and filtering in both temporal and spatial domains. Among all the cells, the P-type Ganglion cells and the M-type Ganglion cells compose the last layer of cells before the sensed signal enters the brain through the optical nerve. It is found that the P-type cells respond to higher spatial frequencies and the M-type cells to lower. This filtering property indicates that the HVS naturally decomposes the image into multiple subbands and process them differently.
Furthermore M-type cells have receptive fields which are approximately three times as large as those of the P-type cells. This perhaps explains why the HVS is more sensitive to distortion of lower spatial frequencies of an image, which is not surprising since lower spatial frequencies specify the skeleton of the image, that is more important than the details that the higher frequencies are responsible to add on. Consequently, distortions to different frequencies with the same magnitude do not have the same impacts to the quality of the image. Previously, the idea was used in [24] for retina based multi-resolution image fusion where an image with lower spatial frequencies served as the framework and images of higher ones were added on for image fusion.
To illustrate the importance of the lower frequency subband, we use the images as shown in Fig. 3 as an example. The figure shows two distorted images which have the same PSNR. However, the distortion to Fig. 3(a) is concentrated on the subband (the LL subband) while that of Fig. 3(b) is to the , and subbands (LH, HL, and HH subbands). We can see that, the quality of Fig. 3 (a) is worse than that of Fig. 3 (b) even though they have the same amount of distortion in the spatial domain. This example also indicates that the spatial distortion is not a good indicator of the true quality for human eyes.
From the structure of the retina and example of Fig. 3 , we are convinced that an image quality metric consistent to HVS has to be expressed in the wavelet domain. Now the question is what the weights should be for each subband. To answer this question, the following observation and analysis are in order.
1) The subbands with higher transformation levels hold more structural or global information, such as shape and luminance, than those with lower transformation levels. So the distortions from the subbands of higher transformation levels degrade the quality of an image more significantly. For example, each coefficient in a level-1 subband comes from four image pixels. If one coefficient has a distortion, it is very likely that those four pixels will all have distortion after reconstructing. Similarly, each coefficient in a level-2 subband comes from sixteen pixels and its distortion will affect those sixteen pixels in the reconstructed image. In a word, any distortion on a coefficient in a level-subband will generate distortion on each of the pixels in the reconstructed image, and smaller distortions in a higher level subband may have more negative impact on the quality of an image than the larger ones in a lower level subband.
2) The subbands of lower frequency (or larger frequency indexes) hold more structural information of the image than those of higher frequency (or smaller frequency indexes). Since the structural information plays a more important role in maintaining the fidelity of an image, a subband with larger frequency index has more visual impact than that with lower level subband. Fig. 4 shows that the same amount of distortion, NMSE , to the subbands with different frequency indexes has different impact on the image quality. In light of all the above discussion we choose to use the weighted sum of normalized mean square errors of the coefficients in all the wavelet subbands as the new image quality metric, which is called the WNMSE of wavelet subbands (1) where is the weight factor for subband whose transformation level is and frequency index , is the highest transformation level, is the NMSE of subband , and (2) where is the number of pixels in the horizontal direction and vertical, and denotes a wavelet coefficient before compression and after compression at position in subband . In the case that , if , and if otherwise. For convenience, we define WNMSE as (3) In this way, a better quality image will have a higher value of WNMSE.
In this equation, each is calculated and weighted individually, which reflects the contribution of each subband to the total distortion. NMSE, instead of MSE, is used because the absolute amount of the distortion is not a good indicator of the contribution of a subband towards the overall quality loss. As discussed above, with the transformation level going up, the number of supporting pixels of a coefficient and its impact to the global structure both increase. By putting in the weight factor for subband , its weight goes along with its level. Similarly, by putting in the weight factor, the impact of frequency is considered accordingly. A subband with higher transformation level and lower frequency will have larger weight.
Unlike the conventional quality metrics, WNMSE evaluates the quality of an image in the wavelet domain, which possesses the following two advantages. 1) WNMSE is HVS optimized. Using the weighted contributions of different subbands in the wavelet domain, WNMSE treats subbands discriminatingly because different subbands have nonuniform impacts to visual quality. By using different weights, the contribution of each wavelet subband to the overall quality is considered accordingly. In this way, the impacts of distortions to both global structure and local details are more likely to be balanced, which leads to a more objective quality assessment. 2) WNMSE is real-time suitable. By defining WNMSE in the wavelet domain, the quality can be assessed during the compression process. In contrast to those quality metrics in the spatial domain, WNMSE can measure the quality of an image right after quantization without a new computation in the spatial domain. Computation is thus more efficient, especially when iteration is necessary to adjust the quality of the image. Our research shows that WNMSE is much more consistent with the results of MOS, compared with PSNR and MSSIM. WNMSE is thus a better quality indicator of an image by means of HVS. In addition, it enables us to compress an image according to the assessment of its quality in real-time. As a result, quality constrained compression becomes possible.
IV. QUALITY CONSTRAINED COMPRESSION
Image compression is usually treated as a bit-rate constrained problem, i.e., compression ratio is on the top of consideration while quality is secondary. Since the features of images may vary significantly, image qualities can be different for the same bit-rate. Consequently, bit-rate constant compression is not always desired.
We call a compression method which prioritizes the quality quality constrained compression. Unfortunately, quality constrained compression has been difficult because of the following two reasons.
1) Quality assessment, such as PSNR and MSSIM, and image compression, such as DCT or DWT based, are pursued in the spatial and frequency domains, respectively, and there is no direct and simple link between them.
2) The reliability of current IQMs still have to be improved to satisfy the need of the quality assessment. These two problems can be solved by using the new index WNMSE just introduced. From (1), the WNMSE of a compressed image can be controlled if the distortion of each wavelet subband can be manipulated. This could be done through a brutal-force searching method, but an applicable solution has to be more efficient. Ideally, we should be able to predict the distortion caused by a given quantization step. This appears to be challenging because the prediction requires a highly accurate statistical model of the subband. Many efforts have been made to develop such a model and employ it in image compression. Unfortunately, they are often inaccurate in the modeling, and not easy to use [32] - [35] . From the discussion of the previous section, the quantization step for a particular subband must be related to its contribution to the quality of the image. Large contributors should have less distortions, i.e., smaller steps. The question is who are the large contributors? We propose to predict the contribution of a subband by a set of features, and use these features to select the initial step and subsequently tune it to reach the desired quality. These features are transformation level, frequency index, energy level, standard deviation, and complexity, respectively. While the definitions of the transformation level and frequency index have been described earlier and that of the standard deviation is trivial, the other two features are defined below.
1) Since the energy of a subband is calculated as the sum of the squares of each coefficient, it depends only on the absolute magnitude of each coefficient. So we use the absolute mean value to represent the energy level of subband (4) where is a coefficient of subband at position , and and are the dimensions of subband . 2) At the first glance, the standard deviation of the wavelet coefficients in subband is the only parameter needed to represent the complexity of the subband (5) where (6) It is not enough because the energy levels of subbands could be different. For example, two subbands with identical standard deviations of 10, may have absolute means of 50 and 5, respectively. In this situation, the two subbands do not have the same complexity level. So we use the "relative" standard deviation (std/mean) to represent the complexity of subband . It is well known that the subbands of the wavelet transformation are projections of the original image to various resolutions, and their energy levels and complexities are related to each other. We can simply use the energy level and complexity of subband , i.e., and , to uniformly represent those of all the subbands.
The impact to the image quality by a particular step is affected by the five features just mentioned. It is not possible to deduct a quantitative relationship between the step and the features for a desired image quality, but it is not difficult to understand the qualitative relationship between the two. Based on these observations, we introduce the following equation for defining the quantization step of subband (7) where is a variable that is only dependent on the transformation level , and is a variable whose value is derived from a function of while the function itself is determined by the other four features of subband . Accordingly, to get a high compression ratio while satisfying a quality constrain, and can be determined using the following rules. 1) should increase as increases.
2)
should increase as increases. 3) should decrease as increases. 4) should decrease as the transformation level increases.
5)
should be proportional to . 6) The quality and compression ratio of a compressed image can be tuned by adjusting its quantization steps to achieve an optimal result.
Using the rules just defined, a process has been found to search for quantization steps for compressing an image. This process is called QCSQ which takes two steps. First, find the initial set of steps which is nearly optimal in the compression ratio with a uniform quality metric , where 28 was empirically selected as the lower bound of an acceptable visual quality based on our observations since lower than 28, distortion starts to become annoying. Secondly, tune the initial steps to increase the quality of an image to a desired value.
A. Find the Initial Set of Steps
When calculating the WNMSE indexes, we multiply the NMSE of a subband by , where is dependent on its transformation level and is dependent on its frequency. Here the dependence of the step on the transformation level is reflected by defining the variable . The impact of the frequency index is reflected by multiplying a factor when calculating . The detailed implementation of this algorithm is in Appendix A.
B. Tune the Initial Set of Steps
An image quantized by its initial set of steps only achieves the lower bound of visual quality. By further tuning its steps, one can improve the quality of the image to a desired level. Fig. 5 shows how the variations of the steps of different subbands alternate the quality of images. We use two empirical parameters to evaluate the efficiency of the step tuning of a subband: quality gain and optimality. The quality gain of subband is obtained from the quality improvements of images by reducing the step of subband by half. By optimality, we mean the ratio between the quality increment and the compression ratio decrement : . Since we want to maintain as high a compression ratio as possible when increasing the quality, should be as small as possible; therefore, the higher the ratio is, the higher the optimality level is. Fig. 5(a) shows the normalized optimality of each subband, which is sorted in the ascending order, and Fig. 5(b) shows the magnitude and variance of the quality gain of each subband. To achieve accuracy, efficiency, and high compression ratio, only those subbands that have low quality gain variances, high quality gains, and high optimality values are used for quality tuning. Since the initial steps give the lower bound of the visual quality of an image, only the tuning for quality increase is considered. Combining the results of Fig. 5(a) and (b) , the following rules of fine-tuning are obtained.
1) If there is more than one choice satisfying the quality requirement, choose the one which has the maximum compression ratio. 2) Tune the steps of the subbands with higher optimality first. 3) Tune only subbands whose quality gains are more than 0.1. 4) Tune only subbands whose variance of quality gains is less than 0.66. 5) Reduce the step by half when tuning the subband (because of the binary property of digital data). The resulting order of tuning and the expected quality gain for each fine-tuning are listed in Table I , where the values shown are the average of 31 different images. We can see that the tuning orders are identical for all the wavelets, and the quality gains show little difference. For a specific image, the quality gain may be slightly different, but the order of tuning is universally true. Since WNMSE is defined in the wavelet domain, we can easily measure it after quantizing an image with the initial steps. Let the initial WNMSE be and the objective WNMSE be , the difference is . To increase the quality metric by , we should tune the steps following the rules above. The detailed implementation of this algorithm is in Appendix B.
V. EXPERIMENTAL RESULTS
In this section, we first compare the quality assessment performance of WNMSE with that of PSNR and MSSIM, and then use an example to show how to achieve quality constrained compression using QCSQ. The Haar, DB4, 5/3 and 9/7 wavelets are used in our experiments to show the generalization of the algorithm.
A. Compare the Performance of WNMSE With PSNR and MSSIM
We used two experiments to compare the performance of WNMSE with that of PSNR and MSSIM. In each experiment, the objective quality indexes of the impaired images were measured in WNMSE, PSNR, and MSSIM first. Then these objective IQMs were evaluated with respect to the subjective quality scores of those images. The subjective scores of the first experiment were obtained from the subjective image quality test we designed and executed, which will be described in details; the subjective scores of the second experiment were from the LIVE Image Quality Assessment Database Release 2 [36] . The first subjective image quality test was done under controlled laboratory (lab) environment which we set up according to the ITU-R BT.500-11 standard [37] . The details are as follows.
• Laboratory environment. The test was done in our lab which was 35 feet long (west to east) and 24 feet wide. The lab has windows on the east side which are covered by window shades. The lab is illuminated by daylight fluorescent tubes which produce a luminance of about 200 lux, and the monitor is put against the west-side wall while the wall has a neural color. The chromaticity of background thus meets the standard of D65.
• Monitors. We use Dell 19" flat display monitor to present the images which has a peak luminance of 250 cd/m . The screen reflection coefficient is approximately . Thus when the screen is inactive, the luminance is about 3.82 cd/m . The ratio of luminance of inactive screen to peak luminance is 0.015 which is less than the 0.02 standard. The reflection coefficient of the wall is about 50%. Consequently, the ratio of luminance of the background behind the monitor to peak luminance is close to 0.14 meeting the standard as well. The monitor resolution is set to 1024 768 which is more than adequate to test the images by human eyes.
• Test materials. we used two sets of images, which include twenty four and twenty five degraded images in each. The impairments of the degraded images are either from compression with JPEG or JPEG2000, or various amounts of additive noise, including Gaussian, Speckle and Salt-Pepper.
• Observers. These images are independently evaluated by 18 persons who come from different backgrounds. Two of them are considered as experts since they work in the image processing field, and the others are nonexperts. All of the observers have normal visual acuity and normal color vision.
• Test procedure. The observer sits right in front of the monitor, with a view angle of less than 30 degree. The distances from the eyes of observers to the screen are between two to three feet. Images are stored in a html file. The first page of the file is the instructions that introduce the method of assessment, the types of impairment and the grading scale (Table II) which also follows the ITU-R BT.500 rec- ommendation. From the second page, each page has four images, including the original image and three degraded images with different types of impairment. Note that the four images appear simultaneously such that the images are compared under the same conditions and fairly. The order of the degraded images are random, i.e., not ordered or grouped by their impairment.
• Scoring. To evaluate the quality of a degraded image, a person compared it with the original one and gave it a score using Table II as a reference. Each score is from 0.0 to 5.0 including a decimal fraction of one digit for "image is totally ruined" to "distortion is imperceptible." The average score of an image is taken as the mean opinion score (MOS) of it. We used four popular criteria to evaluate the accuracy of the quality metrics. Among them, the first three are the standard criteria used by the Video Quality Expert Group (VQEG) [38] , and the fourth is straight "sum of squared errors," In the following definitions " "can be "PSNR," "MSSIM," or "WNMSE," is the normalized "X" and the normalized MOS of the th image, and is the number of images. 1) Pearson linear correlation coefficient (PLCC) is used to evaluate the accuracy of an IQM. The PLCC of " " with respect to MOS is
The larger the is, the more accurate will be. 2) Spearman rank order correlation coefficient (SROCC) is used to evaluate the monotonicity of an IQM. The SROCC of " " with respect to MOS is where is the difference between each rank of corresponding values of and MOS. The larger the is, the better monotonicity will be. 3) Outlier ratio (OR) is used to evaluate the consistence of an IQM. The OR of " " with respect to MOS is defined as the number of outliers divided by , where twice the standard error of MOS was used as the threshold for defining outliers. From the definition the smaller the is, the more consistent will be. 
The smaller the is, the better will perform. The evaluation results of the quality metrics are listed in Table III provided [36] . This database includes 779 impaired images that were generated from 29 source (original) images. The source images cover a wide variety of content, including faces, people, animals, closeup shots, wide-angle shots, nature scenes, and artificial objects. Some of them have distinct foreground and background, and the others do not. The distortions of the impaired images include JPEG2000 compression, JPEG compression, white noise, Gaussian blurring, and bits errors in JPEG2000 images caused by transmission through simulated fast fading Rayleigh channels. The evaluation is the same as that in the first experiment except that the subjective scores here are in Difference of MOS (DMOS) [2] that needs to be treated differently than MOS. The evaluation results are listed in Table IV . WNMSE implemented with Haar wavelet was compared with PSNR and MSSIM. Looking at the table, we can see that WNMSE still outperforms PSNR and MSSIM in every aspect.
Figs. 6 and 7 show how WNMSE outperforms both PSNR and MSSIM. Image (a) is the original image and the other three are degraded by Gaussian noise, Salt-Pepper noise, and JPEG2000 compression, respectively, which are listed in the descending order of their MOS values. The measured quality metrics are listed in Tables V and VI . From these, we can see that the WNMSE indexes are in the same order as those of MOS, while PSNR and MSSIM give the reverse results. This proves that WNMSE functions more like human eyes.
B. QCSQ Examples
In this example, we use 9/7 wavelet which has been used in the JPEG2000 standard for lossy compression. We first apply three levels of 2-D 9/7 wavelet transform to an image, and then use QCSQ to determine the quantization steps for all its wavelet subbands. After quantization, we use zig-zag sorting followed by stack-run [39] and arithmetic coding to code quantized bits.
Six images are used in the experiment, where the target quality index is chosen as in WNMSE with an acceptable error of 0.3. So the final quality metrics of the six images should be between 29.7 and 30.3 in WNMSE. 0.3 was chosen as the acceptable error because it is small enough (1% of the target index 30) in value, and makes little visual difference. 1) Find the initial steps and compute the initial quality metrics. According to our algorithm, an image quantized by its initial steps should have an initial quality index measured in WNMSE. The results are listed in Table VII , from which we can see that the initial quality indexes of all the other five images are distributed closely around 28.0 except Mige171 which has a WNMSE value of 28.31. 2) Tune the steps. We know that for the other five images and the sum of the quality gains of the first four most optimal subbands: , , and (Table I) , are . So we first reduce the steps of these four subbands by half for the five images. As for Mige171 whose , we only need to reduce the steps of the first three subbands: , and which will give a quality gain of 1.62. The resulting quality metrics and compression ratio are listed in Table VIII . We can see that the WNMSEs of the five images (Lena, Lethal, Tree, Mige171 and Building) already fall into the desired range. For the Peppers image, the WNMSE is a little too high, which will cause unnecessary loss in compression ratio. If we recover the steps of subband to the initial setting, its predicted quality metric is that is in the desired range. The measured quality metric after tuning is 30.14 that is only slightly different from the predicted value. Fig. 8 shows the compressed images. We also compared QCSQ with the most popular compression method JPEG2000 that also compressed the images in Fig. 8 to the quality of . Table IX lists the results of both methods. The major difference is that QCSQ could achieve the desired quality with no or at most one iteration while JPEG2000, which is not designed for quality constrained compression, took 5 to 6 trials to achieve the desired quality by using an exponential searching method. After achieving the same WNMSE, the compressed images have the same visual quality by subjective evaluations as shown in Fig. 9 .
Another example is given in Fig. 10 where three images were compressed to by QCSQ and JPEG2000, respectively, and we see the same visual quality between the two as well. In terms of compression ratio, the two methods should have similar performance since identical WNMSE reflects the same shrinkage of the wavelet coefficients. However, pretransform and postquantization coding could produce significant difference, for which JPEG2000 is more sophisticated. Our method, on the other hand, only applied entropy coding after quantization with no pretransform coding at all. So it is not surprising that JPEG2000 had high compression ratios. Since pretransform and postquantization coding is not a topic of this study, it is not addressed in this paper.
VI. CONCLUSION
In this work, we have proposed a new quality metric WNMSE and an innovative quantization algorithm QCSQ. WNMSE uses the weighted sum of the normalized mean square errors of wavelet coefficients to assess the quality of an image. According to the concepts of HVS, WNMSE alternates the weight for each subband to reflect its perceptual impact on the image. In this way, it measures the distortions in the global structure and local details of an image in a more balanced way. Because WNMSE is defined in the wavelet domain, it can be calculated in the middle of the compression process without reconstructing the image. Furthermore, it establishes a linkage between the quantization step and the quality metric of the compressed image. Our experiments show that WNMSE has better performance than both the legacy PSNR and the well referenced SSIM.
The features of a subband can be represented by its transformation level, frequency index, energy, standard deviation, and complexity, which affect the quantization steps of a compressed image. Based on the analysis of the relationship between the subband features, quantization steps, and the WNMSE value, we have invented a quality constrained compression algorithm QCSQ which can identify the quantization step for every subband of an image. With these steps, the image can be compressed to a desired visual quality measured by WNMSE. The specific values used in this algorithm are first chosen according to the rules described above, and finally determined after adjustments using experiments. Our experimental results show that these values are independent of wavelets used and suitable for all kinds of natural images.
B) Tune the Initial Quantization Steps:
The initial set of quantization steps has quantized the image to a WNMSE equal to , and the objective WNMSE is . The difference is . Assume that subband has the highest optimality and subband has the second highest optimality , and their quantization steps, the averages of the quality gains, and the standard deviations of the quality gains are ( , , ) and ( , , ), respectively. The error threshold is , that is, we call it a successful tuning if the difference between the achieved and the target quality indexes is less then .
The process includes three iterative steps. 3) Calculate the current predicted quality metric . If it is too big compared with , tune it down; if it is too small, go back to step 1). while recover the quantization step of the subband that was the last being modified;
, where is the average quality gain of the subband ; end. if the most optimal subband among those whose quantization step was never modified; the second most optimal subband among those whose quantization step was never modified; repeat 1; end.
