Introduction
The analysis session covered such a wide variety of topics that one might well ask the question: What is analysis? Reasonable people will di er, but a good working de nition for the purposes of this summary is the following: Analysis includes the algorithms, tools, packages, data organization and even systems which enable and enhance physics investigations.
The wide ranging nature of this session necessarily has some overlap with other parts of this conference, particularly Data Storage/Access and Systems and Facilities sessions. I will occasionally use material from talks presented in those sessions to better ll in the picture of the analysis situation. 1 On the other hand, space limitations make it impossible to adequately present the results of all papers presented here. Every summary does re ect to some extent the idiosyncrasies and biases of the writer, so I apologize in advance to those authors whose work I may have slighted. Authors cited without references are assumed to have papers in these Proceedings.
The Analysis Session consisted of the following subsections: (A.1) Analysis and Simulation Packages and Tools; (A.2) Graphics, Visualization and Virtual Reality; (A.3) Computation and Algorithms; and (A.4) Parallel and Distributed Systems for Analysis. In addition, I will also comment on the future computing plans of several experiments as presented at this conference. The analysis session contained a total of 6 Plenary talks, 18 parallel talks and 10 poster sessions.
Analysis and Simulation Packages and Tools
Several simulation talks were presented in this subsession. It is worthwhile to restate some of the main points of new work being done on the Geant4 simulation package (CERN research project RD{44) as reported by S. Giani. Geant4 represents a major redesign based on an object-oriented (OO) paradigm with a goal of maintaining the functionality and performance of version 3.21. The redesign e ort includes approximately 70 physicists, computer scientists and engineers, although a much smaller core group did the initial analysis. A number of HEP \experts" were consulted to help set the requirements, and software engineering and CASE tools are extensively used to aid the analysis and design.
Geant4 is being written in C++, and the developers appear to be committed strongly to re-use, particularly the algorithms (if not the actual code) implemented in version 3.21, since these represent many person-years of development and testing time. Code has been adapted from the Gismo simulation project, 2 and the new version will use the popular CLHEP library and other widely available free utilities for memory management, graphics, etc. Tools from the C++ Standard Template Library will be incorporated when it becomes available.
A prototype has been developed and tested, representing about one year of development time. The prototype includes the new geometry, geometry translation routines, software for locating a point and calculating the distance to surfaces, and some tracking capability. The news so far is excellent: no serious problems were encountered in the redesign and the performance of the prototype has exceeded that of Geant 3.21 in all areas. In fact, since the time of the conference CERN has released a set of benchmarks which indicate that the prototype is at least 2{3 times faster than 3.21 and much faster than that compared to 3.15.
At the other end of the simulation spectrum is the fast simulation package MC-FAST, developed and supported at Fermilab. 3 MCFAST was originally developed for prototyping and comparing hadron B experiments, but it contains a number of advanced features useful for all simulations, including Kalman lter track tting, multiple interactions, accurate electromagnetic and hadron shower parametrizations, and complex geometries, e.g., combinations of central and forward detectors, while keeping the simulation time to a few seconds per average p p event at the Tevatron. It also boasts a useful visualization interface.
Graphics, Visualization and Virtual Reality
This session demonstrated beyond doubt that visualization methods are nally coming of age in the HEP world. Many of the session speakers participated earlier at the rst ever HEP visualization conference HepVis95, 4 (summarized here by Bauerdick) which took place at Fermilab in August. HepVis95 acted not only as a showcase for the various packages being developed, but delivered fundamental insights about visual aids and fostered active discussions and a real interchange of ideas among the attendees. The intellectual activity is obvious when looking at the implementations discussed here. Does high energy physics needs visualization? Experience shows that visual tools greatly speed the process of debugging hardware (does everything t?), testing software (tracking and shower nding algorithms), performing interactive analysis (interesting or pathological events) and training students. However, to be e ective, graphics must be adopted in the early stages of the experimental design when changes are being made most rapidly. 4 In addition, great care must be taken to emphasize important features and suppress irrelevant details. The implementation of this obvious advice is actually di cult because it may not be obvious what the user wants to see in the rst place or the user may change his/her mind later and want to try a di erent scheme with another set of emphasized characteristics. The challenge is avoiding the tendency to add too many menus and options, making the package unwieldy.
Displayed information can be pictorial or abstract. Pictorial information, such as detector images or drawings, anchor the event to the detector and permit detector related problems and software to be debugged. Moreover, we all know that it's impossible to make too pretty a picture when trying to dazzle the funding agencies. Abstract data permits understanding of the underlying physics processes, as in our familiar Feynman diagrams. However, much more is possible: histograms and lego plots, momentum vectors, calorimeter arrows and sliders and summed calorimeter energies along the line of sight are all being used in event displays. Geometrical transformations can facilitate understanding of complex data and avoid areas of high information density. Two notable ones due to Drevermann 4 are the \V-plot" for displaying 3-D hit information and the \zoom" radius variable r 0 = r=(1 + ar), which compresses large radii and allows vertex detector information to be clearly seen. These are discussed in Taylor's and Bauerdick's talks.
Several authors noted the importance of interactivity in visualization, i.e., allowing the user to intervene graphically in software algorithms by, say, selecting tracks, removing hits from a track and re tting, determining vertices, changing shower criteria, etc.
Advanced rendering tools (software and hardware which create the display) now permit three dimensional images to be generated and manipulated rather easily. Some of the ones discussed here are commercial (Iris Explorer from NAG, Data Explorer from IBM) or freely available (Geomview 5 , SciAn 5 ). The combination of 3-D, color and shading not only produces beautiful engineering pictures but can also convey a breathtaking amount of information. Nevertheless, there is broad agreement that 2-D displays are still necessary and complement what can be done in 3-D, even when speed is not an issue. The availability and simplicity of these tools has had the additional salutary e ect of \lowering the threshold" for integrating visualization tools, so that an individual user can test software algorithms. 4 Most graphics software used in HEP currently relies on X-Windows, but the new OpenGL standard (which has built-in support for 3-D) is quickly gaining support, as evidenced by the proliferation of OpenGL accelerator boards, support from Windows NT and its adoption by developers for the next generation of 3-D games. OpenInventor or its successor VRML (Virtual Reality Markup Language) may be adopted as the standard graphics le format.
De Gennaro demonstrated how far virtual reality has come as a solid engineering tool. VR o ers the promise of a much faster design cycle for detector builders and, through its recent integration with the World Wide Web (i3D), might enable geographically dispersed colleagues to participate meaningfully on detector design and improve the training of new collaborators. Still, given the fact that we are just now learning the usefulness of visualization tools, it is much too early to discern VR's role in physics analysis.
Computation and Algorithms
I was delighted to see a number of talks on software algorithms, with a number devoted entirely to improving signal to noise criteria for physics analyses. Some of these methods, while not tting on the back of an envelope, can be encoded in fewer than 100 lines of Fortran or C and rely on fast computational resources.
P. Rensing presented a clever use of branch-and-bound algorithms for determining the global allocation of hits to tracks in the Aleph silicon tracker. J. Swain presented a nice discussion of neural net theory, including some practical advice on avoiding certain pitfalls. H. Prosper presented a random-grid method for obtaining signal-background separation which scales with the number of data points but not the number of cuts. The algorithm is enormously more e cient than a grid search when many cuts are used, and it can be implemented in a small program. Moreover, it uses only the physical variables of interest without resorting to linear combinations.
J. Linnemann extended an old algorithm for building \trees" of cuts to separate signal from background by using a linear partitioning scheme based on hyperplanes, i.e., linear combinations of the variables, coupled with a clever minimization scheme. The method not only is fast and easy to implement, but it can be used as a starting point for feed-forward neural nets. He also provides in his writeup a nice geometric interpretation of neural nets. His second paper discusses a rigorous method for determining optimal signal-background separation in low statistics data.
Parallel and Distributed Systems for Analysis
Virtually all modern HEP experiments have adopted some form of distributed computing. The reasons for this are obvious: large data volumes, growing numbers of users and the availability of cheap commercial processors. Moreover, as seen in the talks presented here for several major experiments, these data volumes are due to rise by approximately another order of magnitude over the next ve years, rising to 100 TB/year or more at CDF, D0, LEP, HERA and the B factories at SLAC and KEK. The colliders at LHC are expected to collect data at the prodigious Petabyte per year level by the middle of the next decade.
One can conveniently divide the implementations discussed here into particular and general implementations. The particular ones are designed for the needs of a given experiment and include (1) CAP has the goal of performing physics analysis on multi-terabyte datasets stored in a hierarchical storage system using an object-based data model. All parts of the software and hardware are being optimized to facilitate high data bandwidth. The storage model is meant to be scalable and to make invisible to the user the process by which components of events are fetched from tape to disk to memory. A prototype system will be available very soon. The Nile project is a collaboration of physicists and computer scientists who are developing a fault-tolerant, distributed computing system using a database model for data storage. As an early milestone, Nile will provide a so-called Fast-Track system by early 1996 which will feature distributed computing at the user level using the standard CLEO dataset. Later in the ve year project a computing system will be established which will enable jobs to be submitted to several geographically dispersed sites, with the results collated and sent back to the user.
HEP laboratories see di erent solutions to the computing problem; there is a clear di erentiation in approaches between centralized and distributed solutions. This di erence is more than academic since the way outside users will be able to get their computing done will depend a great deal on how e ectively computing resources can be put at their disposal. Other factors, such as wide area networks, will play a crucial role in determining how successfully these solutions satisfy the needs of extended collaborations.
It is clear from the computing plans of future experiments, particularly Fermilab and BaBar, that extremely careful planning will be necessary to navigate the expected >100 TB data samples successfully. Moreover, as pointed out so correctly by S. Fuess and D. Weiss, requiring built-in adaptations to change in the computing model will enable experiments to keep abreast of new developments and prevent them from being overcome by unforeseen bottlenecks. It will be interesting to see how these computing plans mature by the time of the next CHEP meeting.
Conclusions
The analysis session was very productive and led to many important interchanges among the participants. By the time of CHEP97, I expect to see even more developed visualization interfaces, perhaps even a virtual reality engineering tool, better analysis algorithms, more experience with distributed systems and progress towards de ning the computing models which will be needed in the next millennium.
