Abstract. For a domain Ω in C d and a Hilbert space H of analytic functions on Ω which satisfies certain conditions, we characterize the commuting d-tuples T = (T 1 , . . . , T d ) of operators on a separable Hilbert space H such that T * is unitarily equivalent to the restriction of M * to an invariant subspace, where M is the operator d-tuple Z ⊗ I on the Hilbert space tensor product H⊗H. For Ω the unit disc and H the Hardy space H 2 , this reduces to a well-known theorem of Sz.-Nagy and Foias; for H a reproducing kernel Hilbert space on Ω ⊂ C d such that the reciprocal 1/K(x, y) of its reproducing kernel is a polynomial in x and y, this is a recent result of Ambrozie, Müller and the second author. In this paper, we extend the latter result by treating spaces H for which 1/K ceases to be a polynomial, or even has a pole: namely, the standard weighted Bergman spaces (or, rather, their analytic continuation) H = Hν on a Cartan domain corresponding to the parameter ν in the continuous Wallach set, and reproducing kernel Hilbert spaces H for which 1/K is a rational function. Further, we treat also the more general problem when the operator M is replaced by M ⊕ W , W being a certain generalization of a unitary operator tuple. For the case of the spaces Hν on Cartan domains, our results are based on an analysis of the homogeneous multiplication operators on Ω, which seems to be of an independent interest.
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Abstract. For a domain Ω in C d and a Hilbert space H of analytic functions on Ω which satisfies certain conditions, we characterize the commuting d-tuples T = (T 1 , . . . , T d ) of operators on a separable Hilbert space H such that T * is unitarily equivalent to the restriction of M * to an invariant subspace, where M is the operator d-tuple Z ⊗ I on the Hilbert space tensor product H⊗H. For Ω the unit disc and H the Hardy space H 2 , this reduces to a well-known theorem of Sz.-Nagy and Foias; for H a reproducing kernel Hilbert space on Ω ⊂ C d such that the reciprocal 1/K(x, y) of its reproducing kernel is a polynomial in x and y, this is a recent result of Ambrozie, Müller and the second author.
In this paper, we extend the latter result by treating spaces H for which 1/K ceases to be a polynomial, or even has a pole: namely, the standard weighted Bergman spaces (or, rather, their analytic continuation) H = Hν on a Cartan domain corresponding to the parameter ν in the continuous Wallach set, and reproducing kernel Hilbert spaces H for which 1/K is a rational function. Further, we treat also the more general problem when the operator M is replaced by M ⊕ W , W being a certain generalization of a unitary operator tuple. For the case of the spaces Hν on Cartan domains, our results are based on an analysis of the homogeneous multiplication operators on Ω, which seems to be of an independent interest.
Let T be a bounded linear operator on a separable Hilbert space H. A well-known result of Sz.-Nagy and Foias says that the following two assertions are equivalent:
(a) I − T T * ≥ 0 (i.e., T is a contraction) and T * n → 0 in the strong operator topology;
(b) T * is unitarily equivalent to the restriction of a backward shift of infinite multiplicity to an invariant subspace.
(0.1)
There is also a somewhat stronger form of this result which deals with the case when the second half of the condition (a) is not satisfied: namely, (0.2)
T (equivalently, T * ) is a contraction if and only if T * is unitarily equivalent to the restriction to an invariant subspace of the direct sum of a backward shift of infinite multiplicity and a unitary operator.
(1) H is invariant under the operators Z j of multiplications by the coordinate functions z j (j = 1, . . . , d). It is well known that for any orthonormal basis {ψ k } of H, the reproducing kernel is given by
In view of (3), by applying the Gramm-Schmidt orthogonalization process, we may construct an orthonormal basis {ψ k } consisting of polynomials and such that, conversely, any polynomial is a linear combination of a finite number of the ψ k . We fix such a basis from now on. For each m, set
w) .
Then f 0 (z, w) ≡ 1 on Ω × Ω. By virtue of (4) and our choice of the basis, the difference f 0 − f m is a polynomial in z, w, for each m; thus the f m themselves are, in fact, polynomials. For a commuting d-tuple T = (T 1 , . . . , T d ) of operators and a polynomial p(z, w) of z, w ∈ C d , holomorphic in z and w, let us define (the "Maslov calculus" [M] , [MN] )
K (T, T * ) = I − T T * , and ψ k (z) = z k the standard orthonormal basis, we get f m (T, T * ) = T m T * m , the operator M is just the forward shift of infinite multiplicity, and one thus recovers the result of Sz.-Nagy and Foias (0.1) mentioned in the beginning. Similarly one can obtain by suitable choices of H the other generalizations of (0.1) mentioned above.
In spite of the fairly general character of the last theorem, the assumption (4) is still quite restrictive. Even in the most familiar case, the weighted Bergman spaces on the unit disc with respect to the weights (1 − |z| 2 ) α , α > −1 (so that the reproducing kernels are α−1 π (1 − zw) −α−2 ), it is satisfied only for α an integer. Similarly, for Ω a smoothly bounded strictly pseudoconvex domain in C 2 and H the Bergman space on Ω with respect to the Lebesgue measure, it follows from the results of Fefferman [Fe] and Graham [Gh, Theorem 3.2] that (4) can only be satisfied if Ω is biholomorphically equivalent to the unit ball. In this paper, we therefore present several extensions of the last theorem to cases when (4) is not fulfilled. It turns out that the main problem is, as can be expected, to make sense of the expression
, and includes as a special case the above-mentioned results of Pott [Po] . Finally, in Section 6 we also establish an analogue of (0.2) for the weighted Bergman spaces on Cartan domains from Section 3 (Theorems 6.3 and 6.4).
Throughout the paper, H stands for a Hilbert space of holomorphic functions on a domain Ω ⊂ C d which satisfies the condition (1) above (but not necessarily (2), (3) or (4) 
is a commuting 2d-tuple of elements of B(B(H)).
The polynomial ("Maslov") calculus above can thus be rewritten as
where the right-hand side is simply the polynomial of the commuting operators L T and R T * , applied to the identity operator for z j and w j , respectively. Finally, Z will always stand for the operator tuple of multiplications by the coordinate functions on H, P 0 for the operator
on H, and the operator Z ⊗ I will be occasionally denoted by M . , R T * ) makes sense for any commuting tuple T , and the validity of (α) in Definition 1.1 follows from the properties of the polynomial functional calculus. (In fact, it would be enough to assume that 1/K(z, w) is an entire function of z and w.) It also follows from the latter that Φ H⊗H (T ⊗ I) = Φ H (T ) ⊗ I; so to prove (β) it suffices to show that Φ H (Z) = P 0 . This was proved in Proposition 13 in [AEM] ; for convenience, we reproduce the proof here.
1.
Recall that for any w ∈ Ω, , w) . It follows that for any polynomial p(z, w) and x, y ∈ Ω,
So, in particular,
1(y)1(x) = 1 ∀x, y ∈ Ω, and since the span of {K w } w∈Ω is dense in H, it follows that
Let us now assume that H satisfies the conditions (1) and (3). We fix an orthonormal basis ψ = {ψ j } ∞ j=0 of H such that each ψ j is a polynomial and, conversely, every polynomial is a linear combination of finitely many ψ j 's; as noted in the introduction, the existence of such a basis is a consequence of the condition (3). For any nonnegative operator C and a commuting d-tuple T of operators in B(H), set
We will sometimes suppress the subscripts C and ψ as well as the argument T when no confusion can arise. The following theorem is the main result of this section. 
Then a simple calculation shows that
However, since {ψ j } is an orthonormal basis of H, the last sum tends to the identity operator in the strong operator topology. Thus even
We claim that V is well-defined (i.e., the sum converges) and is, in fact, an isometry satisfying V T * = M * V . To see that V is well-defined and an isometry, observe that for any k < m and
Since f m h, h → 0 by hypothesis, it follows that the partial sums of the right-hand side of (1.5) form a Cauchy sequence, and letting k = 0 and m → ∞ shows that
So, by virtue of our choice of the basis ψ k ,
We now turn to the question of existence of 
The question of existence of a 1 K -calculus for any Hilbert space H of holomorphic functions satisfying (1) and containing the constant functions seems to be an interesting open problem. Observe that for V 1 = I, (1.8) reduces just to the consistency condition (1.7) (with V = V 2 ). We finish this section by exhibiting a large class of spaces H for which the latter is fulfilled. 
Proposition 1.5. Let H be a Hilbert space of holomorphic functions satisfying the conditions (1) and (2) and containing the constant functions. Assume that for any
is an orthonormal basis of E, then any element of H ⊗ E can be written uniquely in the form j f j ⊗ e j with f j ∈ H, and
and so
for some operators C w ∈ B(E 1 , E 2 ). Since K w depends continuously on w, it follows from the boundedness of
and it transpires that the mapping w → C w is continuous in the strong operator topology. The condition that V be an isometry, i.e., V * V = I, translates into C * z C w = I for all z, w ∈ Ω for which K(z, w) = 0; hence, for all z, w ∈ Ω by strong continuity. Thus
C is independent of z. Since the linear span of K w , w ∈ Ω, is dense in H, we thus see that V = I ⊗ C, with C * C = I, and (1.7) immediately follows. Theorem 1.6. Let H be a Hilbert space of holomorphic functions satisfying (1), (2) and (3). Then (1.9) holds for all w ∈ Ω. Consequently, H admits a Of course, the last theorem is of little practical use for such applications as in Theorem 1.3. In the following sections, we therefore establish the existence of 1 K -calculi directly by construction in two interesting cases: for the standard weighted Bergman spaces on bounded symmetric domains, and for spaces H whose reproducing kernel is a rational function.
Note that none of the proofs in this section actually used the fact that the elements of H be holomorphic functions. Thus, all the results above extend to any functional Hilbert space (i.e., a Hilbert space whose elements are functions -no analyticity, or boundedness of point evaluations, etc., are assumed) on a set (not necessarily open) Ω ⊂ C d . (In Proposition 1.5 and Theorem 1.6 we must assume that K(z, w) is jointly continuous -implying, in particular, that the elements of H are continuous functions -and that {(z, w) : K(z, w) = 0} is dense in Ω × Ω.)
Bounded symmetric domains
Throughout this and the next section, let Ω be an irreducible bounded symmetric domain in C d in its Harish-Chandra realization (i.e., a Cartan domain); thus Ω is circular, centered at the origin, and convex. We denote by r, a, b, d and p the rank, the characteristic multiplicities, the dimension and the genus of Ω, respectively; these quantities are related by
Let further dm be the Lebesgue measure on C d , G the identity connected component of the group of biholomorphic self-maps of Ω, and K the stabilizer of the origin in G. (There is little danger of confusion with the notation K for the reproducing kernel.) The elements of K are precisely the unitary maps on C d preserving Ω, and G acts transitively on Ω G/K.
It is known that the reproducing kernel of the Bergman space L
where c p = m(Ω) and the Jordan triple determinant h(x, y) is an irreducible, Kinvariant (i.e., h(kx, ky) = h(x, y) for k ∈ K) polynomial, nonvanishing on Ω × Ω, holomorphic in x and y, and such that h(x, 0) = h(0, x) = 1 ∀x. More generally, for each real ν > p − 1, there exists a constant c ν > 0 such that
is a probability measure, and the reproducing kernel of the weighted Bergman space [Ara] , [FK] , or [Lo] for more details. 
which refines the familiar homogeneous expansion. The Fischer (or Fock) scalar product ·, · F on P is given by
One has f, g F = 0 if f ∈ P m , g ∈ P n with m = n. Conversely, it is known that for any K-invariant scalar product ·, · on P, any two different spaces P m are orthogonal with respect to ·, · , while on each
for certain constants γ m ≥ 0. In particular, for the scalar products in H ν , ν > p−1, this holds with
where (ν) m is the generalized Pochhammer symbol
The Hilbert spaces (P m , ·, · F ) being finite-dimensional, the evaluation functionals at any x ∈ C d are automatically continuous on them, and thus they have reproducing kernels K m (x, y). For any orthonormal basis {ψ j } of P m (with respect to the Fock norm), these kernels satisfy (see [Be] )
The following important formula, due to Faraut and Koranyi [FK] , expresses the powers of the Jordan triple determinant h in terms of K m :
the convergence being uniform for x, y in compact subsets of Ω. A simple consequence of the Faraut-Koranyi formula is that the function
is positive definite not only for ν > p − 1, but actually for (and only for) all ν in the Wallach set [Aro] ). For ν > p − 1, these are the spaces
for certain Borel measures µ ν supported on subsets of the topological boundary ∂Ω of Ω [RV] (see also [ArU] ); in particular, the value ν = d r corresponds to the Hardy space of Ω, the closure of P in the space L 2 (µ d/r ) where µ d/r is the unique K-invariant probability measure on the Shilov boundary ∂ 0 Ω of Ω. For ν < d r , the spaces H ν cannot be realized as holomorphic subspaces of any L 2 space. (They can be realized as Besov-type spaces, cf. [ArU] .) The polynomials P are contained in H ν (and are dense in it) if and only if ν > r−1 2 a, i.e., ν ∈ W c ; for ν = j−1 2 a ∈ W d , H ν contains only the polynomials in m1≥···≥mj =mj+1=···=mr=0 P m (and these are dense in it). Finally, the commuting operator tuple Z of multiplications by the coordinate functions maps H ν (boundedly) into itself if and only if ν > r−1 2 a; this is a recent result of G. Zhang and the first author [ArZ] .
The Shilov boundary ∂ 0 Ω coincides with the set of all points in ∂Ω of maximal Euclidean distance from the origin. The group K operates transitively on ∂ 0 Ω, so that for any e ∈ ∂ 0 Ω, which we fix now once and for all,
where L is the stabilizer of e in K. Each Peter-Weyl space P m contains a unique L-invariant polynomial φ m satisfying the normalization condition φ m (e) = 1. The polynomials φ m are related to the reproducing kernels K m by the formula 
(1, . . . , 1) is a normalizing constant (for which an explicit formula is known). We will suppress the superscript (2/a) in the sequel.
For two signatures m, n, the so-called Pieri rules express the product J m J n as a linear combination of the J k :
The coefficients C The numbers C k mn have been computed for n = (1 j ) and for n = (j) by Lassalle [La] and Stanley [St, Theorem 6 .1], respectively (cf. [MD] , Chapter VI, Sections 6 and 7, in particular (6.24) and (10.11); see also Zhang [Zh] and Vretare [Vr] ). Explicit formulas and properties of these coefficients for general m, n, k are unknown (although in principle C k mn are explicitly computable, see [MD, p. 351] ). From (2.7), (2.6) and (2.4) we immediately obtain also a multiplication formula for the reproducing kernels K m :
where the coefficients Finally, we will need the following formula for the dimensions d m :
where 
Our starting point is the following proposition. 
holomorphic in x and y, such that Proof. Using (1.2) we see that, for K w := K(·, w), 
Then the recipe
exists and equals P 0 ⊗ I E , a nonnegative operator. Thus M ∈ dom Φ H and the condition (β) in Definition 1.1 is satisfied. If V : H 1 → H 2 is an isometry and T 1 V * = V * T 2 , then for any multiindices α and β, T
So the condition (α) of Definition 1.1 is satisfied as well. Let us now turn to the Cartan domains Ω and the (analytic continuation of the) weighted Bergman spaces H ν on them, described in the preceding section. From the formula K ν (x, y) = h(x, y) −ν , it is immediate that the reproducing kernels K ν do not vanish anywhere on Ω × Ω. Also, we have seen that H ν satisfies the conditions (1) and (3) 
Recall that for any commuting operator tuple T ⊂ B(H), nonnegative operator C on H, and orthonormal basis ψ of H, the sequence of operators f m,C (T ) = f m,C,ψ (T ) ∈ B(H) was defined by (1.3).
Corollary 3.2. Under the hypotheses of Proposition
satisfy the conditions (3.1) and (3.2).
Proof. By the Faraut-Koranyi formula, we have
) uniformly on compact subsets of Ω × Ω; this settles (3.1). To prove (3.2), it clearly suffices to show that
This, in turn, is immediate from the following two propositions and (2.4).
Proposition 3.4. For ν ≥ d/r,
Proof. Pick any orthonormal basis {ψ j } of P m (with respect to the Fock norm). By (2.3),
where M is the row block operator
→ H ν . Now by the result of Rossi and Vergne, for ν ≥ d/r the space H ν is the holomorphic subspace of some L 2 space (i.e., the closure of holomorphic polynomials in L 2 (dµ ν ) for some measure µ ν supported in Ω); consequently, for any
= K m (e, e) (see [FK] , p. 78), as claimed. 
Proof. For two functions f (m) and g(m)
on the set of all partitions, we will write
∀m for some finite positive constant C independent of m, and f g if f g and g f . From the definition of the generalized Pochhammer symbol we then get
Similarly, using (2.11) it is not difficult to see that
Thus on the one hand, 
, these numbers are in fact nonnegative. The next proposition shows that they can be expressed in terms of the Pieri coefficients (2.10).
Proposition 3.6. The following formula holds:
(Observe that in view of (2.8), the last sum contains only finitely many nonzero terms.) In particular, τ k (m) is a rational function of ν of degree |k|, with poles (possibly) only at the points ν =
Remark. As a corollary to the last proposition, we see that
2 a, hence so are Z 1 , . . . , Z d . This is part of the result of Zhang and the first author in [ArZ] . The proof below uses the same idea as the proof of Theorem 4.5 there.
Proof of Proposition 3.6. Let f m ∈ P m . By the reproducing property of the kernel and the selfadjointness of K k (Z, Z * ), we have
By (1.2), the Faraut-Koranyi formula, and (2.9),
Since, by the orthogonality of P m and the Faraut-Koranyi formula,
we thus get We also record the following simple observation.
Proposition 3.7. For all signatures m and ν
Proof. Apply the Faraut-Koranyi formula on both sides of the equality
use (2.9), and compare the coefficients at K m .
The following corollary gives a precise meaning to the equality 0), and = 0 otherwise. Proof. Use (3.6) and apply the last proposition with ν 2 = ν = −ν 1 .
Let us now apply the above facts to the case of the unit ball.
In particular, the conclusion of Corollary 3.2, with p k the polynomials given by (3.3), holds for all ν > 0.
Proof. For the ball we have r = 1; so m = (m), and φ m = φ m 1 , whence
Consequently, by (3.6),
Observe that j+1 j+ν increases with j if ν > 1, but decreases with increasing j if ν < 1. Thus,
Consequently, for ν ≥ 1,
which converges if and only if ν > 1 2 . This completes the proof of (3.7). For (3.8), it suffices to consider only ν in the interval 0 < ν ≤ 1 2 . However, in that case, (−ν) 0 = 1 and
which establishes the claim.
The results above suggest the following two conjectures, whose proofs hinge upon a better understanding of the Pieri coefficients c k mn .
Conjecture A. For any Cartan domain,
K m (Z, Z * ) 1/(d 1 /r) m if ν ≥ d 1 /r, 1/(ν) m if ν ≤ d 1 /r.
Conjecture B. For any Cartan domain and any
ν > r−1 2 a, sup m k |(−ν) k | τ k (m) < ∞.
Rational reproducing kernels
In this section we consider Hilbert spaces H of holomorphic functions on domains Ω ⊂ C d whose reproducing kernels are rational functions. That is, we will assume that (4.1) there exist holomorphic polynomials P, Q on C d ×C d without a common factor such that P is not identically zero and the reproducing kernel of H is given by
Observe that (4.1) implies, in particular, that
We would now like to construct a 1 K -calculus for H, that is, to define, for T a commuting operator tuple on a separable Hilbert space H,
The obvious problem is that P (L T , R T * ) need not be an invertible element of B(B(H)), even for the "prototype" operator tuple T = Z.
Example 4.1. Let Ω = D and let H be the Hilbert space of all analytic functions
(As a set, H coincides with the Hardy space H 2 .) Then
which is of the form (4.1) with Q(x, y) = 1 − xy and P (x, y) = 1 + 2xy. Now by general results of Curto [Cu] , for any holomorphic polynomial p in two variables and commuting operator tuple T , the spectrum of
Consequently, in our case,
Nonetheless, it turns out that it is still possible to define (4.3) consistently for T = Z, and use this to construct a (·, w) ). It follows that XK w , K z = 0 almost everywhere on Ω × Ω. Since XK w , K z is holomorphic in z and w and the linear span of {K w } w∈Ω is dense in H, this implies that X = 0. Thus P (L Z , R Z * ) is injective, which proves the uniqueness of C.
On the other hand, for C = P 0 and any z, w ∈ Ω,
, which equals P (z, w) in view of (4.1).
Theorem 4.3. Let Ω and H satisfy (4.1). Then the recipe dom Φ H := {T ∈ B(H) : ∃C ∈ B(H)
We have to check that the conditions (α) and (β) from Definition 1.1 are satisfied. The validity of (β) follows immediately from the last proposition. To prove (α) let V : H 1 → H 2 be an isometry such that T 1 V * = V * T 2 and let
, which is what we wanted to prove. 
and f m,C (T ) → 0 strongly as m → ∞.
Reinhardt domains and the unitary part
In this section we continue the study of the spaces from Section 4 under the additional hypothesis that both Ω and H are rotation invariant. In this case we are able to describe also the "unitary part", i.e., to obtain an analogue of the theorem (0.2).
Throughout this section, let thus Ω be a complete Reinhardt domain and assume that the space H is rotation invariant. This means that z ∈ Ω and |x j | ≤ |z j | ∀j implies x ∈ Ω (in particular, 0 ∈ Ω) and that for any θ ∈ R d , the function 
where the sum extends over all multi-indices α = (α 1 , . . . , α d ), α 1 , . . . , α d ≥ 0, and
with the usual convention that γ α = 0 if z α / ∈ H. The reproducing kernel is given by
As in Section 4, we assume that K is a rational function, i.e., is of the form (4.1).
The rotational symmetry then implies that, in fact,
with holomorphic polynomials p, q on C d without a common factor, and such that q(xx) > 0 ∀x ∈ Ω. Denote by p α , q α the Taylor coefficients of p and q, respectively:
(only finitely many of p α , q α are nonzero). Observe that since K(x, x) ≥ 0 ∀x ∈ Ω, all p α and q α are necessarily real. From (5.2), (5.3) and (5.4) it follows that for each α,
Recall finally that for a separable Hilbert space H and T ∈ B(H), C ∈ B(H)
+ and m ≥ 0, we have defined in (1.3) in Section 1,
where {ψ j } is an orthonormal basis of H. Unless explicitly stated otherwise, from now on we will always take for {ψ j } the orthonormal basis {γ 1/2 α z α } of monomials lying in H. Finally, for the sake of brevity, we will write
). Then we have the following assertion.
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Theorem 5.1. Let Ω, H and K be as above. Assume that T ∈ B(H) and C ∈ B(H)
+ are such that 
Assume further that
and
By analogy with the m-contractions of Agler [Ag2] , we will call an operator W satisfying (5.9) a q-isometry, and if in addition W is a normal tuple (i.e., its elements are commuting normal operators) we will call it q-unitary.
owing to the positivity of C, it follows from (5.7) that there exists an operator R ≥ 0 such that lim m→∞ f m,C (T ) = R in the strong operator topology; that is,
with the sum converging in SOT. For any multi-index β, we then have
Consequently,
By (5.8) this implies that
where c = min |α|=1 (−q α ) > 0. Thus there exists a commuting tuple W of bounded linear operators on F , where F := Ran R 1/2 , such that 
As in the proof of Theorem 1.3, we have
i.e., U is an isometry, and, by (5.11),
which completes the proof.
Of course, the converse to the last theorem also holds, even without the hypothesis (5.8).
Theorem 5.2. Let E, F, H be separable Hilbert spaces, T a commuting operator tuple on H, W a q-isometry on F , and U
: H → (H ⊗ E) ⊕ F an isometry such that U T * = [(Z ⊗ I) ⊕ W ] * U .
Then there exists an operator C ∈ B(H)
+ such that (5.6) and (5.7) are satisfied.
Proof. Denote, for brevity, M = (Z ⊗ I) ⊕ W and set C := U * [(P 0 ⊗ I) ⊕ 0]U . Clearly C is a nonnegative operator. As in the proof of Theorem 4.3, we then have
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where on the penultimate line we have used the fact that W is a q-isometry. This proves (5.6). Recall that we have seen in the course of the proof of Theorem 1.3 that
is the orthogonal projection in H onto the span of {ψ j } j≥m . By a similar argument as above, it therefore follows that, for our choice of C,
for any m; so (5.7) holds as well. This completes the proof.
In the case of p ≡ 1, the last two results have been obtained by a different method by Pott [Po] .
Remark. The hypothesis (5.8) is needed only to ensure that (5.12) ∃c > 0 :
(which in turn ensures the boundedness of the operator W ) and for extending the q-isometry W to a q-unitary W , but serves no other purpose. Hence if we are content with a q-isometry W , we can replace (5.8) by (5.12) in Theorem 5.1.
The unitary part on Cartan domains
We conclude by establishing analogues of Theorems 5.1 and 5.2 for the standard "weighted Bergman" spaces H = H ν on Cartan domains introduced in Section 2.
We will often use the following well-known fact without further mention: We will need the following technical result. 
(all the sums and limits are in SOT). By Lemma 6.1, we can rearrange the last double sum into l≥0 |m|+|j|=l,(−ν) j >0 , and similarly for S − . Upon subtracting, we thus obtain
by (2.9) and Proposition 3.7
= C − C = 0.
Owing to the hypothesis j T j RT * is an isometry with the required property (ii). The proof is complete.
Of course, the converse to the last theorem is also true. Recall from Section 3 that the condition (6.5) below is always satisfied for ν ≥ d/r, and for the ball even for all ν > 0 (cf. Propositions 3.4, 3.5 and 3.9). Proof. Since K k (Z, Z * ) is a diagonal operator with respect to the Peter-Weyl decomposition (2.1) with weights τ k (m), the condition (6.5) is equivalent to the strong convergence of the series (6.4) for T = Z. Using (6.8), it therefore follows from (6.6) that m |(−ν) m |K m (T, T * ) converges strongly, and from (6.7) and Corollary 3. 
