For a positive integer k, we say that a graph is k-existentially complete if for every 0 a k, and every tuple of distinct vertices x 1 , . . . , x a , y 1 , . . . , y k−a , there exists a vertex z that is joined to all of the vertices x 1 , . . . , x a and none of the vertices y 1 , . . . , y k−a . While it is easy to show that the binomial random graph G n,1/2 satisfies this property with high probability for k ∼ c log n, little is known about the "triangle-free" version of this problem; does there exist a finite trianglefree graph G with a similar "extension property". This question was first raised by Cherlin in 1993 and remains open even in the case k = 4.
Introduction
We define an embedding of a graph H into a graph G to be a graph isomorphism from H to an induced subgraph of G. 1 Let a partial embedding of a graph H into G be a graph isomorphism between an induced subgraph of H and an induced subgraph of G. Say that an embeddingθ :
H → G extends a partial embedding θ of H into G ifθ is identically θ, whenθ is restricted to the domain of θ.
The Rado graph R, an interesting and important object in its own right [1, 6, 4, 10] , is the unique countable graph, up to isomorphism, with the property that every partial embedding of a countable graph G may be extended to a complete embedding of G. Interestingly, there exist many examples of finite graphs that "approximate" the Rado graph in this sense. For example, the binomial random graph G n,1/2 has the property that every partial embedding of a graph on c log n vertices extends to a complete embedding.
It is not hard to see that there is a natural analogue of the Rado graph for the class of trianglefree graphs. That is, there is a countable, triangle-free graph G so that every partial embedding of an arbitrary, countable, triangle-free graph H extends to a complete embedding of H. The question of whether there exist finite graphs with a similar properly was raised and studied by Cherlin [2, 3] in the context of logic and model theory and has recently made its way over to combinatorics by way of Even-Zohar and Linial [8] . This is the question that we pursue in this paper.
To be more precise, let us fix some terms. We call a graph k-existentially complete if every partial embedding of a graph on k + 1 vertices extends to a complete embedding. We call a graph k-existentially complete triangle-free (Henceforth k-ECTF) if G is triangle-free and every partial embedding of a triangle-free, (k + 1)-vertex graph extends to a complete embedding. Equivalently, a graph is k-ECTF if for every 0 a k and every tuple of distinct vertices x 1 , . . . , x a , y 1 , . . . , y k−a there exists a vertex adjacent to all of x 1 , . . . , x a and none of y 1 , . . . , y k−a , provided x 1 , . . . , x a form an independent set.
In 1993, Cherlin asked [2] if there exist finite k-ECTF graphs for every fixed k ∈ N. To date this problem remains poorly understood [3] and the state-of-the-art can be summarized as follows. The case k = 1 is trivial; a graph is 2-ECTF if and only if it is maximal triangle-free, twin-free and not a C 5 or a single edge; there are various (non-trivial) constructions for 3-ECTF graphs [9, 2, 3, 8] ; and the case k = 4 is open.
Our belief is along the lines of Even-Zohar and Linial, who have conjectured that no such graphs exist for k k 0 , where k 0 ∈ N. In the present paper we take a step towards this conjecture by giving a non-trivial restriction on the maximum possible value of k, relative to n. Let f (n) be the largest integer k for which there exists a k-ECTF graph on n vertices. While an easy argument gives that f (n) c log n, our main result gives an asymptotic improvement over this estimate, thereby giving a first non-trivial restriction on f (n).
Theorem 1.
Let n ∈ N be sufficiently large. There do not exist k-ECTF graphs on n vertices, with k > 8 log n log log n . That is, f (n) = O log n log log n .
One might interpret Theorem 1 as giving the first concrete evidence that the triangle-free version of the problem is substantially different than the problem without the restriction on triangles.
Indeed, with high probability, G n,1/2 is k-existentially complete with k ∼ c log n and thus essentially matches the trivial bound.
We point out that a closely related question on triangle-free graphs was raised and studied by Erdős and Fajtlowicz [5] and later by Pach [9] ; for k ∈ N, what is the smallest maximum degree in a triangle-free graph G with the property that every independent set of size at most k has a common neighbour. Little is known about this question except in this case where k is large: Pach [9] gave a classification of graphs where k n, that is where all independent sets have a common neighbour. This was later later strengthened for k c log n by Erdős and Pach [7] .
Proof of Main Theorem
Given a finite set X, we say that µ is a probability measure on X if µ is a probability measure on the power set of X. Of course, µ is determined by the values µ({x}) for x ∈ X. For a graph
graph on vertex set X ∪ Y , with bipartition {X, Y }, and x ∈ X joined to y ∈ Y if and only if
xy ∈ E(G).
Let G be a bipartite graph with vertex partition {A, B}. For s, t ∈ N, we say G is (s, t)-separating for A if, for every pair of disjoint subsets S, T ⊆ A with |S| s and |T | t, there exists a vertex v ∈ B so that v is joined to all of S and none of T .
It is easy to see that if k ∈ N and G = (A, B, E) is a bipartite graph which is (k, k)-separating for A, then |B| 2 k . The following lemma, gives a strengthened bound when we impose a restriction on the neighbourhoods of vertices in B.
Lemma 2. For k ∈ N, let G be a bipartite graph with bipartition {A, B} with |A| 2k, and let µ be a probability measure on A. If G is (k, 0)-separating for A and µ(N (x)) < ε for each x ∈ B,
Proof. Sample the points x 1 , . . . x k ∈ A independently at random and according to the distribution
thus completing the proof.
For, s, t ∈ N, let G = (A, B, E) be a bipartite graph that is (s, t)-separating for A. We now define a measure on B that measures how well a given subset of B covers the s-tuples of A. In particular, define the covering measure µ G,s,A , with respect to G, by defining a way of sampling it: first sample X 1 , . . . , X s ∈ A independently and uniformly from A. Then, uniformly at random, choose a vertex among all vertices v ∈ B so that X 1 , . . . , X s ∈ N (v). A key property of this measure is that for every B ′ ⊆ B, we have that
Here P denotes the uniform measure on A for the X 1 , . . . , X s . The following lemma says that if
is (s, 0)-separating for A and a set B ′ ⊂ B is given large mass by µ G,s,A , then the neighbourhoods of x ∈ B ′ "expand" and collectively cover many vertices of A.
Lemma 3. For k ∈ N, let G = (A, B, E) be a bipartite graph which is (k, 0)-separating for A and let µ = µ G,k,A be the covering measure defined on B. If B ′ ⊆ B has µ(B ′ ) > ε for some ε > 0, then
|A|.
Proof. Write x∈B ′ N (x) = (1 − η)|A| for some 0 < η < 1. Then if X 1 , . . . , X k are sampled independently and uniformly from A, we have
Now apply the observation at (1) to (2) to obtain the inequality
Taking logarithms gives η < 1 k log ε −1 , as desired.
We also require a basic fact about triangle-free graphs.
Lemma 4.
A triangle-free graph on n vertices contains an independent set of size ⌊ √ n⌋
Proof. If G contains a vertex of degree at least ⌊ √ n⌋ then the neighbourhood of this vertex is an independent set and we are done. Otherwise, all neighbourhoods are of size at most ⌊ √ n⌋ − 1. In this latter case we may greedily construct a proper colouring of G with at most √ n colours. There will be a colour-class of size at least √ n.
We are now in a position to give the proof of our main theorem.
Proof of Theorem 1. Suppose that G is a 2k-ECTF graph on n vertices with k 4 log n log log n . To reduce clutter, let ε = 4(log log n) −1 so that k ε log n. Fix an independent set I ⊆ V (G) with |I| ⌊ √ n⌋
and choose x 0 ∈ I. Then set J = I \ {x 0 }. We define a procedure that will discover a collection of more than n distinct vertices in G, thus giving a contradiction. Let us set α = 3 k log(ε −2 ) and note the inequalities
and
which hold for n sufficiently large.
We prove the following statement by induction on t ∈ [0, n + 1]: for each t ∈ [0, n + 1] we may find a vertex w t ∈ V (G), and a set L t ⊆ J k 2 so that the following conditions hold.
1. The vertices w 1 , . . . , w t are distinct.
are not all contained in any of the neighbourhoods
For the basis step, set L 0 = J k/2 . Now assume that we have defined distinct vertices w 1 , . . . , w t−1 and a set L t−1 satisfying the above. We show that we may find appropriate w t and L t .
Note that
by the inequality at (3). So we may fix y 1 , . . . , y k/2 ∈ J so that (y 1 , . . . , y k/2 ) ∈ L t−1 . Define B ⊆ V (G) to be the collection of vertices in G that are adjacent to x 0 and not adjacent to any of y 1 , . . . , y k/2 . Note that since each vertex in B joins to x 0 , B is an independent set. Now put So we may choose some w ∈ Y with µ(N B (w)) ε 2 and apply Lemma 3 to learn that
The key here is that w is not adjacent to any of the vertices in the union on the left hand side of (5), as this would create a triangle. Thus, (5) tells us that w is adjacent to at most 2|A| k log ε −2 vertices in A and thus w is adjacent to at most 2|A| k log ε −2 + k/2 vertices in J. As |A| < |J|, w covers at most
k/2-tuples in J k/2 . Here we have used the inequality |J| = |I| − 1 ⌊ √ n⌋ − 1 and the inequality at (4). So we define w t = w and set L t = L t−1 \ (v 1 , . . . , v k/2 ) : v 1 , . . . , v k/2 ∈ N (w) ∩ J .
By induction and the bound at (6) we have |L t | |J| k 2 1 − tα k/2 . Finally, we note that w t must be distinct from w 1 , . . . , w t−1 as w t is joined to all of y 1 , . . . , y k/2 which is not true of any of the w 1 , . . . , w t−1 , by the induction hypothesis.
So, by induction, we have constructed n + 1 distinct vertices in a n-vertex graph; a contradiction. This implies that there are no l-ECTF graphs with l = 2k 8 log n log log n , thus completing the proof of Theorem 1.
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