Abstract-FOCal Underdetermined System Solver (FOCUSS) is a powerful tool for sparse representation and underdetermined inverse problems, which is extremely easy to implement. In this paper, we provide a comprehensive convergence analysis on the FOCUSS algorithm towards establishing a systematic convergence theory for it. First, we give a rigorous derivation for this algorithm exploiting the auxiliary function. Then, we prove its convergence. In particular, we systematically analyze its convergence rate for different sparsity parameter p and demonstrate its convergence rate by numerical experiments.
I. INTRODUCTION
T HE problem of finding sparse solutions to underdetermined linear problems from limited data arises in many applications, including compressive sensing/compressive sampling [1] - [4] , biomagnetic imaging problem [5] , spectral estimation, direction-of-arrival (DOA), signal reconstruction, [6] - [8] , and so on. Mathematically, this problem is to solve the following combinatorial optimization problem [9] - [12] : min s s 0 subject to x = As,
where s 0 denotes the number of nonzero components in s, x = (x 1 , · · · , x m ) T ∈ R m is an observed vector, A = [a 1 , · · · , a n ] ∈ R m×n is a known basis matrix (m < n), s = (s 1 , · · · , s n ) T ∈ R n is an unknown vector which represents n sparse sources or hidden sparse components, and m is the number of observations. The objective is to estimate the sources s such that s is as sparse as possible in the sense that most of components of s are zeros or approximate to zeros [5] - [9] , [13] - [22] .
In general, it is very difficult to directly solve the combinatorial problem (1) if its dimension is high. Measuring the sparsity by ℓ p diversity, instead we usually consider its approximate optimization problem [5] - [9] , [14] , [17] , [21] - [24] :
|s i | p subject to : x = As (2) where 0 < p < 2. Much attention has been paid to this problem and many algorithms have been developed for it, especially for the special case p = 1 [9] - [11] , [25] , for example, linear programming (LP) [10] , [16] , [18] , [20] , [26] , [27] , basis pursuit (BP) [18] , various greedy algorithms (e.g., shortest path decomposition [26] , [28] , ℓ p -BP with 0 < p < 1 [29] , MP and OMP [12] , [30] , [31] , etc), least squares methods with ℓ 1 regularization (e.g., PDCO-LSQR [32] , Homotopy [33] ,TNIPM [2] , etc) and FOCUSS algorithm(s) [7] , [19] , [34] - [36] .
Among them, LP and BP are time-consuming, the accuracy of MP and OMP, which are fast but just can achieve an approximate/rough solution to (2) , is usually worse than the others however, ℓ p -BP [29] is N P -hard and requires a lot of storage space. So the LP, BP and ℓ p -BP are not suitable for large scale problems. The least squares methods with ℓ 1 regularization can be used to solve large scale problem potentially; but, the regularization parameters for imposing the sparseness constraint must be given in advance subjectively. Generally speaking, it is not easy to properly set the optimal sparseness regularization parameters. In contrast, the FOCUSS algorithms, developed originally by Gorodnitsky, Rao et al [5] - [8] , [14] , [17] , [21] , are not only very efficient in finding a precise solution for the ℓ p -sparse representation problem (2) but also have no regularization parameters to set, which are extremely easy to implement. Moreover, they are advantageous in terms of the computational complexity, and they are suitable even for large scale problems [37] .
The standard FOCUSS algorithm can be addressed as follows:
where t = 0, 1, · · · , +∞ and
Or, it can be equivalently implemented by three steps [7] as
For simplicity, the overall procedure for finding a sparse solution s ( * ) by FOCUSS can be notated as
where s (0) is an initialization and num iter is the prespecified number of iterations.
Rao et al [7] proved by the generalized Hölder inequality that given s (0) = 0, the cost function F (s) is monotonically nonincreasing on the sequence F (s (t) ) +∞ t=0 obtained by (3) . Furthermore, based on the global convergence theorem (GCT), they proved that the limit of any convergent subsequence of s
is a stationary point of (3). Following Gorodnitsky, Rao et al's pioneering works [5] - [8] , [14] , [17] , [21] , in this paper, we further strengthen the FOCUSS algorithm theoretically and develop much stronger convergence results towards establishing a systematic convergence theory for it, in which the auxiliary function plays an essential role [38] .
The rest of this paper is organized as follows. Section II states some mild assumptions. A rigorous derivation of the FOCUSS algorithm is given in Section III. The convergence of FOCUSS algorithm is proved in Section IV. Section V discusses how the FOCUSS algorithm is related with the Newton method for ℓ p -optimization problem (2) . The convergence rate of FOCUSS is investigated in Section VI. The dicussions and conclusions are given in VII and VIII, respectively.
II. SOME ASSUMPTIONS The FOCUSS iterative formula (3) can be rewritten as
where
= 0, i.e., s * i = 0 is a stationary point of (3) regardless of whether it is an optimal solution or not. Thus, given s (0) i = 0, the FOCUSS algorithm is convergent and converges to zero. In addition, if x = 0, the FOCUSS algorithm (3) will directly find the sparsest solution s * = 0. Without loss of generality, in this paper we investigate the convergence issues of the FOCUSS algorithm under the following assumptions: 
III. A RIGOROUS DERIVATION FOR FOCUSS ALGORITHM
The FOCUSS algorithm was derived and justified in [5] - [8] , [14] , [17] , [21] . However, as will be explained in detail, the proof is not rigorous [37] . In this section, we propose a rigorous derivation for FOCUSS by constructing an auxiliary function, which sheds light on how the FOCUSS algorithm decreases the cost function during iterations.
A. The existing derivation for FOCUSS algorithm
The Lagrange multiplier method was employed to solve problem (2) in [7] , in which the Lagrange function is
where α is an m × 1 vector of the Lagrange multipliers. A necessary condition for the solution s * to exist is that (s * , α * ) is a stationary point of the Lagrange function, i.e.:
where ∂ F (s) ∂s = p·Π(s)·s [7] , [21] . Solving the equations set (5), we can derive the FOCUSS equations as follows (see [7] and [37] ):
Replacing s with s (t) on the right side of (6), we have the FOCUSS iterate (3).
However, as mentioned previously, theoretically the derivation above for (3) is not rigorous [37] . Note that the equations set (5) does not hold when 0 < p < 1 because some components of s can be zeros. To be precise, the matrix Π(s) does not exist in this case although the matrix Π −1 (s) does, because 0 p−2 → ∞. In order to solve this problem, next we propose a new derivation for (3) available for 0 < p < 2.
B. A new derivation for FOCUSS algorithm
Let's start from the concept auxiliary function [38] .
) with respect to s is said to be an auxiliary function to
From Definition 1, carrying out some simple manipulations, we have the following lemma.
and f (s i |s
As showing in Fig.1 , we can readily prove it by verifying two conditions of Definition 1.
is also an auxiliary function to F (s). Instead of the ℓ p optimization problem (2), now we consider its corresponding auxiliary optimization problem as follows: 
Proof: For problem (9), we can construct the following Lagrange function
The necessary condition for the solution s * to exist is that (s * , α * ) is a stationary point of the Lagrange function, i.e.,
is entrywisely nonzero, we can compute Π(s (t) ). Thus, we can further obtain
Combining (12) with x = As, we can derive
Substituting (13) into (12), we can immediately obtain the solution of problem (9) as follows:
Thus, letting
we have As (t+1) = x and
On the other side, f (s|s (t) ) is an auxiliary function to
Theorem 2. Given an entrywisely nonzero initialization
Proof: Since f (s|s (t) ) is an auxiliary function to F (s), ∀s, we have
Combing (10) with (14), we have the following iterative inequalities
where t = 0, · · · , +∞. By (15), we can recursively derive
is monotonically nonincreasing and bounded. Accordingly,
is convergent.
C. An extended FOCUSS algorithm for the more general sparsity measure
It is worth noting that the FOCUSS algorithm (3) can be straightforwardly extended for a general sparse representation problem as follows:
F (|s i |) subject to : x = As where F (s) is a more general sparsity measure than ℓ p -norm such that F ′′ (s) < 2 for s > 0, e.g., F (|s|) = ln |s| and
And we can analogously prove it by constructing the following optimization problem
i ) subject to : x = As where the auxiliary function is
IV. THE CONVERGENCE OF FOCUSS ALGORITHM
Let's begin with a lemma.
where #{·} denotes the number of nonzero components of a set.
Proof: For p = 1 and 0 < p < 1, this lemma had been proven in [26] and [29] , respectively.
Without loss of generality, suppose the nonzero components of s are T and s O are the corresponding nonzero and zero parts of s, respectively.
Theorem 3. Let
m×n satisfying Assumption 2. For 1 < p < 2 and x = 0, the ℓ p problem (2) is non-concave and its solution s
Proof: Note that A = [a 1 | · · · |a n ] ∈ R m×n satisfies Assumption 2 and rank(A) = m. Hence, there exists a matrix
we have As 0 = x. Then we can derive
where λ ∈ R n−m . Subsequently, the equalities constrained problem (2) is equivalent to the following unconstrained optimization problem
. . .
Suppose s * is the solution of problem (2), then it is a stationary point of L(s, α) with respect to s, i.e.,
where L(s, α) is given in (4) and
Now we prove it by contradiction. Suppose #{i :
where (19) . Hence, we have #{i :
where i = 1, · · · , n, and then
Thus, the FOCUSS iterate (3) can be simply written as
Lemma 3. For 0 < p < 2, supposing A and x are such that Assumption 1 and Assumption 2, the FOCUSS iterative formulas (3) has at most a finite number of stationary points or fixed points s * in the sense that they satisfy s * = g(s * ).
Proof: Suppose A and x are such that Assumption 1 and Assumption 2.
For 0 < p ≤ 1, following the proof of Lemma 2 in [29] and [26] , for every possible stationary point s * , we can derive 
we can derive that the FOCUSS iterative formulas (3) has at most a finite number of stationary points for 1 < p < 2. In summary, the FOCUSS iterative formulas (3) has at most a finite number of stationary points for 0 < p < 2. Proof: Given 0 < p < 2, the function
for z > 0 and it reaches its unique minimum 0 in z ∈ (0, +∞) at z * = 1, i.e.,
i ) is an auxiliary function to F (s i ). Hence, we have
Also, from (15), we have
From Theorem 2,
Combining (22) with (23), we have
From (21) and (24), we have
Then, we have two options: q s
is convergent (see Theorem 2). Next, we separately prove that {s
is convergent in both cases.
1) In the first case, from (20), we can derive
is convergent in this case. 2) In the second case, as t → +∞ we have
As a consequence, in both cases |s
which indicates that the FOCUSS sequence s
obtained by (3) goes to one of the stationary points or fixed points of (3) as t → +∞.
In addition, by Lemma 3, there are only a finite number of fixed points for (3) .
For the same reason as in [39] , s 
Proof: From (5), we have    ∂L ∂α ∂L ∂s
(25) From [40] , we can derive (26) . By the quasi-Newton iterative formula, we have
thus, we have
Hence, the FOCUSS algorithm (3) is a quasi-Newton method. The proof is completed. However, the FOCUSS algorithm (3) is NOT an exact Newton method because H is just a quasi-Hessian rather than exact Hessian matrix except p = 2, noting that H = H only at p = 2, where H is the exact Hessian matrix given by
which is different from H. In the same manner as in (26), we obtain H −1 in (27) . Then, we have the Newton method for Lagrange function L(s, α) as follows:
i.e., the Newton iteration for minimizing Lagrange function L(s, α) in (4) is
which differs from FOCUSS (3). Unfortunately, the numerical experiments show that the Newton method does not work well. This probably might be due to the non-positive definiteness of Hessian matrix H.
VI. CONVERGENCE RATE OF FOCUSS ALGORITHM
One of the key measures of the performance of an iterative algorithm is its rate of convergence [41] , [42] . We discuss the convergence rate of FOCUSS algorithm in this section, which is simply shown in Table I .
Suppose that the sequence {s (t) } +∞ t=0 converges to s ( * ) . We say that the convergence is linear if there exists a constant µ ∈ (0, 1) such that
The sequence {s (t) } +∞ t=0 is said to converge superlinearly if
One says that it converges sublinearly if it converges, but
More generally, we say that its order of convergence is r (r > 1) if
where µ > 0 is not necessarily less than 1.
It is well known that many quasi-Newton methods converge superlinearly, whereas a Newton method converges quadratically. In contrast, the steepest descent algorithms converge only at linear rate [42] . In general, the speed of convergence depends on r and (more weakly) on µ, e.g., a quadratically convergent sequence will always eventually converge faster than a linearly one [42] . 
A. The superlinear convergence of FOCUSS for
Proof: First of all, for 0 < p < 1, from (31), if s ( * ) j = 0 we can immediately derive h j (s ( * ) ) = 0. In addition, since s ( * ) is a stationary point of FOCUSS algorithm, i.e.,
which can be equivalently rewritten as follows: 
Suppose the FOCUSS algorithm (3) converges to s
= |s
where [·] i,: stands for the ith row of a matrix. From Lemma 4, we have
where [·] :,j denotes the jth column of a matrix. In addition,
N ) is a positive-definite diagonal matrix given by
Consequently, from (32), we can derive 
where the indicator function is given by A numerical example demonstrating the Theorem 6, in which the convergence rate R (t) against iteration t of FOCUSS algorithm for 0 < p < 1 is plotted. Both A ∈ R 125×200 and x ∈ R 125×1 are randomly generated in MATLAB 2010b. For p = 0.6, p = 0.7, p = 0.8 and p = 0.95, given the entrywise-nonzero initializations (i.e., |s (0) | ≻ 0) generated randomly, the FOCUSS algorithm consistently converges to the sparse solutions s ( * ) superlinearly, which exactly satisfied #{s ( * ) } = m = 125 and lim
Then we can derive ∂g(s) ∂s By the mean-value theorem, we have
as t → +∞. Hence,
To illustrate the Theorem 6, we give a numerical example in Fig.2 , in which the convergence rate is illustrated by R (t) defined as follows:
Note that s (t) − s ( * ) → 0 as t → +∞. Due to the limited machine accuracy of a computer, it is a difficult task to compute R (t) in numerical analysis when s (t) − s ( * ) → 0. For this reason, we can see in Fig.2 → 0) that it is beyond the rounding precision of hardware floating point arithmetics of a computer. Incidentally, in Fig.2 we just intend to roughly demonstrate the curve of convergence rate by experiments. We merely wish that the numerical experiments could help a reader to understand the Theorem 6 intuitively. illustrating the convergence rate of FOCUSS for p = 1, where n = 30, A ∈ R m×n and x ∈ R m×1 were randomly generated in MATLAB 2010b.
B. Convergence rate analysis on FOCUSS for
s (t) − s ( * ) = lim t→+∞ I − G(s ( * ) ) · diag[h(s ( * ) )] · s (t) − s ( * ) s (t) − s ( * ) ≤ 1, where h(s ( * ) ) = diag[sign(s ( * ) )]·A T [A·Π −1 (s ( * ) )·A T ] −1 ·x (35) and diag[sign(s ( * ) )] =     sign(s ( * ) 1 ) · · · 0 . . . . . . . . . 0 · · · sign(s ( * ) n )     .
Proof:
In the Theorem 4, we have proved that for p = 1 the FOCUSS algorithm is convergent, given a strictly nonzero initialization s (0) , i.e., the sequence s
obtained by FOCUSS (3) with p = 1 is convergent. Hence, we have
would be divergent. Accordingly, from (33) and (34), we have
where h(s ( * ) ) is given by (35).
Remark 1.
As mentioned in [26] , for p = 1, the optimal solution of problem (2) satisfies #{s ( * ) } = m if A and x satisfy Assumption 1 and Assumption 2. However, to our experience, due to the numerical inaccuracy of a computer, for p = 1, the FOCUSS algorithm usually derives an approximately optimal solution instead satisfying #{s T ; due to the numerical inaccuracy, the FO-CUSS algorithm with p = 1 can just converges to
Extensive experiments show that 0 < R ( * ) < 1 for FOCUSS algorithm with p = 1 (see Fig.3 ).
C. Convergence analysis on FOCUSS for 1 < p < 2
Lemma 6. Suppose the FOCUSS algorithm (3) converges to
Proof: Note that the FOCUSS iterative sequence
is convergent, where
is also convergent. Suppose that it converge to s ( * ) j . Then from (18) and (19), we have
is an indeterminate form with respect to s by L'Hôpital's rule, we can derive A ∈ R 13×20 and x ∈ R 13×1 , were randomly generated by the Algorithm 2 in Appendix B.
converges at linear rate and
The Theorem 10 is demonstrated by a numerical example in Fig.6 .
Proof: As described previously, s 
i.e., e
Moreover, following the proof of Theorem 9, we can analogeously obtain
or e (t)
From (37) and (39), we can derive
as t → +∞. Combing (37), (38) and (40), we have
Therefore, we also have lim
VII. DISCUSSIONS
It is worth mentioning that for p ≤ 0, the FOCUSS (3) is also applicable for sparse representation, its solutions also satisfy #{s ( * ) } ≤ m and its convergence rate is also superlinear, where the corresponding sparseness measures are F (s) = ln |s| and F (s) = −|s| −p for p = 0 and p < 0, respectively. Moreover, we can analogeously prove these points in the same way as for 0 < p < 1. As a consequence, the convergence results of FOCUSS (3) can be summarized in Table I .
To our experience, if A, x and s (0) satisfy Assumption 1-Assumption 3, for 1 < p < 2, the FOCUSS algorithm (3) usually obtain an approximately sparse solution s ( * ) such that #{s ( * ) } = n but the number of significantly nonzero components of s ( * ) is less than n, i.e., #{s ( * ) } = n but #{i : |s ( * ) i | ≻ ǫ} < n, where ǫ is a small positive number (e.g., ǫ = 10 −2 ). So in practice, for 1 < p < 2, the Theorem 9 occurs much more often than the Theorem 8 and Theorem 10.
Comparing the Theorem 6 and the Theorem 9, we know that the FOCUSS algorithm converges more rapidly for 0 < p < 1 than 1 < p < 2, while it is relatively easy to get stuck into local minima however if p is too small (e.g.,p = 0.1) because the optimization problem (2) is not convex for 0 < p < 1. Accordingly, it is suggested to select a value, slightly small than 1 but not too small, for p. Typically, we can set p = 0.8 for the larger scale problems.
VIII. CONCLUSIONS
The FOCUSS method is one of the most efficient algorithms for sparse representation and compressive sensing, which is easy to implement. In this paper, we provide a thorough convergence analysis on this algorithm towards establishing a systematic convergence theory for it. At first, we propose a rigorous derivation via auxiliary function. Then, we prove its convergence. In particular, we have rigorously analyzed its convergence rate for different sparsity parameter and demonstrated its convergence rate by numerical experiments.
APPENDIX A AN ALGORITHM GENERATING DATASETS FOR THEOREM 8
In order to demonstrate the Theorem 8 and Theorem 10, we specially design two algorithms generating some appropriate datasets satisfying the conditions of two theorems, respectively.
Suppose the FOCUSS algorithm (3) converges to s ( * ) such that #{s ( * ) } = m. Then x can be represented as Theorem 11. For 1 < p < 2, supposing A, x and s (0) satisfy Assumption 1-Assumption 3, and the FOCUSS algorithm (3) converges to s ( * ) , the sufficient and necessary condition satisfying #{s
Proof: Note that #{s ( * ) } = #{s (18) and (19), we can derive
where The proof is completed.
Remark 2.
The condition (41) 
Algorithm 2: Generating datasets for demonstrating the Theorem 10
Output: x ∈ R m×1 and A ∈ R m×n 1) Randomly generate A N ∈ R m×k and x ∈ R m , where m < k < n. 2) Given an entrywisely nonzero initialization s Proof: For 1 < p < 2, from (18) and (19), we can derive In Fig.6 , we demonstrated the Theorem 10 on the datasets generated randomly by Algorithm 2.
