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Abstract
Let B =
{
B (x) , x ∈ S2
}
be the fractional Brownian motion indexed
by the unit sphere S2 with index 0 < H ≤ 1
2
, introduced by Istas [12].
We establish optimal upper and lower bounds for its angular power spec-
trum {dℓ, ℓ = 0, 1, 2, . . .}, and then exploit its high-frequency behavior to
establish the property of its strong local nondeterminism of B.
Key words: Angular power spectrum, Karhunen-Loe`ve expansion, Spher-
ical fractional Brownian motion, Strong local nondeterminism.
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1 Introduction
The spherical fractional Brownian motion (SFBM, for brevity) was introduced
by Istas in 2005 [12], as an extension of the spherical Brownian motion of Le´vy
[18] as well as a spherical analogue of fractional Brownian motion indexed by the
Euclidean spaces. Later Istas [13, 14] established the Karhunen-Loe`ve expansion
and studied quadratic variations of the spherical fractional Brownian motion.
The purpose of this paper is to investigate the property of strong local non-
determinism (SLND) for the spherical fractional Brownian motion. This is mo-
tivated by studies of sample path properties of Gaussian random fields indexed
by the Euclidean space RN and by the currently increasing interest in stochastic
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modeling of spherical data in statistics, cosmology and other applied areas (see
below).
The concept of local nondeterminism (LND) of a Gaussian process was first
introduced by Berman [3] to unify and extend his methods for studying the
existence and joint continuity of local times of real-valued Gaussian processes.
Roughly speaking, a Gaussian process is said to have the LND property if has
locally approximately independent increments, see [3, Lemma 2.3] for precise
description. This property allowed Berman to overcome some difficulties caused
by the complex dependence structure of a non-Markovian Gaussian process
for studying its local times. Pitt [24] and Cuzick [6] extended Berman’s LND
to Gaussian random fields. However, the property of LND is not enough for
establishing fine regularity properties such as the law of the iterated logarithm
and the uniform modulus of continuity for the local times or self-intersection
local times of Gaussian random fields. For studying these and many other
problems on Gaussian random fields, the appropriate properties of strong local
nondeterminism (SLND) have proven to be more powerful. Instead of recalling
definitions of various forms of strong local nondeterminism for (isotropic or
anisotropic) Gaussian random fields indexed by RN and their applications, we
refer to Xiao [26, 27, 28] for more information.
Recently, Lan, Marinucci and Xiao [16] have studied the SLND property of
a class of Gaussian random fields indexed by the unit sphere S2, which are also
called spherical Gaussian random fields. The main difference between [16] and
the aforementioned work for Gaussian fields indexed by the Euclidean space is
that [16] takes the spherical geometry of S2 into full consideration and its method
relies on harmonic analysis on the sphere. More specifically, Lan, Marinucci and
Xiao have considered a centered isotropic Gaussian random field T = {T (x), x ∈
S2}. That is, T satisfies
E
(
T (x)T (y)
)
= E
(
T (gx)T (gy)
)
(1)
for all g ∈ SO(3) which is the group of rotations in R3. See [20] for a systematic
account on random fields on S2. By applying harmonic analytic tools on the
sphere, Lan, Marinucci and Xiao [16] have proved that the SLND property of an
isotropic Gaussian field T on S2 is determined by the high-frequency behavior of
its angular power spectrum. Moreover, by applying SLND, they have established
exact uniform modulus of continuity for a class of isotropic Gaussian fields on
S2.
Since SFBM B =
{
B (x) , x ∈ S2} is not isotropic in the sense of (1), the
results on SLND in [16] are not directly applicable. In our approach we will
make use of the Karhunen-Loe`ve expansion of the spherical fractional Brown-
ian motion obtained by Istas [13] and derive optimal upper and lower bounds
for the coefficients {dℓ, ℓ = 0, 1, . . .} (see (7) below for the definition). These
bounds for {dℓ} correct the last part of Theorem 1 in [13] and will be useful for
studying the dependence structures and sample path properties of SFBM. This
paper provides an important step towards this direction. More specifically, we
demonstrate that the coefficients {dℓ} play the same role as the angular power
2
spectrum of an isotropic Gaussian field on S2 in [16] and their high frequency
behavior determines the property of strong local nondeterminism of SFBM. For
this reason, we will also call the sequence {dℓ, ℓ = 0, 1, . . .} the angular power
spectrum of SFBM.
Similarly to the cases of Gaussian random fields indexed by the Euclidean
space RN (cf. [26, 27, 28]), we expect that the SLND property in Theorem
3.2 will be useful for studying regularity (e.g., the exact modulus of continuity,
exact modulus of nondifferentiability, etc) and fractal properties of SFBM. This
will be carried out in a subsequent paper [17].
Our analysis on SFBM and other spherical Gaussian random fields is strongly
motivated by applications in a number of scientific areas, such as geophysics, as-
trophysics, cosmology, and atmospheric sciences (see e.g. [2, 4, 7, 8]). Huge data
sets from satellite missions such as the Wilkinson Microwave Anisotropy Probe
(WMAP) of NASA (see http://map.gsfc.nasa.gov/) and the Planck mission of
the European Space Agency (see http://sci.esa.int/planck/53103-planck-cosmology/)
have been collected and made publicly available. Spherical random fields (usu-
ally assumed to be Gaussian) have been proposed for modeling such data sets.
Related to aforementioned aspects, we also mention that in probability and
statistics literature various isotropic or anisotropic Gaussian random fields on
S2 have been constructed and studied (see e.g. [9, 10, 11, 15, 23]). Excursion
probabilities and topological properties of excursion sets of isotropic Gaussian
random fields on S2 have been studied in [5, 21]. Many interesting questions
on probabilistic and statistical properties of anisotropic Gaussian random fields
on the sphere can be raised. In order to study these problems. it would be
interesting to establish appropriate properties of strong local nondeterminism
for anisotropic Gaussian random fields on S2.
The rest of the paper is organized as follows. In Section 2, we recall briefly
some background material on SFBM, including its Karhunen-Loe`ve expansion
from [13], and an analysis of its random coefficients. Our main result in this
section is Theorem 2.2, which provides optimal upper and lower bounds for the
angular power spectrum {dℓ, ℓ = 0, 1, . . .} of SFBM. In Section 3, we combine
the high frequency behavior of {dℓ} and Proposition 7 in [16] to establish the
property of strong local nondeterminism for SFBM.
2 SFBM and asymptotic behavior of its angular
power spectrum
Let N be the North pole on S2, and dS2 (x, y) the geodesic distance between x
and y on S2. Recall from Istas [12] the definition of SFBM.
Definition 2.1 The SFBM B =
{
B (x) , x ∈ S2} is a centered Gaussian ran-
dom field with
B (N) = 0, a.s. (2)
and
E [B (x)−B (y)]2 = dS2 (x, y)2H , (3)
3
for any x, y ∈ S2 and 0 < H ≤ 12 .
It is well known that fractional Brownian motion indexed by Rd can be
defined for every 0 < H ≤ 1. This is different from the case when the index
set is S2. Istas [12] proved that SFBM exists if and only if the Hurst index
H ∈ (0, 12 ]. When H = 12 , it is the classical Le´vy spherical Brownian motion,
see [18, 22].
Our work is based on the following Karhunen-Loe`ve expansion of
{
B (x) ,
x ∈ S2} proved by Istas [13, Theorem 1]:
B (x) =
∞∑
ℓ=0
ℓ∑
m=−ℓ
i
√
πdℓ εℓm (Yℓm (x) − Yℓm (N)) . (4)
Here {Yℓm : ℓ = 0, 1, ...,m = −ℓ, ..., ℓ} are the spherical harmonic functions on
S2; that is, they are eigenfunctions of the spherical Laplacian:
∆S2 =
1
sin θ
∂
∂θ
{
sin θ
∂
∂θ
}
+
1
sin2 θ
∂2
∂φ2
,
where (θ, φ) ∈ [0, π]× [0, 2π) denotes the spherical coordinates of x ∈ S2. More
precisely, {Yℓm : ℓ = 0, 1, ...,m = −ℓ, ..., ℓ} satisfy
∆S2Yℓm(θ, φ) = −ℓ(ℓ+ 1)Yℓm(θ, φ).
It is known (cf. [20]) that {Yℓm : ℓ = 0, 1, ...,m = −ℓ, ..., ℓ} form an orthonormal
basis for the space L2
(
S2, dσ
)
, where dσ = sin θdθdφ is the Lebesgue measure
on S2. An explicit form for spherical harmonics is given by
Yℓm (θ, φ) =
√
2ℓ+ 1
4π
(ℓ−m)!
(ℓ+m)!
Pℓm (cos θ) e
imφ, for m ≥ 0,
Yℓm (θ, φ) = (−1)m Y ℓ,−m (θ, φ) , for m < 0,
(5)
where z denotes the complex conjugate of z ∈ C, and Pℓm (cosϑ) are the associ-
ated Legendre functions (cf. [20, pp.315–316]) defined in terms of the Legendre
polynomials {Pℓ, ℓ = 0, 1, . . .} as
Pℓm (x) = (−1)m(1 − x2)m/2 d
m
dxm
Pℓ (x)
for m = 0, 1, . . . , ℓ, and
Pℓm (x) = (−1)m (ℓ−m)!
(ℓ+m)!
Pℓ,−m (x)
for m negative. Moreover, the following orthonormality property holds:∫
S2
Ylm (x)Y l′m′ (x) dσ (x) = δ
l′
l δ
m′
m . (6)
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Now recall from [13] that, for all ℓ ≥ 0, the coefficients dℓ in (4) are defined
by
dℓ =
1
2π
∫
S2
dS2 (x,N)
2H
Pℓ (〈x,N〉) dσ (x) , (7)
where 〈·, ·〉 is the usual inner product in R3. Similarly to the angular power spec-
trum of an isotropic Gaussian random field on S2, the sequence {dℓ, ℓ = 0, 1, 2, ...}
plays an important role in determining the dependence structure and other prob-
abilistic properties of the SFBM {B (x) , x ∈ S2}. Hence we will also refer to
{dℓ, ℓ = 0, 1, 2, ...} as the angular power spectrum of SFBM.
Moreover, it follows from Theorem 1 of Istas [13] that the Karhunen-Loe`ve
expansion (4) holds in L2
(
S2 × Ω, dσ ⊗ P) sense and in L2 (P) sense for ev-
ery fixed x ∈ S2. Hence one can represent the random coefficients εℓm, ℓ =
0, 1, ...,m = −ℓ, ..., ℓ in (4) by
εℓm = −i (πdℓ)−1/2
∫
S2
B(x)Yℓm(x)dσ(x),
where the equality holds in L2(P) sense. Notice that {εℓm}lm is a set of complex-
valued Gaussian random variables. Obviously, E (εℓm) = 0 for all ℓ,m, due to
the zero-mean property of B(x). Moreover, recall (5) and (6), we can verify that
εℓm = (−i)m εℓ,−m and E (εℓ1m2εℓ2m2) = δℓ1ℓ2δm1m2 . (8)
Therefore, {εℓm, ℓ ≥ 0,m = 0, 1, ..., ℓ} is a set of i.i.d. standard complex Gaus-
sian random variables.
The following is the main result of this section. The bounds in (9) correct
the last part of Theorem 1 in [13]. The high-frequency behavior of dℓ in (9) is
essential for proving the SLND property of B in Theorem 3.2 below. Together,
they will allow us to study precise analytic and geometric properties of the
sample functions of SFBM. See [17] for further information.
Theorem 2.2 Let
{
B(x), x ∈ S2} be the spherical fractional Brownian motion
of index H ∈ (0, 1/2]. There exists a uniform constant K1 such that
K−11 ≤ d0 ≤ K1
K−11 ℓ
−(2H+2) ≤ dℓ ≤ K1ℓ−(2H+2) for all ℓ = 1, 2, ....
(9)
Proof. We work in spherical coordinates (θ, φ) with θ ∈ [0, π] and φ ∈ [0, 2π] .
By the definition of dℓ in (7) and a change of variable x = cos θ we obtain
dℓ =
∫ π
0
θ2HPℓ (cos θ) sin θdθ. (10)
Recall from [13] the Dirichlet-Mehler representation for Pℓ (cos θ) (0 < θ < π),
Pℓ (cos θ) =
√
2
π
∫ π
θ
sin
(
(ℓ+ 12 )ϕ
)
√
cos θ − cosϕdϕ,
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we see that (10) becomes
dℓ =
√
2
π
∫ π
0
θ2H sin θ
∫ π
θ
sin
((
ℓ+ 12
)
ϕ
)
√
cos θ − cosϕ dϕdθ
=
√
2
π
∫ π
0
sin
((
ℓ+
1
2
)
ϕ
)[∫ ϕ
0
θ2H sin θ√
cos θ − cosϕ dθ
]
dϕ.
From the elementary fact that sin θ2 ≤ θ2 ≤ θ
[
1− 16
(
θ
2
)2] ≤ 2 sin θ2 for all
0 ≤ θ ≤ π, it follow that(
sin
θ
2
)2H
≤
(
θ
2
)2H
≤ 22H ·
(
sin
θ
2
)2H
, 0 ≤ θ ≤ π.
Hence, we have
d˜ℓ ≤ dℓ ≤ 22H d˜ℓ, (11)
where
d˜ℓ =
22H+1/2
π
∫ π
0
sin
((
ℓ+
1
2
)
ϕ
)∫ ϕ
0
(
sin θ2
)2H
sin θ√
cos θ − cosϕ dθdϕ.
Meanwhile, by a change of variable u = sin θ2 in the inside integral, we have∫ ϕ
0
(
sin θ2
)2H
sin θ√
cos θ − cosϕdθ = 2
3
2
∫ sin ϕ
2
0
u2H+1√
sin2 ϕ2 − u2
du
= 2
1
2
(
sin
ϕ
2
)2H+1 ∫ 1
0
vH√
1− v dv
= 2
1
2B
(
H + 1,
1
2
)(
sin
ϕ
2
)2H+1
,
where B (·, ·) is the Beta function defined on R+ × R+. Consequently,
d˜ℓ =
22H+1
π
B
(
H + 1,
1
2
)∫ π
0
sin
((
ℓ+
1
2
)
ϕ
)(
sin
ϕ
2
)2H+1
dϕ. (12)
For ℓ = 0,
d˜0 =
22H+1
π
B
(
H + 1,
1
2
)∫ π
0
(
sin
ϕ
2
)2H+2
dϕ,
which is readily seen that
∣∣∣d˜0∣∣∣ ≤ 8. For ℓ ≥ 1, we will make use of some
techniques from complex analysis. Let z = eiϕ/2, then the integral in (12) can
be written as∫ π
0
sin
((
ℓ+
1
2
)
ϕ
)(
sin
ϕ
2
)2H+1
dϕ = 2 Im
∫
C
fℓ (z)dz, (13)
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where C = {z : z = eit, 0 ≤ t ≤ π/2} is the unit circle in the first quadrant with
the direction counterclockwise and fℓ (z) is the principal branch of the complex
function
Fℓ (z) =
z2ℓ
22Hi2H+1
(
z − 1
z
)2H+1
, z ∈ C,
Obviously, fℓ(z) is analytic in C\ {0,±1}. Moreover, let ǫ > 0 be an arbitary
small value, L1 and L2 the two line segments defined by
L1 = {z : z = i (1− t) , ǫ ≤ t ≤ 1}
and
L2 = {z : z = t, ǫ ≤ t ≤ 1− ǫ} ;
Meantime, let C1 and C2 be the circles with radius ǫ in the first and second
quadrants, defined respectively by
C1 =
{
z : z = ǫeit, 0 ≤ t ≤ π/2}
and
C2 =
{
z : z = ǫei(π−t) + 1, 0 ≤ t ≤ π/2
}
.
Now consider the following integrals∫
L1
fℓ (z)dz =
i2ℓ−2H−1
22H i2H+1
∫ 1
ǫ
(1− t)2ℓ−2H−1
[
− (1− t)2 − 1
]2H+1
dt
=
(−1)ℓ
22H
∫ 1
ǫ
u2ℓ−2H−1
[
u2 + 1
]2H+1
dt,
∫
L2
fℓ (z)dz =
1
22H i2H+1
∫ 1
ǫ
t2ℓ−2H−1
(
t2 − 1)2H+1 dt
=
i2H+1
22H
∫ 1
ǫ
(1− v)ℓ−H−1/2 v2H+1dt,
and∫
C1
fℓ (z) dz =
1
22Hi2H+1
∫ pi
2
0
(
ǫei(π−t)
)2ℓ−2H−1 (
ǫ2e2i(π−t) − 1
)2H+1
dt,
∫
C2
fℓ (z)dz =
1
22Hi2H+1
∫ pi
2
0
(
1 + ǫei(π−t)
)2ℓ−2H−1 (
ǫ2e2i(π−t) + 2ǫei(π−t)
)2H+1
dt.
Careful calculations show that
Im
∫
L1
fℓ (z) dz = 0, lim
ǫ→0
∣∣∣∣∣
∫
Cj
fℓ (z) dz
∣∣∣∣∣ = 0, j = 1, 2 (14)
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and
lim
ǫ→0
∫
L2
fℓ (z)dz =
i2H+1
22H
B (2H + 2, ℓ−H + 1/2) (15)
Thus, by the Cauchy integral theorem in complex analysis, we have∫
C
fℓ (z)dz = − lim
ǫ→0
∫
L1+C1+L2+C2
fℓ (z)dz
= − lim
ǫ→0
∫
L1
fℓ (z)dz − i
2H+1
22H
B
(
2H + 2, ℓ−H + 1
2
)
which leads to that
Im
∫
C
fℓ (z) dz = 2
−2H−1B
(
2H + 2, ℓ−H + 1
2
)
sin
[(
H +
1
2
)
π
]
. (16)
in view of the equalities (14) and (15). Therefore, by combining the equalities
(16) and (12), (13) above, we obtain that
d˜ℓ =
2
π
B
(
H + 1,
1
2
)
B
(
2H + 2, ℓ−H + 1
2
)
sin
[(
H +
1
2
)
π
]
.
Here, recall the formula
B (a, b) =
Γ (a) Γ (b)
Γ (a+ b)
, a > 0, b > 0
with Gamma function Γ (y) = (y − 1) Γ (y − 1) for any y > 1 and the stirling’s
approximation
Γ (y) =
√
2πy
(y
e
)y (
1 +O
(
1
y
))
, as y →∞,
where the error term O
(
1
y
)
being the same order as 1y , we derive the following
estimates: there exists a uniform constant C1 such that for any ℓ ≥ 1,
C−11 ℓ
−(2H+2) ≤ d˜ℓ ≤ C1ℓ−(2H+2).
Let K1 = 2C1, then the inequalities in (9) are derived in view of (11).
3 Strong local nondeterminism
In order to prove the strong local nondeterminism property of
{
B (x) , x ∈ S2} ,
we first recall the following lemma, which is a consequence of Proposition 7 in
[16].
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Lemma 3.1 Assume a sequence {dℓ, ℓ = 0, 1, ...} satisfies the condition (9).
Then there exists a constant C2 > 0 depending on H only, such that for all
choices of n ∈ N, all x, x1, ..., xn ∈ S2, and γj ∈ R, j = 1, 2, ..., n, we have
∞∑
ℓ=0
ℓ∑
m=−ℓ
dℓ
[
Yℓm(x) −
n∑
j=1
γjYℓm(xj)
]2
≥ C2ε2H , (17)
where ε = min {dS2 (x, xk) , k = 1, ..., n}.
Now we are ready to state and prove the following theorem. Its conclu-
sion is referred to as the property of strong local nondeterminism of SFBM{
B (x) , x ∈ S2}.
Theorem 3.2 For a SFBM
{
B (x) , x ∈ S2}, there exists a constant K2 > 0
depending only on the Hurst index H ∈ (0, 1/2], such that for all integers n ≥ 1
and all x, x1, ..., xn ∈ S2, we have
Var (B (x) |B (x1) , ..., B (xn)) ≥ K2 min
0≤k≤n
dS2 (x, xk)
2H
, (18)
where Var (B (x) |B (x1) , ..., B (xn)) denotes the conditional variance of B(x)
given B (x1) , ..., B(xn), and x0 = N .
Remark 3.3 Note that the strong local nondeterminism (18) here is slightly
different from the SLND property proved in [16] for isotropic Gaussian random
fields: the minimum on the right hand side of (18) is not only taken over
x1, ..., xn but also over x0 = N . This is because of the assumption B (N) = 0 in
the definition of SFBM. From statistics viewpoint, Var (B (x) |B (x1) , ..., B (xn))
is the squared error of predicting the value B(x), given observations of B at
locations x1, . . . , xn. Since we already know that B (N) = 0, this information
may reduce the prediction error.
Proof of Theorem 3.2. It is known that for a Gaussian random field B,
Var (B(x)|B (x1) , ..., B (xn)) = inf
E
[(
B(x) −
n∑
j=1
γjB(xj)
)2] ,
where the infimum is taken over all (γ1, ..., γn) ∈ Rn. Hence, in order to establish
(18), it is sufficient to prove that there exists a positive constant C3 such that
E
[(
B(x) −
n∑
j=1
γjB(xj)
)2]
≥ C3 ε2H (19)
holds for all γ1, ..., γn ∈ R, where ε = min {dS2 (x, xk) , k = 0, ..., n} . Let γ0 =
1−
n∑
j=1
γj , then it follows from the Karhunen-Loe`ve expansion (4) of B (x) and
9
the properties of random coefficients {εℓm}lm in (8) that the left hand side of
(19) is equal to
E
{[ ∞∑
ℓ=0
ℓ∑
m=−ℓ
i
√
πdℓ εℓm
(
Yℓm (x)−
n∑
j=0
γjYℓm (xj)
)]2}
=
∞∑
ℓ=0
ℓ∑
m=−ℓ
πdℓE
( |εℓm|2 )∣∣∣∣Yℓm (x)− n∑
j=0
γjYℓm (xj)
∣∣∣∣2
= π
∞∑
ℓ=0
ℓ∑
m=−ℓ
dℓ
∣∣∣∣Yℓm (x) − n∑
j=0
γjYℓm (xj)
∣∣∣∣2,
(20)
where x0 = N. Therefore (19) is an immediate consequence of Lemma 3.1 in
view of the equalities (20). This completes the proof of (18).
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