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La investigación realizada, propone resolver el problema de la detección de observaciones 
extremas en las clasificaciones que resultan de obtener la puntuación del índice sintético de 
calidad educativa (ISCE), en contraste con las obtenidas en la aplicación de análisis envolvente 
de datos (DEA). Las cuales son verificadas a través del análisis multivariado y  minería de datos. 
 
Las variables utilizadas para la implementación de las diferentes metodologías del Analisis 
envolvente de Datos (DEA), fueron las mismas con las que se estimó el Indice Sintetico de 
Calidad Educativa (ISCE). Estas son, el Progreso, el Desempeño, la Eficiencia y el Ambiente 
Escolar. De tal modo que, se escogió como input el Ambiente Escolar y como outputs el 
progreso, el desempeño y la eficiencia. 
 
Las metodologías propuestas para la detección de observaciones influyentes  para el Analisis 
Multivariado y Mineria de Datos, se utilizaron para comparar, verificar y analizar los resultados 
obtenidos. De tal manera que permitió evaluar las observaciones influyentes detectadas con las 
metodologías del Analisis Envolvente de Datos (DEA). 
 
Como uno de los resultados de la investigación, se pudo establecer para las Instituciones 
Educativas oficiales del Departamento del Huila  en el nivel de  educación secundaria, las cuales 
tienen una sobresaliente o inferior práctica en las variables Progreso, Desempeño, Eficiencia y 
Ambiente Escolar, como indicadores de calidad en  educación, según lo establecido por el 









La identificación de observaciones influyentes ha sido una tarea que varios autores en distintas 
áreas de la Investigación de Operaciones   y Estadística se han propuesto resolver. Al referirse a  
observación influyente se define como  aquella que al estar presente en un conjunto de datos  
puede afectar o destacar las características más relevantes de los mismos. Generalmente las 
observaciones influyentes se presentan por errores en la toma de los datos,  en la codificación,  
medición etc. En este caso,   esta observación influyente es considerada como un dato atípico 
(outlier). Pero  en el  caso en que no se presenten errores en los datos, la observación se 
caracteriza como influyente porque representa valores que por lo general se exceden en las 
variables con las cuales se estima la observación. Es decir que su comportamiento dentro del 
conjunto de datos se destaca o varía respecto a las demás observaciones y es el analista de los 
datos quien decidirá una vez detectada la observación influyente si la excluye de conjunto de 
datos o si por el contrario indaga a profundidad sobre la causa de la naturaleza de la misma. Lo 
anterior, debido a que puede brindar información relevante para su análisis y aportar a su 
investigación. 
 
El  Análisis Envolvente de Datos (DEA) es un enfoque estadístico no paramétrico  que permite 
comparar un conjunto de unidades  productivas homogéneas para estimar su eficiencia relativa  a 
través de un modelo de programación lineal  que optimiza las puntuaciones de cada unidad 
estudiada y  crea una frontera de eficiencia que está fundamentada en el concepto de Pareto. 1  
 
Existen diversas metodologías propuestas para la identificación de observaciones influyentes 
haciendo uso del Análisis Envolvente de Datos (DEA).  En el presente trabajo de investigación 
se realizó  una  revisión del estado del arte y se estudiaron    algunas de las técnicas  propuestas 
para dicha tarea,  estas metodologías serán aplicadas con el fin de comparar las clasificaciones 
obtenidas del  Índice Sintético de Calidad Educativa (ISCE)  que es un indicador de calidad en la 
educación propuesto por el Ministerio de Educación Nacional (MEN), con las obtenidas con el 
enfoque DEA,  de tal forma que se establezcan las diferencias y similitudes entre las 
observaciones influyentes en cada uno de los casos estudiados. 
 
De tal modo, en el siguiente  documento de investigación, en la sección 5, se hace el 
planteamiento y  justificación del problema. En la sección 7 se plantean los objetivos generales y 
específicos de la investigación. La sección 8, plantea los antecedentes de la investigación  en los 
cuales se hace una revisión bibliográfica relacionada con la identificación de observaciones 
influyentes. En la sección 9  se contempla todo el marco teórico concerniente al Análisis 
Envolvente de Datos (DEA),  Análisis Multivariado, Minería de Datos, Índice Sintético de 
Calidad Educativa (ISCE) y  Calidad en la Educación. La sección 10, presenta el diseño 
metodológico con el que se abordó la investigación. En la sección 11,  se muestra todo lo 
concerniente al desarrollo y resultados de las de la investigación. La sección 12 y 13,   presenta 
todo lo referente a las conclusiones generales de la investigación, recomendaciones y trabajos 
futuros.  
 
                                                 







CONTRASTE DEL ÍNDICE SINTÉTICO DE CALIDAD EDUCATIVA (ISCE)  VERSUS EL 
ANÁLISIS ENVOLVENTE DE DATOS (DEA) PARA LA IDENTIFICACIÓN DE CASOS 
EXTREMOS EN INSTITUCIONES EDUCATIVAS OFICIALES  DEL DEPARTAMENTO 
DEL HUILA. 
2. AREA DE INVESTIGACIÓN 
 
El siguiente trabajo de investigación fue abordado desde las áreas de investigación de 
operaciones y estadística  usando los diferentes enfoques planteados para  la detección de casos 
extremos. 
3. MATERIAS DE INVESTIGACIÓN 
 
 Análisis Envolvente de Datos (DEA) 
 Análisis Multivariado  
 Minería de Datos 
4. COBERTURA DE ESTUDIO 
 
El  trabajo de investigación se efectuó teniendo en cuenta  delimitaciones dentro del  aspecto 
espacial, del alcance las Instituciones Educativas Oficiales y temporal debido a que aporta a la 
viabilidad de la realización, justificación  y entrega de este documento dentro de un área de 
aplicación y unos tiempos determinados en los siguientes aspectos: 
 
 Espacial: La investigación se realizó con la información aportada por el Ministerio de 
Educación Nacional respecto al Indicé Sintético de Calidad Educativa (ISCE) de 184 
Instituciones Oficiales del departamento de Huila. 
 
 De la Instituciones Educativas Oficiales: La investigaciones se realizó con la base de 
datos de las instituciones   a las que el MEN les reporto ISCE en los 37 municipios del 
departamento repartidas en 4 subregiones: Subnorte, Subcentro, Subsur y Suboccidente. 
 















5. FORMULACIÓN DEL PROBLEMA Y JUSTIFICACIÓN 
 
 
En el año 2015, el Gobierno Nacional expide la ley 1753  por la cual se dan las disposiciones del 
Plan Nacional de Desarrollo  2014-2018  “Todos por un nuevo país”.  El cual incluye como 
pilares fundamentales: la paz, la equidad y la educación.  El Plan asume la educación “como el 
más poderoso instrumento de igualdad social y crecimiento económico en el largo plazo, con una 
visión orientada a cerrar brechas en acceso y calidad al sistema educativo, entre individuos, 
grupos poblacionales y entre regiones, acercando al país a altos estándares internacionales y 
logrando la igualdad de oportunidades para todos los ciudadanos.” 2.  
 
En cumplimento de   estos  propósitos   el Ministerio de Educación Nacional  (MEN)  planteó en 
un documento denominado  “Colombia, la mejor educada en el  2025”3  las   líneas estratégicas, 
en los cuales están enmarcados los principales elementos de la educación en Colombia. De igual 
manera se traza el sendero hacia el cumplimiento de los mismos en los próximos años: 
Excelencia Docente,  Jornada Única, Colombia Bilingüe, Colombia Libre de Analfabetismo y 
Más Acceso a la Educación Superior de Calidad.  Es por ello, que el Ministerio de Educación 
Nacional (MEN) en el año 2015 definió la ruta de la excelencia educativa la cual tiene  como   
instrumentos fundamentales: El Índice Sintético de Calidad Educativa (ISCE) el cual es una 
herramienta  que permite a todos los actores del proceso educativo establecer como se encuentra  
la institución educativa en los niveles de calidad,  progreso y eficiencia,   y  el día E, “Día de la 
Excelencia Educativa” día en el que se lleva a cabo en las instituciones educativas  del país, un 
“acuerdo por la excelencia”,  en el cual  se establecen  las metas y rutas de mejoramientos de los 
colegios para que sea alcanzado.  
 
El índice sintético de calidad educativa (ISCE)4  es una puntuación que determina cuánto ha sido 
el grado de mejoramiento, el avance y la calidad de una institución educativa, en básica primaria, 
secundaria y media. Esta puntuación se mide en una escala de 1 a 10  y consta de cuatro 
componentes que reflejan la calidad de una institución: el progreso (mide que tanto ha mejorado 
el colegio respecto al año anterior), el desempeño (es el puntaje promedio obtenido en las 
pruebas de matemáticas y lenguaje), la eficiencia (es la proporción de alumnos que son 
promovidos al siguiente grado) y el ambiente escolar (mide cuales son las condiciones de 
aprendizaje en el aula de clase). Para que una institución educativa pueda avanzar en calidad, 
requiere que se trabaje en conjunto  cada uno de estos 4 componentes, implementando una 
estrategia de equilibrio en la cual no se descuide ningún aspecto que pueda influir en el resultado 





                                                 
2 Plan Nacional de Desarrollo 2014-2018  “Todos por un nuevo país”.  pág. 1. 
http://www.secretariasenado.gov.co/senado/basedoc/ley_1753_2015.html  
3 Colombia, la mejor educada  en  el 2025: Líneas estratégicas de la Política Educativa Del Ministerio De Educación Nacional. 
pág. 2. http://www.mineducacion.gov.co/1621/articles-355154_foto_portada.pdf      







El índice sintético de calidad educativa (ISCE) permite establecer una clasificación de las 
instituciones educativas a partir de la puntuación obtenida por cada una en los años 2015 y 2016. 
Dicha clasificación se obtiene de ordenar las instituciones de manera jerárquica, por tipo de 
institución privada o pública,  en los niveles educativos de básica primaria, secundaria o media y,  
de este modo se puede obtener un ranking como consecuencia inmediata del ISCE. Según lo 
establecido anteriormente el puesto obtenido por la institución educativa en ésta clasificación, va 
a ser  reflejo del desempeño de la misma en los aspectos que únicamente competen a las 
variables utilizadas  para el cálculo del mismo. Lo anterior, indica para el Ministerio de 
Educación Nacional (MEN)  que  las instituciones  que  obtienen una mejor clasificación, son 
aquellas que se encuentran con  indicadores eficientes de calidad y mejoramiento del proceso 
educativo. 
 
A partir de la revisión de la literatura existente,  sobre  la implementación, tratamiento, y análisis 
de observaciones influyentes, en las metodologías planteadas por autores como  (Wilson, 1995a), 
(Pastor, Ruiz, & Sirvent, 1999a), (Jahanshahloo, Hosseinzadeh, Shoja, Tohidi, & Razavyan, 
2004a) , (Chen & Johnson, 2006) entre otros,   se ha detectado que existe un problema poco 
tratado, tal y como lo es  la detección de observaciones extremas  en las clasificaciones. Por lo 
tanto, el objetivo de este trabajo de investigación consistirá  en realizar la identificación de los 
casos extremos en  las instituciones educativas oficiales  a partir  de las clasificaciones que 
resultan de la puntuación del ISCE de tal manera que puedan ser contrastadas con las obtenidas a 
partir del enfoque  propuesto por la metodología del análisis envolvente de datos (DEA) y 
verificados a través del  análisis multivariado y minería de datos. 
 
La investigación  que se realizará en el  presente trabajo de maestría,  usará como variables de 
entrada y salida  (input-output), en  el enfoque del análisis envolvente de datos (DEA), las 
mismas con las que  se realizó el cálculo del índice sintético de calidad educativa  (ISCE)  en las 
184 instituciones educativas oficiales del departamento del Huila, para las cuales se  generó el 
reporte de la excelencia para el año 2016 en el nivel de secundaria.  
 
 




















6. CAMPOS DE INTERES 
6.1  Académico 
La realización de este trabajo de investigación aporto aspectos importantes en mi formación 
académica debido a que exige gran preparación y dominio de temas específicos de la 
investigación de operaciones y estadísticas como lo son el análisis envolvente de datos (DEA), el 
análisis multivariado y la minería de datos. 
6.2  Profesional 
Este trabajo de investigación aporto a mi desempeño profesional herramientas en el campo de la 
investigación de operaciones y estadística que aportan a mi labor como docente debido a que me 
va permitir en mi práctica de enseñanza  aportar nuevos conocimientos que nutren la formación y 
aprendizaje de mis estudiantes. 
6.3   Personal 
La realización de este trabajo de investigación cumple con un requisito parcial para obtener el 
título como Magister en Investigación de Operaciones y Estadística lo cual aporta a mi 
formación académicas, profesional  y personal. Además abre las expectativas de desempeño 






























7. OBJETIVOS DEL TRABAJO 
 
7.1  Objetivo General 
 
Identificar las instituciones educativas  oficiales que obtienen resultados extremos en la 
clasificación que resulta a partir del  Indicé Sintético de Calidad Educativa (ISCE)  en contraste  
con el   producido  por el enfoque del  Análisis Envolvente de Datos (DEA). 
 
 
7.2  Objetivos Específicos 
 
 
 Determinar las variables de entrada y salida (inputs-outputs) de las variables  con las que 
se calculó el ISCE   para la aplicación de la metodología de Análisis Envolvente de datos 
(DEA)   en la  identificación de casos extremos. 
 
 Aplicar a la base de  datos con los que se calculó el ISCE   las metodologías propuestas  
por el  Análisis Multivariado y Minería de Datos para  la identificación de casos 
extremos. 
 
  Verificar si  los casos extremos obtenidos a partir de la clasificación del ISCE,  con los  
del Análisis Envolvente de Datos (DEA),  Análisis Multivariado y Minería de Datos son 
los mismos o difieren para cada enfoque. 
 
 Analizar el impacto que el enfoque del análisis envolvente de datos (DEA)  puede tener 





















8. ANTECEDENTES DE LA INVESTIGACIÓN 
 
En la siguiente sección se presenta el análisis crítico del estado del arte concerniente a las 
metodologías propuestas para la detección de casos extremos  bajo el análisis envolvente de 
datos, análisis multivariado y minería de datos. Esta sección se encontrara en primera instancia 5 
artículos analizados bajo distintos enfoques del análisis envolvente de datos con su respectiva 
aplicación de la metodología a  un caso real y el contraste de los resultados obtenidos en cada 
uno. Seguido a esto se encuentra el análisis de un artículo bajo la metodología del análisis 
multivariado con su  respectiva aplicación a un caso real. Por último se realiza el análisis de un 
artículo cuyo enfoque es basado en la minería de datos y  se realiza una  aplicación  a un caso 
real.  
 
Para cada una de las metodologías analizadas se han identificado las observaciones y se han 
caracterizado aquellas que aparecen en común bajo los tres métodos estudiados, dichas 
observaciones son las que tienen mayor probabilidad de  presentar problemas de datos mal 
tomados (errores de medición, codificación), ser datos atípicos o extremos.  
 
8.1  REVISIÓN BIBLIOGRÁFICA 
8.1.1  METODOLOGIA: ANALISIS ENVOLVENTE DE DATOS (DEA) 
8.1.1.1 Detecting influential observations in data envelopment analysis 
 
 
Autor:   Paul W.  Wilson. 





Proveer una herramienta de diagnóstico que permita  examinar el papel de las observaciones 





UNA METODOLOGIA DEA MODIFICADA  
 
El autor (Wilson, 1995a)  parte de  una medida de puntuación  denominada IWE (input weak 
efficiency)  que fue puesta en discusión por (Färe, Grosskopf, & Lovell, 1985)  en donde se  
establece  que la puntuación IWE se considera como la inversa de la función  distancia de 
entrada propuesta en (Shepard, 1970). Si se tiene una muestra de N  DMUs, la puntuación IWE, 






    min | ,  ,  1,    1i i i     i i i i iy Yq x Xq 1q q    
 
Donde iq  es un vector  1N    de  los pesos que van a ser estimados, 1

 es un vector   1 N   
de unos,  i  es un escalar, ix  es un vector  1K  de entradas para cada DMU i ,  iy  es un 
vector  1M   de salidas para cada DMU i ,  1 2, ,..., Nx x xX  es una matriz  K N de las 
entradas observadas y  1 2, y ,..., yNyY  es una matriz  M N  de las salidas observadas. 
Resolviendo el modelo (1) para cada DMU N  se obtiene el conjunto de índices de eficiencia 
 | 1,....,  i i N  , de tal manera que el conjunto  | 1,  1,....,  ii i N    es 
denominado el conjunto de DMUs eficientes.  
 
 
Ahora se propone la modificación del modelo (1) a través de la propuesta hecha por (Andersen & 
Petersen, 1993) y (Lovell, 1993) esta implementación permite realizar una clasificación de las 
observaciones eficientes pero además se puede utilizar como un recurso para identificar 
observaciones influyentes. En el modelo (1) se estiman  todas las puntuaciones de eficiencia para 
cada DMU i   con relación a todas las DMUs de la muestra.  La modificación consiste en excluir  
del conjunto de restricciones del modelo (1)  la DMU i   observada cuando se va a calcular la 
eficiencia de la demás  DMUs i , es decir que el modelo modificado se obtendría como: 
 
   * *min | ,  ,  1,    2i i i     (i) * (i) * * *i i i i iy Y q x X q 1q q   
Donde *i  es  la puntuación IWE modificada para cada DMU i ,  *iq  es un vector  1 1N    de  
los pesos, jx   
(i)X  j i   una matriz de entradas observadas  de dimensión  1K N  , 
jy   
(i)Y j i   una matriz de salidas observadas  de dimensión  1M N  .  Ahora bien 
si * 1i  , se interpretara como que la DMU i no es eficiente, pero si se obtiene que * 1i   
entonces podemos interpretarlo como el incremento proporcional que el vector de entradas para 
una DMU i   puede tener sin que esta sea dominado por una combinación lineal de las DMUs 
restantes de la muestra. 
 
Un  caso que se puede presentar al resolver el modelo (2) es que se den  casos de inviabilidad, 
este problema se genera cuando una observación se encuentra por encima de la frontera es decir 
que no tiene la forma de ser calculada su eficiencia ya que ninguna contracción radial o 










DETECTANDO OBSERVACIONES INFLUYENTES 
 
En muchas ocasiones al estimar las puntuaciones de eficiencia de los modelos (1) y  (2) se 
construye la frontera de eficiencia con las observaciones de la muestra. Estas puntuaciones de 
eficiencia pueden incorporar ruido estadístico resultante de los posibles errores que puedan 
presentar los datos: errores de medición, errores de codificación etc. Por lo tanto para  las 
observaciones  en el subconjunto eficiente  | 1,  1,....,  ii i N    , una DMU con una 
observación  errónea puede influir  negativamente en la eficiencia de otra DMU. Por lo que es 
importante realizar los siguientes cuestionamientos respecto al subconjunto de DMUs eficientes: 
 
1. ¿Qué confianza se puede tener en que una DMU en el subconjunto eficiente  es realmente  
eficiente con respecto a las otras DMUs de la muestra?   
2. ¿Cuántas DMUs se ven afectadas en su eficiencia  por la presencia de una DMU con 
posibles datos erróneos?  
3. ¿Cuánto puede afectar o influir en  la eficiencia de una DMU en el subconjunto eficiente 
otra DMU con posibles datos erróneos?  
 
La respuesta al interrogante 1 se da inmediatamente al analizar las puntuaciones de eficiencia 
que resultan del modelo (2).  Es decir que todas aquellas DMUs para las que se cumple que 
* 1i   se encuentran en el subconjunto eficiente, aquellas DMUs podrían ser consideradas para 
un análisis de datos atípicos o considerarse un “outlier”.  
 
 
Para responder los cuestionamientos 2 y 3 se plantea que si se tiene el subconjunto eficiente  
 | 1,  1,....,  ii i N    , existe  j  , donde j  es la DMU que obtuvo un índice de 
eficiencia * 1i   en la solución del modelo (2),  tal que si para j   se tiene el conjunto 
 * | 1,...., ,   ij i N i j   donde el valor de *ij    es conseguido al resolver el modelo: 
 
   * *min | ,  ,  1,    3ij i ij     (ij) * (ij) * * *ij i ij ij ijy Y q x X q 1q q   
Para 1,...., ,  i N i j  ,  mx(ij)X  , jm i   una matriz de entradas observadas  de 
dimensión  2K N  ,  my(ij)Y , jm i   una matriz de salidas observadas  de 
dimensión  2M N   y *ijq  un vector con dimensión  1 2N  . 
 
El autor (Wilson, 1995a) define jn ,  con j  , como el número de casos en donde ocurre que 
* *
i ij   y además * *,i ij  están definidos,  luego *jn , será jn  más el número de casos donde 
*

















Donde  | 1,...., ,  i i N i j     y * * y i ij   están definidas. 
 
 
La implementación de la metodologia con  un caso real puede  observarse en el Anexo A. 
 
 
Análisis crítico del Artículo: 
 
APORTE DEL ARTICULO  APORTE DEL TRABAJO DE MAESTRIA 
El artículo aporta una metodología para la 
detección de observaciones influyentes haciendo 
uso del análisis envolvente de datos. 
 
Propone una primera puntuación denominada 
IWE la cual permite obtener una primera medida 
de eficiencia de cada una de las observaciones de 
la muestras. 
 
Después el autor propone un modelo de súper 
eficiencia *i  el cual permite identificar que 
DMUs son eficientes extremas. Pero dicho 
modelo puede tener  problemas con algunas 
observaciones que al calcular la puntuación esta es 
inviable por ende se pierde información 




Seguido a esto se propone un modelo donde se 
estima *ij  donde j  es cada DMU eficiente que 
pertenece al subconjunto de observaciones 
eficientes  . Dicha puntuación aporta 
información relevante sobre cuanto influye la 




  La metodología (Wilson, 1995b) cumple con su 
objetivo que es la detección de observaciones 
influyentes. Pero debido a que usa modelos de 
Súper eficiencia  se presenta casos de inviabilidad 
dichos casos pueden ser superados usando la 
metodología  propuesta por (Cheng, Qian, & 
Zervopoulos, 2011) la cual para los casos de 
inviabilidad presentados para las puntuaciones *i  
y *ij  permite superarla y aportar información 
importante sobre cuánto puede influir la presencia 
de una DMU eficiente en la eficiencia de las 





Para poder estimar dicha medida (Wilson, 1995b) 
propone jn  como el número de DMUs que son 
afectadas cuando se excluye la DMU j  y además 
estima j  como el cambio promedio en la 
eficiencia medida. 
 
Tabla 1.  Análisis Crítico  metodología  (Wilson, 1995b) 
Criterio de búsqueda 
Metabuscador: google scholar 
Frase Lógica utilizada: detecting influential observations in data envelopment analysis 
  ·           Dirección: http://link.springer.com/article/10.1007/BF01073493 
 




Autores: Jesús T. Pastor, José L. Ruiz, Inmaculada Sirvent 






Detección de  observaciones influyentes en un análisis de eficiencia realizado con un modelo 





La técnica desarrollada consiste  en como a partir de  una medida de eficiencia  jDMU  se evalúa 
la eficiencia de cualquier otra  unidad 0DMU  en la muestra.   Se considera una muestra de N   
































θ x α x , i = ,m ,
α y y , h = , s,
α = ,









El anterior modelo es considerado por los autores (Pastor, Ruiz, & Sirvent, 1999b) como el 
modelo total. El objetivo será determinar en qué medida la DMU j  influye en la evaluación de la 
eficiencia de la DMU 0 , para llevar a cabo dicha labor los autores  introducen el siguiente 
modelo al cual llaman modelo reducido, este se obtiene del modelo (1) al  eliminar la evaluación 
























θ x γ x , i = ,m ,
γ y y , h = , s,
γ = , k = , N












Los autores consideran que en los modelos (1) y (2) no es necesario incluir la suma de las  
variables de holgura en la función objetivo debido a que centran su estudio en  el análisis de 
DMUs influyentes basados en  las  medidas de eficiencia obtenidas de los modelos DEA.  
 
El método utilizado por los autores se basa en comparar los resultados de las medidas de 
eficiencia obtenidos por los modelos (1) y (2) de tal manera que evalúan el cambio que tiene la 
frontera de eficiencia al eliminar DMU j del modelo total,  es decir el desplazamiento que tiene a 
la frontera de eficiencia del modelo reducido. De ahí que la finalidad de la propuesta sea medir la 





unidades, este enfoque es análogo al utilizado por (Grosskopf & Valdmanis, 1987) y (Brockett 
& Golany, 1996) para comparar la eficacia de dos grupos de unidades. 
 
Esta medida de cambio  es notada por los autores como 0j y es obtenida siguiendo los pasos que 
se exponen a continuación: 
 
 Paso 1: Se proyectan todas las unidades de la muestra reducida en su propia frontera 
(isocuanta). Por lo tanto se reduce proporcionalmente los vectores de inputs de cada DMUk  por 
el correspondiente factor rkθ , k=1,....,n,  k j  que se obtiene resolviendo el modelo (2) para 
cada una de las DMU. Por lo tanto se obtiene 1N    unidades virtuales que son eficientes en el 
sentido de Farrell en relación a la muestra reducida. 
 Paso 2: Se incorpora  la DMU j  a la muestra y se evalúa la eficiencia de la 1N   unidades 
virtuales de la forma habitual. De modo que si se obtiene que 0j 1ψ =  se puede concluir que la 
presencia de la DMU j  en la muestra no tienen ninguna influencia en la eficiencia de la DMU 0 . 
Ahora bien si se obtiene que 0j 1ψ <  se puede decir que la presencia de la 
DMU j  afecta la 
eficiencia de la DMU 0 . De ahí que  0j puede considerarse como el porcentaje de inputs que la  
DMU 0  debe usar para operar de una manera eficiente dado que es eficiente en relación a la 
muestra reducida. 
 
Siguiendo los pasos anteriormente descritos los autores definen el siguiente modelo, que es una 
versión modificada del modelo total (1) así: 
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ψ θ x λ θ x + λx , i = ,m,
λ y y , h= ,s
λ = ,











Nótese que el modelo (3) puede ser considerado como un modelo DEA radial y por lo tanto ψ0j  
puede ser interpretado como una medida de eficiencia por lo que se puede esperar que si la 
DMU 0  era eficiente respecto a la muestra reducida debe reducir sus inputs en  0j 100ψ %  para 






Los autores a partir de las consideraciones anteriores definen los siguientes teoremas: 
 
 
Teorema 1: Si 0j 1ψ < para alguna 
DMU 0  en la muestra reducida ⇒  DMU j  es un punto 
eficiente extremo del modelo (1). 
 
La prueba de este teorema se expone en el apéndice A del artículo. 
 
El anterior resultado ratifica que solo las DMUs que sean puntos eficientes extremos pueden ser 
influyentes. 
 
Teorema 2: Para cada DMU 0  en la muestra reducida la medida de eficiencia 0jψ satisface que 
 0 0j 0                4t rθ = ψ θ  
La prueba de este teorema se expone en el apéndice A del artículo. 
Por lo tanto el teorema 2 permite el cálculo de la medida 0jψ  para cada 0DMU  en la muestra 
reducida ya que puede obtenerse como la proporción entre 0
tθ  y 0
rθ sin que sea necesario resolver 





Los autores ahora definen una prueba estadística de tal manera que a partir de dicha prueba se 
pueda determinar la influencia de la  jDMU  en una determinada oDMU . Para  lo cual  definen 
las observaciones de una muestra  aleatoria como kj , 1,...k = ,N, k j  la cual se considera 
extraída de una población   j ,F  donde jΨ  es una variable aleatoria que se distribuye de 
acuerdo a F  y donde se mantiene sin saber cuál es la forma de F , por lo que los autores la 
determinan como una prueba estadística no paramétrica.  
 
La DMU j  se puede considerar influyente, cuando los valores pequeños de la variable aleatoria 
jΨ   son probables que ocurran, para esto se consideran dos parámetros, el primero se define 
como la medida de tolerancia para los cambios de índices de eficiencia  ,  0 1< <   y un 
nivel de probabilidad 0p , 00 1< p < ,  donde una jDMU  puede ser considerada como influyente 
si se da que: 
 0           5jP Ψ < ψ > p    
 
Es decir,  si se hace que más de  100op %  de las unidades restantes reduzca su eficiencia en  
100ψ % .  Por lo que   y 0p  proporcionan una influencia operativa que debe ser ensayada. 
 





observada, es decir calcular 1,...tkθ , k = ,N, y como es obvio, únicamente las unidades que 
obtienen 1tkθ =  podrían ser influyentes.   
 
Ahora, se considera 1,...NtkΘ , k = ,  como una variable aleatoria que toma los valores totales de 
las eficiencias para la DMUk , k= 1,... , N ,  los cuales son obtenidos al resolver el modelo (1).  
Teniendo en cuenta esta nueva variable aleatoria la ecuación (5) puede ser modificada 
obteniendo: 
                                                    
   1 0...           6t t t tj k N NP Ψ < ψ | Θ = θ , ,Θ = θ > p    
 
La cual es equivalente,  
 
0 100





p %P   es el percentil 0 100p %  de la distribución condicional de la variable aleatoria 
jΨ  dados los valores observados de las puntuaciones totales de eficiencia. 
 
En el siguiente paso los autores definen una nueva variable aleatoria basada en  kjΨ , 
1,...k = ,N, k j  tal que: 
                                                   1       8
0        otro caso
kj
kj







Por el teorema dos se tiene que si θk
t = 1  para una DMUk , k≠ j ,  dada, entonces 
1kjP =      o lo que en términos de la variable aleatoria definida anteriormente que 0kjT =  
con probabilidad 1, lo que se cumple inclusive para DMUs donde tkθ   .  Por lo anterior se 
puede definir un conjunto  S  tal que: 
 




   1| ... 9t t t tkj k N NT Θ = θ , ,Θ = θ , k S  
 
Que es una muestra aleatoria que sigue una distribución de Bernoulli de tamaño N , donde N  
resulta ser el cardinal del conjunto S . Si llamamos p  el parámetro de esta distribución se puede 
poner a prueba la influencia de la DMU j   en términos de las ecuaciones (6) y (7)  a partir de la 











H p > p

     (10) 
Si 0H  es rechazada entonces se puede concluir que existe evidencia estadística para  afirmar que 
la jDMU  hace que más de  100op %  de las unidades restantes reduzca su eficiencia en  
ψx100% . Por lo que toda la prueba estadística para detectar observaciones influyentes depende 
de un parámetro de la distribución de Bernoulli, lo que resulta ser un problema ya conocido de 
estadística, la prueba de razón de verosimilitud para la solución de la ecuación  (10) se hace a 










El cual tiene distribución Binomial,  0B N , p  bajo la hipótesis nula 0H . Ahora bien si 0jT  es el 
valor observado de jT ,  entonces el  p-valor estaría dado por la ecuación 
     
 
 
1 1          




p = P T T = P T T
p = F T

       
 
                  (12) 
Donde BF  es la función de densidad acumulada de la distribución Binomial  0B N, p .Para 









Siempre que se cumpla  0 01 9Np p > .  
La implementación de la metodologia con  un caso real puede  observarse en el Anexo B. 
 
 
Análisis crítico del Artículo: 
 
APORTE DEL ARTICULO  APORTE DEL TRABAJO DE MAESTRIA 
 El artículo presenta un modelo total el cual es un 
modelo BCC orientado a las inputs con el cual se 
puede calcular una primera medida de eficiencia 
del conjunto de datos. 
 
 Incorpora la modificación del modelo (1) de tal 
manera que se excluye la jDMU  extrema 
eficiente y se calcula la frontera eficiente 
reducida. 
  Esta metodología permite detectar observaciones 
influyentes y permite a partir de una prueba 
estadística de contraste de hipótesis ver  si una  
jDMU  influye significativamente en una oDMU . 
Puesto que la finalidad del trabajo de maestría es 
la identificación de casos extremos  haciendo uso 
del análisis envolvente de datos la metodología de 
(Pastor et al., 1999b) aporta una herramienta que 






 En el artículo se presenta una nueva medida de 
eficiencia que se puede obtener como la 
proporción de los dos modelos nombrados 
anteriormente y  permite establecer  cuando una 
DMU extrema eficiente influye directamente 
disminuyendo la eficiencia  de  otras DMUs .  
 
 Se incluye una Prueba estadística que permite 
establecer a partir de una prueba de contraste de 
hipótesis si una DMU eficiente extrema afecta 
otras DMUs. Esta prueba estadística es más 
sensible cuando aumenta en número de DMUs 
afectadas en su eficiencia. 
 
 
detección  de outliers haciendo uso de DEA y con 
otros métodos estadísticos de     análisis 
multivariado y minería de datos.  
Tabla 2. Análisis Crítico metodología (Pastor et al., 1999a) 
 
 
Criterio de búsqueda 
Metabuscador: google scholar 
Frase Lógica utilizada: detecting influential observations in data envelopment analysis 





























8.1.1.3 A method for detecting influential observation in radial DEA models 
 
 
Autores: GR Jahanshahloo a, F. Hosseinzadeh b, N. Shoja b, G. Tohidi b, S. Razavyan b 
 
Departamento de Matemáticas de la Universidad de Formación del Profesorado, Teherán, 
Irán  Departamento de Matemáticas, Ciencias y Rama de Investigación de la Universidad 







Presentar un método para la detección de observaciones influyentes en modelos radiales a través 
del análisis envolvente de datos. 
 





Los autores (Jahanshahloo et al., 2004a), siguiendo la metodología propuesta por (Banker, 
Charnes, & Cooper, 1984), definen un conjunto de posibilidades de producción así: 
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Obteniendo la forma reducida del modelo (1): 
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Detectando Influencia en Modelos DEA radiales 
 
Se define un conjunto L que define una línea-media en   el espacio de inputs y outputs  m sR   de  
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Si se supone que *o  y 
*
























en la frontera eficiente  para el 
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                                                                                                                               (3) 
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Con *0 1o   y 

























 están situados 
en la línea-media L . Como * *op o  , entonces * *1 1op o    . Si en la ecuación (3) la diferencias 


















también se  aumentaría.  Lo anterior conduce a que la frontera eficiente del modelo total y 












Mide  la distancia que hay entre  frontera eficiente del modelo total y reducido  en la línea-media 
L .  Como consecuencia de lo anterior se puede deducir que la medida de influencia de una 













           (4)       
Con 0 1opI  . Si se tiene que 1opI   esto indica que la eficiencia de la pDMU  extrema no 
influye en  la eficiencia de la 0DMU . Pero si 0opI   se obtiene que la pDMU  es la que más 
influye en la eficiencia de la 0DMU . De otro modo, dada una 0DMU  y una lDMU , de tal 
manera que  op lpI I , entonces la medida de influencia de la pDMU  en la eficiencia de la 
















Análisis Crítico del Artículo: 
 
APORTE DEL ARTICULO  APORTE DEL TRABAJO DE MAESTRIA 
 El artículo presenta un modelo (1) el cual permite 
calcular una frontera de eficiencia total, este es un 
modelo  BCC orientado a las inputs con el que se 
puede calcular una primera medida de eficiencia 
del conjunto de datos. Los autores incorporan la 
modificación del modelo (1) de tal manera que se 
excluye la pDMU  extrema eficiente y se calcula 
la frontera eficiente reducida esta metodología es 
similar a la utilizada por (Pastor et al., 1999b). 
 
 Después definen una  medida de eficiencia que 
permite determinar la influencia de la pDMU  en 
la eficiencia de una oDMU  no eficiente. Dicha 
medida se estima como la proporción entre la 
diferencia del valor del modelo (1) y (2) a la 
unidad. Si dicha proporción es un valor cercano o 
igual a la unidad quiere decir pDMU  no influye  
en la eficiencia de oDMU , en el caso que dicha 
proporción es cercana a cero o es cero, la 
influencia en la eficiencia de las DMUs no 
eficientes  es fuerte. 
 
 La metodología presentada en este artículo es muy 
similar  a  la metodología usada por (Pastor et al., 
1999b), solo que el concepto para calcular la 
medida de influencia de una DMU extrema 
eficiente en una DMU no eficiente es diferente. 
Por lo tanto  permite contrastar ambas 
metodologías y observar que tanta relación existe 
entre los outliers identificados por cada una y 
aporta a la investigación información relevante 
para la escogencia de la mejor metodología en la 
identificación de casos extremos. 
 
 
Tabla 3. Análisis Crítico metodología (Jahanshahloo, Hosseinzadeh, Shoja, Tohidi, & Razavyan, 2004b) 
 
 
Criterio de búsqueda 
Metabuscador: google scholar 
Frase Lógica utilizada: detecting influential observations in data envelopment analysis 


















8.1.1.4 Detecting efficient and inefficient outliers in data envelopment analysis 
 





Detección de  observaciones influyentes  eficientes y no eficientes haciendo uso del análisis 
envolvente de datos. 
 




Los autores (Chen & Johnson, 2006)  empiezan su metodología  definiendo los modelos 




min : ; ; 1;        BCC-ISk r r k r r k r
r S r S r S
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  
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max : ; ; 1;        BCC-OSk r r k r r k r
r S r S r S
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Nuevas Medidas de Observaciones Influyentes 
 
Medidas de influencia definidas en estudios anteriores, se han referido únicamente a la detección 
de observaciones atípicas para  casos eficientes y no para casos ineficientes, de tal modo que no 
se ha propuesto que una observación ineficiente pueda ser considerada como atípica. La 
envolvente convexa construida desde un conjunto de datos observados se considera como una 
característica importante del conjunto de datos. Por lo tanto, dado un conjunto de datos S  la 
envolvente convexa se puede expresar como:   
 
 ˆ , : ; ; 1; 0; Sconv r r k r r k r r
r S r S r S
T x y x x y y r S   
  
       
 
    
El modelo anteriormente definido puede considerarse como el conjunto de posibilidades de 
producción empírico  más conservador  basada en convexidad y sin indisponibilidad libre. La 
idea principal de los autores consiste en mostrar como la envolvente convexa se puede ver 







Los autores (Chen & Johnson, 2006) definen unas métricas como la longitud del rayo (de 
entrada ) de origen a través de una DMU k , estas permiten estimar dada una DMU k ,  k S , 
las distancias de k  a los límites de las direcciones hacia y frente al origen, estas dos 
puntuaciones  se miden por separado y son notadas por Sk   y Sk , donde Sk  viene dado por: 
,
min : ; ; 1; 0,        (1)Sk r r k r r k r
r S r S r S
x x y y r S
 
      
  
       
 
    
El valor de la puntuación Sk  nos indica cuanto una DMU k debe moverse dentro del límite 
interior (eficiente). La otra métrica,  Sk  indica cuanto puede moverse una DMU k  con relación 
a límite exterior (ineficiente) y se obtiene a partir: 
 
,
max : ; ; 1; 0,       (2)Sk r r k r r k r
r S r S r S
x x y y r S
 
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 
    
 
Las puntuaciones Sk   y Sk  caracterizan completamente la envolvente convexa. 
 









       
La cual especifica el peso o anchura como un porcentaje de k . 
 
Ahora bien, cuando el conjunto de observaciones R   es removido del conjunto  S R S ,  se 
definen nuevas puntuaciones    \S Rk   y \S Rk  como: 
 
\
,  \  \  \
min : ; ; 1; 0,   \       (3)S Rk r r k r r k r
r S R r S R r S R
x x y y r S R
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,  \  \  \
max : ; ; 1; 0,   \    (4)S Rk r r k r r k r
r S R r S R r S R
x x y y r S R
 
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Sin el conjunto de observaciones R  se define un nuevo peso o ancho para la envolvente convexa 
sobre el rayo a través de k  como: 
\ \S R S R
k k   
Con base en las métricas definidas anteriormente, la anchura de la envolvente convexa 
relacionada con k  cambios de S Sk k   a 
\ \S R S R





medida del efecto de la DMU k  en R   es definida como: 
   \ \( )   (5)o i S S S R S Rk k k k kR          
Donde el valor ( )o ik R   aporta el cambio en la anchura de la envolvente convexa.  Donde 
\ 1S S Rk k     y  \ 1S S Rk k   .  Si se tiene que  ( ) 0
o i
k R    esto indica que la anchura de 
la envolvente convexa con más DMUs debería ser grande o al menos la misma. Dado el caso que 
( ) 0o ik R    esto significa que el conjunto de observaciones R  no afecta la envolvente 
convexa, al menos en k .  
 
Otras métricas pueden ser definidas para que tengan en cuenta el cambio en la anchura, ya sea en 
el límite interior o en el límite superior, como se sigue: 
 \( )   (6)o S S Rk k kR     
 \( )   (7)i S S Rk k kR     
Donde ( ) 0ok R   y  0 ( ) 1ik R   . Las ecuaciones (6) y (7) definen medidas para 
detectar outliers ineficientes y eficientes respectivamente. ( )o ik R    Puede ser obtenido como: 
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La ecuación (8) permite establecer la diferencia total entre las anchuras como la suma de la parte 
interior y exterior.  Es decir que  ( )ok R  y  ( )ik R   se pueden considerar por separado como 
una forma de clasificar observaciones del conjunto R   ya sea como ineficientes o como 
eficientes. 
Análogamente, para cualquier kDMU , las siguientes ecuaciones aplican en los modelos 
orientados a las salidas: 
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Ahora bien para medir el efecto en la envolvente convexa de la kDMU  sobre el conjunto de 
observaciones R  se tiene: 
 
\( )       (13)o S S Rk k kR     




Donde ( )ok R  mide el cambio en el límite externo de la envolvente convexa, es decir el límite 
eficiente  y ( )ik R  mide el cambio en el límite interior de la envolvente convexa, es decir el que 
corresponde a límite   ineficiente. Ahora bien la medida completa de la parte interior y exterior 
de la envolvente convexa puede ser estimada a partir de la siguiente ecuación:  
   
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Donde \ 1S S Rk k    y ( ) 0ok R   para el caso de limite externo,  que es el que está más 
alejado del origen y corresponde al límite eficiente en los modelos orientados a las salidas. Para 
el caso del límite interior, que corresponde al límite ineficiente, Donde \ 1S S Rk k    de tal 












APORTE DEL ARTICULO  APORTE DEL TRABAJO DE MAESTRIA 
 En la metodología propuesta por (Chen & 
Johnson, 2006)  se establece un modelo que 
permite calcular  la medida de cuanto una DMU 
k  puede moverse en el límite interior (eficiente) 
denominada Sk y  también es definida otra métrica 
la cual permite calcular cuánto puede moverse 
dicha DMU  k  dentro del límite exterior 
(ineficiente) obteniendo Sk .  Las puntuaciones 
S
k  y  Sk  caracterizan completamente la 
envolvente convexa. 
 
Para calcular la influencia que puede tener un 
determinado número de observaciones  R R S
en la eficiencia se define  \S Rk  y  \S Rk  las cuales 
son medidas que permiten estimar el cambio de la 
envolvente convexa tanto en el límite  interior, 
como en el exterior, de tal manera que permite 
comparar y calcular la influencia de determinada 
DMU en la eficiencia de otras DMUs. 
 
Para calcular y estimar dicha influencia los 
autores definen las métricas ik  y ok  las cuales 
permiten medir y clasificar la influencia total 
eficiente e ineficiente respectivamente. 
 
Para caracterizar el cambio total en la anchura de 
la envolvente convexa se plantea la medida o ik  . 
Las métricas anteriores además de dar una medida 
de influencia total eficiente, ineficiente y de 
cambio de la envolvente convexa, también 
permiten establecer un ranking de las DMUs más 
influyentes en cada caso. 
 
 
La metodología de (Chen & Johnson, 2006) aporta 
un factor nuevo, no considerado en las 
metodologías de (Wilson, 1995a), (Pastor et al., 
1999a) y (Jahanshahloo et al., 2004b) que es el de 
la detección de influencia de DMUs ineficientes. 
Esto aporta un grado más de análisis que permite 
establecer cuáles son las causas de que una DMU 
pueda ser un outlier ya sea porque hay errores en 
la información de la observación o porque dicha 
observación  aporta información  relevante en el 
conjunto de datos. 
 
Además la metodología aporta medida de 
influencia eficiente que se pueden contrastar con 
las metodologías anteriormente citadas. Esto 
aporta distintos enfoques que permiten establecer 
con mayor seguridad si una observación es outlier 
o no, es decir que con mayor seguridad una 
observación puede ser considerada un outlier si se 
encuentra posicionada en los primeros lugares a 
través del análisis de los datos por diferentes 




Tabla 4. Análisis Crítico (Chen & Johnson, 2006) 
 
Criterio de búsqueda 
Metabuscador: google scholar 
Frase Lógica utilizada: detecting influential observations in data envelopment analysis 









8.1.1.5  A New Measure for Detecting Influential DMUs in DEA 
 
Autores:   Irmak Acarlar, (1) Harun KJnacJ, (1) and Vadoud Najjari (2) 
 
1 Statistics Department, Faculty of Science, Gazi University, Ankara, Turkey 







Proponer un nuevo método para detectar observaciones influyentes basadas en la distancia 






Los autores (Acarlar, Harun, & Najjari, 2014) plantean que el análisis de observaciones 
influyentes a partir de metodologías DEA  puede ser abordado de forma similar que el análisis de 
regresión. En donde dada una DMU influyente, es de hecho una DMU eficiente que extiende su 
conjunto de posibilidades de producción (PPS) de acuerdo con su propia coordenada y esto 
puede traer consigo los siguientes problemas: 
 
1. Una DMU influyente puede causar que otra DMU sea ineficiente, si se  excluye la DMU 
influyente puede obtenerse que la DMU pase a ser eficiente. 
 
2. Las DMUs influyentes pueden resultar afectando las puntuaciones de súper eficiencia de 
algunas DMUs eficientes. 
 
3. Las DMUs influyentes pueden resultar afectando las puntuaciones de eficiencia de algunas 
DMUs ineficientes. 
 
El último ítem mencionado, tiene una significancia importante, debido que el objetivo principal 
de la metodología DEA es identificar las DMUs eficientes y dar posibles sugerencias que 
permitan mejorar la eficiencia de las DMUs ineficientes. Claramente las DMUs influyentes  











Una Nueva Medida Para Detectar Observaciones Influyentes 
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Donde o   es la puntuación de eficiencia, iox  y roy son la i-esima entrada y r-esima salida 
(todas no negativas) de la oDMU , j  es la intensidad de la  jDMU , si 1o   entonces la 
oDMU  es llamada una DMU eficiente. 
 
Luego los autores proponen el modelo de súper eficiencia BCC (VRS) orientando a las entradas 
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Donde o  es la puntuación de súper eficiencia. En los modelos de súper eficiencia BCC (VRS) 





Las DMUs pueden ser clasificadas en dos grupos, las DMUs  influyentes y las no influyentes. 
Una DMU influyente se puede definir como aquella DMU que afecta la eficiencia de una DMU 
ineficiente. Los autores (Acarlar et al., 2014) plantean una clasificación de las DMUs 
ineficientes de en tres grupos de la siguiente manera: 
 
 El primer grupo consiste en DMUs eficientes  las cuales al excluirse o incluirse la DMU 
influyente sus puntuaciones de  eficiencia no varían. 
 El segundo grupo consiste en DMUs ineficientes las cuales al excluirse o incluirse la DMU 
influyente sus puntuaciones de eficiencia no varían. 
 El tercer grupo está compuesto por DMUs ineficientes las cuales al excluirse o incluirse la 
DMU influyente esta hace que dichas DMUs sean eficientes. 
 
Claramente las DMUs del primer grupo se encuentran en la frontera eficiente del modelo BCC 
(VRS) orientado a las entradas.  
 
Para plantear la metodología de detección de observaciones influyentes, los autores (Acarlar 
et al., 2014) suponen que si se tiene un conjunto de datos con n   observaciones,  1, 2,..., n   
donde cualquier 1,2,...,i n  puntos de la i-esima DMU, 1   y 2  son los conjuntos de DMUs 
eficientes e ineficientes respectivamente. Se define all   como un vector de 1n  que consiste en 
las puntuaciones eficientes del conjunto de datos que son obtenidos del modelo BCC (VRS) 
orientado a las entradas: 
 
 all 1 2 1 1...    (3)
T
n n n
       
Donde para 1,2,...,i n , i  es la puntuación de eficiencia de la i-esima DMU. Ahora bien ip  
es obtenido del modelo BCC (VRS) orientado a las entradas al excluir la p-esima DMU del 
conjunto de datos ( pp no puede ser calculado debido que se excluyó la p-esima DMU del 
conjunto de datos). Se tiene que  p  es un vector de ( 1) 1n   que consiste en las puntuaciones 
de eficiencia: 
 
1 2 ( 1) ( 1) ( 1) ( 1) 1
...  ...    (4)
T
p p p p p p p n p np n
               
 
 
Para generar una medida que permita comparar all  y p , estos vectores deberían ser de la 







1 2 ( 1) ( 1) ( 1) ( 1) 1
...  1 ...    (5)
T
p p p p p p p n p np n
               
Ahora bien lo autores (Acarlar et al., 2014) proponen para cualquier 1p  , una medida para 
calcular la influencia  de la p-esima  DMU eficiente, el uso de la distancia Euclidiana, esto es, el 
cuadrado de la distancia Euclidiana   entre all  y *p ,  la cual viene dada por: 
 22all 2
1
   (6)
n
p p i ip
i
D    

     
Donde   .   indica la norma 2L .  La distancia anteriormente definida se usa únicamente para 
medir la influencia de una DMU eficiente. Ahora bien si la p-esima DMU es menos influyente 
en una DMU ineficiente el valor pD   es más pequeño que las distancia de otras DMUs 
eficientes.  En el caso contrario si la p-esima DMU es más influyente en una DMU ineficiente 
entonces el valor pD   aumenta.  Por ende, valores grandes de  pD  significan que la p-esima 
DMU es más influyente en una DMU ineficiente.  Los autores (Acarlar et al., 2014) definen un 
límite superior (punto de corte) como U , donde para cualquier  1p  , pD U  significa que la 
p-esima DMU es influyente. Si   1/pD D p    se define un límite superior U  para la 
detección de DMUs influyentes como: 
mean( )+3 var( )      (7)U D D  
 
Ahora bien, debido a que la media y la varianza son medidas no robustas, dado que los valores 
extremos inflan estas medidas lo que trae como consecuencia un alto punto de corte U , dicha 
problemática se puede superar usando la mediana y la desviación absoluta de  la mediana 
(MAD), que son medidas más robustas que no son alteradas por valores extremos, por lo tanto la 
ecuación (7) puede ser estimada como:  




MAD( )=med med( )     (9)D D D   
 
Este criterio fue propuesto inicialmente por (Hadi, 1992) para detectar observaciones influyentes 
en regresión lineal. 
 
Una Nueva Medida Para Calcular El Límite De Corte Superior U : 
 
Los autores (Acarlar et al., 2014) proponen para estimar el punto de corte superior U  en su 






med( )+3 MAD( )     (10)U D D  
 
Donde  
MAD( )=med med( )    (11)D D D  
Esta fórmula da un valor para el límite superior que resulta ser bastante exigente debido a que al 
extraer la raíz cuadrada de la desviación absoluta de la mediana esto hace que el valor de U  se 
incremente (D es un valor entre 0 y 1)  y por lo tanto solo permita detectar DMUs con un alto 
grado de influencia en la eficiencia del conjunto de DMUs de la muestra. Por lo tanto para 
estimar el valor de U  se usa la metodología propuesta por  (Leys, Ley, Klein, Bernard, & 
Licata, 2013) en la cual definen el cálculo de la desviación absoluta de la media (MAD) como: 
MAD=  M ( )    (12)i i j jb x M x  
Donde ix  corresponde a cada una de las observaciones y Mi  es la mediana. Se propone un valor  
1.4826b  , la cual es una constante usada por la comunidad académica en donde se asume la 
normalidad de los datos, sin tener en cuenta la anormalidad inducida por los valores atípicos 
(outlier). Si se supone que los datos asumen otra distribución entonces la constante b  puede ser 
obtenida como 1/ (75)b Q  donde (75)Q   es el 0.75 del cuantil del conjunto de datos.  En el 
caso de normalidad 1/ (75) 1.4826b Q  . El uso de  1.4826b   es de gran importancia debido 
a que de no usarse solo se estaría hallando una constante multiplicativa. Para la detección de 
outlier los autores (Leys et al., 2013) proponen como criterio de rechazo el intervalo: 
 
3*MAD 3*MAD   (13)iM x M      
 
Dependiendo de la severidad y la exigencia del investigador, se puede modificar los valores de 
tal manera que si se multiplica MAD  por el  valor de 3 (muy conservador), 2.5 (moderadamente 
conservadora) o incluso 2 (poco conservadora). Dado que para implementar la metodología 
propuesta por (Acarlar et al., 2014) se necesita definir un punto de corte del límite superior de 
los valores del conjunto D  entonces U  puede ser estimado a partir de lo propuesto por (Leys 
et al., 2013) como: 









APORTE DEL ARTICULO  APORTE DEL TRABAJO DE MAESTRIA 
La metodología propuesta por (Acarlar et al., 
2014) aporta una medida que se estima a partir del 
cálculo de la  distancia euclidiana pD   que existe 
Se propone una modificación a la metodología 
propuesta por  (Acarlar et al., 2014)  para estimar 





entre las puntuaciones de los modelos (1) y  el 
cálculo de dicho modelo excluyendo las DMUs 
eficientes pertenecientes al subconjunto  1 .  
A partir de dicha medida se puede estimar el 
conjunto  1/pD D p    de tal manera que es 
necesario  establecer un punto de corte del límite 
superior del conjunto D   notado U   el cual 
permite determinar si una DMU es influyente en 
la eficiencia de otras DMUs del conjunto de datos. 





La metodología de (Acarlar et al., 2014) permite 
identificar observaciones altamente influyentes 
debido a que el criterio para establecer dichas 
observaciones es muy exigente debido a la forma 
que se estima el límite superior U . 
superior se va a estimar con la metodología 
propuesta por (Leys et al., 2013)  la cual permite 
establecer un límite superior *U  con una 
exigencia un poco menor a la del límite superior  
U  de tal manera que con la incorporación de 
dicha modificación a la metodología de (Acarlar 
et al., 2014) se pueden identificar un número 
mayor de observaciones influyentes para un 
conjuntos de datos. 
 
Dicha modificación permite obtener DMUs 
influyentes similares a las detectadas por las 
metodologías de (Wilson, 1995b), (Pastor et al., 
1999a), (Jahanshahloo et al., 2004b) y  (Chen & 
Johnson, 2006). 
 
Tabla 5. Análisis Crítico metodología (Acarlar et al., 2014) 
 
Criterio de búsqueda 
Metabuscador: google scholar 
Frase Lógica utilizada: Detecting Influential DMUs in DEA 








8.1.1.6  Contraste De Las Metodologías DEA  Analizadas   
 
Se hará el contraste de los resultados obtenidos en  las metodologías analizadas en (Wilson, 
1995b), (Pastor et al., 1999a), (Jahanshahloo et al., 2004b), (Chen & Johnson, 2006) y 
(Acarlar et al., 2014)  (Anexos A, B, C, D y F)   estas metodologías fueron implementados en el 
conjunto de datos  tomados de  (A. Charnes, Cooper, & Rhodes, 1981)  y corresponden a “the 
follow through program”. Este conjunto de datos tiene 70 DMUs, con 5 inputs y 3 outputs. Los 

















et al., 2004b) 
(Chen & Johnson, 
2006) 




j jn    DMU jT   DMU # influidas DMU i   DMU D   
1 44 1.4268 44 3 44 5 47 0.0663 44 0.02563 
2 59 1.1115 52 3 52 3 44 0.0300 52 0.02046 
3 52 0.7568 69 1 12 2 10 0.0235 12 0.01421 
4 69 0.6941 17 2 49 0.0206 56 0.01031 
5 62 0.6487 47 1 57 0.0198 69 0.00573 
6 56 0.3882 58 1 59 0.0150 62 0.00391 
7 15 0.3709 59 1 52 0.0132 17 0.00232 
8 58 0.2182 62 1 20 0.0112 49 0.00180 
9 45 0.2071 69 1 48 0.0074 47 0.00165 
10 17 0.2051 68 0.0071 59 0.00143 
11 47 0.1596 66 0.0071 54 0.00010 
12 49 0.1362 54 0.0067 
Tabla 6. Contraste de Metodologías DEA  para detección de observaciones influyentes 
 
Como se puede analizar las DMUs que pueden considerarse altamente influyentes son las 44 y 
52 puesto que en todas las cinco metodologías fueron detectadas como observaciones 
influyentes, estas DMUs están seguidas de las DMUs 69, 17, 47, 59  y 62. El resto de DMUs 
aparecen con un grado de influencia  más bajo dado que no aparecen como influyentes en todas 
las metodologías.  Acertadamente (Wilson, 1995b) sugiere que para que una DMU pueda ser 
considerada una observación  influyente en la eficiencia de otras DMUs de un conjunto de datos 
dicha DMU debe ser detectada como influyente bajo el análisis de distintas metodologías dado 
que una no basta para garantizar dicha influencia dado que las medidas de influencias varían 
según determinado enfoque y  pueden captar de manera particular una DMU como muy 
influyente para un enfoque y poco influyente bajo otro. 
 
Note el caso particular de la DMU 59 que bajo la metodología de (Wilson, 1995b)  se encuentra 
en la posición 2, es decir que es considerada altamente influyente pero bajo la metodología de 
(Chen & Johnson, 2006) está en la posición 6,  baja a la posición 7 bajo la metodología 
(Jahanshahloo et al., 2004b)  para terminar en la posición 10 bajo la metodología de    (Acarlar 
et al., 2014). 
 
 
8.1.2 METODOLOGIA: ANALISIS MULTIVARIADO 
 
8.1.2.1 A M ultivariate Outlier Detection Method 
 
Autor:   P. Filzmoser 









Objetivo: Proponer un método para la detección de valores atípicos (outlier) multivariados 
haciendo uso de un  valor de punto de corte (cut-off)  obtenido a partir de la función de 





La  detección de datos atípicos  multivariados ha sido una de las tareas  más importantes en el 
análisis de datos.  Un dato atípico es un comportamiento anormal respecto a  la variación natural  
de los demás datos de la muestra. Muchos métodos han sido propuestos para la detección de 
datos atípicos multivariados, pero el método estándar que se ha establecido es a través de la 
distancia de Mahalanobis. Este se hace  haciendo la  estimación robusta de los parámetros  que se 
usan para calcular la distancia de Mahalanobis y con la comparación de un valor crítico (cut-off) 
de la distribución 2  propuesto por (Rousseeuw & Zomeren, 1990) , sin embargo valores 
mayores a este valor critico no necesariamente deben ser considerados como datos atípicos.  Con 
el fin de distinguir entre valores extremos y datos atípicos,  (Garrett, 1989) propone el grafico 
2 , que traza el grafico de la distancia robusta de Mahalanobis contra la distribución 2 , de tal 
forma que una ruptura en la cola de la distribución indica valores atípicos y aquellos valores que 
están más alejados podrían ser eliminados de manera iterativa  de la muestra. 
 
 
Métodos para la detección de datos atípicos multivariados 
 
El tamaño y la forma de los datos multivariados son cuantificados a partir de la matriz de 
covarianzas. Una de las medidas que utiliza la matriz de covarianzas es la distancia de 
Mahalanobis, Para una muestra p-dimensional multivariada con   1,...,ix i n   la distancia de 
Mahalanobis  se define como: 
 
 1/21MD ( t) C ( t)Ti i ix x    para  1,...,        (1)i n  
 
Donde t  es la ubicación multivariada estimada, C   la matriz de covarianza estimada. Con 
frecuencia   t  es  la media aritmética multivariante y C  la matriz de covarianza de la muestra, 
para datos multivariados normalmente distribuidos los valores siguen una distribución 2  con 
p   grados de libertad  2 p .  Datos atípicos multivariado pueden ser identificados como 
aquellos que tienen un valor grande (raíz) de la distancia de Mahalanobis, para llevar a cabo 
dicho propósito el cuantil de la distribución Chi-cuadrado (el cuantil 97.5%)  puede ser utilizado. 
La medida de Mahalanobis necesita ser estimada de una manera robusta de tal forma que provea 
una distancia confiable con la cual se puedan identificar  los valores atípicos. Dado que valores 
como la ubicación y la covarianza son sensibles a la presencia de datos extremos y atípicos es 
necesaria medidas más robustas para la estimación de la distancia de Mahalanobis. Un estimador 





frecuencia debido a que es un algoritmo de  baja complejidad computacional (Rousseeuw & 
Driessen, 1999). Al usar estimadores robustos para la ubicación y la varianza en la formula (1) 
se obtiene una medida de distancia robusta (RD) la cual puede ser utilizada para detectar 
observaciones atípicas (outlier).  Si la raíz de la distancia robusta de una observación es mayor 
que 
2
,0.975p , entonces dicha observación puede ser considerado como un candidato a valor 
atípico.  
 
Un Método Adaptativo 
 
El grafico de la distribución chi-cuadrado es usado para visualizar la desviación de la 
distribución de los datos a partir de la normalidad multivariada en las colas. Para definir su 
nuevo método  (Filzmoser, 2004) toma ( )nG u  como la función de distribución empírica de las 
distancias robustas al cuadrado 2iRD  y  ( )G u  la función de distribución de 
2
p .  Para muestras 
multivariadas distribuidas normalmente nG  converge a G  y por lo tanto las colas de estas dos 
distribuciones pueden ser comparadas para la identificación de datos atípicos.  
 
Las colas pueden ser definidas por 
2
;1p    , para un valor de 0.025  , se define: 
 ( ) sup ( ) ( )n n
u




   
Donde “+” indica las diferencias positivas, de esta manera  ( )np   puede ser considerado como 
una medida de los valores extremos de la muestra. Para distinguir entre valores extremos y datos 
atípicos se introduce un  valor crítico critp , la medida de valores atípicos en la muestra se   
define como: 
 0            si ( ) ( , , )
( )




p p n p




    
 
El valor del umbral el cual es llamado cuantil ajustado se estima como: 
 
1( ) (1 ( ))n n nc G      
el valor crítico para distinguir entre valores atípicos y extremos se puede obtener a partir de 
simulación y el resultado es aproximadamente: 
 
0.24 0.003( , , )crit
pp n p
n






0.252 0.0018( , , )crit
pp n p
n
      Para 2;0.975p   y 10p   
 




APORTE DEL ARTICULO  APORTE DEL TRABAJO DE MAESTRIA 
La metodología propuesta por  (Filzmoser, 2004) 
propone un nuevo enfoque que trasciende del uso 
de la distancia clásica de Mahalanobis y  la 
distancia robusta de Mahalanobis, en la cual se 
obtiene un punto de corte (cut-off) para 
determinar observaciones atípicas (outliers) 
calculando la raíz cuadrada de la distribucion 
2
,1p    con un valor de alfa usualmente 
0.025   . Una observación será candidata a ser 
atípica si la distancia robusta de Mahalanobis  
iRD  es mayor que el punto de corte. 
 
El nuevo enfoque en la metodología de este 
articulo propone usar la distancia robusta de 
Mahalanobis para establecer una nueva medida la 
cual usa  ( )nG u  como la función de distribución 
empírica de las distancias robustas al cuadrado 
2
iRD  y  ( )G u  la función de distribución de 
2
p . A 
través de estas dos funciones estable ( )np    que 
puede ser considerada como la media  de los 
valores extremos de la muestra. Para distinguir 
entre valores extremos y datos atípicos se 
introduce un  valor crítico critp  y por lo tanto 
para establecer si una observación es candidata a 
ser atípica a través de  establecer ( )n    la cual es 
igual a ( )np   si ( )np  > ( , , )critp n p  y un valor 
de cero para el caso contrario. El umbral que 
establece la diferencia entre observación extrema  
y atípica, el cual se denomina cuantil ajustado 
1( ) (1 ( ))n n nc G    . 
Al usar el enfoque estadístico del análisis 
multivariado a partir de la metodología propuesta 
en este artículo por (Filzmoser, 2004)  propone 
una nueva alternativa para detectar observaciones 
atípicas a través del cálculo de estimadores 
robustos como el mínimo determinante de la 
covarianza (MCD) y el cálculo a partir de este 
estimador de la distancia robusta de Mahalanobis 
iRD .  
 
La metodología propuesta en análisis multivariado 
aportar información relevante sobre la detección 
de  observaciones atípicas que puede ser 
contrastadas con las distintas metodologías 
propuestas bajo el enfoque de análisis envolvente 
de datos (DEA) para poder realizar un contraste y 
análisis de los resultados de tal manera que se 
ratifique que observaciones son las candidatas a 
ser denominadas como influyentes o atípicas.  







Criterio de búsqueda 
Metabuscador: google scholar 




8.1.3 METODOLOGIA: MINERIA DE DATOS 
 
 
8.1.3.1  k-means--: A unified approach to clustering and outlier detection 
 
Autores:   
Sanjay Chawla*  -   Aristides Gionis**. 
 
*   University of Sydney, Australia. 




Objetivo: Presentar un enfoque unificado  para realizar clúster y detección de datos atípicos de 
manera simultánea.  
 
El enfoque se presenta como una generalización del problema K-Means el cual es considerado 
un problema NP-hard  que puede ser tratado a través de un algoritmo en tiempo polinomial 





La agrupación de datos (clústeres) y la identificación de datos atípicos han sido problemas que 
son tratados por separados en la comunidad de minería de datos.  Los autores (Chawla & 
Gionis, 2013) proponen un enfoque generalizado  del problema K-means para realizar 
agrupación de datos e identificación de datos atípicos (outliers) de manera simultánea.  
 
El algoritmo K-means es extremadamente sensible a la presencia de datos atípicos de tal manera 
que la presencia de los mismos tienen un impacto desproporcionado sobre la agrupación de datos 
(clústeres), de donde  se pueden presentar falsos negativos: datos que podrían ser  declarados 
observaciones atípicas están enmascarados en la agrupación (clúster) y falsos positivos: datos 
que están etiquetados como observaciones atípicas (outliers) erróneamente. Para evitar esto es 
necesario la implementación del algoritmo K-means de una manera robusta de tal manera que se 
maneje adecuadamente la presencia de datos atípicos. Para esto (Chawla & Gionis, 2013) 






 Formular el problema  (k, l) -MEANS para que de manera simultánea se descubran 
agrupaciones en los datos (clúster) y observaciones atípicas (outliers) como un problema de 
optimización NP-hard. 
 
 Proponer el algoritmo K-means--, que da un parámetro de entrada  (k, l)  con el cual se 
descubren k  agrupamientos y l  observaciones atípicas de manera simultánea. Se demuestra 
que el algoritmo K-means--  converge  probablemente a un óptimo local y el tiempo de 
funcionamiento es lineal en el número de puntos de datos. El algoritmo además puede ser 
extendido en los casos  en que la métrica de similitud es una divergencia de Bregman. 
 
Definición de Problema 
 
Para el planteamiento de su enfoque (Chawla & Gionis, 2013)  proponen un conjunto de datos 
de n   puntos  1,..., nX x x  y asumen una función distancia como: 
d : X X    
 
que se define a partir de un par de puntos de X .  Ahora bien, usualmente el conjunto de datos de  
X   consiste en puntos en el espacio euclidiano d -dimensional d   y la función distancia  entre 




( , )     (1)i j it jt
t
d x x x x

    
  
Donde 1( ,..., )i i idx x x   es la representación de ix en d  o en general cualquier  otra distancia 
basada en la norma- pl .  Bajo ciertas asunciones, las configuraciones anteriores pueden ser 
extendidas a casos más generales en donde el conjunto de datos X  consisten en puntos de un 
espacio métrico y la distancia d  es una función métrica en el espacio subyacente. 
 
Los autores (Chawla & Gionis, 2013) consideran un conjunto  1( ,..., )kC c c  de k  puntos  
representando las potenciales agrupaciones centrales que pueden ser usados para el agrupamiento 
del conjunto de datos  X .  Para cada x X   definen  
 
    
 





el centro más cercano de x  en C .  La distancia de  x X al centro más cercano  x | Cc  está 
dada por 
       
 




   
 





puntos  del conjunto C  como: 
   2
x
, x |     (4)
X
E X C d C

   
El problema de K-means puede ser definido como se sigue, 
 
Problema 1.  (K-MEANS) Dado un conjunto de puntos  1,..., nX x x , una función distancia 
d : X X    y un número k , encontrar  un conjunto de  k  puntos 1( ,..., )kC c c  con 
el fin de minimizar el error  ,E X C  definido en la ecuación (4). 
Problema 2. (  (k, l) -MEANS) Dado un conjunto de puntos  1, ..., nX x x , una función 
distancia d : X X    y un número k  y l   , encontrar  un conjunto de  k  puntos 
1( ,..., )kC c c  y un conjunto de l  puntos L X    con el fin de minimizar el error 
 
   , , / ,     (5)E X C L E X L C   
Intuitivamente en el  problema  (k, l) -MEANS  se necesita encontrar la mejor agrupación 
(clúster) de X , definida por las agrupaciones centrales del conjunto 1( ,..., )kC c c , después 
se identifican el conjunto de observaciones atípicas (outliers) L X . La dificultad inherente en 
este problema radica en que: 
 
i.  El conjunto de observaciones atípicas L X  depende del conjunto de agrupaciones 
centrales 1( ,..., )kC c c , los puntos en L  deben ser aquellos puntos que están muy lejos de 
los puntos en C . 
 
ii. El conjunto de agrupaciones centrales 1( ,..., )kC c c  depende del conjunto de 
observaciones atípicas L X , si se conociera el conjunto de observaciones atípicas L  se 
podría correr el algoritmo estándar K-means en los puntos restantes \X L . 
 
 No debería  resultar ser ninguna sorpresa que el problema  (k, l) -MEANS   sea NP-hard como 
como el problema K-means. 
 
Teorema 1.  El problema  (k, l) -MEANS   es NP-hard  para 1k   y 0l  . Para   1k   y 1l   y 
una dimensión fija d  existe un algoritmo con tiempo polinómico de complejidad 
3d( )O n . Al 
variar la dimensión  d  el problema es NP-hard. 
 
Prueba.  Para 0l   el problema  (k, l) -MEANS se convierte en el problema K-means, el cual es 
conocido  como  NP-hard  para espacios métricos generales o para el caso Euclidiano  cuando la 
dimensión es 1d  .  Para   1k   y 1l   el problema es un caso especial  del problema de  








El algoritmo propuesto, llamado K-means--, es una extensión del algoritmo K-means. El 




Inputs.   
 1,..., nX x x  
La función distancia  d : X X    
Números k   y l   
Outputs. 
Un conjunto de k  agrupaciones centradas 1( ,..., )kC c c  
Un conjunto de l  observaciones atípicas L X  
 
1:   puntos aleatorios de oC k X   
2: 1i    
3: Mientras (while) (si no converge) haga (do) 
4: Calcule 1(x | C )id   para todos x X  
5: Cambiar el orden de los puntos de X  tal que 
    1 1 1(x | C ) ... (x | C )i n id d    
6:  1,...,iL x x    
7:  1\ ,...,i i nX X L x x    
8: para (for)  1,...,j k haga (do) 
9:          1 1, jx | (x | )j i i iP X c C c     
10:        ,c mean( )i j jP  
11:         ,1 ,,...,i i i kC c c  
12: 1i i   
 
Lema 1.     1 1 1, , , ,i i i iE X C L E X C L    
Lema 2.    1, , , ,i i i iE X C L E X C L  
 
Combinando los lemas 1 y 2 se obtiene: 
 
Teorema 2.  El algoritmo K-means--  converge a un óptimo local. 
 






El algoritmo K-means--  es aplicable a cualquier divergencia de Bregman de una manera directa. 
Una divergencia de Bregman se define para  d :S ri(S) 0,     como: 
(x, y) (x) (y) x y, (y)       (6)d         
 
Donde : S    es una estricta función convexa definida en un  conjunto convexo dS   , la 
cual es diferenciable en el conjunto interior relativo ri(S)  y (y)  representa el vector gradiente 
de    evaluada en y .  Una importante propiedad de la divergencia de Bregman es que dado un 
conjunto infinito de puntos  1,..., mX x x  se puede optimizar la información de bregman como: 
 ri( ) 1
( ) min (x ,s)      (7)
m
iS S i
I X d  
   
Es decir que es posible encontrar representantes óptimos para el conjunto X . De hecho la el 
representante de s  es la media de X  independientemente de la divergencia de Bregman usada. 
 
Para aplicar el algoritmo K-mean--   para una divergencia de bregman es preciso utilizar (., .)d  
en lugar  de la  función distancia Euclidiana al cuadrado 2(.,.)d .  
 
Teorema 3.  El algoritmo K-means--  converge a un óptimo local para cualquier divergencia de 
Bregman. 
 
La implementación de la metodologia con  un caso real puede  observarse en el Anexo G. 
 
APORTE DEL ARTICULO  APORTE DEL TRABAJO DE MAESTRIA 
La metodología propuesta por (Chawla & Gionis, 
2013) propone un algoritmo denominado K-
means--  en el  cual  a partir de la distancian 
euclidiana se definen los valores del conjunto de 
datos de los cuales se obtiene la  mínima distancia 
de cada dato a su respectivo candidato a  centroide 
denominada  x | Cc  de ahí se calcula la 
distancia de  x X al centro más cercano  x | Cc  
está dada por  x | Cd    para obtener una medida 
de error  ,E X C  que permite establecer las 
observaciones atípicas como las distancias 
euclidianas  al cuadrado con valores más grandes. 
 
 
En el  problema  (k, l) -MEANS   se necesita 
La metodologia de (Chawla & Gionis, 2013) 
propone un enfoque unificado de minería de datos 
que permite de manera simultánea  encontrar la 
mejor agrupación (clúster) del conjunto de datos y 
poder realizar la detección de observaciones 
atípicas a partir del mismo.  
 
La metodología de minería de datos permite 
encontrar candidatos a observaciones atípicas las 
cuales pueden ser contrastadas por las detectadas a 
partir de las metodologías del análisis envolvente 
de datos (DEA) y el análisis multivariado de tal 
manera que se pueda ratificar las observaciones 
que deben ser tomadas como atípicas, extremas o 
influyentes para que el analista tome decisiones 
sobre dichas observaciones para que puedan o ser 





encontrar la mejor agrupación (clúster) de X , 
definida por las agrupaciones centrales del 
conjunto 1( ,..., )kC c c  para después  identificar 
el conjunto de observaciones atípicas (outliers) 




estudio más profundo sobre la naturaleza de las 
mismas.  
Tabla 8. Análisis Crítico metodología (Chawla & Gionis, 2013) 
 
 
Criterio de búsqueda 
Metabuscador: google scholar 
Frase Lógica utilizada: clustering and outlier detection 
Dirección: http://epubs.siam.org/doi/abs/10.1137/1.9781611972832.21 
9. MARCO CONCEPTUAL 
 
9.1 ANALISIS ENVOLVENTE DE DATOS (DEA) 5  
 
Análisis Envolvente de Datos (DEA)  fue desarrollado inicialmente como un método para 
evaluar la eficacia comparativa de las dependencias organizacionales tales como las sucursales 
de un banco, escuelas, centro hospitalario o en restaurantes. La característica clave que hace que 
las unidades comparables en cada caso, es que realizan la misma función en términos de los tipos 
de recursos que utilizan y los tipos de resultados que producen. Por ejemplo, todas las sucursales 
bancarias que han de compararse habitualmente es por utilizar los activos de capital y personal 
para llevar a cabo actividades de generación de ingresos, como el avance de los préstamos, venta 
de productos financieros y llevar a cabo transacciones bancarias a nombre de sus clientes. Las 
eficiencias evaluadas en este contexto por  DEA pretenden reflejar las posibilidades de 
conservación de los recursos en la unidad que está siendo evaluada sin detrimento de sus salidas, 
o alternativamente, las posibilidades de aumento de la producción sin recursos adicionales. Las 
eficiencias son evaluadas de manera comparativa o relativa, ya que reflejan el alcance para la 
conservación de los recursos o el aumento de la producción en una unidad en relación con otras 
unidades de referencia comparables y no en un sentido absoluto. Se recurre a eficacias relativas 
en lugar de absolutas porque en contextos más prácticos carecemos de información suficiente 
para derivar las medidas superiores de eficiencia absoluta. 
 
 
                                                 
5  Sección tomada y traducida de: Introduction to the theory and application of data envelopment analysis: A foundation text with  





9.1.1 CONCEPTO DE PRODUCTIVIDAD6 
 
El concepto de productividad ha tenido muchas acepciones a través de la historia, su primera 
aparición la hace en el siglo XVIII con QUESNAY (1766); años más tarde LITTRE (1883) la 
definiría como la “facultad de producir”. Ya en el siglo XX, a principios de la primera década, 
EARLY presenta una de las definiciones más comúnmente escuchadas hoy en día: “Relación 
entre la producción y los medios utilizados para lograrla”.  
 
La productividad debe ser entendida como la relación o razón entre el nivel de producción final 
obtenido y los recursos o insumos necesarios para lograrlo. En 1950 la organización para la 
Cooperación Económica Europea (actualmente OECD) se refiere a la productividad de factores 
como “El cociente que se obtiene al dividir la producción entre uno de los factores de 
producción”.  
 
Así, la productividad de una determinada unidad productiva se define como la relación existente 
entre los resultados que se obtienen y los recursos involucrados en su producción. Es decir, es 
una forma de medir como se están aprovechando los recursos.  
 
 
(Roa, pág. 70). La expresión matemática introducida por Farrel (1957)7 reduce la definición 
anterior al siguiente cociente: 
 
ProduccionCreada SalidaProductividad           (1)
RecursoConsumido Entrada
   
 
Donde salida y entrada hacen referencia respectivamente al resultado obtenido y al recurso 
utilizado.  
 
La evaluación de la productividad es útil cuando la unidad a la que nos referimos tiene la 
capacidad para decidir modificar bien sea la cantidad de cada uno de los recursos que están 
siendo utilizados, bien la cantidad de los resultados producidos. Por esta razón a la unidad 
productiva se le añade el calificativo de decisora y aparece en la literatura anglosajona con el 
nombre de Decision Making Unit (DMU). Termino que será usado de aquí en adelante. 
 
El término DMU, acuñado por Charnes et al (1978)8, en su trabajo seminal sobre DEA. Las 
DMUs deben ser unidades homogéneas en el sentido de que usan el mismo tipo de recursos para 
obtener el mismo tipo de resultados, aunque en cantidades variables. La caracterización de una 
unidad de evaluación como una “tomadora de decisión” implica que ella tiene control sobre el 
proceso que emplea para convertir sus recursos a resultados. A los recursos normalmente se les 
                                                 
6 Sección tomada de J. A. Soto y W. Arenas. análisis envolvente de datos. de la teoría a la práctica Colombia: Universidad 
Tecnológica de Pereira. 2010, pàg.15 
7 Farrell, M. J. (1957) The Measurement of Productivity Efficiency. Journal of the Royal Statistical Society. Series A., 120(3): pp. 
253-290.   
8 Charnes, A., W. W. Cooper and E. Rhodes (1978). Measuring Efficiency of decision making units, European Journal of 





llama entradas (“inputs”) y a los resultados como salidas (“outputs”) y serán los términos que 
adoptaremos de aquí en adelante. Una DMU transforma sus entradas en salidas en un proceso 
representado en  
 
 






La identificación de las entradas y las salidas en la evaluación de las DMUs es una tarea tan 
difícil como crucial. Las entradas deberían capturar todos los recursos que impacten las salidas. 
Las salidas deben reflejar todos los resultados útiles con base a los cuales deseamos evaluar las 
DMUs. Además, cualquier factor (o factores) ambiental que tenga impacto sobre el proceso de 
transformación de los recursos en resultados debería también estar reflejado ya en las entradas 
(inputs) o ya en las salidas (outputs) dependiendo de la dirección del impacto.  
 
En términos generales, la idea central es que deseamos evaluar que tan eficientemente una DMU 
está manejando el proceso de transformación cuando se compara con otras DMUs que estén 
envueltas en el mismo proceso.  
 
Si se consideraran unidades productivas con un solo resultado y un solo recurso causante de éste 
resultado, la fórmula de Farrell sería suficiente para el análisis de la productividad. Sin embargo 
se pueden encontrar multitud de casos en donde son varios los resultados (salidas) y también 
varios los recursos (entradas) que posibilitan los resultados. Es aquí donde aparecen algunas 
dificultades a la hora de evaluar la productividad. 
 
Aunque los resultados sean varios, la productividad de una DMU es un escalar y por tanto se 
hace necesario una expresión donde aparezcan todas las entradas y todas las salidas de la DMU 
que estén relacionadas con la productividad. En este caso, el analista se encuentra con la 
dificultad de tener que agrupar en una misma expresión recursos (entradas) y resultados (salidas) 
que pueden tener muy distinta naturaleza y por consiguiente unidades de medida diferentes. Para 
solucionar este problema aparecen los conceptos de entrada y salida virtual, es decir, la 





resultado sea adimensional y por tanto independiente de la escala utilizada. Así: 
 




Por lo tanto si denotamos como ijx  a la cantidad de entrada o más específicamente a la cantidad 
de recurso i   utilizado por la unidad (DMU) j  y  como a la cantidad de resultado r   que 
produce la misma unidad (DMU) j , se obtiene la siguiente expresión: 
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   
 
En donde los términos y son respectivamente los pesos (ponderadores) correspondientes a cada 
entrada y salida, m   el número total de entradas consideradas, y  s   el número total de salidas de 
la DMU. 
 





















Es decir cuando una DMU se compara con otras unidades semejantes el estudio de productividad 
puede ser más útil. Es aquí donde aparece el concepto de eficiencia relativa. 
 
9.1.2 CONCEPTO DE EFICIENCIA9  
 
Las medidas de la eficiencia están basadas en estimaciones sobre el grado en el que una 
determinada DMU podría haber alcanzado un mayor nivel de salidas para un dado nivel de sus 
entradas o el grado en que hubiese podido utilizar menor cantidad de entradas para un nivel dado 
de sus salidas. Es decir debemos preguntarnos sobre si la DMU en consideración tiene más 
control sobre sus entradas o sobre sus salidas. 
                                                 
9 Sección tomada de: J. A. Soto y W. Arenas. análisis envolvente de datos. de la teoría a la práctica Colombia: Universidad 






Eficiencia de Pareto. Dependiendo de si son las entradas las controlables o las salidas se definen 
Eficiencia de Pareto con orientación a las entradas y Eficiencia de Pareto con orientación a las 
salidas.  
 
Así, sea un conjunto homogéneo de DMUs que usan una o más entradas para lograr una o más 
salidas. Entonces: 
 
Eficiencia de Pareto Orientación a las entradas: Una DMU es Pareto Eficiente si no es posible 
disminuir ninguno de sus niveles de entrada sin tener que incrementar al menos uno de sus otros 
niveles de entrada o disminuir al menos uno sus niveles de salida. 
 
Eficiencia de Pareto Orientación a las salidas: Una DMU es Pareto Eficiente si no es posible 
aumentar ninguno de sus niveles de salida sin tener que disminuir al menos uno de sus otros 
niveles de salida o aumentar al menos uno de sus niveles de entrada. 
 
Las dos medidas de eficiencia más comúnmente usadas relacionadas con las orientaciones arriba 
descritas son: 
 
Eficiencia Técnica de las Entradas. Contraiga radialmente, tanto como sea posible, todas las 
entradas de una DMU sin detrimento (ocasionar disminución) de sus niveles de salida.  La 
eficiencia técnica de las entradas de una DMU es la máxima proporción en que cualquiera de sus 
niveles de entrada ya contraídos está del nivel del valor observado para esa entrada.  
 
Eficiencia Técnica de las Salidas. Es la máxima proporción que hay entre el nivel de cualquiera 
de las salidas observadas y el máximo nivel posible que pueda tener esa salida, cuando todas las 
salidas son expandidas radialmente, sin afectar (deteriorar) su nivel de entrada.  La eficiencia 
técnica de las salidas de una DMU es la máxima proporción en que pueden expandirse 
radialmente todas las salidas de la DMU sin tener que ocasionar deterioro en el nivel de sus 
entradas (aumento). 
 
En la  gráfica 1 se muestra el caculo de eficiencia, curva OD muestra los máximos niveles 
alcanzables en las salidas para los diferentes niveles en las entradas. Así que OD es la frontera de 
eficiencia del conjunto de posibilidades de producción ubicado entre OD y el eje de las entradas. 
El conjunto de posibilidades de producción contiene todas las correspondencias factibles entre 









Grafica 1.  Medidas de las eficiencias de entrada y salida 
 
Consideremos el caso de la DMU A con referencia a las definiciones de Eficiencia Pareto y de 
las medidas de eficiencia introducidas arriba. Es claro que la DMU A podría haber estado 
operando en el punto D para alcanzar el máximo de salida posible para su nivel de entrada G.  
 
 
Alternativamente, la DMU A podría haber estado operando en el punto C usando el mínimo 
nivel de entrada posible para su nivel de salida H. Por lo tanto la DMU A no es Pareto eficiente 
ya que podría producir más salida sin necesidad de recurso adicional o usar menos entrada sin 
afectar su nivel de salida.  
 
La medida de la Eficiencia Técnica de las Salidas de la DMU A, como fue definido antes, es la 
proporción que hay entre la salidas observada H y el máximo nivel posible que pueda tener esa 
salida para su nivel de entrada, es decir OH/OB. 
 
 Eficiencia de la salida de la DMU A        (6)OH
OB
   
 
Similarmente la Eficiencia Técnica de las Entradas, para la DMU A, como fue definido antes, es 
la proporción entre el mínimo nivel de entrada posible F para producir el nivel de salida de A 










Observe que  la elección de la orientación sobre la cual medimos la eficiencia técnica puede 
impactar el resultado obtenido. Por ejemplo es evidente en la figura 1 que la DMU tiene 
diferentes valores de eficiencia dependiendo de que estemos midiendo su eficiencia técnica de 
salida o su eficiencia técnica de entrada. 
 
Note que si una DMU es Pareto eficiente ella estará ubicada sobre la frontera de eficiencia y en 
tal caso su nivel de entrada no puede ser disminuido sin tener que disminuir su nivel de salida. 
Tampoco es posible aumentar su nivel de salida sin tener que aumentar su nivel de entrada. Es 
decir su eficiencia técnica será igual a 1 ya sea que se mida en la orientación de las entradas ya 
en la de las salidas. 
9.1.3 MODELO CCR  (Charnes, Cooper  and Rhodes)10 
 
Como ya se ha mencionado hay otro enfoque para calcular la eficiencia de una DMU la cual se 
basa en la definición de eficiencia de Farrell. Así el cálculo usual de eficiencia usando la 
ecuación 




Califica como más eficiente aquellas unidades organizacionales que usan de manera intensiva 





Pero esta ecuación es inadecuada cuando existen múltiples entradas (recursos) y salidas 
(productos) relacionadas con diferentes recursos que se expresan en diferentes unidades ya que al 
momento de evaluar la eficiencia el principal cuestionamiento es: ¿Todos los productos tienen 
igual importancia?, si la respuesta es no, ¿Qué peso le doy a los diferentes productos? Cada 
unidad de decisión tendrá productos a los cuales desearía darle mayor peso por lo que sería 
“injusto” dar a priori mayores o menores valores. 
 
El enfoque del Análisis envolvente de Datos (DEA)  siguiendo a Farrell calcula la eficiencia a 
partir de la siguiente ecuación: 
1
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10 Sección tomada de: J. A. Soto y W. Arenas. análisis envolvente de datos. de la teoría a la práctica Colombia: Universidad 






Donde 1,...,r s  es el subíndice que identifica un producto (output), 1,..., Nj   es el subíndice 
para referirse a las diferentes unidades de decisión (DMU), 1,...,i m   es el subíndice utilizado 
para identificar cada insumo (input), oj  subíndice que identifica la unidad de decisión (DMU) a 
la que se le está calculando la eficiencia, joh  es la eficiencia de la unidad de decisión (DMU) que 
se está calculando, ru   es el peso que tiene el producto ry  para la DMU oj  que está siendo 
calculada, iv   es el peso que tiene el insumo ix  para la DMU oj  que se está calculando. 
 
 
La ecuación  (9)  es utilizada como la función objetivo de un modelo de programación lineal que 
busca maximizar esa eficiencia sujeta a las restricciones dadas por las ecuaciones 
1
1
















          ,                           (11)r iu v    
 
De donde ru  y iv  son  las variables obtenidas por el modelo que permiten determinar cuál es la 
eficiencia relativa, o , del o-ésimo distribuidor.  Además, las restricciones (10) y  (11) garantizan 
que al calcular la eficiencia de una DMU  no se generen eficiencias mayores que 1. El anterior 
problema de optimización, también denominado modelo primal, hay que resolverlo N veces, una 
para cada una de las DMUs de la muestra considerada ( 1,..., Nj  ), obteniendo un valor de o  




Es importante recordar que en el enfoque del Análisis Envolvente de Datos (DEA)  las variables 
de decisión a ser encontradas son los pesos de los productos (salidas) y de los insumos (entradas) 
ru  y iv  respectivamente. El número    es un valor de perturbación pequeño y positivo,  que 
obliga a que los pesos de todos los productos e insumos sean mayores a 0, y de esa manera evitar 
excluir alguno de ellos. 
 
Como puede observarse, el modelo anterior no es lineal, lo que dificulta su resolución. Para 
solucionar este problema, se procede a su linealización mediante una sencilla transformación, 
suponiendo: 
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Por lo tanto se obtiene un problema que es lineal, esto se logra  debido a que la función objetivo 
en la ecuación (10) es una fracción basta con maximizar el numerador (output)  bajo un 
denominador constante para que la expresión alcance su mayor valor o bajo un numerador 
constante minimizar el denominador (inputs).  
 
De lo planteado anteriormente se obtiene el modelo en forma algebraica: 
 



























El cual  expresado en forma matricial: 
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M ax  
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Los anteriores modelos son conocidos como primal basado en valores (multiplicadores) 
orientado a las entradas,  es decir, las ponderaciones asignadas a los outputs y los inputs, ru  y 
iv , serían valores a calcular mediante el problema de maximización condicionado. Las 
ponderaciones obtenidas representan los valores atribuidos a cada input y output que 
proporcionan el mayor índice de eficiencia posible a cada DMU y que cumplen con la restricción 
de que esta combinación de ponderaciones al aplicarlas al resto de unidades genera un índice de 
eficiencia comprendido entre cero y uno.  
 
En síntesis para   el modelo (1.1) una DMU dará mayores ponderaciones a los inputs que utiliza 
menos y a los outputs que produce en una cantidad mayor, ya que el problema trata de obtener la 
valoración en términos de eficiencia más favorable posible. 
 
Hay otro tipo de modelo que busca maximizar las salidas mientras usa no más de la cantidad 





orientado a las salidas. La formulación primal del modelo CCR orientado a las salidas, modelo 
basado en valores (multiplicadores) que en forma matricial está dado por: 
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El modelo anterior se tiene si se minimiza el inverso de la ecuación (9). Además (Cooper, 
Seiford, & Tone, 2006)  demostraron  que los resultados para el modelo CCR DEA orientado a 
salidas son equivalentes a los que se obtendrían con un modelo DEA orientada a entradas. 
 
Al problema primal orientado a las entradas le corresponde un problema dual, en el que se 
definen las variables lambda (  ) y theta (  ). Así, las variables   y    pasan a ser las variables 
del problema dual (las variables theta y λ corresponden al precio sombra asociado con la 
respectiva restricción del problema primal). Por lo tanto el modelo dual orientado a las entradas 
esta expresado de forma matricial: 
 
                        
 1 2 3
M in  
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         (Mod 3) 
 
El problema dual tiene una solución factible 1  , la cual se obtiene haciendo 1o  , 0i   (
j o ), y las demás variables iguales a cero. Por lo tanto el   óptimo, denotado por * , no es 
mayor que 1.  
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El modelo dual orientado a las salidas  nos da como resultado la proporción en que los outputs 
producidos, por la DMU siendo evaluada, podrían ser expandidos. En este caso, la variable que 
se optimiza,  , corresponde a 1/   del modelo (3). Así, que una solución óptima del modelo 




1      (13)

       
*
*





En conclusión, el modelo básico CCR considera que existen rendimientos constantes a escala, (o 
escala de rendimiento constante) permitiendo a las empresas más eficientes ser la referencia de otras 
empresas con características muy diferentes respecto a la escala de producción.  
 
Si, la solución óptima, * , * , *S   y *S   obtenida en la solución de dos fases, satisface que 
* 1  y además que es de una solución de “Holgura cero” ( * 0S    y * 0S    ) entonces se dice 
que esa DMU es CCR-eficiente, de lo contrario es CCR-ineficiente. Es decir que las dos 
condiciones deben satisfacerse para que la Eficiencia CCR sea alcanzada. 
 







Grafica 2. Frontera de Producción modelo CCR 
 
 
Esto quiere decir que si una actividad ( , )x y   es factible, entonces para cualquier escalar positivo, 
t , la actividad  ( , )tx ty  también es factible, la frontera eficiente de producción es de retorno 
constante, es decir su pendiente es constante.  
 
9.1.4 MODELO BCC (Banker, Charnes and Cooper)11 
 
Como ya se había mencionado el modelo   CCR  considera que existen rendimientos constantes a 
escala, sin embargo, el supuesto de rendimientos constantes a escala no siempre se cumple, es 
decir, puede suceder que algunas DMUs no operen a una escala óptima por la existencia de 
competencia imperfecta, restricciones financieras, normativas, etc. Para solucionarlo, (Banker 
et al., 1984)  formularon un modelo que tuviera en cuenta los rendimientos a escala variables 
(VRS) (o escalas de rendimiento variable) y poder así calcular la eficiencia técnica pura (ETP), 
separándola de los efectos de escala o eficiencia de escala (EE) derivados de utilizar el modelo 
CRS en las condiciones anteriores. 
Al hacer la interpretación grafica del modelo BCC se puede observar que las fronteras en éste 
caso son lineales a trazos y con características cóncavas, las cuales como se muestra en la figura 3 
conduce a la caracterización de escalas de retorno variable (VRS): (a) escala de retorno incremental 
en el primer segmento, seguido por (b) escala de retorno decremental en el segundo segmento y (c) 




                                                 
11 Sección tomada de: J. A. Soto y W. Arenas. análisis envolvente de datos. de la teoría a la práctica Colombia: Universidad 






Grafica 3. Frontera de Producción BCC 
 
Para imponer la condición de que la comparación se efectúe entre empresas de las mismas 
características, es necesario incluir una restricción adicional de convexidad en el modelo. El 
modelo BCC difiere del modelo CCR solamente en la inclusión de la restricción: 
1






   
Es decir, en el modelo BCC las DMUs ineficientes se comparan únicamente con las unidades 
eficientes que operan en una escala semejante. Por esta razón, también aparecerán más DMUs en 
la frontera eficiente al emplear el modelo BCC. Así, el modelo BCC construye una frontera más 
flexible adaptada a las distintas escalas de producción de cada DMU, que identifica su 
ineficiencia técnica pura, separando ésta del efecto de escala. 
 
Por lo anterior el modelo BCC dual orientado a las entradas viene dado por: 
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   (Mod 5) 
 
Note que B   , no puede ser menor que el valor óptimo *  de obtenido con el modelo 
CCR, ya que el modelo BCC impuso una restricción adicional, 1e  , haciendo que su 






Al igual que el modelo CCR, se puede plantear el modelo BCC dual orientado a las salidas como 
se muestra a continuación: 
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En la interpretación de este modelo se busca determinar cuánto podría obtenerse de outputs con 
el mismo nivel de inputs, si todas las DMUs fueran eficientes, una vez eliminados los efectos de 
escala. 
 
Si, la solución óptima, *B ,
* , *S   y *S  , para el modelo BCC obtenida en la solución de dos 
fases, satisface que * 1  y además que es de una solución de “Holgura cero” ( * 0S    y 
* 0S

  ) entonces se dice que esa DMU es BCC-eficiente, de lo contrario es BCC-ineficiente, es 




9.1.5 MODELOS DE SUPER EFICIENCIA12 
 
Cuando una DMU bajo evaluación no está incluida en el conjunto de referencia de los modelos 
de envolventes, los modelos DEA resultantes se denominan modelos DEA súper-eficiencia (Zhu, 
2003). El primer modelo súper-eficiencia ha sido desarrollado por (Andersen & Petersen, 1993) 
para proporcionar un estricto orden de puntuación a todas las DMU en la muestra. Su idea se 
explica en la gráfica 5: 
  
                                                 
12 Sección tomada y traducida de: Deregulation and Efficiency of  Indians Banks. Sunil Kumar, Rachita Gulati. Springer. Chapter 






Grafica 4. Fuente (Andersen & Petersen, 1993) 
 
 La grafica ilustra  A, B, C y D  DMUs  que componen la frontera de eficiencia. La DMU 
ineficiente E se compara con un punto de referencia que es la combinación lineal de los pares 
más próximos en la frontera eficiente. En el caso de la DMU E, el punto de referencia (virtual), 
E', es la combinación lineal de C y D. La puntuación de eficiencia de la DMU E es  'OE OE  , 
que es menor que uno. El índice de eficiencia de una DMU ineficiente permanece igual bajo 
súper-eficiencia y el enfoque estándar de  DEA. La diferencia sólo existe cuando se trata de una 
DMU eficiente. 
 
Consideremos ahora una DMU eficiente, sea esta B. El índice de eficiencia de la DMU B bajo el 
enfoque estándar de  DEA es 1OB OB  , mientras que el índice de eficiencia en el modelo de 
súper-eficiencia se determina mediante la exclusión de B a partir del conjunto de referencia 
original (línea ABCD ) y luego comparar B para el nuevo conjunto de referencia (línea ACD) 
formado por las DMUs eficientes restantes. Por lo tanto, la puntuación de eficiencia de la DMU 
B bajo el modelo de súper-eficiencia será 'OB OB , que es mayor que 1. Esto implica que 
incluso con un aumento proporcional de sus  entradas, B todavía puede permanecer como una 
DMU eficiente. Por lo tanto, en el modelo de súper-eficiencia, todas las DMUs  eficientes 
tendrían una puntuación de eficiencia igual o superior a 1. Este procedimiento hace que el 
ranking de DMUs eficientes posibles (es decir, la puntuación más alta súper-eficiencia implica 
un rango más alto). Sin embargo, las unidades ineficientes que no están en la frontera eficiente, y 
con una puntuación inicial de DEA de menos de 1, encontrarían su puntuación de eficiencia 
relativa afectada por su exclusión del conjunto de referencia de las DMUs. 
 
Los problemas de programación lineal para los modelos de súper-eficiencia como el desarrollado 
por (Andersen & Petersen, 1993) y (Tone, 2002) que corresponden a modelos con diferentes 
orientaciones. A continuación se expone la formulación del modelo de súper-eficiencia  BCC 
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Para el caso del modelo de súper-eficiencia  BCC orientado  a las entradas, la DMU puede 
recibir un índice mayor a uno. El valor que excede  la unidad se puede interpretar como la 
capacidad de la DMU para mejorar la mejor posible combinación de otras DMUs. La idea 
planteada por (Andersen & Petersen, 1993) es que la puntuación de súper-eficiencia refleja   la 
distancia que separa la DMU evaluada de la frontera eficiente que resulta de excluir dicha unidad 
de la muestra, es decir, el máximo incremento proporcional posible en los inputs preservando la 
eficiencia. Un problema súper-eficiencia orientada entrada puede ser resuelto para estimar las 





Ahora bien, para el caso del modelo de súper-eficiencia BCC dual orientando a las salidas el 
índice de puntuación será menor que uno, con las entradas de DMU observada otra DMU o una 
combinación convexa de ellas serán capaces de producir menor producción que lo que la DMU 
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Un problema súper-eficiencia orientada salida puede ser resuelto para estimar aumentos de la 
producción de una DMU punto extremo.  
 
9.2 ANALISIS MULTIVARIADO13 
 
El análisis multivariante se compone de una colección de métodos que se puede utilizar cuando 
varias mediciones se hacen en cada individuo u objeto en una o más muestras. Se refiere a las 
mediciones como variables y a las personas u objetos como unidades (unidades de investigación, 
unidades de muestreo, o unidades experimentales) u observaciones. En la práctica, los conjuntos 
de datos multivariantes son comunes, aunque no siempre se analizan como tales. Sin embargo, el 
uso exclusivo de los procedimientos univariantes con estos datos ya no es justificable, teniendo 
en cuenta la disponibilidad de técnicas multivariantes y potencia de cálculo de bajo costo para 
llevarlas a cabo. Históricamente, la mayor parte de las aplicaciones de técnicas multivariantes 
han sido en las ciencias biológicas y de comportamiento. Sin embargo, el interés por los métodos 
multivariantes se ha extendido a otros muchos campos de investigación. Por ejemplo, he 
colaborado en problemas multivariantes con los investigadores en educación, química, física, 
geología, ingeniería, derecho, negocios, la literatura, la religión, la radiodifusión pública, 
enfermería, la minería, la lingüística, la biología, la psicología, y muchos otros campos. 
 
El análisis multivariado se refiere por lo general a dos ramas de la estadística, la descriptiva e  
inferencial. En lo que se refiere a la estadística  descriptiva, a menudo se obtienen combinaciones 
lineales de las variables óptimas. El criterio de optimalidad varía de una técnica a otra, 
dependiendo de la meta en cada caso. Aunque las combinaciones lineales pueden parecer 
demasiado simple para revelar la estructura subyacente, son utilizadas por dos razones: (1) tienen 
tratabilidad matemática (aproximaciones lineales se utilizan en toda la ciencia por la misma 
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razón) y (2) que a menudo se comportan bien en práctica. Estas funciones lineales también 
pueden ser útiles como un seguimiento de los procedimientos de inferencia. Cuando tenemos un 
resultado estadísticamente significativo una prueba   que compara varios grupos, por ejemplo, 
podemos encontrar la combinación lineal (o combinaciones) de las variables que dieron lugar al 
rechazo de la hipótesis. 
 
La inferencia multivariante es especialmente útil en la reducción de la tendencia natural del 
investigador para poder profundizar en las características de los datos. Se proporciona un control 
total de la tasa de error por experimento; es decir, no importa cuántas variables que se ponen a 
prueba al mismo tiempo, el valor de α (el nivel de significación) se mantiene en el nivel 
establecido por el investigador. 
 
9.2.1 DISTANCIA DE MAHALANOBIS14 
 
En un entorno univariante, la distancia entre dos puntos es simplemente la diferencia (o la 
diferencia absoluta) entre sus valores. Para efectos estadísticos, esta diferencia puede no ser muy 
informativa. Por ejemplo, no se quiere saber cuántos centímetros de separación de dos medios 
son, sino más bien cuántas desviaciones estándar. Por lo tanto se examinan  las distancias 
estandarizadas o estadísticos, como 
 




            






Para obtener una medida de la distancia útil en un entorno multivariante se debe tener en cuenta 
no sólo las varianzas de las variables, sino también sus covarianzas o correlaciones. El simple 
cuadrado de la distancia euclidiana entre dos vectores,    1 2 1 2y y y y  , no es útil en algunas 
situaciones porque no hay ajuste para las varianzas o covarianzas. Para una distancia estadística, 
se hace la estandarización mediante la inserción de la inversa de la Matriz de covarianza: 
 
   2 11 2 1 2        (17)d y y S y y    
 
 
Otros ejemplos son: 
 
   2 1        (18)D y S y     
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   2 1        (19)y y       
   2 11 2 1 2        (20)         
 
Estos cuadrados de las distancias entre dos vectores se propusieron por primera vez por 
Mahalanobis (1936) y se refieren a menudo como las distancias de Mahalanobis. Si una variable 
aleatoria tiene una varianza mayor que otra, se recibe relativamente menos peso en una distancia 
de Mahalanobis. Del mismo modo, dos variables altamente correlacionadas no contribuyen tanto 
como dos variables que son menos correlacionados. En esencia, pues, el uso de la inversa de la 
matriz de covarianza de una distancia de Mahalanobis tiene el efecto primero sobre la 
normalización de todas las variables a la misma varianza y segundo sobre la eliminación de las 
correlaciones. 
 
Para  demostrar lo anterior, usando la ecuación (19) se tiene: 
         
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2      (21)z z   
Donde   1 1 12 2 21 1 1( ) ( ) ( )z y y          .  Ahora, si se sabe que: 
 cov        (22)  Ay b A A  
Se puede demostrar que 
 
1cov( )          (23)z
n
 I  
 
Por lo tanto las variables transformadas 1 2 3, , ,..., pz z z z   no están correlacionadas, y cada una 
tiene varianza igual a 1n  . Si la matriz de covarianza apropiada para el vector aleatorio se utiliza 







Los siguientes resultados son importantes y dejan clara la importancia de la distancia de 
Mahalanobis. Si X  se distribuye como una distribución  ( , )pN     con 0   entonces se 
cumple que15:  
                                                 






a)    1x x     es distribuido como  2p , donde 2p denota la distribución 
Chi-cuadrado con p   grados de libertad. 
b) La distribución ( , )pN    asigna probabilidad  1   para el elipsoide solido  
    1 2: ( )px x x        donde 2 ( )p   denota el límite superior  (100 )  




9.3 MINERIA DE DATOS16  
 
La principal razón por la que la minería de datos ha atraído una gran cantidad de atención en la 
industria de la información en los últimos años se debe a la amplia disponibilidad de grandes 
cantidades de datos y la necesidad inminente para convertir esos datos en información y 
conocimiento útil. La información y los conocimientos adquiridos pueden ser utilizados para 
aplicaciones que van desde la gestión empresarial, control de producción y análisis de mercado, 
para el diseño de ingeniería y exploración de la ciencia. La minería de datos puede ser visto 
como un resultado de la evolución natural de la tecnología de la información. Un camino 
evolutivo se ha visto en la industria de la base de datos en el desarrollo de la recopilación de 
datos y la creación de bases de datos, la gestión de datos (incluido el almacenamiento y 
recuperación de datos y procesamiento de transacciones de base de datos), y el análisis y la 
comprensión de los datos (que implica almacenamiento de datos y minería de datos).  
 
La abundancia de datos, junto con la necesidad de herramientas de análisis de datos de gran 
alcance, ha sido descrita como  mucha abundancia  en datos, pero pobres en información. La 
enorme cantidad y rápido crecimiento de los datos, recogidos y almacenados en grandes y 
numerosos depósitos de datos, ha superado con creces nuestra capacidad humana para la 
comprensión sin necesidad de herramientas potentes. Como resultado, los datos recogidos en 
grandes repositorios de datos se convierten en "tumbas de datos" archivos de datos de que rara 
vez son visitadas. En consecuencia, las decisiones importantes se toman en base a menudo no en 
los datos ricos en información almacenados en los repositorios de datos, sino más bien en la 
intuición de un tomador de decisiones, simplemente porque el tomador de decisiones no tiene las 
herramientas para extraer el valioso conocimiento incrustado en las vastas cantidades de datos. 
 
 
La minería de datos implica una integración de técnicas de múltiples disciplinas como la base de 
datos y almacenamiento de datos de tecnología, estadísticas, aprendizaje automático, 
computación de alto rendimiento, reconocimiento de patrones, redes neuronales, visualización de 
datos, recuperación de información, imagen y procesamiento de señales y datos espacial o 
análisis temporal. Mediante la realización de la minería de datos, conocimientos interesantes, 
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regularidades o información de alto nivel se puede extraer de las bases de datos, es decir que se 
puede acceder a la información  desde diferentes ángulos. El conocimiento descubierto se puede 
aplicar a la toma de decisiones, control de procesos, gestión de la información y el 
procesamiento de consultas. Por lo tanto, la minería de datos se considera una de las fronteras 
más importantes de los sistemas de bases de datos y de información, y uno de los desarrollos más 
prometedores interdisciplinarios en la tecnología de la información. 
 
9.3.1 ANALISIS DE CLUSTER17 
 
El análisis de clúster también conocido como conglomerados, tiene por objeto agrupar elementos 
en grupos homogéneos en función de las similitudes o similaridades entre ellos. Normalmente se 
agrupan  las observaciones, pero el análisis de conglomerados puede también aplicarse para 
agrupar variables. Estos métodos se conocen también con el nombre de métodos de clasificación 
automática o no supervisada, o de reconocimiento de patrones sin supervisión. El análisis de 
clúster estudia tres tipos de problemas:  
 
Partición de los datos: Son datos  de los cuales se sospecha que son heterogéneos y se desea 
dividirlos en un número de grupos prefijado, de manera que: 
 
(1) cada elemento pertenezca a uno y solo uno de los grupos; 
(2) todo elemento quede clasificado; 
(3) cada grupo sea internamente homogéneo. 
 
Por ejemplo, se dispone de una base de datos de compras de clientes y se desea hacer una 
tipología de estos clientes en función de sus pautas de consumo. 
 
Construcción de jerarquías: Consiste en estructurar los elementos de un conjunto de forma 
jerárquica por su similitud. Una clasificación jerárquica implica que los datos se ordenan en 
niveles, de manera que los niveles superiores contienen a los inferiores. Este tipo de clasificación 
es muy frecuente en biología, al clasificar animales, plantas etc. Estrictamente, estos métodos no 
definen grupos, sino la estructura de asociación en cadena que pueda existir entre los elementos.  
 
Clasificación de variables. En problemas con muchas variables es interesante hacer un estudio 
exploratorio inicial para dividir las variables en grupos. Las variables pueden clasificarse en 
grupos o estructurarse en una jerarquía.   Los métodos de partición utilizan la matriz de datos, 
pero los algoritmos jerárquicos utilizan la matriz de distancias o similitudes entre elementos. 
Para agrupar variables se parte de la matriz de relación entre variables: para variables continuas 




                                                 





9.3.2 ALGORITMO K-MEDIAS18 
 
 
Suponga que se tiene  una muestra de n   elementos con p  variables. El objetivo es dividir esta 
muestra en un número de grupos prefijado, K , requiere las cuatro etapas: 
 
1. Seleccionar K   puntos como centros de los grupos iniciales así: 
 
a) asignando aleatoriamente los objetos a los grupos y tomando los centros de los grupos así 
formados. 
b) tomando como centros los K  puntos más alejados entre sí. 
c) construyendo los grupos con información a priori, o bien seleccionando los centros a 
priori. 
2. Calcular las distancia euclidiana  cada elemento a al centro de los K  grupos, y asignar cada 
elemento al grupo más próximo. La asignación se realiza secuencialmente y al introducir un 
nuevo elemento en un grupo se recalculan las coordenadas de la nueva media de grupo. 
3. Definir un criterio de optimalidad y comprobar si reasignando uno a uno cada elemento de un 
grupo a otro mejora el criterio. 
4. Si no es posible mejorar el criterio de optimalidad, terminar el proceso.  
 
 
El criterio de homogeneidad que se utiliza en el algoritmo de k-medias es la suma de cuadrados 
dentro de los grupos (SCDG) para todas las variables, que es equivalente a la suma ponderada de 
las varianzas de las variables en los grupos 
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donde ijkx  es el valor de la variable j en el elemento i  del grupo k  y  jkx  la media de esta 
variable en el grupo. El criterio de optimalidad se define como 
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donde kn  es el número de elementos del grupo k  y  2jks   es la varianza de la variable j  en 
dicho grupo. La varianza de cada variable en cada grupo es claramente una medida de la 
heterogeneidad del grupo y al minimizar las varianzas de todas las variables en los grupos 
obtendremos grupos más homogéneos. Un posible criterio alternativo de homogeneidad sería 
minimizar las distancias al cuadrado entre los centros de los grupos y los puntos que pertenecen a 
ese grupo. Si la se mide la distancia con la norma Euclídea se tendría entonces como criterio de 
optimalidad: 
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donde 2( , )d i k  es el cuadrado de la distancia Euclídea entre el elemento i  del grupo k  y su 
media de grupo. Es fácil comprobar que ambos criterios son idénticos. Como un escalar es igual 
a su traza,  se  puede escribir este criterio como  
           2
1 1 1 1
min [ ( , )] min             (27)
k kn nK K
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tr d i k tr x x x x
   
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   
 
si se nota con W   a la matriz de los cuadrados dentro de los grupos, se tiene 
     
1 1
             (28)
knK
ik k ik k
k i
x x x x
 
  W  
 se obtiene, 
 
     min ( ) min                        (29)tr SCDGW   
 
Como la traza es la suma de los elementos de la diagonal principal ambos criterios coinciden. 
Este criterio se denomina criterio de la traza, y fue propuesto por (Ward, 1963). La maximización 
de este criterio requeriría calcularlo para todas las posibles particiones, labor claramente 
imposible, salvo para valores de n muy pequeños. El algoritmo de k−medias busca la partición 
óptima con la restricción de que en cada iteración sólo se permite mover un elemento de un 
grupo a otro. El algoritmo funciona como sigue 
 
1. Partir de una asignación inicial 
2. Comprobar si moviendo algún elemento se reduce W. 
3. Si es posible reducir W mover el elemento, recalcular las medias de los dos grupos afectados 
por el cambio y volver a (2). Si no es posible reducir W terminar. 
 
El criterio de la traza tiene dos propiedades importantes. La primera es que no es invariante ante 
cambios de medida en las variables. Cuando las variables vayan en unidades distintas conviene 
estandarizarlas, para evitar que el resultado del algoritmo de k-medias dependa de cambios 
irrelevantes en la escala de medida. Cuando vayan en las mismas unidades suele ser mejor no 
estandarizar, ya que es posible que una varianza mucho mayor que el resto sea precisamente 
debido a que existen dos grupos de observaciones en esa variable, y si se estandariza se pueda 
ocultar la presencia de los grupos. 
 
En la aplicación habitual del algoritmo de k-medias hay que fijar el número de grupos K . Es 
claro que este número no puede estimarse con un criterio de homogeneidad ya que la forma de 
conseguir grupos muy homogéneos y minimizar la SCDG es hacer tantos grupos como 
observaciones, con lo que siempre SCDG=0. Se han propuesto distintos métodos para 
seleccionar el número de grupos. Un procedimiento aproximado que se utiliza bastante, aunque 





reducción de variabilidad, comparando la SCDG con K  grupos con la de 1K  , y calculando la 
reducción proporcional de variabilidad que se obtiene aumentando un grupo adicional. La prueba  
es: 
SCDG(K) - SCDG(K + 1)F =                (30)
SCDG(K + 1)/(n - K - 1)   
y compara la disminución de variabilidad al aumentar un grupo con la varianza promedio. El 
valor de F  suele compararse con una F  con  p  , (n K 1)p    grados de libertad, pero esta regla 
no está muy justificada porque los datos no tienen por qué verificar las hipótesis necesarias para 
aplicar la distribución F . Una regla empírica que da resultados razonables, sugerida por 
(Hartigan, 1975), e implantada en algunos programas informáticos, es introducir un grupo más si 
este cociente es mayor que 10. 
 
9.4   INDICE SINTETICO DE CALIDAD EDUCATIVA (ISCE)19 
 
El ISCE es un índice, calculado por el ICFES, que mide cuatro  aspectos de la calidad de la 
educación en todos los colegios del país. Al igual que otros índices de educación en América 
Latina, el ISCE  permite saber cómo esta y cuánto debe mejorar una institución educativa. El 
ISCE fue diseñado a finales de 2014 con el objetivo de entregar a la comunidad educativa un 
número fácil de interpretar por nivel educativo (Primaria, Secundaria y Media) como insumo 
para generar discusión y reflexión en la comunidad educativa con el fin de diseñar estrategias de 
mejoramiento para lograr las metas y, al final, a nivel agregado, llegar a cumplir el objetivo de 
ser el país mejor educado de América Latina en el año 2025. En el proceso de construcción se 
tuvo  en cuenta el caso de Brasil, cuyo Índice de Desenvolvimento de Educação Básica (IDEB) 
presenta resultados por nivel y no para todo el ciclo escolar. Esto obedece a dos razones: en 
primer lugar, los profesores de los colegios trabajan por niveles educativos e implementan 
estrategias pedagógicas que inciden sobre el nivel. En respuesta a eso, la utilidad de construir el 
ISCE por nivel encaja naturalmente con la dinámica de los colegios. Y, en segundo lugar, 
teniendo en cuenta que no todos los colegios del país ofrecen todos los grados, construir tres 
ISCE reconocen y permite comparar entre similares. 
9.4.1   METODOLOGIA  DEL  ISCE20 
 
El ISCE se compone de cuatro componentes: Progreso, Desempeño, Eficiencia y Ambiente 
Escolar. El nivel educativo de la Media no tiene este último componente. El ISCE está en una 
escala de 1 a 10, en donde Progreso y Desempeño pesan 40 por ciento, cada uno, y Eficiencia y 
Ambiente Escolar pesan 10 por ciento, cada uno. Para el caso de la educación Media, el 
componente Eficiencia pesa el 20 por ciento. 
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Este componente pesa 40 por ciento del ISCE; es decir que el máximo valor posible de obtener 
es 4. Progreso tiene dos partes. La primera parte consiste en el nivel de desempeño insuficiente. 
La primera parte del componente Progreso, que pesa el 75 por ciento del componente es el  
cambio porcentual de un año a otro en el porcentaje de estudiantes en el nivel de desempeño 




0.75       (31)INS INS
INS




Donde iINS  es el porcentaje de estudiantes en el nivel de desempeño insuficiente de un grado y 
área en los años 2014 y 2015. Se multiplica el cambio porcentual por 0.75 para darle el peso de 
75 por ciento y por -1 para invertir el signo. Es decir, una disminución en el porcentaje de 
estudiantes de un año a otro en el nivel de desempeño insuficiente genera un aumento en el 
componente Progreso. 
 
Para el nivel escolar Primaria hay que calcular cuatro veces la Formula (31): para el grado 
Tercero en las áreas Matemáticas y Lenguaje y para el grado Quinto en las mismas dos áreas. 
Para el nivel Secundaria son dos veces: para el grado noveno en las mismas dos áreas. Para la 
educación  Media no hay, hasta el momento, niveles de desempeño. Por lo tanto, el cálculo se 
realiza con   la Formula (31) con los quintiles de los puestos de los estudiantes.  
 
Los resultados de los estudiantes de la prueba Saber 11 incluyen un puesto del 1 al 1000 que 
hacen referencia al milil a nivel nacional en el que un estudiante quedó de acuerdo al Índice 
Global de la prueba. Esto implica que el puesto del estudiante está teniendo en cuenta todas las 
áreas evaluadas. De este modo, el Quintil 1, el más bajo, está compuesto por el porcentaje de 
estudiantes del colegio que ocuparon los últimos 200 puestos; el Quintil 2, por el porcentaje de 
estudiantes que ocuparon los puestos del 600 al 799; y así sucesivamente hasta el Quintil 5 que 
está compuesto por el porcentaje de estudiantes que ocuparon los primeros 200 puestos. Por lo 
tanto, para el caso de la educación  Media, la Formula 1 debe hacerse una sola vez con los 
quintiles de los puestos de los estudiantes. La estructura de los grados y áreas y su respectivo 





Muestra que debemos sumar cuatro resultados en Primaria, dos en Secundaria y sólo uno en la 
educación Media. 
 
                                                 








Ilustración 2. Estructura de los grados y áreas y su respectivo peso en cada nivel educativo22 
 
Otras reglas para cada grado y área de un nivel educativo: 
 
• El ISCE no resta: si un colegio tiene un aumento en el porcentaje de estudiantes en Insuficiente, 
es decir, si obtiene un número negativo en la Formula (31); éste es reemplazado por cero. 
 
• No hay estudiantes en Insuficiente: Si el porcentaje en Insuficiente es cero en ambos años, el 
colegio tiene todos los puntos de esta parte del componente. 
 
• Premio por menos de 10 por ciento de estudiantes en Insuficiente: Si el colegio tiene menos del 
10 por ciento de estudiantes en el último año en el nivel de desempeño insuficiente, el colegio 
tiene todos los puntos de esta parte del componente. 
 
La segunda parte del componente Progreso, que pesa el 25 por ciento del componente, es el 
cambio porcentual de un año a otro en el porcentaje de estudiantes en el nivel de desempeño 




                                                 













    
 
 
Donde AVANᵢ  es el porcentaje de estudiantes en el nivel de desempeño Avanzado en un grado y 
área en los años 2014 y 2015. Multiplicamos el cambio porcentual por 0.25 para darle el peso de 
25 por ciento a esta parte del componente. 
  
A diferencia de la primera parte del componente, aquí no se multiplica por -1. Es decir, un 
aumento en el porcentaje de estudiantes de un año a otro en el nivel de desempeño Avanzado 
genera un aumento en el componente Progreso.  A diferencia de la primera parte del 
componente, el denominador de la Formula 2 es 100 menos el porcentaje en el año inicial. Esto 
se debe a que de esta forma el cambio porcentual mantiene la escala en la parte positiva de los 
valores alcanzables.  Por lo tanto, la máxima calificación posible de obtener es 1. Para el caso de 
la educación  la media, en lugar de medir el nivel de desempeño Avanzado, se toma  el 





• El ISCE no resta: si un colegio tiene una disminución en el porcentaje de estudiantes en 
Avanzado, es decir, si obtiene un número negativo en la anterior ecuación; éste es reemplazado 
por cero. 
 
• Premio por 90 por ciento de estudiantes en el Quintil 5: Si un colegio tiene 90 por ciento de los 




El componente Desempeño pesa 40 por ciento del ISCE,  es decir que el máximo puntaje posible 
de obtener es 4. Desempeño se compone de los resultados de las áreas de Matemáticas y 
Lenguaje en cada nivel educativo.  Para el nivel educativo Primaria, se tienen  los grados Tercero 
y Quinto en estas dos áreas; por lo tanto, se promedian cuatro resultados. En educación  
Secundaria y Media, se promedian  los resultados de ambas áreas para los grados Noveno y 
Once, respectivamente.  La prueba Saber 3°, 5° y 9° tiene una escala de 100 a 500, por lo tanto  
para obtener el este valor se multiplica  por 4/500.  Por otro lado, Saber 11 genera puntajes para 
cada una de las áreas evaluadas en una escala de cero a cien, por lo tanto el valor en este caso se 
obtiene de multiplicar el  promedio de los puntajes obtenidos por un colegio en Matemáticas y 
Lenguaje por 4/100. 
                                                 









El componente Eficiencia pesa 10 por ciento del ISCE en los niveles educativos Primaria y 
Secundaria; es decir que el máximo puntaje posible de obtener es 1 punto del ISCE. En 
educación Media, la variable eficiencia pesa 20 por ciento, es decir tiene un valor total de 2 
puntos del ISCE. Eficiencia es la tasa de aprobación al siguiente año escolar de cada nivel 
educativo. Este indicador se refiere a los estudiantes que durante el año escolar, cumplen con los 
requisitos académicos y aspiran a ingresar al grado siguiente, como proporción de los alumnos 
matriculados durante el año lectivo.  
 




La tasa de aprobación, es la proporción entre el total de alumnos aprobados al terminar el año 
lectivo y el total de alumnos matriculados en ese año lectivo. Junto con otros indicadores de 
educación, está en el Sistema Nacional de Indicadores de Educación Preescolar, Básica y Media. 
Este componente lo entrega el Ministerio de educación Nacional al ICFES. La tasa de 
aprobación ya está en una escala de 0 a 1. Para el caso del nivel educativo Media, se multiplica  
por dos la tasa de aprobación. 
 
9.4.1.4 AMBIENTE ESCOLAR25 
 
El componente Ambiente Escolar pesa 10 por ciento del ISCE en los niveles educativos Primaria 
y Secundaria; es decir que el máximo puntaje posible de obtener es 1. El nivel educativo Media 
no tiene este componente. La información para el componente Ambiente Escolar proviene del 
cuestionario de Acciones y Actitudes Ciudadanas de la parte no cognitiva de la prueba de 
Competencias Ciudadanas que toman los estudiantes de los grados Quinto y Noveno cuando 
realizan la prueba Saber 3°, 5° y 9°. 
 
El componente Ambiente Escolar se construye basados en dos medidas de esta prueba: Ambiente 
en el Aula y Seguimiento al Aprendizaje.  Esta información está en un escala de 100 a 200 y es 
particular para Lenguaje y Matemáticas;  por lo tanto para los grados quinto y noveno, se tienen 
cuatro escalas diferentes. El puntaje se obtiene de promediar estas cuatro mediciones y dividirlo 
por 200, para obtener una escala de 0 a 1. En los reportes de Colombia Aprende publicados por 
el Ministerio de Educación Nacional aparece una calificación para cada una de las dos partes que 
componente el Ambiente Escolar. Para recuperar el resultado final de Ambiente Escolar se debe 
seguir el siguiente cálculo: 
400           (34)
200
Amb Seg    
                                                 
24 Sección tomada de: ISCE: Guía Metodológica. Boletín saber en breve. edición 5.  Pag 3. 
http://www.icfes.gov.co/estudiantes-y-padres/boletin-saber-en-breve/publication/edicion-05-boletin-saber-en-breve/5/direct 
 






En donde Amb es Ambiente en el aula y Seg es Seguimiento al Aprendizaje. El resultado anterior 
debe dividirse entre 100  para obtener  el resultado  en el reporte de Colombia Aprende. 
 
 
9.4.2  METAS DE MEJORAMIENTO MINIMO ANUAL26 
 
El ISCE viene acompañado de unas metas de mejoramiento mínimo anual (MMA) que son 
únicas para cada colegio. Los MMA dependen de dónde el colegio empezó y son más altos para 
los colegios que empezaron con ISCE más bajos. De esta manera cada colegio compite con sí 
mismo, mientras entre todos alcanzamos las metas nacionales. Los MMA son la forma de 
reconocer el contexto particular de cada establecimiento, no sólo se está pensando en qué tan alto 
o bajo es el ISCE de un colegio, sino que se quiere  reconocer el crecimiento en cada nivel 
educativo de los colegios. 
9.5  CONCEPTO DE CALIDAD DE LA EDUCACIÓN 
 
En el documento de la UNESCO,  El Concepto de Calidad de la Educación,  Según (Edwards, 
1991),  la calidad es el valor que se le atribuye a un proceso o aun producto educativo en 
términos comparativos, es decir que se compara la realidad observada, por lo tanto expresar que 
la educación es de calidad supone a su vez que no podría serlo debido a que es la comparación lo 
que permite emitir un juicio.  
  
Para poder hablar de calidad educativa es necesario establecer cuáles son las condiciones 
sociales, económicas, políticas y culturales en las cuales se enmarcan el contexto educativo de un 
país o región. Para la UNICEF  “una educación de calidad, esencial para el aprendizaje 
verdadero y el desarrollo humano, se ve influida por factores que proceden del interior y el 
exterior del aula, como la existencia de unos suministros adecuados, o la naturaleza del entorno 
doméstico del niño o niña. Además de facilitar la transmisión de conocimientos y aptitudes 
necesarios para triunfar en una profesión y romper el ciclo de pobreza, la calidad desempeña un 




Para el  Ministerio de Educación Nacional (MEN) una educación de calidad es la que aporta a  
“todos los estudiantes, independientemente de su procedencia, situación social, económica y 
cultural, cuenten con oportunidades para adquirir conocimientos, desarrollar las competencias y 
 
 
valores necesarios para vivir, convivir, ser productivos y seguir aprendiendo a lo largo de la 
                                                 
26 Sección tomada de: ISCE: Guía Metodológica. Boletín saber en breve. edición 5.  Pag 4. 
http://www.icfes.gov.co/estudiantes-y-padres/boletin-saber-en-breve/publication/edicion-05-boletin-saber-en-breve/5/direct 
 







vida” 28  lo anterior se ratifica  dentro del documento Educación de Calidad “El camino hacia la 
prosperidad” en el cual se concibe la calidad educativa desde la certeza  de que una “educación 
de calidad es aquella que forma mejores seres humanos, ciudadanos con valores éticos,  
respetuosos de lo público, que ejercen los derechos humanos, cumplen con sus  deberes y 
conviven en paz. Una educación que genera oportunidades legitimas de progreso  y prosperidad 
para ellos y para el país. Una educación competitiva, pertinente, que contribuye a cerrar brechas 
de inequidad y en la que participa toda la sociedad.”29   
 
Por lo anterior mejorar la calidad educativa ha sido una prioridad del Ministerio de Educación 
Nacional (MEN), lo cual no deja de ser una tarea ardua que debe estar como objetivo permanente 
en cada una de las administraciones de los gobiernos de turno. Para cumplir con esta  labor el 
MEN   trabaja  en el desarrollo de competencias básicas, genéricas, específicas y ciudadanas en 
los niños, niñas y jóvenes; lo cual se consolidará en el sistema nacional de evaluación de la 
calidad y se fortalecerá en el sistema de aseguramiento de la calidad. Además  ha implementado 
una serie de estrategias y acciones que permitan mejorar y fortalecer la calidad de la educación30:  
 
 Fortalecer el desarrollo de las competencias básicas, genéricas, específicas y ciudadanas 
en los niños y los jóvenes. 
 Consolidar el sistema nacional de la evaluación  de la calidad (estudiantes, docentes, 
programas e instituciones). 
 Plan nacional de formación  docente y de directivos docentes para su actualización y 
fortalecimiento de competencias. 
 Acompañar y fortalecer académicamente instituciones y estudiante con bajo logro. 
 Implementar programas para el uso del tiempo libre (jornada extendida, jornada 
complementaria).  
 Crear el sistema de aseguramiento y fomento de la calidad en prestadores de primera 
infancia, instituciones educativas de educación básica y media, instituciones y programas 
en formación para el trabajo y fortalecer el de los establecimientos privados de 
preescolar, básica y media. 
 Consolidar el sistema de aseguramiento y  fomento de la calidad en educación superior.  
   
Asimismo el Ministerio de Educación Nacional (MEN)  ha establecido dos herramientas que han 
permitido tener una medida de la calidad educativa de cada institución. La primera es el Índice 
Sintético de Calidad Educativa (ISCE)31, un instrumento que permite que maestros, rectores, 
gobiernos locales y el país puedan saber de manera muy sencilla cómo se encuentra cada 
                                                 
28 Referentes y evaluación de calidad educativa.  Ministerio de Educación Nacional (MEN). Recuperado de: 
http://www.mineducacion.gov.co/cvn/1665/articles-246512_archivo_pdf_MauricioMartinez.pdf 
  
29 Educación de Calidad “El camino hacia la prosperidad”.  Ministerio de Educación Nacional (MEN). Pag 5-6. Recuperado de:  
http://www.mineducacion.gov.co/cvn/1665/articles-237397_archivo_pdf.pdf 
 
30 Educación de Calidad “El camino hacia la prosperidad”.  Ministerio de Educación Nacional (MEN). Pag 8-9. Recuperado de:  
http://www.mineducacion.gov.co/cvn/1665/articles-237397_archivo_pdf.pdf 
 







establecimiento. Segundo, el “Día E, Día de la Excelencia Educativa”32 el cual se ha realizado en 
dos oportunidades,  por primera vez  el 25 de marzo de 2015 y  el segundo el 13 abril de 2016,  
en donde directivos docentes, profesores y representantes estudiantiles adelantaron un taller  para 
realizar  el “Acuerdo por la Excelencia” en el cual cada institución educativa  estableció las  
metas específicas de mejoramiento y rutas de acción para conseguirlas.     
 
El “Día E, Día de la Excelencia Educativa”33  cada año permitirá valorar  y medir como está el  
país, abrir  un espacio para reflexionar sobre la calidad educativa, buscar soluciones, 
empoderarnos y comprometernos con la meta para mejorar los aprendizajes de nuestros 
estudiantes.34   
 
9.6  OBSERVACIONES ATIPICAS  E INFLUYENTES35  
 
 
Intuitivamente un valor atípico es una observación extrema que se aparta bastante de los demás 
datos. Esta es una caracterización apropiada para  el caso univariado, pues allí existe un orden 
natural de los datos, con el cual se puede establecer cuando una distancia es extrema con 
respecto a un punto como la media o la mediana, entre otras. Se debe distinguir entre 
observación atípica e influyente. La segunda es una observación que tiene un alto impacto sobre 
los valores de predicción a través de los parámetros estimados, o en general sobre los 
componentes de un modelo estadístico; tal es el caso de un modelo de regresión o un modelo de 
series temporales. Un outlier, en cambio, es una observación que discrepa de lo esperado y que 
tal vez se genera desde una población no considerada. La presencia de datos multivariados 
atípicos en un conjunto de datos son más problemáticos que en el caso univariado. Uno de tales 
problemas es que estos datos pueden distorsionar no solo las medidas de localización y escala 
sino las de asociación u orientación. Un segundo problema es que es más difícil caracterizar y 
descubrir que un dato univariado atípico. Un tercer problema es que un dato multivariado por el 
hecho mismo de ser un vector conformado por varias datos univariado, la atipicidad puede 
deberse a un error extremo en alguna de sus componentes o a la ocurrencia de errores 
sistemáticos en varias (sino en todas) sus componentes. 
 
En el tratamiento de estos datos hay dos aspectos. El primero consiste en su detección o 
identificación. Para esto se dispone de una serie de herramientas gráficas y  de cálculo, con las 
cuales se puede evidenciar la presencia de estas observaciones en un conjunto de datos. El 
segundo aspecto  corresponde al tratamiento dado a las  observaciones declaradas como outliers. 
Esto implica la posible modificación de los datos o de los métodos de análisis o de 
                                                 
32 Día E, día de la excelencia Educativa. Ministerio de Educación Nacional (MEN). Recuperado de: 
http://aprende.colombiaaprende.edu.co/es/siemprediae/86400 
 
33 Decreto N° 0325: "Por el cual se establece el Día de la Excelencia Educativa en los establecimientos educativos de preescolar, 
básica y media, y se dictan otras disposiciones". Recuperado de: http://www.mineducacion.gov.co/cvn/1665/articles-
349475_pdf.pdf   
 
34 Colombia, la mejor educada  en  el 2025: Líneas estratégicas de la Política Educativa Del Ministerio De Educación Nacional. 
pág. 31. http://www.mineducacion.gov.co/1621/articles-355154_foto_portada.pdf 
35 Sección Tomada de: Estadística Multivariada: inferencia y métodos. Luis Guillermo Díaz  Monroy.  Universidad Nacional de 





modelamiento. Se procede a una revisión  de los datos, sea por su exclusión o modificación, 
cuando se descubre que los datos atípicos se deben a errores de medición, de registro o de 
concepto. 
 
9.6.1 LOS EFECTOS DE LOS DATOS ATIPICOS36 
 
Las consecuencias de una sola observación atípica pueden ser graves: distorsionar las medias y 
desviaciones típicas de las variables y destruir las relaciones existentes entre ellas. Para ilustrar 
este problema, suponga  que en una muestra multivariante de tamaño n   se introduce un valor 
atípico, ax  , donde ax  es un vector de falsas  observaciones. Sean  x   y  S   el vector de medias y 
matriz de covarianzas sin la observación ax , y cx   y  cS  a los de la muestra contaminada con 
este dato atípico, se tiene que 
                                      







x = x   
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Estas fórmulas indican que un solo dato atípico puede afectar mucho al vector de medias y a 
todas las varianzas y covarianzas entre las variables. El efecto del atípico depende de su tamaño, 
medido por su distancia euclídea al centro del resto de las observaciones, pero también de su 
posición, ya que los términos más afectados de la matriz  S  dependen de la posición del atípico 
en el espacio. En general, si el tamaño del atípico es grande, lo que supone ax - x  grande, la 
media, varianzas y covarianzas de las variables pueden estar muy distorsionadas. 
 
Para analizar con más detalle la distorsión de los coeficientes de correlación, considere el caso 
más simple de dimensión 2p    y suponga que 0x , S I , y n  un valor no muy pequeño de 
manera que, para simplificar la presentación, se toma 1n n   . Sea  1 2,a aax  y suponga  
para simplificar que 0 cx x . Llamando cijs  a los elementos de cS  y  haciendo las 
sustituciones en la ecuación (36) se tiene 
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Con lo que el coeficiente de correlación  de las dos variables será: 
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Esta expresión muestra que sí 1a  y 2a  tienen el mismo signo y son grandes con relación a n   el 
coeficiente tiende a uno, mientras que si tienen signos opuestos, el coeficiente tiende hacia  
menos uno. Por lo tanto la distorsión que produce el  dato atípico depende no sólo de su tamaño 
sino también de su posición en el espacio. La conclusión de este ejercicio es que una sola 
observación puede distorsionar arbitrariamente los coeficientes de correlación entre las variables. 
Cuando existe más de un atípico en los datos, puede producirse el efecto conocido como 



































10. DISEÑO METODOLOGICO 
10.1 TIPO DE INVESTIGACIÓN 
 
La investigación desarrollada en este trabajo de maestría será de tipo básica y aplicada. Básica en 
la medida que relaciona las variables con las que se calculó el índice sintético de calidad 
educativa (ISCE) para elegir entre ellas las entradas y salidas (inputs-outputs) para aplicar 
enfoque del análisis envolvente de datos (DEA)  e interpretar los resultados que dé él se derivan. 
Aplicada en la forma en  que la investigación propone resolver un problema, el de la detección 
de observaciones extremas en las clasificaciones que resultan de obtener la puntuación del índice 
sintético de calidad educativa (ISCE) en contraste con las obtenidas en la aplicación de análisis 
envolvente de datos y verificarlas a  través del análisis multivariado y  minería de datos. 
 
10.2  ETAPAS PARA EL DESARROLLO DEL TRABAJO 
 
Etapa 1: Recopilación de la base de datos de los Índices Sintéticos de Calidad de la Educación 
(ISCE) de las  184 Instituciones Educativas Oficiales del departamento del Huila. 
 
Etapa 2: Adecuación de la base de datos,  a partir de  las variables aportadas por el Indicé 
Sintético de Calidad Educativa (ISCE) (progreso, desempeño, eficiencia, ambiente escolar) se 
realizara la selección   de las variables que van a ser consideradas como inputs y outputs. 
 
Etapa 3: Aplicación de las metodologías  analizadas en la revisión  bibliográfica a la base de 
datos para la identificación de los casos extremos en las instituciones educativas oficiales a partir 
del Indicé Sintético de Calidad Educativa (ISCE). 
 
Etapa 4: Análisis y comparación de los resultados obtenidos bajo la metodología de Análisis 
Envolvente de Datos (DEA), Análisis Multivariados y Minería de Datos en cuanto a  la 
identificación de casos extremos. 
 
Etapa 5: Realizar la evaluación y contraste de las  clasificaciones obtenidas a partir del Índice 
Sintético de Calidad Educativa (ISCE) versus las obtenidas bajos los enfoques del Análisis 
Envolvente de Datos (DEA), Análisis Multivariados y Minería de Datos. 
 
Etapa 6: Establecer las buenas practicas operacionales que las Instituciones Educativas Oficiales 
que resulten ineficientes  bajo la metodología de  Análisis Envolvente de Datos (DEA) pueden 
emular  a partir del análisis  del tablero  de mandos. 
 











11. DESARROLLO Y RESULTADOS 
 
En esta sección se mostraran algunos desarrollos y los resultados de la implementación de las 
metodologías del Análisis Envolvente de Datos (DEA), Análisis Multivariado y Minería de 
Datos para la detección  de observaciones influyentes de las 184 Instituciones Educativas del 
departamento del Huila a las que se le reporto el Índice Sintético de Calidad Educativa (ISCE) en 
educación Secundaria para el año 2016. Como primera medida se realizara un análisis 
descriptivo de los datos, centrado en el análisis de correlación que permite  inferir la relación que 
existe entre dos o más variables aleatorias, en este caso si existe relación lineal y para esto se 
utilizara el coeficiente de correlación de Pearson.  Para la implementación de las metodologías 
de Análisis Envolvente de Datos (DEA)  utilizada en la sección  8.1.1   se escogerán las variables 
que van a ser consideradas inputs y outputs, con las variables (Progreso, Desempeño, Eficiencia, 
Ambiente) con las que se calculó el ISCE   para implementar los modelos DEA.  De la misma 
manera se implementaran la  metodologia de Análisis Multivariado y Minería de Datos 
propuestas en las secciones 8.1.2 y 8.1.3  con la base de datos para poder  analizar y contrastar 
los resultados obtenidos por los tres enfoques  en el propósito de detección de observaciones 
influyentes.  De otro modo se realizara la comparación de las clasificaciones obtenidas por las 
tres metodologías versus la que se obtiene al ordenar las puntuaciones del ISCE de mayor a 
menor para analizar si se obtienen las mismas Instituciones Educativas en los primeros lugares o 
si por lo contrario difieren unas de otras.  
 
11.1 ANALISIS DESCRIPTIVOS DE LOS DATOS 
 
La tabla 9  corresponde a la base de datos del ISCE para el nivel de secundaria   de las 184  
Instituciones Educativas del departamento del Huila  para el año 2016: 
 
N°  DMU Municipio Progreso Desempeño Eficiencia Ambiente ISCE 
1 
I.E.JESUS MARIA AGUIRRE 
CHARRY Acevedo 0.00 2.00 0.66 0.73 3.39 
2 
I.E. JOSE ACEVEDO Y 
GOMEZ Acevedo 0.41 2.32 0.81 0.74 4.28 
3 COL SAN ADOLFO Acevedo 0.00 1.95 0.87 0.76 3.59 
4 SAN ISIDRO Acevedo 0.24 2.27 0.92 0.75 4.18 
5 SAN MARCOS Acevedo 1.50 2.56 0.93 0.75 5.74 
6 LA MERCED agrado 0.28 2.28 0.68 0.77 4.01 
7 MONTESITOS agrado 0.01 2.23 0.82 0.77 3.83 
8 AGROPECUARIA DE AIPE Aipe  0.10 1.98 0.81 0.76 3.65 
9 JUAN XXIII Algeciras 1.63 2.48 0.68 0.75 5.52 
10 LA ARCADIA Algeciras 1.22 2.30 0.76 0.74 5.03 
11 EL PARAISO Algeciras 0.00 2.12 0.77 0.75 3.64 
12 LOS NEGROS Algeciras 1.97 2.55 0.88 0.74 6.14 
13 LA PERDIZ Algeciras 0.10 2.10 0.89 0.73 3.82 





15 ANTONIO BARAYA baraya 0.15 2.12 0.83 0.76 3.86 
16 
JOAQUIN GARCIA 
BORRERO baraya 0.00 2.21 0.83 0.79 3.82 
17 LA TROJA baraya 0.00 1.90 0.84 0.77 3.51 
18 EUGENIO FERRO FALLA campoalegre 0.00 2.18 0.68 0.76 3.61 
19 LA VEGA campoalegre 0.00 2.15 0.80 0.74 3.70 
20 JOSE HILARIO LOPEZ campoalegre 0.00 2.22 0.79 0.73 3.75 
21 ECOPETROL campoalegre 0.43 2.22 0.64 0.75 4.04 
22 PAULO VI Colombia 1.95 2.42 0.81 0.76 5.93 
23 SANTA ANA Colombia 0.94 2.06 0.89 0.77 4.66 
24 MARIA AUXILIADORA Elías 3.01 2.58 0.92 0.76 7.26 
25 SIMON BOLIVAR Garzón 3.00 2.61 0.78 0.72 7.12 
26 JENARO DIAZ JORDAN Garzón 0.27 2.31 0.74 0.75 4.06 
27 AGROP DEL HUILA Garzón 0.00 2.14 0.87 0.77 3.79 
28 
RAMON ALVARADO 
SANCHEZ Garzón 1.51 2.50 0.85 0.77 5.63 
29 TULIO ARBELAEZ Garzón 1.50 2.44 0.73 0.77 5.43 
30 
SAN ANTONIO DEL 
PESCADO Garzón 3.01 2.63 0.91 0.77 7.32 
31 BARRIOS UNIDOS Garzón 0.00 2.31 0.74 0.75 3.80 
32 LUIS CALIXTO LEIVA Garzón 1.91 2.36 0.74 0.72 5.73 
33 CAGUANCITO Garzón 1.50 2.53 0.87 0.76 5.66 
34 SAN GERARDO Garzón 0.01 2.29 0.85 0.74 3.89 
35 SANTA MARTA Garzón 1.50 2.50 0.70 0.77 5.47 
36 EL RECREO Garzón 1.92 2.45 0.84 0.75 5.96 
37 EL DESCANSO Garzón 0.14 1.96 0.94 0.77 3.81 
38 
ISMAEL PERDOMO 
BORRERO Gigante 0.64 2.38 0.71 0.74 4.47 
39 
ESCUELA NORMAL 
SUPERIOR Gigante 3.00 2.69 0.79 0.74 7.22 
40 
IE JOSE MIEGUEL 
MONTALVO Gigante 0.35 2.18 0.65 0.75 3.93 
41 JORGE ELIECER GAITAN Gigante 0.09 2.21 0.80 0.75 3.85 
42 JORGE VILLAMIL ORTEGA Gigante 0.00 2.20 0.86 0.75 3.81 
43 SILVANIA Gigante 0.72 2.30 0.77 0.77 4.56 
44 CACHAYA Gigante 3.00 2.56 0.81 0.78 7.15 
45 INST.EDUC.RIOLORO Gigante 0.64 2.07 0.75 0.78 4.24 
46 SOSIMO SUAREZ Gigante 0.02 2.11 0.82 0.76 3.72 
47 MARIA AUXILIADORA Guadalupe 0.00 2.24 0.82 0.74 3.81 
48 NTRA SRA DEL CARMEN Guadalupe 0.31 2.20 0.82 0.77 4.09 
49 LA BERNARDA Guadalupe 1.23 2.22 0.83 0.77 5.05 
50 
ROBERTO SUAZA 





51 MARIA AUXILIADORA Íquira 1.51 2.50 0.71 0.74 5.46 
52 KUE DSI J Íquira 0.04 1.96 0.66 0.75 3.41 
53 I.E. JOSE EUSTACIO RIVERA Isnos 0.40 2.48 0.92 0.75 4.54 
54 COL BORDONES Isnos  0.00 2.12 0.88 0.75 3.75 
55 SALEN Isnos 1.50 2.33 0.89 0.75 5.37 
56 
ELISA BORRERO DE 
PASTRANA la argentina 1.50 2.54 0.88 0.73 5.65 
57 LAS TOLDAS la argentina 0.00 2.34 0.71 0.77 3.83 
58 EL PESCADOR la argentina 3.04 2.79 0.73 0.78 7.34 
59 BETANIA la argentina 0.59 2.21 0.72 0.76 4.27 
60 EL PENSIL la argentina 0.04 2.38 0.75 0.77 3.94 
61 MARILLAC La Plata 2.12 2.47 0.99 0.75 6.33 
62 SAN SEBASTIAN La Plata 1.62 2.59 0.91 0.77 5.88 
63 INSTITUTO AGRICOLA La Plata 0.00 1.98 0.75 0.74 3.47 
64 
MISAEL PASTRANA  
BORRERO La Plata 0.09 2.24 0.89 0.75 3.98 
65 
LUIS CARLOS TRUJILLO 
POLANCO La Plata 0.00 2.20 0.83 0.75 3.78 
66 VILLA DE LOS ANDES La Plata 0.13 2.18 0.82 0.75 3.87 
67 MONSERRATE La Plata 0.94 2.24 0.78 0.74 4.71 
68 YU LUUCX PISHAU La Plata 0.59 2.03 0.87 0.77 4.26 
69 SANTA LUCIA La Plata 1.53 2.62 0.88 0.74 5.77 
70 SAN VICENTE La Plata 0.80 2.00 0.95 0.75 4.51 
71 VILLALOSADA La Plata 1.85 2.48 0.81 0.74 5.88 
72 SEGOVIANAS La Plata 0.00 1.99 0.86 0.78 3.62 
73 SAN MIGUEL La Plata 0.20 2.04 0.67 0.76 3.67 
74 BAJO CAÑADA La Plata 0.53 2.39 0.78 0.77 4.47 
75 EL SALADO La Plata 0.84 2.06 0.87 0.75 4.52 
76 GALLEGO La Plata 0.00 1.09 0.76 0.75 2.61 
77 COLEGIO LAS MERCEDES Nátaga 0.77 2.23 0.89 0.77 4.65 
78 MARIA MANDIGUAGUA Nátaga 0.00 1.72 0.97 0.74 3.43 
79 PATIO BONITO Nátaga 0.00 2.06 0.85 0.73 3.63 
80 
COLEGIO CLARETIANO 
GUSTAVO Neiva 3.01 2.95 0.81 0.75 7.52 
81 
I.E. DEPARTAMENTAL 
TIERRA DE PROMISIÓN Neiva 0.00 2.39 0.86 0.77 4.02 
82 OLIVERIO LARA BORRERO Neiva 0.00 2.37 0.68 0.74 3.79 
83 I. E. SANTA LIBRADA Neiva 0.00 2.28 1.00 0.74 4.02 
84 
IE ESCUELA NORMAL 
SUPERIOR DE NEIVA Neiva 0.01 2.46 1.00 0.74 4.21 
85 
I.E. INEM JULIAN MOTTA 
SALAS Neiva 0.01 2.48 0.99 0.74 4.21 





87 I.E.TECNICO SUPERIOR Neiva 3.00 2.58 0.74 0.75 7.06 
88 
IE ROBERTO DURAN 
ALVIRA Neiva 2.33 2.39 0.91 0.74 6.37 
89 
COL SAN MIGUEL 
ARCANGEL Neiva 3.08 1.94 1.00 0.76 7.77 
90 IPC Neiva 0.00 2.11 0.91 0.73 3.76 
91 CEINAR Neiva 0.18 2.34 0.77 0.74 4.02 
92 JOSE EUSTACIO RIVERA Neiva 0.00 2.48 0.81 0.72 4.01 
93 LUIS IGNACIO ANDRADE Neiva 0.91 2.46 0.84 0.77 4.97 
94 CENT DOC ANACONIA Neiva 1.60 2.18 0.94 0.75 5.47 
95 EL CAGUAN Neiva 0.90 2.26 0.68 0.76 4.60 
96 IE DE FORTALECILLAS Neiva 2.25 2.48 0.68 0.75 6.17 
97 I. E. AGUSTIN  CODAZZI Neiva 0.00 2.04 0.61 0.75 3.40 
98 EL LIMONAR Neiva 0.24 2.22 0.96 0.74 4.17 
99 
I E  RODRIGO LARA 
BONILLA Neiva 0.55 2.16 0.89 0.75 4.34 
100 
IE HUMBERTO TAFUR 
CHARRY Neiva 3.00 2.58 0.69 0.76 7.03 
101 ATANASIO GIRARDOT Neiva 1.50 2.44 0.89 0.72 5.55 
102 
COL BAS JUAN DE 
CABRERA Neiva 1.51 2.41 0.92 0.74 5.58 
103 
IE RICARDO BORRERO 
ALVAREZ Neiva 0.01 2.19 0.64 0.74 3.58 
104 ENRIQUE OLAYA HERRERA Neiva 0.26 2.21 0.89 0.75 4.12 
105 GUACIRCO Neiva 0.00 2.14 0.78 0.77 3.69 
106 I.E.AIPECITO Neiva 1.81 2.23 0.70 0.80 5.55 
107 IE EDUARDO SANTOS Neiva 0.00 2.29 0.67 0.76 3.72 
108 IE JAIRO MORERA LIZCANO Neiva 0.33 2.26 0.89 0.76 4.25 
109 IE CHAPINERO Neiva 0.22 2.13 0.98 0.75 4.09 
110 SAN JOSE Oporapa 0.46 2.46 0.89 0.75 4.51 
111 SAN ROQUE Oporapa 0.80 2.44 0.83 0.76 4.83 
112 EL CARMEN Oporapa 1.51 2.50 0.96 0.78 5.74 
113 
LUIS EDGAR DURAN 
RAMIREZ Paicol 1.50 2.38 0.71 0.76 5.35 
114 SAN JUAN BOSCO Palermo 0.00 2.24 0.64 0.75 3.63 
115 PROMOCIÓN SOCIAL Palermo 3.03 2.69 0.81 0.74 7.27 
116 JUNCAL Palermo 0.00 2.03 0.62 0.76 3.41 
117 OSPINA PEREZ Palermo 0.00 2.33 0.73 0.78 3.84 
118 SANTA ROSALIA Palermo 1.50 2.28 0.80 0.79 5.37 
119 NILO Palermo 0.59 2.09 0.84 0.74 4.26 
120 JOSÉ REINEL CERQUERA Palermo 0.54 2.34 0.91 0.74 4.54 
121 PALESTINA palestina 1.49 2.40 0.94 0.75 5.58 





123 ESPERANZA palestina 3.04 2.54 1.00 0.79 7.37 
124 LUIS ONOFRE ACOSTA palestina 2.27 2.26 0.83 0.73 6.08 
125 PROMOCION SOCIAL Pital 0.31 2.24 0.83 0.73 4.10 
126 NTRA. SRA. DEL SOCORRO Pital 0.61 2.17 0.87 0.75 4.40 
127 NTRA SRA DEL CARMEN Pital 0.00 1.88 0.70 0.73 3.31 
128 
IE MUNICIPAL HUMBERTO 
MUÑOZ ORDOÑEZ Pitalito 0.32 2.33 0.69 0.70 4.04 
129 IE MUNICIPAL NACIONAL Pitalito 3.00 2.89 0.92 0.75 7.56 
130 
IE MUNICIPAL NORMAL 
SUPERIOR Pitalito 0.00 2.50 0.62 0.75 3.88 
131 
IE MUNICIPAL JOSE 
EUSTASIO RIVERA Pitalito 1.81 2.50 0.73 0.76 5.80 
132 IE MUNICIPAL CRIOLLO Pitalito 0.00 2.23 0.80 0.77 3.80 
133 IE MUNICIPAL LA LAGUNA Pitalito 0.47 2.26 0.76 0.75 4.24 
134 
IE MUNICIPAL 
GUACACALLO Pitalito 0.01 2.21 0.69 0.75 3.67 
135 
I.E. MUNICIPAL LICEO SUR 
ANDINO Pitalito 3.00 2.67 0.67 0.73 7.01 
136 
IE MUNICIPAL 
MONTESSORI Pitalito 0.00 2.30 0.65 0.74 3.69 
137 IE MUNICIPAL PALMARITO Pitalito 0.32 2.27 0.74 0.78 4.11 
138 
IE MUNICIPAL VILLA 
FATIMA Pitalito 0.93 2.34 0.88 0.79 4.93 
139 IE MUNICIPAL CHILLURCO Pitalito 0.00 2.18 0.84 0.75 3.77 
140 
I.E. JORGE VILLAMIL 
CORDOVEZ Pitalito 0.00 2.02 0.81 0.79 3.61 
141 IE MUNICIPAL WINNIPEG Pitalito 2.34 2.59 0.89 0.76 6.57 
142 
I.E. MUNICIPAL DOMINGO 
SAVIO Pitalito 0.01 2.36 0.71 0.75 3.83 
143 
MISAEL PASTRANA 
BORRERO rivera 0.01 2.25 0.83 0.76 3.84 
144 
NUCLEO ESCOLAR EL 
GUADUAL rivera 1.50 2.38 0.80 0.74 5.42 
145 LA ULLOA rivera 1.73 2.42 0.83 0.75 5.72 
146 RIVERITA rivera 0.12 2.25 0.72 0.75 3.84 
147 
MISAEL PASTRANA 
BORRERO Saladoblanco 3.00 2.48 0.95 0.74 7.17 
148 LA CABAÑA Saladoblanco 0.18 2.08 0.90 0.75 3.91 
149 LAUREANO GOMEZ San Agustín 0.50 2.37 0.84 0.70 4.41 
150 ALTO DEL OBISPO San Agustín 3.03 2.54 0.99 0.70 7.25 
151 CARLOS RAMON REPIZO San Agustín 0.00 2.06 0.74 0.73 3.54 
152 OBANDO San Agustín 1.58 2.33 0.83 0.78 5.51 
153 LOS CAUCHOS San Agustín 0.83 2.30 0.89 0.76 4.78 





155 SANTA JUANA DE ARCO Santa María 0.20 2.29 0.82 0.77 4.08 
156 SAN JOAQUIN Santa María 1.52 2.46 0.85 0.75 5.58 
157 LAS JUNTAS Santa María 3.01 2.44 0.66 0.76 6.87 
158 EL CISNE Santa María 0.50 2.38 0.88 0.73 4.49 
159 SAN LORENZO suaza 1.00 2.22 0.80 0.76 4.77 
160 GUAYABAL suaza 0.40 2.29 0.88 0.75 4.32 
161 GALLARDO suaza 1.52 2.46 0.88 0.75 5.62 
162 ESTEBAN ROJAS TOVAR Tarqui 0.00 2.37 0.87 0.77 4.00 
163 EL VERGEL Tarqui 0.21 2.05 0.92 0.75 3.93 
164 SAN JUAN BOSCO Tarqui 0.01 2.37 0.79 0.78 3.95 
165 RICABRISA Tarqui 0.00 2.25 0.88 0.76 3.89 
166 LA ASUNCION Tello 0.01 2.16 0.80 0.74 3.71 
167 
NICOLAS GARCIA 
BAHAMON Tello 0.00 1.93 0.65 0.70 3.27 
168 SAN ANDRES Tello 0.00 1.95 0.94 0.77 3.66 
169 ANACLETO GARCIA Tello 1.50 2.30 0.84 0.74 5.38 
170 
MISAEL PASTRANA 
BORRERO Teruel 1.72 2.44 0.68 0.73 5.58 
171 EL ROSARIO tesalia 0.43 2.29 0.88 0.77 4.37 
172 PACARNI tesalia 1.50 2.42 0.86 0.72 5.50 
173 OTONIEL ROJAS CORREA tesalia 3.01 2.35 0.75 0.73 6.84 
174 LA GAITANA Timaná 2.07 2.39 0.78 0.75 5.99 
175 EL TEJAR Timaná 0.22 2.21 0.89 0.70 4.02 
176 NARANJAL Timaná 1.50 2.41 0.68 0.76 5.36 
177 COSANZA Timaná 1.20 2.40 0.90 0.74 5.24 
178 PANTANOS Timaná 3.03 2.62 0.71 0.75 7.11 
179 CASCAJAL Timaná 1.53 2.50 0.85 0.76 5.63 
180 GABRIEL PLAZA Villavieja 1.12 2.30 0.77 0.75 4.95 
181 SAN ALFONSO Villavieja 0.00 1.86 0.76 0.78 3.41 
182 LA VICTORIA Villavieja 0.25 1.96 0.85 0.79 3.85 
183 ANA ELISA CUENCA LARA Yaguará 0.00 2.22 0.77 0.73 3.72 
184 
AMELIA PERDOMO DE 
GARCIA Yaguará 0.00 2.06 0.00 0.76 2.82 
Tabla 9. Base de Datos  ISCE-2016-HUILA-Secundaria 
 
 
La Tabla 9 presenta los datos ordenados alfabéticamente por el nombre  del municipio al que 
pertenece  la Institución Educativa oficial.  Cabe recordar que el ISCE se estima con la suma de 










Las estadísticas descriptivas se presentan en la Tabla 10: 
 
progreso desempeño eficiencia Ambiente 
Media 0.89 Media 2.29 Media 0.81 Media 0.75 
Error típico 0.07 Error típico 0.02 Error típico 0.01 Error típico 0.00 
Mediana 0.45 Mediana 2.29 Mediana 0.82 Mediana 0.75 
Moda 0.00 Moda 2.48 Moda 0.89 Moda 0.75 
Desviación St 1.01 Desviación St 0.22 Desviación St 0.11 Desviación St 0.02 
Varianza  1.02 Varianza  0.05 Varianza  0.01 Varianza  4 E-04 
Curtosis -0.33 Curtosis 3.98 Curtosis 13.04 Curtosis 0.53 
Cof. Asimetría 0.96 Cof. Asimetría -0.68 Cof. Asimetría -2.01 Cof. Asimetría -0.19 
Rango 3.08 Rango 1.86 Rango 1.00 Rango 0.10 
Mínimo 0.00 Mínimo 1.09 Mínimo 0.00 Mínimo 0.70 
Máximo 3.08 Máximo 2.95 Máximo 1.00 Máximo 0.80 
Suma 164.03 Suma 421.69 Suma 149.00 Suma 138.45 
Cuenta 184.00 Cuenta 184.00 Cuenta 184.00 Cuenta 184.00 
Tabla 10. Resumen estadísticas descriptivas ISCE-2016-HUILA-Secundaria 
 
 
El coeficiente de correlación de Pearson: 
 
  Progreso Desempeño Eficiencia Ambiente 
Progreso 1.00       
Desempeño 0.67 1.00     
Eficiencia 0.10 0.05 1.00   
Ambiente -0.04 -0.08 0.04 1.00 
Tabla 11. Coeficiente de Correlación 
 
Matriz de varianzas y covarianzas: 
 
  Progreso Desempeño Eficiencia Ambiente 
Progreso 1.01810       
Desempeño 0.14948 0.04963     
Eficiencia 0.01081 0.00131 0.01270   
Ambiente -0.00069 -0.00033 0.00009 0.00036 











La Tabla 10 presenta el resumen de las estadísticas  descriptivas de cada variable con las cuales 
se calcula  el índice sintético de calidad educativa (ISCE). Se puede analizar para la variable 
Progreso que existen Instituciones educativa donde el valor mínimo obtenido es cero y el valor 
máximo es 3.08. Este valor mínimo se presenta en 46 Instituciones Educativas entre ellas la I.E 
Jesús  Marie Aguirre Charry del municipio de Acevedo, la I.E el Paraíso del municipio de 
Algeciras, I.E la Troja del municipio de Baraya, entre otras. Este valor de cero en progreso 
significa no obtuvo ningún progreso sino que por lo contrario tuvo un aumento en el porcentaje  
de estudiantes que se encuentran  en el desempeño insuficiente y como el ISCE no resta (al 
obtenerse un valor negativo) se le imputa el valor de cero a estas instituciones educativas para no 
afectarlas. La institución que tiene el máximo valor en la variable progreso es el Colegio San 
Miguel Arcángel de Neiva, esto demuestra que dicha I.E tuvo una disminución del porcentaje de 
estudiantes que se encuentran en el nivel de desempeño insuficiente y de ahí su notable 
calificación en la variable progreso. 
 
Para la variable Desempeño se tiene un valor mínimo de 1.09 para la I.E Gallego del municipio 
de La Plata, lo anterior implica que en esta institución el promedio que obtuvieron los estudiantes 
de grado noveno para las áreas de matemáticas y lenguaje fue muy bajo, aproximadamente 
136.25 en una escala de 0 a 500 puntos. De otro lado se tiene que el valor máximo   de 2.95 lo 
obtuvo la I.E Claretiano Gustavo Torres Parra del municipio de Neiva, lo cual implica que los 
estudiantes tuvieron un promedio en el área de matemáticas y lenguaje de 369 puntos. 
 
En la variable eficiencia se tiene un valor mínimo de cero para la I.E Amelia García del 
municipio de Yaguará, este valor se obtuvo debido a que la I.E no reporto oportunamente la tasa 
de aprobación al siguiente año escolar (para este caso tasa de aprobación del año 2015)  y por lo 
tanto se vio perjudicada debido a que no sumo a sus ISCE la variable eficiencia. El valor máximo 
1  fue obtenido por  6  Instituciones Educativas, la I.E Santa Librada de Neiva, I.E Escuela 
Normal Superior de Neiva, Colegio San Miguel Arcángel de Neiva, I.E Buenos Aires del 
municipio de Palestina, I.E Esperanza del municipio de Palestina y la I.E Puerto Quinchana del 
municipio de San Agustín. Estas I.E obtuvieron el máximo valor porque tuvieron una tasa de 
aprobación para el año 2015 del 100%. 
 
Para la variable Ambiente Escolar se obtuvo un valor mínimo de  0.70 fue obtenido por 5 
Instituciones Educativas, la I.E Humberto Muñoz Ordoñez de Pitalito, la I.E Laureano Gómez de 
San Agustín, la I.E Alto del Obispo de San Agustín, la I.E Nicolás García Bahamón de Tello y la 
I.E el Tejar de Timaná. Este resultado fue obtenido de dos componentes denominados Ambiente 
de Aula y seguimiento al aprendizaje, esta información está en una escala de 100 a 200 y  
corresponden a las áreas de matemáticas y lenguaje. Por lo tanto  en las I.E anteriores se tienen 
aspectos que mejorar por parte de los directivos docentes, administrativos y docentes para 
generar un mejor Ambiente Escolar en los estudiantes del grado noveno. De otro modo el valor 
máximo de  0.80 el cual fue obtenido por la I.E Aipecito de Neiva y la I.E Buenos aires de 
Palestina, lo anterior indica que en estas instituciones se tiene un mejor ambiente de aula y 









De las Tabla 11, 12 y Grafica 5 se  muestran los resultados del coeficiente de Correlación de 
Pearson, varianza y covarianza. Como se puede observar entre la variable Progreso y Desempeño 
existe una correlación positiva de 0.67 la cual era de esperarse porque ambas variables son 
estimadas a partir de las áreas de matemáticas y lenguaje, por lo tanto se podría esperar que ha 
valores altos de la variable progreso le correspondan valores altos de la variable Desempeño, 
cabe aclara que la información que brindan la variable Progreso es diferente a la de la variable 
desempeño, por lo tanto no se puede desestimar ninguna de la base de datos. En el caso de la  
correlación de la variable Progreso y Eficiencia   tienen una correlación positiva débil de 0.10 
por lo que  al aumentar el Progreso  podría  esperarse que la Eficiencia aumentara. Lo mismo 
ocurriría para la correlación entre la variable Desempeño y Eficiencia la cual es más baja con un 
valor de 0.05. La correlación entre las variables Ambiente escolar y Eficiencia tiene un valor de 
0.04 la cual es baja y además se entendería que un incremento en el Ambiente Escolar le 
correspondería un incremento en la eficiencia. 
 
Al analizar la Grafica 5 para el caso de las correlaciones de las variables Progreso y Ambiente, 
Desempeño y Ambiente, se puede observar que no existe un tendencia marcadas de las mismas 
por lo tanto los valores negativos obtenidos en el coeficiente de correlación para cada caso no 
aportarían información de relevancia para interpretación. Cosa que no ocurre al analizar la 
gráfica para las variables Progreso  y Desempeño la cual muestra una tendencia positiva que va 
ligada al valor 0.67 obtenido en el coeficiente de correlación de Pearson.  
 
Ahora bien como se puede analizar la varianza para la variable Progreso tiene un valor de 1.01 
esto se debe a la variabilidad de los resultados obtenidos para algunas instituciones y a que el 
rango estadístico de esta variable tiene un valor de 3.08 ya que existen 46 instituciones 
educativas con un valor de cero. Para las demás variables  tienen un valor bajo lo cual mostraría 
que la variabilidad entre los mismos no es tal alta. Sobre la covarianza de la variables progreso y 
desempeño, esta tiene un valor de 0.15 lo cual  podría inferirse como la leve dependencia entre 
las mismas y apoya lo analizado para esta caso en el coeficiente de correlación.  Para los demás 
caso de covarianza entre las variables se tienen valores muy bajos los cuales no pueden 




















11.2   ANALISIS ENVOLVENTE DE DATOS 
 
En esta sección se mostraran los desarrollos y resultados de aplicar las metodologías propuestas 
por el Análisis Envolvente de Datos (DEA) para la detección de observaciones influyentes. Estas 
metodologías fueron estudiadas en la sección 8.1.1  y  son las propuestas por los autores (Wilson, 
1995b), (Pastor et al., 1999a), (Jahanshahloo et al., 2004b), (Chen & Johnson, 2006) y (Acarlar 
et al., 2014).  
 
11.2.1 SELECCIÓN DE INPUTS Y OUTPUTS 
 
Las variables con las que se estima el Índice Sintético de Calidad Educativa (ISCE) son: 
 
 Progreso: Esta variable mide el porcentaje de estudiantes que se encuentran en el 
desempeño insuficiente de un año lectivo a otro. La meta es reducir este porcentaje 
aumentando el porcentaje de estudiantes que se encuentran en el desempeño avanzado. 
Esta variable utiliza las áreas de matemáticas y lenguaje para medir estos dos indicadores. 
 Desempeño: Esta variable se obtiene del puntaje promedio que tuvieron los estudiantes 
en las áreas de matemáticas y lenguaje. 
 Eficiencia: Esta variable se mide con la tasa de aprobación de los estudiantes al año 
lectivo siguiente.  
 Ambiente Escolar: Esta variable mide el ambiente de aula y el seguimiento al 
aprendizaje. Con  esta variable se quiere conocer cuáles son las condiciones  en el aula de 
los estudiantes. 
 




















Tabla 13.  Selección de insumos y productos ISCE-Secundaria-2016 
 
 
Por lo tanto los modelos de la metodologia del Análisis Envolvente de Datos se  tomaran como 
insumo (inputs) la variable de ambiente escolar y como productos las variables de Progreso, 
Desempeño y Eficiencia. Garantizando ambiente escolar adecuado en el aula de clase y 
seguimiento de aprendizaje  se  pueden producir un mejor progreso, desempeño y eficiencia de 






11.2.2 METODOLOGÍA (Wilson, 1995a)  
 
En el ANEXO H  se muestran todos los desarrollos concernientes a la metodologia (Wilson, 
1995b). Al calcular las puntuaciones del modelo (1) para obtener las puntuaciones IWE.  Se 
obtuvieron 8 puntuaciones IWE con valor 1, estas 8 DMUs pertenecen al conjunto eficiente  , 
las cuales son eficientes porque sus slacks son todos ceros. Entre las instituciones que son 
eficientes según la puntuación IWE están la I.E el Pescador del municipio de la Argentina, la I.E  
Claretiano Gustavo Torres Parra del municipio de Neiva,  I.E Escuela Normal Superior de Neiva, 
la I.E promoción Social de Neiva,  la I.E San Miguel Arcángel de Neiva, la I.E La Esperanza del 
municipio de Palestina, la I.E Municipal Nacional del municipio de Pitalito y la I.E Alto del 
Obispo de San Agustín.  
A continuación se calculan las puntuaciones para el modelo (2) *i  y se prosigue a calcular las 
puntuaciones para el modelo (3)  *ij  excluyendo en cada caso las DMUs eficientes para ver el 
cambio entre las puntuaciones para *i y *ij  para realizar el análisis que permite detectar cuales 
son las observaciones influyentes. Ver ANEXO H.  Los resultados obtenidos se muestran en las 
siguientes tablas: 
 
POSICION  DMU Institución Educativa Municipio 
*
jn  
1 129 Municipal Nacional Pitalito 110 
2 150 Alto Del Obispo San Agustín 109 
3 123 Esperanza Palestina 108 
4 80 Claretiano Gustavo Torres Parra Neiva 46 
5 84 Escuela Normal Superior De Neiva Neiva 20 
6 89 San Miguel Arcángel Neiva 15 
7 86 Promoción Social Neiva 14 
8 58 El Pescador La Argentina 12 
Tabla 14.  Número de DMUs afectadas al excluir las observaciones eficientes *jn  
 
POSICION  DMU Institución Educativa Municipio j  
1 150 Alto Del Obispo San Agustín 0.0211 
2 129 Municipal Nacional Pitalito 0.0150 
3 80 Claretiano Gustavo Torres Parra Neiva 0.0080 
4 58 El Pescador La Argentina 0.0036 
5 86 Promoción Social Neiva 0.0020 
6 123 Esperanza Palestina 0.0019 
7 84 Escuela Normal Superior De Neiva Neiva 0.0013 
8 89 San Miguel Arcángel Neiva 0.0008 






POSICION  DMU Institución Educativa Municipio 
*
j jn   
1 150 Alto Del Obispo San Agustín 2.2969 
2 129 Municipal Nacional Pitalito 1.6518 
3 80 Claretiano Gustavo Torres Parra Neiva 0.3671 
4 123 El Pescador La Argentina 0.2032 
5 86 Promoción Social Neiva 0.0282 
6 84 Esperanza Palestina 0.0258 
7 89 Escuela Normal Superior De Neiva Neiva 0.0119 
8 58 San Miguel Arcángel Neiva 0.0036 
Tabla 16. Medida de influencia de una DMU eficiente excluida *j jn   
 
Como se puede Observar en la Tabla 14 se tiene que la presencia de  I.E Municipal Nacional  de 
Pitalito en la muestra afecta 110 DMUs en su eficiencia, de la misma manera la  I.E Alto del 
Obispo de San Agustín afecta 109 y la I.E La Esperanza del municipio de Palestina afecta 108. 
De otro modo de la Tabla 15 se puede analizar que el cambio promedio en la eficiencia medida, 
la cual se estima con j  tiene un valor de 0.0211 para la I.E Alto del Obispo, 0.0150 para la I.E 
Municipal Nacional y 0.0080 para I.E  Claretiano Gustavo Torres, lo cual quiere decir que dichas 
instituciones educativas son las que en mayor medida influyen en la eficiencia de las otras 
DMUs  al estar presentes en la muestra. 
 
 
Ahora bien la Tabla 16 presenta la medida de influencia de las DMUs eficientes cuando están 
presentes en la muestra. Esta medida concluye que  DMUs más influyentes son la 150, 129, 80, 
123 y 86. Es decir que para el conjunto de datos del Índice Sintético de Calidad Educativa 
(ISCE) en secundaria  las Instituciones Educativas más  influyentes son Alto del Obispo con una 
medida de influencia de 2.2969, la Municipal Nacional de Pitalito con una medida de 1.6518, la 
Claretiano Gustavo Torres Parra de Neiva con una medida de 0.3671, el Pescador de Palestina 
con una medida de eficiencia 0.2032 y en el último lugar del top 5 esta Promoción Social de 
Neiva con una medida de influencia de 0.0282.  
 
En conclusión la metodologia de (Wilson, 1995b) es una excelente herramienta que hace uso del 
Análisis Envolvente de Datos para obtener una medida de influencia *j jn   que  se deriva de 
cuanto afecta la presencia de una DMU eficiente al conjunto de DMUs restantes del conjunto de 
datos. Esta metodologia permite estimar el números de DMUs afectadas 
*
jn  y el cambio 












11.2.3 METODOLOGÍA  (Pastor et al., 1999a) 
 
El ANEXO I  muestra todos los  desarrollos aplicados a la base de datos ISCE-Secundaria-2016 
para  la metodologia de  (Pastor et al., 1999a).  Al estimar el modelo (1)  de la sección 8.1.1.2 se 
obtiene 8 DMUs extremas eficientes dado que tienen una puntuación 0 1
tθ   y todos sus slacks 
son cero. Estas DMUs eficientes son las mismas que se obtuvieron para el modelo (1)  en la 
metodologia de (Wilson, 1995b). 
 
Ahora bien, se va reducir la muestra obteniendo una muestra reducida al definir el conjunto: 
  / 0.97 1,...tkS = k θ < , k = ,N  
De tal modo que se define para el conjunto de datos  0 0.03p = y 0.97= . En la siguiente etapa 
se excluye una a la vez cada DMU eficiente extrema de la muestra y se calcula rθ  del modelo 
(2) con el  objetivo de poder determinar en qué medida la jDMU  influye en la evaluación de la 
eficiencia de la 0DMU . Cabe recordar que el número de DUMs eficientes extremas 
tθ  son 8 y 
el cardinal del conjunto S  es 156.  Después de obtener rθ se halló   haciendo uso del Teorema 
2, es decir como la proporción entre tθ y rθ . 
 
Como se puede analizar en el ANEXO I,  la presencia de las DMUs 58, 80 y 84 no resultan 
afectar la eficiencia de las demás DMUs de la muestra puesto que para los tres casos se obtiene 
para cada una de las 156 DMUs que pertenecen al conjunto S  un valor 1  .   
 
La presencia de las DMUs 86 y  89 en la muestra no afecta la eficiencia de  las demás DMUs de 
la muestra. Esto se constata debido a que el valor de 86T  y 89T  es igual a cero. Note que la DMU 
123 afecta levemente la eficiencia de algunas DMUs de la muestra puesto que se obtienen 
valores de    menores a la unidad, pero dichos valores no cumplen que 0.97   por lo tanto 
dicha DMU no puede ser considera influyente y  en consecuencia tiene  un valor 123 0T  . 
 
De otro modo la presencia de las DMU 129 que corresponde a la I.E Municipal Nacional de 
Pitalito afecta la eficiencia de 13 DMUs, entre alguna de ellas se encuentra la I.E Eugenio Ferro 
Falla de Campoalegre, la I.E Genaro Díaz Jordán  de Garzón, la I.E Barrios Unidos de Garzón, la 
I.E Betania de la Argentina entre otras. La presencia de la DMU 150 que corresponde a la I.E 
Alto del Obispo de San Agustín   afecta la eficiencia de 19 DMUs, entre las cuales se tiene la I.E 
Laureano Gómez de San Agustín que pasa de tener una eficiencia  0.9331 a 1 y la I.E  el Tejar 
que pasa de tener una eficiencia de 0.8990 a 1 por lo tanto la DMU 150 afecta en una gran 
medida la eficiencia de dichas DMUs.    
 
Al realizar el análisis a partir de la prueba estadística  se tiene para la DMU 129  tienen un valor  
13T = y para la DMU 150 un valor 19T = . Para el resto de unidades extremas eficientes se 
obtiene un valor de 0T = . Para hacer  uso de la prueba de hipótesis nula de la ecuación (10)    se 







DMU T   p  -value 
58 0 1 
80 0 1 
84 0 1 
86 0 1 
89 0 1 
123 0 1 
129 13 0.00091843 
150 19 0.00000028 
Tabla 17.  Estadístico T   y p  -valor 
 









Se rechaza la hipótesis nula para valores p  menores que el nivel de significancia el cual es 0.03 
por lo tanto las únicas DMUs que la rechazan son la 129 y 150, es decir que dichas DMUs 
pueden ser consideradas  influyentes en la muestra dado que el estadístico T   resulta dar 
evidencias significativas para concluir que dichas DMUs reducen la eficiencia de algunas DMUs 
en menos del  97%.  
 
En conclusión la metodologia de (Pastor et al., 1999a)  además de ofrecer una herramienta que 
hace uso del Análisis Envolvente de Datos (DEA) para detectar observaciones influyentes, 
provee una prueba de hipótesis que a partir del estadístico T  permite para un nivel de confianza 
dado corroborar si existe suficiente evidencia estadística para establecer si una DMU es 
influyente o no, lo cual garantiza al analista un nivel de aceptación y confianza a la hora de 
examinar el conjunto de datos. 






















11.2.4 METODOLOGÍA  (Jahanshahloo et al., 2004b) 
 
Al analizar el conjunto de datos  ISCE-Secundaria-2016 con la metodologia propuesta por 
(Jahanshahloo et al., 2004b)  cuyos desarrollo se muestran en el ANEXO J, se tiene que al 
estimar las puntuaciones del modelo (1)  de la sección 8.1.1.3  se obtiene 8 DMUs eficientes 
extremas que son las mismas obtenidas al estimar el modelo (1) bajo la metodologia de (Wilson, 
1995a) y (Pastor et al., 1999a).  
 
Se prosigue a calcular los valores para el modelo reducido (2)  excluyendo las 8 DMUs  
eficientes  extremas una a la vez y seguido a esto se calcula los valores para la ecuación (4). 
Como se puede analizar para que una DMU eficiente extrema sea influyente bajo la metodologia 
de (Jahanshahloo et al., 2004b)  se tiene que 0opI   pero si por lo contrario 1opI   esto indica 
que la eficiencia de la pDMU  extrema no influye en  la eficiencia de la 0DMU . Por lo tanto la 
presencia de las  DMUs 58, 80, 84 y 86 en el conjunto de datos no resultan ser influyentes para 
las demás DMUs de la muestra, puesto que para ningún caso se obtiene 0opI  , ver ANEXO J. 
 
 
Para el caso de las DMUs 89, 123 y 129 se puede inferir que la presencia de dichas DMUs en la 
muestra no afecta la eficiencia de las otras DMUs puesto que en cada uno de los casos no se 
obtiene un valor 0opI  . Ahora bien la presencia de la DMU 150 resultan ser influyente en la 
eficiencia de 5 DMUs de la muestra debido a que se obtiene un valor 0opI   para dichas 
observaciones. Las DMU 150 influye en la eficiencia de las DMUs 25, 61, 147, 149 y 175. Es 
decir que la I.E Alto del Obispo de San Agustín influye en la eficiencia de la I.E Simón Bolívar 
de Garzón la cual pasa de tener una eficiencia de 0.9869 a  1, la I.E Marillac de La Plata que pasa 
de tener una eficiencia de 0.9926 a 1, la I.E Misael Pastrana Borrero de Saladoblanco que de 
tener una eficiencia de 0.9872 pasa a 1, la I.E Laureano Gómez de San Agustín que de tener una 
eficiencia de 0.9331 pasa 1 y finalmente la I.E el Tejar de Timaná que pasa de tener una 
eficiencia de 0.8990 pasa 1, siendo esta institución educativa la más afectada en su eficiencia por 
la presencia de la I.E Alto del Obispo de San Agustín.  
 
 
En conclusión la metodologia de (Jahanshahloo et al., 2004b) presenta una excelente herramienta 
basada en el Análisis Envolvente de Datos (DEA) de tal forma que permite identificar las 
observaciones que son influyentes en una mayor grado.  El valor  opI  mide  la distancia que hay 
entre  frontera eficiente del modelo total y reducido  en la línea-media L , es decir la pDMU  es 












11.2.5  METODOLOGÍA (Chen & Johnson, 2006) 
 
Al implementar la metodologia de (Chen & Johnson, 2006) al conjunto de datos ISCE-
Secundaria-2016  se calculan los modelos (9), (10), (11) y (12)  de la sección 8.1.1.4  donde se 
estiman las puntuaciones  Sk , Sk , \S Rk  y \S Rk  para poder estimar las ecuaciones (13), (14) y (15) 
de las cuales se obtienen  ( )ok R , ( )ik R  y  ( )o ik R  . Todos los desarrollos se muestran en el 
ANEXO K. 
 
En el análisis de los resultados podemos ver que la DMU 58 tiene como valores totales  
(58) 0.1524ok  que es la medida total para la influencia eficiente , (58) 0.0198ik   que es la 
medida total para la influencia ineficiente, con 18 DMUs afectadas por la presencia de la DMU 
58 y (58) 0.1722o ik   . La influencia promedio eficiente para la DMU 58 es de 
avg 0.008o  . La influencia promedio para ineficiente es avg 0.0198i  . Para el cambio en 
la anchura de la envolvente convexa que toma los limites externos e internos, se tiene un 
promedio de avg 0.01o i   . La DMU 58 que corresponde a la I.E El Pescador del municipio de 
la Argentina influye en limite exterior  eficiente de la I.E La Merced del Agrado con un valor de  
6 (58) 0.0042
o  , la I.E Divino Salvador de Altamira con un valor de 14 (58) 0.014o  ,  la I.E 
Obando de San Agustín con un valor  de 152 (58 .0) 0 1
o  , entre otras. De otro modo se puede 
analizar que la I.E Santa Marta del municipio de Garzón es la más afectada en su eficiencia 
debido a la influencia eficiente de la I.E el Pescador  la cual tiene un valor 35 (58) 0.316
o  . 
 
 Para la  DMU 80  se tienen como valores total para el límite exterior eficiente el valor   
(80) 0.2268ok  , (80) 0ik   que es la medida total para la influencia ineficiente, con 60 DMUs 
afectadas en su eficiencia por la presencia de la DMU 80 y (80) 0.2268o ik   . La influencia 
promedio eficiente para la DMU 80 es de avg 0.0038o  . La influencia promedio  ineficiente 
es avg 0i  . Para el cambio en la anchura de la envolvente convexa se tiene un promedio de 
avg 0.004o i   . Es decir que la I.E Claretiano Gustavo Torres Parra del municipio de Neiva 
tiene la mayor influencia eficiente en la eficiencia de la I.E Fortalecillas de Neiva con un valor 
de  96 (80) 0.0485
o  , en el caso de  la I.E José Acevedo Gómez del municipio de Acevedo con 
un valor 2 (80) 0.028
o  , la I.E La Merced del Agrado con un valor de 6 (80) 0.004o  , la I.E 
Juan XXIII de Algeciras con un valor 9 (80) 0.0277
o  , la I.E José Eustasio Rivera de Pitalito 
con un valor de 131(80) 0.0121
o  , entre otras. 
 
 





(84) 0.0326ok  , la medida total para la influencia ineficiente es de (84) 0ik  , con 20 DMUs 
afectadas por la presencia de la DMU 84 y un valor para la anchura de la envolvente convexa de  
(84) 0.0326o ik   . La influencia promedio eficiente para la DMU 84 es de avg 0.0016o  . La 
influencia promedio para ineficiente es avg 0i  . El promedio para la anchura de la envolvente 
convexa coincide con el valor de la  influencia promedio eficiente puesto que no hay una medida 
para la influencia promedio ineficiente que aporte a la anchura total de la envolvente convexa. Es 
decir que la presencia de la I.E Escuela Normal Superior de Neiva tiene la mayor influencia 
eficiente en la eficiencia de la I.E El Nilo de Palermo con un valor 119 (84) 0.0047
o  , en los 
otros casos como por ejemplo la I.E Anacleto García de Tello con un valor 169 (84) 0.0014
o  , la 
I.E Cosanza de Timaná con un valor de 177 (84) 0.0020
o  , entre otras. 
 
 
Para la DMU 129 el valor de (129) 0.2189ok   como influencia eficiente,  la medida total para 
la influencia ineficiente es de (129) 0ik  , con 31 DMUs afectadas por la presencia de la DMU 
129 y un valor para la anchura de la envolvente convexa de  (129) 0.2189o ik    debido a que no 
existe influencia ineficiente para la DMU 129. La influencia promedio eficiente para la DMU 
129 es de avg 0.007o  . La influencia promedio para ineficiente es avg 0i  . El promedio 
para la anchura de la envolvente convexa coincide con el valor de la  influencia promedio 
eficiente debido a que el límite interior de la envolvente convexa no aportar ningún valor.  Ahora 
bien la I.E Municipal Nacional influye en mayor  medida en la eficiencia de la I.E El Recreo de 
Garzón con un valor de 177 (129 0.) 0224
o  ,  en los demás casos, por ejemplo para la I.E 
Winnipeg de Pitalito con un valor de 141(129 0.) 0186
o  , entre otras. 
 
 
Para la DMU 150 el valor para el límite exterior eficiente es de  (150) 0.2880ok  ,  la medida 
total para la influencia ineficiente es de (150) 0.2064ik  , con 30 DMUs afectadas por la 
presencia de la DMU 150 y un valor para la anchura de la envolvente convexa de  
(150) 0.4944o ik   . La influencia promedio eficiente para la DMU 150 es de avg 0.01o  . La 
influencia promedio para ineficiente es avg 0.05i  . El promedio para la anchura de la 
envolvente convexa es de avg 0.02o i   . Note que para la DMU 150 existe una particularidad 
que aporta la metodologia (Chen & Johnson, 2006) y es que esta DMU  tiene influencia 
eficiente y también  influencia ineficiente de tal modo que aporta a la anchura de la envolvente 
convexa tanto por su límite exterior como por el interior. La I.E Alto del Obispo de tiene una 
influencia eficiente mayor en la eficiencia de la I.E Luis Onofre Acosta de Palestina con un valor 
de 124 (150 0.) 0565
o  y para otras instituciones educativas, como es el caso de la I.E  Cosanza de 
Timaná con un valor de 177 (150 0.) 0117
o  . Por otro lado la I.E Alto del Obispo tiene influencia 





con un valor 149 (150 0.) 1366
i  , además también influye en la eficiencia de la I.E Atanasio 
Girardot de Neiva con un valor de 101(150) 0.00545
i  , entre otras. 
El procedimiento  implementado por la metodologia de (Chen & Johnson, 2006) se realizó para 
cada una de las DMUs del conjunto de datos y al organizar los resultados  de mayor a menor para 
cada una de las medidas de influencia eficiente, ineficiente y el cambio total en la envolvente 
convexa. Además del mismo procedimiento para el promedio de cada medida de influencia, se 





Total Influencia Eficiente Total Influencia ineficiente 
Cambio en la anchura de 
la envolvente convexa 
Posición DMU 
o  DMU i  DMU o i   
1 150 0.2880 76 16.2765 76 16.2765 
2 80 0.2268 184 16.2404 184 16.2444 
3 129 0.2189 86 12.2151 86 12.2515 
4 58 0.1524 167 3.5212 167 3.5248 
5 123 0.1008 89 0.6529 89 0.6857 
6 78 0.0945 73 0.4102 150 0.4944 
7 86 0.0365 157 0.2513 173 0.4102 
8 89 0.0328 150 0.2064 157 0.2644 
9 84 0.0326 58 0.0198 80 0.2268 
10 157 0.0131 44 0.0198 129 0.2189 




De la Tabla 18  se puede analizar que para el ranking de DMUs eficientes está encabezado por la 
I.E Alto del Obispo de San Agustín,  la I.E Claretiano Gustavo Torres Parra del municipio de 
Neiva, la I.E Municipal Nacional de Pitalito, la I.E El Pescador del municipio de la Argentina y 
la I.E La Esperanza del municipio de Palestina. El ranking de DMUs ineficientes está 
conformado por la I.E Gallego del municipio de La Plata, la I.E Amelia Perdomo de García del 
municipio de Yaguará, la  I.E Promoción Social de Neiva, la I.E Nicolás García Bahamón del 
municipio de Tello y la I.E San Miguel Arcángel de Neiva. Para el ranking de DMUs del cambio 
en la anchura de la envolvente convexa coincide con el ranking de DMUs ineficientes, lo cual 
resulta del elevado valor que tienen las DMUs del ranking ineficiente que al sumar la parte de la 
medida eficiente influye el de mayor peso. Obsérvese que la DMU 150 correspondiente a la I.E 
Alto del Obispo que esta de número uno en el ranking de DMUs eficientes, pasa a ocupar el 


















Avg. Cambio en la 
anchura 
Posición DMU 
o  DMU i  DMU o i   
1 78 0.0236 86 0.1246 86 0.1201 
2 150 0.0099 76 0.1050 76 0.1050 
3 58 0.0085 184 0.1009 184 0.1009 
4 129 0.0071 150 0.0516 167 0.0458 
5 157 0.0065 167 0.0457 157 0.0294 
6 123 0.0039 157 0.0279 78 0.0236 
7 80 0.0038 58 0.0198 44 0.0198 
8 167 0.0036 44 0.0198 150 0.0165 
9 86 0.0030 89 0.0136 89 0.0132 
10 89 0.0025 173 0.0053 58 0.0096 




La Tabla 19 muestra que en el  ranking promedio de influencia eficiente están la I.E 
Mandiguagua de del Municipio de Nátaga, la I.E Alto del Obispo de San Agustín, la I.E El 
Pescador del municipio de la Argentina, la I.E Municipal Nacional de Pitalito, la I.E las Juntas 
del municipio de Santa María. Para el ranking de influencia promedio ineficiente esta  la I.E San 
Miguel Arcángel de Neiva, la I.E Gallego del municipio de La Plata, la I.E Amelia Perdomo de 
García del municipio de Yaguará, I.E Alto del Obispo de San Agustín y la I.E Nicolás García 
Bahamón del municipio de Tello. De manera similar para el ranking promedio del cambio de la 
envolvente convexa se tiene esta  la I.E San Miguel Arcángel de Neiva, la I.E Gallego del 
municipio de La Plata, la I.E Amelia Perdomo de García del municipio de Yaguará, la I.E 




En conclusión la metodología de (Chen & Johnson, 2006) provee una excelente herramienta para 
la detección no solamente de observaciones influyentes eficientes sino que también de 
observaciones ineficientes. Esta metodologia permite estudiar la influencia eficiente que tiene la 
presencia de una DMU   a través de estudiar el límite exterior de la envolvente convexa y para el 
caso de la influencia ineficiente se realiza a través del límite interior de la envolvente convexa, 
teniendo en cuenta modelos DEA orientados a las salidas.  Por lo tanto esta metodologia puede 
ser considerada la más completa en el momento de querer realizar la detección de observaciones 










11.2.6 METODOLOGÍA  (Acarlar et al., 2014) 
 
Como primera medida se implementa el modelo (1)  de la sección con la base de datos ISCE-
2016-HUILA-Secundaria  8.1.1.5  el cual es equivalente con el modelo (1) de las metodologías 
de (Wilson, 1995b) y (Pastor et al., 1999a), (Jahanshahloo et al., 2004b). Por lo tanto se obtienen 
las mismas 8 DMUs extremas eficientes debido a que sus slacks son todos ceros. 
 
Seguido a esto se  obtienen los subconjuntos de DMUs eficientes e ineficientes respectivamente 
1   y 2  y  se estiman las puntuaciones del modelo (2) y la medida de la distancia euclidiana 
planteada en  la formula (6). Todos los desarrollos se pueden observar en el ANEXO L.  
    
Como se puede analizar para las DMUs 58 ,  84 y 86 se obtiene un valor D  muy bajo   por lo 
tanto dichas DMUs no pueden ser consideradas como influyentes bajo la metodologia de 
(Acarlar et al., 2014). Ahora bien, para el caso de las DMUs 80  se tiene un valor D   más 
significativo por lo tanto dicha DMU resulta ser influyente en la eficiencia de algunas DMUs del 
conjunto de datos. Es decir que la  I.E  Claretiano Gustavo Torres Parra que corresponde a la 
DMU 80  influye en un nivel más alto en la eficiencia de la I.E Normal Superior de Pitalito con 
un valor 130 0.0003096D  , un poco más leve en la I.E Juan XIII de Algeciras y la I.E 
Fortalecillas de Neiva con un valor 0.0003046D  , en la I.E Santa Martha de Garzón con un  
valor 35 0.0002376D  , entre otras DMUs del conjunto de datos. 
 
 
Al observar los resultados que se muestran en la Tabla 58  del ANEXO L  las DMUs 89, 123 
tienen un valor D  muy bajo por lo que estas DMUs no podrían ser consideradas como 
influyentes en la eficiencia de algunas DMUs del conjunto de datos. En cambio las DMUs 129 y 
150 tienen un valor D  alto y por ende podrían ser consideradas como candidatas para ser 
influyentes. Al analizar para la DMU 129 que equivale a la I.E Municipal Nacional de Pitalito 
influye en un grado mayor en las I.E Genaro Díaz Jordán  y Barrios Unidos de Garzón con un 
valor 0.000901696D  ,  en menor medida en la  eficiencia de la I.E Riverita de Rivera con un 
valor 146 0.000863758D  , la I.E el Pensil de la Argentina con un valor 60 0.000829985D  , 
entre otras. Para la DMU 150 que corresponde a la I.E Alto del Obispo de San Agustín se puede 
analizar que influye en un nivel mayor en la eficiencia de la I.E El Tejar de Timaná con un valor 
175 0.0102D  , en un nivel menor para la I.E Atanasio Girardot de Neiva con un valor 
101 0.0051D  , la I.E Pacarní de Tesalia y Laureano Gómez de San Agustín   con un valor 














Los valores totales para la medida de influencia D  para cada una de las DMUs eficiente extrema 
de  la muestra se resume en la siguiente tabla: 
 









Tabla 20. Medida de Influencia D ISCE-HUILA-Secundaria-2016 
 
A continuación para confirmar que DMUs resultan ser eficientes bajo la metodologia de (Acarlar 
et al., 2014) se calcula el límite superior *U  modificado para dicha metodologia en la sección 
8.1.1.5  en la ecuación (14)  de donde se obtiene: 
*
0.0003118 3*(0.000444)
     0.00
3*















Ilustración 3.  Análisis Estadístico valores D 
De la Ilustración 3 podemos ver que existen 3 valores del conjunto D  que son mayores que el 
límite superior *U  por lo tanto dichas DMUs son consideradas como influyentes en la influencia 







Por lo tanto se ordenan los valores  de  D  de   mayor a menor y se compara los casos en donde 
*
pD U  obteniéndose: 
 
DMU D  influyente 
150 0.0564142 SI 
129 0.0307443 SI 
80 0.0037238 SI 
123 0.0005422 No 
86 0.0000814 No 
84 0.0000359 No 
89 0.0000234 No 
58 0.0000017 No 
Tabla 21. DMUs influyentes bajo la metodologia de (Acarlar et al., 2014) 
 
Por lo tanto al calcular el límite superior * 0.0016U   y comparar *pD U   podemos concluir 
que las DMUs que resultan ser influyente en la eficiencia de otras DMUs del conjunto de dato en 
mayor medida son la I.E Alto del Obispo de San Agustín con un valor total 0.0564142D   
influyendo en la eficiencia de 105 instituciones educativas, la I.E Municipal Nacional con un 
valor total 0.0307443D  influyendo  en  la eficiencia de  110 instituciones educativas y la  I.E  
Claretiano Gustavo Torres Parra con un valor total  0.0037238D   que influye en la eficiencia 
de 44 instituciones educativas. 
 
 
En conclusión la metodologia  de (Acarlar et al., 2014) ofrece estimar una medida de influencia 
D  que permite establecer además de cuáles son las DMUs eficientes que influyen en otras 
DMUs también determinar  aquellas que son influidas.   Esta metodologia también permite 
establecer un límite superior *U  que al contrastar en  donde ocurre *pD U  permite corroborar 
y ratificar las DMUs que resultan ser influyentes. Este límite superior  puede ser establecido por 
el analista de la forma en que lo propone la metodologia inicialmente, como U , donde este 
límite es un valor muy alto por ende solo detectara aquellos valores  D   que tengan un valor alto. 
O lo puede realizar usando la modificación propuesta a la metodologia original, estimando el 
límite superior  como *U ,  escoger el este valor para el límite superior dependerá estrictamente 















11.2.7 ANÁLISIS DE EFICIENCIA 
 
En el  ANEXO M  se puede analizar los valores obtenidos para la   Eficiencia técnica global 
(ETG)      que se determina como 1 z  , siendo z  el valor de la función objetivo para el modelo 
CCR  (escala de retornos constantes) orientado a las salidas. Se tienen  3 DMUs eficientes   
debido  al valor 1   y  sus slacks son todos  cero. Como se puede observar las instituciones 
educativas que ocupan el primer lugar en el ranking de la Eficiencia Técnica Global son  la I.E  
Claretiano Gustavo Torres Parra del municipio de Neiva, la I.E Municipal Nacional del 
municipio de Pitalito y  la I.E Alto del Obispo de San Agustín. El segundo lugar es ocupado por 
la I.E Promoción Social de Neiva, el tercer lugar por la I.E Simón Bolívar de Garzón, el cuarto 
lugar por la I.E  Liceo Sur Andino de Pitalito y el quinto lugar por I.E Promoción Social de 
Palermo. La I.E San Alfonso de Villavieja  se encuentra en el último lugar del ranking, ocupando 
la posición 171  con un valor para la eficiencia técnica global de 68.89%. 
 
 
En el ANEXO N se encuentran los resultados obtenidos para el modelo de BCC orientado a las 
salidas ( escala de retorno variable)  con el cual se estima la Eficiencia Técnica Pura (ETP), para 
este caso se tiene que 8 DMUs que  alcanzaron la eficiencia extrema, es decir 1   y todos sus 
slacks con valor cero. Por lo tanto  las instituciones  que se encuentran en el primer lugar del 
ranking son la I.E el Pescador del municipio de la Argentina, la I.E  Claretiano Gustavo Torres 
Parra del municipio de Neiva,  I.E Escuela Normal Superior de Neiva, la I.E promoción Social 
de Neiva,  la I.E San Miguel Arcángel de Neiva, la I.E La Esperanza del municipio de Palestina, 
la I.E Municipal Nacional del municipio de Pitalito y la I.E Alto del Obispo de San Agustín. En 
el segundo lugar del ranking se obtienen 3 DMUs con eficiencia débil, es decir que aunque su 
valor 1   no todos sus slacks son cero por lo tanto no son BCC eficientes, estas instituciones 
son la I.E Santa Librada de Neiva,  la I.E Buenos Aires de Palestina y la I.E Puerto Quinchana de 
San Agustín. En el último lugar del ranking, ocupando la posición 164, se encuentra la I.E Juncal 





Intervalo Eficiencia  BCC  (%) if   ih  iF   iH  
1 69.82 73.17 7 3.80 7 3.80 
2 73.17 76.53 10 5.43 17 9.24 
3 76.53 79.88 11 5.98 28 15.22 
4 79.88 83.23 28 15.22 56 30.43 
5 83.23 86.59 33 17.93 89 48.37 
6 86.59 89.94 33 17.93 122 66.30 
7 89.94 93.29 19 10.33 141 76.63 
8 93.29 96.65 13 7.07 154 83.70 
9 96.65 100 30 16.30 184 100 







Grafica 6.  Histograma de Frecuencias BCC-O 
 
De la Tabla 22 y la Grafica 6  que 28 Instituciones Educativas tienen una eficiencia entre el 
69.82% y el 79.88%, 94 Instituciones Educativas tienen una eficiencia entre el  79.88% y 
89.94%, 62 Instituciones Educativas tienen una eficiencia entre el 89.94% y el 100%. También 
podemos inferir que existen 17 Instituciones Educativas con una eficiencia relativamente baja 
comprendida entre 69.82% y 76.53% las cuales representan el 9.24% del total de las 
instituciones. De otro lado hay 30 instituciones con una eficiencia mayor a 96.65% las cuales 
representan el 23.36% del total de las instituciones educativas. Por lo tanto en el departamento 
del Huila se debe realizar un análisis en las 28 Instituciones Educativas que se encuentran en los 
3 primeros intervalos de eficiencia respecto a los factores que inciden directamente en las 
variables (Desempeño, Progreso, Eficiencia y Ambiente) con las que se calcula el Índice 
Sintético de Calidad Educativa (ISCE).  Entre las más críticas se encuentran la  I.E  El Juncal de 
Palermo con una eficiencia técnica pura de 69.82%,  la I.E Amelia Perdomo de García de 
Yaguará  con 69.83% , la I.E Agustín Codazzi de Neiva con  69.95%, entre otras. 
 
En el ANEXO O  se tiene las Instituciones Educativas que hacen parte del conjunto de 
referencia, es decir son aquellas DMUs eficientes que participan en la descripción de la 
eficiencia de las otras DMUs del conjunto de datos que resultan ser ineficientes. Es así como la 
I.E EL Juncal de Palermo tienen como referencia las  DMUs  80 y 129, las cuales corresponden a 
la   I.E  Claretiano Gustavo Torres Parra del municipio de Neiva y  la I.E Municipal Nacional del 
municipio de Pitalito, de ahí que  la I.E El Juncal  se encuentra cerca de estas dos Instituciones 
que están en la frontera de eficiencia de escala de retornos variables (VRS) y por lo tanto dicha 
Institución Educativa debe proponerse emular las buenas prácticas  de sus DMUs de referencia 
para alcanzar la frontera de eficiencia. Para el caso de la I.E Amelia Perdomo García de Yaguará 
las DMU que sirve como referencia son I.E  Claretiano Gustavo Torres Parra del municipio de 
Neiva, por lo tanto para que dicha institución alcance la frontera de eficiencia debe emular las  
buenas prácticas de  esta Institución Educativa. De la misma manera se puede analizar el caso de 
la I.E Nicolás Perdomo Bahamón  la cual  debe emular las buenas prácticas de   la I.E Municipal 
Nacional que es el municipio que le sirve como referencia para que pueda alcanzar la frontera de 


























Grafica 7.  Frecuencias de Referencias Instituciones Educativas 
 
La Grafica 7 muestra  el número  de veces que una Institución Educativa ha servido como 
referencia para las demás teniendo en el primer lugar la I.E la Esperanza del municipio de 
Palestina con 117 veces, la I.E Municipal Nacional de Pitalito con 109 veces y la I.E Alto del 
Obispo de San Agustín con 104 veces.  
 
El ANEXO P  muestra las contribuciones porcentuales de la entrada y las salidas a la eficiencia 
técnica pura de cada Institución Educativa. En el caso de la I.E  Otoniel Rojas Correa del 
municipio de Tesalia se tiene que la variable  de entrada  Ambiente Escolar tiene una 
contribución porcentual del 27.67%  para el cálculo de su ETP y la variable de salida Progreso 
una contribución porcentual del 33.14%  de su ETP, para las demás salidas, en este caso, las 
variables Eficiencia y desempeño, se tiene una contribución del 0%  y  0.33% respectivamente.   
 
El ANEXO Q  muestra las mejoras potenciales que las DMUs que no son eficientes pueden 
hacer en su entrada y salidas para alcanzar la frontera de eficiencia a retornos a escalas variables 
(VRS).  Esta información puede ser de suma importancia para el Ministerio de Educación 
Nacional (MEN) y la Secretaria de Educación del departamento del Huila debido a que aporta 
información relevante que complementa El ISCE en lo que concierne a las metas de 
mejoramiento mínimo anual (MMA) de las que habla la sección 9.4.2. De tal modo que para la 
I.E Nicolás Perdomo Bahamón debe mantener su entrada de Ambiente Escolar en 0.79  pero 
debe incrementar sus salidas de tal forma que  la variable Progreso debe aumentar un 1116%, 
pasando de un valor de 0.25 a 3.04, la variable Desempeño debe incrementarse en un 29.59%, 
pasando de un valor de 1.96  a 2.54, la variable Eficiencia debe aumentar en un 17.65% pasando 
de un valor de 0.85 a 1. Para  la I.E  Jesús María Aguirre Charry esta debe mantener su entrada 
en 0.75 pero debe incrementar sus salidas de modo que para la variable Progreso esta debe 
incrementarse en un 168.64%  pasando de 1.12 a 3.01, la variable Desempeño debe aumentar su 
valor en un 21.90% pasando de un valor 2.3 a 2.8, la variable Eficiencia debe incrementarse en 
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De la tabla del ANEXO R  se pueden analizar lo valores obtenidos para la Eficiencia de Escala 
(EE). Se obtiene 13 DMUs eficientes las cuales tienen el tamaño de escala más productiva 
(MPSS) y por lo tanto ocupan el primer puesto del ranking,   entre estas tenemos, la I.E Juan XIII 
de Algeciras,  la I.E Ecopetrol de Campoalegre, la I.E José Miguel Montalvo de Gigante,  la I.E  
Claretiano Gustavo Torres Parra de Neiva, la I.E Fortalecillas de Neiva, entre otras. En el último 
lugar del ranking, ubicada en el puesto 166, se tiene la I.E Buenos Aires de Palestina con una 
Eficiencia de Escala del 88.38% .  
 
Para el caso de la I.E Jorge Villamil Cordovez se tiene una Eficiencia de Escala del  89.50%  y 
sabiendo que: 
 
Eficiencia Técnica Global (ETG)=Eficiencia Técnica Pura (ETP) x Eficiencia de Escala (EE) 
 
Se tiene 
0.7250 0.8100 0.8950   
 
Por lo tanto el valor 72.50% de  ineficiencia Técnica Global de  la I.E Jorge Villamil Cordovez 
se explica por una operación ineficiente técnica pura del 81%  y un 89.50%  de  condiciones de 
escala no favorables y  si se analiza ANEXO S dicha Institución Educativa esta en retornos a  
escala DRS (Retornos decrecientes a escala), por lo tanto al variar los niveles de la variable de 
entrada Ambiente Escolar en una cantidad determinada, la cantidad obtenida en las  variables de 
salidas (Progreso, Desempeño y Eficiencia) varia en una proporción menor. De otro modo la I.E 
Alto del Obispo de San Agustín esta en retornos a escala  CSR (retornos constantes a escala)  por 
lo tanto se encuentra en el tamaño de escala  más productivo (MPSS), esto significa que  al variar 
la cantidad de  los niveles de  la variable de entrada Ambiente escolar en cierto porcentaje, la 
cantidad de los  niveles de las variables de salida (Progreso, Desempeño y Eficiencia) varían en 
el mismo porcentaje. Para la I.E Normal Superior de Pitalito esta en retornos a escala IRS 
(retornos crecientes a escala) lo cual implica que al variar la cantidad de  los niveles de la entrada  
Ambiente Escolar en una determinada proporción se obtendrá que la cantidad de los niveles de 
salida (Progreso, Desempeño y eficiencia) varían en una proporción mayor. 
 
 
En conclusión se tiene que el Análisis de Eficiencia que tiene  el  Análisis Envolvente de Datos 
(DEA) ofrece una excelente herramienta para comparar unidades tomadoras de decisiones 
(DMU)  lo cual permite establecer la buenas prácticas de operación  que una DMU ineficiente 
puede emular de la DMUs eficientes que sirven como conjunto de referencia para estimar la 
eficiencia de dicha unidad. Estos análisis son obtenidos a partir del conjunto de referencia i  y 
las proyecciones de las entradas y salidas  que cada DMU debe hacer si quiere alcanzar la 
frontera de eficiencia. De otro modo se pueden obtener rankings de las distintas medidas de 
eficiencia como la eficiencia técnica Global (ETG), la eficiencia técnica pura (ETP) y la 
eficiencia de escala (EE) los cuales permite establecer que DMUs lo están haciendo mejor 







11.3 ANALISIS MULTIVARIADO 
11.3.1 METODOLOGÍA  (Filzmoser, 2004) 
 
La metodología fue implementada a través de programa estadístico R  (R Core Team, 2016) 
haciendo uso del paquete “Mvoutlier”  que implementa la metodologia propuesta en la sección 
8.1.2.1  de la cual se obtienen los  resultados que muestra el ANEXO T.  
 
El  ANEXO T  permite observar la clasificación que resulta de aplicar la metodologia al 
conjunto de datos.  Los datos que resultan ser atípicos son el 5, 9, 12, 14, 22, 24, 25, 28, 29, 30, 
32, 33, 35, 36, 39, 44, etc. Que corresponden a la I.E San Marcos de Acevedo, la I.E Juan XIII de 
Algeciras, la I.E, la I.E los Negros de Algeciras, la I.E Divino Salvador de Altamira, la I.E Paulo 
VI de Colombia, la I.E María Auxiliadora de Elías, la I.E Simón Bolívar de Garzón, entre otras.  
Estas son obtenidas a partir del punto crítico (cut-off) con valor 11.94764   que corresponde al 
cuadrado de la distancia robusta de Mahalanobis  para la  observación 161, que corresponde a la 
I.E Gallardo de Suaza, ordenando de mayor a menor las raíces cuadradas de las distancias 
robustas de Mahalanobis se obtiene que   los datos con mayor distancia robusta de Mahalanobis 
( 2iRD ) son 86, 89, 150, 135, 80, 58, 173, 157, 25 y 178. 
Posición Dato 
2
iRD  iRD   Tipo  
1 86 63.47 31.74 Outlier 
2 89 63.46 31.73 Outlier 
3 150 62.10 31.05 Outlier 
4 135 59.89 29.94 Outlier 
5 80 59.45 29.72 Outlier 
6 58 59.31 29.66 Outlier 
7 173 58.41 29.21 Outlier 
8 157 58.19 29.09 Outlier 
9 25 58.11 29.05 Outlier 
10 178 57.84 28.92 Outlier 
Tabla 23.  Ranking de observaciones influyentes metodología (Filzmoser, 2004) 
 
De la Tabla 23  se puede concluir que bajo la metodologia de   (Filzmoser, 2004) las 
Instituciones Educativas que podrían ser consideradas como influyentes son la I.E Promoción 
Social de Neiva, la I.E San Miguel Arcángel de Neiva, la I.E Alto del Obispo de San Agustín, la 
I.E Municipal Liceo Sur Andino de Pitalito,  la I.E  Claretiano Gustavo Torres Parra de Neiva, la 
I.E El Pescador de la Argentina, la I.E Otoniel Rojas Correa de Tesalia, la I.E la Juntas de Santa 
María, la I.E  Simón Bolívar de Garzón y la I.E Pantanos de Timaná. 
 
En conclusión al hacer uso  del análisis multivariado a partir de la metodología propuesta  por 
(Filzmoser, 2004)   se obtiene  una nueva alternativa para detectar observaciones atípicas a través 
del cálculo de estimadores robustos como el mínimo determinante de la covarianza (MCD) y el 
cálculo a partir de este estimador de la distancia robusta de Mahalanobis iRD .   Lo cual permite 
a través de la estimación de un punto de corte que clasifica el conjunto de datos en datos atípicos 





11.4 MINERIA DE DATOS 
11.4.1 METODOLOGÍA  (Chawla & Gionis, 2013) 
Para implementar la metodologia de (Chawla & Gionis, 2013) a la base de datos se procede a 
aplicar  un análisis para determinar el número de agrupaciones (clúster)  optimas en las cuales se 
podían agrupar los datos para esto se usa el paquete  “NbClust”  (Charrad, Ghazzali, Boiteau, & 
Niknafs, 2014) del programa estadístico R (R Core Team, 2016)  el cual proporciona diferentes 
métodos para determinar el mejor número de agrupaciones para un conjunto de datos. Los 
resultados y desarrollos del algoritmo puede observarse el en ANEXO S.  
 
Por lo tanto en número de clúster óptimos es 3 y La metodología  de (Chawla & Gionis, 2013, p.) 
fue implementada a través de programa estadístico R (R Core Team, 2016) haciendo uso del 
paquete “kmodR” (Howe, 2015). En este paquete estadístico se utilizó la función “kmod” que 
implementa el algoritmo K-means--  propuesto en este artículo. Todos los procesos del algoritmo 
son mostrados en el ANEXO S. 
 
Al aplicar la metodologia se obtiene  como candidatas a observaciones atípicas o influyentes: 
Posición Dato 
2 ( , )d x c  clúster 
1 89 1.4899 3 
2 80 1.2685 3 
3 58 1.2094 3 
4 129 1.2041 3 
5 76 1.1868 1 
6 86 1.1803 3 
7 123 1.1356 3 
8 115 1.1252 3 
9 150 1.1124 3 
10 178 1.1101 3 
Tabla 24. Ranking de observaciones influyentes metodología (Chawla & Gionis, 2013) 
 
Como se puede analizar las observaciones que podrían ser consideradas como atípicas del 
conjunto de datos son 89, 80, 58, 129, 76, 86, 123, 115, 150, 178. Es decir que las instituciones 
Educativas que pueden ser consideradas como influyentes bajo la metodologia de (Chawla & 
Gionis, 2013)   están la I.E San Miguel Arcángel de Neiva, la I.E  Claretiano Gustavo Torres 
Parra del municipio de Neiva,   la I.E el Pescador del municipio de la Argentina, la I.E Municipal 
Nacional del municipio de Pitalito , la I.E Gallego de la Plata, la I.E promoción Social de Neiva,  
la I.E La Esperanza del municipio de Palestina , la I.E promoción Social de Palermo, la I.E Alto 
del Obispo de San Agustín y la I.E Pantanos de Timaná.  
 
La metodologia de (Chawla & Gionis, 2013) propone  un enfoque unificado de minería de datos 
que permite de manera simultánea  encontrar la mejor agrupación (clúster) del conjunto de datos 
y poder realizar la detección de observaciones atípicas a partir del mismo. Haciendo uso de la 
distancia Euclidiana se puede establecer una medida de cada observación a su respectivo 
centroide indicando para valores extremos que observaciones pueden ser consideradas a ser 





11.5 CONTRASTE DE LAS METODOLOGIAS 
11.5.1 ANÁLISIS CLASIFICACIONES ISCE 
 
Para realizar el contraste de los resultados obtenidos bajo las metodologías usadas en los 
enfoques del Análisis Envolvente de Datos (DEA), Análisis Multivariado y Minería de Datos. Se 
mostrara las clasificaciones que resultan de ordenar de mayor a menor los resultados del Índice 
Sintético de Calidad Educativa (ISCE) para las 184 instituciones educativas del departamento del 
Huila en el nivel de secundaria para los 20 primeros y últimos lugares del ranking así: 
 
Ranking Pos. DMU Municipio PROGRESO DESEMPEÑO EFICIENCIA AMBIENTE ISCE 
1 89 COL SAN MIGUEL ARCANGEL Neiva 3.08 1.94 1.00 0.76 7.77 
2 129 IE MUNICIPAL NACIONAL Pitalito 3.00 2.89 0.92 0.75 7.56 
3 80 
COLEGIO CLARETIANO 
GUSTAVO Neiva 3.01 2.95 0.81 0.75 7.52 
4 123 ESPERANZA Palestina 3.04 2.54 1.00 0.79 7.37 
5 58 EL PESCADOR La Argentina 3.04 2.79 0.73 0.78 7.34 
6 30 SAN ANTONIO DEL PESCADO Garzón 3.01 2.63 0.91 0.77 7.32 
7 115 PROMOCIÓN SOCIAL Palermo 3.03 2.69 0.81 0.74 7.27 
8 24 MARIA AUXILIADORA Elías 3.01 2.58 0.92 0.76 7.26 
9 150 ALTO DEL OBISPO San Agustín 3.03 2.54 0.99 0.70 7.25 
10 39 ESCUELA NORMAL SUPERIOR gigante 3.00 2.69 0.79 0.74 7.22 
11 14 DIVINO SALVADOR Altamira 3.00 2.62 0.80 0.78 7.20 
12 147 MISAEL PASTRANA BORRERO Saladoblanco 3.00 2.48 0.95 0.74 7.17 
13 44 CACHAYA Gigante 3.00 2.56 0.81 0.78 7.15 
14 25 SIMON BOLIVAR Garzón 3.00 2.61 0.78 0.72 7.12 
15 178 PANTANOS Timaná 3.03 2.62 0.71 0.75 7.11 
16 86 I.E.PROMOCION SOCIAL Neiva 3.05 2.66 0.66 0.72 7.09 
17 87 I.E.TECNICO SUPERIOR Neiva 3.00 2.58 0.74 0.75 7.06 
18 100 
IE HUMBERTO TAFUR 
CHARRY Neiva 3.00 2.58 0.69 0.76 7.03 
19 135 
I.E. MUNICIPAL LICEO SUR 
ANDINO Pitalito 3.00 2.67 0.67 0.73 7.01 
20 157 LAS JUNTAS Santa María 3.01 2.44 0.66 0.76 6.87 
Tabla 25. Rankings Mejores 20 Instituciones Educativas según ISCE-2016-HUILA-SECUNDARIA 
 
De la tabla anterior se puede analizar que  entre las instituciones con mejor ISCE para el año 
2016 están la I.E San Miguel Arcángel de Neiva,  la I.E Municipal Nacional de Pitalito, la I.E  
Claretiano Gustavo Torres Parra de Neiva, la I.E la Esperanza de Palestina, la I.E El Pescador de 
la Argentina, entre otras. Estas instituciones educativas se caracterizan por tener los mejores 
desempeños en las variables Progreso, Desempeño, Eficiencia  y Ambiente Escolar. Pero pueden 







Ahora bien para el caso de las 20  últimas posiciones del ranking se tiene: 
 
 
Ranking Pos. DMU Municipio PROGRESO DESEMPEÑO EFICIENCIA AMBIENTE ISCE 
1 76 GALLEGO la plata 0.00 1.09 0.76 0.75 2.61 
2 184 
AMELIA PERDOMO DE 
GARCIA Yaguará 0.00 2.06 0.00 0.76 2.82 
3 167 
NICOLAS GARCIA 
BAHAMON Tello 0.00 1.93 0.65 0.70 3.27 
4 127 NTRA SRA DEL CARMEN Pital 0.00 1.88 0.70 0.73 3.31 
5 1 
I.E.JESUS MARIA 
AGUIRRE CHARRY Acevedo 0.00 2.00 0.66 0.73 3.39 
6 97 I. E. AGUSTIN  CODAZZI Neiva 0.00 2.04 0.61 0.75 3.40 
7 52 KUE DSI J Íquira 0.04 1.96 0.66 0.75 3.41 
8 116 JUNCAL Palermo 0.00 2.03 0.62 0.76 3.41 
9 181 SAN ALFONSO Villavieja 0.00 1.86 0.76 0.78 3.41 
10 78 MARIA MANDIGUAGUA Natagá 0.00 1.72 0.97 0.74 3.43 
11 63 INSTITUTO AGRICOLA La Plata 0.00 1.98 0.75 0.74 3.47 
12 17 LA TROJA Baraya 0.00 1.90 0.84 0.77 3.51 
13 151 
CARLOS RAMON 
REPIZO San Agustín 0.00 2.06 0.74 0.73 3.54 
14 103 
IE RICARDO BORRERO 
ALVAREZ Neiva 0.01 2.19 0.64 0.74 3.58 
15 3 COL SAN ADOLFO Acevedo 0.00 1.95 0.87 0.76 3.59 
16 18 EUGENIO FERRO FALLA campoalegre 0.00 2.18 0.68 0.76 3.61 
17 140 
I.E. JORGE VILLAMIL 
CORDOVEZ Pitalito 0.00 2.02 0.81 0.79 3.61 
18 72 SEGOVIANAS la plata 0.00 1.99 0.86 0.78 3.62 
19 79 PATIO BONITO Natagá 0.00 2.06 0.85 0.73 3.63 
20 114 SAN JUAN BOSCO Palermo 0.00 2.24 0.64 0.75 3.63 
Tabla 26. Ranking ultimas 20 Instituciones Educativas según ISCE-2016-HUILA-SECUNDARIA 
 
Para los últimos lugares del ranking según el ISCE se tienen  a la I.E Gallego de la Plata, la I.E 
Amelia Perdomo de García de Yaguará, la I.E Nicolás García de Bahamón de Tello, la I.E 
Nuestra Señora del Carmen del Pital, I.E Jesús María Aguirre Charry de Acevedo, entre otras. 
Como se puede analizar en la Tabla 26 la variable en la que peor desempeño tienen estas 
instituciones es la de Progreso, por lo tanto dichas instituciones educativas no lograron reducir el 
porcentaje de estudiantes en el desempeño insuficiente para las materias de matemáticas y 
lenguaje del año 2015, además el porcentaje de estudiantes en el desempeño alto para estas 
mismas materias es pequeño. Además como en el caso de la I.E   Amelia Perdomo de García de 
Yaguará se pueden omitir el reporte de la información como la de alumnos matriculados y 
aprobados para el año 2015 que es la información con la que se estima la variable Eficiencia, por 







 Estas instituciones deben plantearse seriamente metas de mejoramientos mínima  anual que 
estén encaminadas a superar las dificultades y por ende tener mejores resultados en las variables 
con las que se estima el ISCE. 
 
11.5.2  CONTRASTE  METODOLOGIAS ANALIZADAS  
 
 
   






et al., 1999a) 
(Jahanshahloo 
et al., 2004b) 
(Chen & Johnson, 
2006) 
(Acarlar 
et al., 2014) 
posición DMU 
*
j jn    DMU jT   DMU # influidas DMU o   DMU D   
1 150 2.2969 150 19 150 5 150 0.2880 150 0.056 
2 129 1.6518 129 13 
  
80 0.2268 129 0.031 
3 80 0.3671 
    
129 0.2189 80 0.004 
4 123 0.2032 
    
58 0.1524 
  5 86 0.0282 
    
123 0.1008 
  6 84 0.0258 
    
78 0.0945 
  7 89 0.0119 
    
86 0.0365 
  8 58 0.0036 
    
89 0.0328 
  9 
      
84 0.0326 
  10 
      
157 0.0131 





MULTIVARIADO  MINERIA DE DATOS 
 
(Filzmoser, 2004)   (Chawla & Gionis, 2013) 
 posición Dato iRD   Dato 2 ( , )d x c  
1 86 31.74 89 1.4899 
2 89 31.73 80 1.2685 
3 150 31.05 58 1.2094 
4 135 29.94 129 1.2041 
5 80 29.72 76 1.1868 
6 58 29.66 86 1.1803 
7 173 29.21 123 1.1356 
8 157 29.09 115 1.1252 
9 25 29.05 150 1.1124 
10 178 28.92 178 1.1101 








Como se puede analizar de la Tabla 27  las DMUs  que se encuentran en los 5 primeros puestos 
de DMUs  eficientes que son influyentes bajo  el enfoque del Análisis Envolvente de Datos 
(DEA) son la 150, 129, 80, 123 y 86 que corresponden a las I.E Alto del Obispo de San Agustín, 
la I.E Municipal Nacional de Pitalito,  la I.E  Claretiano Gustavo Torres Parra de Neiva, la I.E la 
Esperanza de Palestina y la I.E Promoción Social de Neiva. Por lo tanto para el resto de DMUs 
de la  muestra  deberían emular las buenas prácticas de operación de las DMUs eficientes 
influyentes que hacen parte de su conjunto de referencia para poder alcanzar la frontera de 
eficiencia. De otro modo, sería interesante que también  se indagara  por los procesos  de Gestión 
Directiva (como la I.E es orientada), Gestión Académica (Como se logra que el estudiante 
aprenda), Gestión Administrativa y Financiera (administración de los recursos y servicios), 
Gestión de la Comunidad (relaciones de la I.E con la comunidad)37, las cuales contienen una 
series de mecanismo y procesos que influyen directamente en la calidad Educativa y por tal 
motivo en las variables con las que se estima el Índice Sintético de Calidad Educativa (ISCE).   
 
En la Tabla 28  se tiene el ranking de instituciones educativas que fueron consideradas como 
influyentes bajo los enfoques del Análisis Multivariado y la Minería de Datos, note que  estas 
dos metodologías ( (Filzmoser, 2004) y (Chawla & Gionis, 2013)) aportan elementos para la 
identificación de datos atípicos los cuales ayudan a ratificar y contrastar los resultados obtenidos 
bajo las metodologías  aplicadas en el Análisis Envolvente de Datos (DEA). Así, se puede 
analizar que el ranking obtenido bajo los enfoques del Análisis Multivariado y la Minería de 
Datos mezcla observaciones que bajo DEA son eficientes e ineficientes,  como lo muestra la 
Tabla 18  de la sección 11.2.5, debido a que detecta las observaciones que son extremas, ya sea 
por valores altos o bajos en las variables con las que se calcula en Índice Sintético de Calidad 
Educativa (ISCE). 
 
Ahora bien si se contrasta las clasificaciones obtenidas a partir del ranking mostrado en la Tabla 
25 para las mejores 20  instituciones educativas, con los resultados obtenidos en la Tabla 27 para 
DMUs influyentes bajo DEA, se obtiene que las observación 89 que corresponde a la I.E San 
Miguel Arcángel que ocupo el primer puesto según el ISCE-HUILA-Secundaria-2016 con un 
ISCE de 7.77, bajo el enfoque DEA  y la metodologia de (Wilson, 1995b) pasa al séptimo puesto  
y al octavo en la metodologia de (Chen & Johnson, 2006). Ahora bien, la  observación 150 
correspondiente a la I.E Alto del Obispo de San Agustín  ocupa el primer lugar de la 
clasificación, como una DMU influyente bajo DEA y según la clasificación del ISCE ocupa el 
noveno lugar con un ISCE de 7.25. Evidentemente las metodologías bajo DEA aportan además 
de una clasificación de DMUs eficientes que son influyentes en la eficiencia de otras DMUs, las 
herramientas de análisis de eficiencia hechos en la sección 11.2.7 que le dan valor agregado al 
análisis de  detección de observaciones influyentes. 
 
Note que al contrastar la Tabla 18  de la sección 11.25  ranking DMUs influyentes ineficientes   
con la Tabla 26  ranking de las ultimas 20 I.E según el ISCE-HUILA-Secundaria-2016, los 
rankings coinciden en el primer y segundo lugar paras las observaciones 76 y 184, con un ISCE 
2.61 y 2.82 respectivamente para la I.E Gallego de la Plata y la I.E Amelia Perdomo de García de 
Yaguará. Lo cual ratifica la efectividad de las metodologías bajo el Análisis Envolvente de Datos 
(DEA).   
                                                 






12. CONCLUSIONES GENERALES 
 
  Las metodologías estudiadas en este proyecto de investigación  bajo el enfoque del  
Análisis Envolvente de Datos (DEA),  permiten realizar la identificación de 
observaciones  eficientes  o ineficientes  influyentes  en la eficiencia de otras DMUs del 
conjunto de datos. Lo cual, permite establecer para las Instituciones Educativas oficiales 
del Departamento del Huila  en el nivel de  educación secundaria, si tienen una 
sobresaliente o inferior práctica en las variables Progreso, Desempeño, Eficiencia y 
Ambiente Escolar, como indicadores de calidad en  educación, según lo establecido por el 
Ministerio de Educación Nacional (MEN) para el Índice Sintético de Calidad Educativa 
(ISCE). 
 
 Las clasificaciones obtenidas a partir de las metodologías para la detección de 
observaciones influyentes propuestas bajo el enfoque del Análisis Envolvente de Datos 
(DEA),  pueden ser contrastadas con las que se generan a partir del Índice Sintético  de 
Calidad Educativa (ISCE). De tal manera que se pueden comparar los casos extremos 
para ratificar o no una observación como influyente en el conjunto de datos. Así mismo, 
la clasificación permite determinar el grado de robustez que tiene el ISCE en 
comparación con los resultados obtenidos bajos las metodologías del enfoque bajo DEA.  
 
 La metodología de detección de observaciones influyentes bajo el enfoque del Análisis 
Envolvente de Datos (DEA),  provén  una herramienta de análisis de eficiencia (tablero 
de mandos), que  permite sugerir las buenas prácticas de operación que pueden ser 
emuladas por las DMUs ineficientes, a partir del conjunto de  DMUs de referencia 
eficientes  de tal manera  que puedan ser proyectadas hacia  la frontera de eficiencia. De 
otro modo, permite establecer los diferentes tamaños de escala en los que una DMU 
puede estar operando, estos son: los retornos a escala constante (CSR), retornos a escala 
creciente (IRS) y retornos a escala decrecientes (DRS). 
 
 Las Instituciones Educativas Oficiales que bajo el modelo BCC (retorno a escala 
variables) orientado a las salidas sirvieron como  referencia  son la  I.E la Esperanza del 
municipio de Palestina con 117 veces, la I.E Municipal Nacional de Pitalito con 109 
veces, la I.E Alto del Obispo de San Agustín con 104 veces, la  I.E  Claretiano Gustavo 
Torres Parra de Neiva con 43 veces, la I.E San Miguel Arcángel de Neiva con 32 veces, 
la I.E Normal Superior de Neiva con 31 veces, la I.E promoción Social de Neiva con 12 
veces y la I..E el Pescador de la Argentina con  11 veces. Por lo tanto, las prácticas de 
operación de estas instituciones educativas pueden servir como ejemplo para las 
instituciones educativas ineficientes. 
 
 Las metodologías para la detección de observaciones influyentes estudiadas en este 
proyecto de investigación bajo los enfoques de Análisis Multivariado y Minería de Datos, 
aportan información que puede resultar relevante al momento de contrastar los resultados 
obtenidos con la metodología  para el enfoque del Análisis Envolvente de Datos (DEA) 
de tal forma que se pueden establecer las similitudes y diferencias obtenidas a partir de 
las clasificaciones  logradas,  entre las observaciones que corresponden con la 





13. RECOMENDACIONES  Y TRABAJOS FUTUROS 
 
 La calidad de la Educación es un proceso que consta de diversas variables complejas 
enmarcadas dentro de  las  interacciones sociales, políticas, culturales y económicas  
entre los actores que en ella  participan. Es por esto que el Índice Sintético de Calidad 
Educativa (ISCE)  se queda corto  al  ser estimado con  las variables Progreso, 
Desempeño, Eficiencia y Medio Ambiente, debido a que solo tiene en cuenta aspectos 
que conciernen a los resultados en las pruebas saber en 3°, 5°, 9° y 11°. De ahí que sea 
necesario para investigaciones futuras incorporar variables  que tengan en cuenta en sus 
componentes factores como infraestructura, planta docente, situación socio económico, 
dotación tecnológica, nivel de capacitación docente y todas las demás gestiones que 
competen al proceso educativo. 
 
 Debido a que el Índice Sintético de Calidad Educativa (ISCE)  toma a todas la 
Instituciones Educativas por igual, es decir que supone que   todas se encuentran en las 
mismas condiciones  para cumplir con las metas de mejoramiento en calidad y no tienen 
en cuenta los argumentos dados  en el ítem anterior. Resulta necesario estudiar a fondo y 
distinguir entre  Instituciones Educativas de la zona urbana y la zona rural para 
profundizar  en el análisis de cuáles son los factores que inciden directamente (no se 
puede comparar la institución que tiene acceso a tecnologías educativas con la que tiene 
solo un computador) para que una Institución  Educativa pueda resultar influyente en la 
eficiencia  de otras instituciones, a partir de las metodologías propuestas en  el enfoque 
del Análisis Envolvente de Datos (DEA).  
 
 Es importante realizar un análisis sobre la importancia que pueda tener las clasificaciones 
que se obtienen directa o indirectamente (según el análisis dado) al hacer el cálculo del 
Índice Sintético de Calidad Educativa (ISCE). Para trabajos futuros resultaría interesante 
tener en cuenta los argumentos dados en los dos ítems anteriores, de tal  manera que se 
pueda analizar la validez, la pertinencia y la robustez que puede tener el ISCE como un 
indicador que usa el Ministerio de Educación Nacional (MEN) para la calidad de la 
educación en Colombia.  
 
 El Ministerio de Educación Nacional (MEN) en el Decreto 501 del 30 de marzo de 
201638 reglamenta la Jornada Única en las Instituciones Educativas Oficiales. En la 
sección dos del capítulo 8 se  estipula “el otorgamiento de estímulos  a la calidad 
educativa”,  en el cual a partir del primer semestre del  año 2017 será implementado y 
reportado el Índice de Gestión para la  Calidad Educativa (IGCE)  el cual tiene  como 
componentes la Eficiencia en Planta (mide la relación entre número de docentes 
vinculados  y  el número de docente que una I.E requiere para su óptimo 
funcionamiento), Pertinencia en la Contratación (uso eficiente y efectivo de los recursos), 
Reporte de Información (mide la oportunidad y la calidad de la información reportada por 
las I.E) las cuales complementan los componentes del ISCE y aportan información 
relevante que permite realizar un trabajo a futuro  con las metodologías DEA en la 
detección de observaciones influyentes.  
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ANEXO A. Implementación de la metodologia de la sección 8.1.1.1 con un caso Real 
 
 
Para comprobar la metodología planteada por los autores, se van a usar los datos utilizados por  
(Wilson, 1995b), este conjunto de datos fueron tomados de  (A. Charnes et al., 1981)  y 
corresponden a “the follow through program”. Este conjunto de datos tiene 70 DMUs, con 5 
inputs y 3 outputs. 
 
Los datos son: 
 
DMU x1 x2 x3 x4 x5 y1 y2 y3 
1 86.13 16.24 48.21 49.69 9 54.53 58.98 38.16 
2 29.26 10.24 41.96 40.65 5 24.69 33.89 26.02 
3 43.12 11.31 38.19 35.03 9 36.41 40.62 28.51 
4 24.96 6.14 24.81 25.15 7 14.94 17.58 16.19 
5 11.62 2.21 6.85 6.37 4 7.81 6.94 5.37 
6 11.88 4.97 18.73 18.04 4 12.59 16.85 12.84 
7 32.64 6.88 28.1 25.45 7 17.06 16.99 17.82 
8 20.79 12.97 54.85 52.07 8 20.29 30.64 33.16 
9 34.4 11.04 38.16 42.4 8 26.13 29.8 26.29 
10 61.74 14.5 49.09 42.92 9 46.42 51.59 35.2 
11 52.92 11.67 39.48 39.64 5 39.8 37.73 30.29 
12 36 10.15 37.8 39.52 5 37.84 47.85 25.35 
13 39.2 10.8 41.04 41.12 7 26.48 31.36 26.54 
14 14.6 2.88 9.64 11.14 3 10.31 10.86 7.47 
15 4.29 5.42 21.45 17.27 5 14.39 18.3 14.33 
16 27.25 14.17 56.46 55.26 9 32.94 36.03 38.19 
17 22.63 4.43 15.4 15 2 17.25 20.8 12.07 
18 28 7.61 28.73 27.04 9 27.55 38.19 20.44 
19 53.56 13.7 53.04 49.85 7 41.12 43.8 36.54 
20 25.42 9.05 29.69 31.74 4 29.43 42.63 23.34 
21 31.57 10.08 39.34 40.57 6 37.46 51.02 27.44 
22 16.34 5.84 20.89 22.1 4 19.4 25.18 16.52 
23 44.28 14.14 56.7 52.27 11 39.88 47.72 38.97 
24 19.74 6.43 24.2 25.66 3 25.72 30.81 16.54 
25 24.4 8.05 33.42 31.29 7 24.88 25.27 22.43 
26 41.4 11.7 44.01 46.35 7 31.62 40.78 31.16 
27 27.2 9.38 37.8 31.55 4 31.31 38.32 25.03 
28 23.92 7.12 25.58 29.01 3 21 21.3 18.3 
29 10.62 2.55 10.1 9.09 4 6.51 7.02 6.16 
30 12.48 6.14 23.13 22.46 6 11.64 15.26 15.68 
31 19.32 5.89 24.01 24.74 6 12.58 15.9 14.42 
32 6.3 1.93 7.11 7.68 4 4.59 6.16 4.99 
33 46.62 14.65 65.71 57.49 10 43.76 46.64 39.1 
34 38.95 12.82 47.02 48.92 9 32.38 38.55 31.05 
35 61.6 15.56 53.98 50.29 6 34.64 45.46 39.22 
36 31.08 6.26 22.18 21.96 4 11.52 15.14 13.91 





38 11.2 3.08 9.9 10.06 2 9.91 12.3 7.22 
39 34.4 11.61 41.79 41.79 5 30.44 33.53 29.8 
40 35.55 6.48 21.69 21.69 6 22.63 25.24 17.15 
41 30.53 9.3 35.5 35.14 8 24.41 27.16 25.3 
42 25.44 7.1 26.81 26.23 3 23.11 22.67 17.56 
43 26.66 11.43 41.36 44.63 6 21.82 31.45 27.54 
44 39.79 22.49 84.77 76.12 11 63.92 79.67 63.11 
45 8.32 3.64 12.92 13.13 2 9.47 11.92 8.85 
46 59.78 13.52 48.8 49.69 15 33.94 39.18 34.61 
47 39.22 10.06 37 38.33 4 29.42 35.1 28.42 
48 3.24 3.18 13.12 12.71 5 7.7 11.02 9.02 
49 7.14 5.29 23.1 19.06 8 12.17 16.03 15.82 
50 68.16 12.28 33.58 34.64 15 39.07 42.71 27.67 
51 11.88 3.59 13.41 13.82 8 9.96 14.34 9.33 
52 55.3 11.53 36.73 35.78 6 45.37 51.38 31.61 
53 16.2 7.02 26.94 26.3 9 18.23 22.05 17.56 
54 82.45 15.52 45 44.23 13 59.63 64.41 35.89 
55 15.81 6.93 23.91 23.61 7 24.2 28.21 18.74 
56 4.65 5.5 20.91 23.39 5 13.53 17.09 15.61 
57 41.25 8.41 26.23 25.24 10 28.39 27.65 20.79 
58 10.44 5.22 17.1 18.93 3 21.67 26.22 13.66 
59 139.65 35.03 119.56 130.83 22 120.17 144.67 88.59 
60 16.28 4.81 18.2 18.98 5 15.15 18.04 13.58 
61 12.06 2.59 8.74 8.17 5 6.92 7.1 6.35 
62 4.2 2.64 9.89 11.25 2 9.35 9.85 7.7 
63 19.44 3.83 12.87 13.23 5 13.03 13.4 10.29 
64 28.38 8.91 30.95 33.33 8 18.63 24.48 23.13 
65 13.5 3.61 15.6 12.39 4 12.28 13.01 9.89 
66 23.32 7.1 24.96 28.56 22 16.81 19.72 18.7 
67 27.6 9.38 32.29 34.01 20 26.36 28.22 24.46 
68 11.7 10.53 37.67 43.6 8 22.85 26.21 28.14 
69 4.68 1.85 6.22 5.46 5 8.17 8.7 5.12 
70 10.44 4.82 17.13 18.21 9 13.69 14.19 12.99 
 
Tabla 1. Conjuntos de datos “the follow through program” 
 
Como primera medida se resuelve el modelo (1) para obtener la puntuación del IWE,  
DMU i    eficiente 
1 0.9621   
2 0.9010   
3 0.9348   
4 0.9016   
5 1.0000 Yes 
6 0.9099   
7 0.8914   
8 0.9050   
9 0.8585   
10 0.9408   
11 1.0000 Yes 
12 1.0000 Yes 
13 0.8623   
14 0.9897   
15 1.0000 Yes 
16 0.9501   
17 1.0000 Yes 
18 1.0000 Yes 
19 0.9526   
20 1.0000 Yes 
21 1.0000 Yes 





23 0.9748   
24 1.0000 Yes 
25 0.9787   
26 0.9425   
27 1.0000 Yes 
28 0.9903   
29 0.8833   
30 0.8934   
31 0.8369   
32 1.0000 Yes 
33 0.9521   
34 0.8590   
35 1.0000 Yes 
36 0.7929   
37 0.8393   
38 1.0000 Yes 
39 0.9415   
40 0.9498   
41 0.9523   
42 0.9531   
43 0.8647   
44 1.0000 Yes 
45 1.0000 Yes 
46 0.9129   
47 1.0000 Yes 
48 1.0000 Yes 
49 1.0000 Yes 
50 0.9587   
51 0.9199   
52 1.0000 Yes 
53 0.8696   
54 1.0000 Yes 
55 0.9994   
56 1.0000 Yes 
57 0.9269   
58 1.0000 Yes 
59 1.0000 Yes 
60 0.9804   
61 0.8927   
62 1.0000 Yes 
63 0.9634   
64 0.9303   
65 0.9754   
66 0.9356   
67 0.9462   
68 1.0000 Yes 
69 1.0000 Yes 
70 0.9640   
 
Tabla 2. Puntuaciones IWE modelo (1) 
 
Se obtuvieron 27 puntuaciones IWE con valor 1 los cuales son eficientes porque sus slack  son 
todos ceros, estas 27 DMUs pertenecen al conjunto eficiente  .  A continuación se calculan las 
puntuaciones para el modelo (2) *i  y se prosigue a calcular las puntuaciones para el modelo (3)  
*
ij  excluyendo en cada caso las DMUs eficientes para ver el cambio entre las puntuaciones para 
*









i  *44i  *44in  44i  *52i  *52in  52i  
1 0.9621 0.9621 0 0.0000 1.0359 1 0.0737 
2 0.9010 0.9315 1 0.0305 0.9010 0 0.0000 
3 0.9348 0.9606 1 0.0258 0.9791 1 0.0443 
4 0.9016 0.9016 0 0.0000 0.9021 1 0.0005 
5 1.0504 1.0504 0 0.0000 1.0504 0 0.0000 
6 0.9099 0.9153 1 0.0054 0.9100 1 0.0001 
7 0.8914 0.8914 0 0.0000 0.8929 1 0.0015 
8 0.9050 1.0220 1 0.1170 0.9050 0 0.0000 
9 0.8585 0.8657 1 0.0072 0.8858 1 0.0273 
10 0.9408 0.9750 1 0.0343 0.9998 1 0.0591 
11 1.0577 1.0577 0 0.0000 1.1136 1 0.0559 
12 1.0487 1.0586 1 0.0099 1.0895 1 0.0408 
13 0.8623 0.8658 1 0.0034 0.8630 1 0.0007 
14 0.9897 0.9897 0 0.0000 0.9897 0 0.0000 
15 1.2868 1.2868 0 0.0000 1.2868 0 0.0000 
16 0.9501 1.1777 1 0.2276 0.9501 0 0.0000 
17 1.2360 1.2360 0 0.0000 1.2360 0 0.0000 
18 1.0393 1.0393 0 0.0000 1.0453 1 0.0060 
19 0.9526 0.9842 1 0.0316 0.9577 1 0.0051 
20 1.1421 1.1472 1 0.0051 1.1421 0 0.0000 
21 1.1122 1.1123 1 0.0002 1.1122 0 0.0000 
22 1.0158 1.0188 1 0.0030 1.0263 1 0.0105 
23 0.9748 1.0257 1 0.0508 0.9771 1 0.0023 
24 1.1055 1.1055 0 0.0000 1.1055 0 0.0000 
25 0.9787 0.9829 1 0.0042 0.9864 1 0.0077 
26 0.9425 0.9577 1 0.0152 0.9425 0 0.0000 
27 1.0630 1.0814 1 0.0184 1.0639 1 0.0009 
28 0.9903 0.9903 0 0.0000 0.9903 0 0.0000 
29 0.8833 0.8833 0 0.0000 0.8833 0 0.0000 
30 0.8934 0.9033 1 0.0099 0.8948 1 0.0014 
31 0.8369 0.8369 0 0.0000 0.8369 0 0.0000 
32 1.0615 1.0615 0 0.0000 1.0615 0 0.0000 
33 0.9521 0.9868 1 0.0347 0.9578 1 0.0057 
34 0.8590 0.8818 1 0.0227 0.8642 1 0.0052 
35 1.0299 1.2051 1 0.1753 1.0299 0 0.0000 
36 0.7929 0.7929 0 0.0000 0.8012 1 0.0083 
37 0.8393 0.8459 1 0.0066 0.8599 1 0.0206 
38 1.1455 1.1455 0 0.0000 1.1455 0 0.0000 
39 0.9415 1.0048 1 0.0633 0.9415 0 0.0000 
40 0.9498 0.9498 0 0.0000 0.9999 1 0.0501 





42 0.9531 0.9531 0 0.0000 0.9531 0 0.0000 
43 0.8647 0.9259 1 0.0612 0.8696 1 0.0048 
44 2.0816 excluida Excluida 0.0000 2.0816 0 0.0000 
45 1.0120 1.0120 0 0.0000 1.0120 0 0.0000 
46 0.9129 0.9300 1 0.0172 0.9277 1 0.0148 
47 1.1089 1.1089 0 0.0000 1.1089 0 0.0000 
48 1.3018 1.3018 0 0.0000 1.3018 0 0.0000 
49 1.0690 1.0929 1 0.0239 1.0690 0 0.0000 
50 0.9587 0.9587 0 0.0000 1.0316 1 0.0729 
51 0.9199 0.9199 0 0.0000 0.9199 0 0.0000 
52 1.1863 1.1863 0 0.0000 excluida excluida 0.0000 
53 0.8696 0.8734 1 0.0037 0.8707 1 0.0011 
54 1.2186 1.2186 0 0.0000 1.2660 1 0.0473 
55 0.9994 1.0423 1 0.0429 1.0089 1 0.0096 
56 1.0921 1.0921 0 0.0000 1.0921 0 0.0000 
57 0.9269 0.9269 0 0.0000 0.9994 1 0.0725 
58 1.3514 1.3514 0 0.0000 1.3514 0 0.0000 
59 infeasible infeasible Infeasible infeasible infeasible infeasible infeasible 
60 0.9804 0.9804 0 0.0000 0.9838 1 0.0033 
61 0.8927 0.8927 0 0.0000 0.8964 1 0.0037 
62 1.5541 1.5541 0 0.0000 1.5541 0 0.0000 
63 0.9634 0.9634 0 0.0000 0.9937 1 0.0303 
64 0.9303 0.9335 1 0.0032 0.9563 1 0.0259 
65 0.9754 0.9754 0 0.0000 0.9754 0 0.0000 
66 0.9356 0.9356 0 0.0000 0.9501 1 0.0144 
67 0.9462 0.9476 1 0.0014 0.9714 1 0.0252 
68 1.1897 1.4481 1 0.2584 1.1897 0 0.0000 
69 1.6448 1.6448 0 0.0000 1.6448 0 0.0000 
70 0.9640 0.9640 0 0.0000 0.9671 1 0.0031 
32 0.0412 37 0.0205 
 *44 44n    1.3190  
*
52 52n   0.7568 
 
Tabla 3. Puntuaciones Modelo (2) y (3)  observaciones 44 y 52 
 
Como se puede analizar al calcular la puntuación  para el modelo (2) el valor para *59  es 
inviable para calcularlo debido a que dicho valor se encuentra por encima de la frontera de 
eficiencia. De la misma manera ocurre con la puntuación para el modelo (3) *59 44  y *59 52 . En 
la metodología propuesta que se presenten casos de inviabilidad puede afectar en el análisis para 
identificar observaciones influyentes dado que se omite información que puede resultar de gran 









i  *69i  *69in  69i  *59i  *59in  59i  
1 0.9621 0.9621 0 0 1.0571 1 0.09497506 
2 0.9010 0.9010 0 0 0.9010 0 0 
3 0.9348 0.9366 1 0.00184276 0.9348 0 0 
4 0.9016 0.9016 0 0 0.9016 0 0 
5 1.0504 1.3709 1 0.32044734 1.0504 0 0 
6 0.9099 0.9121 1 0.0021541 0.9099 0 0 
7 0.8914 0.8914 0 0 0.8914 0 0 
8 0.9050 0.9050 0 0 0.9050 0 0 
9 0.8585 0.8585 0 0 0.8585 0 0 
10 0.9408 0.9408 0 0 0.9408 0 0 
11 1.0577 1.0577 0 0 1.0577 0 0 
12 1.0487 1.0487 0 0 1.0487 0 0 
13 0.8623 0.8623 0 0 0.8623 0 0 
14 0.9897 0.9902 1 0.00057156 0.9897 0 0 
15 1.2868 1.2868 0 0 1.2868 0 0 
16 0.9501 0.9501 0 0 0.9501 0 0 
17 1.2360 1.2360 0 0 1.2360 0 0 
18 1.0393 1.0393 0 0 1.0393 0 0 
19 0.9526 0.9526 0 0 0.9526 0 0 
20 1.1421 1.1421 0 0 1.1421 0 0 
21 1.1122 1.1122 0 0 1.1342 1 0.02201878 
22 1.0158 1.0158 0 0 1.0158 0 0 
23 0.9748 0.9748 0 0 0.9748 0 0 
24 1.1055 1.1055 0 0 1.1055 0 0 
25 0.9787 0.9787 0 0 0.9787 0 0 
26 0.9425 0.9425 0 0 0.9425 0 0 
27 1.0630 1.0630 0 0 1.0630 0 0 
28 0.9903 0.9903 0 0 0.9903 0 0 
29 0.8833 0.9131 1 0.02978925 0.8833 0 0 
30 0.8934 0.8946 1 0.00116991 0.8934 0 0 
31 0.8369 0.8369 0 0 0.8369 0 0 
32 1.0615 1.2563 1 0.19487764 1.0615 0 0 
33 0.9521 0.9521 0 0 0.9521 0 0 
34 0.8590 0.8590 0 0 0.8590 0 0 
35 1.0299 1.0299 0 0 1.0299 0 0 
36 0.7929 0.7929 0 0 0.7929 0 0 
37 0.8393 0.8399 1 0.00061889 0.8393 0 0 
38 1.1455 1.1455 0 0 1.1455 0 0 
39 0.9415 0.9415 0 0 0.9415 0 0 
40 0.9498 0.9532 1 0.00339995 0.9498 0 0 





42 0.9531 0.9531 0 0 0.9531 0 0 
43 0.8647 0.8647 0 0 0.8647 0 0 
44 2.0816 2.0816 0 0 infeasible infeasible infeasible 
45 1.0120 1.0120 0 0 1.0120 0 0 
46 0.9129 0.9129 0 0 0.9129 0 0 
47 1.1089 1.1089 0 0 1.1089 0 0 
48 1.3018 1.3018 0 0 1.3018 0 0 
49 1.0690 1.0700 1 0.00094982 1.0690 0 0 
50 0.9587 0.9602 1 0.00152952 0.9587 0 0 
51 0.9199 0.9342 1 0.01431354 0.9199 0 0 
52 1.1863 1.1863 0 0 1.1863 0 0 
53 0.8696 0.8696 0 0 0.8696 0 0 
54 1.2186 1.2186 0 0 1.5126 1 0.29395602 
55 0.9994 1.0098 1 0.01043422 0.9994 0 0 
56 1.0921 1.0921 0 0 1.0921 0 0 
57 0.9269 0.9371 1 0.01019195 0.9269 0 0 
58 1.3514 1.3514 0 0 1.3514 0 0 
59 infeasible infeasible infeasible 0 excluida excluida excluida 
60 0.9804 0.9804 0 0 0.9804 0 0 
61 0.8927 0.9536 1 0.06094043 0.8927 0 0 
62 1.5541 1.5541 0 0 1.5541 0 0 
63 0.9634 0.9824 1 0.01891688 0.9634 0 0 
64 0.9303 0.9303 0 0 0.9303 0 0 
65 0.9754 0.9962 1 0.02084077 0.9754 0 0 
66 0.9356 0.9356 0 0 0.9356 0 0 
67 0.9462 0.9462 0 0 0.9462 0 0 
68 1.1897 1.1897 0 0 1.1897 0 0 
69 1.6448 excluida Excluida 0 1.6448 0 0 
70 0.9640 0.9651 1 0.00106621 0.9640 0 0 
18 0.0386 3 0.1370 
*
69 69n   0.6941 
*
59 59n   0.4109 
 
Tabla 4. Puntuaciones Modelo (2) y (3) observaciones 59 y 69 
 
Ahora bien cuando se excluye del modelo (3) la 59DMU   se obtiene que 
*
44 59  resulta ser 
inviable, por lo tanto se perdería información valiosa sobre cuanto afecta la eficiencia de la 
44DMU  la presencia de la 59DMU  en la  muestra. 
  
Los cálculos anteriores se realizaron para cada una de las 27 DMUs eficientes que pertenecen al 








Ranking de Observaciones Influyentes 
 
Posición  DMU 
*
j jn    
1 44 1.3190 
2 52 0.7568 
3 69 0.6941 
4 62 0.6487 
5 59 0.4109 
6 56 0.3882 
7 15 0.3709 
8 58 0.2182 
9 45 0.2071 
10 17 0.2051 
11 47 0.1596 
12 49 0.1362 
Tabla 5. Ranking de observaciones influyentes metodología (Wilson, 1995b) 
 
Las DMUs 44 y 52 podrían ser consideradas como observaciones influyentes extremas dado que 
se podría esperar que su presencia en la muestra afecte  la eficiencia de las demás DMUs. Para 
análisis posteriores debería tenerse en cuenta si la información para dichas observaciones es la 
correcta, para decidir si las observaciones deben ser eliminadas de la muestra por presentar 
inconsistencia en su información.  
 
Superando los casos de inviabilidad en modelos de Súper Eficiencia  
 
Dado que pueden existir observaciones con problemas de inviabilidad en el momento de calcular 
los modelos (2) y (3) y que por lo tanto no se puede tener acceso sobre cuánto puede afectar la 
eficiencia de una DMU la presencia  de una DMU eficiente se va a considerar  la metodología 
propuesta por (Cheng et al., 2011) los cuales buscan superar los problemas de inviabilidad en 
modelos de súper eficiencia, en su propuesta se propone un modelo general no orientado, en el 
cual  se establecen distintos casos, uno de ellos es un modelo VRS (Variable Returns Scale)  
modificado  orientado a las entradas  que cumple las siguientes propiedades: 
 
1.  La puntuación de eficiencia estándar *(1 )  es igual a la puntuación   en el modelo 
tradicional VRS orientado a las entradas. 
2. La puntuación de Súper eficiencia es igual a la puntuación *  cuando  los modelos de súper 
eficiencia tradicionales VRS orientado a las entradas es viable. 
3. Cuando el modelo de súper eficiencia tradicional VRS orientado a las entradas es inviable, el 
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En el anterior modelo, la función objetivo consiste en  minimizar (1 )  y maximizar  (1 ) .  
En dichas soluciones, para valores de   grandes se obtienen valores pequeños de  dado que el 
aumento de   no aporta ninguna contribución a  la reducción de los valores de la función 
objetivo. Esto ocurre debido a la función de la medida infinitesimal    que hace que   se 
minimice en un valor cero en la solución óptima.  Cuando esto sucede la puntuación del modelo 
modificado VRS orientado a las entradas es equivalente al modelo tradicional VRS. 
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significa que 0    en el modelo anterior y en ese caso se satisface que el modelo modificado 
de súper eficiencia VRS es viable para los valores en los cuales el modelo de súper eficiencia 
VRS tradicional no lo es.  
 
(Cheng et al., 2011) plantean que el  modelo (2*) puede ser resuelto en dos etapas de tal manera 
que en la primera etapa se resuelve el modelo para obtener un valor mínimo absoluto de   a la 







(1 ) ,  1, ..., , 3 *
1,
 0 ,  0 , 1, ..., ,  ,
n







y y r s














Y en la siguiente etapa, se resuelve un segundo modelo en donde se obtiene el valor mínimo 
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El resolver el modelo (2*) en dos etapas trae consigo ventajas: en primer lugar se suprimen los 
errores numéricos que puede traer consigo el uso del valor infinitesimal   y en segundo lugar 
resolver el modelo en dos etapas hace que se trabajen únicamente con programación lineal y no 
sea necesario hacer una transformación debido a que dicho modelo es no lineal. 
 





modelos  (2) y (3) de la metodología propuesta por (Wilson, 1995b)  ahora se van a realizar los 
cálculos para ver si se obtienen diferencias significativas en la obtención del ranking de DMUs 
que resultan ser influyentes en la eficiencia de otras DMUs de la muestra. 
 
DMU i  *  *  *i  
1 0.9621 0 0.0379 0.9621 
2 0.9010 0 0.0990 0.9010 
3 0.9348 0 0.0652 0.9348 
4 0.9016 0 0.0984 0.9016 
5 1.0000 0 -0.0504 1.0504 
6 0.9099 0 0.0901 0.9099 
7 0.8914 0 0.1086 0.8914 
8 0.9050 0 0.0950 0.9050 
9 0.8585 0 0.1415 0.8585 
10 0.9408 0 0.0592 0.9408 
11 1.0000 0 -0.0577 1.0577 
12 1.0000 0 -0.0487 1.0487 
13 0.8623 0 0.1377 0.8623 
14 0.9897 0 0.0103 0.9897 
15 1.0000 0 -0.2868 1.2868 
16 0.9501 0 0.0499 0.9501 
17 1.0000 0 -0.2360 1.2360 
18 1.0000 0 -0.0393 1.0393 
19 0.9526 0 0.0474 0.9526 
20 1.0000 0 -0.1421 1.1421 
21 1.0000 0 -0.1122 1.1122 
22 1.0000 0 -0.0158 1.0158 
23 0.9748 0 0.0252 0.9748 
24 1.0000 0 -0.1055 1.1055 
25 0.9787 0 0.0213 0.9787 
26 0.9425 0 0.0575 0.9425 
27 1.0000 0 -0.0630 1.0630 
28 0.9903 0 0.0097 0.9903 
29 0.8833 0 0.1167 0.8833 
30 0.8934 0 0.1066 0.8934 
31 0.8369 0 0.1631 0.8369 
32 1.0000 0 -0.0615 1.0615 
33 0.9521 0 0.0479 0.9521 
34 0.8590 0 0.1410 0.8590 







36 0.7929 0 0.2071 0.7929 
37 0.8393 0 0.1607 0.8393 
38 1.0000 0 -0.1455 1.1455 
39 0.9415 0 0.0585 0.9415 
40 0.9498 0 0.0502 0.9498 
41 0.9523 0 0.0477 0.9523 
42 0.9531 0 0.0469 0.9531 
43 0.8647 0 0.1353 0.8647 
44 1.0000 0 -1.0816 2.0816 
45 1.0000 0 -0.0120 1.0120 
46 0.9129 0 0.0871 0.9129 
47 1.0000 0 -0.1089 1.1089 
48 1.0000 0 -0.3018 1.3018 
49 1.0000 0 -0.0690 1.0690 
50 0.9587 0 0.0413 0.9587 
51 0.9199 0 0.0801 0.9199 
52 1.0000 0 -0.1863 1.1863 
53 0.8696 0 0.1304 0.8696 
54 1.0000 0 -0.2186 1.2186 
55 0.9994 0 0.0006 0.9994 
56 1.0000 0 -0.0921 1.0921 
57 0.9269 0 0.0731 0.9269 
58 1.0000 0 -0.3514 1.3514 
59 1.0000 -0.4681 0.2910 1.3330 
60 0.9804 0 0.0196 0.9804 
61 0.8927 0 0.1073 0.8927 
62 1.0000 0 -0.5541 1.5541 
63 0.9634 0 0.0366 0.9634 
64 0.9303 0 0.0697 0.9303 
65 0.9754 0 0.0246 0.9754 
66 0.9356 0 0.0644 0.9356 
67 0.9462 0 0.0538 0.9462 
68 1.0000 0 -0.1897 1.1897 
69 1.0000 0 -0.6448 1.6448 
70 0.9640 0 0.0360 0.9640 
 
Tabla 6. Puntuaciones Modelo (4*) y (5*) metodología (Cheng et al., 2011) 
 
Como se puede analizar para la metodología inicial de (Wilson, 1995b)  el valor de  *59  era 
inviable pero usando la metodología propuesta por (Cheng et al., 2011) dicho valor es 
*
59 1.3330   
lo que nos aporta información importante para poder establecer la influencia que tienen las 






Ahora bien calculando los valores de 
*
ijn  y ij  para cada una de las DMUs pertenecientes al 
subconjunto eficiente   se tiene: 
 
*
44  *44  *44i  *44in  44i  *52  *52  *52i  *52in  52i  
0 0.0379 0.9621 0 0 0 -0.0359 1.0359 1 0.0737 
0 0.0685 0.9315 1 0.0305 0 0.0990 0.9010 0 0.0000 
0 0.0394 0.9606 1 0.0258 0 0.0209 0.9791 1 0.0443 
0 0.0984 0.9016 0 0 0 0.0979 0.9021 1 0.0005 
0 -0.0504 1.0504 0 0 0 -0.0504 1.0504 0 0.0000 
0 0.0847 0.9153 1 0.0054 0 0.0900 0.9100 1 0.0001 
0 0.1086 0.8914 0 0 0 0.1071 0.8929 1 0.0015 
0 -0.0220 1.0220 1 0.1170 0 0.0950 0.9050 0 0.0000 
0 0.1343 0.8657 1 0.0072 0 0.1142 0.8858 1 0.0273 
0 0.0250 0.9750 1 0.0343 0 0.0002 0.9998 1 0.0591 
0 -0.0577 1.0577 0 0 0 -0.1136 1.1136 1 0.0559 
0 -0.0586 1.0586 1 0.0099 0 -0.0895 1.0895 1 0.0408 
0 0.1342 0.8658 1 0.0034 0 0.1370 0.8630 1 0.0007 
0 0.0103 0.9897 0 0 0 0.0103 0.9897 0 0.0000 
0 -0.2868 1.2868 0 0 0 -0.2868 1.2868 0 0.0000 
0 -0.1777 1.1777 1 0.2276 0 0.0499 0.9501 0 0.0000 
0 -0.2360 1.2360 0 0 0 -0.2360 1.2360 0 0.0000 
0 -0.0393 1.0393 0 0 0 -0.0453 1.0453 1 0.0060 
0 0.0158 0.9842 1 0.0316 0 0.0423 0.9577 1 0.0051 
0 -0.1472 1.1472 1 0.0051 0 -0.1421 1.1421 0 0.0000 
0 -0.1123 1.1123 1 0.0002 0 -0.1122 1.1122 0 0.0000 
0 -0.0188 1.0188 1 0.0030 0 -0.0263 1.0263 1 0.0105 
0 -0.0257 1.0257 1 0.0508 0 0.0229 0.9771 1 0.0023 
0 -0.1055 1.1055 0 0 0 -0.1055 1.1055 0 0.0000 
0 0.0171 0.9829 1 0.0042 0 0.0136 0.9864 1 0.0077 
0 0.0423 0.9577 1 0.0152 0 0.0575 0.9425 0 0.0000 
0 -0.0814 1.0814 1 0.0184 0 -0.0639 1.0639 1 0.0009 
0 0.0097 0.9903 0 0 0 0.0097 0.9903 0 0.0000 
0 0.1167 0.8833 0 0 0 0.1167 0.8833 0 0.0000 
0 0.0967 0.9033 1 0.0099 0 0.1052 0.8948 1 0.0014 
0 0.1631 0.8369 0 0 0 0.1631 0.8369 0 0.0000 
0 -0.0615 1.0615 0 0 0 -0.0615 1.0615 0 0.0000 
0 0.0132 0.9868 1 0.0347 0 0.0422 0.9578 1 0.0057 







0 -0.2051 1.2051 1 0.1753 0 -0.0299 1.0299 0 0.0000 
0 0.2071 0.7929 0 0 0 0.1988 0.8012 1 0.0083 
0 0.1541 0.8459 1 0.0066 0 0.1401 0.8599 1 0.0206 
0 -0.1455 1.1455 0 0 0 -0.1455 1.1455 0 0.0000 
0 -0.0048 1.0048 1 0.0633 0 0.0585 0.9415 0 0.0000 
0 0.0502 0.9498 0 0 0 0.0001 0.9999 1 0.0501 
0 0.0425 0.9575 1 0.0051 0 0.0474 0.9526 1 0.0003 
0 0.0469 0.9531 0 0 0 0.0469 0.9531 0 0.0000 
0 0.0741 0.9259 1 0.0612 0 0.1304 0.8696 1 0.0048 
excluida excluida excluida excluida excluida 0 -1.0816 2.0816 0 0.0000 
0 -0.0120 1.0120 0 0 0 -0.0120 1.0120 0 0.0000 
0 0.0700 0.9300 1 0.0172 0 0.0723 0.9277 1 0.0148 
0 -0.1089 1.1089 0 0 0 -0.1089 1.1089 0 0.0000 
0 -0.3018 1.3018 0 0 0 -0.3018 1.3018 0 0.0000 
0 -0.0929 1.0929 1 0.0239 0 -0.0690 1.0690 0 0.0000 
0 0.0413 0.9587 0 0 0 -0.0316 1.0316 1 0.0729 
0 0.0801 0.9199 0 0 0 0.0801 0.9199 0 0.0000 
0 -0.1863 1.1863 0 0 excluida excluida excluida excluida excluida 
0 0.1266 0.8734 1 0.0037 0 0.1293 0.8707 1 0.0011 
0 -0.2186 1.2186 0 0 0 -0.2660 1.2660 1 0.0473 
0 -0.0423 1.0423 1 0.0429 0 -0.0089 1.0089 1 0.0096 
0 -0.0921 1.0921 0 0 0 -0.0921 1.0921 0 0.0000 
0 0.0731 0.9269 0 0 0 0.0006 0.9994 1 0.0725 
0 -0.3514 1.3514 0 0 0 -0.3514 1.3514 0 0.0000 
-0.5786 0.3929 1.4408 1 0.1078 -0.4681 0.2910 1.3330 0 0.0000 
0 0.0196 0.9804 0 0 0 0.0162 0.9838 1 0.0033 
0 0.1073 0.8927 0 0 0 0.1036 0.8964 1 0.0037 
0 -0.5541 1.5541 0 0 0 -0.5541 1.5541 0 0.0000 
0 0.0366 0.9634 0 0 0 0.0063 0.9937 1 0.0303 
0 0.0665 0.9335 1 0.0032 0 0.0437 0.9563 1 0.0259 
0 0.0246 0.9754 0 0 0 0.0246 0.9754 0 0.0000 
0 0.0644 0.9356 0 0 0 0.0499 0.9501 1 0.0144 
0 0.0524 0.9476 1 0.0014 0 0.0286 0.9714 1 0.0252 
0 -0.4481 1.4481 1 0.2584 0 -0.1897 1.1897 0 0.0000 
0 -0.6448 1.6448 0 0 0 -0.6448 1.6448 0 0.0000 
0 0.0360 0.9640 0 0 0 0.0329 0.9671 1 0.0031 
33 1.4268 37 0.7568 
 *44 44n   0.0432  
*
52 52n   0.0205 
 








Cuando se excluye la DMU 44 del modelo (3) se tiene que la puntuación de la DMU 59 pasa de 
*
59 1.3330   a *59  44 1.4408    por lo tanto ahora tenemos una información importante 
sobre la influencia de la DMU 44 en la eficiencia de la DMU 59 que no teníamos cuando 
aplicábamos  la metodología de (Wilson, 1995b) 
 
*
69  *69  *69i  *69in  69i  *59  *59  *59i  *59in  59i  
0 0.0379 0.9621 0 0.0000 0 -0.0571 1.0571 1 0.0950 
0 0.0990 0.9010 0 0.0000 0 0.0990 0.9010 0 0.0000 
0 0.0634 0.9366 1 0.0018 0 0.0652 0.9348 0 0.0000 
0 0.0984 0.9016 0 0.0000 0 0.0984 0.9016 0 0.0000 
0 -0.3709 1.3709 1 0.3204 0 -0.0504 1.0504 0 0.0000 
0 0.0879 0.9121 1 0.0022 0 0.0901 0.9099 0 0.0000 
0 0.1086 0.8914 0 0.0000 0 0.1086 0.8914 0 0.0000 
0 0.0950 0.9050 0 0.0000 0 0.0950 0.9050 0 0.0000 
0 0.1415 0.8585 0 0.0000 0 0.1415 0.8585 0 0.0000 
0 0.0592 0.9408 0 0.0000 0 0.0592 0.9408 0 0.0000 
0 -0.0577 1.0577 0 0.0000 0 -0.0577 1.0577 0 0.0000 
0 -0.0487 1.0487 0 0.0000 0 -0.0487 1.0487 0 0.0000 
0 0.1377 0.8623 0 0.0000 0 0.1377 0.8623 0 0.0000 
0 0.0098 0.9902 1 0.0006 0 0.0103 0.9897 0 0.0000 
0 -0.2868 1.2868 0 0.0000 0 -0.2868 1.2868 0 0.0000 
0 0.0499 0.9501 0 0.0000 0 0.0499 0.9501 0 0.0000 
0 -0.2360 1.2360 0 0.0000 0 -0.2360 1.2360 0 0.0000 
0 -0.0393 1.0393 0 0.0000 0 -0.0393 1.0393 0 0.0000 
0 0.0474 0.9526 0 0.0000 0 0.0474 0.9526 0 0.0000 
0 -0.1421 1.1421 0 0.0000 0 -0.1421 1.1421 0 0.0000 
0 -0.1122 1.1122 0 0.0000 0 -0.1342 1.1342 1 0.0220 
0 -0.0158 1.0158 0 0.0000 0 -0.0158 1.0158 0 0.0000 
0 0.0252 0.9748 0 0.0000 0 0.0252 0.9748 0 0.0000 
0 -0.1055 1.1055 0 0.0000 0 -0.1055 1.1055 0 0.0000 
0 0.0213 0.9787 0 0.0000 0 0.0213 0.9787 0 0.0000 
0 0.0575 0.9425 0 0.0000 0 0.0575 0.9425 0 0.0000 
0 -0.0630 1.0630 0 0.0000 0 -0.0630 1.0630 0 0.0000 
0 0.0097 0.9903 0 0.0000 0 0.0097 0.9903 0 0.0000 
0 0.0869 0.9131 1 0.0298 0 0.1167 0.8833 0 0.0000 
0 0.1054 0.8946 1 0.0012 0 0.1066 0.8934 0 0.0000 
0 0.1631 0.8369 0 0.0000 0 0.1631 0.8369 0 0.0000 
0 -0.2563 1.2563 1 0.1949 0 -0.0615 1.0615 0 0.0000 
0 0.0479 0.9521 0 0.0000 0 0.0479 0.9521 0 0.0000 
0 0.1410 0.8590 0 0.0000 0 0.1410 0.8590 0 0.0000 





0 0.2071 0.7929 0 0.0000 0 0.2071 0.7929 0 0.0000 
0 0.1601 0.8399 1 0.0006 0 0.1607 0.8393 0 0.0000 
0 -0.1455 1.1455 0 0.0000 0 -0.1455 1.1455 0 0.0000 
0 0.0585 0.9415 0 0.0000 0 0.0585 0.9415 0 0.0000 
0 0.0468 0.9532 1 0.0034 0 0.0502 0.9498 0 0.0000 
0 0.0477 0.9523 0 0.0000 0 0.0477 0.9523 0 0.0000 
0 0.0469 0.9531 0 0.0000 0 0.0469 0.9531 0 0.0000 
0 0.1353 0.8647 0 0.0000 0 0.1353 0.8647 0 0.0000 
0 -1.0816 2.0816 0 0.0000 -0.3831 -0.7162 2.7821 1 0.7006 
0 -0.0120 1.0120 0 0.0000 0 -0.0120 1.0120 0 0.0000 
0 0.0871 0.9129 0 0.0000 0 0.0871 0.9129 0 0.0000 
0 -0.1089 1.1089 0 0.0000 0 -0.1089 1.1089 0 0.0000 
0 -0.3018 1.3018 0 0.0000 0 -0.3018 1.3018 0 0.0000 
0 -0.0700 1.0700 1 0.0009 0 -0.0690 1.0690 0 0.0000 
0 0.0398 0.9602 1 0.0015 0 0.0413 0.9587 0 0.0000 
0 0.0658 0.9342 1 0.0143 0 0.0801 0.9199 0 0.0000 
0 -0.1863 1.1863 0 0.0000 0 -0.1863 1.1863 0 0.0000 
0 0.1304 0.8696 0 0.0000 0 0.1304 0.8696 0 0.0000 
0 -0.2186 1.2186 0 0.0000 0 -0.5126 1.5126 1 0.2940 
0 -0.0098 1.0098 1 0.0104 0 0.0006 0.9994 0 0.0000 
0 -0.0921 1.0921 0 0.0000 0 -0.0921 1.0921 0 0.0000 
0 0.0629 0.9371 1 0.0102 0 0.0731 0.9269 0 0.0000 
0 -0.3514 1.3514 0 0.0000 0 -0.3514 1.3514 0 0.0000 
-0.4681 0.2910 1.3330 0 0.0000 excluida excluida excluida excluida excluida 
0 0.0196 0.9804 0 0.0000 0 0.0196 0.9804 0 0.0000 
0 0.0464 0.9536 1 0.0609 0 0.1073 0.8927 0 0.0000 
0 -0.5541 1.5541 0 0.0000 0 -0.5541 1.5541 0 0.0000 
0 0.0176 0.9824 1 0.0189 0 0.0366 0.9634 0 0.0000 
0 0.0697 0.9303 0 0.0000 0 0.0697 0.9303 0 0.0000 
0 0.0038 0.9962 1 0.0208 0 0.0246 0.9754 0 0.0000 
0 0.0644 0.9356 0 0.0000 0 0.0644 0.9356 0 0.0000 
0 0.0538 0.9462 0 0.0000 0 0.0538 0.9462 0 0.0000 
0 -0.1897 1.1897 0 0.0000 0 -0.1897 1.1897 0 0.0000 
excluida excluida excluida Excluida excluida 0 -0.6448 1.6448 0 0.0000 
0 0.0349 0.9651 1 0.0011 0 0.0360 0.9640 0 0.0000 
18 0.6941 4 1.1115 
 *69 69n   0.0386 
*
59 59n    0.2779 
 









Ahora bien, podemos analizar que cuando se excluye la DMU 59 del modelo (3) en la 
metodología de (Wilson, 1995b) el valor para la DMU 44 era inviable ( *44 59 ) pero al resolver 
los modelos propuestos por  (Cheng et al., 2011) se obtiene un valor de *44 59 2.7821   por 
lo que se obtiene una información importante de la influencia de la DMU 59 en la eficiencia de 
la DMU 44. Los cálculos anteriores se realizaron para cada una de las 27 DMUs eficientes que 
pertenecen al conjunto   y  se obtuvo un ranking de las 12 DMUs  que resultaron ser las  más 
influyentes en la muestra. 
 
Ranking de Observaciones Influyentes con la aplicación  de la metodología de (Wilson, 
1995b) y la metodología de (Cheng et al., 2011): 
Posición  DMU 
*
j jn    
1 44 1.4268 
2 59 1.1115 
3 52 0.7568 
4 69 0.6941 
5 62 0.6487 
6 56 0.3882 
7 15 0.3709 
8 58 0.2182 
9 45 0.2071 
10 17 0.2051 
11 47 0.1596 
12 49 0.1362 
 
Tabla 9. Ranking la metodología de (Wilson, 1995b) y la metodología de (Cheng et al., 2011) 
 
Ranking de Observaciones Influyentes metodología (Wilson, 1995b):  
 
Posición  DMU 
*
j jn    
1 44 1.3190 
2 52 0.7568 
3 69 0.6941 
4 62 0.6487 
5 59 0.4109 
6 56 0.3882 
7 15 0.3709 
8 58 0.2182 
9 45 0.2071 
10 17 0.2051 
11 47 0.1596 
12 49 0.1362 






Como se puede analizar la DMU 59 pasa de la cuarta posición a la segunda posición  con la 
nueva metodología y las DMU 52 y 69 pierden un puesto en el ranking lo cual indica que la 
metodología propuesta por (Cheng et al., 2011) para superar problemas de inviabilidad  aporta 
información importante a la metodología de  (Wilson, 1995b) a la hora de detectar observaciones 
influyentes haciendo uso del análisis envolvente de datos. 
 
 
ANEXO B. Implementación de la metodologia de la sección 8.1.1.2 con un caso Real 
 
Para comprobar la metodología planteada por los autores, se van a usar los datos utilizados por  
(Wilson, 1995b), este conjunto de datos fueron tomados de  (A. Charnes et al., 1981)  y 
corresponden a “the follow through program”. Este conjunto de datos tiene 70 DMUs, con 5 
inputs y 3 outputs. 
 
Como primera medida se usan los datos para resolver el  modelo (1) y obtener los θ0
t
para lo 
cual se utilizó el programa OSDEA-GUI39 que es de código abierto (Open source DEA). 
Obteniendo los siguientes resultados: 
 
DMU Name t   Eficiente 
1 0.96214   
2 0.90105   
3 0.93478   
4 0.90160   
5 1.00000 Yes 
6 0.90992   
7 0.89141   
8 0.90501   
9 0.85852   
10 0.94076   
11 1.00000 Yes 
12 1.00000 Yes 
13 0.86232   
14 0.98967   
15 1.00000 Yes 
16 0.95014   
17 1.00000 Yes 
18 1.00000 Yes 
19 0.95255   
20 1.00000 Yes 
21 1.00000 Yes 
22 1.00000 Yes 
23 0.97483   
24 1.00000 Yes 
                                                 





25 0.97867   
26 0.94253   
27 1.00000 Yes 
28 0.99033   
29 0.88329   
30 0.89340   
31 0.83688   
32 1.00000 Yes 
33 0.95209   
34 0.85905   
35 1.00000 Yes 
36 0.79293   
37 0.83930   
38 1.00000 Yes 
39 0.94148   
40 0.94977   
41 0.95233   
42 0.95312   
43 0.86474   
44 1.00000 Yes 
45 1.00000 Yes 
46 0.91289   
47 1.00000 Yes 
48 1.00000 Yes 
49 1.00000 Yes 
50 0.95867   
51 0.91987   
52 1.00000 Yes 
53 0.86964   
54 1.00000 Yes 
55 0.99937   
56 1.00000 Yes 
57 0.92693   
58 1.00000 Yes 
59 1.00000 Yes 
60 0.98044   
61 0.89269   
62 1.00000 Yes 
63 0.96345   
64 0.93032   
65 0.97539   
66 0.93563   
67 0.94623   
68 1.00000 Yes 
69 1.00000 Yes 
70 0.96403   
 






Para el modelo (1) se calcularon los valores para trθ de donde se obtiene 27 unidades que son 
extremas eficientes dado que tienen un score con valor 1 y sus slacks son todas ceros como se 
puede observar en la siguiente tabla: 
 
DMU Name  1x   2x  3x    4x   5x  1y   2y    3y  
1 16.5201 1.2491 0.0000 1.0172 0.4432 0.0000 3.5153 0.0000 
2 0.0000 0.0000 3.4462 2.3546 0.0000 3.1855 0.0000 0.0000 
3 0.0000 0.2411 1.1308 0.0000 2.0735 1.5297 3.0746 0.0000 
4 10.2049 0.0000 0.0000 2.6017 0.0000 0.2459 1.0573 0.0000 
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
6 0.0000 0.0000 0.6121 0.0000 0.0000 2.9107 0.6515 0.0000 
7 13.4967 0.0000 0.6878 0.3896 0.0000 0.0000 3.8660 0.0000 
8 0.0000 0.0000 4.9705 5.3602 0.0000 12.3705 9.9420 0.0000 
9 0.0000 0.0000 0.0000 3.2548 0.9090 5.1037 6.8629 0.0000 
10 4.5503 0.8619 3.9769 0.0000 1.8970 1.0641 3.0142 0.0000 
11 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
12 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
13 5.1369 0.0000 0.0000 1.4915 0.0000 0.0844 0.9634 0.0000 
14 8.4513 0.1187 0.0000 0.8714 0.0000 0.0000 0.6406 0.0000 
15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
16 0.0000 0.0000 1.8201 5.8199 0.0000 4.4165 10.5757 0.0000 
17 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
18 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
19 9.4942 0.0000 3.5062 2.7293 0.0000 0.0000 5.3361 0.0000 
20 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
21 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
22 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
23 14.4804 0.0000 3.0228 4.3100 1.7027 0.0000 1.5688 0.0000 
24 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
25 0.0000 0.0000 3.4091 3.9796 0.0000 0.0000 4.4181 0.0000 
26 14.9483 0.0000 0.1002 4.6905 0.0000 0.7390 0.0000 0.0000 
27 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
28 0.0000 0.2772 0.0954 4.3340 0.0000 0.0000 4.1864 0.0000 
29 2.9007 0.0000 1.0871 0.0000 0.0000 1.8101 1.4950 0.0000 
30 0.0000 0.0000 0.0000 0.0000 1.2925 5.6098 4.8051 0.0000 
31 5.5158 0.0000 0.2348 1.9463 0.0000 0.9843 0.4493 0.0000 
32 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
33 6.8643 0.0000 11.7763 8.4817 1.1969 0.0000 6.1342 0.0000 
34 1.7190 0.0000 0.0000 5.2801 0.0000 2.2515 3.0756 0.0000 
35 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
36 5.9679 0.0000 0.3128 0.0000 0.0000 6.8765 5.7702 0.0000 
37 0.0000 0.0938 0.0000 0.0000 0.0000 4.4759 4.1060 0.0000 
38 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
39 0.0000 0.3578 0.0000 0.4525 0.0000 0.6246 3.8465 0.0000 
40 9.3949 0.0000 0.0000 0.0000 1.5609 0.8153 1.0130 0.0000 
41 5.8173 0.0000 0.0000 3.1639 0.0000 1.7504 4.7614 0.0000 
42 0.0000 0.2319 0.5959 2.9388 0.0000 0.0000 5.4447 0.0000 
43 0.0000 0.0000 0.0000 4.3080 0.0000 10.0601 6.7366 0.0000 
44 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
45 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 






Tabla 12. Tabla de Slacks Modelo (1) 
Ahora bien, se va reducir la muestra total a partir tal la muestra reducida: 
  / 1,...tkS = k θ < ψ, k = ,N  
De tal modo que se define para este ejemplo  0 0.05p = y 0.95=  y obtenemos:  
                                                    Tabla 13. Muestra reducida S                                                                         
47 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
48 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
49 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
50 17,5718 1,6822 0,0000 1,9379 8,5288 0,7670 2,3220 0,0000
51 3,0698 0,0000 0,2185 0,0000 3,7787 2,2670 0,0000 0,0000
52 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
53 0,0000 0,0000 0,0000 0,6668 2,1747 0,0000 1,0001 0,0000
54 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
55 0,0000 0,0278 0,0000 0,0000 2,2992 0,8356 1,7990 0,0000
56 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
57 3,6117 0,2193 0,0453 0,0000 3,6777 1,7854 6,2971 0,0000
58 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
59 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
60 4,2312 0,0000 0,0853 1,0963 0,6265 0,0000 0,0000 0,0000
61 3,9519 0,0258 0,0000 0,0000 0,0000 2,6639 3,3306 0,0000
62 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
63 5,9129 0,0000 0,0000 0,4550 0,6199 1,6132 2,6611 0,0000
64 0,0000 0,0000 0,0000 1,8166 2,2447 9,3491 9,2692 0,0000
65 0,7929 0,0000 2,2471 0,0000 0,0000 0,3582 1,9043 0,0000
66 0,0000 0,0000 0,0000 2,9866 15,9780 6,0562 8,5551 0,0000
67 0,0000 0,0000 0,0000 0,0558 12,9779 1,7644 4,5274 0,0000
68 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000
69 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000

































                       
 Ahora bien en la siguiente etapa se excluye una a la vez cada DMU eficiente extrema de la 
muestra y se calcula rθ  del modelo (2) con el  objetivo de poder determinar en qué medida la 
jDMU  influye en la evaluación de la eficiencia de la 0DMU . Para el caso de este ejemplo el 
número de unidades extremas eficientes es 27 el cual coincide (particularidades de los datos) con 
el cardinal de conjunto S de ahí que 27N = . El modelo (2) se resolvió con Pyomo (Hart, 
Laird, Watson, & Woodruff, 2012) que es un lenguaje algebraico orientado a objetos que 
permite su modelación usando el poder y  las ventajas de lenguaje   de programación de Python 
científico.  Después de obtener rθ se halló   haciendo uso del Teorema 2, es decir como la 
proporción entre tθ y rθ , las DMUs 44, 52, 69 resultaron ser las más influyentes:  
 
 
DMU44 DMU52 DMU 69 
DMU t   r      44kT  r       52kT  r       69kT  
2 0.90105 0.93151 0.96730 0 0.90105 1.00000 0 0.90105 1.00000 0 
3 0.93478 0.96055 0.97316 0 0.97905 0.95477 0 0.93662 0.99803 0 
4 0.90160 0.90160 1.00000 0 0.90206 0.99949 0 0.90160 1.00000 0 
6 0.90992 0.91532 0.99410 0 0.90999 0.99992 0 0.91207 0.99764 0 
7 0.89141 0.89141 1.00000 0 0.89287 0.99837 0 0.89141 1.00000 0 
8 0.90501 1.00000 0.90501 1 0.90501 1.00000 0 0.90501 1.00000 0 
9 0.85852 0.86569 0.99172 0 0.88578 0.96923 0 0.85852 1.00000 0 
10 0.94076 0.97504 0.96485 0 0.99984 0.94091 1 0.94076 1.00000 0 
13 0.86232 0.86576 0.99602 0 0.86304 0.99916 0 0.86232 1.00000 0 
26 0.94253 0.95768 0.98418 0 0.94253 1.00000 0 0.94253 1.00000 0 
29 0.88329 0.88329 1.00000 0 0.88329 1.00000 0 0.91308 0.96738 0 
30 0.89340 0.90331 0.98903 0 0.89479 0.99845 0 0.89457 0.99869 0 
31 0.83688 0.83688 1.00000 0 0.83688 1.00000 0 0.83688 1.00000 0 
34 0.85905 0.88179 0.97421 0 0.86425 0.99398 0 0.85905 1.00000 0 
36 0.79293 0.79293 1.00000 0 0.80120 0.98969 0 0.79293 1.00000 0 
37 0.83930 0.84590 0.99220 0 0.85994 0.97600 0 0.83992 0.99926 0 
39 0.94148 1.00000 0.94148 1 0.94148 1.00000 0 0.94148 1.00000 0 
40 0.94977 0.94977 1.00000 0 0.99992 0.94985 1 0.95317 0.99643 0 
43 0.86474 0.92591 0.93393 1 0.86956 0.99446 0 0.86474 1.00000 0 
46 0.91289 0.93005 0.98155 0 0.92768 0.98406 0 0.91289 1.00000 0 
51 0.91987 0.91987 1.00000 0 0.91987 1.00000 0 0.93418 0.98468 0 
53 0.86964 0.87337 0.99573 0 0.87075 0.99873 0 0.86964 1.00000 0 
57 0.92693 0.92693 1.00000 0 0.99940 0.92748 1 0.93712 0.98912 0 
61 0.89269 0.89269 1.00000 0 0.89639 0.99587 0 0.95363 0.93610 1 
64 0.93032 0.93351 0.99658 0 0.95626 0.97288 0 0.93032 1.00000 0 
66 0.93563 0.93563 1.00000 0 0.95005 0.98482 0 0.93563 1.00000 0 
67 0.94623 0.94763 0.99853 0 0.97144 0.97405 0 0.94623 1.00000 0 
44T  3 52T  3 69T  1 
 






Como se puede observar en la tabla anterior la DMU 44 influye en la eficiencia de las DMUs 8, 
39 y 43.  La DMU 52 afecta la eficiencia de las DMUs 10, 40 y 57. La DMU 69 resulta ser la 
menos influyente debido a que solo afecta la eficiencia  de la DMU 61. El resto de unidades 
extremas eficientes no afectan la eficiencia de las otras DMUs. Al realizar el análisis a partir de 
la prueba estadística  se tiene para la DMU 44 y 52 tienen un valor  3T = y para la DMU 67 un 
valor 1T = . Para el resto de unidades extremas eficientes se obtiene un valor de 0T = . Para 
hacer  uso de la prueba de hipótesis nula de la ecuación (10) se procede a calcular los respectivos 
p-valor de la ecuación (13) así: 
 
Para las DMUs 44 y 52 con 3T = : 
1 0.8495 0.1505p = =  
Para la DMUs 67 con 1T = :  
 1 0.2503 0.7497p = =  
Para el resto de DMUs extremas eficientes: 














Se puede inferir que para cada caso se  obtienen valores altos de 0.05p > , por lo tanto, no se 
rechaza 0H y  podría concluirse que el para el  estadístico T  las DMUs 44 y 52 no resultan ser 
altamente influyentes dado que solo afectan a 3 DMUs. Por lo tanto se nota que el estadístico 
está diseñado para detectar DMUs extremas eficientes que afectan a un  número mayor de 






















ANEXO C. Implementación de la metodologia de la sección 8.1.1.3 con un caso Real 
 
Para comprobar la metodología propuesta por los autores se van a utilizar los datos que fueron 
tomados de (Abraham Charnes, Cooper, & Li, 1989) los cuales corresponden a 28 ciudades 
chinas en donde se tienen 3 inputs (labor, working found, investment) y 3 outputs (gross 
industrial output value, profit and taxes, and retails sales). 
 
El conjunto de datos es: 
 
DMU  I1 I2 I3 O1 O2 O3 
1 483.01 1397736 616961 6785798 1594957 1088699 
2 371.95 855509 385453 2505984 545140 835745 
3 268.23 685584 341941 2292025 406947 473600 
4 202.02 452713 117429 1158016 135939 336165 
5 197.93 471650 112634 1244124 204909 317709 
6 178.96 423124 189743 1187130 190178 605037 
7 148.04 367012 97004 658910 86514 239760 
8 189.93 408311 111904 993238 1411954 353896 
9 23.33 245542 91861 854188 135327 239360 
10 116.91 305316 91710 606743 78357 208188 
11 129.62 295812 92409 736545 114365 298112 
12 106.26 198703 53499 454684 67154 233733 
13 89.7 210891 95642 494196 78992 118553 
14 109.26 282209 84202 842854 149186 243361 
15 85.5 184992 49357 776285 116974 234875 
16 72.17 222327 73907 490998 117854 118924 
17 76.18 161159 47977 482448 67857 158250 
18 73.21 144163 43312 515237 114883 101231 
19 86.72 190043 55326 625514 173099 130423 
20 69.09 158439 66640 382880 74126 123968 
21 77.69 135046 46198 867467 65229 262876 
22 97.42 206926 66120 830142 128279 242773 
23 54.96 79563 43192 521684 37245 184055 
24 67 144092 43350 869973 86859 194416 
25 46.3 100431 31428 604715 55989 127586 
26 65.12 96873 28112 601299 37088 224855 
27 20.09 50717 54650 145792 11816 24442 
28 69.81 117790 30976 319218 31726 169051 
Tabla 15. Conjunto de datos 28 ciudades Chinas 
   
 
El modelo  (1) uno fue implementado y solucionado a través de open source DEA (OSDEA) y se 









DMU  Objective Value Efficient 
1 1.0000 Yes 
2 1.0000   
3 0.6594   
4 0.7377   
5 0.7479   
6 1.0000 Yes 
7 0.4418   
8 1.0000 Yes 
9 1.0000 Yes 
10 0.4644   
11 0.6786   
12 0.6389   
13 0.4741   
14 0.6469   
15 0.8630   
16 0.6216   
17 0.6859   
18 0.7929   
19 0.6913   
20 0.6328   
21 1.0000 Yes 
22 0.7495   
23 1.0000 Yes 
24 1.0000 Yes 
25 1.0000 Yes 
26 1.0000 Yes 
27 1.0000 Yes 
28 0.9147   
Tabla 16. Puntuaciones Modelo (1) 
 
 
Se  obtienen 11 DMUs   con score 1 y 17 DMUs con score menor que 1, ahora bien se realiza el 
análisis de Slacks de las 11 DMUs para verificar que cumplen con score 1 y todos sus slacks 
cero, es decir que son extremas eficientes, la tabla a continuación muestra los resultados: 
 
 
DMU  I1 I2 I3 O1 O2 O3 
1 0 0 0 0 0 0 
2 3.77E-08 0 3.03E-06 7.33E-04 1.67E-04 0 
3 0.00 0.00 35548.13 0.00 30714.53 0.00 
4 42.70 112717.19 0.00 0.00 9046.98 0.00 





6 0 0 0 0 0 0 
7 0.00 29495.67 0.00 840.84 0.00 0.00 
8 0 0 0 0 0 0 
9 0 0 0 0 0 0 
10 0.00 10580.39 0.00 50644.72 0.00 0.00 
11 0.00 28459.10 0.00 0.00 0.00 0.00 
12 0.00 14671.75 0.00 170867.31 0.00 0.00 
13 0.00 0.00 895.57 0.00 0.00 0.00 
14 0.00 17136.22 0.00 0.00 0.00 0.00 
15 0.00 22582.53 0.00 0.00 0.00 0.00 
16 0.00 25603.17 0.00 26817.01 0.00 0.00 
17 0.00 4141.85 0.00 131679.39 0.00 0.00 
18 0.00 311.20 0.00 106882.06 0.00 62762.51 
19 0.00 4312.51 0.00 12875.98 0.00 22714.38 
20 0.00 0.00 0.00 116033.90 0.00 0.00 
21 0 0 0 0 0 0 
22 0.00 2595.28 0.00 0.00 0.00 0.00 
23 0 0 0 0 0 0 
24 0 0 0 0 0 0 
25 0 0 0 0 0 0 
26 0 0 0 0 0 0 
27 0 0 0 0 0 0 
28 0.00 10633.74 0.00 282310.25 6630.45 49276.26 
Tabla 17.  Slacks para el modelo (1) 
 
Como se puede verificar de las 11 DMUs con score 1, la única que no tiene todos sus slacks con 
valor cero es la DMU 2 por lo tanto no se puede considerar como eficiente extrema y se prosigue 
a calcular los valores para el modelo reducido (2)  excluyendo las 10 DMUs  eficientes  extremas 
una a la vez y seguido a esto se calcula los valores para la ecuación (4) así: 
 
  1DMU  6DMU  8DMU  
oDMU  
*
o  *1o  1oI  *6o  6oI  *8o  8oI  
3 0.6594 1 0 0.6691 0.9716 0.6594 1 
4 0.7377 0.8695 0.4975 0.7788 0.8430 0.7377 1 
5 0.7479 1 0 0.7479 1 0.8123 0.7447 
7 0.4418 0.4418 1 0.4440 0.9962 0.4845 0.9235 
10 0.4644 0.4644 1 0.4644 1 0.4972 0.9389 
11 0.6786 0.6786 1 0.7397 0.8101 0.7316 0.8352 
12 0.6389 0.6389 1 0.6409 0.9944 0.6999 0.8313 
13 0.4741 0.4741 1 0.4741 1 0.5482 0.8591 





15 0.8630 0.8630 1 0.8630 1 1 0 
16 0.6216 0.6216 1 0.6216 1 0.7581 0.6394 
17 0.6859 0.6859 1 0.6859 1 0.7347 0.8447 
18 0.7929 0.7929 1 0.7929 1 1 0 
19 0.6913 0.6913 1 0.6913 1 1 0 
20 0.6328 0.6328 1 0.6328 1 0.7111 0.7866 
22 0.7495 0.7495 1 0.7495 1 0.8727 0.5080 
28 0.9147 0.9147 1 0.9147 1 0.9147 1 
Tabla 18. Puntuaciones Modelo (2)  observaciones 1, 6 y 8 
 
Como se puede analizar la 1DMU  influye altamente en la eficiencia de las 3DMU  y 5DMU  
dado que se pasa de un valor *o  de 0.6594 y 0.7479 a 1 respectivamente. De la misma manera la 
8DMU  resulta ser altamente influyente en la eficiencia de la 15DMU , 18DMU  y 19DMU .  La 
8DMU   influye en la eficiencia de las otras DMUs de una manera leve.  
 
9DMU  21DMU  23DMU  
oDMU  
*
o  *9o  9oI  *21o  21oI  
*
23o  23oI  
3 0.6594 0.6652 0.9828 0.6760 0.9512 0.6594 1 
4 0.7377 0.7377 1 0.7922 0.7923 0.7377 1 
5 0.7479 0.7479 1 0.8035 0.7797 0.7479 1 
7 0.4418 0.4895 0.9147 0.4418 1 0.4418 1 
10 0.4644 0.5471 0.8457 0.4644 1 0.4644 1 
11 0.6786 0.6958 0.9464 0.6801 0.9955 0.6786 1 
12 0.6389 0.6541 0.9580 0.6389 1 0.6389 1 
13 0.4741 0.5061 0.9390 0.4741 1 0.4782 0.9922 
14 0.6469 0.7265 0.7747 0.6696 0.9358 0.6469 1 
15 0.8630 0.8713 0.9393 0.8874 0.8217 0.8630 1 
16 0.6216 0.6686 0.8760 0.6216 1 0.6216 1 
17 0.6859 0.6991 0.9579 0.6859 1 0.6859 1 
18 0.7929 0.7929 1 0.7929 1 0.7929 1 
19 0.6913 0.6913 1 0.6913 1 0.6913 1 
20 0.6328 0.6627 0.9184 0.6328 1 0.6328 1 
22 0.7495 0.7956 0.8159 0.7793 0.8809 0.7495 1 
28 0.9147 0.9147 1 0.9147 1 0.9147 1 
Tabla 19. Puntuaciones Modelo (2)  observaciones 9, 21 y 23 
 
La 9DMU , 21DMU  y 21DMU  no tienen una influencia fuerte en la eficiencia de las DMUs no 











24DMU  25DMU  26DMU  27DMU  
oDMU  
*
o  *24o  24oI  *25o  25oI  *26o  26oI  *27o  27oI  
3 0.6594 0.6594 1 0.6594 1 0.6594 1 0.6594 1 
4 0.7377 0.7377 1 0.7377 1 0.7377 1 0.7377 1 
5 0.7479 0.7480 0.9998 0.7479 1 0.7479 1 0.7479 1 
7 0.4418 0.4418 1 0.4418 1 0.4820 0.9281 0.4418 1 
10 0.4644 0.4644 1 0.4757 0.9790 0.5081 0.9184 0.4644 1 
11 0.6786 0.6786 1 0.6786 1 0.6857 0.9778 0.6786 1 
12 0.6389 0.6389 1 0.6389 1 0.7841 0.5980 0.6389 1 
13 0.4741 0.4741 1 0.5169 0.9185 0.4741 1 0.5278 0.8979 
14 0.6469 0.6552 0.9764 0.6469 1 0.6505 0.9898 0.6469 1 
15 0.8630 0.8722 0.9330 0.8630 1 0.9119 0.6431 0.8630 1 
16 0.6216 0.6216 1 0.6920 0.8140 0.6216 1 0.6384 0.9557 
17 0.6859 0.6859 1 0.7611 0.7606 0.7268 0.8699 0.6859 1 
18 0.7929 0.7929 1 0.8782 0.5882 0.8063 0.9353 0.7929 1 
19 0.6913 0.6913 1 0.7981 0.6541 0.6937 0.9923 0.6913 1 
20 0.6328 0.6328 1 0.6731 0.8901 0.6334 0.9982 0.6842 0.8600 
22 0.7495 0.7564 0.9724 0.7495 1 0.7556 0.9758 0.7495 1 
28 0.9147 0.9147 1 0.9220 0.9152 1 0 0.9147 1 
Tabla 20. Puntuaciones Modelo (2)  observaciones 24, 25, 26 y 27 
 
Se puede observar la eficiencia de la 28DMU  es altamente influida por la presencia de la 26DMU  
pasando de un valor *o  de 0.9147 a 1. Para el resto de DMUs extremas eficientes se puede 
inferir que  la presencia de dichas DMUs no afecta de una manera fuerte la eficiencia del resto de 






























ANEXO D. Implementación de la metodologia de la sección 8.1.1.4 con un caso Real 
 
Para comprobar la metodología planteada por los autores, se van a usar los datos utilizados por  
(Wilson, 1995b) y (Pastor et al., 1999a), este conjunto de datos fueron tomados de  (A. 
Charnes et al., 1981)  y corresponden a “the follow through program”. Este conjunto de datos 
tiene 70 DMUs, con 5 inputs y 3 outputs. Al correr el modelo BCC orientado a las inputs se 
obtienen 27 DMUs eficientes con slacks todos ceros y puntuación 1.  
 
A continuación con el conjunto de  datos se  implementaron los modelos (1), (2), (3) y (4) con 
los cuales se obtienen las puntuaciones  Sk , Sk , \S Rk  y \S Rk  para poder estimar las ecuaciones 
(6), (7) y (8) de las cuales se obtienen  ( )ok R , ( )ik R  y  ( )o ik R  .  




k  Sk  \44Sk  \44Sk  (44)ok  (44)ik  DMUs afectadas (44)o ik   
1 1.0000 1.0000 1 1 0 0 0 0 
2 1.0000 1.0000 1 1 0 0 0 0 
3 0.9765 0.9725 1 0.9725 0 0.0235 1 0.0235 
4 1.0000 1.0000 1 1 0 0 0 0 
5 1.0000 1.0000 1 1 0 0 0 0 
6 0.9888 0.9660 0.9888 0.9660 0 0 0 0 
7 1.0000 1.0000 1 1 0 0 0 0 
8 1.0000 1.0000 1 1 0 0 0 0 
9 1.0000 1.0000 1 1 0 0 0 0 
10 1.0000 1.0000 1 1 0 0 0 0 
11 1.0000 1.0000 1 1 0 0 0 0 
12 1.0000 1.0000 1 1 0 0 0 0 
13 0.8807 1.0000 0.8807 1 0 0 0 0 
14 1.0000 1.0000 1 1 0 0 0 0 
15 1.0000 1.0000 1 1 0 0 0 0 
16 1.0000 1.0000 1 1 0 0 0 0 
17 1.0000 1.0000 1 1 0 0 0 0 
18 1.0000 1.0000 1 1 0 0 0 0 
19 1.0000 1.0000 1 1 0 0 0 0 
20 1.0000 1.0000 1 1 0 0 0 0 
21 1.0000 1.0000 1 1 0 0 0 0 
22 1.0000 0.8710 1 0.8710 0 0 0 0 
23 1.0000 1.0000 1 1 0 0 0 0 
24 1.0000 1.0000 1 1 0 0 0 0 
25 1.0000 1.0000 1 1 0 0 0 0 
26 1.0000 1.0000 1 1 0 0 0 0 
27 1.0000 1.0000 1 1 0 0 0 0 
28 1.0000 1.0000 1 1 0 0 0 0 





30 1.0000 1.0000 1 1 0 0 0 0 
31 1.0000 1.0000 1 1 0 0 0 0 
32 1.0000 1.0000 1 1 0 0 0 0 
33 1.0000 1.0000 1 1 0 0 0 0 
34 0.8814 1.0000 0.8866 1 0 0.0051 1 0.0051 
35 1.0000 1.0000 1 1 0 0 0 0 
36 1.0000 1.0000 1 1 0 0 0 0 
37 1.0000 1.0000 1 1 0 0 0 0 
38 1.0000 1.0000 1 1 0 0 0 0 
39 1.0000 1.0000 1 1 0 0 0 0 
40 1.0000 1.0000 1 1 0 0 0 0 
41 1.0000 0.9251 1 0.9251 0 0 0 0 
42 1.0000 1.0000 1 1 0 0 0 0 
43 1.0000 1.0000 1 1 0 0 0 0 
44 1.0000 1.0000 excluida excluida excluida excluida excluida excluida 
45 1.0000 1.0000 1 1 0 0 0 0 
46 1.0000 1.0000 1 1 0 0 0 0 
47 1.0000 1.0000 1 1 0 0 0 0 
48 1.0000 1.0000 1 1 0 0 0 0 
49 1.0000 1.0000 1 1 0 0 0 0 
50 1.0000 1.0000 1 1 0 0 0 0 
51 1.0000 1.0000 1 1 0 0 0 0 
52 1.0000 1.0000 1 1 0 0 0 0 
53 0.8875 1.0000 0.8889 1 0 0.0015 1 0.0015 
54 1.0000 1.0000 1 1 0 0 0 0 
55 1.0000 1.0000 1 1 0 0 0 0 
56 1.0000 1.0000 1 1 0 0 0 0 
57 1.0000 1.0000 1 1 0 0 0 0 
58 1.0000 1.0000 1 1 0 0 0 0 
59 1.0000 1.0000 1 1 0 0 0 0 
60 1.0000 0.8752 1 0.8752 0 0 0 0 
61 1.0000 1.0000 1 1 0 0 0 0 
62 1.0000 1.0000 1 1 0 0 0 0 
63 1.0000 1.0000 1 1 0 0 0 0 
64 1.0000 1.0000 1 1 0 0 0 0 
65 1.0000 1.0000 1 1 0 0 0 0 
66 1.0000 1.0000 1 1 0 0 0 0 
67 1.0000 1.0000 1 1 0 0 0 0 
68 1.0000 1.0000 1 1 0 0 0 0 
69 1.0000 1.0000 1 1 0 0 0 0 
70 1.0000 1.0000 1 1 0 0 0 0 
0 0.0300 3 0.0300 
Avg. 0.0100 







Como se puede analizar el valor total para el análisis de outlier  en la metodología propuesta por 
(Chen & Johnson, 2006)  para la DMU 44 es de (44) 0ok   que es la medida total para la 
influencia ineficiente, (44) 0.0300ik  que es la medida total para la influencia eficiente,  con 3 
DMUs afectadas por la presencia de la DMU 44 y (44) 0.0300o ik    que es el cambio en el 
ancho de la envolvente convexa. Por lo tanto la DMU 44 tiene un efecto en la eficiencia de las 
DMUs 3, 34 y 53. La influencia promedio se obtiene de dividir el total de la influencia entre 




k  Sk  \52Sk  \52Sk  (52)ok  (52)ik  DMUs afectadas (52)o ik   
1 1.0000 1.0000 1 1 0 0 0 0 
2 1.0000 1.0000 1 1 0 0 0 0 
3 0.9765 0.9725 0.9879 0.9725 0 0.0114 1 0.0114 
4 1.0000 1.0000 1 1 0 0 0 0 
5 1.0000 1.0000 1 1 0 0 0 0 
6 0.9888 0.9660 0.9888 0.9660 0 0 0 0 
7 1.0000 1.0000 1 1 0 0 0 0 
8 1.0000 1.0000 1 1 0 0 0 0 
9 1.0000 1.0000 1 1 0 0 0 0 
10 1.0000 1.0000 1 1 0 0 0 0 
11 1.0000 1.0000 1 1 0 0 0 0 
12 1.0000 1.0000 1 1 0 0 0 0 
13 0.8807 1.0000 0.8807 1 0 0 0 0 
14 1.0000 1.0000 1 1 0 0 0 0 
15 1.0000 1.0000 1 1 0 0 0 0 
16 1.0000 1.0000 1 1 0 0 0 0 
17 1.0000 1.0000 1 1 0 0 0 0 
18 1.0000 1.0000 1 1 0 0 0 0 
19 1.0000 1.0000 1 1 0 0 0 0 
20 1.0000 1.0000 1 1 0 0 0 0 
21 1.0000 1.0000 1 1 0 0 0 0 
22 1.0000 0.8710 1 0.8710 0 0 0 0 
23 1.0000 1.0000 1 1 0 0 0 0 
24 1.0000 1.0000 1 1 0 0 0 0 
25 1.0000 1.0000 1 1 0 0 0 0 
26 1.0000 1.0000 1 1 0 0 0 0 
27 1.0000 1.0000 1 1 0 0 0 0 
28 1.0000 1.0000 1 1 0 0 0 0 
29 1.0000 1.0000 1 1 0 0 0 0 





31 1.0000 1.0000 1 1 0 0 0 0 
32 1.0000 1.0000 1 1 0 0 0 0 
33 1.0000 1.0000 1 1 0 0 0 0 
34 0.8814 1.0000 0.8818 1 0 0.0004 1 0.0004 
35 1.0000 1.0000 1 1 0 0 0 0 
36 1.0000 1.0000 1 1 0 0 0 0 
37 1.0000 1.0000 1 1 0 0 0 0 
38 1.0000 1.0000 1 1 0 0 0 0 
39 1.0000 1.0000 1 1 0 0 0 0 
40 1.0000 1.0000 1 1 0 0 0 0 
41 1.0000 0.9251 1 0.9251 0 0 0 0 
42 1.0000 1.0000 1 1 0 0 0 0 
43 1.0000 1.0000 1 1 0 0 0 0 
44 1.0000 1.0000 1 1 0 0 0 0 
45 1.0000 1.0000 1 1 0 0 0 0 
46 1.0000 1.0000 1 1 0 0 0 0 
47 1.0000 1.0000 1 1 0 0 0 0 
48 1.0000 1.0000 1 1 0 0 0 0 
49 1.0000 1.0000 1 1 0 0 0 0 
50 1.0000 1.0000 1 1 0 0 0 0 
51 1.0000 1.0000 1 1 0 0 0 0 
52 1.0000 1.0000 excluida excluida excluida excluida excluida excluida 
53 0.8875 1.0000 0.8889 1 0 0.0015 1 0.0015 
54 1.0000 1.0000 1 1 0 0 0 0 
55 1.0000 1.0000 1 1 0 0 0 0 
56 1.0000 1.0000 1 1 0 0 0 0 
57 1.0000 1.0000 1 1 0 0 0 0 
58 1.0000 1.0000 1 1 0 0 0 0 
59 1.0000 1.0000 1 1 0 0 0 0 
60 1.0000 0.8752 1 0.8752 0 0 0 0 
61 1.0000 1.0000 1 1 0 0 0 0 
62 1.0000 1.0000 1 1 0 0 0 0 
63 1.0000 1.0000 1 1 0 0 0 0 
64 1.0000 1.0000 1 1 0 0 0 0 
65 1.0000 1.0000 1 1 0 0 0 0 
66 1.0000 1.0000 1 1 0 0 0 0 
67 1.0000 1.0000 1 1 0 0 0 0 
68 1.0000 1.0000 1 1 0 0 0 0 
69 1.0000 1.0000 1 1 0 0 0 0 
70 1.0000 1.0000 1 1 0 0 0 0 
0 0.0132 3 0.0132 
Avg. 0.0044 






En el análisis de los resultados podemos ver que la DMU 52 tiene como valores totales  
(52) 0ok  que es la medida total para la influencia ineficiente , (52) 0.0132ik   que es la 
medida total para la influencia eficiente, con 3 DMUs afectadas por la presencia de la DMU 52 y 
(52) 0.0132o ik   . Las DMUs afectadas en su eficiencia  por la DMU 52 son las DMUs 3, 34 y 





k  Sk  \47Sk  \47Sk  (47)ok  (47)ik  DMUs afectadas (47)o ik   
1 1.0000 1.0000 1 1 0 0 0 0 
2 1.0000 1.0000 1 1 0 0 0 0 
3 0.9765 0.9725 0.9765 0.9725 0 0 0 0 
4 1.0000 1.0000 1 1 0 0 0 0 
5 1.0000 1.0000 1 1 0 0 0 0 
6 0.9888 0.9660 0.9888 0.9660 0 0 0 0 
7 1.0000 1.0000 1 1 0 0 0 0 
8 1.0000 1.0000 1 1 0 0 0 0 
9 1.0000 1.0000 1 1 0 0 0 0 
10 1.0000 1.0000 1 1 0 0 0 0 
11 1.0000 1.0000 1 1 0 0 0 0 
12 1.0000 1.0000 1 1 0 0 0 0 
13 0.8807 1.0000 0.9295 1 0 0.0488 1 0.0488 
14 1.0000 1.0000 1 1 0 0 0 0 
15 1.0000 1.0000 1 1 0 0 0 0 
16 1.0000 1.0000 1 1 0 0 0 0 
17 1.0000 1.0000 1 1 0 0 0 0 
18 1.0000 1.0000 1 1 0 0 0 0 
19 1.0000 1.0000 1 1 0 0 0 0 
20 1.0000 1.0000 1 1 0 0 0 0 
21 1.0000 1.0000 1 1 0 0 0 0 
22 1.0000 0.8710 1 0.8710 0 0 0 0 
23 1.0000 1.0000 1 1 0 0 0 0 
24 1.0000 1.0000 1 1 0 0 0 0 
25 1.0000 1.0000 1 1 0 0 0 0 
26 1.0000 1.0000 1 1 0 0 0 0 
27 1.0000 1.0000 1 1 0 0 0 0 
28 1.0000 1.0000 1 1 0 0 0 0 
29 1.0000 1.0000 1 1 0 0 0 0 
30 1.0000 1.0000 1 1 0 0 0 0 
31 1.0000 1.0000 1 1 0 0 0 0 





33 1.0000 1.0000 1 1 0 0 0 0 
34 0.8814 1.0000 0.8989 1 0 0.0175 1 0.0175 
35 1.0000 1.0000 1 1 0 0 0 0 
36 1.0000 1.0000 1 1 0 0 0 0 
37 1.0000 1.0000 1 1 0 0 0 0 
38 1.0000 1.0000 1 1 0 0 0 0 
39 1.0000 1.0000 1 1 0 0 0 0 
40 1.0000 1.0000 1 1 0 0 0 0 
41 1.0000 0.9251 1 0.9251 0 0 0 0 
42 1.0000 1.0000 1 1 0 0 0 0 
43 1.0000 1.0000 1 1 0 0 0 0 
44 1.0000 1.0000 1 1 0 0 0 0 
45 1.0000 1.0000 1 1 0 0 0 0 
46 1.0000 1.0000 1 1 0 0 0 0 
47 1.0000 1.0000 excluida excluida excluida excluida excluida excluida 
48 1.0000 1.0000 1 1 0 0 0 0 
49 1.0000 1.0000 1 1 0 0 0 0 
50 1.0000 1.0000 1 1 0 0 0 0 
51 1.0000 1.0000 1 1 0 0 0 0 
52 1.0000 1.0000 1 1 0 0 0 0 
53 0.8875 1.0000 0.8875 1 0 0 0 0 
54 1.0000 1.0000 1 1 0 0 0 0 
55 1.0000 1.0000 1 1 0 0 0 0 
56 1.0000 1.0000 1 1 0 0 0 0 
57 1.0000 1.0000 1 1 0 0 0 0 
58 1.0000 1.0000 1 1 0 0 0 0 
59 1.0000 1.0000 1 1 0 0 0 0 
60 1.0000 0.8752 1 0.8752 0 0 0 0 
61 1.0000 1.0000 1 1 0 0 0 0 
62 1.0000 1.0000 1 1 0 0 0 0 
63 1.0000 1.0000 1 1 0 0 0 0 
64 1.0000 1.0000 1 1 0 0 0 0 
65 1.0000 1.0000 1 1 0 0 0 0 
66 1.0000 1.0000 1 1 0 0 0 0 
67 1.0000 1.0000 1 1 0 0 0 0 
68 1.0000 1.0000 1 1 0 0 0 0 
69 1.0000 1.0000 1 1 0 0 0 0 
70 1.0000 1.0000 1 1 0 0 0 0 
      0 0.0663 2 0.0663 
Avg. 0.0331 






Para la DMU 47 se obtiene (47) 0ok   medida total de influencia ineficiente, (47) 0.0663ik   
medida total de influencia eficiente, con 2 DMUs afectadas por la presencia de la DMU 47 y  
(47) 0.0663o ik    que es el cambio en la anchura de la envolvente convexa. El promedio de  
influencia de la DMU 47 es de  avg 0.0331i  . Las DMUs afectadas por la DMU 47 son las 





k  Sk  \10Sk  \10Sk  (10)ok  DMUS afectadas (10)ik  DMUS afectadas (10)o ik   
1 1.0000 1.0000 1 1 0 0 0 0 0 
2 1.0000 1.0000 1 1 0 0 0 0 0 
3 0.9765 0.9725 1 1 0.0275 1 0.0235 1 0.0510 
4 1.0000 1.0000 1 1 0 0 0 0 0 
5 1.0000 1.0000 1 1 0 0 0 0 0 
6 0.9888 0.9660 0.9888 0.9660 0 0 0 0 0 
7 1.0000 1.0000 1 1 0 0 0 0 0 
8 1.0000 1.0000 1 1 0 0 0 0 0 
9 1.0000 1.0000 1 1 0 0 0 0 0 
10 1.0000 1.0000 excluida excluida excluida excluida excluida excluida excluida 
11 1.0000 1.0000 1 1 0 0 0 0 0 
12 1.0000 1.0000 1 1 0 0 0 0 0 
13 0.8807 1.0000 0.8807 1 0 0 0 0 0 
14 1.0000 1.0000 1 1 0 0 0 0 0 
15 1.0000 1.0000 1 1 0 0 0 0 0 
16 1.0000 1.0000 1 1 0 0 0 0 0 
17 1.0000 1.0000 1 1 0 0 0 0 0 
18 1.0000 1.0000 1 1 0 0 0 0 0 
19 1.0000 1.0000 1 1 0 0 0 0 0 
20 1.0000 1.0000 1 1 0 0 0 0 0 
21 1.0000 1.0000 1 1 0 0 0 0 0 
22 1.0000 0.8710 1 0.8710 0 0 0 0 0 
23 1.0000 1.0000 1 1 0 0 0 0 0 
24 1.0000 1.0000 1 1 0 0 0 0 0 
25 1.0000 1.0000 1 1 0 0 0 0 0 
26 1.0000 1.0000 1 1 0 0 0 0 0 
27 1.0000 1.0000 1 1 0 0 0 0 0 
28 1.0000 1.0000 1 1 0 0 0 0 0 
29 1.0000 1.0000 1 1 0 0 0 0 0 
30 1.0000 1.0000 1 1 0 0 0 0 0 
31 1.0000 1.0000 1 1 0 0 0 0 0 
32 1.0000 1.0000 1 1 0 0 0 0 0 





34 0.8814 1.0000 0.8814 1 0 0 0 0 0 
35 1.0000 1.0000 1 1 0 0 0 0 0 
36 1.0000 1.0000 1 1 0 0 0 0 0 
37 1.0000 1.0000 1 1 0 0 0 0 0 
38 1.0000 1.0000 1 1 0 0 0 0 0 
39 1.0000 1.0000 1 1 0 0 0 0 0 
40 1.0000 1.0000 1 1 0 0 0 0 0 
41 1.0000 0.9251 1 0.9251 0 0 0 0 0 
42 1.0000 1.0000 1 1 0 0 0 0 0 
43 1.0000 1.0000 1 1 0 0 0 0 0 
44 1.0000 1.0000 1 1 0 0 0 0 0 
45 1.0000 1.0000 1 1 0 0 0 0 0 
46 1.0000 1.0000 1 1 0 0 0 0 0 
47 1.0000 1.0000 1 1 0 0 0 0 0 
48 1.0000 1.0000 1 1 0 0 0 0 0 
49 1.0000 1.0000 1 1 0 0 0 0 0 
50 1.0000 1.0000 1 1 0 0 0 0 0 
51 1.0000 1.0000 1 1 0 0 0 0 0 
52 1.0000 1.0000 1 1 0 0 0 0 0 
53 0.8875 1.0000 0.8875 1 0 0 0 0 0 
54 1.0000 1.0000 1 1 0 0 0 0 0 
55 1.0000 1.0000 1 1 0 0 0 0 0 
56 1.0000 1.0000 1 1 0 0 0 0 0 
57 1.0000 1.0000 1 1 0 0 0 0 0 
58 1.0000 1.0000 1 1 0 0 0 0 0 
59 1.0000 1.0000 1 1 0 0 0 0 0 
60 1.0000 0.8752 1 0.8752 0 0 0 0 0 
61 1.0000 1.0000 1 1 0 0 0 0 0 
62 1.0000 1.0000 1 1 0 0 0 0 0 
63 1.0000 1.0000 1 1 0 0 0 0 0 
64 1.0000 1.0000 1 1 0 0 0 0 0 
65 1.0000 1.0000 1 1 0 0 0 0 0 
66 1.0000 1.0000 1 1 0 0 0 0 0 
67 1.0000 1.0000 1 1 0 0 0 0 0 
68 1.0000 1.0000 1 1 0 0 0 0 0 
69 1.0000 1.0000 1 1 0 0 0 0 0 
70 1.0000 1.0000 1 1 0 0 0 0 0 
      0.0275 1 0.0235 1 0.0510 
0.0275 Avg. Avg. 
Tabla 24. Puntuaciones Modelos (1), (2), (3)  y  (4) observación 10 
 





(10) 0.0235ik   medida total de influencia eficiente, con 1  DMU afectadas por la presencia de 
la DMU 10, esta es la DMU 3, (10) 0.0510o ik     del cambio en el ancho de la envolvente 
convexa.  El promedio de influencia en cada caso coincide con los valores totales. La DMU 10 
aporta información importante en el análisis de observaciones influyentes puesto que en este 
caso la DMU tiene influencia tanto ineficiente como eficiente  y esto se refleja en el cambio total 
de la envolvente convexa, demostrando el propósito principal de la metodología de (Chen & 
Johnson, 2006). 
 
Los cálculos anteriores se hicieron con cada una de las DMUs del conjunto de datos de tal 
manera que se pudiera establecer un ranking para cada una de las medidas de influencia, la 
eficiente, la ineficiente y el cambio en la anchura de la envolvente convexa. De igual manera se 
estableció el ranking de los promedios de las  influencias anteriores. 
 
Total Influencia Eficiente Total Influencia ineficiente 
Cambio en la anchura de la 
envolvente convexa 
Posición DMU 
i   Posición DMU o  Posición DMU o i   
1 dmu47 0.0663 1 dmu15 0.0359 1 dmu47 0.0663 
2 dmu44 0.0300 2 dmu10 0.0275 2 dmu10 0.0510 
3 dmu10 0.0235 3 dmu31 0.0226 3 dmu15 0.0379 
4 dmu49 0.0206 4 dmu43 0.0148 4 dmu44 0.0300 
5 dmu57 0.0198 5 dmu8 0.0127 5 dmu31 0.0226 
6 dmu59 0.0150 6 dmu54 0.0103 6 dmu49 0.0206 
7 dmu52 0.0132 7 dmu7 0.0102 7 dmu57 0.0202 
8 dmu20 0.0112 8 dmu51 0.0082 8 dmu8 0.0184 
9 dmu48 0.0074 9 dmu38 0.0072 9 dmu54 0.0170 
10 dmu68 0.0071 10 dmu9 0.0069 10 dmu59 0.0150 
11 dmu66 0.0071 11 dmu58 0.0067 11 dmu43 0.0148 
12 dmu54 0.0067 12 dmu16 0.0033 12 dmu52 0.0132 
Tabla 25.  Ranking de observaciones eficientes, ineficientes y cambios en la envolvente convexa 
 
Como se puede analizar las DMUs que tienen mayor influencia total eficiente son las DMUs 47, 
44, 10 y 49.  Para el caso total de influencia ineficiente las DMUs con mayor predomino son la 
15, 10, 31 y 43. Para el caso de  afectación del total de la envolvente convexa se tiene que las 
DMUs 47, 10, 15, 44 y 31 son las que pueden ser consideradas más influyentes. 
 
Avg. Influencia eficiente Avg. Influencia ineficiente Avg. Cambio en la anchura 
Posición DMU 
i   Posición DMU o  Posición DMU o i   
1 dmu47 0.0331 1 dmu10 0.0275 1 dmu10 0.0510 
2 dmu10 0.0235 2 dmu31 0.0226 2 dmu47 0.0331 
3 dmu57 0.0198 3 dmu15 0.0179 3 dmu31 0.0226 
4 dmu59 0.0150 4 dmu54 0.0103 4 dmu57 0.0202 
5 dmu20 0.0112 5 dmu7 0.0102 5 dmu15 0.0189 
6 dmu44 0.0100 6 dmu43 0.0074 6 dmu54 0.0170 





8 dmu68 0.0071 8 dmu8 0.0064 8 dmu20 0.0116 
9 dmu45 0.0070 9 dmu24 0.0043 9 dmu44 0.0100 
10 dmu49 0.0069 10 dmu51 0.0041 10 dmu43 0.0074 
11 dmu54 0.0067 11 dmu9 0.0035 11 dmu48 0.0074 
12 dmu35 0.0066 12 dmu33 0.0034 12 dmu49 0.0069 
Tabla 26.  Ranking  Avg.  de observaciones eficientes, ineficientes y cambios en la envolvente convexa 
 
Para los casos de influencia promedio eficiente, ineficiente y cambio en la anchura de la 











































ANEXO E. Implementación de la metodologia de la sección 8.1.1.5 con un caso Real 
 
Para comprobar la metodología planteada por los autores, se van a usar los datos utilizados por  
(Wilson, 1995b) y (Pastor et al., 1999a), este conjunto de datos fueron tomados de  (A. 
Charnes et al., 1981)  y corresponden a “the follow through program”. Este conjunto de datos 
tiene 70 DMUs, con 5 inputs y 3 outputs. Al correr el modelo (1)  BCC orientado a las inputs se 
obtienen 27 DMUs eficientes con slacks todos ceros y puntuación 1. 
 
DMU o   eficiente 
1 0.9621   
2 0.9010   
3 0.9348   
4 0.9016   
5 1.0000 Yes 
6 0.9099   
7 0.8914   
8 0.9050   
9 0.8585   
10 0.9408   
11 1.0000 Yes 
12 1.0000 Yes 
13 0.8623   
14 0.9897   
15 1.0000 Yes 
16 0.9501   
17 1.0000 Yes 
18 1.0000 Yes 
19 0.9526   
20 1.0000 Yes 
21 1.0000 Yes 
22 1.0000 Yes 
23 0.9748   
24 1.0000 Yes 
25 0.9787   
26 0.9425   
27 1.0000 Yes 
28 0.9903   
29 0.8833   
30 0.8934   
31 0.8369   
32 1.0000 Yes 
33 0.9521   
34 0.8590   
35 1.0000 Yes 
36 0.7929   
37 0.8393   
38 1.0000 Yes 
39 0.9415   
40 0.9498   
41 0.9523   
42 0.9531   
43 0.8647   
44 1.0000 Yes 
45 1.0000 Yes 
46 0.9129   
47 1.0000 Yes 
48 1.0000 Yes 
49 1.0000 Yes 
50 0.9587   
51 0.9199   
52 1.0000 Yes 
53 0.8696   
54 1.0000 Yes 
55 0.9994   
56 1.0000 Yes 
57 0.9269   
58 1.0000 Yes 
59 1.0000 Yes 
60 0.9804   
61 0.8927   
62 1.0000 Yes 
63 0.9634   
64 0.9303   
65 0.9754   
66 0.9356   
67 0.9462   
68 1.0000 Yes 
69 1.0000 Yes 





Tabla 27.  Puntuaciones modelo (1) BCC 
 
 
Ahora bien después de haber obtenido las puntuaciones del modelo (1) se obtienen los 
subconjuntos de DMUs eficientes e ineficientes respectivamente 1   y 2 .  Por lo tanto se 
estiman las puntuaciones del modelo (2) y la medida de la distancia euclidiana planteada en  la 
formula (6) así:  
 
DMU i  *  5i    25i i    11i    2 11i i    12i    2 12i i    15i    2 15i i   
1 0.9621 0.9621 0.9621 0.0000 0.9621 0.0000 0.9621 0.0000 0.9621 0.0000 
2 0.9010 0.9010 0.9010 0.0000 0.9010 0.0000 0.9008 0.0000 0.9010 0.0000 
3 0.9348 0.9348 0.9348 0.0000 0.9348 0.0000 0.9348 0.0000 0.9348 0.0000 
4 0.9016 0.9016 0.9016 0.0000 0.9016 0.0000 0.9016 0.0000 0.9016 0.0000 
5 1.0000 1.0504 excluida excluida 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
6 0.9099 0.9099 0.9099 0.0000 0.9099 0.0000 0.9089 0.0000 0.9099 0.0000 
7 0.8914 0.8914 0.8914 0.0000 0.8914 0.0000 0.8914 0.0000 0.8914 0.0000 
8 0.9050 0.9050 0.9050 0.0000 0.9050 0.0000 0.9050 0.0000 0.9050 0.0000 
9 0.8585 0.8585 0.8585 0.0000 0.8585 0.0000 0.8585 0.0000 0.8585 0.0000 
10 0.9408 0.9408 0.9408 0.0000 0.9408 0.0000 0.9408 0.0000 0.9408 0.0000 
11 1.0000 1.0577 1.0000 0.0000 excluida excluida 0.9631 0.0014 1.0000 0.0000 
12 1.0000 1.0487 1.0000 0.0000 1.0000 0.0000 excluida excluida 1.0000 0.0000 
13 0.8623 0.8623 0.8623 0.0000 0.8623 0.0000 0.8671 0.0000 0.8623 0.0000 
14 0.9897 0.9897 0.9897 0.0000 0.9897 0.0000 0.9344 0.0031 0.9897 0.0000 
15 1.0000 1.2868 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 excluida excluida 
16 0.9501 0.9501 0.9501 0.0000 0.9501 0.0000 1.0000 0.0025 0.9501 0.0000 
17 1.0000 1.2360 1.0000 0.0000 1.0000 0.0000 0.9931 0.0000 1.0000 0.0000 
18 1.0000 1.0393 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
19 0.9526 0.9526 0.9526 0.0000 0.9526 0.0000 0.9505 0.0000 0.9526 0.0000 
20 1.0000 1.1421 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
21 1.0000 1.1122 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
22 1.0000 1.0158 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
23 0.9748 0.9748 0.9748 0.0000 0.9748 0.0000 1.0000 0.0006 0.9748 0.0000 
24 1.0000 1.1055 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
25 0.9787 0.9787 0.9787 0.0000 0.9787 0.0000 0.9787 0.0000 0.9787 0.0000 
26 0.9425 0.9425 0.9425 0.0000 0.9425 0.0000 0.9437 0.0000 0.9425 0.0000 
27 1.0000 1.0630 1.0000 0.0000 1.0000 0.0000 0.9883 0.0001 1.0000 0.0000 
28 0.9903 0.9903 0.9903 0.0000 0.9903 0.0000 0.9410 0.0024 0.9903 0.0000 
29 0.8833 0.8833 0.8905 0.0001 0.8833 0.0000 0.8833 0.0000 0.8833 0.0000 
30 0.8934 0.8934 0.8934 0.0000 0.8934 0.0000 0.8934 0.0000 0.8934 0.0000 
31 0.8369 0.8369 0.8369 0.0000 0.8369 0.0000 0.8369 0.0000 0.8369 0.0000 
32 1.0000 1.0615 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
33 0.9521 0.9521 0.9521 0.0000 0.9521 0.0000 0.9521 0.0000 0.9521 0.0000 
34 0.8590 0.8590 0.8590 0.0000 0.8590 0.0000 0.8590 0.0000 0.8590 0.0000 
35 1.0000 1.0299 1.0000 0.0000 1.0000 0.0000 0.9675 0.0011 1.0000 0.0000 
36 0.7929 0.7929 0.7929 0.0000 0.7929 0.0000 0.7944 0.0000 0.7929 0.0000 
37 0.8393 0.8393 0.8393 0.0000 0.8393 0.0000 0.8393 0.0000 0.8393 0.0000 
38 1.0000 1.1455 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 





40 0.9498 0.9498 0.9498 0.0000 0.9498 0.0000 0.9498 0.0000 0.9498 0.0000 
41 0.9523 0.9523 0.9523 0.0000 0.9523 0.0000 0.9523 0.0000 0.9523 0.0000 
42 0.9531 0.9531 0.9531 0.0000 0.9531 0.0000 0.8990 0.0029 0.9531 0.0000 
43 0.8647 0.8647 0.8647 0.0000 0.8647 0.0000 0.8647 0.0000 0.8647 0.0000 
44 1.0000 2.0816 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
45 1.0000 1.0120 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
46 0.9129 0.9129 0.9129 0.0000 0.9129 0.0000 0.9129 0.0000 0.9129 0.0000 
47 1.0000 1.1089 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
48 1.0000 1.3018 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
49 1.0000 1.0690 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
50 0.9587 0.9587 0.9587 0.0000 0.9587 0.0000 0.9587 0.0000 0.9587 0.0000 
51 0.9199 0.9199 0.9199 0.0000 0.9199 0.0000 0.9199 0.0000 0.9199 0.0000 
52 1.0000 1.1863 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
53 0.8696 0.8696 0.8696 0.0000 0.8696 0.0000 0.8696 0.0000 0.8696 0.0000 
54 1.0000 1.2186 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
55 0.9994 0.9994 0.9994 0.0000 0.9994 0.0000 0.9994 0.0000 0.9994 0.0000 
56 1.0000 1.0921 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
57 0.9269 0.9269 0.9269 0.0000 0.9269 0.0000 0.9269 0.0000 0.9269 0.0000 
58 1.0000 1.3514 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
59 1.0000 1.3330 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
60 0.9804 0.9804 0.9804 0.0000 0.9804 0.0000 0.9804 0.0000 0.9804 0.0000 
61 0.8927 0.8927 0.8927 0.0000 0.8927 0.0000 0.8968 0.0000 0.8927 0.0000 
62 1.0000 1.5541 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
63 0.9634 0.9634 0.9634 0.0000 0.9634 0.0000 0.9634 0.0000 0.9634 0.0000 
64 0.9303 0.9303 0.9303 0.0000 0.9303 0.0000 0.9303 0.0000 0.9303 0.0000 
65 0.9754 0.9754 0.9754 0.0000 0.9754 0.0000 0.9770 0.0000 0.9754 0.0000 
66 0.9356 0.9356 0.9356 0.0000 0.9356 0.0000 0.9356 0.0000 0.9356 0.0000 
67 0.9462 0.9462 0.9462 0.0000 0.9462 0.0000 0.9462 0.0000 0.9462 0.0000 
68 1.0000 1.1897 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
69 1.0000 1.6448 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
70 0.9640 0.9640 0.9640 0.0000 0.9640 0.0000 0.9640 0.0000 0.9640 0.0000 
5D  0.0001 11D  0.0000 12D  0.0142 15D  0.0000 
Tabla 28. Puntuaciones Modelo (2) observaciones 5, 11, 12 y 15 
 
Las DMUs 5 y 12  presentan un valor 0D  . Las DMUs 11 y 15 tienen  un valor 0D   por lo 
tanto no aportan ninguna información relevante en el análisis de observaciones influyentes. 
   
DMU i  *   17i    2 17i i    18i    2 18i i    20i    2 20i i    21i    2 21i i   
1 0.9621 0.9621 0.9621 0.0000 0.9621 0.0000 0.9621 0.0000 0.9621 0.0000 
2 0.9010 0.9010 0.9010 0.0000 0.9010 0.0000 0.9010 0.0000 0.9016 0.0000 
3 0.9348 0.9348 0.9348 0.0000 0.9348 0.0000 0.9348 0.0000 0.9348 0.0000 
4 0.9016 0.9016 0.9016 0.0000 0.9016 0.0000 0.9016 0.0000 0.9016 0.0000 
5 1.0000 1.0504 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
6 0.9099 0.9099 0.9099 0.0000 0.9099 0.0000 0.9099 0.0000 0.9099 0.0000 
7 0.8914 0.8914 0.8914 0.0000 0.8914 0.0000 0.8914 0.0000 0.8914 0.0000 
8 0.9050 0.9050 0.9050 0.0000 0.9050 0.0000 0.9050 0.0000 0.9050 0.0000 





10 0.9408 0.9408 0.9408 0.0000 0.9408 0.0000 0.9408 0.0000 0.9408 0.0000 
11 1.0000 1.0577 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
12 1.0000 1.0487 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
13 0.8623 0.8623 0.8623 0.0000 0.8623 0.0000 0.8623 0.0000 0.8623 0.0000 
14 0.9897 0.9897 0.9897 0.0000 0.9897 0.0000 0.9897 0.0000 0.9897 0.0000 
15 1.0000 1.2868 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
16 0.9501 0.9501 0.9501 0.0000 0.9501 0.0000 0.9501 0.0000 0.9501 0.0000 
17 1.0000 1.2360 excluida excluida 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
18 1.0000 1.0393 1.0000 0.0000 excluida excluida 1.0000 0.0000 1.0000 0.0000 
19 0.9526 0.9526 0.9526 0.0000 0.9526 0.0000 0.9526 0.0000 0.9526 0.0000 
20 1.0000 1.1421 1.0000 0.0000 1.0000 0.0000 excluida excluida 1.0000 0.0000 
21 1.0000 1.1122 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 excluida excluida 
22 1.0000 1.0158 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
23 0.9748 0.9748 0.9748 0.0000 0.9748 0.0000 0.9748 0.0000 0.9748 0.0000 
24 1.0000 1.1055 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
25 0.9787 0.9787 0.9787 0.0000 0.9787 0.0000 0.9787 0.0000 0.9787 0.0000 
26 0.9425 0.9425 0.9425 0.0000 0.9425 0.0000 0.9425 0.0000 0.9425 0.0000 
27 1.0000 1.0630 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
28 0.9903 0.9903 1.0000 0.0001 0.9903 0.0000 0.9903 0.0000 0.9903 0.0000 
29 0.8833 0.8833 0.8833 0.0000 0.8833 0.0000 0.8833 0.0000 0.8833 0.0000 
30 0.8934 0.8934 0.8934 0.0000 0.8934 0.0000 0.8934 0.0000 0.8934 0.0000 
31 0.8369 0.8369 0.8369 0.0000 0.8369 0.0000 0.8369 0.0000 0.8369 0.0000 
32 1.0000 1.0615 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
33 0.9521 0.9521 0.9521 0.0000 0.9521 0.0000 0.9521 0.0000 0.9521 0.0000 
34 0.8590 0.8590 0.8590 0.0000 0.8590 0.0000 0.8590 0.0000 0.8590 0.0000 
35 1.0000 1.0299 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
36 0.7929 0.7929 0.7954 0.0000 0.7929 0.0000 0.7929 0.0000 0.7929 0.0000 
37 0.8393 0.8393 0.8393 0.0000 0.8393 0.0000 0.8393 0.0000 0.8393 0.0000 
38 1.0000 1.1455 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
39 0.9415 0.9415 0.9415 0.0000 0.9415 0.0000 0.9415 0.0000 0.9415 0.0000 
40 0.9498 0.9498 0.9498 0.0000 0.9498 0.0000 0.9498 0.0000 0.9498 0.0000 
41 0.9523 0.9523 0.9523 0.0000 0.9523 0.0000 0.9523 0.0000 0.9523 0.0000 
42 0.9531 0.9531 1.0000 0.0022 0.9531 0.0000 0.9531 0.0000 0.9531 0.0000 
43 0.8647 0.8647 0.8647 0.0000 0.8647 0.0000 0.8647 0.0000 0.8647 0.0000 
44 1.0000 2.0816 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
45 1.0000 1.0120 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
46 0.9129 0.9129 0.9129 0.0000 0.9129 0.0000 0.9129 0.0000 0.9129 0.0000 
47 1.0000 1.1089 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
48 1.0000 1.3018 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
49 1.0000 1.0690 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
50 0.9587 0.9587 0.9587 0.0000 0.9587 0.0000 0.9587 0.0000 0.9587 0.0000 
51 0.9199 0.9199 0.9199 0.0000 0.9199 0.0000 0.9199 0.0000 0.9203 0.0000 
52 1.0000 1.1863 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
53 0.8696 0.8696 0.8696 0.0000 0.8696 0.0000 0.8696 0.0000 0.8696 0.0000 
54 1.0000 1.2186 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
55 0.9994 0.9994 0.9994 0.0000 0.9994 0.0000 0.9994 0.0000 0.9994 0.0000 
56 1.0000 1.0921 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 





58 1.0000 1.3514 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
59 1.0000 1.3330 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
60 0.9804 0.9804 0.9804 0.0000 0.9804 0.0000 0.9804 0.0000 0.9804 0.0000 
61 0.8927 0.8927 0.8971 0.0000 0.8927 0.0000 0.8927 0.0000 0.8927 0.0000 
62 1.0000 1.5541 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
63 0.9634 0.9634 0.9634 0.0000 0.9634 0.0000 0.9634 0.0000 0.9634 0.0000 
64 0.9303 0.9303 0.9303 0.0000 0.9303 0.0000 0.9303 0.0000 0.9303 0.0000 
65 0.9754 0.9754 0.9770 0.0000 0.9754 0.0000 0.9754 0.0000 0.9754 0.0000 
66 0.9356 0.9356 0.9356 0.0000 0.9356 0.0000 0.9356 0.0000 0.9356 0.0000 
67 0.9462 0.9462 0.9462 0.0000 0.9462 0.0000 0.9462 0.0000 0.9462 0.0000 
68 1.0000 1.1897 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
69 1.0000 1.6448 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
70 0.9640 0.9640 0.9640 0.0000 0.9640 0.0000 0.9640 0.0000 0.9640 0.0000 
17D  0.0023 18D  0.0000 20D  0.0000 21D  0.0000 
Tabla 29. Puntuaciones Modelo (2) observaciones 17, 18, 20 y 21 
 
Como se puede analizar la DMU 17   presenta un valor 0D  .  
 
DMU i  *  44i    244i i   45i    245i i   47i    247i i   48i    248i i   
1 0.9621 0.9621 0.9621 0.0000 0.9621 0.0000 0.9621 0.0000 0.9621 0.0000 
2 0.9010 0.9010 0.9315 0.0009 0.9010 0.0000 0.9116 0.0001 0.9010 0.0000 
3 0.9348 0.9348 0.9606 0.0007 0.9348 0.0000 0.9348 0.0000 0.9348 0.0000 
4 0.9016 0.9016 0.9016 0.0000 0.9016 0.0000 0.9025 0.0000 0.9016 0.0000 
5 1.0000 1.0504 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
6 0.9099 0.9099 0.9153 0.0000 0.9099 0.0000 0.9099 0.0000 0.9099 0.0000 
7 0.8914 0.8914 0.8914 0.0000 0.8914 0.0000 0.8921 0.0000 0.8914 0.0000 
8 0.9050 0.9050 1.0000 0.0090 0.9050 0.0000 0.9050 0.0000 0.9050 0.0000 
9 0.8585 0.8585 0.8657 0.0001 0.8585 0.0000 0.8585 0.0000 0.8585 0.0000 
10 0.9408 0.9408 0.9750 0.0012 0.9408 0.0000 0.9408 0.0000 0.9408 0.0000 
11 1.0000 1.0577 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
12 1.0000 1.0487 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
13 0.8623 0.8623 0.8658 0.0000 0.8623 0.0000 0.8659 0.0000 0.8623 0.0000 
14 0.9897 0.9897 0.9897 0.0000 0.9897 0.0000 0.9897 0.0000 0.9897 0.0000 
15 1.0000 1.2868 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
16 0.9501 0.9501 1.0000 0.0025 0.9501 0.0000 0.9509 0.0000 0.9501 0.0000 
17 1.0000 1.2360 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
18 1.0000 1.0393 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
19 0.9526 0.9526 0.9842 0.0010 0.9526 0.0000 0.9537 0.0000 0.9526 0.0000 
20 1.0000 1.1421 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
21 1.0000 1.1122 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
22 1.0000 1.0158 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
23 0.9748 0.9748 1.0000 0.0006 0.9748 0.0000 0.9748 0.0000 0.9748 0.0000 
24 1.0000 1.1055 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
25 0.9787 0.9787 0.9829 0.0000 0.9787 0.0000 0.9788 0.0000 0.9787 0.0000 
26 0.9425 0.9425 0.9577 0.0002 0.9425 0.0000 0.9429 0.0000 0.9425 0.0000 
27 1.0000 1.0630 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
28 0.9903 0.9903 0.9903 0.0000 0.9909 0.0000 1.0000 0.0001 0.9903 0.0000 





30 0.8934 0.8934 0.9033 0.0001 0.8934 0.0000 0.8934 0.0000 0.8934 0.0000 
31 0.8369 0.8369 0.8369 0.0000 0.8369 0.0000 0.8387 0.0000 0.8369 0.0000 
32 1.0000 1.0615 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
33 0.9521 0.9521 0.9868 0.0012 0.9521 0.0000 0.9521 0.0000 0.9521 0.0000 
34 0.8590 0.8590 0.8818 0.0005 0.8590 0.0000 0.8592 0.0000 0.8590 0.0000 
35 1.0000 1.0299 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
36 0.7929 0.7929 0.7929 0.0000 0.7929 0.0000 0.7929 0.0000 0.7929 0.0000 
37 0.8393 0.8393 0.8459 0.0000 0.8393 0.0000 0.8393 0.0000 0.8393 0.0000 
38 1.0000 1.1455 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
39 0.9415 0.9415 1.0000 0.0034 0.9415 0.0000 0.9792 0.0014 0.9415 0.0000 
40 0.9498 0.9498 0.9498 0.0000 0.9498 0.0000 0.9498 0.0000 0.9498 0.0000 
41 0.9523 0.9523 0.9575 0.0000 0.9523 0.0000 0.9529 0.0000 0.9523 0.0000 
42 0.9531 0.9531 0.9531 0.0000 0.9532 0.0000 0.9531 0.0000 0.9531 0.0000 
43 0.8647 0.8647 0.9259 0.0037 0.8647 0.0000 0.8650 0.0000 0.8647 0.0000 
44 1.0000 2.0816 excluida excluida 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
45 1.0000 1.0120 1.0000 0.0000 excluida excluida 1.0000 0.0000 1.0000 0.0000 
46 0.9129 0.9129 0.9300 0.0003 0.9129 0.0000 0.9129 0.0000 0.9129 0.0000 
47 1.0000 1.1089 1.0000 0.0000 1.0000 0.0000 excluida excluida 1.0000 0.0000 
48 1.0000 1.3018 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 excluida excluida 
49 1.0000 1.0690 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
50 0.9587 0.9587 0.9587 0.0000 0.9587 0.0000 0.9587 0.0000 0.9587 0.0000 
51 0.9199 0.9199 0.9199 0.0000 0.9199 0.0000 0.9199 0.0000 0.9199 0.0000 
52 1.0000 1.1863 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
53 0.8696 0.8696 0.8734 0.0000 0.8696 0.0000 0.8696 0.0000 0.8696 0.0000 
54 1.0000 1.2186 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
55 0.9994 0.9994 1.0000 0.0000 0.9994 0.0000 0.9994 0.0000 0.9994 0.0000 
56 1.0000 1.0921 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
57 0.9269 0.9269 0.9269 0.0000 0.9269 0.0000 0.9269 0.0000 0.9269 0.0000 
58 1.0000 1.3514 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
59 1.0000 1.3330 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
60 0.9804 0.9804 0.9804 0.0000 0.9804 0.0000 0.9804 0.0000 0.9804 0.0000 
61 0.8927 0.8927 0.8927 0.0000 0.8927 0.0000 0.8927 0.0000 0.8927 0.0000 
62 1.0000 1.5541 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
63 0.9634 0.9634 0.9634 0.0000 0.9634 0.0000 0.9634 0.0000 0.9634 0.0000 
64 0.9303 0.9303 0.9335 0.0000 0.9303 0.0000 0.9303 0.0000 0.9303 0.0000 
65 0.9754 0.9754 0.9754 0.0000 0.9754 0.0000 0.9754 0.0000 0.9754 0.0000 
66 0.9356 0.9356 0.9356 0.0000 0.9356 0.0000 0.9356 0.0000 0.9356 0.0000 
67 0.9462 0.9462 0.9476 0.0000 0.9462 0.0000 0.9462 0.0000 0.9462 0.0000 
68 1.0000 1.1897 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
69 1.0000 1.6448 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
70 0.9640 0.9640 0.9640 0.0000 0.9640 0.0000 0.9640 0.0000 0.9640 0.0000 
44D  0.0256 45D  0.0000 47D  0.0016 48D  0.0000 
Tabla 30. Puntuaciones Modelo (2) observaciones 44, 45, 47 y 48 
 
 
La DMU 44 y 47 resultan  tener un valor 0D  . Nótese que el valor de  44 0.0256D   es uno de 
los más altos por lo tanto dicha DMU podría ser considerada como influyente  en la eficiencia 






DMU i  *  49i    249i i   52i    252i i   54i    254i i   56i    256i i   
1 0.9621 0.9621 0.9621 0.0000 1.0000 0.0014 0.9723 0.0001 0.9621 0.0000 
2 0.9010 0.9010 0.9010 0.0000 0.9010 0.0000 0.9010 0.0000 0.9010 0.0000 
3 0.9348 0.9348 0.9348 0.0000 0.9791 0.0020 0.9348 0.0000 0.9348 0.0000 
4 0.9016 0.9016 0.9251 0.0006 0.9021 0.0000 0.9016 0.0000 0.9016 0.0000 
5 1.0000 1.0504 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
6 0.9099 0.9099 0.9113 0.0000 0.9100 0.0000 0.9099 0.0000 0.9099 0.0000 
7 0.8914 0.8914 0.9107 0.0004 0.8929 0.0000 0.8914 0.0000 0.8914 0.0000 
8 0.9050 0.9050 0.9075 0.0000 0.9050 0.0000 0.9050 0.0000 0.9138 0.0001 
9 0.8585 0.8585 0.8585 0.0000 0.8858 0.0007 0.8585 0.0000 0.8610 0.0000 
10 0.9408 0.9408 0.9408 0.0000 0.9998 0.0035 0.9408 0.0000 0.9408 0.0000 
11 1.0000 1.0577 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
12 1.0000 1.0487 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
13 0.8623 0.8623 0.8692 0.0000 0.8630 0.0000 0.8623 0.0000 0.8623 0.0000 
14 0.9897 0.9897 0.9897 0.0000 0.9897 0.0000 0.9897 0.0000 0.9897 0.0000 
15 1.0000 1.2868 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
16 0.9501 0.9501 0.9571 0.0000 0.9501 0.0000 0.9501 0.0000 0.9501 0.0000 
17 1.0000 1.2360 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
18 1.0000 1.0393 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
19 0.9526 0.9526 0.9532 0.0000 0.9577 0.0000 0.9526 0.0000 0.9526 0.0000 
20 1.0000 1.1421 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
21 1.0000 1.1122 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
22 1.0000 1.0158 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
23 0.9748 0.9748 0.9788 0.0000 0.9771 0.0000 0.9748 0.0000 0.9748 0.0000 
24 1.0000 1.1055 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
25 0.9787 0.9787 0.9868 0.0001 0.9864 0.0001 0.9787 0.0000 0.9787 0.0000 
26 0.9425 0.9425 0.9451 0.0000 0.9425 0.0000 0.9425 0.0000 0.9425 0.0000 
27 1.0000 1.0630 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
28 0.9903 0.9903 0.9903 0.0000 0.9903 0.0000 0.9903 0.0000 0.9903 0.0000 
29 0.8833 0.8833 0.8833 0.0000 0.8833 0.0000 0.8833 0.0000 0.8833 0.0000 
30 0.8934 0.8934 0.8988 0.0000 0.8948 0.0000 0.8934 0.0000 0.8934 0.0000 
31 0.8369 0.8369 0.8568 0.0004 0.8369 0.0000 0.8369 0.0000 0.8369 0.0000 
32 1.0000 1.0615 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
33 0.9521 0.9521 0.9542 0.0000 0.9578 0.0000 0.9521 0.0000 0.9521 0.0000 
34 0.8590 0.8590 0.8605 0.0000 0.8642 0.0000 0.8590 0.0000 0.8590 0.0000 
35 1.0000 1.0299 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
36 0.7929 0.7929 0.7934 0.0000 0.8012 0.0001 0.7929 0.0000 0.7929 0.0000 
37 0.8393 0.8393 0.8393 0.0000 0.8599 0.0004 0.8393 0.0000 0.8393 0.0000 
38 1.0000 1.1455 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
39 0.9415 0.9415 0.9415 0.0000 0.9415 0.0000 0.9415 0.0000 0.9415 0.0000 
40 0.9498 0.9498 0.9513 0.0000 0.9999 0.0025 0.9498 0.0000 0.9498 0.0000 
41 0.9523 0.9523 0.9616 0.0001 0.9526 0.0000 0.9523 0.0000 0.9523 0.0000 
42 0.9531 0.9531 0.9531 0.0000 0.9531 0.0000 0.9531 0.0000 0.9531 0.0000 
43 0.8647 0.8647 0.8647 0.0000 0.8696 0.0000 0.8647 0.0000 0.8647 0.0000 
44 1.0000 2.0816 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
45 1.0000 1.0120 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 





47 1.0000 1.1089 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
48 1.0000 1.3018 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
49 1.0000 1.0690 excluida excluida 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
50 0.9587 0.9587 0.9587 0.0000 1.0000 0.0017 0.9587 0.0000 0.9587 0.0000 
51 0.9199 0.9199 0.9199 0.0000 0.9199 0.0000 0.9199 0.0000 0.9199 0.0000 
52 1.0000 1.1863 1.0000 0.0000 excluida excluida 1.0000 0.0000 1.0000 0.0000 
53 0.8696 0.8696 0.8792 0.0001 0.8707 0.0000 0.8696 0.0000 0.8696 0.0000 
54 1.0000 1.2186 1.0000 0.0000 1.0000 0.0000 excluida excluida 1.0000 0.0000 
55 0.9994 0.9994 0.9994 0.0000 1.0000 0.0000 0.9994 0.0000 0.8983 0.0102 
56 1.0000 1.0921 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 excluida excluida 
57 0.9269 0.9269 0.9269 0.0000 0.9994 0.0053 0.9269 0.0000 0.9269 0.0000 
58 1.0000 1.3514 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
59 1.0000 1.3330 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
60 0.9804 0.9804 0.9883 0.0001 0.9838 0.0000 0.9804 0.0000 0.9804 0.0000 
61 0.8927 0.8927 0.8927 0.0000 0.8964 0.0000 0.8927 0.0000 0.8927 0.0000 
62 1.0000 1.5541 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
63 0.9634 0.9634 0.9634 0.0000 0.9937 0.0009 0.9634 0.0000 0.9634 0.0000 
64 0.9303 0.9303 0.9303 0.0000 0.9563 0.0007 0.9303 0.0000 0.9315 0.0000 
65 0.9754 0.9754 0.9773 0.0000 0.9754 0.0000 0.9754 0.0000 0.9754 0.0000 
66 0.9356 0.9356 0.9363 0.0000 0.9501 0.0002 0.9356 0.0000 0.9356 0.0000 
67 0.9462 0.9462 0.9462 0.0000 0.9714 0.0006 0.9462 0.0000 0.9490 0.0000 
68 1.0000 1.1897 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
69 1.0000 1.6448 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000 0.0000 
70 0.9640 0.9640 0.9640 0.0000 0.9671 0.0000 0.9640 0.0000 0.9660 0.0000 
49D  0.0018 52D  0.0205 54D  0.0001 56D  0.0103 
Tabla 31. Puntuaciones Modelo (2) observaciones 49, 52, 54 y 56 
 
Las DMUs 49, 52, 54 y 56  tienen un valor 0D  . El caso particular de la DMU 52 se tiene un 
valor 0.0205D  el cual resulta ser alto por lo tanto dicha DMU podría ser considerada 
altamente influyente en la eficiencia del conjunto de DMUs. 
 
Los cálculos anteriores se realizaron excluyendo del conjunto de datos cada una de las DMUs del 
subconjunto eficiente 1  de donde se obtiene el conjunto D  que es el conjunto de medidas 
euclidianas para cada una de las DMUs eficientes. 
 
Para calcular el límite superior U   propuesto en la metodología de (Acarlar et al., 2014) en la 
ecuación (8),  los cálculos fueron realizados con el programa estadístico R  (R Core Team, 
2016),  se obtiene un valor 0.01231U   y por lo tanto para definir que DMUs  que son 


















































Tabla 32. DMUs influyentes y no influyentes 
 
 
Como se puede analizar las DMUs que resultan ser altamente influyentes para las demás DMUs 
del conjunto de datos son la DMUs 12, 44 y 52.  Si se ordenan por el valor de la medida 




DMU D  Influyente 
68 0 no 
48 0 no 
35 0 no 
24 0 no 
20 0 no 
18 0 no 
15 0 no 
11 0 no 
45 3.537829E-07 no 
21 4.951479E-07 no 
32 2.796442E-06 no 
38 3.174770E-06 no 
22 7.084727E-06 no 
58 1.678214E-05 no 
5 0.000052391 no 
27 0.000066776 no 
54 0.000102767 no 
59 0.001433600 no 
47 0.001646637 no 
49 0.001795119 no 
17 0.002319190 no 
62 0.003906873 no 
69 0.005727625 no 
56 0.010309165 no 
12 0.014214879 si 
52 0.020463469 si 







Al analizar la ilustración 1 del conjunto D   marcando la desviación estándar y el límite superior 
U se obtiene: 
 
Ilustración 1. Análisis estadístico conjunto D 
 
En donde se pueden ver que por encima del límite superior se encuentran los valores para D  de 
las DMUs 12, 52 y 44. 
 
Luego al implementar las modificaciones a la propuesta de (Acarlar et al., 2014) y realizar los 
nuevos cálculos se obtiene un valor * 59.1426 10U    por lo tanto se compara los casos en 
donde *pD U  obteniéndose: 
 
 
DMU D  Influyente 
68 0 No 
48 0 No 
35 0 No 
24 0 No 
20 0 No 
18 0 No 
15 0 No 
11 0 No 
45 3.537829E-07 No 
21 4.951479E-07 No 
32 2.796442E-06 No 
38 3.174770E-06 No 
22 7.084727E-06 No 





5 0.000052391 No 
27 0.000066776 No 
54 0.000102767 Si 
59 0.001433600 Si 
47 0.001646637 Si 
49 0.001795119 Si 
17 0.002319190 Si 
62 0.003906873 Si 
69 0.005727625 Si 
56 0.010309165 Si 
12 0.014214879 Si 
52 0.020463469 Si 
44 0.025625182 Si 
Tabla 33. Observaciones influyentes y no influyentes metodología (Leys et al., 2013) 
  
Con la modificación de la metodología de (Acarlar et al., 2014) a través de lo que proponen 
(Leys et al., 2013) se obtienen 11 DMUs influyentes las cuales son en orden de menor a mayor 
valor de D , las DMUs 54, 59, 47, 49, 17, 62, 69, 56, 12, 52 y 44, obteniéndose un ranking de las 
DMUs más influyentes así: 
 












Tabla 34. Ranking observaciones influyentes metodología (Leys et al., 2013) 
 
Como se puede analizar la modificación permite obtener un mayor número de DMUs influyentes 
en la eficiencia de las DMUs del conjunto de datos. Cabe destacar que dicha modificación 
dependerá de la exigencia de los criterios usados por el investigador que solo va a depender de 














ANEXO F. Implementación de la metodologia de la sección 8.1.2.1 con un caso Real 
 
Para comprobar la metodología planteada por los autores, se van a usar los datos utilizados por  
(Wilson, 1995b) y (Pastor et al., 1999a), este conjunto de datos fueron tomados de  (A. 
Charnes et al., 1981)  y corresponden a “the follow through program”. Este conjunto de datos 
tiene 70 DMUs, con 5 inputs y 3 outputs. 
 
La metodología fue implementada a través de programa estadístico R  (R Core Team, 2016) 
haciendo uso del paquete “Mvoutlier”  (Filzmoser & Gschwandtner, 2015). En este paquete 
estadístico se utilizó la función “aqplot” que incorpora dentro de su procedimiento la función 
“arw” la cual desarrolla la metodología planteada en el presente artículo.  
 
Las funciones son llamadas a través del siguiente código: 
#############Mvoutlier########### 
library(mvoutlier) 
aqplot<-aq.plot(x, delta=qchisq(0.975, df=ncol(x)), quan=1/2, alpha=0.025) 
 
Los resultados obtenidos son: 
 
 







Grafica 2. Cuadrado de las distancias robustas de Mahalanobis 
 
La grafica muestra  el cuadrado de las distancias robustas de Mahalanobis ordenadas y la 
comparación entre el cuantil 97.5%  y el cuantil ajustado. En esta grafica ya se puede establecer 




Grafica 3. Outliers detectados 
 







Grafica 4. Outliers cuantil ajustado 
 
En total se identifican 22 observaciones atípicas a partir del cuantil ajustado,  los datos atípicos 















































































Los datos  que resultan ser datos atípicos (outlier) bajo la metodología de (Filzmoser, 2004) son 
1 , 3, 8, 10, 11, 12, 16, 18,  20, 21, 33,  35, 44, 46, 50,  52,  54, 57, 59, 66, 67, 68 que son 
obtenidos a partir del punto crítico 19.91728 que corresponde al cuadrado de la distancia robusta 
de Mahalanobis para la  observación 11, ordenando de mayor a menor las raíces cuadradas de las 





























Tabla 36. Ranking de observaciones influyentes metodología (Filzmoser, 2004) 
 
Como se puede analizar las observaciones con mayor distancia robusta de Mahalanobis son la 
59, 54, 44, 50, 1, 66, 10. Por lo tanto dichas observaciones podrían ser catalogadas como datos 
candidatos a ser eliminados de la muestra o a realizar un análisis más profundo respecto a la 










iRD  iRD   Tipo  
59 265.98 16.309 Outlier 
54 143.51 11.980 Outlier 
44 107.89 10.387 Outlier 
50 102.37 10.118 Outlier 
1 88.058 9.384 Outlier 
66 70.276 8.383 Outlier 
10 58.561 7.653 Outlier 
67 53.086 7.286 Outlier 
35 52.47 7.244 Outlier 
33 43.971 6.631 Outlier 
52 42.922 6.552 Outlier 
21 31.537 5.616 Outlier 
8 25.271 5.027 Outlier 
12 25.243 5.024 Outlier 
18 25.225 5.022 Outlier 
3 25.043 5.004 Outlier 
68 24.825 4.982 Outlier 
57 23.967 4.896 Outlier 
46 23.511 4.849 Outlier 
20 23.019 4.798 Outlier 
16 20.478 4.525 Outlier 





ANEXO G. Implementación de la metodologia de la sección 8.1.3.1 con un caso Real 
 
Para comprobar la metodología planteada por los autores, se van a usar los datos utilizados por  
(Wilson, 1995b) y (Pastor et al., 1999a), este conjunto de datos fueron tomados de  (A. 
Charnes et al., 1981)  y corresponden a “the follow through program”. Este conjunto de datos 
tiene 70 DMUs, con 5 inputs y 3 outputs. 
 
Antes de implementar el algoritmo  se hizo un análisis para determinar el número de 
agrupaciones (clúster)  optimas en las cuales se podían agrupar los datos para esto se usa el 
paquete  “NbClust”  (Charrad, Ghazzali, Boiteau, & Niknafs, 2014) del programa estadístico 
R (R Core Team, 2016)  el cual proporciona diferentes métodos para determinar el mejor 
número de agrupaciones para un conjunto de datos.  
 





res<-NbClust(x, diss=NULL, distance = "euclidean", min.nc=2, max.nc=6, method = "kmeans", 
index = "ccc") 
 
los resultados obtenidos son: 
 
$All.index(índice para cada clúster) 
      2            3           4            5            6  
 4.4969  2.1007  0.9427 -1.5842 -1.4661  
 
$Best.nc(número de clúster optimo) 
Number_clusters     Value_Index  
         2.0000          4.4969  
 
$Best.partition(mejor agrupación de los datos) 
 [1] 1 2 1 2 2 2 2 1 2 1 1 1 1 2 2 1 2 2 1 2 1 2 1 2 2 1 2 2 2 2 2 2 1 1 1 2 2 2 1 2 2 2 2 1 2 1 1 2 2 1 
2 1 2 1 2 2 2 2 1 2 2 2 2 2 2 2 2 2 2 2 
 
Dado que el mejor número de agrupaciones es 2 para el conjunto de datos.  La metodología  de 
(Chawla & Gionis, 2013, p.) fue implementada a través de programa estadístico R (R Core 
Team, 2016) haciendo uso del paquete “kmodR” (Howe, 2015). En este paquete estadístico se 
utilizó la función “kmod” que implementa el algoritmo K-means--  propuesto en este artículo. 
 
El algoritmo se invoca utilizando los siguientes comandos: 
### Package kmodRK: K-Means with Simultaneous Outlier Detection#### 
library(kmodR) 







Los resultados obtenidos por el algoritmo K-means--  son: 
$k: Número de agrupaciones (clúster)  
[1] 2 
 
$l: Número de valores atípicos (outliers) a detectar 
[1] 5 
 
$C: Conjunto de centroides de grupo 
           x1                x2              x3        x4             x5            y1             y2           y3 
[1,] 38.13467 11.196667 40.75533 40.48867 8.000000 31.39900 37.27733 28.88800 
[2,] 15.30171  4.858571 17.94886 17.98886 5.285714 14.03571 16.44000 12.65857 
 
$C_sizes: Tamaño de las agrupaciones (clúster) 
[1] 30 35 
 
$C_ss: Suma de cuadrados de cada agrupación 
[1] 14131.566     9012.167 
 
$L: Conjunto de valores atípicos  
       x1         x2       x3            x4     x5    y1       y2          y3 
59 139.65  35.03  119.56  130.83  22  120.17  144.67  88.59 
44  39.79  22.49   84.77   76.12    11   63.92   79.67    63.11 
54  82.45  15.52   45.00   44.23    13   59.63   64.41    35.89 
1   86.13  16.24   48.21   49.69      9   54.53   58.98    38.16 
33  46.62 14.65   65.71   57.49    10   43.76   46.64    39.10 
 
$L_dist_sqr: Cuadrados de las distancias correspondientes a cada valor extremo a C 
[1] 48418.927  7372.061  3621.754  3562.243  1344.446 
 
$L_index: Índices de las observaciones atípicas 

















































dist_sqr   c: 
Cuadrado de la distancia Euclidiana- # 
Agrupación: 
 
[1,]  3562.242709  1 
[2,]   154.862302   1 
[3,]    98.670795    1 
[4,]   210.808886   2 
[5,]   462.538275   2 
[6,]    16.277512    2 
[7,]   502.444604   2 
[8,]   822.483142   1 
[9,]   114.783709   1 
[10,]  1114.826035 1 
[11,]   302.924149  1 
[12,]   190.109829  1 
[13,]    67.496395   1 
[14,]   197.514209  2 
[15,]   140.808235  2 
[16,]   683.603249  1 
[17,]   109.800952  2 
[18,]   529.067389  1 
[19,]   679.351309  1 
[20,]   444.560002  1 
[21,]   278.044889   1 
[22,]   149.319909   2 
[23,]   731.083915   1 
[24,]   483.400398   2 
[25,]   566.344342   1 
[26,]    74.343329    1 
[27,]   243.480209   1 
[28,]   368.259921   2 
[29,]   357.299435   2 
[30,]    73.210572    2 
[31,]   105.549386   2 
[32,]   568.720718   2 
[33,]  1344.445909  1 
[34,]   121.889695   1 
[35,]  1028.828829  1 
[36,]   295.828801   2 
[37,]    89.753015    2 
[38,]   222.173349   2 
[39,]    41.676515    1 
[40,]   612.301595   2 






[42,]   404.649181   2 
[43,]   280.770842   1 
[44,]  7372.061215  1 
[45,]   165.704429   2 
[46,]   715.117635   1 
[47,]    46.108575    1 
[48,]   282.325258   2 
[49,]   115.492298   2 
[50,]  1127.228195  1 
[51,]    90.766178    2 
[52,]   738.617962   1 
[53,]   242.278489   2 
[54,]  3621.753715  1 
[55,]   353.449795   2 
[56,]   161.281969   2 
[57,]   632.295189   1 
[58,]   185.531272   2 
[59,] 48418.926775 1 
[60,]     6.737135     2 
[61,]   374.616829   2 
[62,]   339.294861   2 
[63,]    82.569704    2 
[64,]   607.747102   1 
[65,]    65.834918    2 
[66,]   564.543361   2 
[67,]   498.948462   1 
[68,]   914.566495   1 
[69,]   567.636564   2 






$within_ss: Suma de cuadrados dentro de las agrupaciones (excluye los valores atípicos) 
[1] 23143.73 
 
$between_ss: Suma de cuadrados entre agrupaciones 
[1] 128734 
 
$tot_ss: Suma de cuadrados totales: 
[1] 151877.7 
 
$iterations: Numero de iteraciones para que converja el algoritmo 
[1] 4 
 
Para hacer explícito la forma en que trabaja el algoritmo se van a mostrar los siguientes cálculos. 
En primer lugar el algoritmo calcula los centroides de agrupación   y asigna a cada dato el mejor 
grupo (clúster) de tal manera que se obtiene: 
 
 
Dato clúster x1 x2 x3 x4 x5 y1 y2 y3 
1 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
2 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
3 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
4 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
5 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
6 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
7 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
8 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
9 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
10 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
11 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
12 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
13 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
14 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
15 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
16 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
17 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
18 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
19 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
20 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
21 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
22 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 





24 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
25 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
26 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
27 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
28 1 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
29 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
30 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
31 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
32 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
33 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
34 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
35 2 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
36 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
37 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
38 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
39 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
40 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
41 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
42 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
43 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
44 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
45 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
46 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
47 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
48 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
49 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
50 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
51 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
52 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
53 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
54 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
55 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
56 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
57 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
58 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
59 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
60 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
61 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
62 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
63 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 





65 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
66 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
67 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
68 2 38.13 11.20 40.76 40.49 8 31.40 37.28 28.89 
69 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
70 1 15.30 4.86 17.95 17.99 5.29 14.04 16.44 12.66 
Tabla 37. Asignación de Clúster a cada observación 
 
Ahora se procede a calcular la distancia euclidiana al cuadrado de cada dato a su respectivo 
centroide de tal manera que se obtiene una medida que permite establecer que observaciones son 






r x1 x2 x3 x4 x5 y1 y2 y3 
2( , )d x c
  
( , )d x c
 
1 2 2303.55 25.44 55.57 84.66 1 535.04 471.01 85.97 3562.24 59.68 
2 2 78.76 0.92 1.45 0.03 9 45.01 11.47 8.23 154.86 12.44 
3 2 24.85 0.01 6.58 29.80 1 25.11 11.17 0.14 98.67 9.93 
4 1 93.28 1.64 47.08 51.28 2.94 0.82 1.30 12.47 210.81 14.52 
5 1 13.56 7.01 123.18 135.00 1.65 38.76 90.25 53.12 462.54 21.51 
6 1 11.71 0.01 0.61 0.00 1.65 2.09 0.17 0.03 16.28 4.03 
7 1 300.62 4.09 103.05 55.67 2.94 9.15 0.30 26.64 502.44 22.42 
8 2 300.84 3.14 198.66 134.13 0 123.41 44.05 18.25 822.48 28.68 
9 2 13.95 0.02 6.74 3.65 0 27.76 55.91 6.75 114.78 10.71 
10 2 557.21 10.91 69.47 5.91 1 225.63 204.85 39.84 1114.83 33.39 
11 2 218.61 0.22 1.63 0.72 9 70.58 0.20 1.97 302.92 17.40 
12 2 4.56 1.10 8.73 0.94 9 41.49 111.78 12.52 190.11 13.79 
13 2 1.13 0.16 0.08 0.40 1 24.20 35.01 5.51 67.50 8.22 
14 1 0.49 3.91 69.04 46.91 5.22 13.88 31.14 26.92 197.51 14.05 
15 1 121.26 0.32 12.26 0.52 0.08 0.13 3.46 2.79 140.81 11.87 
16 2 118.48 8.84 246.64 218.19 1 2.37 1.56 86.53 683.60 26.15 
17 1 53.70 0.18 6.50 8.93 
10.79
6 10.33 19.01 0.35 109.80 10.48 
18 2 102.71 12.86 144.61 180.87 1 14.81 0.83 71.37 529.07 23.00 
19 2 237.94 6.27 150.91 87.63 1 94.50 42.55 58.55 679.35 26.06 





21 2 43.09 1.25 2.00 0.01 4 36.74 188.86 2.10 278.04 16.67 
22 1 1.08 0.96 8.65 16.90 1.65 28.78 76.39 14.91 149.32 12.22 
23 2 37.77 8.66 254.23 138.80 9 71.93 109.05 101.65 731.08 27.04 
24 1 19.70 2.47 39.08 58.85 5.22 136.52 206.50 15.07 483.40 21.99 
25 2 188.64 9.90 53.81 84.62 1 42.50 144.18 41.71 566.34 23.80 
26 2 10.66 0.25 10.59 34.36 1 0.05 12.27 5.16 74.34 8.62 
27 2 119.57 3.30 8.73 79.90 16 0.01 1.09 14.88 243.48 15.60 
28 1 202.06 16.62 230.29 131.76 25 108.14 255.28 112.11 1081.25 32.88 
29 1 21.92 5.33 61.60 79.19 1.65 56.64 88.74 42.23 357.30 18.90 
30 1 7.96 1.64 26.84 19.99 
0.510
2 5.74 1.39 9.13 73.21 8.56 
31 1 16.15 1.06 36.74 45.58 
0.510
2 2.12 0.29 3.10 105.55 10.27 
32 1 81.03 8.58 117.48 106.27 1.65 89.22 105.68 58.81 568.72 23.85 
33 2 72.00 11.93 622.74 289.05 4 152.79 87.66 104.28 1344.45 36.67 
34 2 0.66 2.64 39.25 71.09 1 0.96 1.62 4.67 121.89 11.04 








2 424.54 842.16 705.51 6572.38 81.07 
36 1 248.95 1.96 17.90 15.77 1.65 6.33 1.69 1.57 295.83 17.20 
37 1 16.39 3.32 21.73 28.31 1.65 3.70 7.67 6.98 89.75 9.47 
38 1 16.82 3.16 64.78 62.87 
10.79
6 17.02 17.14 29.58 222.17 14.91 
39 2 13.95 0.17 1.07 1.69 9 0.92 14.04 0.83 41.68 6.46 
40 1 409.99 2.63 14.00 13.70 
0.510
2 73.86 77.44 20.17 612.30 24.74 
41 2 57.83 3.60 27.62 28.61 0 48.85 102.36 12.87 281.74 16.78 
42 1 102.78 5.02 78.52 67.92 5.22 82.34 38.81 24.02 404.65 20.12 
43 2 131.67 0.05 0.37 17.15 4 91.76 33.96 1.82 280.77 16.76 










5 7372.06 85.86 
45 1 48.74 1.48 25.29 23.61 
10.79
6 20.85 20.43 14.51 165.70 12.87 
46 2 468.52 5.40 64.72 84.66 49 6.46 3.62 32.74 715.12 26.74 
47 2 1.18 1.29 14.10 4.66 16 3.92 4.74 0.22 46.11 6.79 
48 1 145.48 2.82 23.32 27.87 0.08 40.14 29.38 13.24 282.33 16.80 





50 2 901.52 1.17 51.49 34.21 49 58.84 29.51 1.48 1127.23 33.57 
51 1 11.71 1.61 20.60 17.38 7.37 16.61 4.41 11.08 90.77 9.53 
52 2 294.65 0.11 16.20 22.17 4 195.19 198.89 7.41 738.62 27.18 
53 1 0.81 4.67 80.84 69.08 
13.79
6 17.59 31.47 24.02 242.28 15.57 
54 2 1963.85 18.69 18.02 14.00 25 796.99 736.18 49.03 3621.75 60.18 
55 1 0.26 4.29 35.54 31.60 2.94 103.31 138.53 36.98 353.45 18.80 
56 1 113.46 0.41 8.77 29.17 0.08 0.26 0.42 8.71 161.28 12.70 
57 2 9.71 7.77 210.99 232.52 4 9.05 92.69 65.58 632.30 25.15 


















60 1 0.96 0.00 0.06 0.98 0.08 1.24 2.56 0.85 6.74 2.60 
61 1 10.51 5.15 84.80 96.41 0.08 50.63 87.24 39.80 374.62 19.36 
62 1 123.25 4.92 64.95 45.41 10.80 21.96 43.43 24.59 339.29 18.42 
63 1 17.13 1.06 25.79 22.65 0.08 1.01 9.24 5.61 82.57 9.09 
64 2 95.15 5.23 96.14 51.25 0 163.05 163.77 33.15 607.75 24.65 
65 1 3.25 1.56 5.52 31.35 1.65 3.08 11.76 7.66 65.83 8.11 
66 1 64.29 5.02 49.16 111.75 
279.3
7 7.70 10.76 36.50 564.54 23.76 
67 2 110.98 3.30 71.66 41.97 144 25.39 82.04 19.61 498.95 22.34 
68 2 698.79 0.44 9.52 9.68 0 73.09 122.49 0.56 914.57 30.24 
69 1 112.82 9.05 137.57 156.97 
0.081
6 34.41 59.91 56.83 567.64 23.83 
70 1 23.64 0.00 0.67 0.05 
13.79
6 0.12 5.06 0.11 43.44 6.59 
Tabla 38. Distancia euclidiana al cuadrado de cada dato a su respectivo centroide 
 
En la tabla anterior se puede ver en cada fila la distancia de cada variable a su respectivo 
centroide y si se suman las distancias para todas las variables por fila se obtiene la distancia 
euclidiana al cuadrado para cada observación aquellos valores con distancia más grande podrían 




2( , )d x c  clúster 
59 48418.93 2 
44 7372.06 2 
54 3621.75 2 





33 1344.45 2 
50 1127.23 2 
10 1114.83 2 
35 1028.83 2 
68 914.57 2 
8 822.48 2 
52 738.62 2 
23 731.08 2 
46 715.12 2 
16 683.60 2 
19 679.35 2 
57 632.30 2 
40 612.30 1 
64 607.75 2 
32 568.72 1 
69 567.64 1 
25 566.34 2 
66 564.54 1 
18 529.07 2 
7 502.44 1 
67 498.95 2 
24 483.40 1 
5 462.54 1 
20 444.56 2 
42 404.65 1 
61 374.62 1 
28 368.26 1 
29 357.30 1 
55 353.45 1 
62 339.29 1 
11 302.92 2 
36 295.83 1 
48 282.33 1 
41 281.74 2 
43 280.77 2 
21 278.04 2 
27 243.48 2 
53 242.28 1 
38 222.17 1 
4 210.81 1 





12 190.11 2 
58 185.53 1 
45 165.70 1 
56 161.28 1 
2 154.86 2 
22 149.32 1 
15 140.81 1 
34 121.89 2 
49 115.49 1 
9 114.78 2 
17 109.80 1 
31 105.55 1 
3 98.67 2 
51 90.77 1 
37 89.75 1 
63 82.57 1 
26 74.34 2 
30 73.21 1 
13 67.50 2 
65 65.83 1 
47 46.11 2 
70 43.44 1 
39 41.68 2 
6 16.28 1 
60 6.74 1 
 
 
Tabla 39. Ranking de observaciones influyentes metodología (Chawla & Gionis, 2013)
 
 
Como se puede analizar las 5 observaciones del conjunto de datos que son candidatas a ser 
atípicas son en orden descendente la 59, 44, 54, 1 y 33. Depende de las exigencias del analista y 
sus requerimientos para que se tomen más observaciones que pueden ser consideradas extremas 
o atípicas si los datos de la observación tienen errores.  
 
 
ANEXO H.  Implementación Metodologia (Wilson, 1995b) con la base de Datos  ISCE-
2016-HUILA-Secundaria  
 










DMU Name Municipio i  Efficient 
I.E.JESUS MARIA AGUIRRE 
CHARRY Acevedo 0.72   
I.E. JOSE ACEVEDO Y 
GOMEZ Acevedo 0.85   
COL SAN ADOLFO Acevedo 0.87   
SAN ISIDRO Acevedo 0.92   
SAN MARCOS Acevedo 0.96   
LA MERCED agrado 0.78   
MONTESITOS agrado 0.84   
AGROPECUARIA DE AIPE Aipe  0.81   
JUAN XXIII Algeciras 0.84   
LA ARCADIA Algeciras 0.82   
EL PARAISO Algeciras 0.80   
LOS NEGROS Algeciras 0.93   
LA PERDIZ Algeciras 0.89   
DIVINO SALVADOR Altamira 0.99   
ANTONIO BARAYA baraya 0.83   
JOAQUIN GARCIA BORRERO baraya 0.84   
LA TROJA baraya 0.84   
EUGENIO FERRO FALLA campoalegre 0.75   
LA VEGA campoalegre 0.82   
JOSE HILARIO LOPEZ campoalegre 0.82   
ECOPETROL campoalegre 0.76   
PAULO VI Colombia 0.86   
SANTA ANA Colombia 0.89   
MARIA AUXILIADORA Elías 0.99   
SIMON BOLIVAR Garzón 0.99   
JENARO DIAZ JORDAN Garzón 0.80   
AGROP DEL HUILA Garzón 0.87   
RAMON ALVARADO 
SANCHEZ Garzón 0.90   
TULIO ARBELAEZ Garzón 0.84   
SAN ANTONIO DEL PESCADO Garzón 0.99   
BARRIOS UNIDOS Garzón 0.80   
LUIS CALIXTO LEIVA Garzón 0.87   
CAGUANCITO Garzón 0.92   
SAN GERARDO Garzón 0.87   
SANTA MARTA Garzón 0.85   
EL RECREO Garzón 0.89   
EL DESCANSO Garzón 0.94   
ISMAEL PERDOMO 
BORRERO Gigante 0.83   
ESCUELA NORMAL 
SUPERIOR Gigante 0.99   
IE JOSE MIEGUEL 
MONTALVO Gigante 0.75   





JORGE VILLAMIL ORTEGA Gigante 0.86   
SILVANIA Gigante 0.82   
CACHAYA Gigante 0.98   
INST.EDUC.RIOLORO Gigante 0.77   
SOSIMO SUAREZ Gigante 0.83   
MARIA AUXILIADORA Guadalupe 0.84   
NTRA SRA DEL CARMEN Guadalupe 0.84   
LA BERNARDA Guadalupe 0.85   
ROBERTO SUAZA 
MARQUINEZ Hobo 0.79   
MARIA AUXILIADORA Íquira 0.87   
KUE DSI J Íquira 0.70   
I.E. JOSE EUSTACIO RIVERA Isnos 0.94   
COL BORDONES Isnos  0.88   
SALEN Isnos 0.90   
ELISA BORRERO DE 
PASTRANA la argentina 0.93   
LAS TOLDAS la argentina 0.80   
EL PESCADOR la argentina 1.00 Yes 
BETANIA la argentina 0.78   
EL PENSIL la argentina 0.82   
MARILLAC La Plata 0.99   
SAN SEBASTIAN La Plata 0.95   
INSTITUTO AGRICOLA La Plata 0.76   
MISAEL PASTRANA  
BORRERO La Plata 0.89   
LUIS CARLOS TRUJILLO 
POLANCO La Plata 0.85   
VILLA DE LOS ANDES La Plata 0.84   
MONSERRATE La Plata 0.82   
YU LUUCX PISHAU La Plata 0.87   
SANTA LUCIA La Plata 0.94   
SAN VICENTE La Plata 0.95   
VILLALOSADA La Plata 0.88   
SEGOVIANAS La Plata 0.86   
SAN MIGUEL La Plata 0.72   
BAJO CAÑADA La Plata 0.84   
EL SALADO La Plata 0.87   
GALLEGO La Plata 0.76   
COLEGIO LAS MERCEDES Nátaga 0.89   
MARIA MANDIGUAGUA Nátaga 0.97   
PATIO BONITO Nátaga 0.85   
COLEGIO CLARETIANO 
GUSTAVO Neiva 1.00 Yes 
I.E. DEPARTAMENTAL 
TIERRA DE PROMISIÓN Neiva 0.89   
OLIVERIO LARA BORRERO Neiva 0.83   
I. E. SANTA LIBRADA Neiva 1.00   
IE ESCUELA NORMAL 





I.E. INEM JULIAN MOTTA 
SALAS Neiva 0.99   
I.E.PROMOCION SOCIAL Neiva 1.00 Yes 
I.E.TECNICO SUPERIOR Neiva 0.98   
IE ROBERTO DURAN ALVIRA Neiva 0.92   
COL SAN MIGUEL ARCANGEL Neiva 1.00 Yes 
IPC Neiva 0.91   
CEINAR Neiva 0.83   
JOSE EUSTACIO RIVERA Neiva 0.92   
LUIS IGNACIO ANDRADE Neiva 0.89   
CENT DOC ANACONIA Neiva 0.94   
EL CAGUAN Neiva 0.78   
IE DE FORTALECILLAS Neiva 0.84   
I. E. AGUSTIN  CODAZZI Neiva 0.70   
EL LIMONAR Neiva 0.96   
I E  RODRIGO LARA BONILLA Neiva 0.89   
IE HUMBERTO TAFUR 
CHARRY Neiva 0.98   
ATANASIO GIRARDOT Neiva 0.92   
COL BAS JUAN DE CABRERA Neiva 0.93   
IE RICARDO BORRERO 
ALVAREZ Neiva 0.76   
ENRIQUE OLAYA HERRERA Neiva 0.89   
GUACIRCO Neiva 0.80   
I.E.AIPECITO Neiva 0.77   
IE EDUARDO SANTOS Neiva 0.78   
IE JAIRO MORERA LIZCANO Neiva 0.89   
IE CHAPINERO Neiva 0.98   
SAN JOSE Oporapa 0.92   
SAN ROQUE Oporapa 0.88   
EL CARMEN Oporapa 0.97   
LUIS EDGAR DURAN 
RAMIREZ Paicol 0.82   
SAN JUAN BOSCO Palermo 0.76   
PROMOCIÓN SOCIAL Palermo 1.00   
JUNCAL Palermo 0.70   
OSPINA PEREZ Palermo 0.80   
SANTA ROSALIA Palermo 0.84   
NILO Palermo 0.84   
JOSÉ REINEL CERQUERA Palermo 0.92   
PALESTINA palestina 0.94   
BUENOS AIRES palestina 1.00   
ESPERANZA palestina 1.00 Yes 
LUIS ONOFRE ACOSTA palestina 0.85   
PROMOCION SOCIAL Pital 0.85   
NTRA. SRA. DEL SOCORRO Pital 0.87   
NTRA SRA DEL CARMEN Pital 0.72   
IE MUNICIPAL HUMBERTO 
MUÑOZ ORDOÑEZ Pitalito 0.92   





IE MUNICIPAL NORMAL 
SUPERIOR Pitalito 0.85   
IE MUNICIPAL JOSE 
EUSTASIO RIVERA Pitalito 0.85   
IE MUNICIPAL CRIOLLO Pitalito 0.83   
IE MUNICIPAL LA LAGUNA Pitalito 0.81   
IE MUNICIPAL GUACACALLO Pitalito 0.76   
I.E. MUNICIPAL LICEO SUR 
ANDINO Pitalito 0.99   
IE MUNICIPAL MONTESSORI Pitalito 0.80   
IE MUNICIPAL PALMARITO Pitalito 0.80   
IE MUNICIPAL VILLA FATIMA Pitalito 0.90   
IE MUNICIPAL CHILLURCO Pitalito 0.85   
I.E. JORGE VILLAMIL 
CORDOVEZ Pitalito 0.81   
IE MUNICIPAL WINNIPEG Pitalito 0.94   
I.E. MUNICIPAL DOMINGO 
SAVIO Pitalito 0.81   
MISAEL PASTRANA 
BORRERO rivera 0.85   
NUCLEO ESCOLAR EL 
GUADUAL rivera 0.85   
LA ULLOA rivera 0.88   
RIVERITA rivera 0.78   
MISAEL PASTRANA 
BORRERO Saladoblanco 0.99   
LA CABAÑA Saladoblanco 0.90   
LAUREANO GOMEZ San Agustín 0.93   
ALTO DEL OBISPO San Agustín 1.00 Yes 
CARLOS RAMON REPIZO San Agustín 0.77   
OBANDO San Agustín 0.86   
LOS CAUCHOS San Agustín 0.90   
PUERTO QUINCHANA San Agustín 1.00   
SANTA JUANA DE ARCO Santa María 0.85   
SAN JOAQUIN Santa María 0.89   
LAS JUNTAS Santa María 0.98   
EL CISNE Santa María 0.90   
SAN LORENZO suaza 0.83   
GUAYABAL suaza 0.89   
GALLARDO suaza 0.91   
ESTEBAN ROJAS TOVAR Tarqui 0.89   
EL VERGEL Tarqui 0.92   
SAN JUAN BOSCO Tarqui 0.84   
RICABRISA Tarqui 0.88   
LA ASUNCION Tello 0.82   
NICOLAS GARCIA BAHAMON Tello 0.76   
SAN ANDRES Tello 0.94   
ANACLETO GARCIA Tello 0.87   
MISAEL PASTRANA 





EL ROSARIO tesalia 0.89   
PACARNI tesalia 0.90   
OTONIEL ROJAS CORREA tesalia 0.98   
LA GAITANA Timaná 0.84   
EL TEJAR Timaná 0.90   
NARANJAL Timaná 0.82   
COSANZA Timaná 0.92   
PANTANOS Timaná 0.99   
CASCAJAL Timaná 0.90   
GABRIEL PLAZA Villavieja 0.82   
SAN ALFONSO Villavieja 0.76   
LA VICTORIA Villavieja 0.85   
ANA ELISA CUENCA LARA Yaguará 0.81   
AMELIA PERDOMO DE 
GARCIA Yaguará 0.70   
Tabla 40.  Puntuaciones modelo (1) IWE  base de datos Secundaria-ISCE-2016 
A continuación se calculan las puntuaciones para el modelo (2) *i  y se prosigue a calcular las 
puntuaciones para el modelo (3)  *ij  excluyendo en cada caso las DMUs eficientes para ver el 
cambio entre las puntuaciones para *i y *ij  para realizar el análisis que permite detectar cuales 




i  *58i  *58in  58i  *80i  *80in  80i  
1 0.7224 0.7224 0 0.000 0.7273 1 0.0049 
2 0.8497 0.8497 0 0.000 0.8497 0 0.0000 
3 0.8700 0.8700 0 0.000 0.8700 0 0.0000 
4 0.9200 0.9200 0 0.000 0.9200 0 0.0000 
5 0.9603 0.9603 0 0.000 0.9603 0 0.0000 
6 0.7816 0.7816 0 0.000 0.7889 1 0.0074 
7 0.8417 0.8417 0 0.000 0.8417 0 0.0000 
8 0.8100 0.8100 0 0.000 0.8100 0 0.0000 
9 0.8407 0.8407 0 0.000 0.8581 1 0.0175 
10 0.8153 0.8153 0 0.000 0.8156 1 0.0003 
11 0.7952 0.7952 0 0.000 0.7952 0 0.0000 
12 0.9272 0.9272 0 0.000 0.9272 0 0.0000 
13 0.8922 0.8922 0 0.000 0.8922 0 0.0000 
14 0.9856 0.9867 1 0.001 0.9856 0 0.0000 
15 0.8334 0.8334 0 0.000 0.8334 0 0.0000 
16 0.8447 0.8447 0 0.000 0.8447 0 0.0000 
17 0.8400 0.8400 0 0.000 0.8400 0 0.0000 
18 0.7521 0.7521 0 0.000 0.7543 1 0.0022 
19 0.8194 0.8194 0 0.000 0.8194 0 0.0000 





21 0.7574 0.7574 0 0.000 0.7682 1 0.0107 
22 0.8624 0.8624 0 0.000 0.8624 0 0.0000 
23 0.8900 0.8900 0 0.000 0.8900 0 0.0000 
24 0.9911 0.9913 1 0.000 0.9911 0 0.0000 
25 0.9869 0.9869 1 0.000 0.9870 1 0.0001 
26 0.8023 0.8023 0 0.000 0.8023 0 0.0000 
27 0.8700 0.8700 0 0.000 0.8700 0 0.0000 
28 0.8993 0.8993 0 0.000 0.8993 0 0.0000 
29 0.8368 0.8368 0 0.000 0.8443 1 0.0075 
30 0.9921 0.9922 1 0.000 0.9922 1 0.0002 
31 0.8023 0.8023 0 0.000 0.8023 0 0.0000 
32 0.8728 0.8728 0 0.000 0.8806 1 0.0078 
33 0.9166 0.9166 0 0.000 0.9166 0 0.0000 
34 0.8714 0.8714 0 0.000 0.8714 0 0.0000 
35 0.8496 0.8496 0 0.000 0.8651 1 0.0154 
36 0.8867 0.8867 0 0.000 0.8867 0 0.0000 
37 0.9400 0.9400 0 0.000 0.9400 0 0.0000 
38 0.8311 0.8311 0 0.000 0.8440 1 0.0128 
39 0.9887 0.9889 1 0.000 0.9891 1 0.0004 
40 0.7473 0.7473 0 0.000 0.7543 1 0.0071 
41 0.8272 0.8272 0 0.000 0.8272 0 0.0000 
42 0.8647 0.8647 0 0.000 0.8647 0 0.0000 
43 0.8198 0.8198 0 0.000 0.8198 0 0.0000 
44 0.9846 0.9851 1 0.000 0.9846 0 0.0000 
45 0.7739 0.7739 0 0.000 0.7739 0 0.0000 
46 0.8256 0.8256 0 0.000 0.8256 0 0.0000 
47 0.8449 0.8449 0 0.000 0.8449 0 0.0000 
48 0.8375 0.8375 0 0.000 0.8375 0 0.0000 
49 0.8468 0.8468 0 0.000 0.8468 0 0.0000 
50 0.7919 0.7919 0 0.000 0.8000 1 0.0081 
51 0.8717 0.8717 0 0.000 0.8865 1 0.0148 
52 0.7016 0.7016 0 0.000 0.7016 0 0.0000 
53 0.9427 0.9427 0 0.000 0.9427 0 0.0000 
54 0.8800 0.8800 0 0.000 0.8800 0 0.0000 
55 0.9023 0.9023 0 0.000 0.9023 0 0.0000 
56 0.9265 0.9265 0 0.000 0.9265 0 0.0000 
57 0.8041 0.8041 0 0.000 0.8097 1 0.0056 
58 1.0024 excluida excluida excluida 1.0050 1 0.0026 
59 0.7751 0.7751 0 0.000 0.7751 0 0.0000 
60 0.8223 0.8223 0 0.000 0.8235 1 0.0012 
61 0.9926 0.9926 0 0.000 0.9926 0 0.0000 





63 0.7632 0.7632 0 0.000 0.7632 0 0.0000 
64 0.8922 0.8922 0 0.000 0.8922 0 0.0000 
65 0.8452 0.8452 0 0.000 0.8452 0 0.0000 
66 0.8360 0.8360 0 0.000 0.8360 0 0.0000 
67 0.8190 0.8190 0 0.000 0.8190 0 0.0000 
68 0.8700 0.8700 0 0.000 0.8700 0 0.0000 
69 0.9370 0.9370 0 0.000 0.9370 0 0.0000 
70 0.9500 0.9500 0 0.000 0.9500 0 0.0000 
71 0.8776 0.8776 0 0.000 0.8794 1 0.0019 
72 0.8600 0.8600 0 0.000 0.8600 0 0.0000 
73 0.7189 0.7189 0 0.000 0.7189 0 0.0000 
74 0.8391 0.8391 0 0.000 0.8391 0 0.0000 
75 0.8700 0.8700 0 0.000 0.8700 0 0.0000 
76 0.7600 0.7600 0 0.000 0.7600 0 0.0000 
77 0.8900 0.8900 0 0.000 0.8900 0 0.0000 
78 0.9700 0.9700 0 0.000 0.9700 0 0.0000 
79 0.8521 0.8521 0 0.000 0.8521 0 0.0000 
80 1.0208 1.0208 0 0.000 excluida excluida excluida 
81 0.8899 0.8899 0 0.000 0.8899 0 0.0000 
82 0.8264 0.8264 0 0.000 0.8404 1 0.0141 
83 1.0000 1.0000 0 0.000 1.0000 0 0.0000 
84 1.0037 1.0037 0 0.000 1.0037 0 0.0000 
85 0.9926 0.9926 0 0.000 0.9926 0 0.0000 
86 1.0071 1.0074 1 0.000 1.0080 1 0.0009 
87 0.9841 0.9843 1 0.000 0.9841 0 0.0000 
88 0.9243 0.9243 0 0.000 0.9243 0 0.0000 
89 1.0141 1.0141 0 0.000 1.0141 0 0.0000 
90 0.9123 0.9123 0 0.000 0.9123 0 0.0000 
91 0.8290 0.8290 0 0.000 0.8298 1 0.0008 
92 0.9172 0.9172 0 0.000 0.9254 1 0.0082 
93 0.8872 0.8872 0 0.000 0.8872 0 0.0000 
94 0.9409 0.9409 0 0.000 0.9409 0 0.0000 
95 0.7757 0.7757 0 0.000 0.7820 1 0.0063 
96 0.8407 0.8407 0 0.000 0.8581 1 0.0175 
97 0.6995 0.6995 0 0.000 0.7059 1 0.0063 
98 0.9603 0.9603 0 0.000 0.9603 0 0.0000 
99 0.8900 0.8900 0 0.000 0.8900 0 0.0000 
100 0.9834 0.9835 1 0.000 0.9834 0 0.0000 
101 0.9196 0.9196 0 0.000 0.9196 0 0.0000 
102 0.9336 0.9336 0 0.000 0.9336 0 0.0000 
103 0.7636 0.7636 0 0.000 0.7766 1 0.0130 





105 0.8033 0.8033 0 0.000 0.8033 0 0.0000 
106 0.7700 0.7700 0 0.000 0.7716 1 0.0016 
107 0.7829 0.7829 0 0.000 0.7924 1 0.0095 
108 0.8925 0.8925 0 0.000 0.8925 0 0.0000 
109 0.9800 0.9800 0 0.000 0.9800 0 0.0000 
110 0.9204 0.9204 0 0.000 0.9204 0 0.0000 
111 0.8782 0.8782 0 0.000 0.8782 0 0.0000 
112 0.9693 0.9693 0 0.000 0.9693 0 0.0000 
113 0.8159 0.8159 0 0.000 0.8235 1 0.0077 
114 0.7633 0.7633 0 0.000 0.7751 1 0.0118 
115 0.9980 0.9983 1 0.000 0.9982 1 0.0002 
116 0.6982 0.6982 0 0.000 0.7024 1 0.0042 
117 0.8043 0.8043 0 0.000 0.8062 1 0.0019 
118 0.8359 0.8359 0 0.000 0.8359 0 0.0000 
119 0.8414 0.8414 0 0.000 0.8414 0 0.0000 
120 0.9173 0.9173 0 0.000 0.9173 0 0.0000 
121 0.9444 0.9444 0 0.000 0.9444 0 0.0000 
122 1.0000 1.0000 0 0.000 1.0000 0 0.0000 
123 1.0096 1.0096 0 0.000 1.0096 0 0.0000 
124 0.8548 0.8548 0 0.000 0.8548 0 0.0000 
125 0.8520 0.8520 0 0.000 0.8520 0 0.0000 
126 0.8709 0.8709 0 0.000 0.8709 0 0.0000 
127 0.7173 0.7173 0 0.000 0.7173 0 0.0000 
128 0.9173 0.9173 0 0.000 0.9173 0 0.0000 
129 1.0386 1.0386 0 0.000 1.0803 1 0.0417 
130 0.8475 0.8475 0 0.000 0.8651 1 0.0176 
131 0.8545 0.8545 0 0.000 0.8651 1 0.0106 
132 0.8288 0.8288 0 0.000 0.8288 0 0.0000 
133 0.8083 0.8083 0 0.000 0.8083 0 0.0000 
134 0.7625 0.7625 0 0.000 0.7647 1 0.0022 
135 0.9855 0.9858 1 0.000 0.9864 1 0.0008 
136 0.8020 0.8020 0 0.000 0.8156 1 0.0137 
137 0.7965 0.7965 0 0.000 0.7965 0 0.0000 
138 0.8952 0.8952 0 0.000 0.8952 0 0.0000 
139 0.8489 0.8489 0 0.000 0.8489 0 0.0000 
140 0.8100 0.8100 0 0.000 0.8100 0 0.0000 
141 0.9379 0.9379 0 0.000 0.9379 0 0.0000 
142 0.8100 0.8100 0 0.000 0.8166 1 0.0066 
143 0.8516 0.8516 0 0.000 0.8516 0 0.0000 
144 0.8516 0.8516 0 0.000 0.8516 0 0.0000 
145 0.8760 0.8760 0 0.000 0.8760 0 0.0000 





147 0.9872 0.9872 0 0.000 0.9872 0 0.0000 
148 0.9000 0.9000 0 0.000 0.9000 0 0.0000 
149 0.9331 0.9331 0 0.000 0.9331 0 0.0000 
150 6.0600 6.0600 0 0.000 6.0600 0 0.0000 
151 0.7685 0.7685 0 0.000 0.7685 0 0.0000 
152 0.8621 0.8621 0 0.000 0.8621 0 0.0000 
153 0.8974 0.8974 0 0.000 0.8974 0 0.0000 
154 1.0000 1.0000 0 0.000 1.0000 0 0.0000 
155 0.8501 0.8501 0 0.000 0.8501 0 0.0000 
156 0.8945 0.8945 0 0.000 0.8945 0 0.0000 
157 0.9844 0.9844 0 0.000 0.9844 0 0.0000 
158 0.9041 0.9041 0 0.000 0.9041 0 0.0000 
159 0.8280 0.8280 0 0.000 0.8280 0 0.0000 
160 0.8902 0.8902 0 0.000 0.8902 0 0.0000 
161 0.9140 0.9140 0 0.000 0.9140 0 0.0000 
162 0.8936 0.8936 0 0.000 0.8936 0 0.0000 
163 0.9200 0.9200 0 0.000 0.9200 0 0.0000 
164 0.8426 0.8426 0 0.000 0.8426 0 0.0000 
165 0.8840 0.8840 0 0.000 0.8840 0 0.0000 
166 0.8208 0.8208 0 0.000 0.8208 0 0.0000 
167 0.7598 0.7598 0 0.000 0.7598 0 0.0000 
168 0.9400 0.9400 0 0.000 0.9400 0 0.0000 
169 0.8663 0.8663 0 0.000 0.8663 0 0.0000 
170 0.8758 0.8758 0 0.000 0.8873 1 0.0115 
171 0.8889 0.8889 0 0.000 0.8889 0 0.0000 
172 0.9015 0.9015 0 0.000 0.9030 1 0.0015 
173 0.9845 0.9845 0 0.000 0.9845 0 0.0000 
174 0.8394 0.8394 0 0.000 0.8394 0 0.0000 
175 0.8990 0.8990 0 0.000 0.8990 0 0.0000 
176 0.8199 0.8199 0 0.000 0.8339 1 0.0140 
177 0.9192 0.9192 0 0.000 0.9192 0 0.0000 
178 0.9936 0.9939 1 0.000 0.9936 0 0.0000 
179 0.8995 0.8995 0 0.000 0.8995 0 0.0000 
180 0.8203 0.8203 0 0.000 0.8203 0 0.0000 
181 0.7600 0.7600 0 0.000 0.7600 0 0.0000 
182 0.8500 0.8500 0 0.000 0.8500 0 0.0000 
183 0.8103 0.8103 0 0.000 0.8103 0 0.0000 
184 0.6983 0.6983 0 0.000 0.7128 1 0.0145 




   
*
58 58n    0.004 
 
 *80 80n   0.3671 
 






La tabla anterior muestra las puntuaciones para los modelos (2) y (3) de la metodologia de 
(Wilson, 1995b) propuesta en la sección 8.1.1.1  para las observaciones 58 y 80 que equivalen  la 
I.E el Pescador del municipio de la Argentina, la I.E  Claretiano Gustavo Torres Parra del 





i  *84i  *84in  84i  *86i  *86in  86i  
1 0.7224 0.7224 0 0 0.7224 0 0 
2 0.8497 0.8497 0 0 0.8497 0 0 
3 0.8700 0.8700 0 0 0.8700 0 0 
4 0.9200 0.9225 1 0.0025 0.9200 0 0 
5 0.9603 0.9603 0 0 0.9603 0 0 
6 0.7816 0.7816 0 0 0.7816 0 0 
7 0.8417 0.8417 0 0 0.8417 0 0 
8 0.8100 0.8110 1 0.0010 0.8100 0 0 
9 0.8407 0.8407 0 0 0.8407 0 0 
10 0.8153 0.8153 0 0 0.8153 0 0 
11 0.7952 0.7952 0 0 0.7952 0 0 
12 0.9272 0.9272 0 0 0.9272 0 0 
13 0.8922 0.8924 1 0.0002 0.8922 0 0 
14 0.9856 0.9856 0 0 0.9856 1 3.62E-06 
15 0.8334 0.8334 0 0 0.8334 0 0 
16 0.8447 0.8447 0 0 0.8447 0 0 
17 0.8400 0.8400 0 0 0.8400 0 0 
18 0.7521 0.7521 0 0 0.7521 0 0 
19 0.8194 0.8194 0 0 0.8194 0 0 
20 0.8233 0.8233 0 0 0.8233 0 0 
21 0.7574 0.7574 0 0 0.7574 0 0 
22 0.8624 0.8624 0 0 0.8624 0 0 
23 0.8900 0.8900 0 0 0.8900 0 0 
24 0.9911 0.9911 0 0 0.9911 1 2.039E-06 
25 0.9869 0.9869 0 0 0.9904 1 0.0035 
26 0.8023 0.8023 0 0 0.8023 0 0 
27 0.8700 0.8704 1 0.0004 0.8700 0 0 
28 0.8993 0.8993 0 0 0.8993 0 0 
29 0.8368 0.8368 0 0 0.8368 0 0 
30 0.9921 0.9921 0 0 0.9921 0 0 
31 0.8023 0.8023 0 0 0.8023 0 0 
32 0.8728 0.8728 0 0 0.8728 0 0 
33 0.9166 0.9166 0 0 0.9166 0 0 





35 0.8496 0.8496 0 0 0.8496 0 0 
36 0.8867 0.8867 0 0 0.8867 0 0 
37 0.9400 0.9400 0 0 0.9400 0 0 
38 0.8311 0.8311 0 0 0.8311 0 0 
39 0.9887 0.9887 0 0 0.9902 1 0.0015 
40 0.7473 0.7473 0 0 0.7473 0 0 
41 0.8272 0.8272 0 0 0.8272 0 0 
42 0.8647 0.8647 0 0 0.8647 0 0 
43 0.8198 0.8198 0 0 0.8198 0 0 
44 0.9846 0.9846 0 0 0.9846 0 0 
45 0.7739 0.7739 0 0 0.7739 0 0 
46 0.8256 0.8256 0 0 0.8256 0 0 
47 0.8449 0.8449 0 0 0.8449 0 0 
48 0.8375 0.8375 0 0 0.8375 0 0 
49 0.8468 0.8468 0 0 0.8468 0 0 
50 0.7919 0.7919 0 0 0.7919 0 0 
51 0.8717 0.8717 0 0 0.8717 0 0 
52 0.7016 0.7016 0 0 0.7016 0 0 
53 0.9427 0.9427 0 0 0.9427 0 0 
54 0.8800 0.8814 1 0.0014 0.8800 0 0 
55 0.9023 0.9023 0 0 0.9023 0 0 
56 0.9265 0.9265 0 0 0.9265 0 0 
57 0.8041 0.8041 0 0 0.8041 0 0 
58 1.0024 1.0024 0 0 1.0055 1 0.0031 
59 0.7751 0.7751 0 0 0.7751 0 0 
60 0.8223 0.8223 0 0 0.8223 0 0 
61 0.9926 0.9933 1 0.0007 0.9926 0 0 
62 0.9503 0.9503 0 0 0.9503 0 0 
63 0.7632 0.7632 0 0 0.7632 0 0 
64 0.8922 0.8933 1 0.0012 0.8922 0 0 
65 0.8452 0.8452 0 0 0.8452 0 0 
66 0.8360 0.8360 0 0 0.8360 0 0 
67 0.8190 0.8190 0 0 0.8190 0 0 
68 0.8700 0.8700 0 0 0.8700 0 0 
69 0.9370 0.9370 0 0 0.9370 0 0 
70 0.9500 0.9500 0 0 0.9500 0 0 
71 0.8776 0.8776 0 0 0.8776 0 0 
72 0.8600 0.8600 0 0 0.8600 0 0 
73 0.7189 0.7189 0 0 0.7189 0 0 
74 0.8391 0.8391 0 0 0.8391 0 0 





76 0.7600 0.7600 0 0 0.7600 0 0 
77 0.8900 0.8913 1 0.0013 0.8900 0 0 
78 0.9700 0.9700 0 0 0.9700 0 0 
79 0.8521 0.8534 1 0.0013 0.8521 0 0 
80 1.0208 1.0208 0 0 1.0208 0 0 
81 0.8899 0.8899 0 0 0.8899 0 0 
82 0.8264 0.8264 0 0 0.8264 0 0 
83 1.0000 1.0041 1 0.0041 1.0000 0 0 
84 1.0037 excluida excluida excluida 1.0037 0 0 
85 0.9926 0.9945 1 0.0019 0.9926 0 0 
86 1.0071 1.0071 0 0 excluida excluida excluida 
87 0.9841 0.9841 0 0 0.9866 1 0.0025 
88 0.9243 0.9243 0 0 0.9243 0 0 
89 1.0141 1.0141 0 0 1.0143 1 0.0002 
90 0.9123 0.9123 0 0 0.9123 0 0 
91 0.8290 0.8290 0 0 0.8290 0 0 
92 0.9172 0.9172 0 0 0.9172 0 0 
93 0.8872 0.8872 0 0 0.8872 0 0 
94 0.9409 0.9413 1 0.0004 0.9409 0 0 
95 0.7757 0.7757 0 0 0.7757 0 0 
96 0.8407 0.8407 0 0 0.8407 0 0 
97 0.6995 0.6995 0 0 0.6995 0 0 
98 0.9603 0.9606 1 0.0004 0.9603 0 0 
99 0.8900 0.8917 1 0.0017 0.8900 0 0 
100 0.9834 0.9834 0 0 0.9857 1 0.0023 
101 0.9196 0.9196 0 0 0.9196 0 0 
102 0.9336 0.9336 0 0 0.9336 0 0 
103 0.7636 0.7636 0 0 0.7636 0 0 
104 0.8904 0.8927 1 0.0024 0.8904 0 0 
105 0.8033 0.8033 0 0 0.8033 0 0 
106 0.7700 0.7700 0 0 0.7700 0 0 
107 0.7829 0.7829 0 0 0.7829 0 0 
108 0.8925 0.8928 1 0.0003 0.8925 0 0 
109 0.9800 0.9800 0 0 0.9800 0 0 
110 0.9204 0.9204 0 0 0.9204 0 0 
111 0.8782 0.8782 0 0 0.8782 0 0 
112 0.9693 0.9693 0 0 0.9693 0 0 
113 0.8159 0.8159 0 0 0.8159 0 0 
114 0.7633 0.7633 0 0 0.7633 0 0 
115 0.9980 0.9980 0 0 0.9993 1 0.0013 





117 0.8043 0.8043 0 0 0.8043 0 0 
118 0.8359 0.8359 0 0 0.8359 0 0 
119 0.8414 0.8436 1 0.0022 0.8414 0 0 
120 0.9173 0.9173 0 0 0.9173 0 0 
121 0.9444 0.9444 0 0 0.9444 0 0 
122 1.0000 1.0000 0 0 1.0000 0 0 
123 1.0096 1.0096 1 0.0000 1.0096 0 0 
124 0.8548 0.8548 0 0 0.8548 0 0 
125 0.8520 0.8520 0 0 0.8520 0 0 
126 0.8709 0.8729 1 0.0019 0.8709 0 0 
127 0.7173 0.7173 0 0 0.7173 0 0 
128 0.9173 0.9173 0 0 0.9173 0 0 
129 1.0386 1.0386 0 0 1.0386 0 0 
130 0.8475 0.8475 0 0 0.8475 0 0 
131 0.8545 0.8545 0 0 0.8545 0 0 
132 0.8288 0.8288 0 0 0.8288 0 0 
133 0.8083 0.8083 0 0 0.8083 0 0 
134 0.7625 0.7625 0 0 0.7625 0 0 
135 0.9855 0.9855 0 0 0.9909 1 0.0054 
136 0.8020 0.8020 0 0 0.8020 0 0 
137 0.7965 0.7965 0 0 0.7965 0 0 
138 0.8952 0.8952 0 0 0.8952 0 0 
139 0.8489 0.8489 0 0 0.8489 0 0 
140 0.8100 0.8100 0 0 0.8100 0 0 
141 0.9379 0.9379 0 0 0.9379 0 0 
142 0.8100 0.8100 0 0 0.8100 0 0 
143 0.8516 0.8516 0 0 0.8516 0 0 
144 0.8516 0.8516 0 0 0.8516 0 0 
145 0.8760 0.8760 0 0 0.8760 0 0 
146 0.7810 0.7810 0 0 0.7810 0 0 
147 0.9872 0.9872 0 0 0.9872 1 0.0001 
148 0.9000 0.9000 0 0 0.9000 0 0 
149 0.9331 0.9331 0 0 0.9331 0 0 
150 6.0600 6.0600 0 0 6.0600 0 0 
151 0.7685 0.7685 0 0 0.7685 0 0 
152 0.8621 0.8621 0 0 0.8621 0 0 
153 0.8974 0.8974 0 0 0.8974 0 0 
154 1.0000 1.0000 0 0 1.0000 0 0 
155 0.8501 0.8501 0 0 0.8501 0 0 
156 0.8945 0.8945 0 0 0.8945 0 0 





158 0.9041 0.9041 0 0 0.9041 0 0 
159 0.8280 0.8280 0 0 0.8280 0 0 
160 0.8902 0.8902 0 0 0.8902 0 0 
161 0.9140 0.9140 0 0 0.9140 0 0 
162 0.8936 0.8936 0 0 0.8936 0 0 
163 0.9200 0.9200 0 0 0.9200 0 0 
164 0.8426 0.8426 0 0 0.8426 0 0 
165 0.8840 0.8840 0 0 0.8840 0 0 
166 0.8208 0.8208 0 0 0.8208 0 0 
167 0.7598 0.7598 0 0 0.7598 0 0 
168 0.9400 0.9400 0 0 0.9400 0 0 
169 0.8663 0.8663 0 0 0.8663 0 0 
170 0.8758 0.8758 0 0 0.8758 0 0 
171 0.8889 0.8889 0 0 0.8889 0 0 
172 0.9015 0.9015 0 0 0.9015 0 0 
173 0.9845 0.9845 0 0 0.9877 1 0.0032 
174 0.8394 0.8394 0 0 0.8394 0 0 
175 0.8990 0.8990 0 0 0.8990 0 0 
176 0.8199 0.8199 0 0 0.8199 0 0 
177 0.9192 0.9192 0 0 0.9192 0 0 
178 0.9936 0.9936 0 0 0.9967 1 0.0031 
179 0.8995 0.8995 0 0 0.8995 0 0 
180 0.8203 0.8203 0 0 0.8203 0 0 
181 0.7600 0.7600 0 0 0.7600 0 0 
182 0.8500 0.8500 0 0 0.8500 0 0 
183 0.8103 0.8103 0 0 0.8103 0 0 
184 0.6983 0.6983 0 0 0.6983 0 0 




   
 *84 84n   0.0258 
 
 *86 86n   0.0282 
Tabla 42.  Puntuaciones modelos (2) y (3) observaciones 84 y 86 
 
La tabla anterior muestra los resultados de las puntuaciones para los modelos (2) y (3) para las 
observaciones 84 y 86 que equivalen a la I.E Escuela Normal Superior de Neiva, la I.E 




i  *89i  *89in  123i  *123i  *123in  123i  
1 0.7224 0.7224 0 0 0.7224 0 0 
2 0.8497 0.8497 0 0 0.8505 1 0.0008 
3 0.8700 0.8700 0 0 0.8700 0 0 
4 0.9200 0.9200 0 0 0.9207 1 0.0007 





6 0.7816 0.7816 0 0 0.7816 0 0 
7 0.8417 0.8417 0 0 0.8451 1 0.0034 
8 0.8100 0.8100 0 0 0.8100 1 0.0000 
9 0.8407 0.8407 0 0 0.8407 0 0 
10 0.8153 0.8153 0 0 0.8153 0 0 
11 0.7952 0.7952 0 0 0.7971 1 0.0019 
12 0.9272 0.9272 0 0 0.9279 1 0.0007 
13 0.8922 0.8922 0 0 0.8922 0 0 
14 0.9856 0.9859 1 0.0003 0.9863 1 0.0007 
15 0.8334 0.8334 0 0 0.8375 1 0.0040 
16 0.8447 0.8447 0 0 0.8491 1 0.0044 
17 0.8400 0.8400 0 0 0.8400 0 0 
18 0.7521 0.7521 0 0 0.7521 0 0 
19 0.8194 0.8194 0 0 0.8211 1 0.0017 
20 0.8233 0.8233 0 0 0.8238 1 0.0005 
21 0.7574 0.7574 0 0 0.7574 0 0 
22 0.8624 0.8624 0 0 0.8638 1 0.0014 
23 0.8900 0.8900 0 0 0.8905 1 0.0005 
24 0.9911 0.9911 0 0 0.9926 1 0.0015 
25 0.9869 0.9869 0 0 0.9869 0 0 
26 0.8023 0.8023 0 0 0.8024 1 0.0001 
27 0.8700 0.8700 0 0 0.8700 0 0 
28 0.8993 0.8993 0 0 0.9012 1 0.0019 
29 0.8368 0.8368 0 0 0.8368 0 0 
30 0.9921 0.9921 0 0 0.9938 1 0.0017 
31 0.8023 0.8023 0 0 0.8024 1 0.0001 
32 0.8728 0.8728 0 0 0.8728 0 0 
33 0.9166 0.9166 0 0 0.9186 1 0.0019 
34 0.8714 0.8714 0 0 0.8732 1 0.0018 
35 0.8496 0.8496 0 0 0.8496 0 0 
36 0.8867 0.8867 0 0 0.8879 1 0.0012 
37 0.9400 0.9400 0 0 0.9400 0 0 
38 0.8311 0.8311 0 0 0.8311 0 0 
39 0.9887 0.9887 0 0 0.9887 0 0 
40 0.7473 0.7473 0 0 0.7473 0 0 
41 0.8272 0.8272 0 0 0.8291 1 0.0019 
42 0.8647 0.8647 0 0 0.8681 1 0.0034 
43 0.8198 0.8198 0 0 0.8211 1 0.0013 
44 0.9846 0.9851 1 0.0006 0.9851 1 0.0006 
45 0.7739 0.7739 0 0 0.7770 1 0.0032 





47 0.8449 0.8449 0 0 0.8465 1 0.0015 
48 0.8375 0.8375 0 0 0.8411 1 0.0036 
49 0.8468 0.8468 0 0 0.8505 1 0.0037 
50 0.7919 0.7919 0 0 0.7919 0 0 
51 0.8717 0.8717 0 0 0.8717 0 0 
52 0.7016 0.7016 0 0 0.7023 1 0.0007 
53 0.9427 0.9427 0 0 0.9453 1 0.0026 
54 0.8800 0.8800 0 0 0.8800 0 0 
55 0.9023 0.9023 0 0 0.9052 1 0.0029 
56 0.9265 0.9265 0 0 0.9266 1 0.0001 
57 0.8041 0.8041 0 0 0.8041 0 0 
58 1.0024 1.0024 0 0 1.0024 1 0.0000 
59 0.7751 0.7751 0 0 0.7757 1 0.0006 
60 0.8223 0.8223 0 0 0.8223 0 0 
61 0.9926 0.9928 1 0.0002 0.9964 1 0.0037 
62 0.9503 0.9503 0 0 0.9533 1 0.0030 
63 0.7632 0.7632 0 0 0.7650 1 0.0018 
64 0.8922 0.8922 0 0 0.8948 1 0.0027 
65 0.8452 0.8452 0 0 0.8478 1 0.0026 
66 0.8360 0.8360 0 0 0.8385 1 0.0025 
67 0.8190 0.8190 0 0 0.8198 1 0.0007 
68 0.8700 0.8700 0 0 0.8700 0 0 
69 0.9370 0.9370 0 0 0.9372 1 0.0002 
70 0.9500 0.9504 1 0.0004 0.9500 0 0 
71 0.8776 0.8776 0 0 0.8776 0 0 
72 0.8600 0.8600 0 0 0.8600 0 0 
73 0.7189 0.7189 0 0 0.7196 1 0.0007 
74 0.8391 0.8391 0 0 0.8398 1 0.0007 
75 0.8700 0.8706 1 0.0006 0.8710 1 0.0010 
76 0.7600 0.7600 0 0 0.7600 0 0 
77 0.8900 0.8900 0 0 0.8939 1 0.0039 
78 0.9700 0.9700 0 0 0.9700 0 0 
79 0.8521 0.8521 0 0 0.8521 0 0 
80 1.0208 1.0208 0 0 1.0208 0 0 
81 0.8899 0.8899 0 0 0.8932 1 0.0032 
82 0.8264 0.8264 0 0 0.8264 0 0 
83 1.0000 1.0000 0 0 1.0000 0 0 
84 1.0037 1.0037 0 0 1.0064 1 0.0027 
85 0.9926 0.9926 0 0 0.9943 1 0.0016 
86 1.0071 1.0071 0 0 1.0071 0 0 





88 0.9243 0.9243 0 0 0.9266 1 0.0023 
89 1.0141 excluida excluida excluida 1.0164 1 0.0023 
90 0.9123 0.9123 0 0 0.9123 0 0 
91 0.8290 0.8290 0 0 0.8290 0 0 
92 0.9172 0.9172 0 0 0.9172 0 0 
93 0.8872 0.8872 0 0 0.8892 1 0.0020 
94 0.9409 0.9419 1 0.0010 0.9422 1 0.0014 
95 0.7757 0.7757 0 0 0.7757 0 0 
96 0.8407 0.8407 0 0 0.8407 0 0 
97 0.6995 0.6995 0 0 0.6995 0 0 
98 0.9603 0.9604 1 0.0002 0.9603 0 0 
99 0.8900 0.8900 1 0.0000 0.8910 1 0.0010 
100 0.9834 0.9840 1 0.0006 0.9834 0 0 
101 0.9196 0.9196 0 0 0.9199 1 0.0003 
102 0.9336 0.9336 0 0 0.9359 1 0.0024 
103 0.7636 0.7636 0 0 0.7636 0 0 
104 0.8904 0.8904 0 0 0.8920 1 0.0016 
105 0.8033 0.8033 0 0 0.8064 1 0.0031 
106 0.7700 0.7700 0 0 0.7700 0 0 
107 0.7829 0.7829 0 0 0.7829 0 0 
108 0.8925 0.8925 0 0 0.8967 1 0.0043 
109 0.9800 0.9800 0 0 0.9800 0 0 
110 0.9204 0.9204 0 0 0.9226 1 0.0021 
111 0.8782 0.8782 0 0 0.8798 1 0.0017 
112 0.9693 0.9693 0 0 0.9746 1 0.0053 
113 0.8159 0.8159 0 0 0.8159 0 0 
114 0.7633 0.7633 0 0 0.7633 0 0 
115 0.9980 0.9980 0 0 0.9980 0 0 
116 0.6982 0.6982 0 0 0.6982 0 0 
117 0.8043 0.8043 0 0 0.8043 0 0 
118 0.8359 0.8359 0 0 0.8385 1 0.0026 
119 0.8414 0.8414 0 0 0.8423 1 0.0009 
120 0.9173 0.9173 0 0 0.9199 1 0.0026 
121 0.9444 0.9444 0 0 0.9484 1 0.0039 
122 1.0000 1.0000 0 0 1.0000 0 0 
123 1.0096 1.0100 1 0.0004 excluida 1 excluida 
124 0.8548 0.8548 0 0 0.8558 1 0.0010 
125 0.8520 0.8520 0 0 0.8531 1 0.0011 
126 0.8709 0.8709 0 0 0.8728 1 0.0019 
127 0.7173 0.7173 0 0 0.7183 1 0.0010 





129 1.0386 1.0386 0 0 1.0397 1 0.0011 
130 0.8475 0.8475 0 0 0.8475 0 0 
131 0.8545 0.8545 0 0 0.8545 0 0 
132 0.8288 0.8288 0 0 0.8318 1 0.0030 
133 0.8083 0.8083 0 0 0.8091 1 0.0008 
134 0.7625 0.7625 0 0 0.7625 0 0 
135 0.9855 0.9855 0 0 0.9855 0 0 
136 0.8020 0.8020 0 0 0.8020 0 0 
137 0.7965 0.7965 0 0 0.7971 1 0.0006 
138 0.8952 0.8952 0 0 0.8999 1 0.0047 
139 0.8489 0.8489 0 0 0.8518 1 0.0029 
140 0.8100 0.8100 0 0 0.8126 1 0.0026 
141 0.9379 0.9379 0 0 0.9399 1 0.0020 
142 0.8100 0.8100 0 0 0.8100 0 0 
143 0.8516 0.8516 0 0 0.8545 1 0.0029 
144 0.8516 0.8516 0 0 0.8518 1 0.0002 
145 0.8760 0.8760 0 0 0.8772 1 0.0012 
146 0.7810 0.7810 0 0 0.7810 1 0.0001 
147 0.9872 0.9881 1 0.0009 0.9881 1 0.0010 
148 0.9000 0.9000 0 0 0.9000 0 0 
149 0.9331 0.9331 0 0 0.9331 0 0 
150 6.0600 6.0600 0 0 6.0600 0 0 
151 0.7685 0.7685 0 0 0.7690 1 0.0006 
152 0.8621 0.8621 0 0 0.8652 1 0.0031 
153 0.8974 0.8974 0 0 0.9012 1 0.0038 
154 1.0000 1.0000 0 0 1.0000 0 0 
155 0.8501 0.8501 0 0 0.8531 1 0.0030 
156 0.8945 0.8945 0 0 0.8959 1 0.0013 
157 0.9844 0.9870 1 0.0025 0.9844 0 0 
158 0.9041 0.9041 0 0 0.9052 1 0.0011 
159 0.8280 0.8280 0 0 0.8304 1 0.0024 
160 0.8902 0.8902 0 0 0.8932 1 0.0030 
161 0.9140 0.9140 0 0 0.9159 1 0.0019 
162 0.8936 0.8936 0 0 0.8972 1 0.0036 
163 0.9200 0.9200 0 0 0.9200 0 0 
164 0.8426 0.8426 0 0 0.8438 1 0.0012 
165 0.8840 0.8840 0 0 0.8881 1 0.0042 
166 0.8208 0.8208 0 0 0.8224 1 0.0016 
167 0.7598 0.7598 0 0 0.7598 0 0 
168 0.9400 0.9400 0 0 0.9400 0 0 





170 0.8758 0.8758 0 0 0.8758 0 0 
171 0.8889 0.8889 0 0 0.8932 1 0.0043 
172 0.9015 0.9015 0 0 0.9015 0 0 
173 0.9845 0.9882 1 0.0037 0.9845 0 0 
174 0.8394 0.8394 0 0 0.8398 1 0.0004 
175 0.8990 0.8990 0 0 0.8990 0 0 
176 0.8199 0.8199 0 0 0.8199 0 0 
177 0.9192 0.9192 0 0 0.9212 1 0.0020 
178 0.9936 0.9940 1 0.0003 0.9936 0 0 
179 0.8995 0.8995 0 0 0.9012 1 0.0017 
180 0.8203 0.8203 0 0 0.8211 1 0.0008 
181 0.7600 0.7600 0 0 0.7600 0 0 
182 0.8500 0.8500 0 0 0.8500 0 0 
183 0.8103 0.8103 0 0 0.8104 1 0.0001 
184 0.6983 0.6983 0 0 0.6983 0 0 




   
 *89 89n   0.0119 
 
 *123 123n   0.2032 
 
Tabla 43.  Puntuaciones modelos (2) y (3) observaciones 89 y 123 
 
La tabla anterior muestra los resultados de las puntuaciones para los modelos (2) y (3) para las 
observaciones 89 y 123 que equivalen a la  I.E San Miguel Arcángel de Neiva, la I.E La 







i  *129i  *129in  129i  *150i  *150in  150i  
1 0.7224 0.7304 1 0.0080 0.7453 1 0.0230 
2 0.8497 0.8675 1 0.0179 0.8657 1 0.0160 
3 0.8700 0.8700 0 0 0.8700 0 0 
4 0.9200 0.9200 0 0 0.9200 0 0 
5 0.9603 0.9737 1 0.0133 0.9636 1 0.0033 
6 0.7816 0.7977 1 0.0161 0.7816 0 0 
7 0.8417 0.8519 1 0.0101 0.8426 1 0.0008 
8 0.8100 0.8100 0 0 0.8100 0 0 
9 0.8407 0.8407 0 0 0.8407 0 0 
10 0.8153 0.8400 1 0.0247 0.8333 1 0.0180 
11 0.7952 0.8062 1 0.0111 0.7979 1 0.0027 
12 0.9272 0.9487 1 0.0215 0.9467 1 0.0195 
13 0.8922 0.8922 0 0 0.9159 1 0.0237 
14 0.9856 0.9856 0 0 0.9856 0 0 





16 0.8447 0.8517 1 0.0069 0.8447 0 0 
17 0.8400 0.8400 0 0 0.8400 0 0 
18 0.7521 0.7765 1 0.0245 0.7521 0 0 
19 0.8194 0.8270 1 0.0076 0.8310 1 0.0116 
20 0.8233 0.8375 1 0.0142 0.8599 1 0.0366 
21 0.7574 0.7667 1 0.0093 0.7574 0 0 
22 0.8624 0.8877 1 0.0253 0.8624 0 0 
23 0.8900 0.8900 0 0 0.8900 0 0 
24 0.9911 0.9911 0 0 0.9930 1 0.0019 
25 0.9869 0.9869 0 0 1.0916 1 0.1047 
26 0.8023 0.8323 1 0.0300 0.8024 1 0.0001 
27 0.8700 0.8700 0 0 0.8700 0 0 
28 0.8993 0.9227 1 0.0234 0.8993 0 0 
29 0.8368 0.8547 1 0.0179 0.8368 0 0 
30 0.9921 0.9921 0 0 0.9924 1 0.0004 
31 0.8023 0.8323 1 0.0300 0.8024 1 0.0001 
32 0.8728 0.8728 0 0 0.9072 1 0.0344 
33 0.9166 0.9389 1 0.0223 0.9172 1 0.0006 
34 0.8714 0.8799 1 0.0085 0.8839 1 0.0125 
35 0.8496 0.8537 1 0.0040 0.8496 0 0 
36 0.8867 0.9085 1 0.0218 0.8884 1 0.0017 
37 0.9400 0.9400 0 0 0.9400 0 0 
38 0.8311 0.8336 1 0.0024 0.8439 1 0.0128 
39 0.9887 0.9887 0 0 0.9896 1 0.0009 
40 0.7473 0.7630 1 0.0157 0.7473 0 0 
41 0.8272 0.8392 1 0.0120 0.8300 1 0.0028 
42 0.8647 0.8651 1 0.0004 0.8692 1 0.0046 
43 0.8198 0.8433 1 0.0236 0.8198 0 0 
44 0.9846 0.9846 0 0 0.9846 0 0 
45 0.7739 0.7851 1 0.0113 0.7739 0 0 
46 0.8256 0.8270 1 0.0014 0.8287 1 0.0031 
47 0.8449 0.8553 1 0.0104 0.8579 1 0.0130 
48 0.8375 0.8456 1 0.0080 0.8387 1 0.0011 
49 0.8468 0.8544 1 0.0076 0.8480 1 0.0012 
50 0.7919 0.7960 1 0.0041 0.8171 1 0.0252 
51 0.8717 0.8717 0 0 0.8811 1 0.0094 
52 0.7016 0.7212 1 0.0196 0.7026 1 0.0010 
53 0.9427 0.9521 1 0.0094 0.9464 1 0.0037 
54 0.8800 0.8800 0 0 0.8800 0 0 
55 0.9023 0.9065 1 0.0042 0.9089 1 0.0066 
56 0.9265 0.9471 1 0.0206 0.9697 1 0.0432 
57 0.8041 0.8242 1 0.0201 0.8041 0 0 
58 1.0024 1.0024 0 0 1.0024 0 0 
59 0.7751 0.8015 1 0.0264 0.7751 0 0 
60 0.8223 0.8511 1 0.0288 0.8223 0 0 





62 0.9503 0.9697 1 0.0194 0.9503 0 0 
63 0.7632 0.7678 1 0.0046 0.7730 1 0.0098 
64 0.8922 0.8922 0 0 0.8948 1 0.0026 
65 0.8452 0.8511 1 0.0059 0.8489 1 0.0037 
66 0.8360 0.8422 1 0.0063 0.8396 1 0.0036 
67 0.8190 0.8367 1 0.0176 0.8346 1 0.0156 
68 0.8700 0.8700 0 0 0.8700 0 0 
69 0.9370 0.9635 1 0.0265 0.9574 1 0.0204 
70 0.9500 0.9500 0 0 0.9500 0 0 
71 0.8776 0.9013 1 0.0237 0.8931 1 0.0156 
72 0.8600 0.8600 0 0 0.8600 0 0 
73 0.7189 0.7424 1 0.0234 0.7189 0 0 
74 0.8391 0.8670 1 0.0279 0.8391 0 0 
75 0.8700 0.8700 0 0 0.8700 0 0 
76 0.7600 0.7600 0 0 0.7600 0 0 
77 0.8900 0.8900 0 0 0.8900 0 0 
78 0.9700 0.9700 0 0 0.9700 0 0 
79 0.8521 0.8521 0 0 0.8740 1 0.0219 
80 1.0208 1.0847 1 0.0640 1.0208 0 0 
81 0.8899 0.9042 1 0.0143 0.8903 1 0.0004 
82 0.8264 0.8264 0 0 0.8360 1 0.0096 
83 1.0000 1.0000 0 0 1.0000 0 0 
84 1.0037 1.0037 0 0 1.0081 1 0.0044 
85 0.9926 0.9926 0 0 0.9976 1 0.0049 
86 1.0071 1.0071 0 0 1.0192 1 0.0121 
87 0.9841 0.9841 0 0 0.9841 0 0 
88 0.9243 0.9289 1 0.0047 0.9535 1 0.0292 
89 1.0141 1.0141 0 0 1.0300 1 0.0159 
90 0.9123 0.9123 0 0 0.9357 1 0.0235 
91 0.8290 0.8531 1 0.0241 0.8460 1 0.0170 
92 0.9172 0.9172 0 0 0.9568 1 0.0397 
93 0.8872 0.9097 1 0.0225 0.8872 0 0 
94 0.9409 0.9409 0 0 0.9433 1 0.0025 
95 0.7757 0.7934 1 0.0177 0.7757 0 0 
96 0.8407 0.8407 0 0 0.8407 0 0 
97 0.6995 0.7148 1 0.0152 0.6995 0 0 
98 0.9603 0.9603 0 0 0.9639 1 0.0036 
99 0.8900 0.8900 0 0 0.8900 0 0 
100 0.9834 0.9834 0 0 0.9834 0 0 
101 0.9196 0.9311 1 0.0115 0.9912 1 0.0715 
102 0.9336 0.9378 1 0.0043 0.9538 1 0.0203 
103 0.7636 0.7636 0 0 0.7743 1 0.0107 
104 0.8904 0.8904 0 0 0.8908 1 0.0005 
105 0.8033 0.8143 1 0.0110 0.8039 1 0.0006 
106 0.7700 0.7962 1 0.0262 0.7700 0 0 





108 0.8925 0.8925 0 0 0.8955 1 0.0030 
109 0.9800 0.9800 0 0 0.9800 0 0 
110 0.9204 0.9339 1 0.0135 0.9235 1 0.0031 
111 0.8782 0.9013 1 0.0231 0.8785 1 0.0003 
112 0.9693 0.9735 1 0.0042 0.9700 1 0.0007 
113 0.8159 0.8327 1 0.0169 0.8159 0 0 
114 0.7633 0.7710 1 0.0076 0.7633 0 0 
115 0.9980 0.9980 0 0 0.9994 1 0.0014 
116 0.6982 0.7170 1 0.0187 0.6982 0 0 
117 0.8043 0.8313 1 0.0269 0.8043 0 0 
118 0.8359 0.8528 1 0.0169 0.8359 0 0 
119 0.8414 0.8414 0 0 0.8497 1 0.0083 
120 0.9173 0.9184 1 0.0011 0.9277 1 0.0104 
121 0.9444 0.9446 1 0.0001 0.9528 1 0.0083 
122 1.0000 1.0000 0 0 1.0000 0 0 
123 1.0096 1.0096 0 0 1.0396 1 0.0300 
124 0.8548 0.8646 1 0.0098 0.9121 1 0.0573 
125 0.8520 0.8604 1 0.0084 0.8873 1 0.0353 
126 0.8709 0.8709 0 0 0.8721 1 0.0012 
127 0.7173 0.7237 1 0.0064 0.7468 1 0.0294 
128 0.9173 0.9173 0 0 0.9831 1 0.0658 
129 1.0386 excluida excluida excluida 1.0486 1 0.0100 
130 0.8475 0.8475 0 0 0.8475 0 0 
131 0.8545 0.8675 1 0.0130 0.8545 0 0 
132 0.8288 0.8426 1 0.0138 0.8291 1 0.0003 
133 0.8083 0.8311 1 0.0228 0.8094 1 0.0012 
134 0.7625 0.7879 1 0.0254 0.7625 0 0 
135 0.9855 0.9855 0 0 0.9855 0 0 
136 0.8020 0.8020 0 0 0.8102 1 0.0083 
137 0.7965 0.8231 1 0.0266 0.7965 0 0 
138 0.8952 0.9023 1 0.0072 0.8952 0 0 
139 0.8489 0.8515 1 0.0026 0.8531 1 0.0042 
140 0.8100 0.8100 0 0 0.8100 0 0 
141 0.9379 0.9608 1 0.0229 0.9385 1 0.0006 
142 0.8100 0.8289 1 0.0189 0.8100 0 0 
143 0.8516 0.8612 1 0.0096 0.8537 1 0.0021 
144 0.8516 0.8755 1 0.0240 0.8701 1 0.0185 
145 0.8760 0.8975 1 0.0215 0.8777 1 0.0017 
146 0.7810 0.8104 1 0.0294 0.7811 1 0.0001 
147 0.9872 0.9872 0 0 1.0546 1 0.0674 
148 0.9000 0.9000 0 0 0.9000 0 0 
149 0.9331 0.9331 0 0 1.5625 1 0.6294 
150 6.0600 6.0600 0 0 excluida excluida 0 
151 0.7685 0.7804 1 0.0119 0.8021 1 0.0337 
152 0.8621 0.8772 1 0.0151 0.8621 0 0 





154 1.0000 1.0000 0 0 1.0000 0 0 
155 0.8501 0.8645 1 0.0144 0.8504 1 0.0003 
156 0.8945 0.9153 1 0.0207 0.8965 1 0.0019 
157 0.9844 0.9844 0 0 0.9844 0 0 
158 0.9041 0.9133 1 0.0092 0.9417 1 0.0376 
159 0.8280 0.8409 1 0.0129 0.8295 1 0.0015 
160 0.8902 0.8934 1 0.0032 0.8945 1 0.0043 
161 0.9140 0.9293 1 0.0153 0.9167 1 0.0028 
162 0.8936 0.9047 1 0.0110 0.8945 1 0.0009 
163 0.9200 0.9200 0 0 0.9200 0 0 
164 0.8426 0.8674 1 0.0248 0.8426 0 0 
165 0.8840 0.8845 1 0.0005 0.8874 1 0.0035 
166 0.8208 0.8291 1 0.0083 0.8327 1 0.0119 
167 0.7598 0.7598 0 0 0.8143 1 0.0545 
168 0.9400 0.9400 0 0 0.9400 0 0 
169 0.8663 0.8773 1 0.0110 0.8838 1 0.0175 
170 0.8758 0.8758 0 0 0.8911 1 0.0152 
171 0.8889 0.8925 1 0.0035 0.8908 1 0.0019 
172 0.9015 0.9129 1 0.0114 0.9686 1 0.0671 
173 0.9845 0.9845 0 0 0.9865 1 0.0020 
174 0.8394 0.8679 1 0.0285 0.8400 1 0.0005 
175 0.8990 0.8990 0 0 1.0595 1 0.1605 
176 0.8199 0.8253 1 0.0055 0.8199 0 0 
177 0.9192 0.9264 1 0.0072 0.9349 1 0.0157 
178 0.9936 0.9936 0 0 0.9936 0 0 
179 0.8995 0.9232 1 0.0237 0.8998 1 0.0003 
180 0.8203 0.8442 1 0.0239 0.8214 1 0.0011 
181 0.7600 0.7600 0 0 0.7600 0 0 
182 0.8500 0.8500 0 0 0.8500 0 0 
183 0.8103 0.8282 1 0.0179 0.8480 1 0.0377 
184 0.6983 0.6983 0 0 0.6983 0 0 




   
 *129 129n   1.6518 
 
 *150 150n   2.2969 
Tabla 44.  Puntuaciones modelos (2) y (3) observaciones 129 y 150 
 
La tabla anterior muestra los resultados de las puntuaciones para los modelos (2) y (3) para las 
observaciones 129 y 150 que equivalen a la  I.E Municipal Nacional del municipio de Pitalito y 























DMU Name Municipio tθ  Efficient 
I.E.JESUS MARIA AGUIRRE 
CHARRY Acevedo 0.72   
I.E. JOSE ACEVEDO Y 
GOMEZ Acevedo 0.85   
COL SAN ADOLFO Acevedo 0.87   
SAN ISIDRO Acevedo 0.92   
SAN MARCOS Acevedo 0.96   
LA MERCED agrado 0.78   
MONTESITOS agrado 0.84   
AGROPECUARIA DE AIPE Aipe  0.81   
JUAN XXIII Algeciras 0.84   
LA ARCADIA Algeciras 0.82   
EL PARAISO Algeciras 0.80   
LOS NEGROS Algeciras 0.93   
LA PERDIZ Algeciras 0.89   
DIVINO SALVADOR Altamira 0.99   
ANTONIO BARAYA baraya 0.83   
JOAQUIN GARCIA BORRERO baraya 0.84   
LA TROJA baraya 0.84   
EUGENIO FERRO FALLA campoalegre 0.75   
LA VEGA campoalegre 0.82   
JOSE HILARIO LOPEZ campoalegre 0.82   
ECOPETROL campoalegre 0.76   
PAULO VI Colombia 0.86   
SANTA ANA Colombia 0.89   
MARIA AUXILIADORA Elías 0.99   
SIMON BOLIVAR Garzón 0.99   
JENARO DIAZ JORDAN Garzón 0.80   
AGROP DEL HUILA Garzón 0.87   
RAMON ALVARADO 
SANCHEZ Garzón 0.90   
TULIO ARBELAEZ Garzón 0.84   
SAN ANTONIO DEL PESCADO Garzón 0.99   
BARRIOS UNIDOS Garzón 0.80   
LUIS CALIXTO LEIVA Garzón 0.87   
CAGUANCITO Garzón 0.92   
SAN GERARDO Garzón 0.87   
SANTA MARTA Garzón 0.85   





EL DESCANSO Garzón 0.94   
ISMAEL PERDOMO 
BORRERO Gigante 0.83   
ESCUELA NORMAL 
SUPERIOR Gigante 0.99   
IE JOSE MIEGUEL 
MONTALVO Gigante 0.75   
JORGE ELIECER GAITAN Gigante 0.83   
JORGE VILLAMIL ORTEGA Gigante 0.86   
SILVANIA Gigante 0.82   
CACHAYA Gigante 0.98   
INST.EDUC.RIOLORO Gigante 0.77   
SOSIMO SUAREZ Gigante 0.83   
MARIA AUXILIADORA Guadalupe 0.84   
NTRA SRA DEL CARMEN Guadalupe 0.84   
LA BERNARDA Guadalupe 0.85   
ROBERTO SUAZA 
MARQUINEZ Hobo 0.79   
MARIA AUXILIADORA Íquira 0.87   
KUE DSI J Íquira 0.70   
I.E. JOSE EUSTACIO RIVERA Isnos 0.94   
COL BORDONES Isnos  0.88   
SALEN Isnos 0.90   
ELISA BORRERO DE 
PASTRANA la argentina 0.93   
LAS TOLDAS la argentina 0.80   
EL PESCADOR la argentina 1.00 Yes 
BETANIA la argentina 0.78   
EL PENSIL la argentina 0.82   
MARILLAC La Plata 0.99   
SAN SEBASTIAN La Plata 0.95   
INSTITUTO AGRICOLA La Plata 0.76   
MISAEL PASTRANA  
BORRERO La Plata 0.89   
LUIS CARLOS TRUJILLO 
POLANCO La Plata 0.85   
VILLA DE LOS ANDES La Plata 0.84   
MONSERRATE La Plata 0.82   
YU LUUCX PISHAU La Plata 0.87   
SANTA LUCIA La Plata 0.94   
SAN VICENTE La Plata 0.95   
VILLALOSADA La Plata 0.88   
SEGOVIANAS La Plata 0.86   
SAN MIGUEL La Plata 0.72   
BAJO CAÑADA La Plata 0.84   
EL SALADO La Plata 0.87   
GALLEGO La Plata 0.76   
COLEGIO LAS MERCEDES Nátaga 0.89   
MARIA MANDIGUAGUA Nátaga 0.97   






GUSTAVO Neiva 1.00 Yes 
I.E. DEPARTAMENTAL 
TIERRA DE PROMISIÓN Neiva 0.89   
OLIVERIO LARA BORRERO Neiva 0.83   
I. E. SANTA LIBRADA Neiva 1.00   
IE ESCUELA NORMAL 
SUPERIOR DE NEIVA Neiva 1.00 Yes 
I.E. INEM JULIAN MOTTA 
SALAS Neiva 0.99   
I.E.PROMOCION SOCIAL Neiva 1.00 Yes 
I.E.TECNICO SUPERIOR Neiva 0.98   
IE ROBERTO DURAN ALVIRA Neiva 0.92   
COL SAN MIGUEL ARCANGEL Neiva 1.00 Yes 
IPC Neiva 0.91   
CEINAR Neiva 0.83   
JOSE EUSTACIO RIVERA Neiva 0.92   
LUIS IGNACIO ANDRADE Neiva 0.89   
CENT DOC ANACONIA Neiva 0.94   
EL CAGUAN Neiva 0.78   
IE DE FORTALECILLAS Neiva 0.84   
I. E. AGUSTIN  CODAZZI Neiva 0.70   
EL LIMONAR Neiva 0.96   
I E  RODRIGO LARA BONILLA Neiva 0.89   
IE HUMBERTO TAFUR 
CHARRY Neiva 0.98   
ATANASIO GIRARDOT Neiva 0.92   
COL BAS JUAN DE CABRERA Neiva 0.93   
IE RICARDO BORRERO 
ALVAREZ Neiva 0.76   
ENRIQUE OLAYA HERRERA Neiva 0.89   
GUACIRCO Neiva 0.80   
I.E.AIPECITO Neiva 0.77   
IE EDUARDO SANTOS Neiva 0.78   
IE JAIRO MORERA LIZCANO Neiva 0.89   
IE CHAPINERO Neiva 0.98   
SAN JOSE Oporapa 0.92   
SAN ROQUE Oporapa 0.88   
EL CARMEN Oporapa 0.97   
LUIS EDGAR DURAN 
RAMIREZ Paicol 0.82   
SAN JUAN BOSCO Palermo 0.76   
PROMOCIÓN SOCIAL Palermo 1.00   
JUNCAL Palermo 0.70   
OSPINA PEREZ Palermo 0.80   
SANTA ROSALIA Palermo 0.84   
NILO Palermo 0.84   
JOSÉ REINEL CERQUERA Palermo 0.92   
PALESTINA palestina 0.94   





ESPERANZA palestina 1.00 Yes 
LUIS ONOFRE ACOSTA palestina 0.85   
PROMOCION SOCIAL Pital 0.85   
NTRA. SRA. DEL SOCORRO Pital 0.87   
NTRA SRA DEL CARMEN Pital 0.72   
IE MUNICIPAL HUMBERTO 
MUÑOZ ORDOÑEZ Pitalito 0.92   
IE MUNICIPAL NACIONAL Pitalito 1.00 Yes 
IE MUNICIPAL NORMAL 
SUPERIOR Pitalito 0.85   
IE MUNICIPAL JOSE 
EUSTASIO RIVERA Pitalito 0.85   
IE MUNICIPAL CRIOLLO Pitalito 0.83   
IE MUNICIPAL LA LAGUNA Pitalito 0.81   
IE MUNICIPAL GUACACALLO Pitalito 0.76   
I.E. MUNICIPAL LICEO SUR 
ANDINO Pitalito 0.99   
IE MUNICIPAL MONTESSORI Pitalito 0.80   
IE MUNICIPAL PALMARITO Pitalito 0.80   
IE MUNICIPAL VILLA FATIMA Pitalito 0.90   
IE MUNICIPAL CHILLURCO Pitalito 0.85   
I.E. JORGE VILLAMIL 
CORDOVEZ Pitalito 0.81   
IE MUNICIPAL WINNIPEG Pitalito 0.94   
I.E. MUNICIPAL DOMINGO 
SAVIO Pitalito 0.81   
MISAEL PASTRANA 
BORRERO rivera 0.85   
NUCLEO ESCOLAR EL 
GUADUAL rivera 0.85   
LA ULLOA rivera 0.88   
RIVERITA rivera 0.78   
MISAEL PASTRANA 
BORRERO Saladoblanco 0.99   
LA CABAÑA Saladoblanco 0.90   
LAUREANO GOMEZ San Agustín 0.93   
ALTO DEL OBISPO San Agustín 1.00 Yes 
CARLOS RAMON REPIZO San Agustín 0.77   
OBANDO San Agustín 0.86   
LOS CAUCHOS San Agustín 0.90   
PUERTO QUINCHANA San Agustín 1.00   
SANTA JUANA DE ARCO santa María 0.85   
SAN JOAQUIN santa María 0.89   
LAS JUNTAS santa María 0.98   
EL CISNE santa María 0.90   
SAN LORENZO suaza 0.83   
GUAYABAL suaza 0.89   
GALLARDO suaza 0.91   
ESTEBAN ROJAS TOVAR Tarqui 0.89   





SAN JUAN BOSCO Tarqui 0.84   
RICABRISA Tarqui 0.88   
LA ASUNCION Tello 0.82   
NICOLAS GARCIA BAHAMON Tello 0.76   
SAN ANDRES Tello 0.94   
ANACLETO GARCIA Tello 0.87   
MISAEL PASTRANA 
BORRERO Teruel 0.88   
EL ROSARIO tesalia 0.89   
PACARNI tesalia 0.90   
OTONIEL ROJAS CORREA tesalia 0.98   
LA GAITANA Timaná 0.84   
EL TEJAR Timaná 0.90   
NARANJAL Timaná 0.82   
COSANZA Timaná 0.92   
PANTANOS Timaná 0.99   
CASCAJAL Timaná 0.90   
GABRIEL PLAZA Villavieja 0.82   
SAN ALFONSO Villavieja 0.76   
LA VICTORIA Villavieja 0.85   
ANA ELISA CUENCA LARA Yaguará 0.81   
AMELIA PERDOMO DE 
GARCIA Yaguará 0.70   
Tabla 45.  Puntuaciones para  modelos (1) conjunto de datos ISCE-Secundaria-2016 
 
 
Al estimar el modelo (1) se obtiene 8 DMUs extremas eficientes dado que tienen una puntuación 
0 1
tθ   y todos sus slacks son cero.  
Ahora bien, se va reducir la muestra obteniendo una muestra reducida al definir el conjunto: 
  / 0.97 1,...tkS = k θ < , k = ,N  
De tal modo que se define para este ejemplo  0 0.03p = y 0.97=  y obtenemos: 
 
Key    DMU municipio BCC 
1 I.E.JESUS MARIA AGUIRRE CHARRY Acevedo 0.7224 
2 I.E. JOSE ACEVEDO Y GOMEZ Acevedo 0.8497 
3 COL SAN ADOLFO Acevedo 0.8700 
4 SAN ISIDRO Acevedo 0.9200 
5 SAN MARCOS Acevedo 0.9603 
6 LA MERCED agrado 0.7816 
7 MONTESITOS agrado 0.8417 
8 AGROPECUARIA DE AIPE Aipe  0.8100 
9 JUAN XXIII Algeciras 0.8407 
10 LA ARCADIA Algeciras 0.8153 
11 EL PARAISO Algeciras 0.7952 





13 LA PERDIZ Algeciras 0.8922 
15 ANTONIO BARAYA baraya 0.8334 
16 JOAQUIN GARCIA BORRERO baraya 0.8447 
17 LA TROJA baraya 0.8400 
18 EUGENIO FERRO FALLA campoalegre 0.7521 
19 LA VEGA campoalegre 0.8194 
20 JOSE HILARIO LOPEZ campoalegre 0.8233 
21 ECOPETROL campoalegre 0.7574 
22 PAULO VI Colombia 0.8624 
23 SANTA ANA Colombia 0.8900 
26 JENARO DIAZ JORDAN Garzón 0.8023 
27 AGROP DEL HUILA Garzón 0.8700 
28 RAMON ALVARADO SANCHEZ Garzón 0.8993 
29 TULIO ARBELAEZ Garzón 0.8368 
31 BARRIOS UNIDOS Garzón 0.8023 
32 LUIS CALIXTO LEIVA Garzón 0.8728 
33 CAGUANCITO Garzón 0.9166 
34 SAN GERARDO Garzón 0.8714 
35 SANTA MARTA Garzón 0.8496 
36 EL RECREO Garzón 0.8867 
37 EL DESCANSO Garzón 0.9400 
38 ISMAEL PERDOMO BORRERO Gigante 0.8311 
40 IE JOSE MIEGUEL MONTALVO Gigante 0.7473 
41 JORGE ELIECER GAITAN Gigante 0.8272 
42 JORGE VILLAMIL ORTEGA Gigante 0.8647 
43 SILVANIA Gigante 0.8198 
45 INST.EDUC.RIOLORO Gigante 0.7739 
46 SOSIMO SUAREZ Gigante 0.8256 
47 MARIA AUXILIADORA Guadalupe 0.8449 
48 NTRA SRA DEL CARMEN Guadalupe 0.8375 
49 LA BERNARDA Guadalupe 0.8468 
50 ROBERTO SUAZA MARQUINEZ Hobo 0.7919 
51 MARIA AUXILIADORA Íquira 0.8717 
52 KUE DSI J Íquira 0.7016 
53 I.E. JOSE EUSTACIO RIVERA Isnos 0.9427 
54 COL BORDONES Isnos  0.8800 
55 SALEN Isnos 0.9023 
56 ELISA BORRERO DE PASTRANA la argentina 0.9265 
57 LAS TOLDAS la argentina 0.8041 
59 BETANIA la argentina 0.7751 





62 SAN SEBASTIAN La Plata 0.9503 
63 INSTITUTO AGRICOLA La Plata 0.7632 
64 MISAEL PASTRANA  BORRERO La Plata 0.8922 
65 LUIS CARLOS TRUJILLO POLANCO La Plata 0.8452 
66 VILLA DE LOS ANDES La Plata 0.8360 
67 MONSERRATE La Plata 0.8190 
68 YU LUUCX PISHAU La Plata 0.8700 
69 SANTA LUCIA La Plata 0.9370 
70 SAN VICENTE La Plata 0.9500 
71 VILLALOSADA La Plata 0.8776 
72 SEGOVIANAS La Plata 0.8600 
73 SAN MIGUEL La Plata 0.7189 
74 BAJO CAÑADA La Plata 0.8391 
75 EL SALADO La Plata 0.8700 
76 GALLEGO La Plata 0.7600 
77 COLEGIO LAS MERCEDES Nátaga 0.8900 
78 MARIA MANDIGUAGUA Nátaga 0.9700 
79 PATIO BONITO Nátaga 0.8521 
81 
I.E. DEPARTAMENTAL TIERRA DE 
PROMISIÓN Neiva 0.8899 
82 OLIVERIO LARA BORRERO Neiva 0.8264 
88 IE ROBERTO DURAN ALVIRA Neiva 0.9243 
90 IPC Neiva 0.9123 
91 CEINAR Neiva 0.8290 
92 JOSE EUSTACIO RIVERA Neiva 0.9172 
93 LUIS IGNACIO ANDRADE Neiva 0.8872 
94 CENT DOC ANACONIA Neiva 0.9409 
95 EL CAGUAN Neiva 0.7757 
96 IE DE FORTALECILLAS Neiva 0.8407 
97 I. E. AGUSTIN  CODAZZI Neiva 0.6995 
98 EL LIMONAR Neiva 0.9603 
99 I E  RODRIGO LARA BONILLA Neiva 0.8900 
101 ATANASIO GIRARDOT Neiva 0.9196 
102 COL BAS JUAN DE CABRERA Neiva 0.9336 
103 IE RICARDO BORRERO ALVAREZ Neiva 0.7636 
104 ENRIQUE OLAYA HERRERA Neiva 0.8904 
105 GUACIRCO Neiva 0.8033 
106 I.E.AIPECITO Neiva 0.7700 
107 IE EDUARDO SANTOS Neiva 0.7829 
108 IE JAIRO MORERA LIZCANO Neiva 0.8925 
110 SAN JOSE Oporapa 0.9204 





112 EL CARMEN Oporapa 0.9693 
113 LUIS EDGAR DURAN RAMIREZ Paicol 0.8159 
114 SAN JUAN BOSCO Palermo 0.7633 
116 JUNCAL Palermo 0.6982 
117 OSPINA PEREZ Palermo 0.8043 
118 SANTA ROSALIA Palermo 0.8359 
119 NILO Palermo 0.8414 
120 JOSÉ REINEL CERQUERA Palermo 0.9173 
121 PALESTINA palestina 0.9444 
124 LUIS ONOFRE ACOSTA palestina 0.8548 
125 PROMOCION SOCIAL Pital 0.8520 
126 NTRA. SRA. DEL SOCORRO Pital 0.8709 
127 NTRA SRA DEL CARMEN Pital 0.7173 
128 
IE MUNICIPAL HUMBERTO MUÑOZ 
ORDOÑEZ Pitalito 0.9173 
130 IE MUNICIPAL NORMAL SUPERIOR Pitalito 0.8475 
131 IE MUNICIPAL JOSE EUSTASIO RIVERA Pitalito 0.8545 
132 IE MUNICIPAL CRIOLLO Pitalito 0.8288 
133 IE MUNICIPAL LA LAGUNA Pitalito 0.8083 
134 IE MUNICIPAL GUACACALLO Pitalito 0.7625 
136 IE MUNICIPAL MONTESSORI Pitalito 0.8020 
137 IE MUNICIPAL PALMARITO Pitalito 0.7965 
138 IE MUNICIPAL VILLA FATIMA Pitalito 0.8952 
139 IE MUNICIPAL CHILLURCO Pitalito 0.8489 
140 I.E. JORGE VILLAMIL CORDOVEZ Pitalito 0.8100 
141 IE MUNICIPAL WINNIPEG Pitalito 0.9379 
142 I.E. MUNICIPAL DOMINGO SAVIO Pitalito 0.8100 
143 MISAEL PASTRANA BORRERO rivera 0.8516 
144 NUCLEO ESCOLAR EL GUADUAL rivera 0.8516 
145 LA ULLOA rivera 0.8760 
146 RIVERITA rivera 0.7810 
148 LA CABAÑA Saladoblanco 0.9000 
149 LAUREANO GOMEZ San Agustín 0.9331 
151 CARLOS RAMON REPIZO San Agustín 0.7685 
152 OBANDO San Agustín 0.8621 
153 LOS CAUCHOS San Agustín 0.8974 
155 SANTA JUANA DE ARCO santa María 0.8501 
156 SAN JOAQUIN santa María 0.8945 
158 EL CISNE santa María 0.9041 
159 SAN LORENZO suaza 0.8280 
160 GUAYABAL suaza 0.8902 





162 ESTEBAN ROJAS TOVAR Tarqui 0.8936 
163 EL VERGEL Tarqui 0.9200 
164 SAN JUAN BOSCO Tarqui 0.8426 
165 RICABRISA Tarqui 0.8840 
166 LA ASUNCION Tello 0.8208 
167 NICOLAS GARCIA BAHAMON Tello 0.7598 
168 SAN ANDRES Tello 0.9400 
169 ANACLETO GARCIA Tello 0.8663 
170 MISAEL PASTRANA BORRERO Teruel 0.8758 
171 EL ROSARIO tesalia 0.8889 
172 PACARNI tesalia 0.9015 
174 LA GAITANA Timaná 0.8394 
175 EL TEJAR Timaná 0.8990 
176 NARANJAL Timaná 0.8199 
177 COSANZA Timaná 0.9192 
179 CASCAJAL Timaná 0.8995 
180 GABRIEL PLAZA Villavieja 0.8203 
181 SAN ALFONSO Villavieja 0.7600 
182 LA VICTORIA Villavieja 0.8500 
183 ANA ELISA CUENCA LARA Yaguará 0.8103 
184 AMELIA PERDOMO DE GARCIA Yaguará 0.6983 
Tabla 46.  Muestra reducida S  para el conjunto de datos ISCE-Secundaria-2016 
 
Ahora bien en la siguiente etapa se excluye una a la vez cada DMU eficiente extrema de la 
muestra y se calcula rθ  del modelo (2) con el  objetivo de poder determinar en qué medida la 
jDMU  influye en la evaluación de la eficiencia de la 0DMU . Cabe recordar que el número de 
DUMs eficientes extremas tθ  son 8 y el cardinal del conjunto S  es 156.  Después de obtener 
rθ se halló   haciendo uso del Teorema 2, es decir como la proporción entre tθ y rθ  de tal 
modo que se tiene: 
 
  
DMU58  DMU80  DMU84 
 DMU   t  r     58kT  r     80kT  r     84kT  
1 0.7224 0.7224 1 0 0.7273 0.993 0 0.7224 1.0000 0 
2 0.8497 0.8497 1 0 0.8497 1.000 0 0.8497 1.0000 0 
3 0.8700 0.8700 1 0 0.8700 1.000 0 0.8700 1.0000 0 
4 0.9200 0.9200 1 0 0.9200 1.000 0 0.9225 0.9973 0 
5 0.9603 0.9603 1 0 0.9603 1.000 0 0.9603 1.0000 0 
6 0.7816 0.7816 1 0 0.7889 0.991 0 0.7816 1.0000 0 
7 0.8417 0.8417 1 0 0.8417 1.000 0 0.8417 1.0000 0 
8 0.8100 0.8100 1 0 0.8100 1.000 0 0.8110 0.9988 0 





10 0.8153 0.8153 1 0 0.8156 1.000 0 0.8153 1.0000 0 
11 0.7952 0.7952 1 0 0.7952 1.000 0 0.7952 1.0000 0 
12 0.9272 0.9272 1 0 0.9272 1.000 0 0.9272 1.0000 0 
13 0.8922 0.8922 1 0 0.8922 1.000 0 0.8924 0.9998 0 
15 0.8334 0.8334 1 0 0.8334 1.000 0 0.8334 1.0000 0 
16 0.8447 0.8447 1 0 0.8447 1.000 0 0.8447 1.0000 0 
17 0.8400 0.8400 1 0 0.8400 1.000 0 0.8400 1.0000 0 
18 0.7521 0.7521 1 0 0.7543 0.997 0 0.7521 1.0000 0 
19 0.8194 0.8194 1 0 0.8194 1.000 0 0.8194 1.0000 0 
20 0.8233 0.8233 1 0 0.8233 1.000 0 0.8233 1.0000 0 
21 0.7574 0.7574 1 0 0.7682 0.986 0 0.7574 1.0000 0 
22 0.8624 0.8624 1 0 0.8624 1.000 0 0.8624 1.0000 0 
23 0.8900 0.8900 1 0 0.8900 1.000 0 0.8900 1.0000 0 
26 0.8023 0.8023 1 0 0.8023 1.000 0 0.8023 1.0000 0 
27 0.8700 0.8700 1 0 0.8700 1.000 0 0.8704 0.9995 0 
28 0.8993 0.8993 1 0 0.8993 1.000 0 0.8993 1.0000 0 
29 0.8368 0.8368 1 0 0.8443 0.991 0 0.8368 1.0000 0 
31 0.8023 0.8023 1 0 0.8023 1.000 0 0.8023 1.0000 0 
32 0.8728 0.8728 1 0 0.8806 0.991 0 0.8728 1.0000 0 
33 0.9166 0.9166 1 0 0.9166 1.000 0 0.9166 1.0000 0 
34 0.8714 0.8714 1 0 0.8714 1.000 0 0.8714 1.0000 0 
35 0.8496 0.8496 1 0 0.8651 0.982 0 0.8496 1.0000 0 
36 0.8867 0.8867 1 0 0.8867 1.000 0 0.8867 1.0000 0 
37 0.9400 0.9400 1 0 0.9400 1.000 0 0.9400 1.0000 0 
38 0.8311 0.8311 1 0 0.8440 0.985 0 0.8311 1.0000 0 
40 0.7473 0.7473 1 0 0.7543 0.991 0 0.7473 1.0000 0 
41 0.8272 0.8272 1 0 0.8272 1.000 0 0.8272 1.0000 0 
42 0.8647 0.8647 1 0 0.8647 1.000 0 0.8647 1.0000 0 
43 0.8198 0.8198 1 0 0.8198 1.000 0 0.8198 1.0000 0 
45 0.7739 0.7739 1 0 0.7739 1.000 0 0.7739 1.0000 0 
46 0.8256 0.8256 1 0 0.8256 1.000 0 0.8256 1.0000 0 
47 0.8449 0.8449 1 0 0.8449 1.000 0 0.8449 1.0000 0 
48 0.8375 0.8375 1 0 0.8375 1.000 0 0.8375 1.0000 0 
49 0.8468 0.8468 1 0 0.8468 1.000 0 0.8468 1.0000 0 
50 0.7919 0.7919 1 0 0.8000 0.990 0 0.7919 1.0000 0 
51 0.8717 0.8717 1 0 0.8865 0.983 0 0.8717 1.0000 0 
52 0.7016 0.7016 1 0 0.7016 1.000 0 0.7016 1.0000 0 
53 0.9427 0.9427 1 0 0.9427 1.000 0 0.9427 1.0000 0 
54 0.8800 0.8800 1 0 0.8800 1.000 0 0.8814 0.9984 0 
55 0.9023 0.9023 1 0 0.9023 1.000 0 0.9023 1.0000 0 





57 0.8041 0.8041 1 0 0.8097 0.993 0 0.8041 1.0000 0 
59 0.7751 0.7751 1 0 0.7751 1.000 0 0.7751 1.0000 0 
60 0.8223 0.8223 1 0 0.8235 0.999 0 0.8223 1.0000 0 
62 0.9503 0.9503 1 0 0.9503 1.000 0 0.9503 1.0000 0 
63 0.7632 0.7632 1 0 0.7632 1.000 0 0.7632 1.0000 0 
64 0.8922 0.8922 1 0 0.8922 1.000 0 0.8933 0.9987 0 
65 0.8452 0.8452 1 0 0.8452 1.000 0 0.8452 1.0000 0 
66 0.8360 0.8360 1 0 0.8360 1.000 0 0.8360 1.0000 0 
67 0.8190 0.8190 1 0 0.8190 1.000 0 0.8190 1.0000 0 
68 0.8700 0.8700 1 0 0.8700 1.000 0 0.8700 1.0000 0 
69 0.9370 0.9370 1 0 0.9370 1.000 0 0.9370 1.0000 0 
70 0.9500 0.9500 1 0 0.9500 1.000 0 0.9500 1.0000 0 
71 0.8776 0.8776 1 0 0.8794 0.998 0 0.8776 1.0000 0 
72 0.8600 0.8600 1 0 0.8600 1.000 0 0.8600 1.0000 0 
73 0.7189 0.7189 1 0 0.7189 1.000 0 0.7189 1.0000 0 
74 0.8391 0.8391 1 0 0.8391 1.000 0 0.8391 1.0000 0 
75 0.8700 0.8700 1 0 0.8700 1.000 0 0.8706 0.9993 0 
76 0.7600 0.7600 1 0 0.7600 1.000 0 0.7600 1.0000 0 
77 0.8900 0.8900 1 0 0.8900 1.000 0 0.8913 0.9986 0 
78 0.9700 0.9700 1 0 0.9700 1.000 0 0.9700 1.0000 0 
79 0.8521 0.8521 1 0 0.8521 1.000 0 0.8534 0.9985 0 
81 0.8899 0.8899 1 0 0.8899 1.000 0 0.8899 1.0000 0 
82 0.8264 0.8264 1 0 0.8404 0.983 0 0.8264 1.0000 0 
88 0.9243 0.9243 1 0 0.9243 1.000 0 0.9243 1.0000 0 
90 0.9123 0.9123 1 0 0.9123 1.000 0 0.9123 1.0000 0 
91 0.8290 0.8290 1 0 0.8298 0.999 0 0.8290 1.0000 0 
92 0.9172 0.9172 1 0 0.9254 0.991 0 0.9172 1.0000 0 
93 0.8872 0.8872 1 0 0.8872 1.000 0 0.8872 1.0000 0 
94 0.9409 0.9409 1 0 0.9409 1.000 0 0.9413 0.9995 0 
95 0.7757 0.7757 1 0 0.7820 0.992 0 0.7757 1.0000 0 
96 0.8407 0.8407 1 0 0.8581 0.980 0 0.8407 1.0000 0 
97 0.6995 0.6995 1 0 0.7059 0.991 0 0.6995 1.0000 0 
98 0.9603 0.9603 1 0 0.9603 1.000 0 0.9606 0.9996 0 
99 0.8900 0.8900 1 0 0.8900 1.000 0 0.8917 0.9981 0 
101 0.9196 0.9196 1 0 0.9196 1.000 0 0.9196 1.0000 0 
102 0.9336 0.9336 1 0 0.9336 1.000 0 0.9336 1.0000 0 
103 0.7636 0.7636 1 0 0.7766 0.983 0 0.7636 1.0000 0 
104 0.8904 0.8904 1 0 0.8904 1.000 0 0.8927 0.9974 0 
105 0.8033 0.8033 1 0 0.8033 1.000 0 0.8033 1.0000 0 
106 0.7700 0.7700 1 0 0.7716 0.998 0 0.7700 1.0000 0 





108 0.8925 0.8925 1 0 0.8925 1.000 0 0.8928 0.9996 0 
110 0.9204 0.9204 1 0 0.9204 1.000 0 0.9204 1.0000 0 
111 0.8782 0.8782 1 0 0.8782 1.000 0 0.8782 1.0000 0 
112 0.9693 0.9693 1 0 0.9693 1.000 0 0.9693 1.0000 0 
113 0.8159 0.8159 1 0 0.8235 0.991 0 0.8159 1.0000 0 
114 0.7633 0.7633 1 0 0.7751 0.985 0 0.7633 1.0000 0 
116 0.6982 0.6982 1 0 0.7024 0.994 0 0.6982 1.0000 0 
117 0.8043 0.8043 1 0 0.8062 0.998 0 0.8043 1.0000 0 
118 0.8359 0.8359 1 0 0.8359 1.000 0 0.8359 1.0000 0 
119 0.8414 0.8414 1 0 0.8414 1.000 0 0.8436 0.9974 0 
120 0.9173 0.9173 1 0 0.9173 1.000 0 0.9173 1.0000 0 
121 0.9444 0.9444 1 0 0.9444 1.000 0 0.9444 1.0000 0 
124 0.8548 0.8548 1 0 0.8548 1.000 0 0.8548 1.0000 0 
125 0.8520 0.8520 1 0 0.8520 1.000 0 0.8520 1.0000 0 
126 0.8709 0.8709 1 0 0.8709 1.000 0 0.8729 0.9978 0 
127 0.7173 0.7173 1 0 0.7173 1.000 0 0.7173 1.0000 0 
128 0.9173 0.9173 1 0 0.9173 1.000 0 0.9173 1.0000 0 
130 0.8475 0.8475 1 0 0.8651 0.980 0 0.8475 1.0000 0 
131 0.8545 0.8545 1 0 0.8651 0.988 0 0.8545 1.0000 0 
132 0.8288 0.8288 1 0 0.8288 1.000 0 0.8288 1.0000 0 
133 0.8083 0.8083 1 0 0.8083 1.000 0 0.8083 1.0000 0 
134 0.7625 0.7625 1 0 0.7647 0.997 0 0.7625 1.0000 0 
136 0.8020 0.8020 1 0 0.8156 0.983 0 0.8020 1.0000 0 
137 0.7965 0.7965 1 0 0.7965 1.000 0 0.7965 1.0000 0 
138 0.8952 0.8952 1 0 0.8952 1.000 0 0.8952 1.0000 0 
139 0.8489 0.8489 1 0 0.8489 1.000 0 0.8489 1.0000 0 
140 0.8100 0.8100 1 0 0.8100 1.000 0 0.8100 1.0000 0 
141 0.9379 0.9379 1 0 0.9379 1.000 0 0.9379 1.0000 0 
142 0.8100 0.8100 1 0 0.8166 0.992 0 0.8100 1.0000 0 
143 0.8516 0.8516 1 0 0.8516 1.000 0 0.8516 1.0000 0 
144 0.8516 0.8516 1 0 0.8516 1.000 0 0.8516 1.0000 0 
145 0.8760 0.8760 1 0 0.8760 1.000 0 0.8760 1.0000 0 
146 0.7810 0.7810 1 0 0.7810 1.000 0 0.7810 1.0000 0 
148 0.9000 0.9000 1 0 0.9000 1.000 0 0.9000 1.0000 0 
149 0.9331 0.9331 1 0 0.9331 1.000 0 0.9331 1.0000 0 
151 0.7685 0.7685 1 0 0.7685 1.000 0 0.7685 1.0000 0 
152 0.8621 0.8621 1 0 0.8621 1.000 0 0.8621 1.0000 0 
153 0.8974 0.8974 1 0 0.8974 1.000 0 0.8974 1.0000 0 
155 0.8501 0.8501 1 0 0.8501 1.000 0 0.8501 1.0000 0 
156 0.8945 0.8945 1 0 0.8945 1.000 0 0.8945 1.0000 0 





159 0.8280 0.8280 1 0 0.8280 1.000 0 0.8280 1.0000 0 
160 0.8902 0.8902 1 0 0.8902 1.000 0 0.8902 1.0000 0 
161 0.9140 0.9140 1 0 0.9140 1.000 0 0.9140 1.0000 0 
162 0.8936 0.8936 1 0 0.8936 1.000 0 0.8936 1.0000 0 
163 0.9200 0.9200 1 0 0.9200 1.000 0 0.9200 1.0000 0 
164 0.8426 0.8426 1 0 0.8426 1.000 0 0.8426 1.0000 0 
165 0.8840 0.8840 1 0 0.8840 1.000 0 0.8840 1.0000 0 
166 0.8208 0.8208 1 0 0.8208 1.000 0 0.8208 1.0000 0 
167 0.7598 0.7598 1 0 0.7598 1.000 0 0.7598 1.0000 0 
168 0.9400 0.9400 1 0 0.9400 1.000 0 0.9400 1.0000 0 
169 0.8663 0.8663 1 0 0.8663 1.000 0 0.8663 1.0000 0 
170 0.8758 0.8758 1 0 0.8873 0.987 0 0.8758 1.0000 0 
171 0.8889 0.8889 1 0 0.8889 1.000 0 0.8889 1.0000 0 
172 0.9015 0.9015 1 0 0.9030 0.998 0 0.9015 1.0000 0 
174 0.8394 0.8394 1 0 0.8394 1.000 0 0.8394 1.0000 0 
175 0.8990 0.8990 1 0 0.8990 1.000 0 0.8990 1.0000 0 
176 0.8199 0.8199 1 0 0.8339 0.983 0 0.8199 1.0000 0 
177 0.9192 0.9192 1 0 0.9192 1.000 0 0.9192 1.0000 0 
179 0.8995 0.8995 1 0 0.8995 1.000 0 0.8995 1.0000 0 
180 0.8203 0.8203 1 0 0.8203 1.000 0 0.8203 1.0000 0 
181 0.7600 0.7600 1 0 0.7600 1.000 0 0.7600 1.0000 0 
182 0.8500 0.8500 1 0 0.8500 1.000 0 0.8500 1.0000 0 
183 0.8103 0.8103 1 0 0.8103 1.000 0 0.8103 1.0000 0 
184 0.6983 0.6983 1 0 0.7128 0.980 0 0.6983 1.0000 0 
   
58T  0 
 
80T  0 
 
84T  0 
Tabla 47.  Puntuaciones modelo (2) y (3) para las DMUs 58, 80 y 84. 
 
 
Como se puede analizar la presencia de las DMUs 58, 80 y 84 no resultan afectar la eficiencia de 
las demás DMUs de la muestra puesto que para los tres casos se obtiene para cada una de las 156 
DMUs que pertenecen al conjunto S  un valor 1  . 
 
  
DMU86 DMU89  DMU123 
DMU    t  r     86kT  r     89kT  r     123kT  
1 0.7224 0.7224 1 0 0.7224 1 0 0.7224 1.0000 0 
2 0.8497 0.8497 1 0 0.8497 1 0 0.8505 0.9991 0 
3 0.8700 0.8700 1 0 0.8700 1 0 0.8700 1.0000 0 
4 0.9200 0.9200 1 0 0.9200 1 0 0.9207 0.9992 0 
5 0.9603 0.9603 1 0 0.9603 1 0 0.9626 0.9976 0 
6 0.7816 0.7816 1 0 0.7816 1 0 0.7816 1.0000 0 
7 0.8417 0.8417 1 0 0.8417 1 0 0.8451 0.9960 0 





9 0.8407 0.8407 1 0 0.8407 1 0 0.8407 1.0000 0 
10 0.8153 0.8153 1 0 0.8153 1 0 0.8153 1.0000 0 
11 0.7952 0.7952 1 0 0.7952 1 0 0.7971 0.9976 0 
12 0.9272 0.9272 1 0 0.9272 1 0 0.9279 0.9993 0 
13 0.8922 0.8922 1 0 0.8922 1 0 0.8922 1.0000 0 
15 0.8334 0.8334 1 0 0.8334 1 0 0.8375 0.9952 0 
16 0.8447 0.8447 1 0 0.8447 1 0 0.8491 0.9948 0 
17 0.8400 0.8400 1 0 0.8400 1 0 0.8400 1.0000 0 
18 0.7521 0.7521 1 0 0.7521 1 0 0.7521 1.0000 0 
19 0.8194 0.8194 1 0 0.8194 1 0 0.8211 0.9979 0 
20 0.8233 0.8233 1 0 0.8233 1 0 0.8238 0.9994 0 
21 0.7574 0.7574 1 0 0.7574 1 0 0.7574 1.0000 0 
22 0.8624 0.8624 1 0 0.8624 1 0 0.8638 0.9984 0 
23 0.8900 0.8900 1 0 0.8900 1 0 0.8905 0.9995 0 
26 0.8023 0.8023 1 0 0.8023 1 0 0.8024 0.9999 0 
27 0.8700 0.8700 1 0 0.8700 1 0 0.8700 1.0000 0 
28 0.8993 0.8993 1 0 0.8993 1 0 0.9012 0.9979 0 
29 0.8368 0.8368 1 0 0.8368 1 0 0.8368 1.0000 0 
31 0.8023 0.8023 1 0 0.8023 1 0 0.8024 0.9999 0 
32 0.8728 0.8728 1 0 0.8728 1 0 0.8728 1.0000 0 
33 0.9166 0.9166 1 0 0.9166 1 0 0.9186 0.9979 0 
34 0.8714 0.8714 1 0 0.8714 1 0 0.8732 0.9980 0 
35 0.8496 0.8496 1 0 0.8496 1 0 0.8496 1.0000 0 
36 0.8867 0.8867 1 0 0.8867 1 0 0.8879 0.9987 0 
37 0.9400 0.9400 1 0 0.9400 1 0 0.9400 1.0000 0 
38 0.8311 0.8311 1 0 0.8311 1 0 0.8311 1.0000 0 
40 0.7473 0.7473 1 0 0.7473 1 0 0.7473 1.0000 0 
41 0.8272 0.8272 1 0 0.8272 1 0 0.8291 0.9977 0 
42 0.8647 0.8647 1 0 0.8647 1 0 0.8681 0.9961 0 
43 0.8198 0.8198 1 0 0.8198 1 0 0.8211 0.9984 0 
45 0.7739 0.7739 1 0 0.7739 1 0 0.7770 0.9959 0 
46 0.8256 0.8256 1 0 0.8256 1 0 0.8291 0.9957 0 
47 0.8449 0.8449 1 0 0.8449 1 0 0.8465 0.9982 0 
48 0.8375 0.8375 1 0 0.8375 1 0 0.8411 0.9957 0 
49 0.8468 0.8468 1 0 0.8468 1 0 0.8505 0.9957 0 
50 0.7919 0.7919 1 0 0.7919 1 0 0.7919 1.0000 0 
51 0.8717 0.8717 1 0 0.8717 1 0 0.8717 1.0000 0 
52 0.7016 0.7016 1 0 0.7016 1 0 0.7023 0.9990 0 
53 0.9427 0.9427 1 0 0.9427 1 0 0.9453 0.9973 0 
54 0.8800 0.8800 1 0 0.8800 1 0 0.8800 1.0000 0 





56 0.9265 0.9265 1 0 0.9265 1 0 0.9266 0.9999 0 
57 0.8041 0.8041 1 0 0.8041 1 0 0.8041 1.0000 0 
59 0.7751 0.7751 1 0 0.7751 1 0 0.7757 0.9993 0 
60 0.8223 0.8223 1 0 0.8223 1 0 0.8223 1.0000 0 
62 0.9503 0.9503 1 0 0.9503 1 0 0.9533 0.9969 0 
63 0.7632 0.7632 1 0 0.7632 1 0 0.7650 0.9976 0 
64 0.8922 0.8922 1 0 0.8922 1 0 0.8948 0.9970 0 
65 0.8452 0.8452 1 0 0.8452 1 0 0.8478 0.9970 0 
66 0.8360 0.8360 1 0 0.8360 1 0 0.8385 0.9970 0 
67 0.8190 0.8190 1 0 0.8190 1 0 0.8198 0.9991 0 
68 0.8700 0.8700 1 0 0.8700 1 0 0.8700 1.0000 0 
69 0.9370 0.9370 1 0 0.9370 1 0 0.9372 0.9997 0 
70 0.9500 0.9500 1 0 0.9504 1 0 0.9500 1.0000 0 
71 0.8776 0.8776 1 0 0.8776 1 0 0.8776 1.0000 0 
72 0.8600 0.8600 1 0 0.8600 1 0 0.8600 1.0000 0 
73 0.7189 0.7189 1 0 0.7189 1 0 0.7196 0.9990 0 
74 0.8391 0.8391 1 0 0.8391 1 0 0.8398 0.9992 0 
75 0.8700 0.8700 1 0 0.8706 1 0 0.8710 0.9989 0 
76 0.7600 0.7600 1 0 0.7600 1 0 0.7600 1.0000 0 
77 0.8900 0.8900 1 0 0.8900 1 0 0.8939 0.9957 0 
78 0.9700 0.9700 1 0 0.9700 1 0 0.9700 1.0000 0 
79 0.8521 0.8521 1 0 0.8521 1 0 0.8521 1.0000 0 
81 0.8899 0.8899 1 0 0.8899 1 0 0.8932 0.9964 0 
82 0.8264 0.8264 1 0 0.8264 1 0 0.8264 1.0000 0 
88 0.9243 0.9243 1 0 0.9243 1 0 0.9266 0.9975 0 
90 0.9123 0.9123 1 0 0.9123 1 0 0.9123 1.0000 0 
91 0.8290 0.8290 1 0 0.8290 1 0 0.8290 1.0000 0 
92 0.9172 0.9172 1 0 0.9172 1 0 0.9172 1.0000 0 
93 0.8872 0.8872 1 0 0.8872 1 0 0.8892 0.9978 0 
94 0.9409 0.9409 1 0 0.9419 1 0 0.9422 0.9986 0 
95 0.7757 0.7757 1 0 0.7757 1 0 0.7757 1.0000 0 
96 0.8407 0.8407 1 0 0.8407 1 0 0.8407 1.0000 0 
97 0.6995 0.6995 1 0 0.6995 1 0 0.6995 1.0000 0 
98 0.9603 0.9603 1 0 0.9604 1 0 0.9603 1.0000 0 
99 0.8900 0.8900 1 0 0.8900 1 0 0.8910 0.9989 0 
101 0.9196 0.9196 1 0 0.9196 1 0 0.9199 0.9997 0 
102 0.9336 0.9336 1 0 0.9336 1 0 0.9359 0.9975 0 
103 0.7636 0.7636 1 0 0.7636 1 0 0.7636 1.0000 0 
104 0.8904 0.8904 1 0 0.8904 1 0 0.8920 0.9982 0 
105 0.8033 0.8033 1 0 0.8033 1 0 0.8064 0.9961 0 





107 0.7829 0.7829 1 0 0.7829 1 0 0.7829 1.0000 0 
108 0.8925 0.8925 1 0 0.8925 1 0 0.8967 0.9953 0 
110 0.9204 0.9204 1 0 0.9204 1 0 0.9226 0.9977 0 
111 0.8782 0.8782 1 0 0.8782 1 0 0.8798 0.9981 0 
112 0.9693 0.9693 1 0 0.9693 1 0 0.9746 0.9945 0 
113 0.8159 0.8159 1 0 0.8159 1 0 0.8159 1.0000 0 
114 0.7633 0.7633 1 0 0.7633 1 0 0.7633 1.0000 0 
116 0.6982 0.6982 1 0 0.6982 1 0 0.6982 1.0000 0 
117 0.8043 0.8043 1 0 0.8043 1 0 0.8043 1.0000 0 
118 0.8359 0.8359 1 0 0.8359 1 0 0.8385 0.9969 0 
119 0.8414 0.8414 1 0 0.8414 1 0 0.8423 0.9990 0 
120 0.9173 0.9173 1 0 0.9173 1 0 0.9199 0.9972 0 
121 0.9444 0.9444 1 0 0.9444 1 0 0.9484 0.9959 0 
124 0.8548 0.8548 1 0 0.8548 1 0 0.8558 0.9989 0 
125 0.8520 0.8520 1 0 0.8520 1 0 0.8531 0.9987 0 
126 0.8709 0.8709 1 0 0.8709 1 0 0.8728 0.9978 0 
127 0.7173 0.7173 1 0 0.7173 1 0 0.7183 0.9986 0 
128 0.9173 0.9173 1 0 0.9173 1 0 0.9173 1.0000 0 
130 0.8475 0.8475 1 0 0.8475 1 0 0.8475 1.0000 0 
131 0.8545 0.8545 1 0 0.8545 1 0 0.8545 1.0000 0 
132 0.8288 0.8288 1 0 0.8288 1 0 0.8318 0.9964 0 
133 0.8083 0.8083 1 0 0.8083 1 0 0.8091 0.9990 0 
134 0.7625 0.7625 1 0 0.7625 1 0 0.7625 1.0000 0 
136 0.8020 0.8020 1 0 0.8020 1 0 0.8020 1.0000 0 
137 0.7965 0.7965 1 0 0.7965 1 0 0.7971 0.9992 0 
138 0.8952 0.8952 1 0 0.8952 1 0 0.8999 0.9948 0 
139 0.8489 0.8489 1 0 0.8489 1 0 0.8518 0.9966 0 
140 0.8100 0.8100 1 0 0.8100 1 0 0.8126 0.9968 0 
141 0.9379 0.9379 1 0 0.9379 1 0 0.9399 0.9979 0 
142 0.8100 0.8100 1 0 0.8100 1 0 0.8100 1.0000 0 
143 0.8516 0.8516 1 0 0.8516 1 0 0.8545 0.9966 0 
144 0.8516 0.8516 1 0 0.8516 1 0 0.8518 0.9997 0 
145 0.8760 0.8760 1 0 0.8760 1 0 0.8772 0.9987 0 
146 0.7810 0.7810 1 0 0.7810 1 0 0.7810 0.9999 0 
148 0.9000 0.9000 1 0 0.9000 1 0 0.9000 1.0000 0 
149 0.9331 0.9331 1 0 0.9331 1 0 0.9331 1.0000 0 
151 0.7685 0.7685 1 0 0.7685 1 0 0.7690 0.9993 0 
152 0.8621 0.8621 1 0 0.8621 1 0 0.8652 0.9964 0 
153 0.8974 0.8974 1 0 0.8974 1 0 0.9012 0.9958 0 
155 0.8501 0.8501 1 0 0.8501 1 0 0.8531 0.9964 0 





158 0.9041 0.9041 1 0 0.9041 1 0 0.9052 0.9988 0 
159 0.8280 0.8280 1 0 0.8280 1 0 0.8304 0.9971 0 
160 0.8902 0.8902 1 0 0.8902 1 0 0.8932 0.9966 0 
161 0.9140 0.9140 1 0 0.9140 1 0 0.9159 0.9979 0 
162 0.8936 0.8936 1 0 0.8936 1 0 0.8972 0.9960 0 
163 0.9200 0.9200 1 0 0.9200 1 0 0.9200 1.0000 0 
164 0.8426 0.8426 1 0 0.8426 1 0 0.8438 0.9985 0 
165 0.8840 0.8840 1 0 0.8840 1 0 0.8881 0.9953 0 
166 0.8208 0.8208 1 0 0.8208 1 0 0.8224 0.9980 0 
167 0.7598 0.7598 1 0 0.7598 1 0 0.7598 1.0000 0 
168 0.9400 0.9400 1 0 0.9400 1 0 0.9400 1.0000 0 
169 0.8663 0.8663 1 0 0.8663 1 0 0.8678 0.9983 0 
170 0.8758 0.8758 1 0 0.8758 1 0 0.8758 1.0000 0 
171 0.8889 0.8889 1 0 0.8889 1 0 0.8932 0.9952 0 
172 0.9015 0.9015 1 0 0.9015 1 0 0.9015 1.0000 0 
174 0.8394 0.8394 1 0 0.8394 1 0 0.8398 0.9995 0 
175 0.8990 0.8990 1 0 0.8990 1 0 0.8990 1.0000 0 
176 0.8199 0.8199 1 0 0.8199 1 0 0.8199 1.0000 0 
177 0.9192 0.9192 1 0 0.9192 1 0 0.9212 0.9978 0 
179 0.8995 0.8995 1 0 0.8995 1 0 0.9012 0.9981 0 
180 0.8203 0.8203 1 0 0.8203 1 0 0.8211 0.9991 0 
181 0.7600 0.7600 1 0 0.7600 1 0 0.7600 1.0000 0 
182 0.8500 0.8500 1 0 0.8500 1 0 0.8500 1.0000 0 
183 0.8103 0.8103 1 0 0.8103 1 0 0.8104 0.9999 0 
184 0.6983 0.6983 1 0 0.6983 1 0 0.6983 1.0000 0 
   
86T  0 
 
89T  0 
 
123T  0 
Tabla 48.  Puntuaciones modelo (2) y (3) para las DMUs 86, 89 y 123. 
 
La presencia de las DMUs 86 y  89 en la muestra no afecta la eficiencia de  las demás DMUs de 
la muestra. Esto se constata debido a que el valor de 86T  y 89T  es igual a cero. Note que la DMU 
123 afecta levemente la eficiencia de algunas DMUs de la muestra puesto que se obtienen 
valores de    menores a la unidad, pero dichos valores no cumplen que 0.97   por lo tanto 
















DMU129  DMU150 
DMU    t  r     129kT  r     150kT  
1 0.7224 0.7304 0.9890 0 0.7453 0.9692 1 
2 0.8497 0.8675 0.9794 0 0.8657 0.9815 0 
3 0.8700 0.8700 1.0000 0 0.8700 1.0000 0 
4 0.9200 0.9200 1.0000 0 0.9200 1.0000 0 
5 0.9603 0.9737 0.9863 0 0.9636 0.9966 0 
6 0.7816 0.7977 0.9798 0 0.7816 1.0000 0 
7 0.8417 0.8519 0.9881 0 0.8426 0.9990 0 
8 0.8100 0.8100 1.0000 0 0.8100 1.0000 0 
9 0.8407 0.8407 1.0000 0 0.8407 1.0000 0 
10 0.8153 0.8400 0.9706 0 0.8333 0.9784 0 
11 0.7952 0.8062 0.9863 0 0.7979 0.9966 0 
12 0.9272 0.9487 0.9773 0 0.9467 0.9794 0 
13 0.8922 0.8922 1.0000 0 0.9159 0.9742 0 
15 0.8334 0.8338 0.9996 0 0.8367 0.9961 0 
16 0.8447 0.8517 0.9918 0 0.8447 1.0000 0 
17 0.8400 0.8400 1.0000 0 0.8400 1.0000 0 
18 0.7521 0.7765 0.9685 1 0.7521 1.0000 0 
19 0.8194 0.8270 0.9908 0 0.8310 0.9861 0 
20 0.8233 0.8375 0.9830 0 0.8599 0.9574 1 
21 0.7574 0.7667 0.9879 0 0.7574 1.0000 0 
22 0.8624 0.8877 0.9715 0 0.8624 1.0000 0 
23 0.8900 0.8900 1.0000 0 0.8900 1.0000 0 
26 0.8023 0.8323 0.9639 1 0.8024 0.9998 0 
27 0.8700 0.8700 1.0000 0 0.8700 1.0000 0 
28 0.8993 0.9227 0.9746 0 0.8993 1.0000 0 
29 0.8368 0.8547 0.9790 0 0.8368 1.0000 0 
31 0.8023 0.8323 0.9639 1 0.8024 0.9998 0 
32 0.8728 0.8728 1.0000 0 0.9072 0.9621 1 
33 0.9166 0.9389 0.9763 0 0.9172 0.9994 0 
34 0.8714 0.8799 0.9904 0 0.8839 0.9859 0 
35 0.8496 0.8537 0.9953 0 0.8496 1.0000 0 
36 0.8867 0.9085 0.9760 0 0.8884 0.9981 0 
37 0.9400 0.9400 1.0000 0 0.9400 1.0000 0 
38 0.8311 0.8336 0.9971 0 0.8439 0.9849 0 
40 0.7473 0.7630 0.9794 0 0.7473 1.0000 0 
41 0.8272 0.8392 0.9857 0 0.8300 0.9967 0 
42 0.8647 0.8651 0.9995 0 0.8692 0.9947 0 
43 0.8198 0.8433 0.9721 0 0.8198 1.0000 0 





46 0.8256 0.8270 0.9983 0 0.8287 0.9962 0 
47 0.8449 0.8553 0.9879 0 0.8579 0.9849 0 
48 0.8375 0.8456 0.9905 0 0.8387 0.9987 0 
49 0.8468 0.8544 0.9911 0 0.8480 0.9986 0 
50 0.7919 0.7960 0.9949 0 0.8171 0.9692 1 
51 0.8717 0.8717 1.0000 0 0.8811 0.9894 0 
52 0.7016 0.7212 0.9728 0 0.7026 0.9985 0 
53 0.9427 0.9521 0.9901 0 0.9464 0.9960 0 
54 0.8800 0.8800 1.0000 0 0.8800 1.0000 0 
55 0.9023 0.9065 0.9953 0 0.9089 0.9927 0 
56 0.9265 0.9471 0.9782 0 0.9697 0.9555 1 
57 0.8041 0.8242 0.9756 0 0.8041 1.0000 0 
59 0.7751 0.8015 0.9671 1 0.7751 1.0000 0 
60 0.8223 0.8511 0.9662 1 0.8223 1.0000 0 
62 0.9503 0.9697 0.9800 0 0.9503 1.0000 0 
63 0.7632 0.7678 0.9940 0 0.7730 0.9874 0 
64 0.8922 0.8922 1.0000 0 0.8948 0.9971 0 
65 0.8452 0.8511 0.9931 0 0.8489 0.9956 0 
66 0.8360 0.8422 0.9926 0 0.8396 0.9957 0 
67 0.8190 0.8367 0.9789 0 0.8346 0.9813 0 
68 0.8700 0.8700 1.0000 0 0.8700 1.0000 0 
69 0.9370 0.9635 0.9725 0 0.9574 0.9787 0 
70 0.9500 0.9500 1.0000 0 0.9500 1.0000 0 
71 0.8776 0.9013 0.9737 0 0.8931 0.9826 0 
72 0.8600 0.8600 1.0000 0 0.8600 1.0000 0 
73 0.7189 0.7424 0.9684 1 0.7189 1.0000 0 
74 0.8391 0.8670 0.9678 1 0.8391 1.0000 0 
75 0.8700 0.8700 1.0000 0 0.8700 1.0000 0 
76 0.7600 0.7600 1.0000 0 0.7600 1.0000 0 
77 0.8900 0.8900 1.0000 0 0.8900 1.0000 0 
78 0.9700 0.9700 1.0000 0 0.9700 1.0000 0 
79 0.8521 0.8521 1.0000 0 0.8740 0.9749 0 
81 0.8899 0.9042 0.9842 0 0.8903 0.9996 0 
82 0.8264 0.8264 1.0000 0 0.8360 0.9885 0 
88 0.9243 0.9289 0.9950 0 0.9535 0.9693 1 
90 0.9123 0.9123 1.0000 0 0.9357 0.9749 0 
91 0.8290 0.8531 0.9717 0 0.8460 0.9799 0 
92 0.9172 0.9172 1.0000 0 0.9568 0.9585 1 
93 0.8872 0.9097 0.9753 0 0.8872 1.0000 0 
94 0.9409 0.9409 1.0000 0 0.9433 0.9974 0 





96 0.8407 0.8407 1.0000 0 0.8407 1.0000 0 
97 0.6995 0.7148 0.9787 0 0.6995 1.0000 0 
98 0.9603 0.9603 1.0000 0 0.9639 0.9963 0 
99 0.8900 0.8900 1.0000 0 0.8900 1.0000 0 
101 0.9196 0.9311 0.9876 0 0.9912 0.9278 1 
102 0.9336 0.9378 0.9954 0 0.9538 0.9787 0 
103 0.7636 0.7636 1.0000 0 0.7743 0.9861 0 
104 0.8904 0.8904 1.0000 0 0.8908 0.9995 0 
105 0.8033 0.8143 0.9865 0 0.8039 0.9992 0 
106 0.7700 0.7962 0.9671 1 0.7700 1.0000 0 
107 0.7829 0.7952 0.9845 0 0.7829 1.0000 0 
108 0.8925 0.8925 1.0000 0 0.8955 0.9966 0 
110 0.9204 0.9339 0.9856 0 0.9235 0.9967 0 
111 0.8782 0.9013 0.9744 0 0.8785 0.9996 0 
112 0.9693 0.9735 0.9957 0 0.9700 0.9993 0 
113 0.8159 0.8327 0.9797 0 0.8159 1.0000 0 
114 0.7633 0.7710 0.9901 0 0.7633 1.0000 0 
116 0.6982 0.7170 0.9739 0 0.6982 1.0000 0 
117 0.8043 0.8313 0.9676 1 0.8043 1.0000 0 
118 0.8359 0.8528 0.9802 0 0.8359 1.0000 0 
119 0.8414 0.8414 1.0000 0 0.8497 0.9902 0 
120 0.9173 0.9184 0.9988 0 0.9277 0.9887 0 
121 0.9444 0.9446 0.9999 0 0.9528 0.9913 0 
124 0.8548 0.8646 0.9887 0 0.9121 0.9372 1 
125 0.8520 0.8604 0.9903 0 0.8873 0.9602 1 
126 0.8709 0.8709 1.0000 0 0.8721 0.9986 0 
127 0.7173 0.7237 0.9911 0 0.7468 0.9606 1 
128 0.9173 0.9173 1.0000 0 0.9831 0.9331 1 
130 0.8475 0.8475 1.0000 0 0.8475 1.0000 0 
131 0.8545 0.8675 0.9850 0 0.8545 1.0000 0 
132 0.8288 0.8426 0.9837 0 0.8291 0.9996 0 
133 0.8083 0.8311 0.9725 0 0.8094 0.9986 0 
134 0.7625 0.7879 0.9678 1 0.7625 1.0000 0 
136 0.8020 0.8020 1.0000 0 0.8102 0.9898 0 
137 0.7965 0.8231 0.9676 1 0.7965 1.0000 0 
138 0.8952 0.9023 0.9921 0 0.8952 1.0000 0 
139 0.8489 0.8515 0.9969 0 0.8531 0.9951 0 
140 0.8100 0.8100 1.0000 0 0.8100 1.0000 0 
141 0.9379 0.9608 0.9762 0 0.9385 0.9994 0 
142 0.8100 0.8289 0.9772 0 0.8100 1.0000 0 





144 0.8516 0.8755 0.9726 0 0.8701 0.9787 0 
145 0.8760 0.8975 0.9760 0 0.8777 0.9981 0 
146 0.7810 0.8104 0.9637 1 0.7811 0.9999 0 
148 0.9000 0.9000 1.0000 0 0.9000 1.0000 0 
149 0.9331 0.9331 1.0000 0 1.0000 0.9331 1 
151 0.7685 0.7804 0.9847 0 0.8021 0.9580 1 
152 0.8621 0.8772 0.9827 0 0.8621 1.0000 0 
153 0.8974 0.8997 0.9975 0 0.9007 0.9964 0 
155 0.8501 0.8645 0.9833 0 0.8504 0.9997 0 
156 0.8945 0.9153 0.9773 0 0.8965 0.9979 0 
158 0.9041 0.9133 0.9899 0 0.9417 0.9601 1 
159 0.8280 0.8409 0.9847 0 0.8295 0.9981 0 
160 0.8902 0.8934 0.9964 0 0.8945 0.9952 0 
161 0.9140 0.9293 0.9836 0 0.9167 0.9970 0 
162 0.8936 0.9047 0.9878 0 0.8945 0.9990 0 
163 0.9200 0.9200 1.0000 0 0.9200 1.0000 0 
164 0.8426 0.8674 0.9714 0 0.8426 1.0000 0 
165 0.8840 0.8845 0.9994 0 0.8874 0.9961 0 
166 0.8208 0.8291 0.9900 0 0.8327 0.9857 0 
167 0.7598 0.7598 1.0000 0 0.8143 0.9331 1 
168 0.9400 0.9400 1.0000 0 0.9400 1.0000 0 
169 0.8663 0.8773 0.9875 0 0.8838 0.9802 0 
170 0.8758 0.8758 1.0000 0 0.8911 0.9829 0 
171 0.8889 0.8925 0.9960 0 0.8908 0.9979 0 
172 0.9015 0.9129 0.9875 0 0.9686 0.9307 1 
174 0.8394 0.8679 0.9672 1 0.8400 0.9993 0 
175 0.8990 0.8990 1.0000 0 1.0000 0.8990 1 
176 0.8199 0.8253 0.9934 0 0.8199 1.0000 0 
177 0.9192 0.9264 0.9922 0 0.9349 0.9832 0 
179 0.8995 0.9232 0.9743 0 0.8998 0.9996 0 
180 0.8203 0.8442 0.9717 0 0.8214 0.9987 0 
181 0.7600 0.7600 1.0000 0 0.7600 1.0000 0 
182 0.8500 0.8500 1.0000 0 0.8500 1.0000 0 
183 0.8103 0.8282 0.9784 0 0.8480 0.9556 1 
184 0.6983 0.6983 1.0000 0 0.6983 1.0000 0 
   
129T  13 
 
150T  19 
Tabla 49.  Puntuaciones modelo (2) y (3) para las DMUs 129 y 150. 
 
Como se puede analizar la presencia de las DMU 129 afecta la eficiencia de 13 DMUs y la 
presencia de la DMU 150  afecta la eficiencia de 19 DMUs. Por lo tanto dichas DMUs podrían 






ANEXO J.  Implementación Metodologia (Jahanshahloo et al., 2004b) con la base de Datos  
ISCE-2016-HUILA-Secundaria  
 
En primera instancia se calcula la puntuación del modelo (1) de la sección 8.1.1.3  obteniendo 
como resultado las mismas 8 DMUs eficientes extremas obtenidas para el modelo (1) de las 
metodologías de (Wilson, 1995b) y (Pastor et al., 1999a).  
 
Se prosigue a calcular los valores para el modelo reducido (2)  excluyendo las 8 DMUs  




58DMU  80DMU  84DMU  86DMU   
oDMU  
*
o  *58o  58oI  *80o  80oI  *84o  84oI  *86o  86oI  
1 0.7224 0.7224 1 0.7273 0.9823 0.7224 1.0000 0.7224 1.0000 
2 0.8497 0.8497 1 0.8497 1.0000 0.8497 1.0000 0.8497 1.0000 
3 0.8700 0.8700 1 0.8700 1.0000 0.8700 1.0000 0.8700 1.0000 
4 0.9200 0.9200 1 0.9200 1.0000 0.9225 0.9683 0.9200 1.0000 
5 0.9603 0.9603 1 0.9603 1.0000 0.9603 1.0000 0.9603 1.0000 
6 0.7816 0.7816 1 0.7889 0.9663 0.7816 1.0000 0.7816 1.0000 
7 0.8417 0.8417 1 0.8417 1.0000 0.8417 1.0000 0.8417 1.0000 
8 0.8100 0.8100 1 0.8100 1.0000 0.8110 0.9948 0.8100 1.0000 
9 0.8407 0.8407 1 0.8581 0.8905 0.8407 1.0000 0.8407 1.0000 
10 0.8153 0.8153 1 0.8156 0.9984 0.8153 1.0000 0.8153 1.0000 
11 0.7952 0.7952 1 0.7952 1.0000 0.7952 1.0000 0.7952 1.0000 
12 0.9272 0.9272 1 0.9272 1.0000 0.9272 1.0000 0.9272 1.0000 
13 0.8922 0.8922 1 0.8922 1.0000 0.8924 0.9985 0.8922 1.0000 
14 0.9856 0.9867 0.9275 0.9856 1.0000 0.9856 1.0000 0.9856 0.9997 
15 0.8334 0.8334 1 0.8334 1.0000 0.8334 1.0000 0.8334 1.0000 
16 0.8447 0.8447 1 0.8447 1.0000 0.8447 1.0000 0.8447 1.0000 
17 0.8400 0.8400 1 0.8400 1.0000 0.8400 1.0000 0.8400 1.0000 
18 0.7521 0.7521 1 0.7543 0.9909 0.7521 1.0000 0.7521 1.0000 
19 0.8194 0.8194 1 0.8194 1.0000 0.8194 1.0000 0.8194 1.0000 
20 0.8233 0.8233 1 0.8233 1.0000 0.8233 1.0000 0.8233 1.0000 
21 0.7574 0.7574 1 0.7682 0.9558 0.7574 1.0000 0.7574 1.0000 
22 0.8624 0.8624 1 0.8624 1.0000 0.8624 1.0000 0.8624 1.0000 
23 0.8900 0.8900 1 0.8900 1.0000 0.8900 1.0000 0.8900 1.0000 
24 0.9911 0.9913 0.97901 0.9911 1.0000 0.9911 1.0000 0.9911 0.9998 
25 0.9869 0.9869 0.99486 0.9870 0.9912 0.9869 1.0000 0.9904 0.7310 
26 0.8023 0.8023 1 0.8023 1.0000 0.8023 1.0000 0.8023 1.0000 
27 0.8700 0.8700 1 0.8700 1.0000 0.8704 0.9968 0.8700 1.0000 
28 0.8993 0.8993 1 0.8993 1.0000 0.8993 1.0000 0.8993 1.0000 





30 0.9921 0.9922 0.98184 0.9922 0.9775 0.9921 1.0000 0.9921 1.0000 
31 0.8023 0.8023 1 0.8023 1.0000 0.8023 1.0000 0.8023 1.0000 
32 0.8728 0.8728 1 0.8806 0.9386 0.8728 1.0000 0.8728 1.0000 
33 0.9166 0.9166 1 0.9166 1.0000 0.9166 1.0000 0.9166 1.0000 
34 0.8714 0.8714 1 0.8714 1.0000 0.8714 1.0000 0.8714 1.0000 
35 0.8496 0.8496 1 0.8651 0.8975 0.8496 1.0000 0.8496 1.0000 
36 0.8867 0.8867 1 0.8867 1.0000 0.8867 1.0000 0.8867 1.0000 
37 0.9400 0.9400 1 0.9400 1.0000 0.9400 1.0000 0.9400 1.0000 
38 0.8311 0.8311 1 0.8440 0.9241 0.8311 1.0000 0.8311 1.0000 
39 0.9887 0.9889 0.97782 0.9891 0.9667 0.9887 1.0000 0.9902 0.8647 
40 0.7473 0.7473 1 0.7543 0.9720 0.7473 1.0000 0.7473 1.0000 
41 0.8272 0.8272 1 0.8272 1.0000 0.8272 1.0000 0.8272 1.0000 
42 0.8647 0.8647 1 0.8647 1.0000 0.8647 1.0000 0.8647 1.0000 
43 0.8198 0.8198 1 0.8198 1.0000 0.8198 1.0000 0.8198 1.0000 
44 0.9846 0.9851 0.96947 0.9846 1.0000 0.9846 1.0000 0.9846 1.0000 
45 0.7739 0.7739 1 0.7739 1.0000 0.7739 1.0000 0.7739 1.0000 
46 0.8256 0.8256 1 0.8256 1.0000 0.8256 1.0000 0.8256 1.0000 
47 0.8449 0.8449 1 0.8449 1.0000 0.8449 1.0000 0.8449 1.0000 
48 0.8375 0.8375 1 0.8375 1.0000 0.8375 1.0000 0.8375 1.0000 
49 0.8468 0.8468 1 0.8468 1.0000 0.8468 1.0000 0.8468 1.0000 
50 0.7919 0.7919 1 0.8000 0.9612 0.7919 1.0000 0.7919 1.0000 
51 0.8717 0.8717 1 0.8865 0.8844 0.8717 1.0000 0.8717 1.0000 
52 0.7016 0.7016 1 0.7016 1.0000 0.7016 1.0000 0.7016 1.0000 
53 0.9427 0.9427 1 0.9427 1.0000 0.9427 1.0000 0.9427 1.0000 
54 0.8800 0.8800 1 0.8800 1.0000 0.8814 0.9885 0.8800 1.0000 
55 0.9023 0.9023 1 0.9023 1.0000 0.9023 1.0000 0.9023 1.0000 
56 0.9265 0.9265 1 0.9265 1.0000 0.9265 1.0000 0.9265 1.0000 
57 0.8041 0.8041 1 0.8097 0.9713 0.8041 1.0000 0.8041 1.0000 
59 0.7751 0.7751 1 0.7751 1.0000 0.7751 1.0000 0.7751 1.0000 
60 0.8223 0.8223 1 0.8235 0.9931 0.8223 1.0000 0.8223 1.0000 
61 0.9926 0.9926 1 0.9926 1.0000 0.9933 0.9094 0.9926 1.0000 
62 0.9503 0.9503 1 0.9503 1.0000 0.9503 1.0000 0.9503 1.0000 
63 0.7632 0.7632 1 0.7632 1.0000 0.7632 1.0000 0.7632 1.0000 
64 0.8922 0.8922 1 0.8922 1.0000 0.8933 0.9889 0.8922 1.0000 
65 0.8452 0.8452 1 0.8452 1.0000 0.8452 1.0000 0.8452 1.0000 
66 0.8360 0.8360 1 0.8360 1.0000 0.8360 1.0000 0.8360 1.0000 
67 0.8190 0.8190 1 0.8190 1.0000 0.8190 1.0000 0.8190 1.0000 
68 0.8700 0.8700 1 0.8700 1.0000 0.8700 1.0000 0.8700 1.0000 
69 0.9370 0.9370 1 0.9370 1.0000 0.9370 1.0000 0.9370 1.0000 
70 0.9500 0.9500 1 0.9500 1.0000 0.9500 1.0000 0.9500 1.0000 





72 0.8600 0.8600 1 0.8600 1.0000 0.8600 1.0000 0.8600 1.0000 
73 0.7189 0.7189 1 0.7189 1.0000 0.7189 1.0000 0.7189 1.0000 
74 0.8391 0.8391 1 0.8391 1.0000 0.8391 1.0000 0.8391 1.0000 
75 0.8700 0.8700 1 0.8700 1.0000 0.8706 0.9951 0.8700 1.0000 
76 0.7600 0.7600 1 0.7600 1.0000 0.7600 1.0000 0.7600 1.0000 
77 0.8900 0.8900 1 0.8900 1.0000 0.8913 0.9886 0.8900 1.0000 
78 0.9700 0.9700 1 0.9700 1.0000 0.9700 1.0000 0.9700 1.0000 
79 0.8521 0.8521 1 0.8521 1.0000 0.8534 0.9915 0.8521 1.0000 
81 0.8899 0.8899 1 0.8899 1.0000 0.8899 1.0000 0.8899 1.0000 
82 0.8264 0.8264 1 0.8404 0.9190 0.8264 1.0000 0.8264 1.0000 
85 0.9926 0.9926 1 0.9926 1.0000 0.9945 0.7424 0.9926 1.0000 
88 0.9243 0.9243 1 0.9243 1.0000 0.9243 1.0000 0.9243 1.0000 
90 0.9123 0.9123 1 0.9123 1.0000 0.9123 1.0000 0.9123 1.0000 
91 0.8290 0.8290 1 0.8298 0.9952 0.8290 1.0000 0.8290 1.0000 
92 0.9172 0.9172 1 0.9254 0.9009 0.9172 1.0000 0.9172 1.0000 
93 0.8872 0.8872 1 0.8872 1.0000 0.8872 1.0000 0.8872 1.0000 
94 0.9409 0.9409 1 0.9409 1.0000 0.9413 0.9928 0.9409 1.0000 
95 0.7757 0.7757 1 0.7820 0.9717 0.7757 1.0000 0.7757 1.0000 
96 0.8407 0.8407 1 0.8581 0.8905 0.8407 1.0000 0.8407 1.0000 
97 0.6995 0.6995 1 0.7059 0.9789 0.6995 1.0000 0.6995 1.0000 
98 0.9603 0.9603 1 0.9603 1.0000 0.9606 0.9903 0.9603 1.0000 
99 0.8900 0.8900 1 0.8900 1.0000 0.8917 0.9844 0.8900 1.0000 
100 0.9834 0.9835 0.99199 0.9834 1.0000 0.9834 1.0000 0.9857 0.8595 
101 0.9196 0.9196 1 0.9196 1.0000 0.9196 1.0000 0.9196 1.0000 
102 0.9336 0.9336 1 0.9336 1.0000 0.9336 1.0000 0.9336 1.0000 
103 0.7636 0.7636 1 0.7766 0.9450 0.7636 1.0000 0.7636 1.0000 
104 0.8904 0.8904 1 0.8904 1.0000 0.8927 0.9785 0.8904 1.0000 
105 0.8033 0.8033 1 0.8033 1.0000 0.8033 1.0000 0.8033 1.0000 
106 0.7700 0.7700 1 0.7716 0.9931 0.7700 1.0000 0.7700 1.0000 
107 0.7829 0.7829 1 0.7924 0.9563 0.7829 1.0000 0.7829 1.0000 
108 0.8925 0.8925 1 0.8925 1.0000 0.8928 0.9970 0.8925 1.0000 
109 0.9800 0.9800 1 0.9800 1.0000 0.9800 1.0000 0.9800 1.0000 
110 0.9204 0.9204 1 0.9204 1.0000 0.9204 1.0000 0.9204 1.0000 
111 0.8782 0.8782 1 0.8782 1.0000 0.8782 1.0000 0.8782 1.0000 
112 0.9693 0.9693 1 0.9693 1.0000 0.9693 1.0000 0.9693 1.0000 
113 0.8159 0.8159 1 0.8235 0.9584 0.8159 1.0000 0.8159 1.0000 
114 0.7633 0.7633 1 0.7751 0.9503 0.7633 1.0000 0.7633 1.0000 
115 0.9980 0.9983 0.84681 0.9982 0.9104 0.9980 1.0000 0.9993 0.3677 
116 0.6982 0.6982 1 0.7024 0.9860 0.6982 1.0000 0.6982 1.0000 
117 0.8043 0.8043 1 0.8062 0.9904 0.8043 1.0000 0.8043 1.0000 





119 0.8414 0.8414 1 0.8414 1.0000 0.8436 0.9864 0.8414 1.0000 
120 0.9173 0.9173 1 0.9173 1.0000 0.9173 1.0000 0.9173 1.0000 
121 0.9444 0.9444 1 0.9444 1.0000 0.9444 1.0000 0.9444 1.0000 
124 0.8548 0.8548 1 0.8548 1.0000 0.8548 1.0000 0.8548 1.0000 
125 0.8520 0.8520 1 0.8520 1.0000 0.8520 1.0000 0.8520 1.0000 
126 0.8709 0.8709 1 0.8709 1.0000 0.8729 0.9850 0.8709 1.0000 
127 0.7173 0.7173 1 0.7173 1.0000 0.7173 1.0000 0.7173 1.0000 
128 0.9173 0.9173 1 0.9173 1.0000 0.9173 1.0000 0.9173 1.0000 
130 0.8475 0.8475 1 0.8651 0.8847 0.8475 1.0000 0.8475 1.0000 
131 0.8545 0.8545 1 0.8651 0.9272 0.8545 1.0000 0.8545 1.0000 
132 0.8288 0.8288 1 0.8288 1.0000 0.8288 1.0000 0.8288 1.0000 
133 0.8083 0.8083 1 0.8083 1.0000 0.8083 1.0000 0.8083 1.0000 
134 0.7625 0.7625 1 0.7647 0.9908 0.7625 1.0000 0.7625 1.0000 
136 0.8020 0.8020 1 0.8156 0.9311 0.8020 1.0000 0.8020 1.0000 
137 0.7965 0.7965 1 0.7965 1.0000 0.7965 1.0000 0.7965 1.0000 
138 0.8952 0.8952 1 0.8952 1.0000 0.8952 1.0000 0.8952 1.0000 
139 0.8489 0.8489 1 0.8489 1.0000 0.8489 1.0000 0.8489 1.0000 
140 0.8100 0.8100 1 0.8100 1.0000 0.8100 1.0000 0.8100 1.0000 
141 0.9379 0.9379 1 0.9379 1.0000 0.9379 1.0000 0.9379 1.0000 
142 0.8100 0.8100 1 0.8166 0.9651 0.8100 1.0000 0.8100 1.0000 
143 0.8516 0.8516 1 0.8516 1.0000 0.8516 1.0000 0.8516 1.0000 
144 0.8516 0.8516 1 0.8516 1.0000 0.8516 1.0000 0.8516 1.0000 
145 0.8760 0.8760 1 0.8760 1.0000 0.8760 1.0000 0.8760 1.0000 
146 0.7810 0.7810 1 0.7810 1.0000 0.7810 1.0000 0.7810 1.0000 
147 0.9872 0.9872 1 0.9872 1.0000 0.9872 1.0000 0.9872 0.9939 
148 0.9000 0.9000 1 0.9000 1.0000 0.9000 1.0000 0.9000 1.0000 
149 0.9331 0.9331 1 0.9331 1.0000 0.9331 1.0000 0.9331 1.0000 
151 0.7685 0.7685 1 0.7685 1.0000 0.7685 1.0000 0.7685 1.0000 
152 0.8621 0.8621 1 0.8621 1.0000 0.8621 1.0000 0.8621 1.0000 
153 0.8974 0.8974 1 0.8974 1.0000 0.8974 1.0000 0.8974 1.0000 
155 0.8501 0.8501 1 0.8501 1.0000 0.8501 1.0000 0.8501 1.0000 
156 0.8945 0.8945 1 0.8945 1.0000 0.8945 1.0000 0.8945 1.0000 
157 0.9844 0.9844 1 0.9844 1.0000 0.9844 1.0000 0.9865 0.8683 
158 0.9041 0.9041 1 0.9041 1.0000 0.9041 1.0000 0.9041 1.0000 
159 0.8280 0.8280 1 0.8280 1.0000 0.8280 1.0000 0.8280 1.0000 
160 0.8902 0.8902 1 0.8902 1.0000 0.8902 1.0000 0.8902 1.0000 
161 0.9140 0.9140 1 0.9140 1.0000 0.9140 1.0000 0.9140 1.0000 
162 0.8936 0.8936 1 0.8936 1.0000 0.8936 1.0000 0.8936 1.0000 
163 0.9200 0.9200 1 0.9200 1.0000 0.9200 1.0000 0.9200 1.0000 
164 0.8426 0.8426 1 0.8426 1.0000 0.8426 1.0000 0.8426 1.0000 





166 0.8208 0.8208 1 0.8208 1.0000 0.8208 1.0000 0.8208 1.0000 
167 0.7598 0.7598 1 0.7598 1.0000 0.7598 1.0000 0.7598 1.0000 
168 0.9400 0.9400 1 0.9400 1.0000 0.9400 1.0000 0.9400 1.0000 
169 0.8663 0.8663 1 0.8663 1.0000 0.8663 1.0000 0.8663 1.0000 
170 0.8758 0.8758 1 0.8873 0.9077 0.8758 1.0000 0.8758 1.0000 
171 0.8889 0.8889 1 0.8889 1.0000 0.8889 1.0000 0.8889 1.0000 
172 0.9015 0.9015 1 0.9030 0.9850 0.9015 1.0000 0.9015 1.0000 
173 0.9845 0.9845 1 0.9845 1.0000 0.9845 1.0000 0.9877 0.7945 
174 0.8394 0.8394 1 0.8394 1.0000 0.8394 1.0000 0.8394 1.0000 
175 0.8990 0.8990 1 0.8990 1.0000 0.8990 1.0000 0.8990 1.0000 
176 0.8199 0.8199 1 0.8339 0.9221 0.8199 1.0000 0.8199 1.0000 
177 0.9192 0.9192 1 0.9192 1.0000 0.9192 1.0000 0.9192 1.0000 
178 0.9936 0.9939 0.96239 0.9936 1.0000 0.9936 1.0000 0.9967 0.5109 
179 0.8995 0.8995 1 0.8995 1.0000 0.8995 1.0000 0.8995 1.0000 
180 0.8203 0.8203 1 0.8203 1.0000 0.8203 1.0000 0.8203 1.0000 
181 0.7600 0.7600 1 0.7600 1.0000 0.7600 1.0000 0.7600 1.0000 
182 0.8500 0.8500 1 0.8500 1.0000 0.8500 1.0000 0.8500 1.0000 
183 0.8103 0.8103 1 0.8103 1.0000 0.8103 1.0000 0.8103 1.0000 
184 0.6983 0.6983 1 0.7128 0.9519 0.6983 1.0000 0.6983 1.0000 
Tabla 50.  Puntuaciones modelo (2) y  valor  formula (4) para las DMUs 58,  80, 84 y 86. 
 
Como se puede analizar para que una DMU eficiente extrema sea influyente bajo la metodologia 
de (Jahanshahloo et al., 2004b)  se tiene que 0opI   pero si por lo contrario 1opI   esto indica 
que la eficiencia de la pDMU  extrema no influye en  la eficiencia de la 0DMU . Por lo tanto la 
presencia de las  DMUs 58, 80, 84 y 86 en el conjunto de datos no resultan ser influyentes para 
las demás DMUs de la muestra, puesto que para ningún caso se obtiene 0opI  . 
 
  
89DMU  123DMU  129DMU   150DMU  
oDMU  
*
o  *89o  89oI  *123o  123oI  *129o  129oI  *150o  150oI  
1 0.7224 0.7224 1.0000 0.7224 1.0000 0.7304 0.9710 0.7453 0.9172 
2 0.8497 0.8497 1.0000 0.8505 0.9946 0.8675 0.8811 0.8657 0.8934 
3 0.8700 0.8700 1.0000 0.8700 1.0000 0.8700 1.0000 0.8700 1.0000 
4 0.9200 0.9200 1.0000 0.9207 0.9907 0.9200 1.0000 0.9200 1.0000 
5 0.9603 0.9603 1.0000 0.9626 0.9425 0.9737 0.6641 0.9636 0.9169 
6 0.7816 0.7816 1.0000 0.7816 1.0000 0.7977 0.9263 0.7816 1.0000 
7 0.8417 0.8417 1.0000 0.8451 0.9785 0.8519 0.9359 0.8426 0.9947 
8 0.8100 0.8100 1.0000 0.8100 0.9997 0.8100 1.0000 0.8100 1.0000 
9 0.8407 0.8407 1.0000 0.8407 1.0000 0.8407 1.0000 0.8407 1.0000 
10 0.8153 0.8153 1.0000 0.8153 1.0000 0.8400 0.8664 0.8333 0.9027 
11 0.7952 0.7952 1.0000 0.7971 0.9908 0.8062 0.9460 0.7979 0.9867 





13 0.8922 0.8922 1.0000 0.8922 1.0000 0.8922 1.0000 0.9159 0.7803 
14 0.9856 0.9859 0.9819 0.9863 0.9526 0.9856 1.0000 0.9856 1.0000 
15 0.8334 0.8334 1.0000 0.8375 0.9758 0.8338 0.9980 0.8367 0.9802 
16 0.8447 0.8447 1.0000 0.8491 0.9716 0.8517 0.9553 0.8447 1.0000 
17 0.8400 0.8400 1.0000 0.8400 1.0000 0.8400 1.0000 0.8400 1.0000 
18 0.7521 0.7521 1.0000 0.7521 1.0000 0.7765 0.9013 0.7521 1.0000 
19 0.8194 0.8194 1.0000 0.8211 0.9906 0.8270 0.9580 0.8310 0.9360 
20 0.8233 0.8233 1.0000 0.8238 0.9974 0.8375 0.9195 0.8599 0.7926 
21 0.7574 0.7574 1.0000 0.7574 1.0000 0.7667 0.9617 0.7574 1.0000 
22 0.8624 0.8624 1.0000 0.8638 0.9900 0.8877 0.8162 0.8624 1.0000 
23 0.8900 0.8900 1.0000 0.8905 0.9958 0.8900 1.0000 0.8900 1.0000 
24 0.9911 0.9911 1.0000 0.9926 0.8364 0.9911 1.0000 0.9930 0.7909 
25 0.9869 0.9869 1.0000 0.9869 1.0000 0.9869 1.0000 1.0000 0.0000 
26 0.8023 0.8023 1.0000 0.8024 0.9995 0.8323 0.8481 0.8024 0.9993 
27 0.8700 0.8700 1.0000 0.8700 1.0000 0.8700 1.0000 0.8700 1.0000 
28 0.8993 0.8993 1.0000 0.9012 0.9812 0.9227 0.7672 0.8993 1.0000 
29 0.8368 0.8368 1.0000 0.8368 1.0000 0.8547 0.8902 0.8368 1.0000 
30 0.9921 0.9921 1.0000 0.9938 0.7846 0.9921 1.0000 0.9924 0.9547 
31 0.8023 0.8023 1.0000 0.8024 0.9995 0.8323 0.8481 0.8024 0.9993 
32 0.8728 0.8728 1.0000 0.8728 1.0000 0.8728 1.0000 0.9072 0.7294 
33 0.9166 0.9166 1.0000 0.9186 0.9767 0.9389 0.7331 0.9172 0.9929 
34 0.8714 0.8714 1.0000 0.8732 0.9862 0.8799 0.9342 0.8839 0.9031 
35 0.8496 0.8496 1.0000 0.8496 1.0000 0.8537 0.9731 0.8496 1.0000 
36 0.8867 0.8867 1.0000 0.8879 0.9895 0.9085 0.8073 0.8884 0.9848 
37 0.9400 0.9400 1.0000 0.9400 1.0000 0.9400 1.0000 0.9400 1.0000 
38 0.8311 0.8311 1.0000 0.8311 1.0000 0.8336 0.9858 0.8439 0.9244 
39 0.9887 0.9887 1.0000 0.9887 1.0000 0.9887 1.0000 0.9896 0.9178 
40 0.7473 0.7473 1.0000 0.7473 1.0000 0.7630 0.9379 0.7473 1.0000 
41 0.8272 0.8272 1.0000 0.8291 0.9889 0.8392 0.9304 0.8300 0.9840 
42 0.8647 0.8647 1.0000 0.8681 0.9748 0.8651 0.9969 0.8692 0.9662 
43 0.8198 0.8198 1.0000 0.8211 0.9927 0.8433 0.8692 0.8198 1.0000 
44 0.9846 0.9851 0.9640 0.9851 0.9639 0.9846 1.0000 0.9846 1.0000 
45 0.7739 0.7739 1.0000 0.7770 0.9860 0.7851 0.9501 0.7739 1.0000 
46 0.8256 0.8256 1.0000 0.8291 0.9797 0.8270 0.9917 0.8287 0.9822 
47 0.8449 0.8449 1.0000 0.8465 0.9902 0.8553 0.9332 0.8579 0.9165 
48 0.8375 0.8375 1.0000 0.8411 0.9780 0.8456 0.9507 0.8387 0.9931 
49 0.8468 0.8468 1.0000 0.8505 0.9761 0.8544 0.9503 0.8480 0.9921 
50 0.7919 0.7919 1.0000 0.7919 1.0000 0.7960 0.9805 0.8171 0.8789 
51 0.8717 0.8717 1.0000 0.8717 1.0000 0.8717 1.0000 0.8811 0.9270 
52 0.7016 0.7016 1.0000 0.7023 0.9976 0.7212 0.9342 0.7026 0.9965 





54 0.8800 0.8800 1.0000 0.8800 1.0000 0.8800 1.0000 0.8800 1.0000 
55 0.9023 0.9023 1.0000 0.9052 0.9699 0.9065 0.9568 0.9089 0.9323 
56 0.9265 0.9265 1.0000 0.9266 0.9989 0.9471 0.7194 0.9697 0.4127 
57 0.8041 0.8041 1.0000 0.8041 1.0000 0.8242 0.8972 0.8041 1.0000 
59 0.7751 0.7751 1.0000 0.7757 0.9974 0.8015 0.8827 0.7751 1.0000 
60 0.8223 0.8223 1.0000 0.8223 1.0000 0.8511 0.8379 0.8223 1.0000 
61 0.9926 0.9928 0.9788 0.9964 0.4925 0.9926 1.0000 1.0000 0.0000 
62 0.9503 0.9503 1.0000 0.9533 0.9400 0.9697 0.6103 0.9503 1.0000 
63 0.7632 0.7632 1.0000 0.7650 0.9923 0.7678 0.9807 0.7730 0.9587 
64 0.8922 0.8922 1.0000 0.8948 0.9751 0.8922 1.0000 0.8948 0.9759 
65 0.8452 0.8452 1.0000 0.8478 0.9834 0.8511 0.9621 0.8489 0.9760 
66 0.8360 0.8360 1.0000 0.8385 0.9848 0.8422 0.9619 0.8396 0.9780 
67 0.8190 0.8190 1.0000 0.8198 0.9959 0.8367 0.9026 0.8346 0.9137 
68 0.8700 0.8700 1.0000 0.8700 1.0000 0.8700 1.0000 0.8700 1.0000 
69 0.9370 0.9370 1.0000 0.9372 0.9962 0.9635 0.5794 0.9574 0.6758 
70 0.9500 0.9504 0.9921 0.9500 1.0000 0.9500 1.0000 0.9500 1.0000 
71 0.8776 0.8776 1.0000 0.8776 1.0000 0.9013 0.8061 0.8931 0.8727 
72 0.8600 0.8600 1.0000 0.8600 1.0000 0.8600 1.0000 0.8600 1.0000 
73 0.7189 0.7189 1.0000 0.7196 0.9974 0.7424 0.9166 0.7189 1.0000 
74 0.8391 0.8391 1.0000 0.8398 0.9958 0.8670 0.8266 0.8391 1.0000 
75 0.8700 0.8706 0.9957 0.8710 0.9924 0.8700 1.0000 0.8700 1.0000 
76 0.7600 0.7600 1.0000 0.7600 1.0000 0.7600 1.0000 0.7600 1.0000 
77 0.8900 0.8900 1.0000 0.8939 0.9647 0.8900 1.0000 0.8900 1.0000 
78 0.9700 0.9700 1.0000 0.9700 1.0000 0.9700 1.0000 0.9700 1.0000 
79 0.8521 0.8521 1.0000 0.8521 1.0000 0.8521 1.0000 0.8740 0.8519 
81 0.8899 0.8899 1.0000 0.8932 0.9705 0.9042 0.8702 0.8903 0.9964 
82 0.8264 0.8264 1.0000 0.8264 1.0000 0.8264 1.0000 0.8360 0.9444 
85 0.9926 0.9926 1.0000 0.9943 0.7799 0.9926 1.0000 0.9976 0.3281 
88 0.9243 0.9243 1.0000 0.9266 0.9697 0.9289 0.9383 0.9535 0.6139 
90 0.9123 0.9123 1.0000 0.9123 1.0000 0.9123 1.0000 0.9357 0.7326 
91 0.8290 0.8290 1.0000 0.8290 1.0000 0.8531 0.8589 0.8460 0.9007 
92 0.9172 0.9172 1.0000 0.9172 1.0000 0.9172 1.0000 0.9568 0.5211 
93 0.8872 0.8872 1.0000 0.8892 0.9824 0.9097 0.8009 0.8872 1.0000 
94 0.9409 0.9419 0.9831 0.9422 0.9771 0.9409 1.0000 0.9433 0.9583 
95 0.7757 0.7757 1.0000 0.7757 1.0000 0.7934 0.9209 0.7757 1.0000 
96 0.8407 0.8407 1.0000 0.8407 1.0000 0.8407 1.0000 0.8407 1.0000 
97 0.6995 0.6995 1.0000 0.6995 1.0000 0.7148 0.9493 0.6995 1.0000 
98 0.9603 0.9604 0.9957 0.9603 1.0000 0.9603 1.0000 0.9639 0.9094 
99 0.8900 0.8900 1.0000 0.8910 0.9908 0.8900 1.0000 0.8900 1.0000 
100 0.9834 0.9840 0.9635 0.9834 1.0000 0.9834 1.0000 0.9834 1.0000 





102 0.9336 0.9336 1.0000 0.9359 0.9645 0.9378 0.9356 0.9538 0.6949 
103 0.7636 0.7636 1.0000 0.7636 1.0000 0.7636 1.0000 0.7743 0.9546 
104 0.8904 0.8904 1.0000 0.8920 0.9855 0.8904 1.0000 0.8908 0.9959 
105 0.8033 0.8033 1.0000 0.8064 0.9842 0.8143 0.9442 0.8039 0.9968 
106 0.7700 0.7700 1.0000 0.7700 1.0000 0.7962 0.8862 0.7700 1.0000 
107 0.7829 0.7829 1.0000 0.7829 1.0000 0.7952 0.9433 0.7829 1.0000 
108 0.8925 0.8925 1.0000 0.8967 0.9604 0.8925 1.0000 0.8955 0.9721 
109 0.9800 0.9800 1.0000 0.9800 1.0000 0.9800 1.0000 0.9800 1.0000 
110 0.9204 0.9204 1.0000 0.9226 0.9734 0.9339 0.8307 0.9235 0.9615 
111 0.8782 0.8782 1.0000 0.8798 0.9861 0.9013 0.8104 0.8785 0.9974 
112 0.9693 0.9693 1.0000 0.9746 0.8259 0.9735 0.8636 0.9700 0.9768 
113 0.8159 0.8159 1.0000 0.8159 1.0000 0.8327 0.9084 0.8159 1.0000 
114 0.7633 0.7633 1.0000 0.7633 1.0000 0.7710 0.9678 0.7633 1.0000 
115 0.9980 0.9980 1.0000 0.9980 1.0000 0.9980 1.0000 0.9994 0.3139 
116 0.6982 0.6982 1.0000 0.6982 1.0000 0.7170 0.9379 0.6982 1.0000 
117 0.8043 0.8043 1.0000 0.8043 1.0000 0.8313 0.8623 0.8043 1.0000 
118 0.8359 0.8359 1.0000 0.8385 0.9842 0.8528 0.8969 0.8359 1.0000 
119 0.8414 0.8414 1.0000 0.8423 0.9946 0.8414 1.0000 0.8497 0.9475 
120 0.9173 0.9173 1.0000 0.9199 0.9684 0.9184 0.9865 0.9277 0.8737 
121 0.9444 0.9444 1.0000 0.9484 0.9292 0.9446 0.9978 0.9528 0.8503 
124 0.8548 0.8548 1.0000 0.8558 0.9934 0.8646 0.9325 0.9121 0.6056 
125 0.8520 0.8520 1.0000 0.8531 0.9926 0.8604 0.9434 0.8873 0.7614 
126 0.8709 0.8709 1.0000 0.8728 0.9852 0.8709 1.0000 0.8721 0.9908 
127 0.7173 0.7173 1.0000 0.7183 0.9965 0.7237 0.9773 0.7468 0.8958 
128 0.9173 0.9173 1.0000 0.9173 1.0000 0.9173 1.0000 0.9831 0.2041 
130 0.8475 0.8475 1.0000 0.8475 1.0000 0.8475 1.0000 0.8475 1.0000 
131 0.8545 0.8545 1.0000 0.8545 1.0000 0.8675 0.9107 0.8545 1.0000 
132 0.8288 0.8288 1.0000 0.8318 0.9826 0.8426 0.9196 0.8291 0.9982 
133 0.8083 0.8083 1.0000 0.8091 0.9958 0.8311 0.8809 0.8094 0.9939 
134 0.7625 0.7625 1.0000 0.7625 1.0000 0.7879 0.8930 0.7625 1.0000 
136 0.8020 0.8020 1.0000 0.8020 1.0000 0.8020 1.0000 0.8102 0.9583 
137 0.7965 0.7965 1.0000 0.7971 0.9970 0.8231 0.8691 0.7965 1.0000 
138 0.8952 0.8952 1.0000 0.8999 0.9551 0.9023 0.9318 0.8952 1.0000 
139 0.8489 0.8489 1.0000 0.8518 0.9808 0.8515 0.9826 0.8531 0.9723 
140 0.8100 0.8100 1.0000 0.8126 0.9862 0.8100 1.0000 0.8100 1.0000 
141 0.9379 0.9379 1.0000 0.9399 0.9682 0.9608 0.6310 0.9385 0.9905 
142 0.8100 0.8100 1.0000 0.8100 1.0000 0.8289 0.9004 0.8100 1.0000 
143 0.8516 0.8516 1.0000 0.8545 0.9807 0.8612 0.9354 0.8537 0.9859 
144 0.8516 0.8516 1.0000 0.8518 0.9985 0.8755 0.8386 0.8701 0.8753 
145 0.8760 0.8760 1.0000 0.8772 0.9905 0.8975 0.8265 0.8777 0.9862 





147 0.9872 0.9881 0.9288 0.9881 0.9242 0.9872 1.0000 1.0000 0.0000 
148 0.9000 0.9000 1.0000 0.9000 1.0000 0.9000 1.0000 0.9000 1.0000 
149 0.9331 0.9331 1.0000 0.9331 1.0000 0.9331 1.0000 1.0000 0.0000 
151 0.7685 0.7685 1.0000 0.7690 0.9976 0.7804 0.9484 0.8021 0.8547 
152 0.8621 0.8621 1.0000 0.8652 0.9777 0.8772 0.8902 0.8621 1.0000 
153 0.8974 0.8974 1.0000 0.9012 0.9632 0.8997 0.9779 0.9007 0.9680 
155 0.8501 0.8501 1.0000 0.8531 0.9798 0.8645 0.9039 0.8504 0.9982 
156 0.8945 0.8945 1.0000 0.8959 0.9874 0.9153 0.8034 0.8965 0.9818 
157 0.9844 0.9870 0.8378 0.9844 1.0000 0.9844 1.0000 0.9844 1.0000 
158 0.9041 0.9041 1.0000 0.9052 0.9883 0.9133 0.9037 0.9417 0.6080 
159 0.8280 0.8280 1.0000 0.8304 0.9858 0.8409 0.9250 0.8295 0.9911 
160 0.8902 0.8902 1.0000 0.8932 0.9727 0.8934 0.9710 0.8945 0.9606 
161 0.9140 0.9140 1.0000 0.9159 0.9777 0.9293 0.8223 0.9167 0.9677 
162 0.8936 0.8936 1.0000 0.8972 0.9664 0.9047 0.8962 0.8945 0.9919 
163 0.9200 0.9200 1.0000 0.9200 1.0000 0.9200 1.0000 0.9200 1.0000 
164 0.8426 0.8426 1.0000 0.8438 0.9921 0.8674 0.8425 0.8426 1.0000 
165 0.8840 0.8840 1.0000 0.8881 0.9640 0.8845 0.9955 0.8874 0.9701 
166 0.8208 0.8208 1.0000 0.8224 0.9909 0.8291 0.9537 0.8327 0.9338 
167 0.7598 0.7598 1.0000 0.7598 1.0000 0.7598 1.0000 0.8143 0.7731 
168 0.9400 0.9400 1.0000 0.9400 1.0000 0.9400 1.0000 0.9400 1.0000 
169 0.8663 0.8663 1.0000 0.8678 0.9887 0.8773 0.9178 0.8838 0.8690 
170 0.8758 0.8758 1.0000 0.8758 1.0000 0.8758 1.0000 0.8911 0.8772 
171 0.8889 0.8889 1.0000 0.8932 0.9615 0.8925 0.9681 0.8908 0.9831 
172 0.9015 0.9015 1.0000 0.9015 1.0000 0.9129 0.8843 0.9686 0.3187 
173 0.9845 0.9882 0.7608 0.9845 1.0000 0.9845 1.0000 0.9865 0.8710 
174 0.8394 0.8394 1.0000 0.8398 0.9976 0.8679 0.8228 0.8400 0.9966 
175 0.8990 0.8990 1.0000 0.8990 1.0000 0.8990 1.0000 1.0000 0.0000 
176 0.8199 0.8199 1.0000 0.8199 1.0000 0.8253 0.9697 0.8199 1.0000 
177 0.9192 0.9192 1.0000 0.9212 0.9748 0.9264 0.9109 0.9349 0.8052 
178 0.9936 0.9940 0.9467 0.9936 1.0000 0.9936 1.0000 0.9936 1.0000 
179 0.8995 0.8995 1.0000 0.9012 0.9829 0.9232 0.7638 0.8998 0.9968 
180 0.8203 0.8203 1.0000 0.8211 0.9958 0.8442 0.8671 0.8214 0.9940 
181 0.7600 0.7600 1.0000 0.7600 1.0000 0.7600 1.0000 0.7600 1.0000 
182 0.8500 0.8500 1.0000 0.8500 1.0000 0.8500 1.0000 0.8500 1.0000 
183 0.8103 0.8103 1.0000 0.8104 0.9995 0.8282 0.9058 0.8480 0.8014 
184 0.6983 0.6983 1.0000 0.6983 1.0000 0.6983 1.0000 0.6983 1.0000 
Tabla 51.  Puntuaciones modelo (2) y  valor  formula (4) para las DMUs 89,  123, 129 y 150 
 
Para el caso de las DMUs 89, 123 y 129 se puede inferir que la presencia de dichas DMUs en la 
muestra no afecta la eficiencia de las otras DMUs puesto que en cada uno de los casos no se 





eficiencia de 5 DMUs de la muestra debido a que se obtiene un valor 0opI   para dichas 
observaciones. Las DMU 150 influye en la eficiencia de las DMUs 25, 61, 147, 149 y 175. 
 
ANEXO K.  Implementación Metodologia (Chen & Johnson, 2006) con la base de Datos  
ISCE-2016-HUILA-Secundaria  
 
Para implementar la metodologia se calculan los modelos (9), (10), (11) y (12)  de la sección 
8.1.1.4  donde se estiman las puntuaciones  Sk , Sk , \S Rk  y \S Rk  para poder estimar las ecuaciones 
(13), (14) y (15) de las cuales se obtienen  ( )ok R , ( )ik R  y  ( )o ik R  . 
 




k  Sk  \58Sk  \58Sk  (58)ok  DMUs afectadas (58)ik  (58)o ik   DMUs afectadas 
1 0.812 0.834 0.812 0.834 0.000 0 0 0.0000 0 
2 0.909 0.693 0.909 0.693 0.000 0 0 0.0000 0 
3 0.876 0.741 0.876 0.741 0.000 0 0 0.0000 0 
4 0.927 0.622 0.927 0.622 0.000 0 0 0.0000 0 
5 0.966 0.654 0.966 0.654 0.000 0 0 0.0000 0 
6 0.929 0.781 0.933 0.781 0.004 1 0 0.0042 1 
7 0.937 0.765 0.937 0.765 0.000 0 0 0.0000 0 
8 0.831 0.746 0.831 0.746 0.000 0 0 0.0000 0 
9 0.896 0.764 0.896 0.764 0.000 0 0 0.0000 0 
10 0.856 0.774 0.856 0.774 0.000 0 0 0.0000 0 
11 0.885 0.678 0.885 0.678 0.000 0 0 0.0000 0 
12 0.936 0.730 0.936 0.730 0.000 0 0 0.0000 0 
13 0.913 0.734 0.913 0.734 0.000 0 0 0.0000 0 
14 0.986 0.980 1.000 1.000 0.014 1 0.0198 0.0341 1 
15 0.878 0.704 0.878 0.704 0.000 0 0 0.0000 0 
16 1.000 0.931 1.000 0.931 0.000 0 0 0.0000 0 
17 0.858 0.853 0.858 0.853 0.000 0 0 0.0000 0 
18 0.894 0.728 0.894 0.728 0.000 0 0 0.0000 0 
19 0.900 0.704 0.900 0.704 0.000 0 0 0.0000 0 
20 0.917 0.732 0.917 0.732 0.000 0 0 0.0000 0 
21 0.867 0.729 0.867 0.729 0.000 0 0 0.0000 0 
22 0.887 0.763 0.887 0.763 0.000 0 0 0.0000 0 
23 0.890 0.777 0.890 0.777 0.000 0 0 0.0000 0 
24 0.991 0.790 0.991 0.790 0.000 1 0 0.0002 1 
25 0.987 0.949 0.987 0.949 0.000 1 0 0.0001 1 
26 0.917 0.666 0.917 0.666 0.000 0 0 0.0000 0 
27 0.936 0.776 0.936 0.776 0.000 0 0 0.0000 0 





29 0.922 0.775 0.939 0.775 0.017 1 0 0.0168 1 
30 0.992 0.819 0.992 0.819 0.000 1 0 0.0001 1 
31 0.945 0.648 0.945 0.648 0.000 0 0 0.0000 0 
32 0.895 0.924 0.895 0.924 0.000 0 0 0.0000 0 
33 0.958 0.680 0.958 0.680 0.000 0 0 0.0000 0 
34 0.922 0.662 0.922 0.662 0.000 0 0 0.0000 0 
35 0.948 0.768 0.980 0.768 0.032 1 0 0.0316 1 
36 0.890 0.745 0.890 0.745 0.000 0 0 0.0000 0 
37 0.945 0.803 0.945 0.803 0.000 0 0 0.0000 0 
38 0.917 0.727 0.917 0.727 0.000 0 0 0.0000 0 
39 0.989 0.831 0.989 0.831 0.000 1 0 0.0003 1 
40 0.857 0.729 0.857 0.729 0.000 0 0 0.0000 0 
41 0.893 0.656 0.893 0.656 0.000 0 0 0.0000 0 
42 0.936 0.636 0.936 0.636 0.000 0 0 0.0000 0 
43 0.916 0.746 0.916 0.746 0.000 0 0 0.0000 0 
44 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
45 0.852 0.899 0.852 0.899 0.000 0 0 0.0000 0 
46 0.879 0.712 0.879 0.712 0.000 0 0 0.0000 0 
47 0.934 0.679 0.934 0.679 0.000 0 0 0.0000 0 
48 0.911 0.766 0.911 0.766 0.000 0 0 0.0000 0 
49 0.873 0.778 0.873 0.778 0.000 0 0 0.0000 0 
50 0.880 0.771 0.880 0.771 0.000 0 0 0.0000 0 
51 0.915 0.766 0.915 0.766 0.000 0 0 0.0000 0 
52 0.792 0.755 0.792 0.755 0.000 0 0 0.0000 0 
53 0.986 0.595 0.986 0.595 0.000 0 0 0.0000 0 
54 0.918 0.646 0.918 0.646 0.000 0 0 0.0000 0 
55 0.905 0.717 0.905 0.717 0.000 0 0 0.0000 0 
56 0.966 0.740 0.966 0.740 0.000 0 0 0.0000 0 
57 0.980 0.764 0.980 0.764 0.000 0 0 0.0000 0 
58 1.000 1.000 excluida excluida excluida excluida excluida excluida excluida 
59 0.870 0.725 0.870 0.725 0.000 0 0 0.0000 0 
60 0.986 0.743 0.986 0.743 0.000 0 0 0.0000 0 
61 0.993 0.710 0.993 0.710 0.000 0 0 0.0000 0 
62 0.998 0.695 0.998 0.695 0.000 0 0 0.0000 0 
63 0.833 0.759 0.833 0.759 0.000 0 0 0.0000 0 
64 0.916 0.626 0.916 0.626 0.000 0 0 0.0000 0 
65 0.927 0.644 0.927 0.644 0.000 0 0 0.0000 0 
66 0.881 0.659 0.881 0.659 0.000 0 0 0.0000 0 
67 0.849 0.759 0.849 0.759 0.000 0 0 0.0000 0 
68 0.870 0.793 0.870 0.793 0.000 0 0 0.0000 0 





70 0.954 0.712 0.954 0.712 0.000 0 0 0.0000 0 
71 0.902 0.762 0.902 0.762 0.000 0 0 0.0000 0 
72 0.898 0.907 0.898 0.907 0.000 0 0 0.0000 0 
73 0.825 0.764 0.825 0.764 0.000 0 0 0.0000 0 
74 0.961 0.726 0.961 0.726 0.000 0 0 0.0000 0 
75 0.870 0.727 0.870 0.727 0.000 0 0 0.0000 0 
76 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
77 0.914 0.734 0.914 0.734 0.000 0 0 0.0000 0 
78 1.000 0.745 1.000 0.745 0.000 0 0 0.0000 0 
79 0.932 0.749 0.932 0.749 0.000 0 0 0.0000 0 
80 1.000 0.740 1.000 0.740 0.000 0 0 0.0000 0 
81 1.000 0.718 1.000 0.718 0.000 0 0 0.0000 0 
82 0.954 0.694 0.954 0.694 0.000 0 0 0.0000 0 
83 1.000 0.624 1.000 0.624 0.000 0 0 0.0000 0 
84 1.000 0.596 1.000 0.596 0.000 0 0 0.0000 0 
85 1.000 0.595 1.000 0.595 0.000 0 0 0.0000 0 
86 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
87 0.984 0.891 0.988 0.891 0.004 1 0 0.0039 1 
88 0.925 0.794 0.925 0.794 0.000 0 0 0.0000 0 
89 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
90 1.000 0.719 1.000 0.719 0.000 0 0 0.0000 0 
91 0.930 0.685 0.930 0.685 0.000 0 0 0.0000 0 
92 1.000 0.712 1.000 0.712 0.000 0 0 0.0000 0 
93 0.976 0.692 0.976 0.692 0.000 0 0 0.0000 0 
94 0.941 0.749 0.941 0.749 0.000 0 0 0.0000 0 
95 0.868 0.751 0.868 0.751 0.000 0 0 0.0000 0 
96 0.858 0.838 0.858 0.838 0.000 0 0 0.0000 0 
97 0.829 0.750 0.829 0.750 0.000 0 0 0.0000 0 
98 0.960 0.659 0.960 0.659 0.000 0 0 0.0000 0 
99 0.890 0.671 0.890 0.671 0.000 0 0 0.0000 0 
100 0.990 0.915 1.000 0.915 0.010 1 0 0.0105 1 
101 0.955 0.802 0.955 0.802 0.000 0 0 0.0000 0 
102 0.937 0.715 0.937 0.715 0.000 0 0 0.0000 0 
103 0.879 0.748 0.879 0.748 0.000 0 0 0.0000 0 
104 0.899 0.642 0.899 0.642 0.000 0 0 0.0000 0 
105 0.899 0.799 0.899 0.799 0.000 0 0 0.0000 0 
106 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
107 0.937 0.703 0.937 0.703 0.000 0 0 0.0000 0 
108 0.928 0.657 0.928 0.657 0.000 0 0 0.0000 0 
109 0.983 0.630 0.983 0.630 0.000 0 0 0.0000 0 





111 0.954 0.658 0.954 0.658 0.000 0 0 0.0000 0 
112 1.000 0.724 1.000 0.724 0.000 0 0 0.0000 0 
113 0.879 0.764 0.879 0.764 0.000 0 0 0.0000 0 
114 0.906 0.692 0.906 0.692 0.000 0 0 0.0000 0 
115 0.998 0.827 0.998 0.827 0.000 1 0 0.0003 1 
116 0.831 0.786 0.831 0.786 0.000 0 0 0.0000 0 
117 1.000 0.842 1.000 0.842 0.000 0 0 0.0000 0 
118 0.932 0.884 0.958 0.884 0.026 1 0 0.0263 1 
119 0.842 0.747 0.842 0.747 0.000 0 0 0.0000 0 
120 0.924 0.668 0.924 0.668 0.000 0 0 0.0000 0 
121 0.948 0.684 0.948 0.684 0.000 0 0 0.0000 0 
122 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
123 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
124 0.856 0.905 0.856 0.905 0.000 0 0 0.0000 0 
125 0.897 0.737 0.897 0.737 0.000 0 0 0.0000 0 
126 0.872 0.680 0.872 0.680 0.000 0 0 0.0000 0 
127 0.786 0.851 0.786 0.851 0.000 0 0 0.0000 0 
128 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
129 1.000 0.714 1.000 0.714 0.000 0 0 0.0000 0 
130 1.000 0.645 1.000 0.645 0.000 0 0 0.0000 0 
131 0.908 0.753 0.908 0.753 0.000 0 0 0.0000 0 
132 0.933 0.770 0.933 0.770 0.000 0 0 0.0000 0 
133 0.887 0.683 0.887 0.683 0.000 0 0 0.0000 0 
134 0.892 0.684 0.892 0.684 0.000 0 0 0.0000 0 
135 0.991 0.949 1.000 0.949 0.009 1 0 0.0091 1 
136 0.925 0.718 0.925 0.718 0.000 0 0 0.0000 0 
137 0.940 0.849 0.950 0.849 0.010 1 0 0.0098 1 
138 0.993 0.859 1.000 0.859 0.007 1 0 0.0066 1 
139 0.924 0.645 0.924 0.645 0.000 0 0 0.0000 0 
140 0.916 1.000 0.916 1.000 0.000 0 0 0.0000 0 
141 0.945 0.728 0.945 0.728 0.000 0 0 0.0000 0 
142 0.951 0.648 0.951 0.648 0.000 0 0 0.0000 0 
143 0.928 0.677 0.928 0.677 0.000 0 0 0.0000 0 
144 0.880 0.762 0.880 0.762 0.000 0 0 0.0000 0 
145 0.886 0.737 0.886 0.737 0.000 0 0 0.0000 0 
146 0.902 0.674 0.902 0.674 0.000 0 0 0.0000 0 
147 0.987 0.831 0.987 0.831 0.000 0 0 0.0000 0 
148 0.900 0.659 0.900 0.659 0.000 0 0 0.0000 0 
149 1.000 0.863 1.000 0.863 0.000 0 0 0.0000 0 
150 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 





152 0.914 0.814 0.924 0.814 0.010 1 0 0.0096 1 
153 0.916 0.676 0.916 0.676 0.000 0 0 0.0000 0 
154 1.000 0.827 1.000 0.827 0.000 0 0 0.0000 0 
155 0.947 0.746 0.947 0.746 0.000 0 0 0.0000 0 
156 0.913 0.701 0.913 0.701 0.000 0 0 0.0000 0 
157 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
158 0.947 0.705 0.947 0.705 0.000 0 0 0.0000 0 
159 0.863 0.734 0.863 0.734 0.000 0 0 0.0000 0 
160 0.915 0.638 0.915 0.638 0.000 0 0 0.0000 0 
161 0.920 0.691 0.920 0.691 0.000 0 0 0.0000 0 
162 0.999 0.720 0.999 0.720 0.000 0 0 0.0000 0 
163 0.920 0.661 0.920 0.661 0.000 0 0 0.0000 0 
164 1.000 0.816 1.000 0.816 0.000 0 0 0.0000 0 
165 0.961 0.667 0.961 0.667 0.000 0 0 0.0000 0 
166 0.870 0.702 0.870 0.702 0.000 0 0 0.0000 0 
167 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
168 0.946 0.809 0.946 0.809 0.000 0 0 0.0000 0 
169 0.869 0.768 0.869 0.768 0.000 0 0 0.0000 0 
170 0.908 0.859 0.908 0.859 0.000 0 0 0.0000 0 
171 0.949 0.728 0.949 0.728 0.000 0 0 0.0000 0 
172 0.942 0.817 0.942 0.817 0.000 0 0 0.0000 0 
173 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
174 0.850 0.802 0.850 0.802 0.000 0 0 0.0000 0 
175 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
176 0.891 0.765 0.895 0.765 0.004 1 0 0.0038 1 
177 0.923 0.702 0.923 0.702 0.000 0 0 0.0000 0 
178 0.995 0.900 1.000 0.900 0.005 1 0 0.0048 1 
179 0.943 0.694 0.943 0.694 0.000 0 0 0.0000 0 
180 0.864 0.727 0.864 0.727 0.000 0 0 0.0000 0 
181 0.822 0.986 0.822 0.986 0.000 0 0 0.0000 0 
182 0.880 1.000 0.880 1.000 0.000 0 0 0.0000 0 
183 0.911 0.739 0.911 0.739 0.000 0 0 0.0000 0 
184 1.000 1.000 1.000 1.000 0.000 0 0 0.0000 0 
     
0.1524 18 0.0198 0.1722 18 
     
Avg. 0.008   Avg. 0.01 
Tabla 52.  Puntuaciones modelos (9), (10), (11) y (12) para la DMU 58 
 
En el análisis de los resultados podemos ver que la DMU 58 tiene como valores totales  
(58) 0.1524ok  que es la medida total para la influencia eficiente , (58) 0.0198ik   que es la 
medida total para la influencia ineficiente, con 18 DMUs afectadas por la presencia de la DMU 





La influencia promedio eficiente para la DMU 58 es de avg 0.008o  . La influencia promedio 
para ineficiente es avg 0.0198i  . Para el cambio en la anchura de la envolvente convexa que 




k  Sk  \80Sk  \80Sk  (80)ok  DMUs afectada (80)ik  (80)o ik   DMUs afectada 
1 0.812 0.834 0.8116 0.8336 0.0000 0 0 0.0000 0 
2 0.909 0.693 0.9119 0.6928 0.0028 1 0 0.0028 1 
3 0.876 0.741 0.8758 0.7409 0.0000 0 0 0.0000 0 
4 0.927 0.622 0.9272 0.6219 0.0000 0 0 0.0000 0 
5 0.966 0.654 0.9660 0.6539 0.0000 0 0 0.0000 0 
6 0.929 0.781 0.9291 0.7807 0.0004 1 0 0.0004 1 
7 0.937 0.765 0.9370 0.7646 0.0000 0 0 0.0000 0 
8 0.831 0.746 0.8308 0.7459 0.0000 0 0 0.0000 0 
9 0.896 0.764 0.9235 0.7640 0.0277 1 0 0.0277 1 
10 0.856 0.774 0.8598 0.7744 0.0043 1 0 0.0043 1 
11 0.885 0.678 0.8846 0.6777 0.0000 0 0 0.0000 0 
12 0.936 0.730 0.9358 0.7302 0.0000 0 0 0.0000 0 
13 0.913 0.734 0.9134 0.7339 0.0000 0 0 0.0000 0 
14 0.986 0.980 0.9856 0.9802 0.0000 0 0 0.0000 0 
15 0.878 0.704 0.8779 0.7044 0.0000 0 0 0.0000 0 
16 1.000 0.931 1.0000 0.9314 0.0000 0 0 0.0000 0 
17 0.858 0.853 0.8577 0.8529 0.0000 0 0 0.0000 0 
18 0.894 0.728 0.8941 0.7281 0.0000 0 0 0.0000 0 
19 0.900 0.704 0.9005 0.7036 0.0000 0 0 0.0000 0 
20 0.917 0.732 0.9167 0.7324 0.0000 0 0 0.0000 0 
21 0.867 0.729 0.8692 0.7290 0.0023 1 0 0.0023 1 
22 0.887 0.763 0.8875 0.7629 0.0002 1 0 0.0002 1 
23 0.890 0.777 0.8900 0.7766 0.0000 0 0 0.0000 0 
24 0.991 0.790 0.9911 0.7900 0.0000 0 0 0.0000 0 
25 0.987 0.949 0.9870 0.9490 0.0001 1 0 0.0001 1 
26 0.917 0.666 0.9187 0.6655 0.0014 1 0 0.0014 1 
27 0.936 0.776 0.9355 0.7758 0.0000 0 0 0.0000 0 
28 0.961 0.724 0.9625 0.7238 0.0011 1 0 0.0011 1 
29 0.922 0.775 0.9276 0.7746 0.0055 1 0 0.0055 1 
30 0.992 0.819 0.9922 0.8192 0.0002 1 0 0.0002 1 
31 0.945 0.648 0.9448 0.6484 0.0000 0 0 0.0000 0 
32 0.895 0.924 0.9032 0.9237 0.0084 1 0 0.0084 1 
33 0.958 0.680 0.9584 0.6797 0.0001 1 0 0.0001 1 
34 0.922 0.662 0.9221 0.6618 0.0000 1 0 0.0000 1 





36 0.890 0.745 0.8901 0.7454 0.0000 0 0 0.0000 0 
37 0.945 0.803 0.9447 0.8030 0.0000 0 0 0.0000 0 
38 0.917 0.727 0.9215 0.7273 0.0045 1 0 0.0045 1 
39 0.989 0.831 0.9891 0.8315 0.0004 1 0 0.0004 1 
40 0.857 0.729 0.8588 0.7289 0.0019 1 0 0.0019 1 
41 0.893 0.656 0.8938 0.6565 0.0004 1 0 0.0004 1 
42 0.936 0.636 0.9361 0.6362 0.0000 0 0 0.0000 0 
43 0.916 0.746 0.9166 0.7456 0.0005 1 0 0.0005 1 
44 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
45 0.852 0.899 0.8519 0.8986 0.0000 0 0 0.0000 0 
46 0.879 0.712 0.8791 0.7117 0.0000 0 0 0.0000 0 
47 0.934 0.679 0.9342 0.6792 0.0000 0 0 0.0000 0 
48 0.911 0.766 0.9109 0.7661 0.0000 0 0 0.0000 0 
49 0.873 0.778 0.8730 0.7785 0.0000 1 0 0.0000 1 
50 0.880 0.771 0.8803 0.7710 0.0007 1 0 0.0007 1 
51 0.915 0.766 0.9398 0.7659 0.0247 1 0 0.0247 1 
52 0.792 0.755 0.7920 0.7553 0.0002 1 0 0.0002 1 
53 0.986 0.595 0.9876 0.5952 0.0012 1 0 0.0012 1 
54 0.918 0.646 0.9181 0.6458 0.0000 0 0 0.0000 0 
55 0.905 0.717 0.9054 0.7172 0.0000 0 0 0.0000 0 
56 0.966 0.740 0.9663 0.7399 0.0000 0 0 0.0000 0 
57 0.980 0.764 0.9802 0.7636 0.0000 0 0 0.0000 0 
58 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
59 0.870 0.725 0.8729 0.7246 0.0032 1 0 0.0032 1 
60 0.986 0.743 0.9859 0.7435 0.0002 1 0 0.0002 1 
61 0.993 0.710 0.9926 0.7099 0.0000 0 0 0.0000 0 
62 0.998 0.695 0.9989 0.6952 0.0004 1 0 0.0004 1 
63 0.833 0.759 0.8332 0.7592 0.0000 0 0 0.0000 0 
64 0.916 0.626 0.9159 0.6263 0.0000 0 0 0.0000 0 
65 0.927 0.644 0.9272 0.6444 0.0000 0 0 0.0000 0 
66 0.881 0.659 0.8812 0.6592 0.0006 1 0 0.0006 1 
67 0.849 0.759 0.8514 0.7593 0.0021 1 0 0.0021 1 
68 0.870 0.793 0.8700 0.7928 0.0000 0 0 0.0000 0 
69 0.972 0.685 0.9722 0.6847 0.0002 1 0 0.0002 1 
70 0.954 0.712 0.9538 0.7117 0.0000 0 0 0.0000 0 
71 0.902 0.762 0.9023 0.7620 0.0000 0 0 0.0000 0 
72 0.898 0.907 0.8982 0.9067 0.0000 0 0 0.0000 0 
73 0.825 0.764 0.8257 0.7643 0.0011 1 0 0.0011 1 
74 0.961 0.726 0.9635 0.7255 0.0029 1 0 0.0029 1 
75 0.870 0.727 0.8700 0.7269 0.0000 0 0 0.0000 0 





77 0.914 0.734 0.9136 0.7341 0.0000 0 0 0.0000 0 
78 1.000 0.745 1.0000 0.7447 0.0000 0 0 0.0000 0 
79 0.932 0.749 0.9322 0.7486 0.0000 0 0 0.0000 0 
80 1.000 0.740 excluida excluida excluida excluida excluida excluida excluida 
81 1.000 0.718 1.0000 0.7177 0.0000 0 0 0.0000 0 
82 0.954 0.694 0.9543 0.6941 0.0000 0 0 0.0000 0 
83 1.000 0.624 1.0000 0.6243 0.0000 0 0 0.0000 0 
84 1.000 0.596 1.0000 0.5961 0.0000 0 0 0.0000 0 
85 1.000 0.595 1.0000 0.5953 0.0000 0 0 0.0000 0 
86 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
87 0.984 0.891 0.9841 0.8914 0.0000 0 0 0.0000 0 
88 0.925 0.794 0.9255 0.7940 0.0000 0 0 0.0000 0 
89 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
90 1.000 0.719 1.0000 0.7186 0.0000 0 0 0.0000 0 
91 0.930 0.685 0.9313 0.6854 0.0012 1 0 0.0012 1 
92 1.000 0.712 1.0000 0.7117 0.0000 0 0 0.0000 0 
93 0.976 0.692 0.9761 0.6916 0.0005 1 0 0.0005 1 
94 0.941 0.749 0.9409 0.7487 0.0000 0 0 0.0000 0 
95 0.868 0.751 0.8725 0.7511 0.0049 1 0 0.0049 1 
96 0.858 0.838 0.9063 0.8379 0.0485 1 0 0.0485 1 
97 0.829 0.750 0.8289 0.7501 0.0000 0 0 0.0000 0 
98 0.960 0.659 0.9603 0.6589 0.0000 0 0 0.0000 0 
99 0.890 0.671 0.8900 0.6711 0.0000 0 0 0.0000 0 
100 0.990 0.915 0.9895 0.9149 0.0000 0 0 0.0000 0 
101 0.955 0.802 0.9551 0.8020 0.0000 0 0 0.0000 0 
102 0.937 0.715 0.9369 0.7152 0.0000 0 0 0.0000 0 
103 0.879 0.748 0.8786 0.7479 0.0001 1 0 0.0001 1 
104 0.899 0.642 0.8993 0.6419 0.0000 0 0 0.0000 0 
105 0.899 0.799 0.8994 0.7989 0.0000 0 0 0.0000 0 
106 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
107 0.937 0.703 0.9368 0.7032 0.0000 0 0 0.0000 0 
108 0.928 0.657 0.9281 0.6570 0.0000 0 0 0.0000 0 
109 0.983 0.630 0.9830 0.6301 0.0000 0 0 0.0000 0 
110 0.972 0.609 0.9747 0.6089 0.0024 1 0 0.0024 1 
111 0.954 0.658 0.9574 0.6582 0.0031 1 0 0.0031 1 
112 1.000 0.724 1.0000 0.7240 0.0000 0 0 0.0000 0 
113 0.879 0.764 0.8884 0.7641 0.0094 1 0 0.0094 1 
114 0.906 0.692 0.9065 0.6924 0.0000 0 0 0.0000 0 
115 0.998 0.827 0.9982 0.8266 0.0002 1 0 0.0002 1 
116 0.831 0.786 0.8310 0.7857 0.0000 0 0 0.0000 0 





118 0.932 0.884 0.9319 0.8841 0.0000 0 0 0.0000 0 
119 0.842 0.747 0.8419 0.7470 0.0000 0 0 0.0000 0 
120 0.924 0.668 0.9237 0.6683 0.0000 0 0 0.0000 0 
121 0.948 0.684 0.9479 0.6844 0.0000 0 0 0.0000 0 
122 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
123 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
124 0.856 0.905 0.8556 0.9045 0.0000 0 0 0.0000 0 
125 0.897 0.737 0.8971 0.7372 0.0000 0 0 0.0000 0 
126 0.872 0.680 0.8720 0.6797 0.0000 0 0 0.0000 0 
127 0.786 0.851 0.7855 0.8514 0.0000 0 0 0.0000 0 
128 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
129 1.000 0.714 1.0000 0.7139 0.0000 0 0 0.0000 0 
130 1.000 0.645 1.0000 0.6455 0.0000 0 0 0.0000 0 
131 0.908 0.753 0.9199 0.7532 0.0121 1 0 0.0121 1 
132 0.933 0.770 0.9331 0.7697 0.0000 0 0 0.0000 0 
133 0.887 0.683 0.8894 0.6833 0.0025 1 0 0.0025 1 
134 0.892 0.684 0.8918 0.6839 0.0000 1 0 0.0000 1 
135 0.991 0.949 0.9961 0.9488 0.0052 1 0 0.0052 1 
136 0.925 0.718 0.9249 0.7184 0.0000 0 0 0.0000 0 
137 0.940 0.849 0.9402 0.8488 0.0000 0 0 0.0000 0 
138 0.993 0.859 0.9934 0.8586 0.0000 0 0 0.0000 0 
139 0.924 0.645 0.9240 0.6454 0.0000 0 0 0.0000 0 
140 0.916 1.000 0.9158 1.0000 0.0000 0 0 0.0000 0 
141 0.945 0.728 0.9450 0.7275 0.0000 0 0 0.0000 0 
142 0.951 0.648 0.9508 0.6478 0.0000 1 0 0.0000 1 
143 0.928 0.677 0.9283 0.6769 0.0000 1 0 0.0000 1 
144 0.880 0.762 0.8796 0.7623 0.0000 0 0 0.0000 0 
145 0.886 0.737 0.8858 0.7372 0.0000 1 0 0.0000 1 
146 0.902 0.674 0.9028 0.6738 0.0006 1 0 0.0006 1 
147 0.987 0.831 0.9872 0.8308 0.0000 0 0 0.0000 0 
148 0.900 0.659 0.9000 0.6592 0.0000 0 0 0.0000 0 
149 1.000 0.863 1.0000 0.8634 0.0000 0 0 0.0000 0 
150 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
151 0.853 0.787 0.8527 0.7868 0.0000 0 0 0.0000 0 
152 0.914 0.814 0.9141 0.8142 0.0000 0 0 0.0000 0 
153 0.916 0.676 0.9157 0.6757 0.0000 0 0 0.0000 0 
154 1.000 0.827 1.0000 0.8267 0.0000 0 0 0.0000 0 
155 0.947 0.746 0.9475 0.7459 0.0001 1 0 0.0001 1 
156 0.913 0.701 0.9131 0.7006 0.0001 1 0 0.0001 1 
157 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 





159 0.863 0.734 0.8631 0.7337 0.0000 1 0 0.0000 1 
160 0.915 0.638 0.9148 0.6381 0.0000 1 0 0.0000 1 
161 0.920 0.691 0.9202 0.6915 0.0000 0 0 0.0000 0 
162 0.999 0.720 0.9985 0.7200 0.0000 0 0 0.0000 0 
163 0.920 0.661 0.9200 0.6613 0.0000 0 0 0.0000 0 
164 1.000 0.816 1.0000 0.8156 0.0000 0 0 0.0000 0 
165 0.961 0.667 0.9613 0.6666 0.0000 0 0 0.0000 0 
166 0.870 0.702 0.8697 0.7022 0.0000 1 0 0.0000 1 
167 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
168 0.946 0.809 0.9463 0.8093 0.0000 0 0 0.0000 0 
169 0.869 0.768 0.8691 0.7678 0.0000 0 0 0.0000 0 
170 0.908 0.859 0.9265 0.8589 0.0186 1 0 0.0186 1 
171 0.949 0.728 0.9491 0.7283 0.0000 0 0 0.0000 0 
172 0.942 0.817 0.9417 0.8172 0.0000 0 0 0.0000 0 
173 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
174 0.850 0.802 0.8511 0.8018 0.0009 1 0 0.0009 1 
175 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
176 0.891 0.765 0.8995 0.7654 0.0087 1 0 0.0087 1 
177 0.923 0.702 0.9232 0.7021 0.0000 0 0 0.0000 0 
178 0.995 0.900 0.9952 0.8995 0.0000 0 0 0.0000 0 
179 0.943 0.694 0.9429 0.6942 0.0001 1 0 0.0001 1 
180 0.864 0.727 0.8691 0.7273 0.0053 1 0 0.0053 1 
181 0.822 0.986 0.8218 0.9858 0.0000 0 0 0.0000 0 
182 0.880 1.000 0.8799 1.0000 0.0000 0 0 0.0000 0 
183 0.911 0.739 0.9108 0.7388 0.0000 0 0 0.0000 0 
184 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
     
0.22683 60 0 0.2268 60 




Tabla 53.  Puntuaciones modelos (9), (10), (11) y (12) para la DMU 80 
 
Para en caso de la  DMU 80  se tienen como valores total para el límite exterior eficiente el valor   
(80) 0.2268ok  , (80) 0ik   que es la medida total para la influencia ineficiente, con 60 DMUs 
afectadas por la presencia de la DMU 80 y (80) 0.2268o ik   . La influencia promedio eficiente 
para la DMU 80 es de avg 0.0038o  . La influencia promedio para ineficiente es avg 0i  . 
Para el cambio en la anchura de la envolvente convexa se tiene un promedio de 












k  Sk  \84Sk  \84Sk  (84)ok  DMUs afectadas (84)ik  (84)o ik   DMUs afectadas 
1 0.812 0.834 0.8116 0.8336 0.0000 0 0 0.0000 0 
2 0.909 0.693 0.9091 0.6928 0.0000 0 0 0.0000 0 
3 0.876 0.741 0.8758 0.7409 0.0000 0 0 0.0000 0 
4 0.927 0.622 0.9277 0.6219 0.0005 1 0 0.0005 1 
5 0.966 0.654 0.9660 0.6539 0.0000 0 0 0.0000 0 
6 0.929 0.781 0.9288 0.7807 0.0000 0 0 0.0000 0 
7 0.937 0.765 0.9370 0.7646 0.0000 0 0 0.0000 0 
8 0.831 0.746 0.8308 0.7459 0.0000 0 0 0.0000 0 
9 0.896 0.764 0.8959 0.7640 0.0000 0 0 0.0000 0 
10 0.856 0.774 0.8556 0.7744 0.0000 0 0 0.0000 0 
11 0.885 0.678 0.8846 0.6777 0.0000 0 0 0.0000 0 
12 0.936 0.730 0.9358 0.7302 0.0000 0 0 0.0000 0 
13 0.913 0.734 0.9147 0.7339 0.0013 1 0 0.0013 1 
14 0.986 0.980 0.9856 0.9802 0.0000 0 0 0.0000 0 
15 0.878 0.704 0.8779 0.7044 0.0000 0 0 0.0000 0 
16 1.000 0.931 1.0000 0.9314 0.0000 0 0 0.0000 0 
17 0.858 0.853 0.8577 0.8529 0.0000 0 0 0.0000 0 
18 0.894 0.728 0.8941 0.7281 0.0000 0 0 0.0000 0 
19 0.900 0.704 0.9005 0.7036 0.0000 0 0 0.0000 0 
20 0.917 0.732 0.9167 0.7324 0.0000 0 0 0.0000 0 
21 0.867 0.729 0.8669 0.7290 0.0000 0 0 0.0000 0 
22 0.887 0.763 0.8873 0.7629 0.0000 0 0 0.0000 0 
23 0.890 0.777 0.8900 0.7766 0.0000 0 0 0.0000 0 
24 0.991 0.790 0.9911 0.7900 0.0000 0 0 0.0000 0 
25 0.987 0.949 0.9869 0.9490 0.0000 0 0 0.0000 0 
26 0.917 0.666 0.9173 0.6655 0.0000 0 0 0.0000 0 
27 0.936 0.776 0.9355 0.7758 0.0000 0 0 0.0000 0 
28 0.961 0.724 0.9614 0.7238 0.0000 0 0 0.0000 0 
29 0.922 0.775 0.9221 0.7746 0.0000 0 0 0.0000 0 
30 0.992 0.819 0.9921 0.8192 0.0000 0 0 0.0000 0 
31 0.945 0.648 0.9448 0.6484 0.0000 0 0 0.0000 0 
32 0.895 0.924 0.8948 0.9237 0.0000 0 0 0.0000 0 
33 0.958 0.680 0.9583 0.6797 0.0000 0 0 0.0000 0 
34 0.922 0.662 0.9221 0.6618 0.0000 0 0 0.0000 0 
35 0.948 0.768 0.9483 0.7676 0.0000 0 0 0.0000 0 
36 0.890 0.745 0.8901 0.7454 0.0000 0 0 0.0000 0 
37 0.945 0.803 0.9447 0.8030 0.0000 0 0 0.0000 0 
38 0.917 0.727 0.9170 0.7273 0.0000 0 0 0.0000 0 
39 0.989 0.831 0.9887 0.8315 0.0000 0 0 0.0000 0 





41 0.893 0.656 0.8934 0.6565 0.0000 0 0 0.0000 0 
42 0.936 0.636 0.9361 0.6362 0.0000 0 0 0.0000 0 
43 0.916 0.746 0.9161 0.7456 0.0000 0 0 0.0000 0 
44 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
45 0.852 0.899 0.8519 0.8986 0.0000 0 0 0.0000 0 
46 0.879 0.712 0.8791 0.7117 0.0000 0 0 0.0000 0 
47 0.934 0.679 0.9342 0.6792 0.0000 0 0 0.0000 0 
48 0.911 0.766 0.9109 0.7661 0.0000 0 0 0.0000 0 
49 0.873 0.778 0.8730 0.7785 0.0000 0 0 0.0000 0 
50 0.880 0.771 0.8796 0.7710 0.0000 0 0 0.0000 0 
51 0.915 0.766 0.9151 0.7659 0.0000 0 0 0.0000 0 
52 0.792 0.755 0.7918 0.7553 0.0000 0 0 0.0000 0 
53 0.986 0.595 0.9864 0.5952 0.0000 0 0 0.0000 0 
54 0.918 0.646 0.9181 0.6458 0.0000 0 0 0.0000 0 
55 0.905 0.717 0.9069 0.7172 0.0015 1 0 0.0015 1 
56 0.966 0.740 0.9663 0.7399 0.0000 0 0 0.0000 0 
57 0.980 0.764 0.9802 0.7636 0.0000 0 0 0.0000 0 
58 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
59 0.870 0.725 0.8698 0.7246 0.0000 0 0 0.0000 0 
60 0.986 0.743 0.9857 0.7435 0.0000 0 0 0.0000 0 
61 0.993 0.710 0.9939 0.7099 0.0013 1 0 0.0013 1 
62 0.998 0.695 0.9984 0.6952 0.0000 0 0 0.0000 0 
63 0.833 0.759 0.8332 0.7592 0.0000 0 0 0.0000 0 
64 0.916 0.626 0.9159 0.6263 0.0000 0 0 0.0000 0 
65 0.927 0.644 0.9272 0.6444 0.0000 0 0 0.0000 0 
66 0.881 0.659 0.8805 0.6592 0.0000 0 0 0.0000 0 
67 0.849 0.759 0.8493 0.7593 0.0000 0 0 0.0000 0 
68 0.870 0.793 0.8722 0.7928 0.0022 1 0 0.0022 1 
69 0.972 0.685 0.9721 0.6847 0.0000 0 0 0.0000 0 
70 0.954 0.712 0.9538 0.7117 0.0000 0 0 0.0000 0 
71 0.902 0.762 0.9023 0.7620 0.0000 0 0 0.0000 0 
72 0.898 0.907 0.8982 0.9067 0.0000 0 0 0.0000 0 
73 0.825 0.764 0.8246 0.7643 0.0000 0 0 0.0000 0 
74 0.961 0.726 0.9606 0.7255 0.0000 0 0 0.0000 0 
75 0.870 0.727 0.8707 0.7269 0.0007 1 0 0.0007 1 
76 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
77 0.914 0.734 0.9136 0.7341 0.0000 0 0 0.0000 0 
78 1.000 0.745 1.0000 0.7447 0.0000 0 0 0.0000 0 
79 0.932 0.749 0.9322 0.7486 0.0000 0 0 0.0000 0 
80 1.000 0.740 1.0000 0.7404 0.0000 0 0 0.0000 0 





82 0.954 0.694 0.9543 0.6941 0.0000 0 0 0.0000 0 
83 1.000 0.624 1.0000 0.6243 0.0000 0 0 0.0000 0 
84 1.000 0.596 excluida excluida excluida excluida excluida excluida excluida 
85 1.000 0.595 1.0000 0.5953 0.0000 0 0 0.0000 0 
86 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
87 0.984 0.891 0.9841 0.8914 0.0000 0 0 0.0000 0 
88 0.925 0.794 0.9260 0.7940 0.0006 1 0 0.0006 1 
89 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
90 1.000 0.719 1.0000 0.7186 0.0000 0 0 0.0000 0 
91 0.930 0.685 0.9301 0.6854 0.0000 0 0 0.0000 0 
92 1.000 0.712 1.0000 0.7117 0.0000 0 0 0.0000 0 
93 0.976 0.692 0.9757 0.6916 0.0000 0 0 0.0000 0 
94 0.941 0.749 0.9413 0.7487 0.0004 1 0 0.0004 1 
95 0.868 0.751 0.8676 0.7511 0.0000 0 0 0.0000 0 
96 0.858 0.838 0.8578 0.8379 0.0000 0 0 0.0000 0 
97 0.829 0.750 0.8289 0.7501 0.0000 0 0 0.0000 0 
98 0.960 0.659 0.9609 0.6589 0.0006 1 0 0.0006 1 
99 0.890 0.671 0.8938 0.6711 0.0038 1 0 0.0038 1 
100 0.990 0.915 0.9895 0.9149 0.0000 0 0 0.0000 0 
101 0.955 0.802 0.9551 0.8020 0.0000 0 0 0.0000 0 
102 0.937 0.715 0.9385 0.7152 0.0016 1 0 0.0016 1 
103 0.879 0.748 0.8785 0.7479 0.0000 0 0 0.0000 0 
104 0.899 0.642 0.8996 0.6419 0.0003 1 0 0.0003 1 
105 0.899 0.799 0.8994 0.7989 0.0000 0 0 0.0000 0 
106 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
107 0.937 0.703 0.9368 0.7032 0.0000 0 0 0.0000 0 
108 0.928 0.657 0.9281 0.6570 0.0000 0 0 0.0000 0 
109 0.983 0.630 0.9830 0.6301 0.0000 0 0 0.0000 0 
110 0.972 0.609 0.9723 0.6089 0.0000 0 0 0.0000 0 
111 0.954 0.658 0.9544 0.6582 0.0000 0 0 0.0000 0 
112 1.000 0.724 1.0000 0.7240 0.0000 0 0 0.0000 0 
113 0.879 0.764 0.8790 0.7641 0.0000 0 0 0.0000 0 
114 0.906 0.692 0.9065 0.6924 0.0000 0 0 0.0000 0 
115 0.998 0.827 0.9980 0.8266 0.0000 0 0 0.0000 0 
116 0.831 0.786 0.8310 0.7857 0.0000 0 0 0.0000 0 
117 1.000 0.842 1.0000 0.8421 0.0000 0 0 0.0000 0 
118 0.932 0.884 0.9319 0.8841 0.0000 0 0 0.0000 0 
119 0.842 0.747 0.8466 0.7470 0.0047 1 0 0.0047 1 
120 0.924 0.668 0.9257 0.6683 0.0020 1 0 0.0020 1 
121 0.948 0.684 0.9496 0.6844 0.0017 1 0 0.0017 1 





123 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
124 0.856 0.905 0.8560 0.9045 0.0004 1 0 0.0004 1 
125 0.897 0.737 0.8971 0.7372 0.0000 0 0 0.0000 0 
126 0.872 0.680 0.8762 0.6797 0.0041 1 0 0.0041 1 
127 0.786 0.851 0.7855 0.8514 0.0000 0 0 0.0000 0 
128 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
129 1.000 0.714 1.0000 0.7139 0.0000 0 0 0.0000 0 
130 1.000 0.645 1.0000 0.6455 0.0000 0 0 0.0000 0 
131 0.908 0.753 0.9078 0.7532 0.0000 0 0 0.0000 0 
132 0.933 0.770 0.9331 0.7697 0.0000 0 0 0.0000 0 
133 0.887 0.683 0.8870 0.6833 0.0000 0 0 0.0000 0 
134 0.892 0.684 0.8918 0.6839 0.0000 0 0 0.0000 0 
135 0.991 0.949 0.9909 0.9488 0.0000 0 0 0.0000 0 
136 0.925 0.718 0.9249 0.7184 0.0000 0 0 0.0000 0 
137 0.940 0.849 0.9402 0.8488 0.0000 0 0 0.0000 0 
138 0.993 0.859 0.9934 0.8586 0.0000 0 0 0.0000 0 
139 0.924 0.645 0.9240 0.6454 0.0000 0 0 0.0000 0 
140 0.916 1.000 0.9158 1.0000 0.0000 0 0 0.0000 0 
141 0.945 0.728 0.9450 0.7275 0.0000 0 0 0.0000 0 
142 0.951 0.648 0.9508 0.6478 0.0000 0 0 0.0000 0 
143 0.928 0.677 0.9283 0.6769 0.0000 0 0 0.0000 0 
144 0.880 0.762 0.8796 0.7623 0.0000 0 0 0.0000 0 
145 0.886 0.737 0.8858 0.7372 0.0000 0 0 0.0000 0 
146 0.902 0.674 0.9022 0.6738 0.0000 0 0 0.0000 0 
147 0.987 0.831 0.9872 0.8308 0.0000 0 0 0.0000 0 
148 0.900 0.659 0.9014 0.6592 0.0014 1 0 0.0014 1 
149 1.000 0.863 1.0000 0.8634 0.0000 0 0 0.0000 0 
150 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
151 0.853 0.787 0.8527 0.7868 0.0000 0 0 0.0000 0 
152 0.914 0.814 0.9141 0.8142 0.0000 0 0 0.0000 0 
153 0.916 0.676 0.9157 0.6757 0.0000 0 0 0.0000 0 
154 1.000 0.827 1.0000 0.8267 0.0000 0 0 0.0000 0 
155 0.947 0.746 0.9474 0.7459 0.0000 0 0 0.0000 0 
156 0.913 0.701 0.9130 0.7006 0.0000 0 0 0.0000 0 
157 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
158 0.947 0.705 0.9472 0.7054 0.0000 0 0 0.0000 0 
159 0.863 0.734 0.8631 0.7337 0.0000 0 0 0.0000 0 
160 0.915 0.638 0.9148 0.6381 0.0000 0 0 0.0000 0 
161 0.920 0.691 0.9202 0.6915 0.0000 0 0 0.0000 0 
162 0.999 0.720 0.9985 0.7200 0.0000 0 0 0.0000 0 





164 1.000 0.816 1.0000 0.8156 0.0000 0 0 0.0000 0 
165 0.961 0.667 0.9613 0.6666 0.0000 0 0 0.0000 0 
166 0.870 0.702 0.8697 0.7022 0.0000 0 0 0.0000 0 
167 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
168 0.946 0.809 0.9463 0.8093 0.0000 0 0 0.0000 0 
169 0.869 0.768 0.8705 0.7678 0.0014 1 0 0.0014 1 
170 0.908 0.859 0.9079 0.8589 0.0000 0 0 0.0000 0 
171 0.949 0.728 0.9491 0.7283 0.0000 0 0 0.0000 0 
172 0.942 0.817 0.9417 0.8172 0.0000 0 0 0.0000 0 
173 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
174 0.850 0.802 0.8502 0.8018 0.0000 0 0 0.0000 0 
175 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
176 0.891 0.765 0.8908 0.7654 0.0000 0 0 0.0000 0 
177 0.923 0.702 0.9252 0.7021 0.0020 1 0 0.0020 1 
178 0.995 0.900 0.9952 0.8995 0.0000 0 0 0.0000 0 
179 0.943 0.694 0.9428 0.6942 0.0000 0 0 0.0000 0 
180 0.864 0.727 0.8637 0.7273 0.0000 0 0 0.0000 0 
181 0.822 0.986 0.8218 0.9858 0.0000 0 0 0.0000 0 
182 0.880 1.000 0.8799 1.0000 0.0000 0 0 0.0000 0 
183 0.911 0.739 0.9108 0.7388 0.0000 0 0 0.0000 0 
184 1.000 1.000 1.0000 1.0000 0.0000 0 0 0.0000 0 
     
0.0326 20 0 0.0326 20 




Tabla 54.  Puntuaciones modelos (9), (10), (11) y (12) para la DMU 84 
 
 
Para en caso de la  DMU 84  se tienen como valores total para el límite exterior eficiente el valor   
(84) 0.0326ok  , la medida total para la influencia ineficiente es de (84) 0ik  , con 20 DMUs 
afectadas por la presencia de la DMU 84 y un valor para la anchura de la envolvente convexa de  
(84) 0.0326o ik   . La influencia promedio eficiente para la DMU 84 es de avg 0.0016o  . La 
influencia promedio para ineficiente es avg 0i  . El promedio para la anchura de la envolvente 
convexa coincide con el valor de la  influencia promedio eficiente puesto que no hay una medida 
















k  Sk  \129Sk  \129Sk  (129)ok  DMUs afectadas (129)ik  (129)o ik   DMUs afectadas 
1 0.8116 0.8336 0.8116 0.8336 0.0000 0 0 0.0000 0 
2 0.9091 0.6928 0.9091 0.6928 0.0000 0 0 0.0000 0 
3 0.8758 0.7409 0.8758 0.7409 0.0000 0 0 0.0000 0 
4 0.9272 0.6219 0.9272 0.6219 0.0000 0 0 0.0000 0 
5 0.9660 0.6539 0.9806 0.6539 0.0146 1 0 0.0146 1 
6 0.9288 0.7807 0.9288 0.7807 0.0000 0 0 0.0000 0 
7 0.9370 0.7646 0.9370 0.7646 0.0000 0 0 0.0000 0 
8 0.8308 0.7459 0.8308 0.7459 0.0000 0 0 0.0000 0 
9 0.8959 0.7640 0.8959 0.7640 0.0000 0 0 0.0000 0 
10 0.8556 0.7744 0.8564 0.7744 0.0009 1 0 0.0009 1 
11 0.8846 0.6777 0.8846 0.6777 0.0000 0 0 0.0000 0 
12 0.9358 0.7302 0.9530 0.7302 0.0172 1 0 0.0172 1 
13 0.9134 0.7339 0.9134 0.7339 0.0000 0 0 0.0000 0 
14 0.9856 0.9802 0.9856 0.9802 0.0000 0 0 0.0000 0 
15 0.8779 0.7044 0.8779 0.7044 0.0000 0 0 0.0000 0 
16 1.0000 0.9314 1.0000 0.9314 0.0000 0 0 0.0000 0 
17 0.8577 0.8529 0.8577 0.8529 0.0000 0 0 0.0000 0 
18 0.8941 0.7281 0.8941 0.7281 0.0000 0 0 0.0000 0 
19 0.9005 0.7036 0.9005 0.7036 0.0000 0 0 0.0000 0 
20 0.9167 0.7324 0.9167 0.7324 0.0000 0 0 0.0000 0 
21 0.8669 0.7290 0.8669 0.7290 0.0000 0 0 0.0000 0 
22 0.8873 0.7629 0.8937 0.7629 0.0064 1 0 0.0064 1 
23 0.8900 0.7766 0.8900 0.7766 0.0000 0 0 0.0000 0 
24 0.9911 0.7900 0.9911 0.7900 0.0000 0 0 0.0000 0 
25 0.9869 0.9490 0.9869 0.9490 0.0000 0 0 0.0000 0 
26 0.9173 0.6655 0.9173 0.6655 0.0000 0 0 0.0000 0 
27 0.9355 0.7758 0.9355 0.7758 0.0000 0 0 0.0000 0 
28 0.9614 0.7238 0.9614 0.7238 0.0000 0 0 0.0000 0 
29 0.9221 0.7746 0.9221 0.7746 0.0000 0 0 0.0000 0 
30 0.9921 0.8192 0.9921 0.8192 0.0000 0 0 0.0000 0 
31 0.9448 0.6484 0.9448 0.6484 0.0000 0 0 0.0000 0 
32 0.8948 0.9237 0.8948 0.9237 0.0000 0 0 0.0000 0 
33 0.9583 0.6797 0.9583 0.6797 0.0000 0 0 0.0000 0 
34 0.9221 0.6618 0.9221 0.6618 0.0000 0 0 0.0000 0 
35 0.9483 0.7676 0.9483 0.7676 0.0000 0 0 0.0000 0 
36 0.8901 0.7454 0.9125 0.7454 0.0224 1 0 0.0224 1 
37 0.9447 0.8030 0.9447 0.8030 0.0000 0 0 0.0000 0 
38 0.9170 0.7273 0.9170 0.7273 0.0000 0 0 0.0000 0 
39 0.9887 0.8315 0.9887 0.8315 0.0000 0 0 0.0000 0 





41 0.8934 0.6565 0.8934 0.6565 0.0000 0 0 0.0000 0 
42 0.9361 0.6362 0.9361 0.6362 0.0000 0 0 0.0000 0 
43 0.9161 0.7456 0.9161 0.7456 0.0000 0 0 0.0000 0 
44 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
45 0.8519 0.8986 0.8519 0.8986 0.0000 0 0 0.0000 0 
46 0.8791 0.7117 0.8791 0.7117 0.0000 0 0 0.0000 0 
47 0.9342 0.6792 0.9342 0.6792 0.0000 0 0 0.0000 0 
48 0.9109 0.7661 0.9109 0.7661 0.0000 0 0 0.0000 0 
49 0.8730 0.7785 0.8733 0.7785 0.0002 1 0 0.0002 1 
50 0.8796 0.7710 0.8796 0.7710 0.0000 0 0 0.0000 0 
51 0.9151 0.7659 0.9151 0.7659 0.0000 0 0 0.0000 0 
52 0.7918 0.7553 0.7918 0.7553 0.0000 0 0 0.0000 0 
53 0.9864 0.5952 0.9864 0.5952 0.0000 0 0 0.0000 0 
54 0.9181 0.6458 0.9181 0.6458 0.0000 0 0 0.0000 0 
55 0.9054 0.7172 0.9125 0.7172 0.0071 1 0 0.0071 1 
56 0.9663 0.7399 0.9677 0.7399 0.0014 1 0 0.0014 1 
57 0.9802 0.7636 0.9802 0.7636 0.0000 0 0 0.0000 0 
58 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
59 0.8698 0.7246 0.8698 0.7246 0.0000 0 0 0.0000 0 
60 0.9857 0.7435 0.9857 0.7435 0.0000 0 0 0.0000 0 
61 0.9926 0.7099 0.9926 0.7099 0.0000 0 0 0.0000 0 
62 0.9984 0.6952 0.9984 0.6952 0.0000 0 0 0.0000 0 
63 0.8332 0.7592 0.8332 0.7592 0.0000 0 0 0.0000 0 
64 0.9159 0.6263 0.9159 0.6263 0.0000 0 0 0.0000 0 
65 0.9272 0.6444 0.9272 0.6444 0.0000 0 0 0.0000 0 
66 0.8805 0.6592 0.8805 0.6592 0.0000 0 0 0.0000 0 
67 0.8493 0.7593 0.8502 0.7593 0.0009 1 0 0.0009 1 
68 0.8700 0.7928 0.8700 0.7928 0.0000 0 0 0.0000 0 
69 0.9721 0.6847 0.9742 0.6847 0.0021 1 0 0.0021 1 
70 0.9538 0.7117 0.9538 0.7117 0.0000 0 0 0.0000 0 
71 0.9023 0.7620 0.9055 0.7620 0.0033 1 0 0.0033 1 
72 0.8982 0.9067 0.8982 0.9067 0.0000 0 0 0.0000 0 
73 0.8246 0.7643 0.8246 0.7643 0.0000 0 0 0.0000 0 
74 0.9606 0.7255 0.9606 0.7255 0.0000 0 0 0.0000 0 
75 0.8700 0.7269 0.8700 0.7269 0.0000 0 0 0.0000 0 
76 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
77 0.9136 0.7341 0.9136 0.7341 0.0000 0 0 0.0000 0 
78 1.0000 0.7447 1.0000 0.7447 0.0000 0 0 0.0000 0 
79 0.9322 0.7486 0.9322 0.7486 0.0000 0 0 0.0000 0 
80 1.0000 0.7404 1.0000 0.7404 0.0000 0 0 0.0000 0 





82 0.9543 0.6941 0.9543 0.6941 0.0000 0 0 0.0000 0 
83 1.0000 0.6243 1.0000 0.6243 0.0000 0 0 0.0000 0 
84 1.0000 0.5961 1.0000 0.5961 0.0000 0 0 0.0000 0 
85 1.0000 0.5953 1.0000 0.5953 0.0000 0 0 0.0000 0 
86 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
87 0.9841 0.8914 0.9841 0.8914 0.0000 0 0 0.0000 0 
88 0.9255 0.7940 0.9313 0.7940 0.0058 1 0 0.0058 1 
89 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
90 1.0000 0.7186 1.0000 0.7186 0.0000 0 0 0.0000 0 
91 0.9301 0.6854 0.9301 0.6854 0.0000 0 0 0.0000 0 
92 1.0000 0.7117 1.0000 0.7117 0.0000 0 0 0.0000 0 
93 0.9757 0.6916 0.9757 0.6916 0.0000 0 0 0.0000 0 
94 0.9409 0.7487 0.9409 0.7487 0.0000 0 0 0.0000 0 
95 0.8676 0.7511 0.8676 0.7511 0.0000 0 0 0.0000 0 
96 0.8578 0.8379 0.8578 0.8379 0.0000 0 0 0.0000 0 
97 0.8289 0.7501 0.8289 0.7501 0.0000 0 0 0.0000 0 
98 0.9603 0.6589 0.9603 0.6589 0.0000 0 0 0.0000 0 
99 0.8900 0.6711 0.8900 0.6711 0.0000 0 0 0.0000 0 
100 0.9895 0.9149 0.9895 0.9149 0.0000 0 0 0.0000 0 
101 0.9551 0.8020 0.9556 0.8020 0.0005 1 0 0.0005 1 
102 0.9369 0.7152 0.9442 0.7152 0.0073 1 0 0.0073 1 
103 0.8785 0.7479 0.8785 0.7479 0.0000 0 0 0.0000 0 
104 0.8993 0.6419 0.8993 0.6419 0.0000 0 0 0.0000 0 
105 0.8994 0.7989 0.8994 0.7989 0.0000 0 0 0.0000 0 
106 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
107 0.9368 0.7032 0.9368 0.7032 0.0000 0 0 0.0000 0 
108 0.9281 0.6570 0.9281 0.6570 0.0000 0 0 0.0000 0 
109 0.9830 0.6301 0.9830 0.6301 0.0000 0 0 0.0000 0 
110 0.9723 0.6089 0.9723 0.6089 0.0000 0 0 0.0000 0 
111 0.9544 0.6582 0.9544 0.6582 0.0000 0 0 0.0000 0 
112 1.0000 0.7240 1.0000 0.7240 0.0000 0 0 0.0000 0 
113 0.8790 0.7641 0.8790 0.7641 0.0000 0 0 0.0000 0 
114 0.9065 0.6924 0.9065 0.6924 0.0000 0 0 0.0000 0 
115 0.9980 0.8266 0.9980 0.8266 0.0000 0 0 0.0000 0 
116 0.8310 0.7857 0.8310 0.7857 0.0000 0 0 0.0000 0 
117 1.0000 0.8421 1.0000 0.8421 0.0000 0 0 0.0000 0 
118 0.9319 0.8841 0.9319 0.8841 0.0000 0 0 0.0000 0 
119 0.8419 0.7470 0.8423 0.7470 0.0004 1 0 0.0004 1 
120 0.9237 0.6683 0.9292 0.6683 0.0055 1 0 0.0055 1 
121 0.9479 0.6844 0.9512 0.6844 0.0032 1 0 0.0032 1 





123 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
124 0.8556 0.9045 0.8663 0.9045 0.0107 1 0 0.0107 1 
125 0.8971 0.7372 0.8972 0.7372 0.0001 1 0 0.0001 1 
126 0.8720 0.6797 0.8730 0.6797 0.0010 1 0 0.0010 1 
127 0.7855 0.8514 0.7855 0.8514 0.0000 0 0 0.0000 0 
128 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
129 1.0000 0.7139 excluida excluida excluida excluida excluida excluida excluida 
130 1.0000 0.6455 1.0000 0.6455 0.0000 0 0 0.0000 0 
131 0.9078 0.7532 0.9078 0.7532 0.0000 0 0 0.0000 0 
132 0.9331 0.7697 0.9331 0.7697 0.0000 0 0 0.0000 0 
133 0.8870 0.6833 0.8870 0.6833 0.0000 0 0 0.0000 0 
134 0.8918 0.6839 0.8918 0.6839 0.0000 0 0 0.0000 0 
135 0.9909 0.9488 0.9909 0.9488 0.0000 0 0 0.0000 0 
136 0.9249 0.7184 0.9249 0.7184 0.0000 0 0 0.0000 0 
137 0.9402 0.8488 0.9402 0.8488 0.0000 0 0 0.0000 0 
138 0.9934 0.8586 0.9934 0.8586 0.0000 0 0 0.0000 0 
139 0.9240 0.6454 0.9240 0.6454 0.0000 0 0 0.0000 0 
140 0.9158 1.0000 0.9158 1.0000 0.0000 0 0 0.0000 0 
141 0.9450 0.7275 0.9636 0.7275 0.0186 1 0 0.0186 1 
142 0.9508 0.6478 0.9508 0.6478 0.0000 0 0 0.0000 0 
143 0.9283 0.6769 0.9283 0.6769 0.0000 0 0 0.0000 0 
144 0.8796 0.7623 0.8817 0.7623 0.0021 1 0 0.0021 1 
145 0.8858 0.7372 0.9022 0.7372 0.0165 1 0 0.0165 1 
146 0.9022 0.6738 0.9022 0.6738 0.0000 0 0 0.0000 0 
147 0.9872 0.8308 0.9872 0.8308 0.0000 0 0 0.0000 0 
148 0.9000 0.6592 0.9000 0.6592 0.0000 0 0 0.0000 0 
149 1.0000 0.8634 1.0000 0.8634 0.0000 0 0 0.0000 0 
150 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
151 0.8527 0.7868 0.8527 0.7868 0.0000 0 0 0.0000 0 
152 0.9141 0.8142 0.9141 0.8142 0.0000 0 0 0.0000 0 
153 0.9157 0.6757 0.9169 0.6757 0.0012 1 0 0.0012 1 
154 1.0000 0.8267 1.0000 0.8267 0.0000 0 0 0.0000 0 
155 0.9474 0.7459 0.9474 0.7459 0.0000 0 0 0.0000 0 
156 0.9130 0.7006 0.9213 0.7006 0.0082 1 0 0.0082 1 
157 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
158 0.9472 0.7054 0.9474 0.7054 0.0003 1 0 0.0003 1 
159 0.8631 0.7337 0.8631 0.7337 0.0000 0 0 0.0000 0 
160 0.9148 0.6381 0.9148 0.6381 0.0000 0 0 0.0000 0 
161 0.9202 0.6915 0.9355 0.6915 0.0153 1 0 0.0153 1 
162 0.9985 0.7200 0.9985 0.7200 0.0000 0 0 0.0000 0 





164 1.0000 0.8156 1.0000 0.8156 0.0000 0 0 0.0000 0 
165 0.9613 0.6666 0.9613 0.6666 0.0000 0 0 0.0000 0 
166 0.8697 0.7022 0.8697 0.7022 0.0000 0 0 0.0000 0 
167 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
168 0.9463 0.8093 0.9463 0.8093 0.0000 0 0 0.0000 0 
169 0.8691 0.7678 0.8828 0.7678 0.0137 1 0 0.0137 1 
170 0.9079 0.8589 0.9079 0.8589 0.0000 0 0 0.0000 0 
171 0.9491 0.7283 0.9491 0.7283 0.0000 0 0 0.0000 0 
172 0.9417 0.8172 0.9424 0.8172 0.0007 1 0 0.0007 1 
173 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
174 0.8502 0.8018 0.8705 0.8018 0.0203 1 0 0.0203 1 
175 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
176 0.8908 0.7654 0.8908 0.7654 0.0000 0 0 0.0000 0 
177 0.9232 0.7021 0.9341 0.7021 0.0109 1 0 0.0109 1 
178 0.9952 0.8995 0.9952 0.8995 0.0000 0 0 0.0000 0 
179 0.9428 0.6942 0.9428 0.6942 0.0000 0 0 0.0000 0 
180 0.8637 0.7273 0.8637 0.7273 0.0000 0 0 0.0000 0 
181 0.8218 0.9858 0.8218 0.9858 0.0000 0 0 0.0000 0 
182 0.8799 1.0000 0.8799 1.0000 0.0000 0 0 0.0000 0 
183 0.9108 0.7388 0.9108 0.7388 0.0000 0 0 0.0000 0 
184 1.0000 1.0000 1.0000 1.0000 0.0000 0 0 0.0000 0 
     
0.2189 31 0 0.2189 31 




Tabla 55.  Puntuaciones modelos (9), (10), (11) y (12) para la DMU 129 
 
Para la DMU 129 el valor de (129) 0.2189ok   como influencia eficiente,  la medida total para 
la influencia ineficiente es de (129) 0ik  , con 31 DMUs afectadas por la presencia de la DMU 
129 y un valor para la anchura de la envolvente convexa de  (129) 0.2189o ik    debido a que no 
existe influencia ineficiente para la DMU 129. La influencia promedio eficiente para la DMU 
129 es de avg 0.007o  . La influencia promedio para ineficiente es avg 0i  . El promedio 
para la anchura de la envolvente convexa coincide con el valor de la  influencia promedio 

















k  Sk  \150Sk  \150Sk  (150)ok  DMUs afectadas (150)ik  DMUs afectadas (150)o ik   DMUs afectadas 
1 0.81 0.83 0.81 0.83 0.00 0 0.00 0 0.00 0 
2 0.91 0.69 0.91 0.69 0.00 0 0.00 0 0.00 0 
3 0.88 0.74 0.88 0.74 0.00 0 0.00 0 0.00 0 
4 0.93 0.62 0.93 0.62 0.00 0 0.00 0 0.00 0 
5 0.97 0.65 0.97 0.65 0.00 0 0.00 0 0.00 0 
6 0.93 0.78 0.93 0.78 0.00 0 0.00 0 0.00 0 
7 0.94 0.76 0.94 0.76 0.00 0 0.00 0 0.00 0 
8 0.83 0.75 0.83 0.75 0.00 0 0.00 0 0.00 0 
9 0.90 0.76 0.90 0.76 0.00 0 0.00 0 0.00 0 
10 0.86 0.77 0.86 0.77 0.00 0 0.00 0 0.00 0 
11 0.88 0.68 0.88 0.68 0.00 0 0.00 0 0.00 0 
12 0.94 0.73 0.95 0.73 0.01 1 0.00 0 0.01 1 
13 0.91 0.73 0.92 0.73 0.00 1 0.00 0 0.00 1 
14 0.99 0.98 0.99 0.98 0.00 0 0.00 0 0.00 0 
15 0.88 0.70 0.88 0.70 0.00 0 0.00 0 0.00 0 
16 1.00 0.93 1.00 0.93 0.00 0 0.00 0 0.00 0 
17 0.86 0.85 0.86 0.85 0.00 0 0.00 0 0.00 0 
18 0.89 0.73 0.89 0.73 0.00 0 0.00 0 0.00 0 
19 0.90 0.70 0.90 0.70 0.00 0 0.00 0 0.00 0 
20 0.92 0.73 0.92 0.73 0.00 0 0.00 0 0.00 0 
21 0.87 0.73 0.87 0.73 0.00 0 0.00 0 0.00 0 
22 0.89 0.76 0.89 0.76 0.00 0 0.00 0 0.00 0 
23 0.89 0.78 0.89 0.78 0.00 0 0.00 0 0.00 0 
24 0.99 0.79 0.99 0.79 0.00 1 0.00 0 0.00 1 
25 0.99 0.95 1.00 1.00 0.01 1 0.05 1 0.06 1 
26 0.92 0.67 0.92 0.67 0.00 0 0.00 0 0.00 0 
27 0.94 0.78 0.94 0.78 0.00 0 0.00 0 0.00 0 
28 0.96 0.72 0.96 0.72 0.00 0 0.00 0 0.00 0 
29 0.92 0.77 0.92 0.77 0.00 0 0.00 0 0.00 0 
30 0.99 0.82 0.99 0.82 0.00 1 0.00 0 0.00 1 
31 0.94 0.65 0.94 0.65 0.00 0 0.00 0 0.00 0 
32 0.89 0.92 0.91 0.92 0.01 1 0.00 0 0.01 1 
33 0.96 0.68 0.96 0.68 0.00 0 0.00 0 0.00 0 
34 0.92 0.66 0.92 0.66 0.00 0 0.00 0 0.00 0 
35 0.95 0.77 0.95 0.77 0.00 0 0.00 0 0.00 0 
36 0.89 0.75 0.89 0.75 0.00 0 0.00 0 0.00 0 
37 0.94 0.80 0.94 0.80 0.00 0 0.00 0 0.00 0 
38 0.92 0.73 0.92 0.73 0.00 0 0.00 0 0.00 0 
39 0.99 0.83 0.99 0.83 0.00 1 0.00 0 0.00 1 





41 0.89 0.66 0.89 0.66 0.00 0 0.00 0 0.00 0 
42 0.94 0.64 0.94 0.64 0.00 0 0.00 0 0.00 0 
43 0.92 0.75 0.92 0.75 0.00 0 0.00 0 0.00 0 
44 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
45 0.85 0.90 0.85 0.90 0.00 0 0.00 0 0.00 0 
46 0.88 0.71 0.88 0.71 0.00 0 0.00 0 0.00 0 
47 0.93 0.68 0.93 0.68 0.00 0 0.00 0 0.00 0 
48 0.91 0.77 0.91 0.77 0.00 0 0.00 0 0.00 0 
49 0.87 0.78 0.87 0.78 0.00 0 0.00 0 0.00 0 
50 0.88 0.77 0.88 0.77 0.00 0 0.00 0 0.00 0 
51 0.92 0.77 0.92 0.77 0.00 0 0.00 0 0.00 0 
52 0.79 0.76 0.79 0.76 0.00 0 0.00 0 0.00 0 
53 0.99 0.60 0.99 0.60 0.00 0 0.00 0 0.00 0 
54 0.92 0.65 0.92 0.65 0.00 0 0.00 0 0.00 0 
55 0.91 0.72 0.91 0.72 0.00 1 0.00 0 0.00 1 
56 0.97 0.74 0.97 0.74 0.00 1 0.00 0 0.00 1 
57 0.98 0.76 0.98 0.76 0.00 0 0.00 0 0.00 0 
58 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
59 0.87 0.72 0.87 0.72 0.00 0 0.00 0 0.00 0 
60 0.99 0.74 0.99 0.74 0.00 0 0.00 0 0.00 0 
61 0.99 0.71 1.00 0.71 0.01 1 0.00 0 0.01 1 
62 1.00 0.70 1.00 0.70 0.00 0 0.00 0 0.00 0 
63 0.83 0.76 0.83 0.76 0.00 0 0.00 0 0.00 0 
64 0.92 0.63 0.92 0.63 0.00 0 0.00 0 0.00 0 
65 0.93 0.64 0.93 0.64 0.00 0 0.00 0 0.00 0 
66 0.88 0.66 0.88 0.66 0.00 0 0.00 0 0.00 0 
67 0.85 0.76 0.85 0.76 0.00 0 0.00 0 0.00 0 
68 0.87 0.79 0.87 0.79 0.00 0 0.00 0 0.00 0 
69 0.97 0.68 0.97 0.68 0.00 0 0.00 0 0.00 0 
70 0.95 0.71 0.95 0.71 0.00 0 0.00 0 0.00 0 
71 0.90 0.76 0.90 0.76 0.00 1 0.00 0 0.00 1 
72 0.90 0.91 0.90 0.91 0.00 0 0.00 0 0.00 0 
73 0.82 0.76 0.82 0.76 0.00 0 0.00 0 0.00 0 
74 0.96 0.73 0.96 0.73 0.00 0 0.00 0 0.00 0 
75 0.87 0.73 0.87 0.73 0.00 0 0.00 0 0.00 0 
76 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
77 0.91 0.73 0.91 0.73 0.00 0 0.00 0 0.00 0 
78 1.00 0.74 1.00 0.74 0.00 0 0.00 0 0.00 0 
79 0.93 0.75 0.93 0.75 0.00 0 0.00 0 0.00 0 
80 1.00 0.74 1.00 0.74 0.00 0 0.00 0 0.00 0 





82 0.95 0.69 0.95 0.69 0.00 0 0.00 0 0.00 0 
83 1.00 0.62 1.00 0.62 0.00 0 0.00 0 0.00 0 
84 1.00 0.60 1.00 0.60 0.00 0 0.00 0 0.00 0 
85 1.00 0.60 1.00 0.60 0.00 0 0.00 0 0.00 0 
86 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
87 0.98 0.89 0.98 0.89 0.00 0 0.00 0 0.00 0 
88 0.93 0.79 0.95 0.79 0.03 1 0.00 0 0.03 1 
89 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
90 1.00 0.72 1.00 0.72 0.00 0 0.00 0 0.00 0 
91 0.93 0.69 0.93 0.69 0.00 0 0.00 0 0.00 0 
92 1.00 0.71 1.00 0.71 0.00 0 0.00 0 0.00 0 
93 0.98 0.69 0.98 0.69 0.00 0 0.00 0 0.00 0 
94 0.94 0.75 0.94 0.75 0.00 1 0.00 0 0.00 1 
95 0.87 0.75 0.87 0.75 0.00 0 0.00 0 0.00 0 
96 0.86 0.84 0.86 0.84 0.00 0 0.00 0 0.00 0 
97 0.83 0.75 0.83 0.75 0.00 0 0.00 0 0.00 0 
98 0.96 0.66 0.96 0.66 0.00 1 0.00 0 0.00 1 
99 0.89 0.67 0.89 0.67 0.00 0 0.00 0 0.00 0 
100 0.99 0.91 0.99 0.91 0.00 0 0.00 0 0.00 0 
101 0.96 0.80 0.99 0.81 0.04 1 0.01 1 0.04 1 
102 0.94 0.72 0.95 0.72 0.02 1 0.00 0 0.02 1 
103 0.88 0.75 0.88 0.75 0.00 0 0.00 0 0.00 0 
104 0.90 0.64 0.90 0.64 0.00 0 0.00 0 0.00 0 
105 0.90 0.80 0.90 0.80 0.00 0 0.00 0 0.00 0 
106 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
107 0.94 0.70 0.94 0.70 0.00 0 0.00 0 0.00 0 
108 0.93 0.66 0.93 0.66 0.00 0 0.00 0 0.00 0 
109 0.98 0.63 0.98 0.63 0.00 0 0.00 0 0.00 0 
110 0.97 0.61 0.97 0.61 0.00 0 0.00 0 0.00 0 
111 0.95 0.66 0.95 0.66 0.00 0 0.00 0 0.00 0 
112 1.00 0.72 1.00 0.72 0.00 0 0.00 0 0.00 0 
113 0.88 0.76 0.88 0.76 0.00 0 0.00 0 0.00 0 
114 0.91 0.69 0.91 0.69 0.00 0 0.00 0 0.00 0 
115 1.00 0.83 1.00 0.83 0.00 1 0.00 0 0.00 1 
116 0.83 0.79 0.83 0.79 0.00 0 0.00 0 0.00 0 
117 1.00 0.84 1.00 0.84 0.00 0 0.00 0 0.00 0 
118 0.93 0.88 0.93 0.88 0.00 0 0.00 0 0.00 0 
119 0.84 0.75 0.85 0.75 0.01 1 0.00 0 0.01 1 
120 0.92 0.67 0.93 0.67 0.00 1 0.00 0 0.00 1 
121 0.95 0.68 0.95 0.68 0.00 1 0.00 0 0.00 1 





123 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
124 0.86 0.90 0.91 0.92 0.06 1 0.01 1 0.07 1 
125 0.90 0.74 0.90 0.74 0.00 1 0.00 0 0.00 1 
126 0.87 0.68 0.87 0.68 0.00 1 0.00 0 0.00 1 
127 0.79 0.85 0.79 0.85 0.00 0 0.00 0 0.00 0 
128 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
129 1.00 0.71 1.00 0.71 0.00 0 0.00 0 0.00 0 
130 1.00 0.65 1.00 0.65 0.00 0 0.00 0 0.00 0 
131 0.91 0.75 0.91 0.75 0.00 0 0.00 0 0.00 0 
132 0.93 0.77 0.93 0.77 0.00 0 0.00 0 0.00 0 
133 0.89 0.68 0.89 0.68 0.00 0 0.00 0 0.00 0 
134 0.89 0.68 0.89 0.68 0.00 0 0.00 0 0.00 0 
135 0.99 0.95 0.99 0.95 0.00 0 0.00 0 0.00 0 
136 0.92 0.72 0.92 0.72 0.00 0 0.00 0 0.00 0 
137 0.94 0.85 0.94 0.85 0.00 0 0.00 0 0.00 0 
138 0.99 0.86 0.99 0.86 0.00 0 0.00 0 0.00 0 
139 0.92 0.65 0.92 0.65 0.00 0 0.00 0 0.00 0 
140 0.92 1.00 0.92 1.00 0.00 0 0.00 0 0.00 0 
141 0.94 0.73 0.94 0.73 0.00 0 0.00 0 0.00 0 
142 0.95 0.65 0.95 0.65 0.00 0 0.00 0 0.00 0 
143 0.93 0.68 0.93 0.68 0.00 0 0.00 0 0.00 0 
144 0.88 0.76 0.88 0.76 0.00 1 0.00 0 0.00 1 
145 0.89 0.74 0.89 0.74 0.00 0 0.00 0 0.00 0 
146 0.90 0.67 0.90 0.67 0.00 0 0.00 0 0.00 0 
147 0.99 0.83 1.00 0.83 0.01 1 0.00 0 0.01 1 
148 0.90 0.66 0.90 0.66 0.00 0 0.00 0 0.00 0 
149 1.00 0.86 1.00 1.00 0.00 0 0.14 1 0.14 1 
150 1.00 1.00 excluida excluida excluida excluida excluida excluida excluida excluida 
151 0.85 0.79 0.85 0.79 0.00 0 0.00 0 0.00 0 
152 0.91 0.81 0.91 0.81 0.00 0 0.00 0 0.00 0 
153 0.92 0.68 0.92 0.68 0.00 0 0.00 0 0.00 0 
154 1.00 0.83 1.00 0.83 0.00 0 0.00 0 0.00 0 
155 0.95 0.75 0.95 0.75 0.00 0 0.00 0 0.00 0 
156 0.91 0.70 0.91 0.70 0.00 0 0.00 0 0.00 0 
157 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
158 0.95 0.71 0.95 0.71 0.00 1 0.00 0 0.00 1 
159 0.86 0.73 0.86 0.73 0.00 0 0.00 0 0.00 0 
160 0.91 0.64 0.91 0.64 0.00 0 0.00 0 0.00 0 
161 0.92 0.69 0.92 0.69 0.00 0 0.00 0 0.00 0 
162 1.00 0.72 1.00 0.72 0.00 0 0.00 0 0.00 0 





164 1.00 0.82 1.00 0.82 0.00 0 0.00 0 0.00 0 
165 0.96 0.67 0.96 0.67 0.00 0 0.00 0 0.00 0 
166 0.87 0.70 0.87 0.70 0.00 0 0.00 0 0.00 0 
167 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
168 0.95 0.81 0.95 0.81 0.00 0 0.00 0 0.00 0 
169 0.87 0.77 0.88 0.77 0.01 1 0.00 0 0.01 1 
170 0.91 0.86 0.91 0.86 0.00 0 0.00 0 0.00 0 
171 0.95 0.73 0.95 0.73 0.00 0 0.00 0 0.00 0 
172 0.94 0.82 0.97 0.82 0.03 1 0.00 0 0.03 1 
173 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
174 0.85 0.80 0.85 0.80 0.00 0 0.00 0 0.00 0 
175 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
176 0.89 0.77 0.89 0.77 0.00 0 0.00 0 0.00 0 
177 0.92 0.70 0.93 0.70 0.01 1 0.00 0 0.01 1 
178 1.00 0.90 1.00 0.90 0.00 0 0.00 0 0.00 0 
179 0.94 0.69 0.94 0.69 0.00 0 0.00 0 0.00 0 
180 0.86 0.73 0.86 0.73 0.00 0 0.00 0 0.00 0 
181 0.82 0.99 0.82 0.99 0.00 0 0.00 0 0.00 0 
182 0.88 1.00 0.88 1.00 0.00 0 0.00 0 0.00 0 
183 0.91 0.74 0.91 0.74 0.00 0 0.00 0 0.00 0 
184 1.00 1.00 1.00 1.00 0.00 0 0.00 0 0.00 0 
     
0.2880 29 0.2064 4 0.4944 30 
     
Avg. 0.01 Avg. 0.05 Avg. 0.02 
Tabla 56. Puntuaciones modelos (9), (10), (11) y (12) para la DMU 150 
 
Para la DMU 150 el valor para el límite exterior eficiente es de  (150) 0.2880ok  ,  la medida 
total para la influencia ineficiente es de (150) 0.2064ik  , con 30 DMUs afectadas por la 
presencia de la DMU 150 y un valor para la anchura de la envolvente convexa de  
(150) 0.4944o ik   . La influencia promedio eficiente para la DMU 150 es de avg 0.01o  . La 
influencia promedio para ineficiente es avg 0.05i  . El promedio para la anchura de la 
envolvente convexa es de avg 0.02o i   . Note que para la DMU 150 existe una particularidad 
que aporta la metodologia (Chen & Johnson, 2006) y es que esta DMU  tiene influencia 
eficiente y también  influencia ineficiente de tal modo que aporta a la anchura de la envolvente 













ANEXO L.  Implementación Metodologia (Acarlar et al., 2014) con la base de Datos  ISCE-
2016-HUILA-Secundaria  
 
Como primera medida se implementa el modelo (1)  de la sección con la base de datos ISCE-
2016-HUILA-Secundaria  8.1.1.5  el cual es equivalente con el modelo (1) de las metodologías 
de (Wilson, 1995b) y (Pastor et al., 1999a), (Jahanshahloo et al., 2004b). Por lo tanto se obtienen 
las mimas 8 DMUs extremas eficientes debido a que sus slacks son todos ceros. 
 
Seguido a esto se  obtienen los subconjuntos de DMUs eficientes e ineficientes respectivamente 
1   y 2  y  se estiman las puntuaciones del modelo (2) y la medida de la distancia euclidiana 
planteada en  la formula (6) así:  
 
DMU i  *  58i   
2
 58i i 
 
80i   
2
 80i i 
 
84i   
2
 84i i 
 
86i   
2
 86i i 
 
1 0.7224 0.7224 0.7224 0.0000 0.7273 2.4E-05 0.7224 0.0000 0.7224 0 
2 0.8497 0.8497 0.8497 0.0000 0.8497 0 0.8497 0.0000 0.8497 0 
3 0.8700 0.8700 0.8700 0.0000 0.8700 0 0.8700 0.0000 0.8700 0 
4 0.9200 0.9200 0.9200 0.0000 0.9200 0 0.9225 0.0000 0.9200 0 
5 0.9603 0.9603 0.9603 0.0000 0.9603 0 0.9603 0.0000 0.9603 0 
6 0.7816 0.7816 0.7816 0.0000 0.7889 5.4E-05 0.7816 0.0000 0.7816 0 
7 0.8417 0.8417 0.8417 0.0000 0.8417 0 0.8417 0.0000 0.8417 0 
8 0.8100 0.8100 0.8100 0.0000 0.8100 0 0.8110 0.0000 0.8100 0 
9 0.8407 0.8407 0.8407 0.0000 0.8581 0.0003 0.8407 0.0000 0.8407 0 
10 0.8153 0.8153 0.8153 0.0000 0.8156 8.4E-08 0.8153 0.0000 0.8153 0 
11 0.7952 0.7952 0.7952 0.0000 0.7952 0 0.7952 0.0000 0.7952 0 
12 0.9272 0.9272 0.9272 0.0000 0.9272 0 0.9272 0.0000 0.9272 0 
13 0.8922 0.8922 0.8922 0.0000 0.8922 0 0.8924 0.0000 0.8922 0 
14 0.9856 0.9856 0.9867 0.0000 0.9856 0 0.9856 0.0000 0.9856 1.31E-11 
15 0.8334 0.8334 0.8334 0.0000 0.8334 0 0.8334 0.0000 0.8334 0 
16 0.8447 0.8447 0.8447 0.0000 0.8447 0 0.8447 0.0000 0.8447 0 
17 0.8400 0.8400 0.8400 0.0000 0.8400 0 0.8400 0.0000 0.8400 0 
18 0.7521 0.7521 0.7521 0.0000 0.7543 5.1E-06 0.7521 0.0000 0.7521 0 
19 0.8194 0.8194 0.8194 0.0000 0.8194 0 0.8194 0.0000 0.8194 0 
20 0.8233 0.8233 0.8233 0.0000 0.8233 0 0.8233 0.0000 0.8233 0 
21 0.7574 0.7574 0.7574 0.0000 0.7682 0.00012 0.7574 0.0000 0.7574 0 
22 0.8624 0.8624 0.8624 0.0000 0.8624 0 0.8624 0.0000 0.8624 0 
23 0.8900 0.8900 0.8900 0.0000 0.8900 0 0.8900 0.0000 0.8900 0 
24 0.9911 0.9911 0.9913 0.0000 0.9911 0 0.9911 0.0000 0.9911 4.16E-12 
25 0.9869 0.9869 0.9869 0.0000 0.9870 1.3E-08 0.9869 0.0000 0.9904 1.25E-05 
26 0.8023 0.8023 0.8023 0.0000 0.8023 0 0.8023 0.0000 0.8023 0 
27 0.8700 0.8700 0.8700 0.0000 0.8700 0 0.8704 0.0000 0.8700 0 





29 0.8368 0.8368 0.8368 0.0000 0.8443 5.7E-05 0.8368 0.0000 0.8368 0 
30 0.9921 0.9921 0.9922 0.0000 0.9922 3.2E-08 0.9921 0.0000 0.9921 0 
31 0.8023 0.8023 0.8023 0.0000 0.8023 0 0.8023 0.0000 0.8023 0 
32 0.8728 0.8728 0.8728 0.0000 0.8806 6.1E-05 0.8728 0.0000 0.8728 0 
33 0.9166 0.9166 0.9166 0.0000 0.9166 0 0.9166 0.0000 0.9166 0 
34 0.8714 0.8714 0.8714 0.0000 0.8714 0 0.8714 0.0000 0.8714 0 
35 0.8496 0.8496 0.8496 0.0000 0.8651 0.00024 0.8496 0.0000 0.8496 0 
36 0.8867 0.8867 0.8867 0.0000 0.8867 0 0.8867 0.0000 0.8867 0 
37 0.9400 0.9400 0.9400 0.0000 0.9400 0 0.9400 0.0000 0.9400 0 
38 0.8311 0.8311 0.8311 0.0000 0.8440 0.00016 0.8311 0.0000 0.8311 0 
39 0.9887 0.9887 0.9889 0.0000 0.9891 1.4E-07 0.9887 0.0000 0.9902 2.35E-06 
40 0.7473 0.7473 0.7473 0.0000 0.7543 5E-05 0.7473 0.0000 0.7473 0 
41 0.8272 0.8272 0.8272 0.0000 0.8272 0 0.8272 0.0000 0.8272 0 
42 0.8647 0.8647 0.8647 0.0000 0.8647 0 0.8647 0.0000 0.8647 0 
43 0.8198 0.8198 0.8198 0.0000 0.8198 0 0.8198 0.0000 0.8198 0 
44 0.9846 0.9846 0.9851 0.0000 0.9846 0 0.9846 0.0000 0.9846 0 
45 0.7739 0.7739 0.7739 0.0000 0.7739 0 0.7739 0.0000 0.7739 0 
46 0.8256 0.8256 0.8256 0.0000 0.8256 0 0.8256 0.0000 0.8256 0 
47 0.8449 0.8449 0.8449 0.0000 0.8449 0 0.8449 0.0000 0.8449 0 
48 0.8375 0.8375 0.8375 0.0000 0.8375 0 0.8375 0.0000 0.8375 0 
49 0.8468 0.8468 0.8468 0.0000 0.8468 0 0.8468 0.0000 0.8468 0 
50 0.7919 0.7919 0.7919 0.0000 0.8000 6.5E-05 0.7919 0.0000 0.7919 0 
51 0.8717 0.8717 0.8717 0.0000 0.8865 0.00022 0.8717 0.0000 0.8717 0 
52 0.7016 0.7016 0.7016 0.0000 0.7016 0 0.7016 0.0000 0.7016 0 
53 0.9427 0.9427 0.9427 0.0000 0.9427 0 0.9427 0.0000 0.9427 0 
54 0.8800 0.8800 0.8800 0.0000 0.8800 0 0.8814 0.0000 0.8800 0 
55 0.9023 0.9023 0.9023 0.0000 0.9023 0 0.9023 0.0000 0.9023 0 
56 0.9265 0.9265 0.9265 0.0000 0.9265 0 0.9265 0.0000 0.9265 0 
57 0.8041 0.8041 0.8041 0.0000 0.8097 3.2E-05 0.8041 0.0000 0.8041 0 
58 1.0000 1.0024 
excluid
a excluida 1.0000 0 1.0000 0.0000 1.0000 0 
59 0.7751 0.7751 0.7751 0.0000 0.7751 0 0.7751 0.0000 0.7751 0 
60 0.8223 0.8223 0.8223 0.0000 0.8235 1.5E-06 0.8223 0.0000 0.8223 0 
61 0.9926 0.9926 0.9926 0.0000 0.9926 0 0.9933 0.0000 0.9926 0 
62 0.9503 0.9503 0.9503 0.0000 0.9503 0 0.9503 0.0000 0.9503 0 
63 0.7632 0.7632 0.7632 0.0000 0.7632 0 0.7632 0.0000 0.7632 0 
64 0.8922 0.8922 0.8922 0.0000 0.8922 0 0.8933 0.0000 0.8922 0 
65 0.8452 0.8452 0.8452 0.0000 0.8452 0 0.8452 0.0000 0.8452 0 
66 0.8360 0.8360 0.8360 0.0000 0.8360 0 0.8360 0.0000 0.8360 0 
67 0.8190 0.8190 0.8190 0.0000 0.8190 0 0.8190 0.0000 0.8190 0 
68 0.8700 0.8700 0.8700 0.0000 0.8700 0 0.8700 0.0000 0.8700 0 





70 0.9500 0.9500 0.9500 0.0000 0.9500 0 0.9500 0.0000 0.9500 0 
71 0.8776 0.8776 0.8776 0.0000 0.8794 3.5E-06 0.8776 0.0000 0.8776 0 
72 0.8600 0.8600 0.8600 0.0000 0.8600 0 0.8600 0.0000 0.8600 0 
73 0.7189 0.7189 0.7189 0.0000 0.7189 0 0.7189 0.0000 0.7189 0 
74 0.8391 0.8391 0.8391 0.0000 0.8391 0 0.8391 0.0000 0.8391 0 
75 0.8700 0.8700 0.8700 0.0000 0.8700 0 0.8706 0.0000 0.8700 0 
76 0.7600 0.7600 0.7600 0.0000 0.7600 0 0.7600 0.0000 0.7600 0 
77 0.8900 0.8900 0.8900 0.0000 0.8900 0 0.8913 0.0000 0.8900 0 
78 0.9700 0.9700 0.9700 0.0000 0.9700 0 0.9700 0.0000 0.9700 0 
79 0.8521 0.8521 0.8521 0.0000 0.8521 0 0.8534 0.0000 0.8521 0 
80 1.0000 1.0208 1.0000 0.0000 
excluid
a excluida 1.0000 0.0000 1.0000 0 
81 0.8899 0.8899 0.8899 0.0000 0.8899 0 0.8899 0.0000 0.8899 0 
82 0.8264 0.8264 0.8264 0.0000 0.8404 0.0002 0.8264 0.0000 0.8264 0 
83 1.0000 1.0000 1.0000 0.0000 1.0000 0 1.0000 0.0000 1.0000 0 
84 1.0000 1.0037 1.0000 0.0000 1.0000 0 excluid excluida 1.0000 0 
85 0.9926 0.9926 0.9926 0.0000 0.9926 0 0.9945 0.0000 0.9926 0 
86 1.0000 1.0071 1.0000 0.0000 1.0000 0 1.0000 0.0000 
excluid
a excluida 
87 0.9841 0.9841 0.9843 0.0000 0.9841 0 0.9841 0.0000 0.9866 6.32E-06 
88 0.9243 0.9243 0.9243 0.0000 0.9243 0 0.9243 0.0000 0.9243 0 
89 1.0000 1.0141 1.0000 0.0000 1.0000 0 1.0000 0.0000 1.0000 0 
90 0.9123 0.9123 0.9123 0.0000 0.9123 0 0.9123 0.0000 0.9123 0 
91 0.8290 0.8290 0.8290 0.0000 0.8298 6.8E-07 0.8290 0.0000 0.8290 0 
92 0.9172 0.9172 0.9172 0.0000 0.9254 6.7E-05 0.9172 0.0000 0.9172 0 
93 0.8872 0.8872 0.8872 0.0000 0.8872 0 0.8872 0.0000 0.8872 0 
94 0.9409 0.9409 0.9409 0.0000 0.9409 0 0.9413 0.0000 0.9409 0 
95 0.7757 0.7757 0.7757 0.0000 0.7820 4E-05 0.7757 0.0000 0.7757 0 
96 0.8407 0.8407 0.8407 0.0000 0.8581 0.0003 0.8407 0.0000 0.8407 0 
97 0.6995 0.6995 0.6995 0.0000 0.7059 4E-05 0.6995 0.0000 0.6995 0 
98 0.9603 0.9603 0.9603 0.0000 0.9603 0 0.9606 0.0000 0.9603 0 
99 0.8900 0.8900 0.8900 0.0000 0.8900 0 0.8917 0.0000 0.8900 0 
100 0.9834 0.9834 0.9835 0.0000 0.9834 0 0.9834 0.0000 0.9857 5.44E-06 
101 0.9196 0.9196 0.9196 0.0000 0.9196 0 0.9196 0.0000 0.9196 0 
102 0.9336 0.9336 0.9336 0.0000 0.9336 0 0.9336 0.0000 0.9336 0 
103 0.7636 0.7636 0.7636 0.0000 0.7766 0.00017 0.7636 0.0000 0.7636 0 
104 0.8904 0.8904 0.8904 0.0000 0.8904 0 0.8927 0.0000 0.8904 0 
105 0.8033 0.8033 0.8033 0.0000 0.8033 0 0.8033 0.0000 0.8033 0 
106 0.7700 0.7700 0.7700 0.0000 0.7716 2.5E-06 0.7700 0.0000 0.7700 0 
107 0.7829 0.7829 0.7829 0.0000 0.7924 9E-05 0.7829 0.0000 0.7829 0 
108 0.8925 0.8925 0.8925 0.0000 0.8925 0 0.8928 0.0000 0.8925 0 





110 0.9204 0.9204 0.9204 0.0000 0.9204 0 0.9204 0.0000 0.9204 0 
111 0.8782 0.8782 0.8782 0.0000 0.8782 0 0.8782 0.0000 0.8782 0 
112 0.9693 0.9693 0.9693 0.0000 0.9693 0 0.9693 0.0000 0.9693 0 
113 0.8159 0.8159 0.8159 0.0000 0.8235 5.9E-05 0.8159 0.0000 0.8159 0 
114 0.7633 0.7633 0.7633 0.0000 0.7751 0.00014 0.7633 0.0000 0.7633 0 
115 0.9980 0.9980 0.9983 0.0000 0.9982 3.2E-08 0.9980 0.0000 0.9993 1.57E-06 
116 0.6982 0.6982 0.6982 0.0000 0.7024 1.8E-05 0.6982 0.0000 0.6982 0 
117 0.8043 0.8043 0.8043 0.0000 0.8062 3.6E-06 0.8043 0.0000 0.8043 0 
118 0.8359 0.8359 0.8359 0.0000 0.8359 0 0.8359 0.0000 0.8359 0 
119 0.8414 0.8414 0.8414 0.0000 0.8414 0 0.8436 0.0000 0.8414 0 
120 0.9173 0.9173 0.9173 0.0000 0.9173 0 0.9173 0.0000 0.9173 0 
121 0.9444 0.9444 0.9444 0.0000 0.9444 0 0.9444 0.0000 0.9444 0 
122 1.0000 1.0000 1.0000 0.0000 1.0000 0 1.0000 0.0000 1.0000 0 
123 1.0000 1.0096 1.0000 0.0000 1.0000 0 1.0000 0.0000 1.0000 0 
124 0.8548 0.8548 0.8548 0.0000 0.8548 0 0.8548 0.0000 0.8548 0 
125 0.8520 0.8520 0.8520 0.0000 0.8520 0 0.8520 0.0000 0.8520 0 
126 0.8709 0.8709 0.8709 0.0000 0.8709 0 0.8729 0.0000 0.8709 0 
127 0.7173 0.7173 0.7173 0.0000 0.7173 0 0.7173 0.0000 0.7173 0 
128 0.9173 0.9173 0.9173 0.0000 0.9173 0 0.9173 0.0000 0.9173 0 
129 1.0000 1.0386 1.0000 0.0000 1.0000 0 1.0000 0.0000 1.0000 0 
130 0.8475 0.8475 0.8475 0.0000 0.8651 0.00031 0.8475 0.0000 0.8475 0 
131 0.8545 0.8545 0.8545 0.0000 0.8651 0.00011 0.8545 0.0000 0.8545 0 
132 0.8288 0.8288 0.8288 0.0000 0.8288 0 0.8288 0.0000 0.8288 0 
133 0.8083 0.8083 0.8083 0.0000 0.8083 0 0.8083 0.0000 0.8083 0 
134 0.7625 0.7625 0.7625 0.0000 0.7647 4.7E-06 0.7625 0.0000 0.7625 0 
135 0.9855 0.9855 0.9858 0.0000 0.9864 7.1E-07 0.9855 0.0000 0.9909 2.91E-05 
136 0.8020 0.8020 0.8020 0.0000 0.8156 0.00019 0.8020 0.0000 0.8020 0 
137 0.7965 0.7965 0.7965 0.0000 0.7965 0 0.7965 0.0000 0.7965 0 
138 0.8952 0.8952 0.8952 0.0000 0.8952 0 0.8952 0.0000 0.8952 0 
139 0.8489 0.8489 0.8489 0.0000 0.8489 0 0.8489 0.0000 0.8489 0 
140 0.8100 0.8100 0.8100 0.0000 0.8100 0 0.8100 0.0000 0.8100 0 
141 0.9379 0.9379 0.9379 0.0000 0.9379 0 0.9379 0.0000 0.9379 0 
142 0.8100 0.8100 0.8100 0.0000 0.8166 4.4E-05 0.8100 0.0000 0.8100 0 
143 0.8516 0.8516 0.8516 0.0000 0.8516 0 0.8516 0.0000 0.8516 0 
144 0.8516 0.8516 0.8516 0.0000 0.8516 0 0.8516 0.0000 0.8516 0 
145 0.8760 0.8760 0.8760 0.0000 0.8760 0 0.8760 0.0000 0.8760 0 
146 0.7810 0.7810 0.7810 0.0000 0.7810 0 0.7810 0.0000 0.7810 0 
147 0.9872 0.9872 0.9872 0.0000 0.9872 0 0.9872 0.0000 0.9872 6.15E-09 
148 0.9000 0.9000 0.9000 0.0000 0.9000 0 0.9000 0.0000 0.9000 0 
149 0.9331 0.9331 0.9331 0.0000 0.9331 0 0.9331 0.0000 0.9331 0 





151 0.7685 0.7685 0.7685 0.0000 0.7685 0 0.7685 0.0000 0.7685 0 
152 0.8621 0.8621 0.8621 0.0000 0.8621 0 0.8621 0.0000 0.8621 0 
153 0.8974 0.8974 0.8974 0.0000 0.8974 0 0.8974 0.0000 0.8974 0 
154 1.0000 1.0000 1.0000 0.0000 1.0000 0 1.0000 0.0000 1.0000 0 
155 0.8501 0.8501 0.8501 0.0000 0.8501 0 0.8501 0.0000 0.8501 0 
156 0.8945 0.8945 0.8945 0.0000 0.8945 0 0.8945 0.0000 0.8945 0 
157 0.9844 0.9844 0.9844 0.0000 0.9844 0 0.9844 0.0000 0.9865 4.19E-06 
158 0.9041 0.9041 0.9041 0.0000 0.9041 0 0.9041 0.0000 0.9041 0 
159 0.8280 0.8280 0.8280 0.0000 0.8280 0 0.8280 0.0000 0.8280 0 
160 0.8902 0.8902 0.8902 0.0000 0.8902 0 0.8902 0.0000 0.8902 0 
161 0.9140 0.9140 0.9140 0.0000 0.9140 0 0.9140 0.0000 0.9140 0 
162 0.8936 0.8936 0.8936 0.0000 0.8936 0 0.8936 0.0000 0.8936 0 
163 0.9200 0.9200 0.9200 0.0000 0.9200 0 0.9200 0.0000 0.9200 0 
164 0.8426 0.8426 0.8426 0.0000 0.8426 0 0.8426 0.0000 0.8426 0 
165 0.8840 0.8840 0.8840 0.0000 0.8840 0 0.8840 0.0000 0.8840 0 
166 0.8208 0.8208 0.8208 0.0000 0.8208 0 0.8208 0.0000 0.8208 0 
167 0.7598 0.7598 0.7598 0.0000 0.7598 0 0.7598 0.0000 0.7598 0 
168 0.9400 0.9400 0.9400 0.0000 0.9400 0 0.9400 0.0000 0.9400 0 
169 0.8663 0.8663 0.8663 0.0000 0.8663 0 0.8663 0.0000 0.8663 0 
170 0.8758 0.8758 0.8758 0.0000 0.8873 0.00013 0.8758 0.0000 0.8758 0 
171 0.8889 0.8889 0.8889 0.0000 0.8889 0 0.8889 0.0000 0.8889 0 
172 0.9015 0.9015 0.9015 0.0000 0.9030 2.2E-06 0.9015 0.0000 0.9015 0 
173 0.9845 0.9845 0.9845 0.0000 0.9845 0 0.9845 0.0000 0.9877 1.01E-05 
174 0.8394 0.8394 0.8394 0.0000 0.8394 0 0.8394 0.0000 0.8394 0 
175 0.8990 0.8990 0.8990 0.0000 0.8990 0 0.8990 0.0000 0.8990 0 
176 0.8199 0.8199 0.8199 0.0000 0.8339 0.0002 0.8199 0.0000 0.8199 0 
177 0.9192 0.9192 0.9192 0.0000 0.9192 0 0.9192 0.0000 0.9192 0 
178 0.9936 0.9936 0.9939 0.0000 0.9936 0 0.9936 0.0000 0.9967 9.73E-06 
179 0.8995 0.8995 0.8995 0.0000 0.8995 0 0.8995 0.0000 0.8995 0 
180 0.8203 0.8203 0.8203 0.0000 0.8203 0 0.8203 0.0000 0.8203 0 
181 0.7600 0.7600 0.7600 0.0000 0.7600 0 0.7600 0.0000 0.7600 0 
182 0.8500 0.8500 0.8500 0.0000 0.8500 0 0.8500 0.0000 0.8500 0 
183 0.8103 0.8103 0.8103 0.0000 0.8103 0 0.8103 0.0000 0.8103 0 
184 0.6983 0.6983 0.6983 0.0000 0.7128 0.00021 0.6983 0.0000 0.6983 0 




D  0.00372 84D  
3.59.E-05 
 86
D  8.E-05 
Tabla 57.  Puntuaciones modelos (2) y ecuación (6) para las  DMUs 58, 80, 84 y 86. 
 
Como se puede analizar para las DMUs 58 ,  84 y 86 se obtiene un valor D  muy bajo   por lo 
tanto dichas DMUs no pueden ser consideradas como influyentes bajo la metodologia de 
(Acarlar et al., 2014). Ahora bien, para el caso de las DMUs 80  se tiene un valor D   más 





conjunto de datos. 
 
DMU i  *  89i   2 89i i   123i   
2
 123i i 
 
129i   
2
 129i i 
 
150i   
2
 150i i 
 
1 0.7224 0.7224 0.7224 0 0.7224 0 0.7304 6E-05 0.7453 0.0005 
2 0.8497 0.8497 0.8497 0 0.8505 6E-07 0.8675 0.0003 0.8657 0.0003 
3 0.8700 0.8700 0.8700 0 0.8700 0 0.8700 0 0.8700 0 
4 0.9200 0.9200 0.9200 0 0.9207 6E-07 0.9200 0 0.9200 0 
5 0.9603 0.9603 0.9603 0 0.9626 5E-06 0.9737 0.0002 0.9636 1E-05 
6 0.7816 0.7816 0.7816 0 0.7816 0 0.7977 0.0003 0.7816 0 
7 0.8417 0.8417 0.8417 0 0.8451 1E-05 0.8519 0.0001 0.8426 7E-07 
8 0.8100 0.8100 0.8100 0 0.8100 2E-09 0.8100 0 0.8100 0 
9 0.8407 0.8407 0.8407 0 0.8407 0 0.8407 0 0.8407 0 
10 0.8153 0.8153 0.8153 0 0.8153 0 0.8400 0.0006 0.8333 0.0003 
11 0.7952 0.7952 0.7952 0 0.7971 4E-06 0.8062 0.0001 0.7979 7E-06 
12 0.9272 0.9272 0.9272 0 0.9279 5E-07 0.9487 0.0005 0.9467 0.0004 
13 0.8922 0.8922 0.8922 0 0.8922 0 0.8922 0 0.9159 0.0006 
14 0.9856 0.9856 0.9859 7E-08 0.9863 5E-07 0.9856 0 0.9856 0 
15 0.8334 0.8334 0.8334 0 0.8375 2E-05 0.8338 1E-07 0.8367 1E-05 
16 0.8447 0.8447 0.8447 0 0.8491 2E-05 0.8517 5E-05 0.8447 0 
17 0.8400 0.8400 0.8400 0 0.8400 0 0.8400 0 0.8400 0 
18 0.7521 0.7521 0.7521 0 0.7521 0 0.7765 0.0006 0.7521 0 
19 0.8194 0.8194 0.8194 0 0.8211 3E-06 0.8270 6E-05 0.8310 0.0001 
20 0.8233 0.8233 0.8233 0 0.8238 2E-07 0.8375 0.0002 0.8599 0.0013 
21 0.7574 0.7574 0.7574 0 0.7574 0 0.7667 9E-05 0.7574 0 
22 0.8624 0.8624 0.8624 0 0.8638 2E-06 0.8877 0.0006 0.8624 0 
23 0.8900 0.8900 0.8900 0 0.8905 2E-07 0.8900 0 0.8900 0 
24 0.9911 0.9911 0.9911 0 0.9926 2E-06 0.9911 0 0.9930 3E-06 
25 0.9869 0.9869 0.9869 0 0.9869 0 0.9869 0 1.0000 0.0002 
26 0.8023 0.8023 0.8023 0 0.8024 8E-09 0.8323 0.0009 0.8024 2E-08 
27 0.8700 0.8700 0.8700 0 0.8700 0 0.8700 0 0.8700 0 
28 0.8993 0.8993 0.8993 0 0.9012 4E-06 0.9227 0.0005 0.8993 0 
29 0.8368 0.8368 0.8368 0 0.8368 0 0.8547 0.0003 0.8368 0 
30 0.9921 0.9921 0.9921 0 0.9938 3E-06 0.9921 0 0.9924 1E-07 
31 0.8023 0.8023 0.8023 0 0.8024 8E-09 0.8323 0.0009 0.8024 2E-08 
32 0.8728 0.8728 0.8728 0 0.8728 0 0.8728 0 0.9072 0.0012 
33 0.9166 0.9166 0.9166 0 0.9186 4E-06 0.9389 0.0005 0.9172 4E-07 
34 0.8714 0.8714 0.8714 0 0.8732 3E-06 0.8799 7E-05 0.8839 0.0002 
35 0.8496 0.8496 0.8496 0 0.8496 0 0.8537 2E-05 0.8496 0 
36 0.8867 0.8867 0.8867 0 0.8879 1E-06 0.9085 0.0005 0.8884 3E-06 





38 0.8311 0.8311 0.8311 0 0.8311 0 0.8336 6E-06 0.8439 0.0002 
39 0.9887 0.9887 0.9887 0 0.9887 0 0.9887 0 0.9896 9E-07 
40 0.7473 0.7473 0.7473 0 0.7473 0 0.7630 0.0002 0.7473 0 
41 0.8272 0.8272 0.8272 0 0.8291 4E-06 0.8392 0.0001 0.8300 8E-06 
42 0.8647 0.8647 0.8647 0 0.8681 1E-05 0.8651 2E-07 0.8692 2E-05 
43 0.8198 0.8198 0.8198 0 0.8211 2E-06 0.8433 0.0006 0.8198 0 
44 0.9846 0.9846 0.9851 3E-07 0.9851 3E-07 0.9846 0 0.9846 0 
45 0.7739 0.7739 0.7739 0 0.7770 1E-05 0.7851 0.0001 0.7739 0 
46 0.8256 0.8256 0.8256 0 0.8291 1E-05 0.8270 2E-06 0.8287 1E-05 
47 0.8449 0.8449 0.8449 0 0.8465 2E-06 0.8553 0.0001 0.8579 0.0002 
48 0.8375 0.8375 0.8375 0 0.8411 1E-05 0.8456 6E-05 0.8387 1E-06 
49 0.8468 0.8468 0.8468 0 0.8505 1E-05 0.8544 6E-05 0.8480 1E-06 
50 0.7919 0.7919 0.7919 0 0.7919 0 0.7960 2E-05 0.8171 0.0006 
51 0.8717 0.8717 0.8717 0 0.8717 0 0.8717 0 0.8811 9E-05 
52 0.7016 0.7016 0.7016 0 0.7023 5E-07 0.7212 0.0004 0.7026 1E-06 
53 0.9427 0.9427 0.9427 0 0.9453 7E-06 0.9521 9E-05 0.9464 1E-05 
54 0.8800 0.8800 0.8800 0 0.8800 0 0.8800 0 0.8800 0 
55 0.9023 0.9023 0.9023 0 0.9052 9E-06 0.9065 2E-05 0.9089 4E-05 
56 0.9265 0.9265 0.9265 0 0.9266 7E-09 0.9471 0.0004 0.9697 0.0019 
57 0.8041 0.8041 0.8041 0 0.8041 0 0.8242 0.0004 0.8041 0 
58 1.0000 1.0024 1.0000 0 1.0000 0 1.0000 0 1.0000 0 
59 0.7751 0.7751 0.7751 0 0.7757 3E-07 0.8015 0.0007 0.7751 0 
60 0.8223 0.8223 0.8223 0 0.8223 0 0.8511 0.0008 0.8223 0 
61 0.9926 0.9926 0.9928 2E-08 0.9964 1E-05 0.9926 0 1.0000 5E-05 
62 0.9503 0.9503 0.9503 0 0.9533 9E-06 0.9697 0.0004 0.9503 0 
63 0.7632 0.7632 0.7632 0 0.7650 3E-06 0.7678 2E-05 0.7730 1E-04 
64 0.8922 0.8922 0.8922 0 0.8948 7E-06 0.8922 0 0.8948 7E-06 
65 0.8452 0.8452 0.8452 0 0.8478 7E-06 0.8511 3E-05 0.8489 1E-05 
66 0.8360 0.8360 0.8360 0 0.8385 6E-06 0.8422 4E-05 0.8396 1E-05 
67 0.8190 0.8190 0.8190 0 0.8198 5E-07 0.8367 0.0003 0.8346 0.0002 
68 0.8700 0.8700 0.8700 0 0.8700 0 0.8700 0 0.8700 0 
69 0.9370 0.9370 0.9370 0 0.9372 6E-08 0.9635 0.0007 0.9574 0.0004 
70 0.9500 0.9500 0.9504 2E-07 0.9500 0 0.9500 0 0.9500 0 
71 0.8776 0.8776 0.8776 0 0.8776 0 0.9013 0.0006 0.8931 0.0002 
72 0.8600 0.8600 0.8600 0 0.8600 0 0.8600 0 0.8600 0 
73 0.7189 0.7189 0.7189 0 0.7196 5E-07 0.7424 0.0005 0.7189 0 
74 0.8391 0.8391 0.8391 0 0.8398 4E-07 0.8670 0.0008 0.8391 0 
75 0.8700 0.8700 0.8706 3E-07 0.8710 1E-06 0.8700 0 0.8700 0 
76 0.7600 0.7600 0.7600 0 0.7600 0 0.7600 0 0.7600 0 
77 0.8900 0.8900 0.8900 0 0.8939 2E-05 0.8900 0 0.8900 0 





79 0.8521 0.8521 0.8521 0 0.8521 0 0.8521 0 0.8740 0.0005 
80 1.0000 1.0208 1.0000 0 1.0000 0 1.0000 0 1.0000 0 
81 0.8899 0.8899 0.8899 0 0.8932 1E-05 0.9042 0.0002 0.8903 2E-07 
82 0.8264 0.8264 0.8264 0 0.8264 0 0.8264 0 0.8360 9E-05 
83 1.0000 1.0000 1.0000 0 1.0000 0 1.0000 0 1.0000 0 
84 1.0000 1.0037 1.0000 0 1.0000 0 1.0000 0 1.0000 0 
85 0.9926 0.9926 0.9926 0 0.9943 3E-06 0.9926 0 0.9976 2E-05 
86 1.0000 1.0071 1.0000 0 1.0000 0 1.0000 0 1.0000 0 
87 0.9841 0.9841 0.9845 1E-07 0.9842 8E-09 0.9841 0 0.9841 0 
88 0.9243 0.9243 0.9243 0 0.9266 5E-06 0.9289 2E-05 0.9535 0.0009 
89 1.0000 1.0141 
excluid
a excluida 1.0000 0 1.0000 0 1.0000 0 
90 0.9123 0.9123 0.9123 0 0.9123 0 0.9123 0 0.9357 0.0005 
91 0.8290 0.8290 0.8290 0 0.8290 0 0.8531 0.0006 0.8460 0.0003 
92 0.9172 0.9172 0.9172 0 0.9172 0 0.9172 0 0.9568 0.0016 
93 0.8872 0.8872 0.8872 0 0.8892 4E-06 0.9097 0.0005 0.8872 0 
94 0.9409 0.9409 0.9419 1E-06 0.9422 2E-06 0.9409 0 0.9433 6E-06 
95 0.7757 0.7757 0.7757 0 0.7757 0 0.7934 0.0003 0.7757 0 
96 0.8407 0.8407 0.8407 0 0.8407 0 0.8407 0 0.8407 0 
97 0.6995 0.6995 0.6995 0 0.6995 0 0.7148 0.0002 0.6995 0 
98 0.9603 0.9603 0.9604 3E-08 0.9603 0 0.9603 0 0.9639 1E-05 
99 0.8900 0.8900 0.8900 1E-11 0.8910 1E-06 0.8900 0 0.8900 0 
100 0.9834 0.9834 0.9840 4E-07 0.9834 0 0.9834 0 0.9834 0 
101 0.9196 0.9196 0.9196 0 0.9199 7E-08 0.9311 0.0001 0.9912 0.0051 
102 0.9336 0.9336 0.9336 0 0.9359 6E-06 0.9378 2E-05 0.9538 0.0004 
103 0.7636 0.7636 0.7636 0 0.7636 0 0.7636 0 0.7743 0.0001 
104 0.8904 0.8904 0.8904 0 0.8920 3E-06 0.8904 0 0.8908 2E-07 
105 0.8033 0.8033 0.8033 0 0.8064 1E-05 0.8143 0.0001 0.8039 4E-07 
106 0.7700 0.7700 0.7700 0 0.7700 0 0.7962 0.0007 0.7700 0 
107 0.7829 0.7829 0.7829 0 0.7829 0 0.7952 0.0002 0.7829 0 
108 0.8925 0.8925 0.8925 0 0.8967 2E-05 0.8925 0 0.8955 9E-06 
109 0.9800 0.9800 0.9800 0 0.9800 0 0.9800 0 0.9800 0 
110 0.9204 0.9204 0.9204 0 0.9226 4E-06 0.9339 0.0002 0.9235 9E-06 
111 0.8782 0.8782 0.8782 0 0.8798 3E-06 0.9013 0.0005 0.8785 1E-07 
112 0.9693 0.9693 0.9693 0 0.9746 3E-05 0.9735 2E-05 0.9700 5E-07 
113 0.8159 0.8159 0.8159 0 0.8159 0 0.8327 0.0003 0.8159 0 
114 0.7633 0.7633 0.7633 0 0.7633 0 0.7710 6E-05 0.7633 0 
115 0.9980 0.9980 0.9980 0 0.9980 0 0.9980 0 0.9994 2E-06 
116 0.6982 0.6982 0.6982 0 0.6982 0 0.7170 0.0004 0.6982 0 
117 0.8043 0.8043 0.8043 0 0.8043 0 0.8313 0.0007 0.8043 0 
118 0.8359 0.8359 0.8359 0 0.8385 7E-06 0.8528 0.0003 0.8359 0 





120 0.9173 0.9173 0.9173 0 0.9199 7E-06 0.9184 1E-06 0.9277 0.0001 
121 0.9444 0.9444 0.9444 0 0.9484 2E-05 0.9446 2E-08 0.9528 7E-05 
122 1.0000 1.0000 1.0000 0 1.0000 0 1.0000 0 1.0000 0 
123 1.0000 1.0096 1.0000 0 
excluid
a excluida 1.0000 0 1.0000 0 
124 0.8548 0.8548 0.8548 0 0.8558 9E-07 0.8646 1E-04 0.9121 0.0033 
125 0.8520 0.8520 0.8520 0 0.8531 1E-06 0.8604 7E-05 0.8873 0.0012 
126 0.8709 0.8709 0.8709 0 0.8728 4E-06 0.8709 0 0.8721 1E-06 
127 0.7173 0.7173 0.7173 0 0.7183 1E-06 0.7237 4E-05 0.7468 0.0009 
128 0.9173 0.9173 0.9173 0 0.9173 0 0.9173 0 0.9831 0.0043 
129 1.0000 1.0386 1.0000 0 1.0000 0 
excluid
a excluida 1.0000 0 
130 0.8475 0.8475 0.8475 0 0.8475 0 0.8475 0 0.8475 0 
131 0.8545 0.8545 0.8545 0 0.8545 0 0.8675 0.0002 0.8545 0 
132 0.8288 0.8288 0.8288 0 0.8318 9E-06 0.8426 0.0002 0.8291 9E-08 
133 0.8083 0.8083 0.8083 0 0.8091 6E-07 0.8311 0.0005 0.8094 1E-06 
134 0.7625 0.7625 0.7625 0 0.7625 0 0.7879 0.0006 0.7625 0 
135 0.9855 0.9855 0.9855 0 0.9855 0 0.9855 0 0.9855 0 
136 0.8020 0.8020 0.8020 0 0.8020 0 0.8020 0 0.8102 7E-05 
137 0.7965 0.7965 0.7965 0 0.7971 4E-07 0.8231 0.0007 0.7965 0 
138 0.8952 0.8952 0.8952 0 0.8999 2E-05 0.9023 5E-05 0.8952 0 
139 0.8489 0.8489 0.8489 0 0.8518 8E-06 0.8515 7E-06 0.8531 2E-05 
140 0.8100 0.8100 0.8100 0 0.8126 7E-06 0.8100 0 0.8100 0 
141 0.9379 0.9379 0.9379 0 0.9399 4E-06 0.9608 0.0005 0.9385 3E-07 
142 0.8100 0.8100 0.8100 0 0.8100 0 0.8289 0.0004 0.8100 0 
143 0.8516 0.8516 0.8516 0 0.8545 8E-06 0.8612 9E-05 0.8537 4E-06 
144 0.8516 0.8516 0.8516 0 0.8518 5E-08 0.8755 0.0006 0.8701 0.0003 
145 0.8760 0.8760 0.8760 0 0.8772 1E-06 0.8975 0.0005 0.8777 3E-06 
146 0.7810 0.7810 0.7810 0 0.7810 5E-09 0.8104 0.0009 0.7811 1E-08 
147 0.9872 0.9872 0.9881 8E-07 0.9881 9E-07 0.9872 0 1.0000 0.0002 
148 0.9000 0.9000 0.9000 0 0.9000 0 0.9000 0 0.9000 0 
149 0.9331 0.9331 0.9331 0 0.9331 0 0.9331 0 1.0000 0.0045 
150 1.0000 6.0600 1.0000 0 1.0000 0 1.0000 0 
excluid
a excluida 
151 0.7685 0.7685 0.7685 0 0.7690 3E-07 0.7804 0.0001 0.8021 0.0011 
152 0.8621 0.8621 0.8621 0 0.8652 9E-06 0.8772 0.0002 0.8621 0 
153 0.8974 0.8974 0.8974 0 0.9012 1E-05 0.8997 5E-06 0.9007 1E-05 
154 1.0000 1.0000 1.0000 0 1.0000 0 1.0000 0 1.0000 0 
155 0.8501 0.8501 0.8501 0 0.8531 9E-06 0.8645 0.0002 0.8504 8E-08 
156 0.8945 0.8945 0.8945 0 0.8959 2E-06 0.9153 0.0004 0.8965 4E-06 
157 0.9844 0.9844 0.9870 6E-06 0.9844 0 0.9844 0 0.9844 0 





159 0.8280 0.8280 0.8280 0 0.8304 6E-06 0.8409 0.0002 0.8295 2E-06 
160 0.8902 0.8902 0.8902 0 0.8932 9E-06 0.8934 1E-05 0.8945 2E-05 
161 0.9140 0.9140 0.9140 0 0.9159 4E-06 0.9293 0.0002 0.9167 8E-06 
162 0.8936 0.8936 0.8936 0 0.8972 1E-05 0.9047 0.0001 0.8945 7E-07 
163 0.9200 0.9200 0.9200 0 0.9200 0 0.9200 0 0.9200 0 
164 0.8426 0.8426 0.8426 0 0.8438 2E-06 0.8674 0.0006 0.8426 0 
165 0.8840 0.8840 0.8840 0 0.8881 2E-05 0.8845 3E-07 0.8874 1E-05 
166 0.8208 0.8208 0.8208 0 0.8224 3E-06 0.8291 7E-05 0.8327 0.0001 
167 0.7598 0.7598 0.7598 0 0.7598 0 0.7598 0 0.8143 0.003 
168 0.9400 0.9400 0.9400 0 0.9400 0 0.9400 0 0.9400 0 
169 0.8663 0.8663 0.8663 0 0.8678 2E-06 0.8773 0.0001 0.8838 0.0003 
170 0.8758 0.8758 0.8758 0 0.8758 0 0.8758 0 0.8911 0.0002 
171 0.8889 0.8889 0.8889 0 0.8932 2E-05 0.8925 1E-05 0.8908 4E-06 
172 0.9015 0.9015 0.9015 0 0.9015 0 0.9129 0.0001 0.9686 0.0045 
173 0.9845 0.9845 0.9882 1E-05 0.9845 0 0.9845 0 0.9865 4E-06 
174 0.8394 0.8394 0.8394 0 0.8398 1E-07 0.8679 0.0008 0.8400 3E-07 
175 0.8990 0.8990 0.8990 0 0.8990 0 0.8990 0 1.0000 0.0102 
176 0.8199 0.8199 0.8199 0 0.8199 0 0.8253 3E-05 0.8199 0 
177 0.9192 0.9192 0.9192 0 0.9212 4E-06 0.9264 5E-05 0.9349 0.0002 
178 0.9936 0.9936 0.9940 1E-07 0.9936 0 0.9936 0 0.9936 0 
179 0.8995 0.8995 0.8995 0 0.9012 3E-06 0.9232 0.0006 0.8998 1E-07 
180 0.8203 0.8203 0.8203 0 0.8211 6E-07 0.8442 0.0006 0.8214 1E-06 
181 0.7600 0.7600 0.7600 0 0.7600 0 0.7600 0 0.7600 0 
182 0.8500 0.8500 0.8500 0 0.8500 0 0.8500 0 0.8500 0 
183 0.8103 0.8103 0.8103 0 0.8104 8E-09 0.8282 0.0003 0.8480 0.0014 
184 0.6983 0.6983 0.6983 0 0.6983 0 0.6983 0 0.6983 0 
   
89D  2.E-05 123D  0.001 129D  0.0307 150D  0.0564 
 Tabla 58.  Puntuaciones modelos (2) y ecuación (6) para las  DMUs 89, 123, 129 y 150. 
 
Como se puede analizar de la Tabla 58 las DMUs 89, 123 tienen un valor D  muy bajo por lo 
que estas DMUs no podrían ser consideradas como influyentes en la eficiencia de algunas DMUs 
del conjunto de datos. En cambio las DMUs 129 y 150 tienen un valor D  alto y por ende podrían 















ANEXO M.  Análisis de Eficiencia Técnica Global base de Datos  ISCE-2016-HUILA-
Secundaria-CCR-O  
 
EFICIENCIA TECNICA GLOBAL ISCE-HUILA-SECUNDARIA-2016 
posición DMU Name Municipio     z   rank Efficient 
80 COLEGIO CLARETIANO GUSTAVO Neiva 1.0000 1.0000 1 Yes 
129 IE MUNICIPAL NACIONAL Pitalito 1.0000 1.0000 1 Yes 
150 ALTO DEL OBISPO San Agustín 1.0000 1.0000 1 Yes 
86 I.E.PROMOCION SOCIAL Neiva 0.9970 1.0030 2   
25 SIMON BOLIVAR Garzón 0.9795 1.0209 3   
135 I.E. MUNICIPAL LICEO SUR ANDINO Pitalito 0.9766 1.0239 4   
115 PROMOCIÓN SOCIAL Palermo 0.9719 1.0289 5   
39 ESCUELA NORMAL SUPERIOR Gigante 0.9669 1.0343 6   
83 I. E. SANTA LIBRADA Neiva 0.9555 1.0466 7   
84 IE ESCUELA NORMAL SUPERIOR  Neiva 0.9555 1.0466 7   
173 OTONIEL ROJAS CORREA tesalia 0.9526 1.0498 8   
178 PANTANOS Timaná 0.9470 1.0560 9   
85 I.E. INEM JULIAN MOTTA SALAS Neiva 0.9459 1.0571 10   
58 EL PESCADOR la argentina 0.9400 1.0638 11   
147 MISAEL PASTRANA BORRERO Saladoblanco 0.9366 1.0677 12   
89 COL SAN MIGUEL ARCANGEL Neiva 0.9363 1.0681 13   
87 I.E.TECNICO SUPERIOR Neiva 0.9352 1.0693 14   
61 MARILLAC La Plata 0.9333 1.0714 15   
69 SANTA LUCIA La Plata 0.9328 1.0720 16   
78 MARIA MANDIGUAGUA Nátaga 0.9268 1.0789 17   
56 ELISA BORRERO DE PASTRANA la argentina 0.9250 1.0811 18   
24 MARIA AUXILIADORA Elías 0.9245 1.0816 19   
109 IE CHAPINERO Neiva 0.9239 1.0824 20   
100 IE HUMBERTO TAFUR CHARRY Neiva 0.9229 1.0835 21   
30 SAN ANTONIO DEL PESCADO Garzón 0.9208 1.0860 22   
5 SAN MARCOS Acevedo 0.9203 1.0866 23   
98 EL LIMONAR Neiva 0.9173 1.0902 24   
12 LOS NEGROS Algeciras 0.9150 1.0929 25   
157 LAS JUNTAS santa María 0.9150 1.0929 26   
101 ATANASIO GIRARDOT Neiva 0.9149 1.0931 27   
154 PUERTO QUINCHANA San Agustín 0.9065 1.1031 28   
149 LAUREANO GOMEZ San Agustín 0.9061 1.1036 29   
14 DIVINO SALVADOR Altamira 0.9058 1.1040 30   
141 IE MUNICIPAL WINNIPEG Pitalito 0.9038 1.1064 31   
92 JOSE EUSTACIO RIVERA Neiva 0.9003 1.1107 32   
172 PACARNI tesalia 0.9003 1.1108 33   
175 EL TEJAR Timaná 0.8990 1.1124 34   
62 SAN SEBASTIAN La Plata 0.8979 1.1137 35   
53 I.E. JOSE EUSTACIO RIVERA Isnos 0.8973 1.1145 36   
44 CACHAYA Gigante 0.8960 1.1161 37   
70 SAN VICENTE La Plata 0.8956 1.1165 38   
123 ESPERANZA palestina 0.8950 1.1173 39   





94 CENT DOC ANACONIA Neiva 0.8862 1.1284 41   
121 PALESTINA palestina 0.8862 1.1284 41   
122 BUENOS AIRES palestina 0.8838 1.1314 42   
158 EL CISNE santa María 0.8838 1.1315 43   
88 IE ROBERTO DURAN ALVIRA Neiva 0.8835 1.1318 44   
110 SAN JOSE Oporapa 0.8833 1.1321 45   
33 CAGUANCITO Garzón 0.8830 1.1324 46   
177 COSANZA Timaná 0.8830 1.1325 47   
90 IPC Neiva 0.8814 1.1345 48   
161 GALLARDO suaza 0.8803 1.1360 49   
112 EL CARMEN Oporapa 0.8791 1.1375 50   
71 VILLALOSADA La Plata 0.8760 1.1416 51   
156 SAN JOAQUIN santa María 0.8713 1.1477 52   
120 JOSÉ REINEL CERQUERA Palermo 0.8708 1.1483 53   
179 CASCAJAL Timaná 0.8697 1.1498 54   
4 SAN ISIDRO Acevedo 0.8673 1.1530 55   
163 EL VERGEL Tarqui 0.8673 1.1530 55   
36 EL RECREO Garzón 0.8658 1.1550 56   
37 EL DESCANSO Garzón 0.8632 1.1585 57   
168 SAN ANDRES Tello 0.8632 1.1585 57   
51 MARIA AUXILIADORA Íquira 0.8627 1.1591 58   
13 LA PERDIZ Algeciras 0.8620 1.1600 59   
28 RAMON ALVARADO SANCHEZ Garzón 0.8584 1.1649 60   
145 LA ULLOA rivera 0.8553 1.1692 61   
128 
IE MUNICIPAL HUMBERTO MUÑOZ 
ORDOÑEZ Pitalito 0.8549 1.1697 62   
170 MISAEL PASTRANA BORRERO Teruel 0.8514 1.1745 63   
55 SALEN Isnos 0.8507 1.1755 64   
111 SAN ROQUE Oporapa 0.8490 1.1779 65   
32 LUIS CALIXTO LEIVA Garzón 0.8487 1.1782 66   
148 LA CABAÑA Saladoblanco 0.8485 1.1786 67   
144 NUCLEO ESCOLAR EL GUADUAL rivera 0.8475 1.1799 68   
130 IE MUNICIPAL NORMAL SUPERIOR Pitalito 0.8475 1.1800 69   
93 LUIS IGNACIO ANDRADE Neiva 0.8457 1.1824 70   
131 IE MUNICIPAL JOSE EUSTASIO RIVERA Pitalito 0.8432 1.1859 71   
9 JUAN XXIII Algeciras 0.8407 1.1895 72   
96 IE DE FORTALECILLAS Neiva 0.8407 1.1895 72   
34 SAN GERARDO Garzón 0.8399 1.1906 73   
169 ANACLETO GARCIA Tello 0.8394 1.1913 74   
64 MISAEL PASTRANA  BORRERO La Plata 0.8391 1.1918 75   
99 I E  RODRIGO LARA BONILLA Neiva 0.8391 1.1918 75   
104 ENRIQUE OLAYA HERRERA Neiva 0.8391 1.1918 75   
22 PAULO VI Colombia 0.8381 1.1932 76   
160 GUAYABAL suaza 0.8377 1.1937 77   
124 LUIS ONOFRE ACOSTA palestina 0.8375 1.1940 78   
2 I.E. JOSE ACEVEDO Y GOMEZ Acevedo 0.8353 1.1971 79   
81 
I.E. DEPARTAMENTAL TIERRA DE 
PROMISIÓN Neiva 0.8345 1.1983 80   





162 ESTEBAN ROJAS TOVAR Tarqui 0.8325 1.2011 82   
125 PROMOCION SOCIAL Pital 0.8324 1.2014 83   
153 LOS CAUCHOS San Agustín 0.8321 1.2018 84   
54 COL BORDONES Isnos  0.8296 1.2054 85   
91 CEINAR Neiva 0.8283 1.2074 86   
108 IE JAIRO MORERA LIZCANO Neiva 0.8280 1.2077 87   
35 SANTA MARTA Garzón 0.8276 1.2084 88   
38 ISMAEL PERDOMO BORRERO Gigante 0.8269 1.2093 89   
79 PATIO BONITO Nátaga 0.8233 1.2146 90   
75 EL SALADO La Plata 0.8202 1.2192 91   
126 NTRA. SRA. DEL SOCORRO Pital 0.8202 1.2192 91   
82 OLIVERIO LARA BORRERO Neiva 0.8190 1.2210 92   
165 RICABRISA Tarqui 0.8187 1.2214 93   
47 MARIA AUXILIADORA Guadalupe 0.8181 1.2224 94   
23 SANTA ANA Colombia 0.8173 1.2236 95   
77 COLEGIO LAS MERCEDES Nátaga 0.8173 1.2236 95   
171 EL ROSARIO tesalia 0.8159 1.2256 96   
10 LA ARCADIA Algeciras 0.8151 1.2269 97   
29 TULIO ARBELAEZ Garzón 0.8150 1.2269 98   
20 JOSE HILARIO LOPEZ campoalegre 0.8149 1.2272 99   
74 BAJO CAÑADA La Plata 0.8111 1.2329 100   
42 JORGE VILLAMIL ORTEGA Gigante 0.8108 1.2334 101   
142 I.E. MUNICIPAL DOMINGO SAVIO Pitalito 0.8100 1.2346 102   
3 COL SAN ADOLFO Acevedo 0.8094 1.2355 103   
176 NARANJAL Timaná 0.8091 1.2359 104   
183 ANA ELISA CUENCA LARA Yaguará 0.8087 1.2365 105   
180 GABRIEL PLAZA Villavieja 0.8072 1.2389 106   
138 IE MUNICIPAL VILLA FATIMA Pitalito 0.8072 1.2389 107   
67 MONSERRATE La Plata 0.8059 1.2408 108   
113 LUIS EDGAR DURAN RAMIREZ Paicol 0.8051 1.2420 109   
119 NILO Palermo 0.8026 1.2459 110   
143 MISAEL PASTRANA BORRERO Rivera 0.8020 1.2469 111   
60 EL PENSIL la argentina 0.8009 1.2485 112   
26 JENARO DIAZ JORDAN Garzón 0.8007 1.2489 113   
31 BARRIOS UNIDOS Garzón 0.8007 1.2489 113   
152 OBANDO San Agustín 0.8007 1.2489 114   
65 LUIS CARLOS TRUJILLO POLANCO La Plata 0.8002 1.2498 115   
27 AGROP DEL HUILA Garzón 0.7989 1.2517 116   
68 YU LUUCX PISHAU La Plata 0.7989 1.2517 116   
164 SAN JUAN BOSCO Tarqui 0.7988 1.2519 117   
155 SANTA JUANA DE ARCO santa María 0.7984 1.2525 118   
139 IE MUNICIPAL CHILLURCO Pitalito 0.7981 1.2529 119   
133 IE MUNICIPAL LA LAGUNA Pitalito 0.7942 1.2592 120   
41 JORGE ELIECER GAITAN Gigante 0.7937 1.2600 121   
136 IE MUNICIPAL MONTESSORI Pitalito 0.7932 1.2607 122   
66 VILLA DE LOS ANDES La Plata 0.7921 1.2624 123   
166 LA ASUNCION Tello 0.7917 1.2631 124   





43 SILVANIA Gigante 0.7862 1.2719 126   
159 SAN LORENZO suaza 0.7857 1.2728 127   
50 ROBERTO SUAZA MARQUINEZ Hobo 0.7851 1.2738 128   
49 LA BERNARDA Guadalupe 0.7842 1.2751 129   
7 MONTESITOS agrado 0.7838 1.2759 130   
57 LAS TOLDAS la argentina 0.7832 1.2768 131   
146 RIVERITA rivera 0.7797 1.2826 132   
72 SEGOVIANAS La Plata 0.7796 1.2827 133   
132 IE MUNICIPAL CRIOLLO Pitalito 0.7779 1.2855 134   
48 NTRA SRA DEL CARMEN Guadalupe 0.7764 1.2879 135   
117 OSPINA PEREZ Palermo 0.7734 1.2930 136   
107 IE EDUARDO SANTOS Neiva 0.7726 1.2943 137   
15 ANTONIO BARAYA baraya 0.7722 1.2950 138   
17 LA TROJA baraya 0.7713 1.2964 139   
118 SANTA ROSALIA Palermo 0.7701 1.2985 140   
95 EL CAGUAN Neiva 0.7655 1.3064 141   
46 SOSIMO SUAREZ Gigante 0.7644 1.3082 142   
114 SAN JUAN BOSCO Palermo 0.7633 1.3100 143   
134 IE MUNICIPAL GUACACALLO Pitalito 0.7625 1.3114 144   
11 EL PARAISO Algeciras 0.7621 1.3121 145   
16 JOAQUIN GARCIA BORRERO baraya 0.7620 1.3123 146   
6 LA MERCED Agrado 0.7613 1.3136 147   
182 LA VICTORIA Villavieja 0.7608 1.3145 148   
137 IE MUNICIPAL PALMARITO Pitalito 0.7603 1.3153 149   
59 BETANIA la argentina 0.7595 1.3166 150   
103 IE RICARDO BORRERO ALVAREZ Neiva 0.7587 1.3180 151   
151 CARLOS RAMON REPIZO San Agustín 0.7583 1.3187 152   
21 ECOPETROL campoalegre 0.7574 1.3202 153   
8 AGROPECUARIA DE AIPE Aipe  0.7536 1.3270 154   
105 GUACIRCO Neiva 0.7501 1.3331 155   
40 IE JOSE MIEGUEL MONTALVO Gigante 0.7473 1.3382 156   
18 EUGENIO FERRO FALLA campoalegre 0.7422 1.3474 157   
63 INSTITUTO AGRICOLA La Plata 0.7308 1.3684 158   
167 NICOLAS GARCIA BAHAMON Tello 0.7270 1.3756 159   
140 I.E. JORGE VILLAMIL CORDOVEZ Pitalito 0.7250 1.3794 160   
106 I.E.AIPECITO Neiva 0.7219 1.3852 161   
1 I.E.JESUS MARIA AGUIRRE CHARRY Acevedo 0.7182 1.3924 162   
76 GALLEGO La Plata 0.7165 1.3957 163   
45 INST.EDUC.RIOLORO Gigante 0.7150 1.3986 164   
73 SAN MIGUEL La Plata 0.7027 1.4231 165   
127 NTRA SRA DEL CARMEN Pital 0.6996 1.4293 166   
97 I. E. AGUSTIN  CODAZZI Neiva 0.6995 1.4295 167   
184 AMELIA PERDOMO DE GARCIA Yaguará 0.6891 1.4511 168   
52 KUE DSI J Íquira 0.6890 1.4513 169   
116 JUNCAL Palermo 0.6890 1.4513 170   
181 SAN ALFONSO Villavieja 0.6889 1.4515 171   











EFICIENCIA TECNICA PURA ISCE-HUILA-SECUNDARIA-2016 
posición DMU Name Municipio     z   rank Efficient 
58 EL PESCADOR La Argentina 1.0000 1.0000 1 Yes 
80 COLEGIO CLARETIANO GUSTAVO Neiva 1.0000 1.0000 1 Yes 
84 
IE ESCUELA NORMAL SUPERIOR 
DE NEIVA Neiva 1.0000 1.0000 1 Yes 
86 I.E.PROMOCION SOCIAL Neiva 1.0000 1.0000 1 Yes 
89 COL SAN MIGUEL ARCANGEL Neiva 1.0000 1.0000 1 Yes 
123 ESPERANZA Palestina 1.0000 1.0000 1 Yes 
129 IE MUNICIPAL NACIONAL Pitalito 1.0000 1.0000 1 Yes 
150 ALTO DEL OBISPO San Agustín 1.0000 1.0000 1 Yes 
83 I. E. SANTA LIBRADA Neiva 1.0000 1.0000 2   
122 BUENOS AIRES Palestina 1.0000 1.0000 2   
154 PUERTO QUINCHANA San Agustín 1.0000 1.0000 2   
115 PROMOCIÓN SOCIAL Palermo 0.9980 1.0020 3   
178 PANTANOS Timaná 0.9936 1.0064 4   
85 I.E. INEM JULIAN MOTTA SALAS Neiva 0.9926 1.0074 5   
61 MARILLAC La Plata 0.9926 1.0074 6   
30 SAN ANTONIO DEL PESCADO Garzón 0.9921 1.0080 7   
24 MARIA AUXILIADORA Elías 0.9911 1.0090 8   
39 ESCUELA NORMAL SUPERIOR Gigante 0.9887 1.0115 9   
147 MISAEL PASTRANA BORRERO Saladoblanco 0.9872 1.0130 10   
25 SIMON BOLIVAR Garzón 0.9869 1.0133 11   
14 DIVINO SALVADOR Altamira 0.9856 1.0146 12   
135 
I.E. MUNICIPAL LICEO SUR 
ANDINO Pitalito 0.9855 1.0147 13   
44 CACHAYA Gigante 0.9846 1.0156 14   
173 OTONIEL ROJAS CORREA Tesalia 0.9845 1.0157 15   
157 LAS JUNTAS Santa María 0.9844 1.0158 16   
87 I.E.TECNICO SUPERIOR Neiva 0.9841 1.0161 17   
100 IE HUMBERTO TAFUR CHARRY Neiva 0.9834 1.0169 18   
109 IE CHAPINERO Neiva 0.9800 1.0204 19   
78 MARIA MANDIGUAGUA Natagá 0.9700 1.0309 20   
112 EL CARMEN Oporapa 0.9693 1.0317 21   
5 SAN MARCOS Acevedo 0.9603 1.0413 22   
98 EL LIMONAR Neiva 0.9603 1.0414 23   
62 SAN SEBASTIAN La Plata 0.9503 1.0523 24   
70 SAN VICENTE La Plata 0.9500 1.0526 25   
121 Palestina Palestina 0.9444 1.0588 26   
53 I.E. JOSE EUSTACIO Rivera Isnos 0.9427 1.0608 27   
94 CENT DOC ANACONIA Neiva 0.9409 1.0628 28   
37 EL DESCANSO Garzón 0.9400 1.0638 29   
168 SAN ANDRES Tello 0.9400 1.0638 29   





69 SANTA LUCIA La Plata 0.9370 1.0672 31   
102 COL BAS JUAN DE CABRERA Neiva 0.9336 1.0712 32   
149 LAUREANO GOMEZ San Agustín 0.9331 1.0717 33   
12 LOS NEGROS Algeciras 0.9272 1.0785 34   
56 ELISA BORRERO DE PASTRANA La Argentina 0.9265 1.0793 35   
88 IE ROBERTO DURAN ALVIRA Neiva 0.9243 1.0819 36   
110 SAN JOSE Oporapa 0.9204 1.0864 37   
4 SAN ISIDRO Acevedo 0.9200 1.0870 38   
163 EL VERGEL Tarqui 0.9200 1.0870 38   
101 ATANASIO GIRARDOT Neiva 0.9196 1.0874 39   
177 COSANZA Timaná 0.9192 1.0879 40   
128 
IE MUNICIPAL HUMBERTO MUÑOZ 
ORDOÑEZ Pitalito 0.9173 1.0901 41   
120 JOSÉ REINEL CERQUERA Palermo 0.9173 1.0902 42   
92 JOSE EUSTACIO Rivera Neiva 0.9172 1.0903 43   
33 CAGUANCITO Garzón 0.9166 1.0910 44   
161 GALLARDO Suaza 0.9140 1.0941 45   
90 IPC Neiva 0.9123 1.0962 46   
158 EL CISNE Santa María 0.9041 1.1061 47   
55 SALEN Isnos 0.9023 1.1083 48   
172 PACARNI Tesalia 0.9015 1.1093 49   
148 LA CABAÑA Saladoblanco 0.9000 1.1111 50   
179 CASCAJAL Timaná 0.8995 1.1118 51   
28 RAMON ALVARADO SANCHEZ Garzón 0.8993 1.1120 52   
175 EL TEJAR Timaná 0.8990 1.1124 53   
153 LOS CAUCHOS San Agustín 0.8974 1.1143 54   
138 IE MUNICIPAL VILLA FATIMA Pitalito 0.8952 1.1171 55   
156 SAN JOAQUIN Santa María 0.8945 1.1179 56   
162 ESTEBAN ROJAS TOVAR Tarqui 0.8936 1.1190 57   
108 IE JAIRO MORERA LIZCANO Neiva 0.8925 1.1205 58   
13 LA PERDIZ Algeciras 0.8922 1.1208 59   
64 MISAEL PASTRANA  BORRERO La Plata 0.8922 1.1209 60   
104 ENRIQUE OLAYA HERRERA Neiva 0.8904 1.1231 61   
160 GUAYABAL Suaza 0.8902 1.1233 62   
23 SANTA ANA Colombia 0.8900 1.1236 63   
77 COLEGIO LAS MERCEDES Natagá 0.8900 1.1236 63   
99 I E  RODRIGO LARA BONILLA Neiva 0.8900 1.1236 63   
81 
I.E. DEPARTAMENTAL TIERRA DE 
PROMISIÓN Neiva 0.8899 1.1237 64   
171 EL ROSARIO Tesalia 0.8889 1.1250 65   
93 LUIS IGNACIO ANDRADE Neiva 0.8872 1.1271 66   
36 EL RECREO Garzón 0.8867 1.1278 67   
165 RICABRISA Tarqui 0.8840 1.1313 68   
54 COL BORDONES Isnos  0.8800 1.1364 69   
111 SAN ROQUE Oporapa 0.8782 1.1388 70   
71 VILLALOSADA La Plata 0.8776 1.1395 71   
145 LA ULLOA Rivera 0.8760 1.1416 72   
170 MISAEL PASTRANA BORRERO Teruel 0.8758 1.1418 73   





51 MARIA AUXILIADORA Íquira 0.8717 1.1472 75   
34 SAN GERARDO Garzón 0.8714 1.1476 76   
126 NTRA. SRA. DEL SOCORRO El Pital 0.8709 1.1482 77   
3 COL SAN ADOLFO Acevedo 0.8700 1.1494 78   
27 AGROP DEL HUILA Garzón 0.8700 1.1494 78   
68 YU LUUCX PISHAU La Plata 0.8700 1.1494 78   
75 EL SALADO La Plata 0.8700 1.1494 78   
169 ANACLETO GARCIA Tello 0.8663 1.1543 79   
42 JORGE VILLAMIL ORTEGA Gigante 0.8647 1.1565 80   
22 PAULO VI Colombia 0.8624 1.1595 81   
152 OBANDO San Agustín 0.8621 1.1600 82   
72 SEGOVIANAS La Plata 0.8600 1.1628 83   
124 LUIS ONOFRE ACOSTA Palestina 0.8548 1.1698 84   
131 
IE MUNICIPAL JOSE EUSTASIO 
Rivera Pitalito 0.8545 1.1703 85   
79 PATIO BONITO Natagá 0.8521 1.1735 86   
125 PROMOCION SOCIAL El Pital 0.8520 1.1736 87   
143 MISAEL PASTRANA BORRERO Rivera 0.8516 1.1743 88   
144 NUCLEO ESCOLAR EL GUADUAL Rivera 0.8516 1.1743 89   
155 SANTA JUANA DE ARCO Santa María 0.8501 1.1763 90   
182 LA VICTORIA Villavieja 0.8500 1.1765 91   
2 I.E. JOSE ACEVEDO Y GOMEZ Acevedo 0.8497 1.1769 92   
35 SANTA MARTA Garzón 0.8496 1.1770 93   
139 IE MUNICIPAL CHILLURCO Pitalito 0.8489 1.1780 94   
130 
IE MUNICIPAL NORMAL 
SUPERIOR Pitalito 0.8475 1.1800 95   
49 LA BERNARDA Guadalupe 0.8468 1.1809 96   
65 
LUIS CARLOS TRUJILLO 
POLANCO La Plata 0.8452 1.1831 97   
47 MARIA AUXILIADORA Guadalupe 0.8449 1.1835 98   
16 JOAQUIN GARCIA BORRERO Baraya 0.8447 1.1838 99   
164 SAN JUAN BOSCO Tarqui 0.8426 1.1869 100   
7 MONTESITOS Agrado 0.8417 1.1880 101   
119 NILO Palermo 0.8414 1.1885 102   
9 JUAN XXIII Algeciras 0.8407 1.1895 103   
96 IE DE FORTALECILLAS Neiva 0.8407 1.1895 103   
17 LA TROJA Baraya 0.8400 1.1905 104   
174 LA GAITANA Timaná 0.8394 1.1913 105   
74 BAJO CAÑADA La Plata 0.8391 1.1917 106   
48 NTRA SRA DEL CARMEN Guadalupe 0.8375 1.1940 107   
29 TULIO ARBELAEZ Garzón 0.8368 1.1951 108   
66 VILLA DE LOS ANDES La Plata 0.8360 1.1962 109   
118 SANTA ROSALIA Palermo 0.8359 1.1964 110   
15 ANTONIO Baraya Baraya 0.8334 1.1998 111   
38 ISMAEL PERDOMO BORRERO Gigante 0.8311 1.2032 112   
91 CEINAR Neiva 0.8290 1.2063 113   
132 IE MUNICIPAL CRIOLLO Pitalito 0.8288 1.2066 114   
159 SAN LORENZO Suaza 0.8280 1.2077 115   





82 OLIVERIO LARA BORRERO Neiva 0.8264 1.2101 117   
46 SOSIMO SUAREZ Gigante 0.8256 1.2113 118   
20 JOSE HILARIO LOPEZ Campoalegre 0.8233 1.2146 119   
60 EL PENSIL La Argentina 0.8223 1.2161 120   
166 LA ASUNCION Tello 0.8208 1.2183 121   
180 GABRIEL PLAZA Villavieja 0.8203 1.2190 122   
176 NARANJAL Timaná 0.8199 1.2197 123   
43 SILVANIA Gigante 0.8198 1.2198 124   
19 LA VEGA Campoalegre 0.8194 1.2204 125   
67 MONSERRATE La Plata 0.8190 1.2210 126   
113 LUIS EDGAR DURAN RAMIREZ Paicol 0.8159 1.2257 127   
10 LA ARCADIA Algeciras 0.8153 1.2265 128   
183 ANA ELISA CUENCA LARA Yaguará 0.8103 1.2341 129   
8 AGROPECUARIA DE AIPE adipe  0.8100 1.2346 130   
140 I.E. JORGE VILLAMIL CORDOVEZ Pitalito 0.8100 1.2346 130   
142 I.E. MUNICIPAL DOMINGO SAVIO Pitalito 0.8100 1.2346 131   
133 IE MUNICIPAL LA LAGUNA Pitalito 0.8083 1.2372 132   
117 OSPINA PEREZ Palermo 0.8043 1.2433 133   
57 LAS TOLDAS La Argentina 0.8041 1.2437 134   
105 GUACIRCO Neiva 0.8033 1.2449 135   
26 JENARO DIAZ JORDAN Garzón 0.8023 1.2464 136   
31 BARRIOS UNIDOS Garzón 0.8023 1.2464 136   
136 IE MUNICIPAL MONTESSORI Pitalito 0.8020 1.2470 137   
137 IE MUNICIPAL PALMARITO Pitalito 0.7965 1.2556 138   
11 EL PARAISO Algeciras 0.7952 1.2576 139   
50 ROBERTO Suaza MARQUINEZ hobo 0.7919 1.2628 140   
107 IE EDUARDO SANTOS Neiva 0.7829 1.2773 141   
6 LA MERCED Agrado 0.7816 1.2795 142   
146 RIVERITA Rivera 0.7810 1.2805 143   
95 EL CAGUAN Neiva 0.7757 1.2892 144   
59 BETANIA La Argentina 0.7751 1.2901 145   
45 INST.EDUC.RIOLORO Gigante 0.7739 1.2922 146   
106 I.E.AIPECITO Neiva 0.7700 1.2986 147   
151 CARLOS RAMON REPIZO San Agustín 0.7685 1.3013 148   
103 IE RICARDO BORRERO ALVAREZ Neiva 0.7636 1.3096 149   
114 SAN JUAN BOSCO Palermo 0.7633 1.3100 150   
63 INSTITUTO AGRICOLA La Plata 0.7632 1.3103 151   
134 IE MUNICIPAL GUACACALLO Pitalito 0.7625 1.3114 152   
76 GALLEGO La Plata 0.7600 1.3158 153   
181 SAN ALFONSO Villavieja 0.7600 1.3158 153   
167 NICOLAS GARCIA BAHAMON Tello 0.7598 1.3161 154   
21 ECOPETROL Campoalegre 0.7574 1.3202 155   
18 EUGENIO FERRO FALLA Campoalegre 0.7521 1.3297 156   
40 IE JOSE MIEGUEL MONTALVO Gigante 0.7473 1.3382 157   
1 
I.E.JESUS MARIA AGUIRRE 
CHARRY Acevedo 0.7224 1.3844 158   
73 SAN MIGUEL La Plata 0.7189 1.3910 159   
127 NTRA SRA DEL CARMEN El Pital 0.7173 1.3941 160   





97 I. E. AGUSTIN  CODAZZI Neiva 0.6995 1.4295 162   
184 AMELIA PERDOMO DE GARCIA Yaguará 0.6983 1.4320 163   
116 JUNCAL Palermo 0.6982 1.4322 164   
 
Tabla 60.  Eficiencia Técnica Pura base de datos ISCE-HUILA-Secunndaria-2016. 
 
 
ANEXO O.  Conjunto de Referencia ( ) base de datos  ISCE-2016-HUILA-Secundaria  
 
 
DMU Name 58  80  84  86  89  123  129  150  
I.E.JESUS MARIA AGUIRRE 
CHARRY 0.00 0.31 0.00 0.00 0.00 0.00 0.29 0.40 
I.E. JOSE ACEVEDO Y 
GOMEZ 0.00 0.00 0.00 0.00 0.00 0.14 0.54 0.31 
COL SAN ADOLFO 0.00 0.00 0.33 0.00 0.45 0.22 0.00 0.00 
SAN ISIDRO 0.00 0.00 0.79 0.00 0.02 0.19 0.00 0.00 
SAN MARCOS 0.00 0.00 0.00 0.00 0.00 0.36 0.36 0.28 
LA MERCED 0.00 0.45 0.00 0.00 0.00 0.00 0.55 0.00 
MONTESITOS 0.00 0.00 0.00 0.00 0.00 0.60 0.31 0.08 
AGROPECUARIA DE AIPE 0.00 0.00 0.55 0.00 0.09 0.37 0.00 0.00 
JUAN XXIII 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 
LA ARCADIA 0.00 0.02 0.00 0.00 0.00 0.00 0.78 0.20 
EL PARAISO 0.00 0.00 0.00 0.00 0.00 0.36 0.36 0.28 
LOS NEGROS 0.00 0.00 0.00 0.00 0.00 0.11 0.60 0.29 
LA PERDIZ 0.00 0.00 0.75 0.00 0.00 0.00 0.00 0.25 
DIVINO SALVADOR 0.69 0.00 0.00 0.00 0.09 0.21 0.00 0.00 
ANTONIO BARAYA 0.00 0.00 0.00 0.00 0.00 0.66 0.01 0.33 
JOAQUIN GARCIA 
BORRERO 0.00 0.00 0.00 0.00 0.00 0.78 0.22 0.00 
LA TROJA 0.00 0.00 0.13 0.00 0.45 0.42 0.00 0.00 
EUGENIO FERRO FALLA 0.00 0.14 0.00 0.00 0.00 0.00 0.86 0.00 
LA VEGA 0.00 0.00 0.00 0.00 0.00 0.31 0.24 0.45 
JOSE HILARIO LOPEZ 0.00 0.00 0.00 0.00 0.00 0.08 0.45 0.47 
ECOPETROL 0.00 0.68 0.00 0.00 0.00 0.00 0.32 0.00 
PAULO VI 0.00 0.00 0.00 0.00 0.00 0.24 0.76 0.00 
SANTA ANA 0.00 0.00 0.19 0.00 0.35 0.46 0.00 0.00 
MARIA AUXILIADORA 0.25 0.00 0.00 0.00 0.00 0.44 0.00 0.30 
SIMON BOLIVAR 0.09 0.05 0.00 0.50 0.00 0.00 0.00 0.35 
JENARO DIAZ JORDAN 0.00 0.00 0.00 0.00 0.00 0.02 0.97 0.01 
AGROP DEL HUILA 0.00 0.00 0.35 0.00 0.09 0.57 0.00 0.00 
RAMON ALVARADO 
SANCHEZ 0.00 0.00 0.00 0.00 0.00 0.31 0.69 0.00 
TULIO ARBELAEZ 0.00 0.43 0.00 0.00 0.00 0.00 0.57 0.00 
SAN ANTONIO DEL 
PESCADO 0.19 0.15 0.00 0.00 0.00 0.52 0.00 0.13 
BARRIOS UNIDOS 0.00 0.00 0.00 0.00 0.00 0.02 0.97 0.01 
LUIS CALIXTO LEIVA 0.00 0.40 0.00 0.00 0.00 0.00 0.00 0.60 





SAN GERARDO 0.00 0.00 0.00 0.00 0.00 0.30 0.25 0.44 
SANTA MARTA 0.00 0.87 0.00 0.00 0.00 0.00 0.13 0.00 
EL RECREO 0.00 0.00 0.00 0.00 0.00 0.20 0.64 0.16 
EL DESCANSO 0.00 0.00 0.00 0.00 0.67 0.33 0.00 0.00 
ISMAEL PERDOMO 
BORRERO 0.00 0.73 0.00 0.00 0.00 0.00 0.07 0.20 
ESCUELA NORMAL 
SUPERIOR 0.34 0.17 0.00 0.22 0.00 0.00 0.00 0.27 
IE JOSE MIEGUEL 
MONTALVO 0.00 0.46 0.00 0.00 0.00 0.00 0.54 0.00 
JORGE ELIECER GAITAN 0.00 0.00 0.00 0.00 0.00 0.35 0.38 0.28 
JORGE VILLAMIL ORTEGA 0.00 0.00 0.00 0.00 0.00 0.55 0.01 0.44 
SILVANIA 0.00 0.00 0.00 0.00 0.00 0.24 0.76 0.00 
CACHAYA 0.66 0.00 0.00 0.00 0.17 0.17 0.00 0.00 
INST.EDUC.RIOLORO 0.00 0.00 0.00 0.00 0.00 0.61 0.39 0.00 
SOSIMO SUAREZ 0.00 0.00 0.00 0.00 0.00 0.64 0.05 0.31 
MARIA AUXILIADORA 0.00 0.00 0.00 0.00 0.00 0.27 0.32 0.41 
NTRA SRA DEL CARMEN 0.00 0.00 0.00 0.00 0.00 0.64 0.25 0.11 
LA BERNARDA 0.00 0.00 0.00 0.00 0.00 0.65 0.23 0.12 
ROBERTO SUAZA 
MARQUINEZ 0.00 0.47 0.00 0.00 0.00 0.00 0.13 0.40 
MARIA AUXILIADORA 0.00 0.80 0.00 0.00 0.00 0.00 0.00 0.20 
KUE DSI J 0.00 0.00 0.00 0.00 0.00 0.15 0.73 0.12 
I.E. JOSE EUSTACIO 
RIVERA 0.00 0.00 0.00 0.00 0.00 0.41 0.26 0.33 
COL BORDONES 0.00 0.00 0.73 0.00 0.12 0.15 0.00 0.00 
SALEN 0.00 0.00 0.00 0.00 0.00 0.49 0.12 0.39 
ELISA BORRERO DE 
PASTRANA 0.00 0.00 0.00 0.00 0.00 0.01 0.58 0.41 
LAS TOLDAS 0.00 0.34 0.00 0.00 0.00 0.00 0.66 0.00 
EL PESCADOR 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
BETANIA 0.00 0.00 0.00 0.00 0.00 0.11 0.89 0.00 
EL PENSIL 0.00 0.07 0.00 0.00 0.00 0.00 0.93 0.00 
MARILLAC 0.00 0.00 0.30 0.00 0.05 0.39 0.00 0.26 
SAN SEBASTIAN 0.00 0.00 0.00 0.00 0.00 0.47 0.53 0.00 
INSTITUTO AGRICOLA 0.00 0.00 0.00 0.00 0.00 0.36 0.16 0.49 
MISAEL PASTRANA  
BORRERO 0.00 0.00 0.37 0.00 0.00 0.39 0.00 0.24 
LUIS CARLOS TRUJILLO 
POLANCO 0.00 0.00 0.00 0.00 0.00 0.46 0.18 0.36 
VILLA DE LOS ANDES 0.00 0.00 0.00 0.00 0.00 0.45 0.19 0.36 
MONSERRATE 0.00 0.00 0.00 0.00 0.00 0.13 0.56 0.31 
YU LUUCX PISHAU 0.00 0.00 0.21 0.00 0.32 0.47 0.00 0.00 
SANTA LUCIA 0.00 0.00 0.00 0.00 0.00 0.04 0.73 0.23 
SAN VICENTE 0.00 0.00 0.50 0.00 0.50 0.00 0.00 0.00 
VILLALOSADA 0.00 0.10 0.00 0.00 0.00 0.00 0.70 0.20 
SEGOVIANAS 0.00 0.00 0.00 0.00 0.33 0.67 0.00 0.00 
SAN MIGUEL 0.00 0.00 0.00 0.00 0.00 0.15 0.85 0.00 
BAJO CAÑADA 0.00 0.00 0.00 0.00 0.00 0.12 0.88 0.00 





GALLEGO 0.00 0.00 0.50 0.00 0.50 0.00 0.00 0.00 
COLEGIO LAS MERCEDES 0.00 0.00 0.40 0.00 0.00 0.60 0.00 0.00 
MARIA MANDIGUAGUA 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 
PATIO BONITO 0.00 0.00 0.75 0.00 0.00 0.00 0.00 0.25 
COLEGIO CLARETIANO 
GUSTAVO 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 
I.E. DEPARTAMENTAL 
TIERRA DE PROMISIÓN 0.00 0.00 0.00 0.00 0.00 0.55 0.42 0.04 
OLIVERIO LARA BORRERO 0.00 0.80 0.00 0.00 0.00 0.00 0.00 0.20 
I. E. SANTA LIBRADA 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 
IE ESCUELA NORMAL 
SUPERIOR DE NEIVA 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 
I.E. INEM JULIAN MOTTA 
SALAS 0.00 0.00 0.52 0.00 0.00 0.21 0.00 0.27 
I.E.PROMOCION SOCIAL 0.00 0.00 0.00 1.00 0.00 0.00 0.00 0.00 
I.E.TECNICO SUPERIOR 0.30 0.00 0.00 0.49 0.09 0.12 0.00 0.00 
IE ROBERTO DURAN 
ALVIRA 0.00 0.00 0.00 0.00 0.00 0.37 0.13 0.50 
COL SAN MIGUEL 
ARCANGEL 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 
IPC 0.00 0.00 0.75 0.00 0.00 0.00 0.00 0.25 
CEINAR 0.00 0.05 0.00 0.00 0.00 0.00 0.75 0.20 
JOSE EUSTACIO RIVERA 0.00 0.40 0.00 0.00 0.00 0.00 0.00 0.60 
LUIS IGNACIO ANDRADE 0.00 0.00 0.00 0.00 0.00 0.33 0.67 0.00 
CENT DOC ANACONIA 0.00 0.00 0.45 0.00 0.31 0.15 0.00 0.09 
EL CAGUAN 0.00 0.39 0.00 0.00 0.00 0.00 0.61 0.00 
IE DE FORTALECILLAS 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 
I. E. AGUSTIN  CODAZZI 0.00 0.44 0.00 0.00 0.00 0.00 0.56 0.00 
EL LIMONAR 0.00 0.00 0.92 0.00 0.05 0.00 0.00 0.03 
I E  RODRIGO LARA 
BONILLA 0.00 0.00 0.75 0.00 0.09 0.16 0.00 0.00 
IE HUMBERTO TAFUR 
CHARRY 0.19 0.00 0.00 0.73 0.08 0.00 0.00 0.00 
ATANASIO GIRARDOT 0.00 0.00 0.00 0.00 0.00 0.04 0.32 0.63 
COL BAS JUAN DE 
CABRERA 0.00 0.00 0.00 0.00 0.00 0.38 0.12 0.50 
IE RICARDO BORRERO 
ALVAREZ 0.00 0.80 0.00 0.00 0.00 0.00 0.00 0.20 
ENRIQUE OLAYA HERRERA 0.00 0.00 0.72 0.00 0.00 0.23 0.00 0.04 
GUACIRCO 0.00 0.00 0.00 0.00 0.00 0.58 0.35 0.06 
I.E.AIPECITO 0.00 0.10 0.00 0.00 0.00 0.00 0.90 0.00 
IE EDUARDO SANTOS 0.00 0.58 0.00 0.00 0.00 0.00 0.42 0.00 
IE JAIRO MORERA LIZCANO 0.00 0.00 0.10 0.00 0.00 0.62 0.00 0.28 
IE CHAPINERO 0.00 0.00 0.50 0.00 0.50 0.00 0.00 0.00 
SAN JOSE 0.00 0.00 0.00 0.00 0.00 0.35 0.38 0.28 
SAN ROQUE 0.00 0.00 0.00 0.00 0.00 0.29 0.68 0.03 
EL CARMEN 0.00 0.00 0.00 0.00 0.00 0.83 0.11 0.06 
LUIS EDGAR DURAN 
RAMIREZ 0.00 0.45 0.00 0.00 0.00 0.00 0.55 0.00 
SAN JUAN BOSCO 0.00 0.74 0.00 0.00 0.00 0.00 0.26 0.00 





JUNCAL 0.00 0.29 0.00 0.00 0.00 0.00 0.71 0.00 
OSPINA PEREZ 0.00 0.11 0.00 0.00 0.00 0.00 0.89 0.00 
SANTA ROSALIA 0.00 0.00 0.00 0.00 0.00 0.46 0.54 0.00 
NILO 0.00 0.00 0.70 0.00 0.00 0.13 0.00 0.17 
JOSÉ REINEL CERQUERA 0.00 0.00 0.00 0.00 0.00 0.43 0.03 0.54 
PALESTINA 0.00 0.00 0.00 0.00 0.00 0.55 0.00 0.44 
BUENOS AIRES 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 
ESPERANZA 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 
LUIS ONOFRE ACOSTA 0.00 0.00 0.00 0.00 0.00 0.17 0.30 0.53 
PROMOCION SOCIAL 0.00 0.00 0.00 0.00 0.00 0.19 0.25 0.55 
NTRA. SRA. DEL SOCORRO 0.00 0.00 0.61 0.00 0.00 0.29 0.00 0.11 
NTRA SRA DEL CARMEN 0.00 0.00 0.00 0.00 0.00 0.20 0.23 0.56 
IE MUNICIPAL HUMBERTO 
MUÑOZ ORDOÑEZ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
IE MUNICIPAL NACIONAL 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 
IE MUNICIPAL NORMAL 
SUPERIOR 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 
IE MUNICIPAL JOSE 
EUSTASIO RIVERA 0.00 0.60 0.00 0.00 0.00 0.00 0.40 0.00 
IE MUNICIPAL CRIOLLO 0.00 0.00 0.00 0.00 0.00 0.54 0.43 0.03 
IE MUNICIPAL LA LAGUNA 0.00 0.00 0.00 0.00 0.00 0.15 0.73 0.12 
IE MUNICIPAL 
GUACACALLO 0.00 0.14 0.00 0.00 0.00 0.00 0.86 0.00 
I.E. MUNICIPAL LICEO SUR 
ANDINO 0.11 0.12 0.00 0.77 0.00 0.00 0.00 0.00 
IE MUNICIPAL 
MONTESSORI 0.00 0.80 0.00 0.00 0.00 0.00 0.00 0.20 
IE MUNICIPAL PALMARITO 0.00 0.00 0.00 0.00 0.00 0.11 0.89 0.00 
IE MUNICIPAL VILLA 
FATIMA 0.00 0.00 0.00 0.00 0.00 0.79 0.21 0.00 
IE MUNICIPAL CHILLURCO 0.00 0.00 0.00 0.00 0.00 0.51 0.08 0.41 
I.E. JORGE VILLAMIL 
CORDOVEZ 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 
IE MUNICIPAL WINNIPEG 0.00 0.00 0.00 0.00 0.00 0.32 0.63 0.05 
I.E. MUNICIPAL DOMINGO 
SAVIO 0.00 0.39 0.00 0.00 0.00 0.00 0.61 0.00 
MISAEL PASTRANA 
BORRERO 0.00 0.00 0.00 0.00 0.00 0.50 0.29 0.20 
NUCLEO ESCOLAR EL 
GUADUAL 0.00 0.00 0.00 0.00 0.00 0.04 0.73 0.23 
LA ULLOA 0.00 0.00 0.00 0.00 0.00 0.20 0.64 0.16 
RIVERITA 0.00 0.00 0.00 0.00 0.00 0.01 0.97 0.01 
MISAEL PASTRANA 
BORRERO 0.00 0.00 0.00 0.10 0.07 0.38 0.00 0.46 
LA CABAÑA 0.00 0.00 0.62 0.00 0.30 0.08 0.00 0.00 
LAUREANO GOMEZ 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
ALTO DEL OBISPO 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
CARLOS RAMON REPIZO 0.00 0.00 0.00 0.00 0.00 0.11 0.40 0.49 
OBANDO 0.00 0.00 0.00 0.00 0.00 0.53 0.47 0.00 
LOS CAUCHOS 0.00 0.00 0.00 0.00 0.00 0.63 0.07 0.30 





SANTA JUANA DE ARCO 0.00 0.00 0.00 0.00 0.00 0.53 0.44 0.03 
SAN JOAQUIN 0.00 0.00 0.00 0.00 0.00 0.22 0.60 0.18 
LAS JUNTAS 0.00 0.00 0.00 0.75 0.25 0.00 0.00 0.00 
EL CISNE 0.00 0.00 0.00 0.00 0.00 0.19 0.26 0.55 
SAN LORENZO 0.00 0.00 0.00 0.00 0.00 0.44 0.40 0.15 
GUAYABAL 0.00 0.00 0.00 0.00 0.00 0.50 0.09 0.40 
GALLARDO 0.00 0.00 0.00 0.00 0.00 0.31 0.43 0.25 
ESTEBAN ROJAS TOVAR 0.00 0.00 0.00 0.00 0.00 0.60 0.32 0.08 
EL VERGEL 0.00 0.00 0.53 0.00 0.45 0.02 0.00 0.00 
SAN JUAN BOSCO 0.00 0.00 0.00 0.00 0.00 0.22 0.78 0.00 
RICABRISA 0.00 0.00 0.00 0.00 0.00 0.66 0.02 0.33 
LA ASUNCION 0.00 0.00 0.00 0.00 0.00 0.30 0.26 0.44 
NICOLAS GARCIA 
BAHAMON 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
SAN ANDRES 0.00 0.00 0.00 0.00 0.67 0.33 0.00 0.00 
ANACLETO GARCIA 0.00 0.00 0.00 0.00 0.00 0.26 0.33 0.41 
MISAEL PASTRANA 
BORRERO 0.00 0.60 0.00 0.00 0.00 0.00 0.00 0.40 
EL ROSARIO 0.00 0.00 0.00 0.00 0.00 0.72 0.10 0.18 
PACARNI 0.00 0.07 0.00 0.00 0.00 0.00 0.33 0.60 
OTONIEL ROJAS CORREA 0.00 0.00 0.00 0.70 0.27 0.00 0.00 0.03 
LA GAITANA 0.00 0.00 0.00 0.00 0.00 0.07 0.88 0.05 
EL TEJAR 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 
NARANJAL 0.00 0.82 0.00 0.00 0.00 0.00 0.18 0.00 
COSANZA 0.00 0.00 0.00 0.00 0.00 0.33 0.20 0.47 
PANTANOS 0.33 0.00 0.00 0.58 0.09 0.00 0.00 0.00 
CASCAJAL 0.00 0.00 0.00 0.00 0.00 0.29 0.68 0.03 
GABRIEL PLAZA 0.00 0.00 0.00 0.00 0.00 0.14 0.75 0.11 
SAN ALFONSO 0.00 0.00 0.12 0.00 0.14 0.74 0.00 0.00 
LA VICTORIA 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 
ANA ELISA CUENCA LARA 0.00 0.00 0.00 0.00 0.00 0.02 0.57 0.41 
AMELIA PERDOMO DE 
GARCIA 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 



















ANEXO P. Contribución porcentual de las entrada y las salidas en la Eficiencia Técnica 
Pura base de datos  ISCE-2016-HUILA-Secundaria-BCC-O 
 
DMU Name progreso desempeño eficiencia ambiente 
I.E.JESUS MARIA AGUIRRE CHARRY 0.00 42.37 23.11 264.25 
I.E. JOSE ACEVEDO Y GOMEZ 0.00 16.47 76.29 8.48 
COL SAN ADOLFO 0.00 0.00 114.94 0.00 
SAN ISIDRO 0.00 0.00 108.70 0.00 
SAN MARCOS 0.00 14.56 67.45 7.49 
LA MERCED 0.00 37.72 20.58 0.00 
MONTESITOS 0.00 16.59 76.84 8.54 
AGROPECUARIA DE AIPE 0.00 0.00 123.46 0.00 
JUAN XXIII 0.00 40.32 0.00 158.60 
LA ARCADIA 0.00 36.84 20.09 229.74 
EL PARAISO 0.00 17.58 81.46 9.05 
LOS NEGROS 0.00 15.09 69.91 7.77 
LA PERDIZ 0.00 0.00 112.36 28.09 
DIVINO SALVADOR 30.90 2.16 2.07 1.94 
ANTONIO BARAYA 0.00 16.76 77.66 8.63 
JOAQUIN GARCIA BORRERO 0.00 17.12 74.90 0.00 
LA TROJA 0.00 0.00 119.05 0.00 
EUGENIO FERRO FALLA 0.00 39.20 21.38 0.00 
LA VEGA 0.00 17.08 79.11 8.79 
JOSE HILARIO LOPEZ 0.00 17.01 78.79 8.75 
ECOPETROL 0.00 38.92 21.23 176.03 
PAULO VI 0.00 16.77 73.36 0.00 
SANTA ANA 0.00 0.00 112.36 0.00 
MARIA AUXILIADORA 30.19 2.62 2.56 3.64 
SIMON BOLIVAR 29.80 3.27 2.68 5.23 
JENARO DIAZ JORDAN 0.00 17.43 80.73 8.97 
AGROP DEL HUILA 0.00 0.00 114.94 0.00 
RAMON ALVARADO SANCHEZ 0.00 16.08 70.35 0.00 
TULIO ARBELAEZ 0.00 35.23 19.22 0.00 
SAN ANTONIO DEL PESCADO 29.42 3.26 3.15 3.62 
BARRIOS UNIDOS 0.00 17.43 80.73 8.97 
LUIS CALIXTO LEIVA 0.00 42.37 0.00 347.46 
CAGUANCITO 0.00 15.24 70.61 7.85 
SAN GERARDO 0.00 16.06 74.39 8.27 
SANTA MARTA 0.00 34.70 18.93 0.00 
EL RECREO 0.00 15.77 73.05 8.12 
EL DESCANSO 0.00 0.00 106.38 0.00 
ISMAEL PERDOMO BORRERO 0.00 36.14 19.71 225.36 
ESCUELA NORMAL SUPERIOR 29.71 3.26 2.67 5.22 
IE JOSE MIEGUEL MONTALVO 0.00 39.45 21.52 178.43 
JORGE ELIECER GAITAN 0.00 16.90 78.30 8.70 
JORGE VILLAMIL ORTEGA 0.00 16.17 74.91 8.32 
SILVANIA 0.00 17.64 77.18 0.00 





INST.EDUC.RIOLORO 0.00 18.69 81.76 0.00 
SOSIMO SUAREZ 0.00 16.92 78.40 8.71 
MARIA AUXILIADORA 0.00 16.56 76.71 8.52 
NTRA SRA DEL CARMEN 0.00 16.67 77.22 8.58 
LA BERNARDA 0.00 16.49 76.38 8.49 
ROBERTO SUAZA MARQUINEZ 0.00 38.65 21.08 241.04 
MARIA AUXILIADORA 0.00 40.00 0.00 328.00 
KUE DSI J 0.00 19.93 92.33 10.26 
I.E. JOSE EUSTACIO RIVERA 0.00 14.83 68.71 7.63 
COL BORDONES 0.00 0.00 113.64 0.00 
SALEN 0.00 15.50 71.79 7.98 
ELISA BORRERO DE PASTRANA 0.00 15.11 70.01 7.78 
LAS TOLDAS 0.00 36.67 20.00 0.00 
EL PESCADOR 28.79 4.48 0.00 4.90 
BETANIA 0.00 18.66 81.62 0.00 
EL PENSIL 0.00 35.85 19.56 0.00 
MARILLAC 0.17 0.56 99.25 11.05 
SAN SEBASTIAN 0.00 15.22 66.58 0.00 
INSTITUTO AGRICOLA 0.00 18.33 84.93 9.44 
MISAEL PASTRANA  BORRERO 0.00 6.64 95.64 10.63 
LUIS CARLOS TRUJILLO POLANCO 0.00 16.54 76.63 8.51 
VILLA DE LOS ANDES 0.00 16.73 77.48 8.61 
MONSERRATE 0.00 17.08 79.14 8.79 
YU LUUCX PISHAU 0.00 0.00 114.94 0.00 
SANTA LUCIA 0.00 14.93 69.18 7.69 
SAN VICENTE 0.00 0.00 105.26 0.00 
VILLALOSADA 0.00 34.23 18.67 213.44 
SEGOVIANAS 0.00 0.00 116.28 0.00 
SAN MIGUEL 0.00 20.12 88.01 0.00 
BAJO CAÑADA 0.00 17.23 75.40 0.00 
EL SALADO 0.00 0.00 114.94 0.00 
GALLEGO 0.00 0.00 131.58 0.00 
COLEGIO LAS MERCEDES 0.00 0.00 112.36 0.00 
MARIA MANDIGUAGUA 0.00 0.00 103.09 25.77 
PATIO BONITO 0.00 0.00 117.65 29.41 
COLEGIO CLARETIANO GUSTAVO 16.50 17.06 0.00 133.33 
I.E. DEPARTAMENTAL TIERRA DE 
PROMISIÓN 0.00 15.69 72.68 8.08 
OLIVERIO LARA BORRERO 0.00 42.19 0.00 345.99 
I. E. SANTA LIBRADA 0.00 0.00 100.00 25.00 
IE ESCUELA NORMAL SUPERIOR DE NEIVA 0.00 0.00 100.00 25.00 
I.E. INEM JULIAN MOTTA SALAS 0.00 5.98 86.04 9.56 
I.E.PROMOCION SOCIAL 21.08 13.42 0.00 101.59 
I.E.TECNICO SUPERIOR 30.96 2.16 2.07 1.94 
IE ROBERTO DURAN ALVIRA 0.00 15.14 70.13 7.79 
COL SAN MIGUEL ARCANGEL 32.36 0.00 0.32 27.02 
IPC 0.00 0.00 109.89 27.47 
CEINAR 0.00 36.23 19.76 225.96 





LUIS IGNACIO ANDRADE 0.00 16.30 71.31 0.00 
CENT DOC ANACONIA 0.18 0.59 104.70 11.65 
EL CAGUAN 0.00 38.01 20.73 0.00 
IE DE FORTALECILLAS 0.00 40.32 0.00 158.60 
I. E. AGUSTIN  CODAZZI 0.00 42.15 22.99 190.60 
EL LIMONAR 0.11 0.00 104.14 17.45 
I E  RODRIGO LARA BONILLA 0.00 0.00 112.36 0.00 
IE HUMBERTO TAFUR CHARRY 31.51 1.83 1.10 0.00 
ATANASIO GIRARDOT 0.00 15.24 70.59 7.84 
COL BAS JUAN DE CABRERA 0.00 14.99 69.43 7.71 
IE RICARDO BORRERO ALVAREZ 0.00 45.66 0.00 374.43 
ENRIQUE OLAYA HERRERA 0.00 6.66 95.83 10.65 
GUACIRCO 0.00 17.38 80.52 8.95 
I.E.AIPECITO 0.00 38.29 20.88 0.00 
IE EDUARDO SANTOS 0.00 37.66 20.54 0.00 
IE JAIRO MORERA LIZCANO 0.00 6.63 95.52 10.61 
IE CHAPINERO 0.00 0.00 102.04 0.00 
SAN JOSE 0.00 15.19 70.37 7.82 
SAN ROQUE 0.00 15.91 73.71 8.19 
EL CARMEN 0.00 14.39 66.68 7.41 
LUIS EDGAR DURAN RAMIREZ 0.00 36.14 19.71 0.00 
SAN JUAN BOSCO 0.00 38.62 21.07 174.67 
PROMOCIÓN SOCIAL 29.43 3.23 2.64 5.17 
JUNCAL 0.00 42.23 23.03 0.00 
OSPINA PEREZ 0.00 36.65 19.99 0.00 
SANTA ROSALIA 0.00 17.30 75.69 0.00 
NILO 0.00 7.05 101.51 11.28 
JOSÉ REINEL CERQUERA 0.00 15.25 70.66 7.85 
PALESTINA 0.00 14.81 68.58 7.62 
BUENOS AIRES 0.00 0.00 100.00 0.00 
ESPERANZA 30.26 2.20 2.41 3.63 
LUIS ONOFRE ACOSTA 0.00 16.38 75.88 8.43 
PROMOCION SOCIAL 0.00 16.43 76.13 8.46 
NTRA. SRA. DEL SOCORRO 0.00 6.80 97.97 10.89 
NTRA SRA DEL CARMEN 0.00 19.52 90.43 10.05 
IE MUNICIPAL HUMBERTO MUÑOZ 
ORDOÑEZ 0.00 42.92 0.00 351.93 
IE MUNICIPAL NACIONAL 7.90 22.30 12.88 133.33 
IE MUNICIPAL NORMAL SUPERIOR 0.00 40.00 0.00 157.33 
IE MUNICIPAL JOSE EUSTASIO RIVERA 0.00 34.50 18.82 0.00 
IE MUNICIPAL CRIOLLO 0.00 16.85 78.04 8.67 
IE MUNICIPAL LA LAGUNA 0.00 17.30 80.14 8.90 
IE MUNICIPAL GUACACALLO 0.00 38.66 21.09 174.86 
I.E. MUNICIPAL LICEO SUR ANDINO 29.28 4.55 0.00 4.99 
IE MUNICIPAL MONTESSORI 0.00 43.48 0.00 356.52 
IE MUNICIPAL PALMARITO 0.00 18.16 79.44 0.00 
IE MUNICIPAL VILLA FATIMA 0.00 16.16 70.68 0.00 
IE MUNICIPAL CHILLURCO 0.00 16.47 76.30 8.48 





IE MUNICIPAL WINNIPEG 0.00 14.90 69.01 7.67 
I.E. MUNICIPAL DOMINGO SAVIO 0.00 36.40 19.85 164.62 
MISAEL PASTRANA BORRERO 0.00 16.41 76.00 8.44 
NUCLEO ESCOLAR EL GUADUAL 0.00 16.43 76.12 8.46 
LA ULLOA 0.00 15.96 73.94 8.22 
RIVERITA 0.00 17.90 82.94 9.22 
MISAEL PASTRANA BORRERO 30.71 2.23 2.45 3.68 
LA CABAÑA 0.00 0.00 111.11 0.00 
LAUREANO GOMEZ 0.00 42.19 0.00 345.99 
ALTO DEL OBISPO 33.00 0.00 0.00 142.86 
CARLOS RAMON REPIZO 0.00 18.22 84.41 9.38 
OBANDO 0.00 16.78 73.39 0.00 
LOS CAUCHOS 0.00 15.57 72.12 8.01 
PUERTO QUINCHANA 0.00 0.00 100.00 0.00 
SANTA JUANA DE ARCO 0.00 16.42 76.08 8.45 
SAN JOAQUIN 0.00 15.63 72.41 8.05 
LAS JUNTAS 32.14 1.34 0.00 0.00 
EL CISNE 0.00 15.49 71.75 7.97 
SAN LORENZO 0.00 16.88 78.17 8.69 
GUAYABAL 0.00 15.71 72.76 8.08 
GALLARDO 0.00 15.30 70.87 7.87 
ESTEBAN ROJAS TOVAR 0.00 15.62 72.38 8.04 
EL VERGEL 0.00 0.00 108.70 0.00 
SAN JUAN BOSCO 0.00 17.16 75.09 0.00 
RICABRISA 0.00 15.81 73.22 8.14 
LA ASUNCION 0.00 17.05 78.97 8.77 
NICOLAS GARCIA BAHAMON 0.00 51.81 0.00 424.87 
SAN ANDRES 0.00 0.00 106.38 0.00 
ANACLETO GARCIA 0.00 16.15 74.82 8.31 
MISAEL PASTRANA BORRERO 0.00 40.98 0.00 336.07 
EL ROSARIO 0.00 15.71 72.76 8.08 
PACARNI 0.00 34.61 18.88 215.86 
OTONIEL ROJAS CORREA 33.14 0.00 0.33 27.67 
LA GAITANA 0.00 16.66 77.16 8.57 
EL TEJAR 0.00 0.00 112.36 158.91 
NARANJAL 0.00 35.96 19.61 0.00 
COSANZA 0.00 15.22 70.52 7.84 
PANTANOS 31.18 1.81 1.09 0.00 
CASCAJAL 0.00 15.53 71.96 8.00 
GABRIEL PLAZA 0.00 17.04 78.96 8.77 
SAN ALFONSO 0.00 0.00 131.58 0.00 
LA VICTORIA 0.00 0.00 117.65 0.00 
ANA ELISA CUENCA LARA 0.00 17.28 80.05 8.89 
AMELIA PERDOMO DE GARCIA 0.00 48.54 0.00 0.00 








ANEXO Q.  Mejoras potenciales de la entrada y las salidas en la Eficiencia Técnica Pura 
base de datos  ISCE-2016-HUILA-Secundaria-BCC-O 
 
DMU P progreso (%) P desempeño (%) P eficiencia (%) P Ambiente (%) 
1 3.02 0 no aplica 2.77 2 38.44 0.91 0.66 38.44 0.73 0.73 0.0 
2 3.02 0.41 635.39 2.73 2.32 17.69 0.95 0.81 17.69 0.74 0.74 0.0 
3 2.07 0 no aplica 2.24 1.95 14.94 1.00 0.87 14.94 0.76 0.76 0.0 
4 0.64 0.24 168.74 2.47 2.27 8.70 1.00 0.92 8.70 0.75 0.75 0.0 
5 3.02 1.5 101.52 2.67 2.56 4.13 0.97 0.93 4.13 0.75 0.75 0.0 
6 3.00 0.28 973.05 2.92 2.28 27.95 0.87 0.68 27.95 0.75 0.77 -2.6 
7 3.03 0.01 30166.74 2.65 2.23 18.80 0.97 0.82 18.80 0.77 0.77 0.0 
8 1.38 0.1 1282.07 2.44 1.98 23.46 1.00 0.81 23.46 0.76 0.76 0.0 
9 3.01 1.63 84.66 2.95 2.48 18.95 0.81 0.68 19.12 0.75 0.75 0.0 
10 3.01 1.22 146.41 2.82 2.3 22.65 0.93 0.76 22.65 0.74 0.74 0.0 
11 3.02 0 no aplica 2.67 2.12 25.76 0.97 0.77 25.76 0.75 0.75 0.0 
12 3.01 1.97 52.95 2.75 2.55 7.85 0.95 0.88 7.85 0.74 0.74 0.0 
13 0.76 0.1 665.00 2.48 2.1 18.10 1.00 0.89 12.08 0.73 0.73 0.0 
14 3.04 3 1.46 2.66 2.62 1.46 0.81 0.8 1.46 0.78 0.78 0.0 
15 3.04 0.15 1924.20 2.54 2.12 19.98 1.00 0.83 19.98 0.76 0.76 0.0 
16 3.03 0 no aplica 2.62 2.21 18.38 0.98 0.83 18.38 0.78 0.79 -1.1 
17 2.66 0 no aplica 2.26 1.9 19.05 1.00 0.84 19.05 0.77 0.77 0.0 
18 3.00 0 no aplica 2.90 2.18 32.97 0.90 0.68 32.97 0.75 0.76 -1.3 
19 3.03 0 no aplica 2.62 2.15 22.04 0.98 0.8 22.04 0.74 0.74 0.0 
20 3.02 0 no aplica 2.70 2.22 21.46 0.96 0.79 21.46 0.73 0.73 0.0 
21 3.01 0.43 599.26 2.93 2.22 32.02 0.84 0.64 32.02 0.75 0.75 0.0 
22 3.01 1.95 54.34 2.81 2.42 15.95 0.94 0.81 15.95 0.76 0.76 -0.1 
23 2.48 0.94 163.72 2.31 2.06 12.36 1.00 0.89 12.36 0.77 0.77 0.0 
24 3.04 3.01 0.90 2.60 2.58 0.90 0.93 0.92 0.90 0.76 0.76 0.0 
25 3.04 3 1.33 2.64 2.61 1.33 0.79 0.78 1.33 0.72 0.72 0.0 
26 3.00 0.27 1011.52 2.88 2.31 24.64 0.92 0.74 24.64 0.75 0.75 0.0 
27 1.99 0 no aplica 2.46 2.14 14.94 1.00 0.87 14.94 0.77 0.77 0.0 
28 3.01 1.51 99.51 2.78 2.5 11.20 0.95 0.85 11.20 0.76 0.77 -1.0 
29 3.00 1.5 100.29 2.92 2.44 19.51 0.87 0.73 19.51 0.75 0.77 -2.6 
30 3.03 3.01 0.80 2.65 2.63 0.80 0.92 0.91 0.80 0.77 0.77 0.0 
31 3.00 0 no aplica 2.88 2.31 24.64 0.92 0.74 24.64 0.75 0.75 0.0 
32 3.02 1.91 58.22 2.70 2.36 14.58 0.92 0.74 24.05 0.72 0.72 0.0 
33 3.01 1.5 100.95 2.76 2.53 9.10 0.95 0.87 9.10 0.76 0.76 0.0 
34 3.03 0.01 30155.07 2.63 2.29 14.76 0.98 0.85 14.76 0.74 0.74 0.0 
35 3.01 1.5 100.58 2.94 2.5 17.70 0.82 0.7 17.70 0.75 0.77 -2.6 
36 3.01 1.92 56.92 2.76 2.45 12.78 0.95 0.84 12.78 0.75 0.75 0.0 
37 3.07 0.14 2090.48 2.14 1.96 9.18 1.00 0.94 6.38 0.77 0.77 0.0 
38 3.01 0.64 370.82 2.86 2.38 20.32 0.85 0.71 20.32 0.74 0.74 0.0 
39 3.03 3 1.15 2.72 2.69 1.15 0.80 0.79 1.15 0.74 0.74 0.0 
40 3.00 0.35 758.45 2.92 2.18 33.82 0.87 0.65 33.82 0.75 0.75 0.0 
41 3.02 0.09 3257.98 2.67 2.21 20.89 0.97 0.8 20.89 0.75 0.75 0.0 
42 3.04 0 no aplica 2.54 2.2 15.65 0.99 0.86 15.65 0.75 0.75 0.0 
43 3.01 0.72 318.01 2.81 2.3 21.98 0.94 0.77 21.98 0.76 0.77 -1.3 





45 3.02 0.64 372.59 2.67 2.07 29.22 0.97 0.75 29.22 0.77 0.78 -0.7 
46 3.04 0.02 15075.30 2.56 2.11 21.13 0.99 0.82 21.13 0.76 0.76 0.0 
47 3.02 0 no aplica 2.65 2.24 18.35 0.97 0.82 18.35 0.74 0.74 0.0 
48 3.03 0.31 877.09 2.63 2.2 19.40 0.98 0.82 19.40 0.77 0.77 0.0 
49 3.03 1.23 146.30 2.62 2.22 18.09 0.98 0.83 18.09 0.77 0.77 0.0 
50 3.02 0.1 2916.68 2.78 2.2 26.28 0.90 0.71 26.28 0.73 0.73 0.0 
51 3.01 1.51 99.60 2.87 2.5 14.72 0.85 0.71 19.15 0.74 0.74 0.0 
52 3.01 0.04 7424.43 2.79 1.96 42.54 0.94 0.66 42.54 0.75 0.75 0.0 
53 3.03 0.4 656.58 2.63 2.48 6.08 0.98 0.92 6.08 0.75 0.75 0.0 
54 0.84 0 no aplica 2.41 2.12 13.64 1.00 0.88 13.64 0.75 0.75 0.0 
55 3.03 1.5 102.08 2.58 2.33 10.83 0.99 0.89 10.83 0.75 0.75 0.0 
56 3.01 1.5 100.86 2.74 2.54 7.93 0.95 0.88 7.93 0.73 0.73 0.0 
57 3.00 0 no aplica 2.91 2.34 24.37 0.88 0.71 24.37 0.75 0.77 -2.6 
58 3.04 3.04 0.00 2.79 2.79 0.00 0.73 0.73 0.00 0.78 0.78 0.0 
59 3.00 0.59 409.23 2.85 2.21 29.01 0.93 0.72 29.01 0.75 0.76 -0.7 
60 3.00 0.04 7401.80 2.89 2.38 21.61 0.91 0.75 21.61 0.75 0.77 -2.6 
61 2.14 2.12 0.74 2.49 2.47 0.74 1.00 0.99 0.74 0.75 0.75 0.0 
62 3.02 1.62 86.35 2.73 2.59 5.23 0.96 0.91 5.23 0.77 0.77 -0.2 
63 3.03 0 no aplica 2.59 1.98 31.03 0.98 0.75 31.03 0.74 0.74 0.0 
64 1.93 0.09 2045.24 2.51 2.24 12.09 1.00 0.89 12.09 0.75 0.75 0.0 
65 3.03 0 no aplica 2.60 2.2 18.31 0.98 0.83 18.31 0.75 0.75 0.0 
66 3.03 0.13 2229.74 2.61 2.18 19.62 0.98 0.82 19.62 0.75 0.75 0.0 
67 3.01 0.94 220.71 2.73 2.24 22.10 0.95 0.78 22.10 0.74 0.74 0.0 
68 2.42 0.59 309.48 2.33 2.03 14.94 1.00 0.87 14.94 0.77 0.77 0.0 
69 3.01 1.53 96.63 2.80 2.62 6.72 0.94 0.88 6.72 0.74 0.74 0.0 
70 1.55 0.8 93.13 2.20 2 10.00 1.00 0.95 5.26 0.75 0.75 0.0 
71 3.01 1.85 62.54 2.83 2.48 13.95 0.92 0.81 13.95 0.74 0.74 0.0 
72 3.05 0 no aplica 2.34 1.99 17.59 1.00 0.86 16.28 0.78 0.78 0.0 
73 3.01 0.2 1402.99 2.84 2.04 39.10 0.93 0.67 39.10 0.76 0.76 -0.5 
74 3.00 0.53 466.94 2.85 2.39 19.17 0.93 0.78 19.17 0.75 0.77 -2.0 
75 0.98 0.84 16.68 2.37 2.06 14.94 1.00 0.87 14.94 0.75 0.75 0.0 
76 1.55 0 no aplica 2.20 1.09 101.83 1.00 0.76 31.58 0.75 0.75 0.0 
77 1.84 0.77 138.44 2.51 2.23 12.36 1.00 0.89 12.36 0.77 0.77 0.0 
78 0.01 0 no aplica 2.46 1.72 43.02 1.00 0.97 3.09 0.74 0.74 0.0 
79 0.76 0 no aplica 2.48 2.06 20.39 1.00 0.85 17.35 0.73 0.73 0.0 
80 3.01 3.01 0.00 2.95 2.95 0.00 0.81 0.81 0.00 0.75 0.75 0.0 
81 3.02 0 no aplica 2.69 2.39 12.37 0.97 0.86 12.37 0.77 0.77 0.0 
82 3.01 0 no aplica 2.87 2.37 21.01 0.85 0.68 24.41 0.74 0.74 0.0 
83 0.01 0 no aplica 2.46 2.28 7.89 1.00 1 0.00 0.74 0.74 0.0 
84 0.01 0.01 0.00 2.46 2.46 0.00 1.00 1 0.00 0.74 0.74 0.0 
85 1.46 0.01 14507.79 2.50 2.48 0.74 1.00 0.99 0.74 0.74 0.74 0.0 
86 3.05 3.05 0.00 2.66 2.66 0.00 0.66 0.66 0.00 0.72 0.72 0.0 
87 3.05 3 1.61 2.62 2.58 1.61 0.75 0.74 1.61 0.75 0.75 0.0 
88 3.03 2.33 30.03 2.59 2.39 8.19 0.98 0.91 8.19 0.74 0.74 0.0 
89 3.08 3.08 0.00 1.94 1.94 0.00 1.00 1 0.00 0.76 0.76 0.0 
90 0.76 0 no aplica 2.48 2.11 17.54 1.00 0.91 9.62 0.73 0.73 0.0 
91 3.01 0.18 1570.26 2.82 2.34 20.63 0.93 0.77 20.63 0.74 0.74 0.0 





93 3.01 0.91 231.14 2.77 2.46 12.71 0.95 0.84 12.71 0.76 0.77 -0.9 
94 1.70 1.6 6.28 2.32 2.18 6.28 1.00 0.94 6.28 0.75 0.75 0.0 
95 3.00 0.9 233.77 2.91 2.26 28.92 0.88 0.68 28.92 0.75 0.76 -1.3 
96 3.01 2.25 33.78 2.95 2.48 18.95 0.81 0.68 19.12 0.75 0.75 0.0 
97 3.00 0 no aplica 2.92 2.04 42.95 0.87 0.61 42.95 0.75 0.75 0.0 
98 0.25 0.24 4.14 2.43 2.22 9.68 1.00 0.96 4.14 0.74 0.74 0.0 
99 0.78 0.55 42.01 2.43 2.16 12.36 1.00 0.89 12.36 0.75 0.75 0.0 
100 3.05 3 1.69 2.62 2.58 1.69 0.70 0.69 1.69 0.73 0.76 -3.4 
101 3.02 1.5 101.38 2.65 2.44 8.74 0.97 0.89 8.74 0.72 0.72 0.0 
102 3.03 1.51 100.68 2.58 2.41 7.12 0.99 0.92 7.12 0.74 0.74 0.0 
103 3.01 0.01 30040.00 2.87 2.19 30.96 0.85 0.64 32.19 0.74 0.74 0.0 
104 0.85 0.26 225.55 2.48 2.21 12.31 1.00 0.89 12.31 0.75 0.75 0.0 
105 3.03 0 no aplica 2.66 2.14 24.49 0.97 0.78 24.49 0.77 0.77 0.0 
106 3.00 1.81 65.80 2.90 2.23 29.86 0.91 0.7 29.86 0.75 0.8 -6.2 
107 3.01 0 no aplica 2.93 2.29 27.73 0.86 0.67 27.73 0.75 0.76 -1.3 
108 2.74 0.33 731.20 2.53 2.26 12.05 1.00 0.89 12.05 0.76 0.76 0.0 
109 1.55 0.22 602.27 2.20 2.13 3.29 1.00 0.98 2.04 0.75 0.75 0.0 
110 3.02 0.46 556.97 2.67 2.46 8.64 0.97 0.89 8.64 0.75 0.75 0.0 
111 3.01 0.8 276.55 2.78 2.44 13.88 0.95 0.83 13.88 0.76 0.76 0.0 
112 3.03 1.51 100.99 2.58 2.5 3.17 0.99 0.96 3.17 0.78 0.78 0.0 
113 3.00 1.5 100.30 2.92 2.38 22.57 0.87 0.71 22.57 0.75 0.76 -1.3 
114 3.01 0 no aplica 2.93 2.24 31.00 0.84 0.64 31.00 0.75 0.75 0.0 
115 3.04 3.03 0.20 2.70 2.69 0.20 0.81 0.81 0.20 0.74 0.74 0.0 
116 3.00 0 no aplica 2.91 2.03 43.22 0.89 0.62 43.22 0.75 0.76 -1.3 
117 3.00 0 no aplica 2.90 2.33 24.33 0.91 0.73 24.33 0.75 0.78 -3.8 
118 3.02 1.5 101.24 2.73 2.28 19.64 0.96 0.8 19.64 0.77 0.79 -2.7 
119 0.92 0.59 55.20 2.48 2.09 18.85 1.00 0.84 18.85 0.74 0.74 0.0 
120 3.03 0.54 461.73 2.55 2.34 9.02 0.99 0.91 9.02 0.74 0.74 0.0 
121 3.04 1.49 103.72 2.54 2.4 5.88 1.00 0.94 5.88 0.75 0.75 0.0 
122 3.04 0 no aplica 2.54 2.09 21.53 1.00 1 0.00 0.79 0.8 -1.2 
123 3.04 3.04 0.00 2.54 2.54 0.00 1.00 1 0.00 0.79 0.79 0.0 
124 3.02 2.27 33.16 2.64 2.26 16.98 0.97 0.83 16.98 0.73 0.73 0.0 
125 3.02 0.31 875.58 2.63 2.24 17.36 0.97 0.83 17.36 0.73 0.73 0.0 
126 1.20 0.61 97.41 2.49 2.17 14.82 1.00 0.87 14.82 0.75 0.75 0.0 
127 3.03 0 no aplica 2.62 1.88 39.41 0.98 0.7 39.41 0.73 0.73 0.0 
128 3.03 0.32 846.87 2.54 2.33 9.01 0.99 0.69 43.48 0.70 0.7 0.0 
129 3.00 3 0.00 2.89 2.89 0.00 0.92 0.92 0.00 0.75 0.75 0.0 
130 3.01 0 no aplica 2.95 2.5 18.00 0.81 0.62 30.65 0.75 0.75 0.0 
131 3.01 1.81 66.08 2.93 2.5 17.03 0.85 0.73 17.03 0.75 0.76 -1.3 
132 3.02 0 no aplica 2.69 2.23 20.66 0.97 0.8 20.66 0.77 0.77 0.0 
133 3.01 0.47 540.33 2.80 2.26 23.72 0.94 0.76 23.72 0.75 0.75 0.0 
134 3.00 0.01 29913.74 2.90 2.21 31.14 0.90 0.69 31.14 0.75 0.75 0.0 
135 3.04 3 1.47 2.71 2.67 1.47 0.69 0.67 2.35 0.73 0.73 0.0 
136 3.01 0 no aplica 2.87 2.3 24.70 0.85 0.65 30.15 0.74 0.74 0.0 
137 3.00 0.32 838.92 2.85 2.27 25.56 0.93 0.74 25.56 0.75 0.78 -3.3 
138 3.03 0.93 225.97 2.61 2.34 11.71 0.98 0.88 11.71 0.78 0.79 -1.1 
139 3.03 0 no aplica 2.57 2.18 17.80 0.99 0.84 17.80 0.75 0.75 0.0 





141 3.01 2.34 28.81 2.76 2.59 6.62 0.95 0.89 6.62 0.76 0.76 0.0 
142 3.00 0.01 29939.48 2.91 2.36 23.46 0.88 0.71 23.46 0.75 0.75 0.0 
143 3.03 0.01 30162.97 2.64 2.25 17.43 0.97 0.83 17.43 0.76 0.76 0.0 
144 3.01 1.5 100.57 2.79 2.38 17.43 0.94 0.8 17.43 0.74 0.74 0.0 
145 3.01 1.73 74.16 2.76 2.42 14.16 0.95 0.83 14.16 0.75 0.75 0.0 
146 3.00 0.12 2400.76 2.88 2.25 28.05 0.92 0.72 28.05 0.75 0.75 0.0 
147 3.04 3 1.30 2.51 2.48 1.30 0.96 0.95 1.30 0.74 0.74 0.0 
148 1.17 0.18 550.56 2.31 2.08 11.11 1.00 0.9 11.11 0.75 0.75 0.0 
149 3.03 0.5 506.00 2.54 2.37 7.17 0.99 0.84 17.86 0.70 0.7 0.0 
150 3.03 3.03 0.00 2.54 2.54 0.00 0.99 0.99 0.00 0.70 0.7 0.0 
151 3.02 0 no aplica 2.68 2.06 30.13 0.96 0.74 30.13 0.73 0.73 0.0 
152 3.02 1.58 91.23 2.70 2.33 16.00 0.96 0.83 16.00 0.77 0.78 -1.1 
153 3.03 0.83 265.58 2.56 2.3 11.43 0.99 0.89 11.43 0.76 0.76 0.0 
154 3.05 0.53 476.10 2.34 2.09 11.96 1.00 1 0.00 0.78 0.78 0.0 
155 3.02 0.2 1411.08 2.69 2.29 17.63 0.96 0.82 17.63 0.77 0.77 0.0 
156 3.01 1.52 98.30 2.75 2.46 11.79 0.95 0.85 11.79 0.75 0.75 0.0 
157 3.06 3.01 1.58 2.48 2.44 1.58 0.75 0.66 12.98 0.73 0.76 -3.9 
158 3.02 0.5 504.79 2.63 2.38 10.61 0.97 0.88 10.61 0.73 0.73 0.0 
159 3.02 1 202.23 2.68 2.22 20.77 0.97 0.8 20.77 0.76 0.76 0.0 
160 3.03 0.4 658.06 2.57 2.29 12.33 0.99 0.88 12.33 0.75 0.75 0.0 
161 3.02 1.52 98.69 2.69 2.46 9.41 0.96 0.88 9.41 0.75 0.75 0.0 
162 3.03 0 no aplica 2.65 2.37 11.90 0.97 0.87 11.90 0.77 0.77 0.0 
163 1.45 0.21 590.42 2.23 2.05 8.70 1.00 0.92 8.70 0.75 0.75 0.0 
164 3.01 0.01 29988.14 2.81 2.37 18.69 0.94 0.79 18.69 0.76 0.78 -2.7 
165 3.04 0 no aplica 2.55 2.25 13.13 1.00 0.88 13.13 0.76 0.76 0.0 
166 3.03 0.01 30151.38 2.63 2.16 21.83 0.97 0.8 21.83 0.74 0.74 0.0 
167 3.03 0 no aplica 2.54 1.93 31.61 0.99 0.65 52.31 0.70 0.7 0.0 
168 3.07 0 no aplica 2.14 1.95 9.74 1.00 0.94 6.38 0.77 0.77 0.0 
169 3.02 1.5 101.52 2.65 2.3 15.43 0.97 0.84 15.43 0.74 0.74 0.0 
170 3.02 1.72 75.47 2.79 2.44 14.18 0.88 0.68 29.71 0.73 0.73 0.0 
171 3.03 0.43 605.61 2.58 2.29 12.50 0.99 0.88 12.50 0.77 0.77 0.0 
172 3.02 1.5 101.25 2.68 2.42 10.93 0.95 0.86 10.93 0.72 0.72 0.0 
173 3.06 3.01 1.57 2.46 2.35 4.85 0.76 0.75 1.57 0.73 0.73 0.0 
174 3.00 2.07 45.14 2.85 2.39 19.13 0.93 0.78 19.13 0.75 0.75 0.0 
175 3.03 0.22 1277.27 2.54 2.21 14.93 0.99 0.89 11.24 0.70 0.7 0.0 
176 3.01 1.5 100.55 2.94 2.41 21.97 0.83 0.68 21.97 0.75 0.76 -1.3 
177 3.03 1.2 152.27 2.61 2.4 8.79 0.98 0.9 8.79 0.74 0.74 0.0 
178 3.05 3.03 0.64 2.64 2.62 0.64 0.71 0.71 0.64 0.74 0.75 -0.9 
179 3.01 1.53 96.89 2.78 2.5 11.18 0.94 0.85 11.18 0.76 0.76 0.0 
180 3.01 1.12 168.64 2.80 2.3 21.90 0.94 0.77 21.90 0.75 0.75 0.0 
181 2.69 0 no aplica 2.45 1.86 31.58 1.00 0.76 31.58 0.78 0.78 0.0 
182 3.04 0.25 1116.00 2.54 1.96 29.59 1.00 0.85 17.65 0.79 0.79 0.0 
183 3.01 0 no aplica 2.74 2.22 23.41 0.95 0.77 23.41 0.73 0.73 0.0 
184 3.01 0 no aplica 2.95 2.06 43.20 0.81 0.76 6.58 0.75 0.76 -1.3 
Tabla 63.  Mejoras potenciales de la entrada y las salidas a la eficiencia técnica Pura-BCC-O. 
P: Proyección variables ISCE 







ANEXO R.  Eficiencia de Escala (EE)  base de datos  ISCE-2016-HUILA-Secundaria-BCC-
O 
posición DMU Municipio CCR(ETG) BCC(ETP) ETP>ETG EE rank 
9 JUAN XXIII Algeciras 0.8407 0.8407 0.0000 1.0000 1 
21 ECOPETROL campoalegre 0.7574 0.7574 0.0000 1.0000 1 
40 IE JOSE MIEGUEL MONTALVO Gigante 0.7473 0.7473 0.0000 1.0000 1 
80 COLEGIO CLARETIANO GUSTAVO Neiva 1.0000 1.0000 0.0000 1.0000 1 
96 IE DE FORTALECILLAS Neiva 0.8407 0.8407 0.0000 1.0000 1 
97 I. E. AGUSTIN  CODAZZI Neiva 0.6995 0.6995 0.0000 1.0000 1 
114 SAN JUAN BOSCO Palermo 0.7633 0.7633 0.0000 1.0000 1 
129 IE MUNICIPAL NACIONAL Pitalito 1.0000 1.0000 0.0000 1.0000 1 
130 IE MUNICIPAL NORMAL SUPERIOR Pitalito 0.8475 0.8475 0.0000 1.0000 1 
134 IE MUNICIPAL GUACACALLO Pitalito 0.7625 0.7625 0.0000 1.0000 1 
142 I.E. MUNICIPAL DOMINGO SAVIO Pitalito 0.8100 0.8100 0.0000 1.0000 1 
150 ALTO DEL OBISPO San Agustín 1.0000 1.0000 0.0000 1.0000 1 
175 EL TEJAR Timaná 0.8990 0.8990 0.0000 1.0000 1 
10 LA ARCADIA Algeciras 0.8151 0.8153 0.0002 0.9997 2 
91 CEINAR Neiva 0.8283 0.8290 0.0007 0.9992 3 
172 PACARNI tesalia 0.9003 0.9015 0.0012 0.9986 4 
56 ELISA BORRERO DE PASTRANA la argentina 0.9250 0.9265 0.0015 0.9984 5 
146 RIVERITA rivera 0.7797 0.7810 0.0013 0.9983 6 
71 VILLALOSADA La Plata 0.8760 0.8776 0.0016 0.9982 7 
183 ANA ELISA CUENCA LARA Yaguará 0.8087 0.8103 0.0016 0.9980 8 
26 JENARO DIAZ JORDAN Garzón 0.8007 0.8023 0.0016 0.9980 9 
31 BARRIOS UNIDOS Garzón 0.8007 0.8023 0.0016 0.9980 9 
86 I.E.PROMOCION SOCIAL Neiva 0.9970 1.0000 0.0030 0.9970 10 
69 SANTA LUCIA La Plata 0.9328 0.9370 0.0042 0.9955 11 
144 NUCLEO ESCOLAR EL GUADUAL rivera 0.8475 0.8516 0.0040 0.9953 12 
38 ISMAEL PERDOMO BORRERO Gigante 0.8269 0.8311 0.0043 0.9949 13 
101 ATANASIO GIRARDOT Neiva 0.9149 0.9196 0.0048 0.9948 14 
1 
I.E.JESUS MARIA AGUIRRE 
CHARRY Acevedo 0.7182 0.7224 0.0042 0.9942 15 
103 IE RICARDO BORRERO ALVAREZ Neiva 0.7587 0.7636 0.0049 0.9936 16 
25 SIMON BOLIVAR Garzón 0.9795 0.9869 0.0073 0.9926 17 
174 LA GAITANA Timaná 0.8327 0.8394 0.0067 0.9921 18 
50 ROBERTO SUAZA MARQUINEZ Hobo 0.7851 0.7919 0.0068 0.9914 19 
82 OLIVERIO LARA BORRERO Neiva 0.8190 0.8264 0.0073 0.9911 20 
135 
I.E. MUNICIPAL LICEO SUR 
ANDINO Pitalito 0.9766 0.9855 0.0089 0.9910 21 
20 JOSE HILARIO LOPEZ campoalegre 0.8149 0.8233 0.0084 0.9898 22 
51 MARIA AUXILIADORA Íquira 0.8627 0.8717 0.0089 0.9897 23 
136 IE MUNICIPAL MONTESSORI Pitalito 0.7932 0.8020 0.0087 0.9891 24 
12 LOS NEGROS Algeciras 0.9150 0.9272 0.0122 0.9869 25 
113 LUIS EDGAR DURAN RAMIREZ Paicol 0.8051 0.8159 0.0107 0.9868 26 
116 JUNCAL Palermo 0.6890 0.6982 0.0092 0.9868 27 
107 IE EDUARDO SANTOS Neiva 0.7726 0.7829 0.0103 0.9868 28 
176 NARANJAL Timaná 0.8091 0.8199 0.0108 0.9868 29 
95 EL CAGUAN Neiva 0.7655 0.7757 0.0102 0.9868 30 





184 AMELIA PERDOMO DE GARCIA Yaguará 0.6891 0.6983 0.0092 0.9868 32 
131 
IE MUNICIPAL JOSE EUSTASIO 
RIVERA Pitalito 0.8432 0.8545 0.0112 0.9868 33 
151 CARLOS RAMON REPIZO San Agustín 0.7583 0.7685 0.0102 0.9868 34 
67 MONSERRATE La Plata 0.8059 0.8190 0.0131 0.9840 35 
180 GABRIEL PLAZA Villavieja 0.8072 0.8203 0.0131 0.9840 36 
2 I.E. JOSE ACEVEDO Y GOMEZ Acevedo 0.8353 0.8497 0.0143 0.9832 37 
133 IE MUNICIPAL LA LAGUNA Pitalito 0.7942 0.8083 0.0141 0.9826 38 
52 KUE DSI J Íquira 0.6890 0.7016 0.0125 0.9821 39 
92 JOSE EUSTACIO RIVERA Neiva 0.9003 0.9172 0.0169 0.9816 40 
59 BETANIA la argentina 0.7595 0.7751 0.0156 0.9799 41 
124 LUIS ONOFRE ACOSTA palestina 0.8375 0.8548 0.0173 0.9797 42 
39 ESCUELA NORMAL SUPERIOR Gigante 0.9669 0.9887 0.0218 0.9779 43 
158 EL CISNE santa María 0.8838 0.9041 0.0203 0.9776 44 
73 SAN MIGUEL La Plata 0.7027 0.7189 0.0162 0.9774 45 
125 PROMOCION SOCIAL Pital 0.8324 0.8520 0.0197 0.9769 46 
36 EL RECREO Garzón 0.8658 0.8867 0.0209 0.9764 47 
145 LA ULLOA rivera 0.8553 0.8760 0.0207 0.9763 48 
127 NTRA SRA DEL CARMEN Pital 0.6996 0.7173 0.0177 0.9754 49 
29 TULIO ARBELAEZ Garzón 0.8150 0.8368 0.0217 0.9740 50 
57 LAS TOLDAS la argentina 0.7832 0.8041 0.0209 0.9740 51 
35 SANTA MARTA Garzón 0.8276 0.8496 0.0221 0.9740 52 
6 LA MERCED agrado 0.7613 0.7816 0.0203 0.9740 53 
60 EL PENSIL la argentina 0.8009 0.8223 0.0214 0.9740 54 
156 SAN JOAQUIN santa María 0.8713 0.8945 0.0233 0.9740 55 
115 PROMOCIÓN SOCIAL Palermo 0.9719 0.9980 0.0261 0.9738 56 
32 LUIS CALIXTO LEIVA Garzón 0.8487 0.8728 0.0240 0.9725 57 
170 MISAEL PASTRANA BORRERO Teruel 0.8514 0.8758 0.0244 0.9722 58 
22 PAULO VI Colombia 0.8381 0.8624 0.0244 0.9718 59 
149 LAUREANO GOMEZ San Agustín 0.9061 0.9331 0.0269 0.9711 60 
169 ANACLETO GARCIA Tello 0.8394 0.8663 0.0269 0.9689 61 
47 MARIA AUXILIADORA Guadalupe 0.8181 0.8449 0.0269 0.9682 62 
173 OTONIEL ROJAS CORREA tesalia 0.9526 0.9845 0.0319 0.9676 63 
179 CASCAJAL Timaná 0.8697 0.8995 0.0298 0.9669 64 
111 SAN ROQUE Oporapa 0.8490 0.8782 0.0292 0.9667 65 
74 BAJO CAÑADA La Plata 0.8111 0.8391 0.0280 0.9666 66 
79 PATIO BONITO Nátaga 0.8233 0.8521 0.0288 0.9662 67 
13 LA PERDIZ Algeciras 0.8620 0.8922 0.0302 0.9662 68 
90 IPC Neiva 0.8814 0.9123 0.0309 0.9662 69 
166 LA ASUNCION Tello 0.7917 0.8208 0.0291 0.9645 70 
34 SAN GERARDO Garzón 0.8399 0.8714 0.0315 0.9639 71 
141 IE MUNICIPAL WINNIPEG Pitalito 0.9038 0.9379 0.0341 0.9636 72 
33 CAGUANCITO Garzón 0.8830 0.9166 0.0336 0.9634 73 
161 GALLARDO suaza 0.8803 0.9140 0.0337 0.9631 74 
19 LA VEGA campoalegre 0.7891 0.8194 0.0302 0.9631 75 
117 OSPINA PEREZ Palermo 0.7734 0.8043 0.0309 0.9615 76 
177 COSANZA Timaná 0.8830 0.9192 0.0362 0.9607 77 
110 SAN JOSE Oporapa 0.8833 0.9204 0.0372 0.9596 78 





43 SILVANIA Gigante 0.7862 0.8198 0.0335 0.9591 80 
11 EL PARAISO Algeciras 0.7621 0.7952 0.0331 0.9584 81 
5 SAN MARCOS Acevedo 0.9203 0.9603 0.0400 0.9584 82 
63 INSTITUTO AGRICOLA La Plata 0.7308 0.7632 0.0324 0.9575 83 
167 NICOLAS GARCIA BAHAMON Tello 0.7270 0.7598 0.0329 0.9567 84 
88 IE ROBERTO DURAN ALVIRA Neiva 0.8835 0.9243 0.0407 0.9559 85 
83 I. E. SANTA LIBRADA Neiva 0.9555 1.0000 0.0445 0.9555 86 
84 
IE ESCUELA NORMAL SUPERIOR 
DE NEIVA Neiva 0.9555 1.0000 0.0445 0.9555 86 
78 MARIA MANDIGUAGUA Nátaga 0.9268 0.9700 0.0432 0.9555 87 
98 EL LIMONAR Neiva 0.9173 0.9603 0.0430 0.9553 88 
102 COL BAS JUAN DE CABRERA Neiva 0.8917 0.9336 0.0419 0.9551 89 
137 IE MUNICIPAL PALMARITO Pitalito 0.7603 0.7965 0.0362 0.9546 90 
28 RAMON ALVARADO SANCHEZ Garzón 0.8584 0.8993 0.0409 0.9545 91 
119 NILO Palermo 0.8026 0.8414 0.0388 0.9539 92 
93 LUIS IGNACIO ANDRADE Neiva 0.8457 0.8872 0.0415 0.9533 93 
178 PANTANOS Timaná 0.9470 0.9936 0.0466 0.9531 94 
85 I.E. INEM JULIAN MOTTA SALAS Neiva 0.9459 0.9926 0.0467 0.9530 95 
53 I.E. JOSE EUSTACIO RIVERA Isnos 0.8973 0.9427 0.0454 0.9519 96 
87 I.E.TECNICO SUPERIOR Neiva 0.9352 0.9841 0.0489 0.9503 97 
120 JOSÉ REINEL CERQUERA Palermo 0.8708 0.9173 0.0464 0.9494 98 
159 SAN LORENZO suaza 0.7857 0.8280 0.0423 0.9489 99 
147 MISAEL PASTRANA BORRERO Saladoblanco 0.9366 0.9872 0.0506 0.9488 100 
164 SAN JUAN BOSCO Tarqui 0.7988 0.8426 0.0438 0.9480 101 
66 VILLA DE LOS ANDES La Plata 0.7921 0.8360 0.0438 0.9476 102 
65 LUIS CARLOS TRUJILLO POLANCO La Plata 0.8002 0.8452 0.0451 0.9467 103 
62 SAN SEBASTIAN La Plata 0.8979 0.9503 0.0524 0.9449 104 
55 SALEN Isnos 0.8507 0.9023 0.0515 0.9429 105 
109 IE CHAPINERO Neiva 0.9239 0.9800 0.0561 0.9428 106 
75 EL SALADO La Plata 0.8202 0.8700 0.0498 0.9428 107 
148 LA CABAÑA Saladoblanco 0.8485 0.9000 0.0515 0.9428 108 
76 GALLEGO La Plata 0.7165 0.7600 0.0435 0.9428 109 
54 COL BORDONES Isnos  0.8296 0.8800 0.0504 0.9428 110 
99 I E  RODRIGO LARA BONILLA Neiva 0.8391 0.8900 0.0509 0.9428 111 
4 SAN ISIDRO Acevedo 0.8673 0.9200 0.0527 0.9428 112 
163 EL VERGEL Tarqui 0.8673 0.9200 0.0527 0.9428 112 
70 SAN VICENTE La Plata 0.8956 0.9500 0.0544 0.9428 113 
104 ENRIQUE OLAYA HERRERA Neiva 0.8391 0.8904 0.0513 0.9424 114 
94 CENT DOC ANACONIA Neiva 0.8862 0.9409 0.0547 0.9419 115 
126 NTRA. SRA. DEL SOCORRO Pital 0.8202 0.8709 0.0507 0.9417 116 
143 MISAEL PASTRANA BORRERO rivera 0.8020 0.8516 0.0496 0.9417 117 
160 GUAYABAL suaza 0.8377 0.8902 0.0525 0.9410 118 
64 MISAEL PASTRANA  BORRERO La Plata 0.8391 0.8922 0.0531 0.9405 119 
61 MARILLAC La Plata 0.9333 0.9926 0.0593 0.9403 120 
139 IE MUNICIPAL CHILLURCO Pitalito 0.7981 0.8489 0.0508 0.9402 121 
58 EL PESCADOR la argentina 0.9400 1.0000 0.0600 0.9400 122 
155 SANTA JUANA DE ARCO santa María 0.7984 0.8501 0.0517 0.9392 123 
132 IE MUNICIPAL CRIOLLO Pitalito 0.7779 0.8288 0.0509 0.9386 124 





Tabla 64.  Eficiencia de Escala (EE) base de datos ISCE-HUILA-Secundaria-2016 
 
 
121 PALESTINA palestina 0.8862 0.9444 0.0582 0.9383 126 
81 
I.E. DEPARTAMENTAL TIERRA DE 
PROMISIÓN Neiva 0.8345 0.8899 0.0554 0.9377 127 
42 JORGE VILLAMIL ORTEGA Gigante 0.8108 0.8647 0.0539 0.9377 128 
106 I.E.AIPECITO Neiva 0.7219 0.7700 0.0481 0.9375 129 
89 COL SAN MIGUEL ARCANGEL Neiva 0.9363 1.0000 0.0637 0.9363 130 
105 GUACIRCO Neiva 0.7501 0.8033 0.0532 0.9338 131 
24 MARIA AUXILIADORA Elías 0.9245 0.9911 0.0666 0.9328 132 
128 
IE MUNICIPAL HUMBERTO MUÑOZ 
ORDOÑEZ Pitalito 0.8549 0.9173 0.0624 0.9320 133 
162 ESTEBAN ROJAS TOVAR Tarqui 0.8325 0.8936 0.0611 0.9316 134 
7 MONTESITOS agrado 0.7838 0.8417 0.0580 0.9311 135 
8 AGROPECUARIA DE AIPE Aipe  0.7536 0.8100 0.0564 0.9304 136 
3 COL SAN ADOLFO Acevedo 0.8094 0.8700 0.0606 0.9304 137 
157 LAS JUNTAS santa María 0.9150 0.9844 0.0695 0.9294 138 
152 OBANDO San Agustín 0.8007 0.8621 0.0614 0.9288 139 
30 SAN ANTONIO DEL PESCADO Garzón 0.9208 0.9921 0.0712 0.9282 140 
108 IE JAIRO MORERA LIZCANO Neiva 0.8280 0.8925 0.0645 0.9278 141 
153 LOS CAUCHOS San Agustín 0.8321 0.8974 0.0653 0.9272 142 
48 NTRA SRA DEL CARMEN Guadalupe 0.7764 0.8375 0.0611 0.9271 143 
15 ANTONIO BARAYA baraya 0.7722 0.8334 0.0612 0.9265 144 
165 RICABRISA Tarqui 0.8187 0.8840 0.0653 0.9262 145 
49 LA BERNARDA Guadalupe 0.7842 0.8468 0.0626 0.9261 146 
46 SOSIMO SUAREZ Gigante 0.7644 0.8256 0.0612 0.9259 147 
45 INST.EDUC.RIOLORO Gigante 0.7150 0.7739 0.0589 0.9239 148 
118 SANTA ROSALIA Palermo 0.7701 0.8359 0.0657 0.9213 149 
14 DIVINO SALVADOR Altamira 0.9058 0.9856 0.0798 0.9190 150 
37 EL DESCANSO Garzón 0.8632 0.9400 0.0768 0.9183 151 
168 SAN ANDRES Tello 0.8632 0.9400 0.0768 0.9183 151 
27 AGROP DEL HUILA Garzón 0.7989 0.8700 0.0711 0.9183 152 
68 YU LUUCX PISHAU La Plata 0.7989 0.8700 0.0711 0.9183 152 
23 SANTA ANA Colombia 0.8173 0.8900 0.0727 0.9183 153 
77 COLEGIO LAS MERCEDES Nátaga 0.8173 0.8900 0.0727 0.9183 153 
17 LA TROJA baraya 0.7713 0.8400 0.0687 0.9183 154 
171 EL ROSARIO tesalia 0.8159 0.8889 0.0730 0.9179 155 
44 CACHAYA Gigante 0.8960 0.9846 0.0886 0.9100 156 
112 EL CARMEN Oporapa 0.8791 0.9693 0.0901 0.9070 157 
181 SAN ALFONSO Villavieja 0.6889 0.7600 0.0711 0.9065 158 
72 SEGOVIANAS La Plata 0.7796 0.8600 0.0804 0.9065 159 
154 PUERTO QUINCHANA San Agustín 0.9065 1.0000 0.0935 0.9065 160 
16 JOAQUIN GARCIA BORRERO baraya 0.7620 0.8447 0.0827 0.9021 161 
138 IE MUNICIPAL VILLA FATIMA Pitalito 0.8072 0.8952 0.0880 0.9017 162 
123 ESPERANZA palestina 0.8950 1.0000 0.1050 0.8950 163 
182 LA VICTORIA Villavieja 0.7608 0.8500 0.0892 0.8950 164 
140 I.E. JORGE VILLAMIL CORDOVEZ Pitalito 0.7250 0.8100 0.0850 0.8950 165 





ANEXO S.  Retornos a Escala   base de datos  ISCE-2016-HUILA-Secundaria 
 
DMU Name DMU80 DMU129 DMU150 sumatoria  RE 
I.E.JESUS MARIA AGUIRRE CHARRY 0.00 0.81 0.18 0.98 IRS 
I.E. JOSE ACEVEDO Y GOMEZ 0.00 0.55 0.47 1.01 DRS 
COL SAN ADOLFO 0.00 0.00 1.09 1.08 DRS 
SAN ISIDRO 0.00 0.00 1.07 1.07 DRS 
SAN MARCOS 0.00 0.36 0.69 1.04 DRS 
LA MERCED 0.47 0.56 0.00 1.02 DRS 
MONTESITOS 0.00 0.30 0.77 1.07 DRS 
AGROPECUARIA DE AIPE 0.00 0.00 1.09 1.08 DRS 
JUAN XXIII 1.00 0.00 0.00 0.99 IRS 
LA ARCADIA 0.00 0.81 0.19 0.99 IRS 
EL PARAISO 0.00 0.36 0.69 1.04 DRS 
LOS NEGROS 0.00 0.60 0.41 1.01 DRS 
LA PERDIZ 0.00 0.00 1.04 1.04 DRS 
DIVINO SALVADOR 0.27 0.00 0.82 1.09 DRS 
ANTONIO BARAYA 0.00 0.00 1.09 1.08 DRS 
JOAQUIN GARCIA BORRERO 0.00 0.20 0.91 1.11 DRS 
LA TROJA 0.00 0.00 1.10 1.10 DRS 
EUGENIO FERRO FALLA 0.15 0.87 0.00 1.01 DRS 
LA VEGA 0.00 0.23 0.81 1.04 DRS 
JOSE HILARIO LOPEZ 0.00 0.45 0.56 1.01 DRS 
ECOPETROL 0.68 0.32 0.00 1.00 CRS 
PAULO VI 0.00 0.77 0.26 1.03 DRS 
SANTA ANA 0.00 0.00 1.10 1.09 DRS 
MARIA AUXILIADORA 0.14 0.00 0.93 1.07 DRS 
SIMON BOLIVAR 0.23 0.00 0.78 1.01 DRS 
JENARO DIAZ JORDAN 0.00 0.97 0.03 1.00 CRS 
AGROP DEL HUILA 0.00 0.00 1.10 1.10 DRS 
RAMON ALVARADO SANCHEZ 0.00 0.70 0.35 1.04 DRS 
TULIO ARBELAEZ 0.44 0.58 0.00 1.02 DRS 
SAN ANTONIO DEL PESCADO 0.27 0.00 0.81 1.08 DRS 
BARRIOS UNIDOS 0.00 0.97 0.03 1.00 CRS 
LUIS CALIXTO LEIVA 0.10 0.86 0.00 0.96 IRS 
CAGUANCITO 0.00 0.64 0.40 1.04 DRS 
SAN GERARDO 0.00 0.25 0.79 1.03 DRS 
SANTA MARTA 0.90 0.13 0.00 1.02 DRS 
EL RECREO 0.00 0.64 0.38 1.02 DRS 
EL DESCANSO 0.00 0.00 1.10 1.10 DRS 
ISMAEL PERDOMO BORRERO 0.45 0.54 0.00 0.98 IRS 
ESCUELA NORMAL SUPERIOR 0.42 0.00 0.60 1.02 DRS 
IE JOSE MIEGUEL MONTALVO 0.46 0.54 0.00 1.00 CRS 
JORGE ELIECER GAITAN 0.00 0.37 0.67 1.04 DRS 
JORGE VILLAMIL ORTEGA 0.00 0.00 1.07 1.07 DRS 
SILVANIA 0.00 0.78 0.27 1.04 DRS 
CACHAYA 0.12 0.00 0.99 1.10 DRS 





SOSIMO SUAREZ 0.00 0.02 1.07 1.08 DRS 
MARIA AUXILIADORA 0.00 0.31 0.72 1.03 DRS 
NTRA SRA DEL CARMEN 0.00 0.23 0.85 1.08 DRS 
LA BERNARDA 0.00 0.22 0.87 1.08 DRS 
ROBERTO SUAZA MARQUINEZ 0.00 0.91 0.07 0.97 IRS 
MARIA AUXILIADORA 0.77 0.22 0.00 0.98 IRS 
KUE DSI J 0.00 0.73 0.29 1.01 DRS 
I.E. JOSE EUSTACIO RIVERA 0.00 0.25 0.80 1.05 DRS 
COL BORDONES 0.00 0.00 1.07 1.07 DRS 
SALEN 0.00 0.10 0.96 1.06 DRS 
ELISA BORRERO DE PASTRANA 0.00 0.58 0.43 1.00 CRS 
LAS TOLDAS 0.35 0.68 0.00 1.02 DRS 
EL PESCADOR 0.60 0.00 0.47 1.07 DRS 
BETANIA 0.00 0.90 0.12 1.02 DRS 
EL PENSIL 0.07 0.95 0.00 1.02 DRS 
MARILLAC 0.00 0.00 1.07 1.07 DRS 
SAN SEBASTIAN 0.00 0.54 0.52 1.06 DRS 
INSTITUTO AGRICOLA 0.00 0.14 0.90 1.04 DRS 
MISAEL PASTRANA  BORRERO 0.00 0.00 1.07 1.07 DRS 
LUIS CARLOS TRUJILLO POLANCO 0.00 0.17 0.89 1.05 DRS 
VILLA DE LOS ANDES 0.00 0.18 0.88 1.05 DRS 
MONSERRATE 0.00 0.56 0.46 1.01 DRS 
YU LUUCX PISHAU 0.00 0.00 1.10 1.09 DRS 
SANTA LUCIA 0.00 0.73 0.27 1.00 CRS 
SAN VICENTE 0.00 0.00 1.07 1.07 DRS 
VILLALOSADA 0.00 0.87 0.13 0.99 IRS 
SEGOVIANAS 0.00 0.00 1.11 1.11 DRS 
SAN MIGUEL 0.00 0.86 0.16 1.02 DRS 
BAJO CAÑADA 0.00 0.91 0.13 1.03 DRS 
EL SALADO 0.00 0.00 1.07 1.07 DRS 
GALLEGO 0.00 0.00 1.07 1.07 DRS 
COLEGIO LAS MERCEDES 0.00 0.00 1.10 1.09 DRS 
MARIA MANDIGUAGUA 0.00 0.00 1.06 1.05 DRS 
PATIO BONITO 0.00 0.00 1.04 1.04 DRS 
COLEGIO CLARETIANO GUSTAVO 1.00 0.00 0.00 1.00 CRS 
I.E. DEPARTAMENTAL TIERRA DE 
PROMISIÓN 0.00 0.42 0.66 1.07 DRS 
OLIVERIO LARA BORRERO 0.70 0.28 0.00 0.98 IRS 
I. E. SANTA LIBRADA 0.00 0.00 1.06 1.05 DRS 
IE ESCUELA NORMAL SUPERIOR DE NEIVA 0.00 0.00 1.06 1.05 DRS 
I.E. INEM JULIAN MOTTA SALAS 0.00 0.00 1.06 1.05 DRS 
I.E.PROMOCION SOCIAL 0.24 0.00 0.77 1.01 DRS 
I.E.TECNICO SUPERIOR 0.16 0.00 0.90 1.05 DRS 
IE ROBERTO DURAN ALVIRA 0.00 0.12 0.93 1.04 DRS 
COL SAN MIGUEL ARCANGEL 0.00 0.00 1.09 1.08 DRS 
IPC 0.00 0.00 1.04 1.04 DRS 
CEINAR 0.00 0.83 0.17 0.99 IRS 
JOSE EUSTACIO RIVERA 0.00 0.84 0.13 0.96 IRS 





CENT DOC ANACONIA 0.00 0.00 1.07 1.07 DRS 
EL CAGUAN 0.40 0.61 0.00 1.01 DRS 
IE DE FORTALECILLAS 1.00 0.00 0.00 0.99 IRS 
I. E. AGUSTIN  CODAZZI 0.44 0.56 0.00 0.99 IRS 
EL LIMONAR 0.00 0.00 1.06 1.05 DRS 
I E  RODRIGO LARA BONILLA 0.00 0.00 1.07 1.07 DRS 
IE HUMBERTO TAFUR CHARRY 0.17 0.00 0.91 1.07 DRS 
ATANASIO GIRARDOT 0.00 0.32 0.68 1.00 CRS 
COL BAS JUAN DE CABRERA 0.00 0.11 0.94 1.04 DRS 
IE RICARDO BORRERO ALVAREZ 0.58 0.40 0.00 0.98 IRS 
ENRIQUE OLAYA HERRERA 0.00 0.00 1.07 1.07 DRS 
GUACIRCO 0.00 0.35 0.73 1.07 DRS 
I.E.AIPECITO 0.11 0.96 0.00 1.06 DRS 
IE EDUARDO SANTOS 0.59 0.42 0.00 1.01 DRS 
IE JAIRO MORERA LIZCANO 0.00 0.00 1.09 1.08 DRS 
IE CHAPINERO 0.00 0.00 1.07 1.07 DRS 
SAN JOSE 0.00 0.38 0.67 1.04 DRS 
SAN ROQUE 0.00 0.69 0.35 1.03 DRS 
EL CARMEN 0.00 0.08 1.03 1.10 DRS 
LUIS EDGAR DURAN RAMIREZ 0.46 0.55 0.00 1.01 DRS 
SAN JUAN BOSCO 0.74 0.26 0.00 0.99 IRS 
PROMOCIÓN SOCIAL 0.36 0.00 0.67 1.03 DRS 
JUNCAL 0.29 0.72 0.00 1.01 DRS 
OSPINA PEREZ 0.12 0.92 0.00 1.03 DRS 
SANTA ROSALIA 0.00 0.56 0.53 1.08 DRS 
NILO 0.00 0.00 1.06 1.05 DRS 
JOSÉ REINEL CERQUERA 0.00 0.01 1.04 1.05 DRS 
PALESTINA 0.00 0.00 1.07 1.07 DRS 
BUENOS AIRES 0.00 0.00 1.14 1.14 DRS 
ESPERANZA 0.00 0.00 1.13 1.12 DRS 
LUIS ONOFRE ACOSTA 0.00 0.29 0.73 1.02 DRS 
PROMOCION SOCIAL 0.00 0.25 0.77 1.02 DRS 
NTRA. SRA. DEL SOCORRO 0.00 0.00 1.07 1.07 DRS 
NTRA SRA DEL CARMEN 0.00 0.23 0.80 1.02 DRS 
IE MUNICIPAL HUMBERTO MUÑOZ 
ORDOÑEZ 0.47 0.46 0.00 0.93 IRS 
IE MUNICIPAL NACIONAL 0.00 1.00 0.00 1.00 CRS 
IE MUNICIPAL NORMAL SUPERIOR 1.00 0.00 0.00 0.99 IRS 
IE MUNICIPAL JOSE EUSTASIO RIVERA 0.60 0.41 0.00 1.01 DRS 
IE MUNICIPAL CRIOLLO 0.00 0.43 0.64 1.06 DRS 
IE MUNICIPAL LA LAGUNA 0.00 0.74 0.28 1.01 DRS 
IE MUNICIPAL GUACACALLO 0.14 0.86 0.00 0.99 IRS 
I.E. MUNICIPAL LICEO SUR ANDINO 0.37 0.00 0.64 1.01 DRS 
IE MUNICIPAL MONTESSORI 0.80 0.18 0.00 0.98 IRS 
IE MUNICIPAL PALMARITO 0.00 0.92 0.13 1.04 DRS 
IE MUNICIPAL VILLA FATIMA 0.00 0.19 0.92 1.11 DRS 
IE MUNICIPAL CHILLURCO 0.00 0.06 1.01 1.06 DRS 
I.E. JORGE VILLAMIL CORDOVEZ 0.00 0.00 1.13 1.12 DRS 





I.E. MUNICIPAL DOMINGO SAVIO 0.39 0.61 0.00 0.99 IRS 
MISAEL PASTRANA BORRERO 0.00 0.28 0.78 1.06 DRS 
NUCLEO ESCOLAR EL GUADUAL 0.00 0.73 0.28 1.00 CRS 
LA ULLOA 0.00 0.64 0.38 1.02 DRS 
RIVERITA 0.00 0.98 0.03 1.00 CRS 
MISAEL PASTRANA BORRERO 0.00 0.00 1.06 1.05 DRS 
LA CABAÑA 0.00 0.00 1.07 1.07 DRS 
LAUREANO GOMEZ 0.00 0.45 0.52 0.96 IRS 
ALTO DEL OBISPO 0.00 0.00 1.00 1.00 CRS 
CARLOS RAMON REPIZO 0.00 0.40 0.61 1.01 DRS 
OBANDO 0.00 0.47 0.61 1.08 DRS 
LOS CAUCHOS 0.00 0.04 1.05 1.08 DRS 
PUERTO QUINCHANA 0.00 0.00 1.11 1.11 DRS 
SANTA JUANA DE ARCO 0.00 0.44 0.63 1.06 DRS 
SAN JOAQUIN 0.00 0.61 0.42 1.02 DRS 
LAS JUNTAS 0.00 0.00 1.09 1.08 DRS 
EL CISNE 0.00 0.26 0.76 1.02 DRS 
SAN LORENZO 0.00 0.40 0.65 1.05 DRS 
GUAYABAL 0.00 0.07 0.99 1.06 DRS 
GALLARDO 0.00 0.43 0.61 1.04 DRS 
ESTEBAN ROJAS TOVAR 0.00 0.31 0.76 1.07 DRS 
EL VERGEL 0.00 0.00 1.07 1.07 DRS 
SAN JUAN BOSCO 0.00 0.81 0.25 1.05 DRS 
RICABRISA 0.00 0.00 1.09 1.08 DRS 
LA ASUNCION 0.00 0.26 0.78 1.03 DRS 
NICOLAS GARCIA BAHAMON 0.00 0.68 0.27 0.95 IRS 
SAN ANDRES 0.00 0.00 1.10 1.09 DRS 
ANACLETO GARCIA 0.00 0.33 0.71 1.03 DRS 
MISAEL PASTRANA BORRERO 0.88 0.09 0.00 0.97 IRS 
EL ROSARIO 0.00 0.07 1.02 1.09 DRS 
PACARNI 0.00 0.45 0.55 0.99 IRS 
OTONIEL ROJAS CORREA 0.00 0.00 1.04 1.04 DRS 
LA GAITANA 0.00 0.88 0.13 1.00 CRS 
EL TEJAR 0.00 0.00 1.00 0.99 IRS 
NARANJAL 0.83 0.18 0.00 1.01 DRS 
COSANZA 0.00 0.19 0.85 1.04 DRS 
PANTANOS 0.20 0.00 0.86 1.05 DRS 
CASCAJAL 0.00 0.69 0.34 1.03 DRS 
GABRIEL PLAZA 0.00 0.76 0.26 1.01 DRS 
SAN ALFONSO 0.00 0.00 1.11 1.11 DRS 
LA VICTORIA 0.00 0.00 1.13 1.12 DRS 
ANA ELISA CUENCA LARA 0.00 0.57 0.43 1.00 CRS 
AMELIA PERDOMO DE GARCIA 1.01 0.00 0.00 1.01 DRS 









ANEXO T.   Implementación Metodologia (Filzmoser, 2004) base de datos ISCE-2016-
HUILA-Secundaria 
 
La metodología fue implementada a través de programa estadístico R  (R Core Team, 2016) 
haciendo uso del paquete “Mvoutlier”  que implementa la metodologia propuesta en la sección 































































































































































































Tabla 66. Observaciones Normales y Outliers metodologia (Filzmoser & Gschwandtner, 2015) 
 
 
La tabla anterior permite observar la clasificación que resulta de aplicar la metodologia al 
conjunto de datos.  Los datos que resultan ser atípicos son el 5, 9, 12, 14, 22, 24, 25, 28, 29, 30, 
32, 33, 35, 36, 39, 44, etc. Los cuales  son obtenidos a partir del punto crítico (cut-off) 11.94764   
que corresponde al cuadrado de la distancia robusta de Mahalanobis  para la  observación 161, 





iRD  iRD   Tipo  
86 63.47 31.74 Outlier 
89 63.46 31.73 Outlier 
150 62.10 31.05 Outlier 





80 59.45 29.72 Outlier 
58 59.31 29.66 Outlier 
173 58.41 29.21 Outlier 
157 58.19 29.09 Outlier 
25 58.11 29.05 Outlier 
178 57.84 28.92 Outlier 
129 56.87 28.44 Outlier 
115 56.79 28.39 Outlier 
100 56.73 28.37 Outlier 
39 55.97 27.99 Outlier 
87 55.67 27.83 Outlier 
14 54.25 27.12 Outlier 
123 54.23 27.12 Outlier 
147 53.82 26.91 Outlier 
44 53.73 26.87 Outlier 
30 53.12 26.56 Outlier 
24 52.96 26.48 Outlier 
184 41.83 20.92 Outlier 
124 31.70 15.85 Outlier 
96 31.54 15.77 Outlier 
88 31.26 15.63 Outlier 
76 31.16 15.58 Outlier 
141 31.12 15.56 Outlier 
61 25.33 12.67 Outlier 
174 24.33 12.17 Outlier 
32 23.70 11.85 Outlier 
106 22.23 11.12 Outlier 
12 22.23 11.12 Outlier 
22 20.68 10.34 Outlier 
36 20.05 10.03 Outlier 
71 19.37 9.68 Outlier 
170 19.29 9.65 Outlier 
131 19.05 9.53 Outlier 
9 16.40 8.20 Outlier 
145 15.85 7.93 Outlier 
62 14.98 7.49 Outlier 
69 14.23 7.11 Outlier 
101 14.08 7.04 Outlier 
51 14.00 7.00 Outlier 
94 13.97 6.99 Outlier 





35 13.86 6.93 Outlier 
56 13.57 6.79 Outlier 
176 13.53 6.76 Outlier 
152 13.11 6.56 Outlier 
112 12.94 6.47 Outlier 
29 12.83 6.41 Outlier 
118 12.79 6.39 Outlier 
113 12.77 6.38 Outlier 
5 12.76 6.38 Outlier 
179 12.26 6.13 Outlier 
102 12.24 6.12 Outlier 
28 12.11 6.05 Outlier 
144 12.06 6.03 Outlier 
33 12.02 6.01 Outlier 
156 11.96 5.98 Outlier 
161 11.95 5.97 Outlier 
169 11.87 5.93 Normal 
121 11.46 5.73 Normal 
55 11.23 5.62 Normal 
10 7.88 3.94 Normal 
167 7.85 3.93 Normal 
78 7.81 3.90 Normal 
177 7.42 3.71 Normal 
49 7.21 3.60 Normal 
122 6.11 3.05 Normal 
180 5.98 2.99 Normal 
149 5.78 2.89 Normal 
85 5.47 2.73 Normal 
128 5.42 2.71 Normal 
84 5.42 2.71 Normal 
175 5.29 2.65 Normal 
138 5.25 2.63 Normal 
95 4.85 2.42 Normal 
130 4.79 2.40 Normal 
70 4.77 2.39 Normal 
23 4.76 2.38 Normal 
93 4.45 2.23 Normal 
159 4.31 2.16 Normal 
67 4.26 2.13 Normal 
127 4.23 2.12 Normal 





92 4.02 2.01 Normal 
75 3.78 1.89 Normal 
83 3.60 1.80 Normal 
154 3.51 1.76 Normal 
182 3.32 1.66 Normal 
45 3.29 1.65 Normal 
1 3.18 1.59 Normal 
116 3.18 1.59 Normal 
97 3.17 1.58 Normal 
140 3.14 1.57 Normal 
111 3.13 1.57 Normal 
168 3.02 1.51 Normal 
52 2.87 1.43 Normal 
16 2.86 1.43 Normal 
117 2.86 1.43 Normal 
164 2.86 1.43 Normal 
53 2.77 1.38 Normal 
38 2.74 1.37 Normal 
17 2.68 1.34 Normal 
153 2.66 1.33 Normal 
37 2.61 1.31 Normal 
81 2.49 1.24 Normal 
72 2.44 1.22 Normal 
77 2.39 1.20 Normal 
43 2.36 1.18 Normal 
162 2.34 1.17 Normal 
21 2.33 1.17 Normal 
158 2.31 1.15 Normal 
57 2.27 1.14 Normal 
68 2.23 1.11 Normal 
110 2.20 1.10 Normal 
90 2.19 1.09 Normal 
60 2.15 1.07 Normal 
82 2.15 1.07 Normal 
136 2.11 1.05 Normal 
73 2.04 1.02 Normal 
103 2.00 1.00 Normal 
114 1.98 0.99 Normal 
109 1.95 0.98 Normal 
119 1.95 0.97 Normal 





40 1.90 0.95 Normal 
74 1.90 0.95 Normal 
107 1.89 0.95 Normal 
6 1.89 0.94 Normal 
120 1.85 0.92 Normal 
98 1.83 0.91 Normal 
137 1.82 0.91 Normal 
63 1.80 0.90 Normal 
79 1.77 0.89 Normal 
13 1.75 0.88 Normal 
59 1.74 0.87 Normal 
151 1.72 0.86 Normal 
142 1.60 0.80 Normal 
18 1.41 0.71 Normal 
50 1.33 0.66 Normal 
163 1.32 0.66 Normal 
126 1.28 0.64 Normal 
8 1.23 0.62 Normal 
99 1.15 0.58 Normal 
27 1.15 0.57 Normal 
183 1.13 0.56 Normal 
20 1.11 0.56 Normal 
134 1.07 0.53 Normal 
34 1.04 0.52 Normal 
165 1.04 0.52 Normal 
132 1.03 0.51 Normal 
171 1.03 0.51 Normal 
125 1.01 0.50 Normal 
7 1.00 0.50 Normal 
31 0.98 0.49 Normal 
105 0.96 0.48 Normal 
4 0.94 0.47 Normal 
148 0.88 0.44 Normal 
54 0.85 0.42 Normal 
91 0.79 0.40 Normal 
155 0.78 0.39 Normal 
2 0.77 0.39 Normal 
64 0.72 0.36 Normal 
47 0.69 0.35 Normal 
133 0.69 0.34 Normal 





160 0.63 0.31 Normal 
42 0.62 0.31 Normal 
146 0.60 0.30 Normal 
26 0.60 0.30 Normal 
19 0.60 0.30 Normal 
166 0.55 0.28 Normal 
108 0.55 0.27 Normal 
46 0.51 0.25 Normal 
11 0.49 0.24 Normal 
48 0.48 0.24 Normal 
139 0.47 0.23 Normal 
65 0.44 0.22 Normal 
104 0.43 0.21 Normal 
15 0.26 0.13 Normal 
41 0.15 0.07 Normal 
66 0.09 0.05 Normal 
Tabla 67. Ranking de Observaciones influyentes metodologia (Filzmoser & Gschwandtner, 2015) 
 
Como se puede analizar los Datos con mayor distancia robusta de Mahalanobis son 86, 89, 150, 





























ANEXO S.   Implementación Metodologia (Chawla & Gionis, 2013) base de datos ISCE-
2016-HUILA-Secundaria 
 
Para implementar la metodologia de (Chawla & Gionis, 2013) a la base de datos se procede a 
aplicar  un análisis para determinar el número de agrupaciones (clúster)  optimas en las cuales se 
podían agrupar los datos para esto se usa el paquete  “NbClust”  (Charrad et al., 2014) del 
programa estadístico R (R Core Team, 2016)  el cual proporciona diferentes métodos para 





> res<-NbClust(x,distance = "euclidean", min.nc=2, max.nc=6, method = "kmeans", index = 
"ccc") 
> res$All.index 
      2       3       4       5       6  
35.4475 47.1137 46.1749 42.8677 41.2526  
> res$Best.nc 
Number_clusters     Value_Index  
         3.0000         47.1137  
> res$Best.partition 
  [1] 3 3 3 3 1 3 3 3 1 1 3 1 3 2 3 3 3 3 3 3 3 1 1 2 2 3 3 1 1 2 3 1 1 3 1 1 3 
 [38] 3 2 3 3 3 3 2 3 3 3 3 1 3 1 3 3 3 1 1 3 2 3 3 1 1 3 3 3 3 1 3 1 3 1 3 3 3 
 [75] 3 3 3 3 3 2 3 3 3 3 3 2 2 2 2 3 3 3 1 1 1 2 3 3 3 2 1 1 3 3 3 1 3 3 3 3 3 
[112] 1 1 3 2 3 3 1 3 3 1 3 2 2 3 3 3 3 2 3 1 3 3 3 2 3 3 1 3 3 2 3 3 1 1 3 2 3 
[149] 3 2 3 1 3 3 3 1 2 3 1 3 1 3 3 3 3 3 3 3 1 1 3 1 2 1 3 1 1 2 1 1 3 3 3 3 
 
Por lo tanto en número de clúster óptimos es 3 y La metodología  de (Chawla & Gionis, 2013, p.) 
fue implementada a través de programa estadístico R (R Core Team, 2016) haciendo uso del 
paquete “kmodR” (Howe, 2015). En este paquete estadístico se utilizó la función “kmod” que 
implementa el algoritmo K-means--  propuesto en este artículo. 
 
Los resultados obtenidos son: 
> ### Package kmodRK: K-Means with Simultaneous Outlier Detection#### 
> set.seed(123) 
> library(kmodR) 
> cl <- kmod(x,3,10) 
Beginning k-means-- clustering 
...... 
Clustering complete in  6  iterations. 
 
k = 3   l = 10   Cluster sizes: 86 53 35  







Centroids: Conjunto de centroides de grupo 
       progreso     desempeño eficiencia  Ambiente 
[1,] 0.07104651  2.176628  0.7917442 0.7523256 
[2,] 1.99339623  2.465283  0.8179245 0.7516981 
[3,] 0.71314286  2.260857  0.8334286 0.7548571 
 
Outliers:  
      progreso desempeño eficiencia Ambiente 
89      3.08      1.94          1.00           0.76 
80      3.01      2.95          0.81           0.75 
58      3.04      2.79          0.73           0.78 
129     3.00      2.89         0.92           0.75 
76      0.00      1.09          0.76           0.75 
86      3.05      2.66          0.66           0.72 
123     3.04      2.54        1.00            0.79 
115     3.03      2.69        0.81            0.74 
150     3.03      2.54        0.99            0.70 
178     3.03      2.62        0.71            0.75 
 
> cl$L_dist_sqr: Cuadrados de las distancias correspondientes a cada valor extremo a C 
 [1] 1.489850 1.268499 1.209352 1.204058 1.186821 1.180271 1.135581 1.125245 1.112413 
[10] 1.110135 
 
> cl$L_index: Indices de las Observaciones atípicas 
 [1]  89  80  58 129  76  86 123 115 150 178 
> cl$XC_dist_sqr_assign 
          dist_sqr c:  
                                                                                                                                                               
Cuadrado de la distancia 
 Euclidiana- # Agrupación: 
 
  [1,] 0.054099986 1 
  [2,] 0.096163102 3 
  [3,] 0.062590684 1 
  [4,] 0.053718591 1 
  [5,] 0.264974938 2 
  [6,] 0.067146498 1 
  [7,] 0.007686033 1 
  [8,] 0.039893010 1 
  [9,] 0.151299466 2 
 [10,] 0.264048816 3 
 [11,] 0.008732545 1 
 [12,] 0.011714560 2 
 [13,] 0.016862777 1 
 [14,] 1.038310787 2 
 [15,] 0.010962777 1 
 [16,] 0.009044173 1 
 [17,] 0.084211614 1 
 [18,] 0.017604638 1 
 [19,] 0.005976731 1 
 [20,] 0.007430219 1 
 [21,] 0.119277388 3 
 [22,] 0.004065504 2 
 [23,] 0.095237388 3 
 [24,] 1.057131541 2 
 [25,] 1.036637202 2 
 [26,] 0.060053475 1 
 [27,] 0.012825568 1 
 [28,] 0.236240975 2 
 [29,] 0.252144749 2 
 [30,] 1.069427768 2 
 [31,] 0.025518591 1 
 [32,] 0.025116447 2 
 [33,] 0.250408900 2 
 [34,] 0.020125568 1 
 [35,] 0.258886258 2 
 [36,] 0.006110787 2 
 [37,] 0.073974405 1 
 [38,] 0.035000245 3 
 [39,] 1.064665504 2 
 [40,] 0.097923242 1 
 [41,] 0.001546498 1 





 [43,] 0.005831673 3 
 [44,] 1.023086258 2 
 [45,] 0.049368816 3 
 [46,] 0.007902312 1 
 [47,] 0.010013940 1 
 [48,] 0.058755800 1 
 [49,] 0.269051673 3 
 [50,] 0.008565103 1 
 [51,] 0.246661730 2 
 [52,] 0.065253475 1 
 [53,] 0.153600245 3 
 [54,] 0.016048824 1 
 [55,] 0.266939089 2 
 [56,] 0.253346636 2 
 [57,] 0.038732545 1 
 [58,] 1.209352296 2 
 [59,] 0.030643102 3 
 [60,] 0.044379056 1 
 [61,] 0.045663617 2 
 [62,] 0.163791919 2 
 [63,] 0.045604638 1 
 [64,] 0.014034870 1 
 [65,] 0.007062777 1 
 [66,] 0.004290684 1 
 [67,] 0.054974531 3 
 [68,] 0.070025959 3 
 [69,] 0.242663617 2 
 [70,] 0.089203102 3 
 [71,] 0.020978711 2 
 [72,] 0.045302312 1 
 [73,] 0.050176731 1 
 [74,] 0.053303102 3 
 [75,] 0.057797388 3 
 [76,] 1.186820917 1 
 [77,] 0.007614531 3 
 [78,] 0.245483707 1 
 [79,] 0.022541847 1 
 [80,] 1.268499466 2 
 [81,] 0.055546498 1 
 [82,] 0.055079056 1 
 [83,] 0.059255800 1 
 [84,] 0.127548824 1 
 [85,] 0.135218591 1 
 [86,] 1.180271164 2 
 [87,] 1.032486258 2 
 [88,] 0.127584372 2 
 [89,] 1.489850409 2 
 [90,] 0.023969754 1 
 [91,] 0.039186033 1 
 [92,] 0.098460452 1 
 [93,] 0.078683102 3 
 [94,] 0.251052296 2 
 [95,] 0.058483102 3 
 [96,] 0.085088145 2 
 [97,] 0.056751149 1 
 [98,] 0.058888359 1 
 [99,] 0.040011673 3 
[100,] 1.042844749 2 
[101,] 0.250278711 2 
[102,] 0.247284372 2 
[103,] 0.027083707 1 
[104,] 0.046476731 1 
[105,] 0.006839521 1 
[106,] 0.105231541 2 
[107,] 0.032781382 1 
[108,] 0.083720917 1 
[109,] 0.059806963 1 
[110,] 0.106963102 3 
[111,] 0.039674531 3 
[112,] 0.255863617 2 
[113,] 0.262429655 2 
[114,] 0.032095335 1 
[115,] 1.125244749 2 
[116,] 0.056102312 1 
[117,] 0.033148824 1 
[118,] 0.279557957 2 
[119,] 0.044620245 3 
[120,] 0.042325959 3 
[121,] 0.272574938 2 
[122,] 0.058195335 1 
[123,] 1.135580598 2 
[124,] 0.119267391 2 
[125,] 0.063076731 1 
[126,] 0.020254531 3 
[127,] 0.101951149 1 
[128,] 0.098590684 1 
[129,] 1.204057957 2 
[130,] 0.139118591 1 
[131,] 0.042639089 2 
[132,] 0.008276731 1 
[133,] 0.064534531 3 
[134,] 0.015197661 1 
[135,] 1.077512674 2 
[136,] 0.040511614 1 
[137,] 0.074139521 1 
[138,] 0.056694531 3 
[139,] 0.007393010 1 
[140,] 0.031332545 1 
[141,] 0.140952296 2 
[142,] 0.044039521 1 
[143,] 0.010632545 1 
[144,] 0.251171164 2 
[145,] 0.071576824 2 
[146,] 0.012932545 1 
[147,] 1.031048523 2 
[148,] 0.032932545 1 
[149,] 0.060394531 3 
[150,] 1.112412674 2 
[151,] 0.021825568 1 
[152,] 0.190144749 2 
[153,] 0.018414531 3 
[154,] 0.091111673 3 
[155,] 0.030593010 1 
[156,] 0.225163617 2 
[157,] 1.059131541 2 
[158,] 0.062411673 3 
[159,] 0.085100245 3 
[160,] 0.101100245 3 
[161,] 0.227988145 2 
[162,] 0.048876731 1 
[163,] 0.051797661 1 
[164,] 0.041888359 1 
[165,] 0.018279056 1 
[166,] 0.004223242 1 
[167,] 0.088702312 1 
[168,] 0.078699986 1 
[169,] 0.271382485 2 
[170,] 0.094878711 2 
[171,] 0.083417388 3 
[172,] 0.248265504 2 
[173,] 1.051857957 2 





[175,] 0.035693010 1 
[176,] 0.265588145 2 
[177,] 0.261043102 3 
[178,] 1.110135315 2 
[179,] 0.217039089 2 
[180,] 0.171111673 3 
[181,] 0.107074405 1 
[182,] 0.083765103 1 
[183,] 0.007899986 1 




> cl$within_ss: Suma de cuadrados dentro de las agrupaciones (excluye los valores atípicos) 
[1] 27.26212 
> cl$between_ss : Suma de cuadrados entre agrupaciones 
[1] 171.6015 
> cl$tot_ss: Suma de cuadrados totales  
[1] 198.8636 
> cl$iterations: Número de iteraciones para que converja el algoritmo  
[1] 6 
 
Para mostrar la forma en que funciona el algoritmo se van hacer explícitos algunos cálculos, 
como primera  medida el algoritmo calcula los centroides de agrupación   y asigna a cada dato 
el mejor grupo (clúster) de tal manera que se obtiene: 
 
Dato clúster progreso desempeño eficiencia Ambiente 
1 1 0.07 2.18 0.79 0.75 
2 2 0.71 2.26 0.83 0.75 
3 1 0.07 2.18 0.79 0.75 
4 1 0.07 2.18 0.79 0.75 
5 3 1.99 2.47 0.82 0.75 
6 1 0.07 2.18 0.79 0.75 
7 1 0.07 2.18 0.79 0.75 
8 1 0.07 2.18 0.79 0.75 
9 3 1.99 2.47 0.82 0.75 
10 2 0.71 2.26 0.83 0.75 
11 1 0.07 2.18 0.79 0.75 
12 3 1.99 2.47 0.82 0.75 
13 1 0.07 2.18 0.79 0.75 
14 3 1.99 2.47 0.82 0.75 
15 1 0.07 2.18 0.79 0.75 
16 1 0.07 2.18 0.79 0.75 
17 1 0.07 2.18 0.79 0.75 
18 1 0.07 2.18 0.79 0.75 
19 1 0.07 2.18 0.79 0.75 
20 1 0.07 2.18 0.79 0.75 
21 2 0.71 2.26 0.83 0.75 





23 2 0.71 2.26 0.83 0.75 
24 3 1.99 2.47 0.82 0.75 
25 3 1.99 2.47 0.82 0.75 
26 1 0.07 2.18 0.79 0.75 
27 1 0.07 2.18 0.79 0.75 
28 3 1.99 2.47 0.82 0.75 
29 3 1.99 2.47 0.82 0.75 
30 3 1.99 2.47 0.82 0.75 
31 1 0.07 2.18 0.79 0.75 
32 3 1.99 2.47 0.82 0.75 
33 3 1.99 2.47 0.82 0.75 
34 1 0.07 2.18 0.79 0.75 
35 3 1.99 2.47 0.82 0.75 
36 3 1.99 2.47 0.82 0.75 
37 1 0.07 2.18 0.79 0.75 
38 2 0.71 2.26 0.83 0.75 
39 3 1.99 2.47 0.82 0.75 
40 1 0.07 2.18 0.79 0.75 
41 1 0.07 2.18 0.79 0.75 
42 1 0.07 2.18 0.79 0.75 
43 2 0.71 2.26 0.83 0.75 
44 3 1.99 2.47 0.82 0.75 
45 2 0.71 2.26 0.83 0.75 
46 1 0.07 2.18 0.79 0.75 
47 1 0.07 2.18 0.79 0.75 
48 1 0.07 2.18 0.79 0.75 
49 2 0.71 2.26 0.83 0.75 
50 1 0.07 2.18 0.79 0.75 
51 3 1.99 2.47 0.82 0.75 
52 1 0.07 2.18 0.79 0.75 
53 2 0.71 2.26 0.83 0.75 
54 1 0.07 2.18 0.79 0.75 
55 3 1.99 2.47 0.82 0.75 
56 3 1.99 2.47 0.82 0.75 
57 1 0.07 2.18 0.79 0.75 
58 3 1.99 2.47 0.82 0.75 
59 2 0.71 2.26 0.83 0.75 
60 1 0.07 2.18 0.79 0.75 
61 3 1.99 2.47 0.82 0.75 
62 3 1.99 2.47 0.82 0.75 





64 1 0.07 2.18 0.79 0.75 
65 1 0.07 2.18 0.79 0.75 
66 1 0.07 2.18 0.79 0.75 
67 2 0.71 2.26 0.83 0.75 
68 2 0.71 2.26 0.83 0.75 
69 3 1.99 2.47 0.82 0.75 
70 2 0.71 2.26 0.83 0.75 
71 3 1.99 2.47 0.82 0.75 
72 1 0.07 2.18 0.79 0.75 
73 1 0.07 2.18 0.79 0.75 
74 2 0.71 2.26 0.83 0.75 
75 2 0.71 2.26 0.83 0.75 
76 1 0.07 2.18 0.79 0.75 
77 2 0.71 2.26 0.83 0.75 
78 1 0.07 2.18 0.79 0.75 
79 1 0.07 2.18 0.79 0.75 
80 3 1.99 2.47 0.82 0.75 
81 1 0.07 2.18 0.79 0.75 
82 1 0.07 2.18 0.79 0.75 
83 1 0.07 2.18 0.79 0.75 
84 1 0.07 2.18 0.79 0.75 
85 1 0.07 2.18 0.79 0.75 
86 3 1.99 2.47 0.82 0.75 
87 3 1.99 2.47 0.82 0.75 
88 3 1.99 2.47 0.82 0.75 
89 3 1.99 2.47 0.82 0.75 
90 1 0.07 2.18 0.79 0.75 
91 1 0.07 2.18 0.79 0.75 
92 1 0.07 2.18 0.79 0.75 
93 2 0.71 2.26 0.83 0.75 
94 3 1.99 2.47 0.82 0.75 
95 2 0.71 2.26 0.83 0.75 
96 3 1.99 2.47 0.82 0.75 
97 1 0.07 2.18 0.79 0.75 
98 1 0.07 2.18 0.79 0.75 
99 2 0.71 2.26 0.83 0.75 
100 3 1.99 2.47 0.82 0.75 
101 3 1.99 2.47 0.82 0.75 
102 3 1.99 2.47 0.82 0.75 
103 1 0.07 2.18 0.79 0.75 





105 1 0.07 2.18 0.79 0.75 
106 3 1.99 2.47 0.82 0.75 
107 1 0.07 2.18 0.79 0.75 
108 1 0.07 2.18 0.79 0.75 
109 1 0.07 2.18 0.79 0.75 
110 2 0.71 2.26 0.83 0.75 
111 2 0.71 2.26 0.83 0.75 
112 3 1.99 2.47 0.82 0.75 
113 3 1.99 2.47 0.82 0.75 
114 1 0.07 2.18 0.79 0.75 
115 3 1.99 2.47 0.82 0.75 
116 1 0.07 2.18 0.79 0.75 
117 1 0.07 2.18 0.79 0.75 
118 3 1.99 2.47 0.82 0.75 
119 2 0.71 2.26 0.83 0.75 
120 2 0.71 2.26 0.83 0.75 
121 3 1.99 2.47 0.82 0.75 
122 1 0.07 2.18 0.79 0.75 
123 3 1.99 2.47 0.82 0.75 
124 3 1.99 2.47 0.82 0.75 
125 1 0.07 2.18 0.79 0.75 
126 2 0.71 2.26 0.83 0.75 
127 1 0.07 2.18 0.79 0.75 
128 1 0.07 2.18 0.79 0.75 
129 3 1.99 2.47 0.82 0.75 
130 1 0.07 2.18 0.79 0.75 
131 3 1.99 2.47 0.82 0.75 
132 1 0.07 2.18 0.79 0.75 
133 2 0.71 2.26 0.83 0.75 
134 1 0.07 2.18 0.79 0.75 
135 3 1.99 2.47 0.82 0.75 
136 1 0.07 2.18 0.79 0.75 
137 1 0.07 2.18 0.79 0.75 
138 2 0.71 2.26 0.83 0.75 
139 1 0.07 2.18 0.79 0.75 
140 1 0.07 2.18 0.79 0.75 
141 3 1.99 2.47 0.82 0.75 
142 1 0.07 2.18 0.79 0.75 
143 1 0.07 2.18 0.79 0.75 
144 3 1.99 2.47 0.82 0.75 





146 1 0.07 2.18 0.79 0.75 
147 3 1.99 2.47 0.82 0.75 
148 1 0.07 2.18 0.79 0.75 
149 2 0.71 2.26 0.83 0.75 
150 3 1.99 2.47 0.82 0.75 
151 1 0.07 2.18 0.79 0.75 
152 3 1.99 2.47 0.82 0.75 
153 2 0.71 2.26 0.83 0.75 
154 2 0.71 2.26 0.83 0.75 
155 1 0.07 2.18 0.79 0.75 
156 3 1.99 2.47 0.82 0.75 
157 3 1.99 2.47 0.82 0.75 
158 2 0.71 2.26 0.83 0.75 
159 2 0.71 2.26 0.83 0.75 
160 2 0.71 2.26 0.83 0.75 
161 3 1.99 2.47 0.82 0.75 
162 1 0.07 2.18 0.79 0.75 
163 1 0.07 2.18 0.79 0.75 
164 1 0.07 2.18 0.79 0.75 
165 1 0.07 2.18 0.79 0.75 
166 1 0.07 2.18 0.79 0.75 
167 1 0.07 2.18 0.79 0.75 
168 1 0.07 2.18 0.79 0.75 
169 3 1.99 2.47 0.82 0.75 
170 3 1.99 2.47 0.82 0.75 
171 2 0.71 2.26 0.83 0.75 
172 3 1.99 2.47 0.82 0.75 
173 3 1.99 2.47 0.82 0.75 
174 3 1.99 2.47 0.82 0.75 
175 1 0.07 2.18 0.79 0.75 
176 3 1.99 2.47 0.82 0.75 
177 2 0.71 2.26 0.83 0.75 
178 3 1.99 2.47 0.82 0.75 
179 3 1.99 2.47 0.82 0.75 
180 2 0.71 2.26 0.83 0.75 
181 1 0.07 2.18 0.79 0.75 
182 1 0.07 2.18 0.79 0.75 
183 1 0.07 2.18 0.79 0.75 
184 1 0.07 2.18 0.79 0.75 







Ahora el algoritmo calcula la distancia euclidiana al cuadrado de cada dato a su respectivo 
centroide así: 
 
Dato clúster progreso desempeño eficiencia Ambiente 
2 ( , )d x c   ( , )d x c  
1 1 0.005 0.031 0.017 0.000 0.054 0.233 
2 2 0.092 0.003 0.001 0.000 0.096 0.310 
3 1 0.005 0.051 0.006 0.000 0.063 0.250 
4 1 0.029 0.009 0.016 0.000 0.054 0.232 
5 3 0.243 0.009 0.013 0.000 0.265 0.515 
6 1 0.044 0.011 0.012 0.000 0.067 0.259 
7 1 0.004 0.003 0.001 0.000 0.008 0.088 
8 1 0.001 0.039 0.000 0.000 0.040 0.200 
9 3 0.132 0.000 0.019 0.000 0.151 0.389 
10 2 0.257 0.002 0.005 0.000 0.264 0.514 
11 1 0.005 0.003 0.000 0.000 0.009 0.093 
12 3 0.001 0.007 0.004 0.000 0.012 0.108 
13 1 0.001 0.006 0.010 0.000 0.017 0.130 
14 3 1.013 0.024 0.000 0.001 1.038 1.019 
15 1 0.006 0.003 0.001 0.000 0.011 0.105 
16 1 0.005 0.001 0.001 0.001 0.009 0.095 
17 1 0.005 0.077 0.002 0.000 0.084 0.290 
18 1 0.005 0.000 0.012 0.000 0.018 0.133 
19 1 0.005 0.001 0.000 0.000 0.006 0.077 
20 1 0.005 0.002 0.000 0.000 0.007 0.086 
21 2 0.080 0.002 0.037 0.000 0.119 0.345 
22 3 0.002 0.002 0.000 0.000 0.004 0.064 
23 2 0.051 0.040 0.003 0.000 0.095 0.309 
24 3 1.033 0.013 0.010 0.000 1.057 1.028 
25 3 1.013 0.021 0.001 0.001 1.037 1.018 
26 1 0.040 0.018 0.003 0.000 0.060 0.245 
27 1 0.005 0.001 0.006 0.000 0.013 0.113 
28 3 0.234 0.001 0.001 0.000 0.236 0.486 
29 3 0.243 0.001 0.008 0.000 0.252 0.502 
30 3 1.033 0.027 0.008 0.000 1.069 1.034 
31 1 0.005 0.018 0.003 0.000 0.026 0.160 
32 3 0.007 0.011 0.006 0.001 0.025 0.158 
33 3 0.243 0.004 0.003 0.000 0.250 0.500 
34 1 0.004 0.013 0.003 0.000 0.020 0.142 
35 3 0.243 0.001 0.014 0.000 0.259 0.509 
36 3 0.005 0.000 0.000 0.000 0.006 0.078 





38 2 0.005 0.014 0.015 0.000 0.035 0.187 
39 3 1.013 0.050 0.001 0.000 1.065 1.032 
40 1 0.078 0.000 0.020 0.000 0.098 0.313 
41 1 0.000 0.001 0.000 0.000 0.002 0.039 
42 1 0.005 0.001 0.005 0.000 0.010 0.101 
43 2 0.000 0.002 0.004 0.000 0.006 0.076 
44 3 1.013 0.009 0.000 0.001 1.023 1.011 
45 2 0.005 0.036 0.007 0.001 0.049 0.222 
46 1 0.003 0.004 0.001 0.000 0.008 0.089 
47 1 0.005 0.004 0.001 0.000 0.010 0.100 
48 1 0.057 0.001 0.001 0.000 0.059 0.242 
49 2 0.267 0.002 0.000 0.000 0.269 0.519 
50 1 0.001 0.001 0.007 0.000 0.009 0.093 
51 3 0.234 0.001 0.012 0.000 0.247 0.497 
52 1 0.001 0.047 0.017 0.000 0.065 0.255 
53 2 0.098 0.048 0.007 0.000 0.154 0.392 
54 1 0.005 0.003 0.008 0.000 0.016 0.127 
55 3 0.243 0.018 0.005 0.000 0.267 0.517 
56 3 0.243 0.006 0.004 0.000 0.253 0.503 
57 1 0.005 0.027 0.007 0.000 0.039 0.197 
58 3 1.095 0.105 0.008 0.001 1.209 1.100 
59 2 0.015 0.003 0.013 0.000 0.031 0.175 
60 1 0.001 0.041 0.002 0.000 0.044 0.211 
61 3 0.016 0.000 0.030 0.000 0.046 0.214 
62 3 0.139 0.016 0.008 0.000 0.164 0.405 
63 1 0.005 0.039 0.002 0.000 0.046 0.214 
64 1 0.000 0.004 0.010 0.000 0.014 0.118 
65 1 0.005 0.001 0.001 0.000 0.007 0.084 
66 1 0.003 0.000 0.001 0.000 0.004 0.066 
67 2 0.051 0.000 0.003 0.000 0.055 0.234 
68 2 0.015 0.053 0.001 0.000 0.070 0.265 
69 3 0.215 0.024 0.004 0.000 0.243 0.493 
70 2 0.008 0.068 0.014 0.000 0.089 0.299 
71 3 0.021 0.000 0.000 0.000 0.021 0.145 
72 1 0.005 0.035 0.005 0.001 0.045 0.213 
73 1 0.017 0.019 0.015 0.000 0.050 0.224 
74 2 0.034 0.017 0.003 0.000 0.053 0.231 
75 2 0.016 0.040 0.001 0.000 0.058 0.240 
76 1 0.005 1.181 0.001 0.000 1.187 1.089 
77 2 0.003 0.001 0.003 0.000 0.008 0.087 





79 1 0.005 0.014 0.003 0.000 0.023 0.150 
80 3 1.033 0.235 0.000 0.000 1.268 1.126 
81 1 0.005 0.046 0.005 0.000 0.056 0.236 
82 1 0.005 0.037 0.012 0.000 0.055 0.235 
83 1 0.005 0.011 0.043 0.000 0.059 0.243 
84 1 0.004 0.080 0.043 0.000 0.128 0.357 
85 1 0.004 0.092 0.039 0.000 0.135 0.368 
86 3 1.116 0.038 0.025 0.001 1.180 1.086 
87 3 1.013 0.013 0.006 0.000 1.032 1.016 
88 3 0.113 0.006 0.008 0.000 0.128 0.357 
89 3 1.181 0.276 0.033 0.000 1.490 1.221 
90 1 0.005 0.004 0.014 0.000 0.024 0.155 
91 1 0.012 0.027 0.000 0.000 0.039 0.198 
92 1 0.005 0.092 0.000 0.001 0.098 0.314 
93 2 0.039 0.040 0.000 0.000 0.079 0.281 
94 3 0.155 0.081 0.015 0.000 0.251 0.501 
95 2 0.035 0.000 0.024 0.000 0.058 0.242 
96 3 0.066 0.000 0.019 0.000 0.085 0.292 
97 1 0.005 0.019 0.033 0.000 0.057 0.238 
98 1 0.029 0.002 0.028 0.000 0.059 0.243 
99 2 0.027 0.010 0.003 0.000 0.040 0.200 
100 3 1.013 0.013 0.016 0.000 1.043 1.021 
101 3 0.243 0.001 0.005 0.001 0.250 0.500 
102 3 0.234 0.003 0.010 0.000 0.247 0.497 
103 1 0.004 0.000 0.023 0.000 0.027 0.165 
104 1 0.036 0.001 0.010 0.000 0.046 0.216 
105 1 0.005 0.001 0.000 0.000 0.007 0.083 
106 3 0.034 0.055 0.014 0.002 0.105 0.324 
107 1 0.005 0.013 0.015 0.000 0.033 0.181 
108 1 0.067 0.007 0.010 0.000 0.084 0.289 
109 1 0.022 0.002 0.035 0.000 0.060 0.245 
110 2 0.064 0.040 0.003 0.000 0.107 0.327 
111 2 0.008 0.032 0.000 0.000 0.040 0.199 
112 3 0.234 0.001 0.020 0.001 0.256 0.506 
113 3 0.243 0.007 0.012 0.000 0.262 0.512 
114 1 0.005 0.004 0.023 0.000 0.032 0.179 
115 3 1.075 0.050 0.000 0.000 1.125 1.061 
116 1 0.005 0.021 0.029 0.000 0.056 0.237 
117 1 0.005 0.024 0.004 0.001 0.033 0.182 
118 3 0.243 0.034 0.000 0.001 0.280 0.529 





120 2 0.030 0.006 0.006 0.000 0.042 0.206 
121 3 0.253 0.004 0.015 0.000 0.273 0.522 
122 1 0.005 0.008 0.043 0.002 0.058 0.241 
123 3 1.095 0.006 0.033 0.001 1.136 1.066 
124 3 0.077 0.042 0.000 0.000 0.119 0.345 
125 1 0.057 0.004 0.001 0.000 0.063 0.251 
126 2 0.011 0.008 0.001 0.000 0.020 0.142 
127 1 0.005 0.088 0.008 0.000 0.102 0.319 
128 1 0.062 0.024 0.010 0.003 0.099 0.314 
129 3 1.013 0.180 0.010 0.000 1.204 1.097 
130 1 0.005 0.105 0.029 0.000 0.139 0.373 
131 3 0.034 0.001 0.008 0.000 0.043 0.206 
132 1 0.005 0.003 0.000 0.000 0.008 0.091 
133 2 0.059 0.000 0.005 0.000 0.065 0.254 
134 1 0.004 0.001 0.010 0.000 0.015 0.123 
135 3 1.013 0.042 0.022 0.000 1.078 1.038 
136 1 0.005 0.015 0.020 0.000 0.041 0.201 
137 1 0.062 0.009 0.003 0.001 0.074 0.272 
138 2 0.047 0.006 0.002 0.001 0.057 0.238 
139 1 0.005 0.000 0.002 0.000 0.007 0.086 
140 1 0.005 0.025 0.000 0.001 0.031 0.177 
141 3 0.120 0.016 0.005 0.000 0.141 0.375 
142 1 0.004 0.034 0.007 0.000 0.044 0.210 
143 1 0.004 0.005 0.001 0.000 0.011 0.103 
144 3 0.243 0.007 0.000 0.000 0.251 0.501 
145 3 0.069 0.002 0.000 0.000 0.072 0.268 
146 1 0.002 0.005 0.005 0.000 0.013 0.114 
147 3 1.013 0.000 0.017 0.000 1.031 1.015 
148 1 0.012 0.009 0.012 0.000 0.033 0.181 
149 2 0.045 0.012 0.000 0.003 0.060 0.246 
150 3 1.075 0.006 0.030 0.003 1.112 1.055 
151 1 0.005 0.014 0.003 0.000 0.022 0.148 
152 3 0.171 0.018 0.000 0.001 0.190 0.436 
153 2 0.014 0.002 0.003 0.000 0.018 0.136 
154 2 0.034 0.029 0.028 0.001 0.091 0.302 
155 1 0.017 0.013 0.001 0.000 0.031 0.175 
156 3 0.224 0.000 0.001 0.000 0.225 0.475 
157 3 1.033 0.001 0.025 0.000 1.059 1.029 
158 2 0.045 0.014 0.002 0.001 0.062 0.250 
159 2 0.082 0.002 0.001 0.000 0.085 0.292 





161 3 0.224 0.000 0.004 0.000 0.228 0.477 
162 1 0.005 0.037 0.006 0.000 0.049 0.221 
163 1 0.019 0.016 0.016 0.000 0.052 0.228 
164 1 0.004 0.037 0.000 0.001 0.042 0.205 
165 1 0.005 0.005 0.008 0.000 0.018 0.135 
166 1 0.004 0.000 0.000 0.000 0.004 0.065 
167 1 0.005 0.061 0.020 0.003 0.089 0.298 
168 1 0.005 0.051 0.022 0.000 0.079 0.281 
169 3 0.243 0.027 0.000 0.000 0.271 0.521 
170 3 0.075 0.001 0.019 0.000 0.095 0.308 
171 2 0.080 0.001 0.002 0.000 0.083 0.289 
172 3 0.243 0.002 0.002 0.001 0.248 0.498 
173 3 1.033 0.013 0.005 0.000 1.052 1.026 
174 3 0.006 0.006 0.001 0.000 0.013 0.114 
175 1 0.022 0.001 0.010 0.003 0.036 0.189 
176 3 0.243 0.003 0.019 0.000 0.266 0.515 
177 2 0.237 0.019 0.004 0.000 0.261 0.511 
178 3 1.075 0.024 0.012 0.000 1.110 1.054 
179 3 0.215 0.001 0.001 0.000 0.217 0.466 
180 2 0.166 0.002 0.004 0.000 0.171 0.414 
181 1 0.005 0.100 0.001 0.001 0.107 0.327 
182 1 0.032 0.047 0.003 0.001 0.084 0.289 
183 1 0.005 0.002 0.000 0.000 0.008 0.089 
184 1 0.005 0.014 0.627 0.000 0.646 0.803 
Tabla 69. Distancia euclidiana al cuadrado de cada dato a su respectivo centroide 
 
En la tabla anterior se puede ver en cada fila la distancia de cada variable a su respectivo 
centroide y si se suman las distancias para todas las variables por fila se obtiene la distancia 
euclidiana al cuadrado para cada observación aquellos valores con distancia más grande podrían 





2 ( , )d x c  clúster 
1 89 1.4899 3 
2 80 1.2685 3 
3 58 1.2094 3 
4 129 1.2041 3 
5 76 1.1868 1 
6 86 1.1803 3 
7 123 1.1356 3 





9 150 1.1124 3 
10 178 1.1101 3 
11 135 1.0775 3 
12 30 1.0694 3 
13 39 1.0647 3 
14 157 1.0591 3 
15 24 1.0571 3 
16 173 1.0519 3 
17 100 1.0428 3 
18 14 1.0383 3 
19 25 1.0366 3 
20 87 1.0325 3 
21 147 1.0310 3 
22 44 1.0231 3 
23 184 0.6456 1 
24 118 0.2796 3 
25 121 0.2726 3 
26 169 0.2714 3 
27 49 0.2691 2 
28 55 0.2669 3 
29 176 0.2656 3 
30 5 0.2650 3 
31 10 0.2640 2 
32 113 0.2624 3 
33 177 0.2610 2 
34 35 0.2589 3 
35 112 0.2559 3 
36 56 0.2533 3 
37 29 0.2521 3 
38 144 0.2512 3 
39 94 0.2511 3 
40 33 0.2504 3 
41 101 0.2503 3 
42 172 0.2483 3 
43 102 0.2473 3 
44 51 0.2467 3 
45 78 0.2455 1 
46 69 0.2427 3 
47 28 0.2362 3 
48 161 0.2280 3 





50 179 0.2170 3 
51 152 0.1901 3 
52 180 0.1711 2 
53 62 0.1638 3 
54 53 0.1536 2 
55 9 0.1513 3 
56 141 0.1410 3 
57 130 0.1391 1 
58 85 0.1352 1 
59 88 0.1276 3 
60 84 0.1275 1 
61 21 0.1193 2 
62 124 0.1193 3 
63 181 0.1071 1 
64 110 0.1070 2 
65 106 0.1052 3 
66 127 0.1020 1 
67 160 0.1011 2 
68 128 0.0986 1 
69 92 0.0985 1 
70 40 0.0979 1 
71 2 0.0962 2 
72 23 0.0952 2 
73 170 0.0949 3 
74 154 0.0911 2 
75 70 0.0892 2 
76 167 0.0887 1 
77 159 0.0851 2 
78 96 0.0851 3 
79 17 0.0842 1 
80 182 0.0838 1 
81 108 0.0837 1 
82 171 0.0834 2 
83 168 0.0787 1 
84 93 0.0787 2 
85 137 0.0741 1 
86 37 0.0740 1 
87 145 0.0716 3 
88 68 0.0700 2 
89 6 0.0671 1 





91 133 0.0645 2 
92 125 0.0631 1 
93 3 0.0626 1 
94 158 0.0624 2 
95 149 0.0604 2 
96 26 0.0601 1 
97 109 0.0598 1 
98 83 0.0593 1 
99 98 0.0589 1 
100 48 0.0588 1 
101 95 0.0585 2 
102 122 0.0582 1 
103 75 0.0578 2 
104 97 0.0568 1 
105 138 0.0567 2 
106 116 0.0561 1 
107 81 0.0555 1 
108 82 0.0551 1 
109 67 0.0550 2 
110 1 0.0541 1 
111 4 0.0537 1 
112 74 0.0533 2 
113 163 0.0518 1 
114 73 0.0502 1 
115 45 0.0494 2 
116 162 0.0489 1 
117 104 0.0465 1 
118 61 0.0457 3 
119 63 0.0456 1 
120 72 0.0453 1 
121 119 0.0446 2 
122 60 0.0444 1 
123 142 0.0440 1 
124 131 0.0426 3 
125 120 0.0423 2 
126 164 0.0419 1 
127 136 0.0405 1 
128 99 0.0400 2 
129 8 0.0399 1 
130 111 0.0397 2 





132 57 0.0387 1 
133 175 0.0357 1 
134 38 0.0350 2 
135 117 0.0331 1 
136 148 0.0329 1 
137 107 0.0328 1 
138 114 0.0321 1 
139 140 0.0313 1 
140 59 0.0306 2 
141 155 0.0306 1 
142 103 0.0271 1 
143 31 0.0255 1 
144 32 0.0251 3 
145 90 0.0240 1 
146 79 0.0225 1 
147 151 0.0218 1 
148 71 0.0210 3 
149 126 0.0203 2 
150 34 0.0201 1 
151 153 0.0184 2 
152 165 0.0183 1 
153 18 0.0176 1 
154 13 0.0169 1 
155 54 0.0160 1 
156 134 0.0152 1 
157 64 0.0140 1 
158 174 0.0130 3 
159 146 0.0129 1 
160 27 0.0128 1 
161 12 0.0117 3 
162 15 0.0110 1 
163 143 0.0106 1 
164 42 0.0103 1 
165 47 0.0100 1 
166 16 0.0090 1 
167 11 0.0087 1 
168 50 0.0086 1 
169 132 0.0083 1 
170 46 0.0079 1 
171 183 0.0079 1 





173 77 0.0076 2 
174 20 0.0074 1 
175 139 0.0074 1 
176 65 0.0071 1 
177 105 0.0068 1 
178 36 0.0061 3 
179 19 0.0060 1 
180 43 0.0058 2 
181 66 0.0043 1 
182 166 0.0042 1 
183 22 0.0041 3 
184 41 0.0015 1 
 
Tabla 70. Ranking de observaciones influyentes metodología (Chawla & Gionis, 2013) 
 
Como se puede analizar las observaciones que podrían ser consideradas como atípicas del 
conjunto de datos son 89, 80, 58, 129, 76, 86, 123, 115, 150, 178. 
