We present a new exponential inequality for degenerate U-statistics.
Introduction and statement of the main result
Let h(· , · ) be a kernel such that h(x, y) = h (y, x) for all x and y. Let X, X 1 , . . . , X n be iid U (0, 1) random variables. We assume that the kernel satisfies the following conditions E h(· , X) = 0, h ∞ = b, for some b < ∞, where h ∞ = x,y |h(x, y)|. We prove here an exponential bound on the deviations of the U-statistics
It is well known (cf. Serfling (1980) ) that the asymptotic distribution of U n is the same as the distribution of 
we obtain that
where
The next corollary gives a more useful result.
then for every ξ > 0, c > 2(e/2) 3 , and ζ > 1 there is n 0 , n 0 depends only on η, ξ, c, and ζ:
+ a n otherwise .
for every y and n > n 0 where a n = 3n exp{−
and note that for β < ξn
for n 0 large enough.
2
A weaker bound for weaker conditions is given by the next corollary.
Corollary 1.2 Suppose that for some
, and h ∞ / h * < η n/ log(n). Then for all γ > 0 there are n 0 , and ξ which are functions of η and γ only such that for all n > n 0
Proof Take again d n = c 1 log(n) and β = y/ h * .
2
Many empirical process type of results for the U -statistics appeared recently beginning with Pollard (1987, 1988 and Löwe (1993) . Our result appears to give a different information.
The proof of the theorem is given in the next section. The application to testing is given in the third section.
2 Proof of Theorem 1
Note that E(Wi | F i−1 ) = 0 and hence U i = i j=2W i is a martingale with respect to the filtration {F i }. TheW i 's themselves, being a sum of bounded iid random variables can easily be bounded. So, it is possible to use methods useful for bounding the sum of martingale differences sequences. We give its proof since the main result uses an extension of the same idea. 
. . , n, and n
Proof Let Ψ i (·) be the log of the moment generating function of the
Conditioning on F i−1 clearly plays no role here so combining (2.1) and (2.2) we obtain part i). To prove part ii) note that we have,
Hence, for any t > 0,
Continue by induction to obtain.
Therefore, in this range,
To obtain the result for the range
The proof of the theorem also uses the fact thatW 1 ,W 2 , . . . ,W n is a martingale difference sequence. There are, however, two main differences between the two proofs. The first is thatW i is trivially bounded only by O (i) which is too large be useful. But given X i , W i itself is a sum of i − 1 iid random variables and hence is actually of order √ i. We will use lemma 2.1 to claim that with high enough
Secondly, the proof of the lemma was quite simple since the conditional variance of Y i is nonstochastic. This is not true for theW i sequence:
which is itself a U-statistic. This means that, in the proof, after taking care of the i-th term, we have to consider the characteristic function of a new U-statistic defined similarly but with a different kernel which is a function of X 1 , X 2 , . . . , X i−1 only. Here is the formal proof.
Proof of Theorem 1.1 Consider the analogue to step (2.1) of Lemma 2.1. By (2.2)
where a n is some bound derived from the bound on the sum. Hence
The first step in the proof is to define these new kernels that appear in the induction step and establish some of their properties. Let
malized version of the original kernel. Let f 0 (· ) = 0 and define the
Note that for all i = 0, 1, . . . , n, g i (· , · ) is a symmetric kernel and
We are now going to bound these functions. Let
where ν 0,m = βe −βρ n −1 ν m , m = 1, 2, . . . and
We prove now that
That (2.5) holds for i = 0 is trivial. We proceed to show, by induction, that it holds for 1 ≤ i ≤ n. Suppose that (2.5) holds for some i,
Equation (2.5) follows. Now, (2.5) implies that
or,
Moreover,
It follows from (2.3) that E f i (X) is an increasing sequence and
and hence
An argument similar to (2.8) yields (2.10) Now, multiply both sides of (2.3) by φ m and integrate to obtain
It follows from (2.5), (2.6), (2.7), (2.10), and (2.11) that
Finally bound f i ∞ . We use the above bound on the L 2 norm together with (2.7) to obtain:
(2.12)
2n .
. . , n. These random variables are the "modified" U-statistics which were mentioned in the introduction to the main body of the proof. We give a uniform bound on their values. We obtain from Lemma 2.1, (2.4), (2.7), and (2.8) that
It follows from Markov's inequality that
Define now
Let A i be the indicator of the event {W j = W j : j ≤ i}. We obtain from (2.13) and (2.14) that
Now, since by (2.4) and (2.7) E(Wi) = 0 and 16) and by (2.12) and (2.15)
We obtain from 2.1, (2.9), (2.12), and (2.16)-(2.17) that
Use (2.18) beginning with i = n and go back to obtain that
Recall that g 0 = βe −βρ h −1 * h and use Markov's inequality to obtain
The theorem follows from (2.15) and (2.19).
3 Application for testing.
We apply the main result, Theorem 1.1 to a family of test statistics that are useful for testing goodness of fit to the uniform distribution.
We descrie this application in detail in Bickel and Ritov (1992) .
Let h ω (· , · ), ω ∈ Ω be a family of kernels satisfying the following assumptions:
. where a n = Ω(b n ) denotes that a n = O (b n ) and b n = O (a n ).
In the latter case, ω −1
1 , and ρ(ω
and some positive constants c 1 , . . . c 4 .
We consider the following family of statistics:
(T ω depends, of course, explicitly on n.)
Such a class of test statistics can be derived using a maximum likelihood idea. We can consider F the family of all continues alternatives to the uniform distribution as a parametric sieve of submodels. That is, F 0 ⊂ F 1 ⊂ · · · ⊂ F where F 0 is the uniform distribution and F j are regular j dimensional parametric sub-models and j F j = F and the closure is take in (say) the Hellinger metric. We can parameterize each
Then the tests which reject for large values of T jn are asymptotically maxmin for testing F 0 vs. {F : Neyman (1942) . The χ 2 family of tests is an important example.
with k n = Ω(n 1/5 ) but this prescription seems unsatisfactory -see Kallenberg, Oosterhoff, and Schriever (1985) . Rayner and Best(1989) considered this type of tests, and propose to reject when T jn ≥ a jn for some j and suitable selected sequences a jn ∞. Bickel and Ritov (1992) considered this family further and proved that it has a weak kind of efficiency. If l j are uniformly bounded then these statistics
, and
We also consider a more general class of test statistics. Letf =
K(· , y) dy ≡ 1. Then a possible χ 2 -type statistic for testing uniformity is (f (x) − 1) 2 dx, which is equivalent to T ω with
Note that the standard χ 2 statistic which is based on dividing the interval [0, 1] into k subintervals of equal length has this structure with − x) ) (with some modification to take the finite support into account) For example we can take to modify the family described above by
where f is a probability density function with finite support and symmetric about 0. Conditions (K1)-(K3) are natural in this situation.
Proposition 1 below is useful for verifying condition(K2). A similar results holds for condition (K3).
for x, y ∈ (0, 1), and some positive bounded functions K,K. Then h ω
satisfies (K2).
Proof First note that ωK 
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The following theorem establishes the uniformity behavior under H 0 which is needed for the optimality result in Bickel and Ritov (1992) . 
