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Abst rac t - -The  parallelization ofthe modified Gram-Schmidt orthogonalisation algorithm is studied. 
Different parallel algorithms are discussed and implemented on an array of Transputers configured 
in a ring topology. It is shown to what extend pipelining in data transfers contributes to higher 
performances. 
1. INTRODUCTION 
The Gram-Schmidt orthogonalisation is a common computational problem in numerical linear 
algebra and particularly in the context of the QR-factorization problem [1]. In the present 
paper, we consider the orthogonalisation a d normalisation ofa given set of n linear independent 
real vectors {v0,vl,... ,vn-: I vi ERn}, which can be regarded as the consecutive columns of 
an n x n matrix U. A well-known algorithm for carrying out the orthogonalisation in the order 
of increasing indices, is the so-called modified Gram-Schmidt algorithm which may be described 
as follows: 
for i=  0 ,1 , . . . ,n -  1 do 
vi 
v, ~-- ~ (I.I) 
vk *-- vk - (v~ v~)vi ,  k = i+  1 , . . . ,n -  1. 
J 
Different ways of parallelizing this modified Gram-Schmidt algorithm have been studied recently. 
Waring and Clint [2] have presented an implementation f the algorithm (1.1) on a ring of 
Transputers, whereby the unorthogonalised vectors vi, hence the columns of U, are distributed 
over the available processors. 
In the present work, we shall use the same topology for the implementation f the algorithms 
which will be discussed. More precisely, we shall consider a ring of Transputers consisting of 
one root Transputer, which can communicate with the outside world, and P slave Transputers, 
consecutively numbered from 0 to P -  1. On the root, in general, a master task is executed 
that performs only elementary communication perations, such as, for example, broadcasting 
initial data, gathering final results and ensuring that Transputer 0 and Transputer P - 1 can at 
any moment communicate in both directions via the root. Also, all Transputers are of the type 
TS00-20(MHz) equiped with 20 Mbit/s communication li ks and 1 Mbyte local RAM. 
Instead of distributing as uniformly as possible the unorthogonalised vectors over the processors 
of the ring, one can also consider an implementation, whereby each processor contains a block 
of corresponding elements of all the vectors, or otherwise stated, an implementation whereby the 
matrix U is distributed by blocks of rows. For this approach, which has been recently investigated 
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by O'Leary and Whitman [3], it is interesting to reformulate he algorithm (1.1) in the following 
slightly different but equivalent form: 
for i=O,  1 , . . . ,n -1  do 
rij -- ~ ,  
vi 
rii 
vj ,--- vj - rij vi, 
j = i , i+  1 , . . . ,n -  1 
j= i+ l , . . . ,n -1 .  
(1.2) 
In the next section, we shall implement the algorithm (1.2) on a ring of Transputers and we shall 
compare the experimental results, i.e., the execution time and speedup, obtained with 4, 8 and 16 
slave Transputers, respectively, with corresponding results for the column-distributed algorithm 
of Waring and Clint. Although both algorithms theoretically and experimentally demonstrate 
equal performances in the asymptotic limit (n ---* oo and P finite), the latter method proves to 
be the most efficient on the whole domain of n-values. However, it will be shown that the former 
algorithm lends itself naturally to a refinement of the parallellism by pipelining data transports 
in the ring, so that it can easily be turned into a highly performant algorithm also far away from 
the asymptotic limit. 
2..COMPARISON OF ROW- AND COLUMN-BASED ALGORITHMS 
In a parallel modified Gram-Schmidt algorithm (1.1), whereby the unorthogonalised vectors vi 
are distributed over the processors of a ring, at some particular stage i where i runs from 0 to n -  1, 
the processor holding vi should firstly, normalize vi, and should then broadcast this normalized 
vector, meanwhile updating all the other vectors with index > / assigned to that processor. The 
other processors, once they have received the normalized vi, should update all their own vectors 
with index > i. It is clear that the speedup realized by such a parallel algorithm depends upon the 
way in which the original vectors are distributed over the P processors of the ring. Let us assume 
for the sake of simplicity that n is a multiple of P. Then, assigning the n iP  vectors vp, vp+p, . . . ,  
vp+(n/p-1)p to processor p, (p = 0, 1,. . . ,  P - 1), ensures that all of the processors remain active 
nearly all of the time [2]. However, during stages 0 to P -  1, processor P -  1 is required to do the 
most work, since it receives the largest number of vectors from earlier processors in the ring. The 
implementation f this algorithm by Waring and Clint [2] has been expressed in Occam2 [4], and 
the most important parts of the source code can be found in their paper. In order to compare the 
efficiency of alternative algorithms with that of the present one, we have used the same code to 
tabulate the run times on our Transputer system for an illustrative set of n-values. From these 
results were calculated the experimental speedups which for P = 4, 8, and 16 are represented in 
Figures 1-3 on the curves labeled WC. Let us mention that in the present context he speedup 
factor is defined as the ratio of the run times for respectively the sequential lgorithm executed 
on one transputer and the parallel algorithm starting after completion of the distribution of the 
vectors. The obtained results completely confirm those reported on earlier in [2]. 
The parallel algorithm just described however suffers from certain shortcomings. First, not 
all processors carry out a same amount of computations. Second, there is no relevant increase 
in speedup to be expected by cutting normalized vectors in pieces and broadcasting the pieces 
separately. This fact has been confirmed by experiment. Third, the algorithm requires that 
vectors are distributed in a precise manner according to the prescribed order in which they have 
to be orthogonalised. In fact, if the modified Gram-Schmidt orthogonalisation is only a part of 
a more general computational task, it is often the case that processors contain already blocks of 
either consecutive rows or consecutive columns of the matrix U, in which case a redistribution 
of the elements of U becomes necessary before and eventually also after the orthogonalisation 
algorithm is carried out. Clearly, a remedy to overcome this last problem is to ensure that every 
processor holds in its local memory a copy of the complete matrix U with the consequence, 
however, that the restriction on the maximum number of vectors that can be orthogonalised is 
reduced by a factor P approximatively. 
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Figure 1. Speedup of the modified Gram-sehmidt algorithms as a function of the 
number of vectors n with a ring of P = 4 Transputers. (WC): algorithm of Waxing 
and Clint [2]; (OW): algorithm of O'Leaxy and Whitman [3]; (R1): first improved 
row-oriented algorithm; (R2): second improved row-oriented algorithm. 
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Figure 2. Speedup of modified Graxn-Schmidt algorithms as a function of the number 
of vectors T,. with, a ring of P = 8 Tremsputers, See Figure 1 for other conventions. 
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Figure 3. Speedup of modified Gram-Schmidt algorithms as a function of the number 
of vectors n with a ring of P = 16 Transputers. See Figure 1 for other conventions. 
Another way to overcome the problem of ordering dependency is to consider alternative modi- 
fied Gram-Schmidt algorithms whereby blocks of rows of the matrix U are distributed uniformly 
over the available processors. In that case, taking into account formulation (1.2) of the algo- 
rithm, at stage i, where i runs from 0 to n - 1, the norm of the actual vector vi and its inner 
products with subsequent vectors are computed through a process of locally accumulating the 
inner products for the blocks, accumulating the inner products across processors, making the 
inner products known globally, and then doing the local modifications of the vector blocks. An 
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implementation of this parallel algorithm on certain processor networks with either the ring or 
the hypercube topology, has been reported on by O'Leary and Whitman [3]. From our side, we 
have also implemented this algorithm on a ring of Transputers and the most important part of 
the source code which is written in Occam2 [4], is given in Appendix A. Note that we make a 
distinction between the master task and slave tasks and that it is the former which takes care 
of the calculation of the vector norm ~ from the inner product vTi vi and of the rescaling 
of the other inner products; thereafter, these results are broadcast to the slave processors. Also, 
the spread of rows over the processors is as uniform as possible. With this implementation, we 
have tabulated run times and speedups for a Transputer ring with 4, 8 or 16 slave Transputers, 
respectively. The obtained speedup factors are also represented in Figures 1-3 on the curves 
labeled OW. 
On these figures, it is immediately seen that irrespective of the number of Transputers in the 
ring, the efficiency of the algorithm based on distribution by rows is much smaller than the 
efficiency of the algorithm based on distribution by columns, although in the asymptotic region 
(n large enough), both curves WC and OW tend to a common limiting value. Also, when P, the 
number of processors increases, the curve OW grows more slowly towards the curve WC. 
The different behaviour of the two parallel algorithms can be explained as follows. In the 
column-oriented algorithm, all processors remain permanently active and the total run time is 
approximatively the time processor P - 1 (the last processor performs the most computations) 
needs for computation and communication. The time complexity of the sequential form of the 
algorithm being O(na), 
TsEQ ~ c~ n 3, n >> 1, (2.1) 
and O(n 2) communications being required for every individual processor, the time complexity of 
the algorithm of Waring and Clint can be expressed as 
n 3 
Two ~ c~ -~- +/3 n 2, n >> 1, (2.2) 
whereby in (2.1) and (2.2) a is the same constant and/3 is a constant which is independent of 
the number of processors. It should be noted that expressions (2.1) and (2.2) are only valid for 
sufficiently large values of n because terms of order n2/P, P n, n, etc., have been ignored. With 
our Transputer system, we have experimentally validated these expressions and we have found 
c~ ~ 6.5 ps and/3 ~ 60 ps. 
During each stage i of the row-oriented algorithm, processor P - 1, for example, after having 
calculated the inner products for its local block of rows, has to wait until all the preceding 
processors in turn have added their local contributions to the accumulated inner products and 
have sent the revised results to their successor. Since in stage i, (n - i) inner products have to 
be accumulated, a total waiting time of O(Pn 2) for processor P - 1 has to be taken into account 
during the execution of the complete ortogonalisation algorithm. The time complexity of the 
parallel algorithm of O'Learry and Whitman therefore becomes 
n 3 
Tow ~ a ~-- +/3'(P) n 2, n >> P~, (2.3) 
whereby a is always the same constant as before, but/3'(P) is now a factor which grows linearly 
with increasing values of P. Hence, the length of the ring has clearly influence on the run time 
in two antagonistic ways. The larger the value of P, the larger the value one should attribute 
to n in order to make the contribution of the second term in (2.3) considerably smaller than the 
contribution of the leading term. Otherwise stated, the larger the value of P, the larger becomes 
the value of n at which the curves OW and WC tend to each other in Figures 1-3. 
From this analysis one may conclude that, as far as run time, speedup or efficiency are con- 
cerned, preference should be given to a column-oriented parallel modified Gram-Schmidt orthog- 
onalisation algorithm. Nevertheless, a row-oriented algorithm still has the advantage that it is 
completely independent of the way in which the rows of the matrix U are distributed over the 
processors, as long as they are uniformily spread. It is thus not even required that local blocks 
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are constituted of consecutive rows of U. This interesting property cannot be ignored if the 
orthogonalisation is part of a more complex computational problem. Therefore, it is worthwhile 
to try to improve the row-oriented method of O'Leary and Whitman, and more in particular, to 
try to avoid waiting times which grow with increasing n and increasing P simultaneously. 
3. IMPROVED ROW-ORIENTED ALGORITHMS 
The perfomance of the row-oriented algorithm of which an implementation has been described 
in Appendix A, can be considerably improved by means of the pipelining technique. For the 
accumulation of the n - i inner products at stage i, a linear array of length n - i is sent accross 
the ring. The fact, however, that the entire vector must be updated before it can be sent to 
the next processor, causes the last processor in the ring to wait for a time interval, which is 
proportional to P and to n - i. Clearly, by sending in stage i instead of a vector a sequence 
of n - i scalars accross the ring, by updating the scalars immediately after reception, and by 
sending the revised scalars to the successor processor immediately after the updating process, 
the total waiting time for the last processor is reduced by a factor n, hence O(Pn). Hence, the 
time complexity of this improved row-oriented parallel algorithm, which we denote as R1, can be 
expressed as 
n 3 
Tm :~ a -~ + f?l n 2, n >> 1, (3.1) 
whereby a is always the same constant and fll is also a constant independent of P. 
In Appendix B, we present he source code written in Occam2 which implements algorithm R1 
on a ring of Transputers. With this program, we have calculated the speedup for different values 
of n and for P = 4, 8 and 16. The results are shown in Figures 1-3 on the curves labeled R1. 
From these results we could experimentally confirm that with our system again a ~ 6.5/~s, and 
we also found fll ~ 25ps. This proves that not only the curves WC, OW and R1 all tend to each 
other in the limit n --~ v¢, but on account of f~l < ~, also that the last algorithm R1 is the most 
performant on the whole domain of n-values. 
It is now possible to refine still further algorithm R1. Indeed, as can be verified in Ap- 
pendix A and B, until now message passing has been implemented by using variant or tagged 
protocols. This implies a certain overhead in communication, amely an extra octet which is 
used for the tag variable and also some tag decoding logic should be taken into account. Be- 
cause in algorithm R1 only scalars of type REAL32 are communicated between processors, we 
can expect a decrease of run time if we use protocol free message passing. This means that the 
communication channels are directly declared of type REAL32 and that in the source code of 
Appendix B the tag gs can be omitted everywhere. Note that if for other purposes one wants to 
define channels with a tagged protocol, one can always use the oppostite direction of the bidirec- 
tionnal channels to establish the ring for protocol free message passing. We have rewritten the 
program of Appendix B with the standard REAL32 protocol and we have also taken into account 
that only the blocks of rows are held in the local memory instead of the entire matrix U. Clearly, 
the time complexity of this refined algorithm which we denote by R2, remains of the form 
n 3 
Ta2 ~ a -~ + ~2 n ~, n )> 1, (3.2) 
and on our Transputer system we have found experimentally a -~ 6.5 ps and ~2 -~ I0 #s, which 
demonstrates that algorithm R2 is more performant than algorithm R1, as was expected. The 
numerical results for the speedup obtained with 4, 8 or 16 Transputers are shown on Figures 1-3, 
respectively, on the curves labeled R2. One can readily see that algorithm R2 is the most efficient 
one, and the obtained speedup can be approximated by the expression 
showing that for n = 256, for example, with P -- 4 an efficiency of 97.5 percent is theoretically 
expected. This result, and similar results for other P-values are experimentally confirmed and 
can be verified on the curves R2 in Figures 1-3. 
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As a final comment ,  we want  to emphas ize  that  in all foregoing discussions the  t ime to d is t r ibute  
the  blocks o f  co lumns  or rows over  the avai lable processors,  and also the t ime to gather  the  results  
in the  root  processor  have not  been taken into account .  Also, it must  be noted  that  in the  co lumn-  
or iented  a lgor i thm of  War ing  and Cl int ,  there is no need to gather  f inal resul ts  separate ly ,  s ince all 
the  o r thonormal i sed  vectors  have passed through the root  processor .  However,  the broadcast ing  
and gather ing  process is a lways of  O(n2) ,  and exper imenta l ly  we find on our  T ransputer  sys tem 
T -~ a n 2, (3.4) 
where  ¢r _~ 8.5ps for b roadcast ing  and stor ing in local memory  the ent i re  mat r ix  U,  ~ -~ 6ps  
e i ther  for b roadcast ing  the  matr ix  U and stor ing local ly on ly  the  requ i red blocks o f  co lumns  or 
rows, or  for gather ing  the  separate  blocks in the root  T ransputer .  
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APPENDIX  A 
For the sake of simplicity, it is supposed that the array U holds all vectors to be orthogonalised. The array q 
is used for message passing. It is linear and its length is n. In stage i only the first m -- n - i components of the 
vector q are passed from one processor to another. The linear array x of length n is used to accumulate locally 
the inner products for the block. Communication channels are of the type of a variant or tagged protocol. The tag 
gramschmidt is used for passing vectors of variable length with components of type REAL32. 
After an initialisation phase the following code running on the P slave Transputers in the ring realises the 
modified Gramm-Schmidt orthogonalisation: 
- -  P is  the to ta l  number of processors 
- -  p is  the  number of th is  processor 
- -  a is  the rognumber of f i r s t  roe in the block 
- -  c is  the number of rogs in the block 
SEQ i = 0 FOR n 
SEQ 
PAR 
in  ? CASE grmeschmidt ;  m: :q 
SEQ j ffi i FOE (n - i )  - -  l oca l  accumulat ion  o f  inner  
SEQ - -  p roducts  
x[ j ]  .= u[a] [ i]*u[a] [ j]  
SEQ k = (a+l )  F0E (c - l )  
x[ j ]  :ffi x[ j ]  + (U[k][ i ]*U[k][ j ] )  
SEQ j ffi 0 FOR (n- i )  
q[ j ]  := q[ j ]  + x[ j+i ]  - -  accumulation of inner products 
out  ! gramschmidt; m: :q - -  accross the r ing 
in ? CASE gramschmidt; m: :q - -  making the  norm and rescaled 
PAR - -  inner products known global ly  
IF 
p <> (P - l )  
out  ! gramschmidt; m: :q 
TRUE 
SKIP 
SEQ k = a FOR c - -  loca l  modif icat ion of  the  block 
SEq 
U[k]  [ i ]  := U[k] [i] / q[O] 
SEq j = (i+1) FOR ( (n - i ) - l )  
U[k][ j]  := U[k][ j]  - (q[ j - i ]eU[k]  [ i ] )  
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The corresponding master  code on the root reads: 
SEq i = O'FOR n 
SEq 
la :=n- i  
SEQ j = 0 FOR m 
q[ j ]  : -  0.0(REAL32) 
out ! g ramsc lmidt ;  a:  :q - -  in i t ia t ing  g loba l  accumulat ion  
in  ? CASE grmascluaidt ;  M: :q - -  q conta ins  inner  p roducts  
q[O] := SQRT(q[O]) - -  q[O] conta ins  vector  norm 
SEQ j = 1 FOR (m- l )  - -  the  resca l ing  of  the  o ther  
q [ j ]  := q [ j ]  / q[O] - -  inner  p roducts  
out ! gramschmidt ;  m: :q  - -  b roadcast ing  vector  norm and 
- -  reeca led  inner products  
APPENDIX  B 
Here, we descr ibe a modi f icat ion of the code given in Appendix  A. Use is made of the pipe.lining mechan ism 
in pass ing vectors: the components  of the vectors are passed one by one from one Trarmputer to another.  In the 
tagged protocol  for message passing, the tag ge is used to pass a single element of type REAL32.  The notat ions  
are the same as those introduced in Appendix  A, wi th  the exception that  q and  • now s tand for a scalar  var iable of 
type REAL32.  On the other  hand, a new vector r wi th components  of type REAL32 and of length n is int roduced 
in the master  task. The central  par t  of the code for the slave Transputers  i :  
SEQ i = 0 FOR n 
SEq 
SEQ j = i FOR (n - i )  - -  fo r  each inner  product  
SEQ - -  separate ly  
PAR 
in  ? CASE gs ;  q 
SEQ - -  l oca l  accmaula t ion  of inner  
x := U[a] [ i ] *U[a]  [ j ]  - -  product  
SEQ k = (a÷l )  FOR (c - l )  
x := x + (U[k ] [ i ] *UCk] [ j ] )  
q := q + x - -  accmaula t ion  of inner  product  
out : gs ;  q - -  accroee  the r ing  
in  ? CASE gs ;  q - -  making the  norm 
PAR - -  known g loba l ly  
IF 
p <> (P - l )  
out : gs ;  q 
TRUE 
SKIP 
SEQ k = a FOR c 
U[k] [ i ]  := U[k ] [ i ]  / q - -  nor~a l i sa t ion  
SEq j • ( i+ l )  FOR ( (n - i ) - l )  - -mak ing  resca led  inner  
SEQ - -  p roducts  known g loba l ly  
in  ? CASE gs ;  q 
PAR 
IF 
p <) (P - l )  
out ! gs ;  q 
TRUE 
SKIP 
SEQ k • a FOR c - -  l oca l  mod i f i ca t ion  of the  b lock  
U[k] [ j ]  := U[k ] [ j ]  - (q*Ufk ]  [ i ] )  
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The corresponding master  code on the root reads: 
SEQ i = 0 FOR n 
SEq 
PAR 
SEQ j = 0 FOR (n - i )  - -  accumulat ion  of  inner  
out ; gs ;  O,O(RFAL32) - -  p roducts  accross  the  r ing  
SEQ k = 0 FOR (n - i )  
SEq 
in  ? CASE gs ;  r [k ]  
IF 
k=O 
r iO] := SQltT(r[O]) - -  r iO] conta ins  vector  nora  
TRUE 
r [k ]  := r [k ]  / r[O] - -  resca l ing  inner  p roducts  
SEQ j = 0 FOE (n - i )  - -  b roadcast ing  vector  norm 
out : gs ;  r [ j ]  - -  and resca led  inner  p roducts  
