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ABSTRACT: This paper will describe a Distributed Wiring Harness (DWH) philosophy that will allow
subcontractors to perform “pre-integration” testing of the electrical and data interfaces of their components (with
the actual spacecraft) while the components are still on the manufactures’ benches. Through the use of a Universal
Power and Data Controller (UPDC) and ICD Tracking Tool, each subsystem that is not being developed next to the
main spacecraft bus (e.g. at a different subcontractor’s facility) can be “pre-integrated” and tested remotely. Full
I2C, USB, serial and TCP/IP data connections (and later, SpaceWire) can be supported between the subsystem
manufacture’s facility and the spacecraft bus location. Power draw valuess from the remotely located component
will also be “transferred” to the flight computer on the spacecraft bus. Early integration and testing of the data and
electrical interfaces on any mission will reduce errors between subcontractors, enable simulations even during the
prototyping phase, and allow for more timely decision making when evaluating subsystem readiness.
OVERVIEW

DESIGN PROBLEM

Space Gadgets Corporation, with the help of the
students at the Colorado Space Grant Consortium
(CSGC), has developed a Distributed Wiring Harness
(DWH) philosophy that is being used on a unique
spacecraft design project that will allow different
university participants (a.k.a. subcontractors in the
“real-world”) to perform “pre-integration” testing of
the electrical and data interfaces of their components
with the actual spacecraft while the components are still
on the university benches. This paper will begin by
defining our specific design problem – a common
problem that delays the integration steps of any
spacecraft or component. Following the design problem
will be several sections devoted to describing the
Distributed Wiring Harness solution and the prototype
hardware and software being developed. The final
topics addressed will outline the future of DWH and its
potential to streamline all spacecraft development
processes.

CSGC is one of six major partners in a collaboration
that will launch the first student-built satellite to Mars!
CSGC was selected to develop the Command and Data
Handling (CDH) subsystem on the MIMIC project.
MIMIC, the Magnetic Investigation of Mars by
Interacting Consortia, is a follow-on mission to the
discoveries made by the Mars Global Surveyor to map
the planet’s unusual magnetic field. This small satellite
is being proposed to NASA’s Jet Propulsion
Laboratory as a piggy-back satellite on the 2011
mission.
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CSGC is designing and building the MIMIC flight
computer as part of their CDH responsibilities.i The
FPGA designers are currently collecting information
about the data lines and sensors being used on each
subsystem. These other subsystems are being
developed at different universities:
• the Attitude Determination and Control (ADC)
subsystem is at Arizona State University.
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•
•

•

the Orbital Determination and Control (ODC)
subsystem is at University of Alabama.
the Science subsystem, which includes the
Magnetometer and Langmuir Probe, is at
Auburn University.
the Electrical Power (distribution) Subsystem
(EPS) is at University of Arizona.

on-board the satellite. Bringing together hardware from
non-collocated partners is a common event and usually
results in some very common problems when verifying
interfaces: for example, data protocols sent are
sometimes not the formats expected on the receiving
end, the responses from a subsystem are not
appropriate, and watchdogs may shutdown hardware
because power draws are lower or higher than designed
for. It is these costly and time consuming interface
problems that could benefit from a new and innovative
approach. Improving the integration and testing process
by reducing errors and involving flight hardware earlier
than traditional methods will help satellite
manufacturers be more responsive to the mission they
are developing. Therefore, in order to extend this
Distributed Wiring Harness approach beyond a
university-led mission to a commercial spacecraft, it
should be applicable to simply substitute more
industry-like terminology such as “subcontractor” and
“employees”
whenever
“University-built”
and
“students” references are used in this paper.

Just as in any spacecraft, each subsystem has hardware
and sensors that need to communicate with the flight
computer and power lines that must be controlled by
the flight computer. It is CDH’s job to coordinate these
interfaces. Figures 1 and 2 below illustrate the data and
electrical interfaces of the MIMIC spacecraft.
Figure 1: The MIMIC Electrical Interfaces
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Space Gadgets' approach to enabling an early test
environment between the various universities is to
develop a “remote wiring harness” that will allow
systems-level testing from a flight computer in
Boulder, Colorado that can distribute power and data
information to the various subsystems. The DWH
philosophy is made possible by a device called a
Universal Power and Data Controller (UPDC). This
device will provide standard satellite power and data
interfaces for each subsystem. Variable voltage outputs
on one side of the UPDC is the subsystem’s connection
to the “distributed power harness”. A choice of USB,
serial, RJ45 or I2C connectors on the other side of the
UPDC is the subsystem’s connection to the “distributed
data harness”. The UPDC also includes voltage and
current sensors as well as a processor for handling
commands and networking protocols. Figure 3
illustrates the UPDC connectors provided by the
Distributed Wiring Harness concept .
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Figure 2: The MIMIC Data Interfaces
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While the MIMIC mission is unique in that students
from several universities are developing the hardware,
it is not unique that several different organizations are
individually contracting each of the various subsystems
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Figure 3: The Universal Data and Power Connector
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Using two UPDCs, system engineers can connect a
subsystem to the Internet and have it communicate with
the spacecraft bus through its normal flight connectors
without any special modifications. Essentially, the
UPDC forms a TCP/IP bridge between the subsystem
and the satellite bus. This bridge will be transparent to
all the components used in the spacecraft and will allow
actual systems testing while each component is being
prototyped.

via standard protocols to the UPDC at the spacecraft
bus location. The UPDC decodes this information and
sends it to the flight computer or the electrical power
subsystem as if it was a local sensor reading taken onsite. The “distributed data harness” works similarly in
that as data is generated by the subsystem (i.e. a science
instrument taking readings), that information will be
transferred out the component's native data connectors
(i.e. either I2C, serial, RJ45 or USB). These connectors
will be attached to the UPDC. The UPDC will
packetize the data and send it to the UPDC on the
satellite bus side, which will, in turn, unpacketize the
information and puts that information out on the same
type of connector that it originated on from the
subsystem. This distributed data transfer can occur in
both directions. The satellite bus will be unaware that
the data went through a “tunneling” process through the
Internet before arriving at its circuitry.

A complete DWH consists of at least two identical
UPDCs: one on the subsystem side and one on the
flight computer (or satellite bus) side. Each UPDC unit
has two electronic boards inside of the case. One board
is the Power Distribution Unit (PDU) and the other is
the Data Distribution Unit (DDU). At any stage of the
subsystem’s development, a university can use the
UPDC's PDU as a standard power supply. The currentlimited and voltage-regulated outputs will minimize the
chance of accidental over-powering or under-powering
of the component. Once the subsystem has data
transmit or receive capabilities, then the university can
connect the satellite component to the DDU's data lines.

DATA FLOW EXAMPLE
An example of power and data connections required for
the MIMIC spacecraft will further describe the
Distributed Wiring Harness approach. For this
example, we will use a magnetometer, the main science
instrument on-board MIMIC along with the fight
computer and the Electrical Power Supply (EPS)
subsystem. The magnetometer will capture readings of
the Martian magnetic field at various intervals in the
orbit; the EPS unit will distribute power from the
batteries to all of the satellite components; and the
flight computer will perform calculations, issue
commands and collect data.

As the subsystem is put through various systems-level
tests, the UPDC communicates information about the
subsystem to the spacecraft bus through standard
TCP/IP Ethernet connections. For instance, when the
component is initially powered on, current and voltage
sensors on the UPDC will detect which power line is
active and the amount of electricity being pulled from
that output. The “distributed power harness” puts this
sensor information into a TCP/IP packet and sends it
Wichman
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coming off these lines, package it up, and send it to an
IP address that is associated with the connector it pulled
data from – in this case, the I2C line is supposed to be
attached to the EPS. The UPDC at the destination IP
address (the university building the EPS) will
unpackage this TCP/IP command and, using a lookup
table, recognize the data as a “power on” command.
This command will be sent to the EPS hardware which
should close the circuit, thus sending current through
the appropriate power line: in the magnetometer's case,
the 5V line as shown in Figure 5.

During the mission, as the orbit determination software
on the flight computer determines when it's time to take
science readings. The flight computer will command
the EPS box to turn the science instrument on at the
appropriate times. The EPS will close the circuit to the
science instrument when it receives a signal on its I2C
line from the flight computer. The magnetometer's
power lines will draw 5 volts of power from the wiring
harness on the satellite bus. See Figure 4 below.
Figure 4: Flight Connections to the Science Subsystem
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Figure 5: DWH Connections to the Science
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However, during subsystem development, MIMIC's
science instrument, the EPS subsystem, and the flight
computer are located at different universities. The
concept of using a “traditional” wiring harness to attach
these subsystems is no longer possible, yet the
stipulation to define and test all the data and power
interfaces still exist. Since it will be very costly (in time
and money) for these subsystems to travel to each
school, a UPDC at each of these universities will bridge
that gap and allow early subsystem testing. This
Distributed Wiring Harness example is described below
and illustrated in Figure 5.
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Since the science instrument is not directly attached to
the EPS, a power sink will have to exist to “absorb” this
energy coming from the EPS unit. This power sink is
attached to the UPDC's internal bus and the current and
voltage sensors within the sink will read that energy is
flowing. The sensors will have a direct I2C connection
to the UPDC and as these readings change, the UPDC
will report them to the remote UPDC that is associated
with that power line – in this case, the science
magnetometer. The UPDC at the university building
the magnetometer will receive these voltage and
current readings and know that it should start providing
the same power on it's 5 volt line that is attached to the
science instrument. As the electricity flows to the
science subsystem, current and voltage sensors on the
science UPDC's will record the exact power draw. This
power data is then packaged up and sent back to the
EPS's UPDC address. The EPS UPDC will output the

In a DWH test, the flight computer in Boulder,
Colorado will want to power on the science subsystem
in Arizona. To do this, it will send a simple binary
command out the I2C data connectors attached to the
flight computer's expansion board just as it would onorbit. These data connectors normally have wires that
run through a wiring harness directly to the EPS card.
However, in a distributed test environment, the flight
computer's I2C lines will attach to the local UPDC. The
processor in the UPDC will then take the command
Wichman
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data on the 'internal' I2C lines. The variable resistor that
drives the EPS power sink can then automatically be
adjusted to behave just like the real science instrument
is behaving. The current and voltage sensors embedded
in the EPS subsystem will then relay the readings it is
seeing back to the flight computer on the I2C line of the
DWH. The flight computer can then expect to read
sensor data from the UPDC as if it was directly reading
the I2C networked sensors in the EPS subsystem.

Figure 6: Defining power interfaces in the ICD
Tracking Tool

Similarly, as the science instrument starts taking data, it
will pour this information out the serial port destined
for the flight computer. The UPDC will intercept this
serial data and “tunnel” it through the Internet to the
flight computer. Data transfer retries, configuration
commands, watchdog signals, and “power off”
commands will all follow the same protocol.
ICD TRACKING TOOL
The Interface Control Document (ICD) Tracking Tool
is a secure webbased software tool that serves two
functions to assist in the DWH testing:
1) It servers as an interface control document (ICD)
development and tracking tool. Early specification
of the interfaces throughout the spacecraft using this
tool will result in greater communication between
universities (or subcontractors). This tool can
generate revisions of an ICD in a version control
fashion that will track how the interface
development has progressed.
2) It will also define the interface “protocols” needed
for DWH testing and simulation. As described
above, each UPDC needs to know the “protocol” of
the inputs and outputs it should expect from each
subsystem. The simple definition screen will allow
the user to define data formats as well as power
expectations both into and out of the subsystem.

and tracked. Change Request Notifications are also
generated and sent out to all the engineers responsible
for any subsystem impacted by the modification and
approvals are collected. At any point, the ICD Tracking
Tool can summarize all the information into an official
ICD for signatures and distribution.

Figure 7: Defining data interfaces in the ICD
Tracking Tool

The ICD Tracking Tool definition screen, show below
in Figures 6 and 7, illustrates two examples of how data
and power connections can be defined early or updated
as needed throughout the spacecraft design. A project
systems engineer can log into the Tracking Tool and
fill in the requirements. Each change is timestamped

Wichman
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Once the interfaces are defined for at least one
subsystem, the IDC Tracking Tool is ready to start a
DWH test. As the test is initiated, the ICD Tracking
Tool will distribute interface information to all the
UPDCs participating in the test. It will first ping each
UPDC to make sure it is on-line. The Tracking Tool
will then create the appropriate lookup tables from the
ICD information it has stored. Once generated, the
Tracking Tool will distributed the appropriate software
to each UPDC. From the software distributed, the
UPDCs will know how to forward all data and power
messages it receives from its own local device as well
as from distributed devices.

several OTS embedded boards would fit the
requirements. The Linksys NSLU2 embedded board
was chosen because it has one built-in 4-wire serial
connector, two I2C buses, one RJ45 port and two USB
ports for only $100.ii The NSLU2 runs a Linux
operating system on an XScale ARM processor. The
standard Linux environment allows us to remotely
update the UPDC logic should the need arise. Lastly,
the NSLU2 has a growing community users group
support for modifying and enhancing the product.
The DDU will use one of the NSLU2's I2C buses to
read current and voltage sensors off the PDU, as well as
reading the system clock. This I2C bus is called the
“internal” DDU bus because the information passed on
these lines are only used to maintain the Distributed
Wiring Harness environment.

The ICD Tracking Tool will also record all of the
messages transferred between the UPDCs in the test.
This log of messages can be used by engineers to verify
and document that all the interfaces worked correctly
and to point out where interfaces may need to be
improved. A “Test Setup” report will also accompany
the message logs to confirm the ICD that the test was
running on.

The software needed on each DDU is not specific to
any particular subsystem. All it needs to do is know
how to take a command it receives on a “local”
connector (i.e. USB, I2C, or serial) and pass that
information to another UPDC. The DDU within each of
the UPDCs then has to know how to put a command
from the Internet back onto a physical bus. This
conversion is done with the definitions provided
through the ICD Tracking Tool. The Tracking Tool
passes two files to each UPDC. The first file, called
protocol.xml, contains the formats of all messages that
a particular UPDC must be concerned with. An
example is shown in Table 1.iii

DDU PROTOTYPE DESCRIPTION
The initial Data Distribution Unit prototype is currently
being tested. Several weeks of research investigating
the differences between buying off-the-shelf (OTS)
components and creating each board in-house has been
concluded. Because of the advances in the networking
and embedded systems industry, it became obvious that
<?xml version=1.0?>
<connector name=”serial”>
<icd_version>2.0</icd_version>
<data_interface>
<type>byte</type>
<length>
<type>lookup</type>
<ref_byte>2</ref_byte>
</length>
<byte id=”0”>
<name>header1</name>
<value>1a</value>
</byte>
<byte id=”1”>
<name>address</name>
<value>2</value>
</byte>
<byte id=”2”>
<name>size</name>
<value>5</value>
</byte>
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<byte id=”3”>
<name>payload</name>
<value>01</value>
</byte>
<byte id=”4”>
<name>footer</name>
<value>ff</value>
</byte>
<pinout>
<size>4</size>
<pin id=”1”>
<name>3.3V</name>
<volts>3.3</volts>
<current>10</current>
</pin>
<pin id=”2”>
<name>RXD</name>
</pin>
<pin id=”3”>
<name>TXD</name>
</pin>

6

<pin id=”4”>
<name>GND</name>
<volts>0</volts>
</pin>
<spinout>
</data_interface>
<power_interface>
<expected>
<current>10</current>
<voltage>3.3</voltage>
</expected>
<latest>
<current>9.4</current>
<voltage>3.4</voltage>
</latest>
</power_interface>
</connector>

Table 1: protocol.xml

19th Annual AIAA/USU
Conference on Small Satellites

SSC05-I-7
<?xml version=”1.0” encoding=”UTF-8”?> <message name=”internal_msg”>
<message name=”data_msg”>
<timestamp>12345678.1234</timestamp>
<timestamp>12345678.1234</timestamp> <source>
<source>
<ip>216.239.57.99</ip>
<ip>216.239.57.99</ip>
<name>magnetometer</name>
<name>magnetometer</name>
<connector>5v</connector>
<connector>serial</connector>
</source >
</source >
<destination>
<destination>
<ip>128.138.75.68</ip>
<ip>128.138.75.80</ip>
<name>EPS</name>
<name>flight computer</name>
<connection>5v</connection>
<connection>serial</connection>
</destination>
</destination>
<payload>
<payload>
<current>9.7</current>
<value>tbd</value>
<voltage>3.4</voltage>
</payload>
</payload>
</message>
</message>

Table 2: messages.xml
The second file, messages.xml, contains the message
definitions. These messages are used to transfer data
between the UPDCs involved in the DWH test. An
example of the message definition file is shown in
Table 2.

occur with “internal” sensor data in that the science
UPDC will report to the EPS UPDC exactly how much
current and voltage is being drawn by device by
sending an internal_msg.
The software modules on the UPDC's NSLU2 that
handle all the network communication, parsing of XML
data, and interfacing directly with the hardware are
listed in Table 3 below. A short description of each is
also included in the table.

With these two files, the software has enough
information to wait for a message on any of its
connectors. In the examples of Tables 1 and 2, the
science UPDC will wait for a command on the serial
port that begins with hex values of 1a and ends with ff
(which should be of the same length as byte #2 in the
message itself). The UPDC will then package up this
data in a data_msg (including all the relevant
information of where and when it originated) and send
it to the IP address of the flight computer. The
receiving UPDC uses similar XML files to parse the
TCP/IP messages and outputs the payload onto the
correct connection. The same type of transfer will

The software outlined must also deal with the latency
issues incurred by transferring data across the Internet.
Typical TCP/IP transfers can take an additional 500ms
to 1 second to reach their destination as compared to a
direct wiring harness that transfers this data almost
instantaneously. Overcoming this delay is essentially
impossible, however, the DWH does compensate where
needed. For instance, since I2C devices expect

Modules (source)

Description

serial.c

to listen to the serial port

i2c.c

to listen to the I2C lines, emulate responses (latency rqmt)

usb.c

to listen to the USB port

eth.c

to listen to the ethernet port

xml_protocol.c

to parse the protocol.xml file

xml_msg.c

to parse the messages.xml file

control_center.c

to talk to the ICD Tracking Tool and download new files

Table 3: Software files compiled for the UPDC
Wichman

7

19th Annual AIAA/USU
Conference on Small Satellites

SSC05-I-7
responses to their messages within a few clock cycles,
all I2C messages must be answered “immediately” (i.e.
within a few clock cycles) and they cannot wait until an
Internet transfer brings back the true response.
Therefore, the I2C module (i2c.c) creates a “local” I2C
master that accepts all traffic on the bus. In this way,
the sending device is satisfied and the UPDC can now
transfer the payload to the appropriate device. In many
cases however, there are limitations that cannot be
overcome with a DWH architecture. Further discussion
about these latency limitations are outlined in the
LIMITATIONS section.

second DC input has a higher voltage capability. The
variable output current on this device will depend upon
the selected voltage. At 28V, a minimum of 1A will be
available enabling the use of large voltage devices such
as a GPS antenna.vii
There were several considerations in the supply's
design. The first major choice was whether to use a
linear regulator or switch-mode regulator stepping up
or down the available DC input. Based upon the
availability and cost-effectiveness of the switch-mode
regulator IC’s, a decision could be made. Switch-mode
regulators are better suited for this application because
they present a higher efficiency of 70-95% versus
linear regulators rated near 45% efficiency. Another
important characteristic of switch-mode regulators is
negligible power dissipation. With these items taken
into consideration, the power supply design will utilize
switch-mode regulation.

PDU PROTOTYPE DESCRIPTIONiv v vi
A block diagram describing the major components of
the current PDU design is shown below in Figure 8.
The power supply distribution consists of two DC
inputs and three DC outputs. One of the DC inputs will
be a standard computer AC to DC power supply. With
this input, the power supply will provide a 3.3V and 5V
outputs for external components. The 3.3V and 5V
outputs will supply ample current through 20 A. The

With switch-mode regulation, the specific voltages
required at the supplies output need to be considered.
The 3.3V and 5V leads are very common and are

Figure 8: The Power Distribution Unit
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provided directly by the input power supply with plenty
of current. The adjustable output requires a range from
1.2V to 28V depending upon the required application.
Such a range can not be efficiently reached with a
single DC to DC converter. One solution under
consideration was to use two converters from the
input's 12V lead. An adjustable buck converter would
step 12V down through 1.2V. A separate adjustable
boost converter would step 12V up through 28V. Such
a combination would provide the required 1.2V to 28V
range. General schematics of these converter options
are shown below in Figure 9.

constraints. In combination with an adjustable buck
switch-mode regulator, the entire range of desired
voltages can be achieved. This voltage regulator is
rated at 3A and handles up to a 36V voltage spike.
Such a design is inexpensive, easy to modify, and
stable. An example of such a switching realization is
shown in Figure 10 below.
Figure 10: Switch Model with Feedback Control

Figure 9: Switch-mode Regulator Schematics

In this model a feedback loop signal shown as H(s)
generates an error signal with respect to the particular
voltage reference input V r .

With the error signal

V e the pwm can respond to the systems conditions
and regulate the output voltage appropriately.
The most difficult supply to create for the system was
the variable. This was finally accomplished with the
special high voltage switching power supply. Such a
device was found at a low cost with the specific voltage
and current specifications required. There are several
modifications the device will require for testing. These
include but are not limited to creating specialized
molex adaptors for the supplies outputs, providing
sufficient wiring to the adjustable buck converter and
from an isolated AC input, and creating a specialized
heat dissipating isolation enclosure.

Each converter would consist of an inductor, capacitor,
and diode with a variable switch network. The
important component of the variable switch network is
a pulse width modulator (pwm) which controls the
frequency the switch will operate at. In turn, these
control the amount of boost (step-up) or buck (stepdown) each circuit creates.

From the high voltage this power supply produces, a
packaged adjustable buck converter IC will provide the
final varying output with sufficient current. These
were also found at low cost with high efficiency
because it is a common IC. The schematic being
implemented is shown below in Figure 11. This
finalizes the last of the three required outputs for the
UPDC power supply.

Another solution to reach the large voltage range
required of the variable supply output is to use a
separate power supply. Such an item is affordable and
produces 30V at 1.5A which meets the necessary
Wichman
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Figure 12: Extending the Distributed Wiring Harness
to all the subsystems of a typical satellite.

Figure 11: Schematic of Adjustable Buck Convert
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The current PDU prototype currently does not have a
power sink that will vary the power coming from the
UPDC. It is anticipated that this sink will be an
adjustable load resistor that is fully equipped with
current and voltage sensors that will interact with
UPDC via similar internal messages that are used
throughout the system. See the section of this paper
titled
LIMITATIONS
AND
FUTURE
IMPROVEMENTS for more information.
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The final integral components of the PDU are the
current and voltage sensors between each of the power
lines and the UPDC processor. These sensors will be
attached to the “internal” DDU bus - a dedicated I2C
bus (i.e. different that the I2C lines used for spacecraft
data distribution). This sensor data will be transferred
directly to the UPDC processor and shared among the
networked UPDCs as part of the transparent
Distributed Wiring Harness architecture.

5V,
28V
Sinks

interfaces of a typical satellite. Figure 12 shows an
example of a simple satellite.
The DWH architecture can also handle subsystems that
have not been completed. As universities (or
subcontractors) work on their components, mission
operators and integration engineers can begin testing
the ICD by defining simulations for each message
transferred across the network. Table 4 shows an
example simulation that can be added to the
protocol.xml file. In this example, the science UPDC
will see that the simulation status is “on” and, thus,
when it receives the [1a,2,5,01,ff] command (i.e. to
start taking magnetometer readings), then the UPDC
will automatically respond with a [1a,1,7,aa,ab,ac,ff]
response (i.e. the aa,ab,ac payload data could represent
science readings that the flight computer will know
how to interpret).

BUILT-IN SIMULATOR
By using the UPDCs and the ICD Tracking Tool, there
are several built-in simulation options. In the data flow
example above (i.e. just using the flight computer, an
EPS, and a science instrument), we have illustrated the
full functionality of the Distributed Wiring Harness.
However, the architecture can handle new components
as they are added to simulate all the data and power
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<?xml version=”1.0”>
<connector name=”serial”>
<icd_version>2.0</icd_version>
<data_interface>
<type>...
<length>...
<byte>...
<value>1a...
<value>2...
<value>5...
<value>01...
<value>ff...
<pin>....
<simulation>
<status>on</status>
<byte id=”0”>
<name>header1</name>
<value>1a</value>
</byte>

<byte id=”1”>
<name>header2</name>
<value>1</value>
</byte>
<byte id=”2”>
<name>size</name>
<value>7</value>
</byte>
<byte id=”3”>
<name>payload</name>
<value>aa</value>
</byte>
<byte id=”4”>
<name>payload</name>
<value>ab</value>
</byte>
<byte id=”5”>
<name>payload</name>
<value>ac</value>

Thus, using simulation attributes for just one unfinished
command or for all (i.e. the entire component is not
functional = virtual subsystem), then the DWH tests
can be used early in the mission design phase. Taking
this example to the extreme, even if only one UPDC is
on the DWH network (i.e. all subsystems are virtual), a
full simulation can still take place with just that
component. For example, all commands to EPS will
result in simulated power draws, all commands to
hardware will result in data coming back, and even
“anomalies” (i.e. data corruption, hardware failures,
etc) can be injected as a simulation attributes so that onboard health and status can be monitored and reacted
upon.

Table 4: protocol.xml with
simulation attributes

science UPDC). This simulation essentially forces the
EPS UPDC to simulate all responses, thus becoming a
“virtual subsystem”. Until this power sink is added, the
MIMIC EPS subsystem will have to be shipped and
integrated with Colorado's CDH subsystem.
Since the DWH architecture relies on messaging
through the Internet, there are some latency limitations
that must be kept in mind that cannot allow DWH to
replace complete on-site, collocated testing of all
subsystems before flight. As was mentioned earlier, the
I2C latency problems were only partially addressed in
that I2C components are not actually “talking” directly
to their intended recipients – a “local” master intercepts
these messages and deals with the 1-2 second delay
caused by the Internet. Similarly, all flight sensors that
are to monitor power draws will receive their “correct”
readings after a 1-2 second delay. Thus, all flight
software or watchdogs that monitor these sensors
cannot be fully tested if their timeout periods are less
than this latency. Overcoming this delay is essentially
impossible and the UPDC cannot hope to be used for
“final/comprehensive” integration testing. In this
respect, the DWH is labeled a “pre-integration” testing
architecture.

LIMITATIONS AND FUTURE IMPROVEMENTS
It was mentioned earlier that the current UPDC
prototype (as described in the DATA FLOW
EXAMPLE section), does not provide a power sink
which would emulate the power draw of a component.
A temporary workaround to this case is currently
implemented as: when the EPS UPDC receives a
command to turn on a component, instead of giving
that command to the EPS (which would result in a
power flowing through the appropriate lines), it uses a
simulation attribute to compose an internal_msg to the
science UPDC to turn on the power lines. This
simulation attribute bypasses two steps: the EPS
receiving the message and the internal current and
voltage sensors reading the power sink (which would
result in an internal_msg being transferred to the
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</byte>
<byte id=”6”>
<name>footer</name>
<value>ff</value>
</byte>
</simulation>

A future addition to the DWH architecture will be to
implement a SpaceWire transmitter and receiver within
each UPDC.viii An expansion board within the UPDC
will then server as a routing switch to handle all
logical, hardware or regional addressing of SpaceWire
messages that come into the connector. Similar, and
more familiar standards like IEEE 1394 (FireWire) and
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Mil-Std-1553, could also be implemented. The TCPlike network layers used on top of any of these
standards may make the actual connectors easy to plugn-play with existing UPDC prototypes.

to the nationwide MIMIC teams. If successful, it is
believed that early systems integration and testing can
begin on subsystems even before they have left the
manufacturer's bench. This should reduce data and
electrical interface errors and allow for quicker
response times from manufacturers when tasked to
prove component status without transporting hardware,
thus eliminating hours of work and saving thousands of
dollars.

CONCLUSION
In summary, CSGC is investigating a Distributed
Wiring Harness architecture and it's associated ICD
Tracking Tool to prove the benefits they might provide
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