The present paper, we doing the statistical analysis of insertion sort program and compute its execution times with various parameters. The statistical analysis endorses the specific quadratic pattern of the execution time on the number of items to be sorted. Next, a cursor along the future scope is indicated.
Introduction
An exciting and substantial area of research in the computer field is the computational complexity of an algorithm. Developing an algorithm with the least asymptotic execution time is one aspect while another offshoot is the minimum number of operations required to compute a given function.
The customary practice is to express the order of complexity of an algorithm by simply computing the minimum number of operations required (and likewise, the average complexity by the number of operations required on an average) and this is expressed in terms of the input parameter(s). In case the operations are of the same type, there is no problem. In case they are different, one can argue that simply counting the total number of operations will not suffice unless each specific operation is weighed against the corresponding execution time it consumes. In such a situation, letting ti as the execution time for the i th operation, what we are interested in is observing ∑ (summed over all operation) by varying the input parameter(s) and then set a functional relationship between (i.e., total execution time) and the input parameter(s) using standard statistical methods. For the sake of comparisons, let us call the conventional method a 'mathematical' one.
In case the operations are of the same type, we expect both the methods to yield similar results in some sense but generally different otherwise. In the latter case, it will be more interesting to see how the two functional relationships compare with each other, since they are not expected to tally while in the former case, they may differ by some constant factor owing to the system dependence of .
Different algorithms for the same problem must, of course, be run on the same system. This is the safeguard for the comparative part. In the absolute sense, we shall confine ourselves to the functional relationship which bears with the input parameter(s) rather than the numerical values of (as these will vary from system to system). However, even in the absolute sense, the errors caused by the system could be subjected to statistical treatment and if such be the case, scope of further statistical analysis is automatically geared up. Finally, consider the cases of complex and/or lengthy algorithms where the 'mathematical' method may be too complicated to apply or even if one tries, an elegant expression for the computational complexity in terms of the input parameter(s) may be hard to obtain. In such a situation, the statistical method may be easy to apply and may prove to be a useful alternative. It should not, however, be deemed as a replacement (obviously, due to the system dependency), but even then, the functional relationship between and the input parameter(s) may show some statistical stability, if the system is changed. If such be the case, we are done.
As an illustration, we compute the execution time in Inserstion sort program for sorting numeric items. A clock is fitted in the program itself which begins at the point when sorting begins and ends when sorting ends. This simple program is written in C language and the clock is fitted by making use of the TIMER, an arithmetic "read only" function, the difference of the values (corresponding to the start and end of the sorting procedure) of which is the execution time of the algorithm for the given system in which it is operated. For more on TIMER, please refer to the manual. In Section 2, we enumerate the experimental results and the required statistical analysis. Section 3 gives the discussion and indications for further works.
Statistical Analysis on Experimental Results
Programs file NAME BST.BAS. #include<stdio.h> #include<conio.h> int main() { int i,j,s,temp,array[20]; printf("Enter total elements: "); scanf("%d",&s); printf("Enter %d elements: ",s); for(i=0;i<s;i++) scanf("%d",&a [ 
; return 0; getch(); } Let x = Number of numeric items being sorted, y = Execution time when , to be determined.
(In the program, the variable represents ; positive integers between and are randomly generated using RND function and inputted in an array of dimension . Repetition is allowed. These integers are then Insertion-sorted and the execution time noted.)
Neglecting the fractional part (as we are interested only in the form of ) of , and defining a new input variable x' = x/500, we have the following difference table. (See Table 2 ) From the difference Table 2 , the second differences of (rounded) are approximately constant. Table   500  1  3  10  1000  2  13  5  15  1500  3  28  7  22  2000  4  50  7  29  2500  5  79  6  35  3000  6  144 Hence, by Weierstrass' Theorem of polynomial approximation of a function continuous in a given range (which we assume here), together with the fundamental theorem of finite difference (in fact, the converse of it), a first degree polynomial will approximate . However, as we are not interested in the specific data set in hand (a sample) but the very universe (population) it comes from, so we shall not adopt the numerical analysis approach. We shall, rather, adopt the regression approach. Such an approach, besides preventing overfitting, can also be used for more than one input parameter and also if the variables under study depict a random pattern. Using the principle of least squares, we shall fit a one degree polynomial of the form
Let
Number of pairs of and . The constants a, b are to be estimated by solving the following three normal equations:
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On solving Eqs. (2) and (3) , we obtain Thus, we can estimate for a given by Now, in order to test the goodness of fit, we take a look at the residual table (Table 2) Since ̅ ∑ Now, we estimate the total sum of squares and square due to regression Hence from the Table 3 , we have the following: = total sum of squares ∑ ̅ Sum of squares due to regression ∑ ̂ ̅ Residual sum of square, defined as ∑ ̂ is obtained by subtracting the of sum squares due to regression from the total sum of square We immediately from an Analysis of variance (ANOVA) table for regression analysis. The goodness of fit may now be easily tested using a simple method such as the residual plot, by plotting the residuals against the corresponding estimates and if we get a more or less horizontal pattern, it is indicative of no abnormality which we have confirmed in our case. Interested readers can make more observations for better plot view. Since the statistical analysis is conforming the existing results, we are skipping the details. More rigorous tests will be done whenever we record any contradiction. For sound literature on residual plots, the reader is referred to any standard text on applied regression analysis such as by Draper and Smith [1] (published by John Wiley & Sons). (Our next analysis on classical matrix multiplication involving statistically dissimilar computing operations, has reported something new. There the goodness of fit is tested more rigorously.)
Discussion and Conclusion
The results (2) tally fairly well with those obtained by the mathematical method which states that the order of complexity of insertions sorting is . Where number of items being sorted. This is a case where the computing operation is of similar type. The value ̂ and ̂ are system dependent since varies for a particular (or ) from system to system. The statistical analysis, therefore, endorses the specific quadratic pattern of the dependent variable on the number of items to be sorted (or ).
Changing Some System Environment
We shall now examine the constancy in such a functional relationship by changing some system environment, for example by changing the translator. The same program when executed in our system gave the following results. (The C language program will be now run under QBASIC environment, thus replacing the interpreter with a compiler.) Comparing multiple algorithm simultaneously using parametric or nonparametric ANOVA, etc.
