The first order Taylor expansion is From the definition of g(µ), we can get
Hence, dg(µ) dµ µ=0 = 1 φ {g(0)} dAU C(µ) dµ
Therefore,
Hence,
iii B Derivation of AU C true for diagnostic biomarkers measured with error
The AUC is a function of µ:
AU C true (µ) =P r (Y < X) 
We have AU C obs (µ) |e y , e x = ∞ x=−∞ F Y,obs (x)dF X,obs (x).
Note that Φ −1 {F Y,obs (x)} = H X,true (x) + µ + e y .
That is, F Y,obs (x) = Φ {H X,true (x) + µ + e y } .
Hence, AU C obs (µ) |e y , e x = ∞ x=−∞ Φ {H X,true (x) + µ + e y } dF X,obs (x).
Note that F X,obs (x) =Φ {H X,true (x) + e x } , dF X,obs (x) =φ {H X,true (x) + e x } dH X,true (x).
We have AU C obs (µ) |e y , e x = ∞ x=−∞ Φ {H X,true (x) + µ + e y } φ {H X,true (x) + e x } dH X,true (x) iv Let w = H X,true (x) + e x . Then, based on Formulas (A1) and (A2), we have AU C obs (µ) |e y , e x = ∞ x=−∞ Φ {H X,true (x) + µ + e y } φ {H X,true (x) + e x } dH X,true (x) = ∞ w=−∞ Φ (w − e x + µ + e y ) φ (w) dw =AU C (e y − e x + µ) ≈Φ e y − e x + µ √ 2 .
We have AU C obs (µ) = Then we have
The above equality can be derived as follows. For every e *
x , e * y , there is a corresponding −e * x , −e * y such that g e *
x , e * y = g −e *
x , −e * y , where
x + e * 2 y .
Hence,
a=f (e *
x ,e * y )
y + e * 2 x
de
We have
First integrate (A5) with respect to e *
x .
AU C
Then we have e *
Then we have
Thus, from (A3), (A4), and (A6), we have
Hence, based on (A1), we have
In general,
Equivalently, from (A7) we have
This is the measurement error correction for AUC.
If
We can estimate σ 2 ex and σ 2 ey from repeated measures of the probit score on the same subjects and substitute into the above equation (A8).
Recall our measurement error model (10), if V x = H x,obs and V y = H y,obs , then
Hence, we have
Var (V y ) =1 + Var (e y ).
Denote σ Vx = Var (V x ) and σ Vy = Var (V y ). Then we have
Hence, intra-class correlations are
Thus, (A8) can be rewritten in the form:
where agree with Equation 7 in the main text.
C Confidence Limits for AU C corrected
where ICC x and ICC y are intra-class correlations
We assume there exists at least one replicated observation for each subject in the data set or in a subset of the data set so that we can estimate intra-class correlations.
We can use the Mann-Whitney U statistic to estimate AU C obs (µ) (c.f. Formula A13 in Section D.1).
We use the delta method to derive the variance of the corrected AUC.
An approximate 100% × (1 − α) CI for AU C true is given by [Φ(c 1 ), Φ(c 2 )], where
xii By Taylor expansion, we have
Assumingâ andb are independent, we then can approximate the variance of g â,b by
Var b
We have Thus,
and
By the delta method, the approximate variance ofâ is
If we take derivative on both sides, we obtain
Based on the relationship between AUC and the Mann-Whitney statistiĉ
where n X and n Y are the sample sizes for the X and Y samples, respectively, and
That is,θ =ÂU C.
It is well-known that under H 0 :
Under the probit-shift model
Rosner and Glynn (2009) [1] derived the approximate variance ofθ under H 1
where
which was used to estimate Var Â U C in (A12).
D.2 Delta method to approximate Var b
Denote
AssumingÎCC x andÎCC y are independent, we then can approximate the variance of
The approximate variance of sample intra-class correlation r I is [2] Var (r I ) = 2 (1 − r I ) 2 {1 + (k 0 − 1) r I } subject, and
In our example, we estimated r I separately for cases and controls. Hence, n 1 = n X for cases and n 1 = n Y for controls. 
Upon substitution of (A12) and (A14), we obtain se â ×b in (A11) and a 100% ×
(1 − α) CI for AU C true in (A10) and (A8).
E True AUC for Simulation II and Simulation III
We have from (9) and (10) that
Since log(Y true ) and log(X true ) are independent, we have log(Y true ) − log(X true ) ∼ N −µ, σ ., AU C obs ); R: Reiser's (2000) method; P: probit method. * * Simulation I was run 100 times. Each time, we generated 1000 simulated data sets. Each data set consists of 50 cases and 50 controls. Each subject provides two replicate biomaker scores. Both true values and random errors are assumed to come from normal distributions with σ (2000) method; P: probit method. * * Simulation III was run 100 times. Each time, we generated 1000 simulated data sets. Each data set consists of 50 cases and 50 controls. each subject provides two replicate biomaker scores. Both true values and random errors were generated from log normal distributions with σ 2 X = 2, (25.9, 31.7) (86.9, 90.7) (94.0, 97.4) * MW: Mann-Whitney estimate (i.e., AU C obs ); R: Reiser's (2000) method; P: probit method. * * Simulation II was run 100 times. Each time, we generated 1000 simulated data sets. Each data set consists of 50 cases and 50 controls. Each subject provides two replicate biomaker scores. True values were generated from log normal distributions and random errors were generated from normal distributions with σ 2 X = 2, σ 2 Y = 1, σ 2 ., AU C obs ); R: Reiser's (2000) method; P: probit method. * * Simulation III was run 100 times. Each time, we generated 1000 simulated data sets. Each data set consists of 50 cases and 50 controls. each subject provides two replicate biomaker scores. Both true values and random errors were generated from log normal distributions with σ 2 X = 2, xxix
