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NOVIKOV ALGEBRAS AND A CLASSIFICATION OF MULTICOMPONENT
CAMASSA-HOLM EQUATIONS
IAN A.B. STRACHAN AND B LAZ˙EJ M. SZABLIKOWSKI
Abstract. A class of multi-component integrable systems associated to Novikov algebras, which
interpolate between KdV and Camassa-Holm type equations, is obtained. The construction is based
on the classification of low-dimensional Novikov algebras by Bai and Meng. These multi-component
bi-Hamiltonian systems obtained by this construction may be interpreted as Euler equations on
the centrally extended Lie algebras associated to the Novikov algebras. The related bilinear forms
generating cocycles of first, second and third order are classified. Several examples, including known
integrable equations, are presented.
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1. Introduction
The Camassa-Holm equation [10]
(1.1) vt − vxxt = αvx − 3vvx + 2vxvxx + vvxxx ,
an example of a (1+1)-dimensional integrable system, has many intriguing mathematical properties,
amongst them being:
• the existence of multi ‘peakon’ solutions;
• the non-existence of a τ function or functions.
Its other properties have more in common with equations such as the KdV equation: the existence
of a Lax pair, solvability via the inverse scattering transform, and a bi-Hamiltonian structure. In
fact, the bi-Hamiltonian structure, and hence the Camassa-Holm itself, may be found by exploiting
the tri-Hamiltonian structure of the KdV hierarchy [15, 16, 34]. The component parts of the bi-
Hamiltonian pair for the KdV equation, namely
(1.2)
d
dx
,
d3
dx3
, u
d
dx
+
1
2
ux
are pair-wise compatible and hence may be recombined to form the bi-Hamiltonian structures
P1 =
d
dx
−
d3
dx3
,
P2 = u
d
dx
+
1
2
ux
and applying the Lenard-Magri recursion scheme results in the Camassa-Holm equation (1.1), where
u = v− vxx . Another common feature between Camassa-Holm and KdV equations, closely related
to the above bi-Hamiltonian structure, is that both systems may be written as Euler equations on
the Virasoro algebra (see [26] and references therein).
The class of Hamiltonian operators such that this tri-Hamiltonian duality may be most easily
applied was first derived by Balinskii and Novikov [7] as a special case of the Dubrovin-Novikov
operators of hydrodynamic type [13]. The conditions for the operator
P ij = cijk u
k d
dx
+ bijk u
k
x , c
ij
k = b
ij
k + b
ji
k ,
to be a Hamiltonian places purely algebraic conditions on the constants bijk , and the corresponding
algebraic structure - on regarding these constants as structure constants - is now known as a Novikov
algebra. With each Novikov algebra there is associated a translationally invariant Lie algebra, which
can be centrally extended. Condition for the existence of cocycles (either first-order or third-order
Gelfand-Fuks cocycles) is equivalent to the existence of symmetric bilinear forms g and h on the
Novikov algebra which satisfy certain (quasi-Frobenius and Frobenius, respectively) compatibility
conditions. Second order cocycles result in antisymmetric bilinear forms which again satisfy certain
algebraic relations. This construction is outlined in Section 2. Thus one obtains a multi-component
tri-Hamiltonian structure
gij
d
dx
, hij
d3
dx3
, P ij
in direct analogue to (1.2), defined algebraically in terms of Novikov algebras and compatible sym-
metric bilinear forms on the algebra. Using these ideas, the centrally extended translationally
invariant Lie algebras associated to Novikov algebras can be considered as multi-component linear
generalization of the Virasoro algebra.
A two-component integrable generalization of the Camassa-Holm equation, called CH2, has
been proposed in [30, 11]. This new system admits a Lax pair [11], of the same type as the original
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Camassa-Holm equation, which is connected to the energy-dependent Schro¨dinger spectral problem,
see [1, 2]. An alternative Lie algebraic approach for the derivation of CH2, which is closer to the
one considered in this article, was presented in [14]. Further, taking the advantage of the energy-
dependent Schro¨dinger spectral problems the CH2 equation is generalized in [21] to produce an
integrable multi-component family CH(n, k) of equations with n components and k velocities. The
direct relationships between our results with these from [21] remains to be clarified (see Section 4.3
and Example 6.4 for some specific examples).
The purpose of this paper is two-fold. By mirroring the construction of the Camassa-Holm
equation we will obtain multi-component versions of this equation (in fact, by splitting the various
structures more finely one can obtain equations which interpolate between KdV and Camassa-
Holm equations). The nonlinear terms in these equations are controlled by the properties of the
Novikov algebra and associated bilinear forms. Secondly, using the (low-dimensional) classification
of Novikov algebras obtained by Bai and Meng [4] - extended to classify the second and third order
Gelfand-Fuks cocycles - one can obtain a classification scheme for equations in this class purely in
terms of an underlying algebraic structure. It should be noted that these algebras are classified over
C ; in some cases a finer decomposition exists over R : see, for example [9]. It turns out that many
Novikov algebras result in highly degenerate systems of integrable equations, so the classification
scheme has to be extended to rule out these degenerate cases.
2. Novikov algebras
We begin by briefly reviewing some of the basic concepts of linear Poisson tensors and brackets
that will be needed elsewhere in the paper. The material may all be found in the original papers
[7, 13] or in expositions such as [12]. Other basic results may be found in the Appendix.
2.1. Linear Poisson tensors of hydrodynamic type. Following [7] consider a homogeneous
first order n× n operator1
P ij = gij(u)
d
dx
+ bijk u
k
x , x ∈ S
1,(2.1)
depending on fields u1(x), . . . , un(x). Here, gij(u) = cijk u
k is symmetric and bijk , c
ij
k are constants.
The operator is a Poisson operator if and only if
• cijk = b
ij
k + b
ji
k ;
• bijk is the set of structure constants of an algebra A, that is e
i · ej = bijk e
k where e1, . . . , en
are basis vectors, such that
(a · b) · c = (a · c) · b ,(2.2a)
(a · b) · c− a · (b · c) = (b · a) · c− b · (a · c) .(2.2b)
This structure A is called a Novikov algebra.2 The relations (2.2) may be written in a simple
way by defining left and right multiplications by Lab = Rba = a · b. With these the identities (2.2)
are equivalent to
[Ra, Rb] = 0 , [La, Lb] = L[a,b] ,
respectively. Here [a, b] = a · b − b · a. Novikov Lie algebras A are Lie admissible, that is the
commutator defines structure of a Lie algebra on the underlying vector spaces A. Note that if the
multiplication is commutative then the Novikov conditions (2.2) reduce to associativity conditions.
1The summation convention is used throughout this article.
2All structures are considered over the field of complex numbers C.
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Let A∗ be the dual algebra with respect to the standard pairing ( , ) : A∗ × A → C. Then
(L∗au, b) = (R
∗
bu, a) := (u, a · b), where a, b ∈ A and u ∈ A
∗. The following relation, which will be
needed later, is equivalent to (2.2a):
RbLac = LRbac ⇐⇒ L
∗
aR
∗
bu = L
∗
Rba
u.(2.3)
2.2. Lie-Poisson brackets. Consider the infinite-dimensional Lie algebra LA on the space of A-
valued functions of x ∈ S1, with a Lie bracket of the form
[[a, b]] := ax · b− bx · a , ax ≡
da
dx
.(2.4)
In fact, (2.4) defines a Lie bracket if and only if the multiplication · : A × A → A satisfies the
conditions (2.2) and hence the algebra A is a Novikov algebra.
The Poisson bracket associated to the Poisson operator (2.1) is a Lie-Poisson bracket associated
to the Lie algebra LA (see Appendix A.1):
{H,F} [u] :=
∫
S1
δF
δui
P ij
δH
δuj
dx ≡
〈
u, [[δuF , δuH]]
〉
, u ∈ L ∗
A
,(2.5)
where H,F ∈ F (L ∗
A
) are functionals on the (regular) dual space to LA. Here, the duality pairing
L ∗
A
×LA → C is given by
〈u, a〉 :=
∫
S1
(u, a) dx ,
where u ∈ L ∗
A
and a ∈ LA. Functionals from F (L
∗
A
) have the form
H[u] =
∫
S1
H(u, ux, uxx, . . .) dx ,
their (variational) differentials δuH =
δH
δui
ei belong to LA , which follows from the relation (A.2).
The coadjoint action, such that (A.1), is
ad∗a u = −(R
∗
au)x − L
∗
ax
u.
2.3. Central extensions. Centrally extended Poisson bracket (2.5) is given by
{H,F} [u] :=
〈
u, [[δuH, δuF ]]
〉
+ ω(δuH, δuF) ,(2.6)
where the bilinear map ω on LA is a 2-cocycle, see Appendix A.2. Let ω be defined by means of
a 1-cocycle φ : LA → L
∗
A
, i.e. the relation (A.5) is valid. Then, the Poisson operator P of (2.6),
such that {H,F} :=
〈
PδuH, δuF
〉
, has the form
Pγ = − ad∗γ u+ φ(γ) , γ ∈ LA.(2.7)
We will consider now some differential 1-cocycles, yielding central extensions of Lie algebras
associated with Novikov algebras. They are generated by appropriate bilinear forms satisfying
various algebraic conditions and were originally derived in [7].
• Order-one cocycles: A symmetric bilinear form g on A, g(a, b) ≡ (g˜(a), b), defines 1-cocycle
of order one φ = g˜ d
dx
, that is the associated 2-cocycle is
ω1(a, b) =
∫
S1
g(ax, b) dx ,
if and only if the quasi-Frobenius condition
g(a · b, c) = g(a, c · b)(2.8)
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holds for all a, b, c ∈ A. The condition (2.8) is equivalent either to
g˜(Rba) = R
∗
b g˜(a),(2.9)
or
L∗ag˜(b) = L
∗
b g˜(a).(2.10)
From the more general formalism of Poisson tensors of hydrodynamic type [13] we know
that the bilinear form gij(u) = cijk u
k + gij0 , where g0 is generating the above first order
cocycle, if det gij(u) 6= 0, can be interpreted as a contravariant flat metric. Thus this
bilinear form may be thought about in two different ways: as an inhomogeneous flat metric,
or as a homogeneous flat metric with the addition of a first-order cocycle term. Even if
det(cijku
k) = 0 it still defines a Poisson tensor [17].
• Order-two cocycles: A skew-symmetric bilinear form f on A, f(a, b) ≡ (f˜(a), b), defines
1-cocycle of order two φ = f˜ d
2
dx2
, with the associated 2-cocycle
ω2(a, b) =
∫
S1
f(axx, b) dx ,
if and only if
f(a · b, c) = f(a, c · b)(2.11)
and
f(a · b, c) + f(b · c, a) + f(c · a, b) = 0 ,(2.12)
that is the quasi-Frobenius and cyclic conditions are satisfied. The condition (2.11) may be
rewritten in two equivalent ways: as
f˜(Rba) = R
∗
b f˜(a) ,(2.13)
or as
L∗af˜(b) = −L
∗
b f˜(a).(2.14)
On the other hand (2.12) is equivalent to
L∗b f˜(a) = f˜(a · b− b · a).
• Order-three cocycles: A symmetric bilinear form h on A, h˜(a, b) ≡ (h˜(a), b), defines 1-cocycle
of third order φ = h˜ d
3
dx3
, with the associated 2-cocycle
ω3(a, b) =
∫
S1
h(axxx, b) dx ,
if and only if the tensor h(a · b, c) is totally symmetric, which reduces to two conditions:
h(a · b, c) = h(a, c · b), h(a, b · c) = h(a, c · b).(2.15)
The conditions (2.15) are equivalent to
L∗ah˜(b) = R
∗
ah˜(b) = h˜(a · b) = h˜(b · a).(2.16)
There are no higher order cocycles with constants coefficients. Let us denote by C i
A
the linear space
spanned by bilinear forms generating cocycles of i-th order and associated with a Novikov algebra A.
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3. Multicomponent bi-Hamiltonian Camassa-Holm hierarchies
Consider the following pair of compatible Poisson operators P0 and P1 on LA, associated with
some Novikov algebra A :
P1γ = (R
∗
γu)x + L
∗
γx
u+ g˜1γx + f˜1γxx + h˜1γxxx(3.1a)
and
P0γ = g˜0γx + f˜0γxx + h˜0γxxx,(3.1b)
where u ∈ L ∗
A
and γ ∈ LA. Here g0 and g1 are symmetric bilinear forms on A generating first
order 1-cocycles, f0 and f1 are skew-symmetric bilinear forms generating 1-cocycles of order two,
while h0 and h1 are symmetric bilinear forms generating third order 1-cocycles. The operator P1
has the form of a centrally extended Poisson operator (2.7). The compatibility of P0 and P1 is
a consequence of the fact that any linear combination of 1-cocycles is itself a 1-cocycle. In many
research papers the second Poisson structure is obtained by freezing the first one, which often yields
restricted class of compatible Poisson operators. In the case of the linear Poisson operator P1 our
approach gives the most general compatible with it Poisson operator P2 with constant coefficients.
We can formulate the bi-Hamiltonian chain associated to the above Poisson pair in the form
ut0 = P0δuH0 ≡ 0 ,
ut1 = P1δuH0 = P0δuH1 ,
ut2 = P1δuH1 = P0δuH2 ,
... ,
(3.2)
where Hi ∈ F (L
∗
A
) and H0 is a Casimir of P0, ti are evolution parameters (times) of respective
flows associated to vector fields uti on L
∗
A
.
Consider the operator Λ : LA → L
∗
A
defined by
Λγ := g˜0γ + f˜0γx + h˜0γxx,(3.3)
such that P0γ ≡ Λγx. The operator Λ is self-adjoint, i.e. Λ
† = Λ, and when Λ is invertible it can be
interpreted as an inertia operator, see Remark 3.2. We assume that Λ as a map is a diffeomorphism,
and hence we impose its invertibility by the condition that the bilinear form g0 is nondegenerate (see
Remark 3.3). As we will see in the following theorem, to obtain local forms of evolution equations
one must perform the change of coordinates
v := Λ−1u,(3.4)
which is of (linear) Miura-type. Thus the hierarchy (3.2) transforms into
vt0 = P˜0δvH0 ≡ 0 ,
vt1 = P˜1δvH0 = P˜0δvH1 ,
vt2 = P˜1δvH1 = P˜0δvH2 ,
... ,
(3.5)
where P˜i = Λ
−1Pi(Λ)
−1 and δvHj = ΛδuHj .
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Theorem 3.1. The first two evolution equations from the hierarchy (3.5) are
vt1 = vx · c ,
g˜0(vt2) + f˜0(vxt2) + h˜0(vxxt2) = g˜0(vx · (v · c)) + g˜0(v · (vx · c)) + L
∗
v·cg˜0(vx)
+ f˜0(vx · (vx · c)) + f˜0(vxx · (v · c))
+ 2h˜0((vx · c) · vxx) + h˜0((v · c) · vxxx)
+ g˜1(vx · c) + f˜1(vxx · c) + h˜1(vxxx · c) ,
where c = const ∈ LA and δuH0 = c. The densities of the first three conserved quantities (Hamil-
tonians), such that
Hi[v] =
∫
S1
Hi(v, vx, vxx, . . .) dx , i = 0, 1, . . .
are
H0 = g0(c, v) ,
H1 =
1
2
g0(v, v · c) +
1
2
f0(vx, v · c) +
1
2
h0(vxx, v · c) ,
H2 =
1
3
g0(v, v · (v · c)) +
1
3
f0(vx, v · (v · c)) +
1
3
h0(v · c, v · vxx)
+
1
6
g0(v · c, v · v) +
1
6
h0(vx · c, vx · v)
+
1
2
g1(v, v · c) +
1
2
f1(vx, v · c) +
1
2
h1(vxx, v · c) .
Proof. Recall that by Poincare´ lemma a closed 1-form (co-vector) γ in a star-shape (local) coordinate
system {u} is exact, that is γ = δuH. The functional H can be obtained using the homotopy
formula [33]:
H[u] =
∫ 1
0
〈u, γ(λu)〉dλ .
A useful relation, which follows from (2.9), (2.13) and (2.16), is
R∗aΛ = ΛRa ⇐⇒ Λ
−1R∗a = RaΛ
−1 , a ∈ A ,
which will be used below.
Casimirs of P0 are constants c ∈ A. Hence, taking δuH0 = c we have
H0 = 〈u, c〉 = 〈Λv, c〉.
Thus,
ut1 = P1δuH0 = R
∗
cux
and from (3.2) one finds that δuH1 = Λ
−1R∗cu. Using the homotopy formula one finds that
H1 =
1
2
〈Λ−1u,R∗cu〉 =
1
2
〈Λv, v · c〉.
The second flow is
ut2 = P1δuH1
= (R∗RcΛ−1uu)x + L
∗
Λ−1ux
R∗cu+ g˜1RcΛ
−1ux + f˜1RcΛ
−1uxx + h˜1RcΛ
−1uxxx
(3.6)
or equivalently
Λvt2 = (R
∗
Rcv
Λv)x + L
∗
vx
ΛRcv + g˜1Rcvx + f˜1Rcvxx + h˜1Rcvxxx.
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Note that
L∗vx f˜0Rcvx = 0,(3.7)
which is a consequence of relations (2.3), (2.13) and (2.14). Using the properties of the symmetric
forms g˜0, h˜0 and (3.7) one can show that
L∗vxΛRcv =
1
2
(
L∗vg˜0Rcv + L
∗
vx
h˜0Rcvx
)
x
.
Hence,
δvH2 ≡ ΛδuH2 = R
∗
Rcv
Λv +
1
2
L∗v g˜0Rcv +
1
2
L∗vx h˜0Rcvx ,+g˜1Rcv + f˜1Rcvx + h˜1Rcvxx
and finally, using the homotopy formula, one obtains
H2 =
1
3
〈Λv, RRcvv〉+
1
6
〈g˜0Rcv, Lvv〉+
1
6
〈h˜0Rcvx, Lvxv〉
+
1
2
〈g˜1Rcv, v〉+
1
2
〈f˜1Rcvx, v〉+
1
2
〈h˜1Rcvxx, v〉,
which finishes the proof. 
For non-nilpotent Novikov algebras the invertibility of Λ guarantees the existence of the (hered-
itary) recursion operator R = P1P
−1
0 , such that uti = R
iut0, and hence the existence of the infinite
hierarchies of commuting evolution equations and conserved quantitates. Thus the equations from
the hierarchy (3.2) (or equivalently (3.5)) are integrable, see [33].
Remark 3.2. Observe that the Hamiltonian flow (3.6) on the dual space L ∗
A
is the Euler equation
(see Appendix A.3), corresponding to the centrally extended Lie algebra LA⊕C
1
A
⊕C 2
A
⊕C 3
A
, with
the quadratic Hamiltonian
H1 =
1
2
〈u,Λ−1R∗cu〉.
This Euler equation transformed through (3.4) to LA is the second flow from Theorem 3.1.
These formulae simplify if the Novikov algebra A has a right-unity e, i.e. u · e = u for all u ∈ A
(recall that if the algebra has a left-unity then it is automatically commutative and associative).
Then, taking c = e the evolution equations and Hamiltonians from Theorem 3.1 simplify to
vt1 = vx ,
g˜0(vt2) + f˜0(vxt2) + h˜0(vxxt2) =
(
g˜0(v · v) +
1
2
L∗v g˜0 v + f˜0(vx · v) +
1
2
h˜0(vx · vx)(3.8)
+ h˜0(v · vxx) + g˜1v + f˜1vx + h˜1vxx
)
x
and
H0 = g0(e, v) ,
H1 =
1
2
g0(v, v) +
1
2
f0(vx, v) +
1
2
h0(vxx, v) ,
H2 =
1
2
g0(v, v · v) +
1
3
f0(vx, v · v) +
1
3
h0(v, v · vxx) +
1
6
h0(v, vx · vx)
+
1
2
g1(v, v) +
1
2
f1(vx, v) +
1
2
h1(vxx, v) .
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Remark 3.3. Note that the invertibility of the inertia operator (3.3), that is Λ = g˜ + f˜∂x + h˜∂
2
x
(for simplicity the subscript is omitted here), is understood in the sense of invertibility of a pseudo-
differential operator [33].3 That is, if det g˜ 6= 0 , the inverse is given by a formal differential series
Λ−1 = g˜−1 − g˜−1f˜ g˜−1∂x + g˜
−1
(
f˜ g˜−1f˜ − h˜
)
g˜−1∂2x + . . . .
There are two important special cases which will occur in the next section, and for which Theorem 3.1
still holds. The first one is when g˜ = 0 and det f˜ 6= 0. In this case the inverse is
Λ−1 = f˜−1∂−1x − f˜
−1h˜f˜−1 + f˜−1h˜f˜−1h˜f˜−1∂x + . . . .
The second is when g˜ = f˜ = 0 and det h˜ 6= 0. In this case the inverse is Λ−1 = h˜−1∂−2x .
4. A classification of integrable systems on Novikov algebras
In [4] Novikov algebras A of dimension up to n = 3 were classified over C and in [6] this work
was extended to classify four-dimensional transitive Novikov algebras4. In [9] a different approach
to the classification of low-dimensional Novikov algebras A was presented. This is based on the
classification of the associated Lie algebras (A, [ , ]),5 defined by means of a commutator [a, b] =
a · b− b · a. As result the authors classified four-dimensional Novikov algebras for which associated
Lie algebras are nilpotent. However, the full classification of Novikov algebras of dimension four is
far from being complete.
To be able to compute the associated evolution equations, using Theorem 3.1, one must ad-
ditionally classify the bilinear forms generating central extensions of the Lie algebras LA. This
classification is presented in Appendix B. The various defining relations for these bilinear forms are
just linear equation and hence may be solved using, for example, Mathematica. However, not all of
these Novikov algebras will lead to the construction of ‘proper’ evolution equations:
• All Novikov algebras that are direct sums of lower dimensional algebras can be omitted as
they lead to evolution equations consisting of decoupled systems associated to the lower
dimensional Novikov algebras.
• We are interested in the construction of evolution equations for which the coefficients of
associated (infinite-dimensional) vector fields will depend on all fields. This leads to the
exclusion of Novikov algebras for which the generic right multiplication (or equivalently left
multiplication) has rank lower then the algebra dimension.6 This occurs for all transitive
Novikov algebras appearing in the classification schemes in [4, 6, 9].
• The invertibility of the inertia operator Λ impose nondegeneracy of the bilinear form g0.
Hence, the Novikov algebras for which ‘generic’ bilinear forms g, generating central extension
of first order, are degenerate can also be omitted.
As result, the only relevant Novikov algebras are in dimension one: the field of complex num-
bers C; in dimension two: (N3)–(N6); in dimension three: (C6), (C8), (C9), (C16), (C19), (D2)–
(D5); in dimension four (within the Novikov algebras from [6, 9] and this paper): A˜3,3, A˜3,4, N
h1
22 ,
N
h1
23 , N
h1
24 , N
h2
27 and A4 (see Section 6). We use the symbols adopted in [4] and [9].
3There is also possible other approach to the invertibility of the inertia operator such as the analytic approach
presented in [25].
4A Novikov algebra is called transitive (or right-nilpotent) if every Ra is nilpotent.
5Naturally, these Lie algebras should not be confused with the translationally invariant Lie algebras LA.
6One could claim that some of this cases can lead to proper reduced systems. However, careful inspection shows
that for such low-dimensional Novikov algebras this cannot be the case.
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Most of the relevant Novikov algebras under consideration in dimension two, three and four
lead to the construction of evolution equations from Theorem 3.1 in a triangular form.7 The only
non-triangular systems are associated to the algebras (N4), (C8) and A4.
Contrary to Section 2 we will use here the ‘contravariant’ convention for Novikov algebras (so the
formulae agree with the prior work [4]). Therefore the structure constants of a Novikov algebra A,
with basis vectors e1, . . . , en, are given by b
i
jk such that
(a · b)i := bijka
jbk ⇐⇒ ei · ej = b
k
ij ek,(4.1)
where a, b ∈ A. The related characteristic matrix is given by B = (bij), where bij := b
k
ij ek.
4.1. Dimension one. The only relevant one-dimensional Novikov algebra A is generated by the
rule u · v := uv. This algebra is obviously isomorphic to C.
Let g˜0 = g, g˜1 = α, h˜0 = h and h˜1 = β. There are no cocycles of second order, thus f˜1 = f˜2 = 0.
For c = 1 the evolution equation (3.8) becomes
gvt + hvxxt = αvx + 3gvvx + 2hvxvxx + hvvxxx + βvxxx ,(4.2)
here v ∈ LC. The first order linear term involving the constant α can always be eliminated by a
linear change of independent coordinates. The evolution equation (4.2) (with α = 0) was obtained
in [26]. In particular for g = 1 and h = α = 0 we obtain the Korteweg–de Vries (KdV) equation
vt = 3vvx + βvxxx ,
for g = 1 and h = −1 we have the Camassa-Holm equation [10]
vt − vxxt = αvx + 3vvx − 2vxvxx − vvxxx + βvxxx .
Finally, if g = β = α = 0 and h = 1 then (4.2) becomes the Hunter-Saxton equation [22]
vxxt = 2vxvxx + vvxxx .
4.2. Two-dimensional algebra (N4). This Novikov algebra is non-abelian and associative, its
structure matrix is
B =
(
0 e1
0 e2
)
.
Consider the most general form of equation (3.8) with the right unity c =(0, 1)T. Thus we take
the following bilinear forms generating associated cocycles (see Table 1)
g˜0 =
(
g11 g12
g12 g22
)
, f˜0 =
(
0 f
−f 0
)
, h˜0 =
(
0 0
0 h
)
,
and
g˜1 =
(
α11 α12
α12 α22
)
, f˜1 =
(
0 γ
−γ 0
)
, h˜1 =
(
0 0
0 β
)
.
Let (u, v)T ∈ LA. Then, the equation (3.8) has the form
g11ut + g12vt + fvxt =
(
α11u+ g11uv + α12v + g12v
2 + fvvx + γvx
)
x
,
g12ut + g22vt − fuxt + hvxxt =
(
α12u+
1
2
g11u
2 + 2g12uv + α22v +
3
2
g22v
2 − fuxv
− γux +
1
2
hv 2x + hvvxx + βvxx
)
x
.
(4.3)
7By triangular evolution system we mean such that can be represented in the form: (u1)t = K1(u1), (u2)t =
K2(u1, u2), (u3)t = K3(u1, u2, u3), . . . .
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We now show how various examples of 2-component Camassa-Holm equations that have appeared
already in the literature fall into this scheme by identifying the underlying Novikov algebras and
bilinear forms.
Example 4.1. For the Novikov algebra (N4) with the particular choice
g˜0 =
(
1 0
0 1
)
, g˜1 =
(
0 0
0 0
)
one obtains the system
ut + fvxt =(uv + fvvx + γvx)x ,
vt − fuxt + hvxxt =
(
1
2
u2 +
3
2
v2 − fuxv − γux +
1
2
hv 2x + hvvxx + βvxx
)
x
,
which, for f = γ = 0 , reduces to
ut =(uv)x ,
vt + hvxxt =
(
1
2
u2 +
3
2
v2 +
1
2
hv 2x + hvvxx + βvxx
)
x
.
This system, when β = 0, was obtained in [19] and it is an extension of the Ito equation [23] (h = 0).
Example 4.2. For the Novikov algebra (N4) with the particular choice
g˜0 =
(
0 1
1 0
)
, g˜1 =
(
α1 0
0 α2
)
one obtains the system
vt + fvxt =
(
α1u+ v
2 + fvvx + γvx
)
x
,
ut − fuxt + hvxxt =
(
2uv + α2v − fuxv − γux +
1
2
hv 2x + hvvxx + βvxx
)
x
,
and in the case f = h = 0 this reduces to
vt =
(
α1u+ v
2 + γvx
)
x
,
ut =(2uv + α2v − γux + βvxx)x .
For α2 = 0 this system is the dispersive water waves (DWW) equation considered in [28]. If
β = α2 = 0 and γ = 1 this system is equivalent to the Kaup-Broer system [24, 8], which under the
constraint u = 0 reduces to the Burgers equation.
Example 4.3. For the Novikov algebra (N4) with the choice
g˜0 =
(
−1 0
0 1
)
, g˜1 =
(
α1 0
0 α2
)
we get the system
ut − fvxt =(uv − fvvx − α1u− γvx)x ,
vt − fuxt + hvxxt =
(
−
1
2
u2 +
3
2
v2 + α2v − fuxv − γux +
1
2
hv 2x + hvvxx + βvxx
)
x
,
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which for h = −1 and f = β = α1 = 0 is the 2-component Camassa-Holm equation (CH2) derived
in [30, 11], see also [14]. If f = h = 0 the above system reduces to another water wave type equation
ut =(uv − α1u− γvx)x ,
vt =
(
−
1
2
u2 +
3
2
v2 + α2v − γux + βvxx
)
x
.
Example 4.4. The algebra (N4) is the only Novikov algebra of dimension less or equal to 3 with
non-degenerate bilinear form generating second order central extension. Thus with the particular
choice
g˜0 =
(
0 0
0 0
)
, f˜0 =
(
0 1
−1 0
)
,
(allowed since f˜0 is non-degenerate) one obtains the system
vxt =(α11u+ α12v + vvx + γvx)x ,
−uxt + hvxxt =
(
α12u+ α22v − uxv − γux +
1
2
hv 2x + hvvxx + βvxx
)
x
.
4.3. Three-dimensional Novikov algebra (C8). This Novikov algebra is a straightforward three-
dimensional generalisation of the two-dimensional algebra (N4). In fact, this algebra admits a
straightforward generalization to arbitrary dimensions (see Section 6).
Here we will consider only one particular case with
g˜0 =
1 0 00 1 0
0 0 1
 , f˜0 =
 0 0 f10 0 f2
−f1 −f2 0
 , h˜0 =
0 0 00 0 0
0 0 h

and
g˜1 =
 0 α1 0α1 0 0
0 0 α2
 , f˜1 =
 0 0 γ10 0 γ2
−γ1 −γ2 0
 , h˜1 =
0 0 00 0 0
0 0 β
 .
Then, for (u, v, w)T ∈ LA and c = (0, 0, 1)
T the system (3.8) takes the form
ut + f1wxt =(α1v + uw + f1wwx + γ1wx)x ,
vt + f2wxt =(α1u+ vw + f2wwx + γ2wx)x ,
wt − f1uxt − f2vxt + hwxxt =
(
1
2
u2 +
1
2
v2 +
3
2
w2 + α2w − f1uxw − f2vxw − γ1ux − γ2vx
+
1
2
hw 2x + hwwxx + βwxx
)
x
.
For α1,2 = f1,2 = γ1,2 = 0 we obtain:
ut =(uw)x ,
vt =(vw)x ,
wt + hwxxt =
(
1
2
u2 +
1
2
v2 +
3
2
w2 +
1
2
hw 2x + hwwxx + βwxx
)
x
.
Remark 4.5. This system for β = 0, after the change of dependent variables: q1 = w + hwxx,
q2 = u
2 and q3 = v
2, is equivalent to the system obtained from CH(3, 1) [21] by the scaling q3 7→ µq3
followed by the limit µ 7→ 0.8
8We would like to thank the referee for this observation.
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5. An n-dimensional abelian and associative Novikov algebra Tn
It turns out that many Novikov algebras with nontrivial algebraic properties result in systems
of evolution equations which are degenerate, for example, not fully nonlinear in all of the variables
or, as in the example below, triangular. Consider an n-dimensional abelian Tn algebra defined by
the multiplication rule
(a · b)i =
i∑
k=1
ak bi−k+1 ⇐⇒ ei · ej = δ
k
i+j−1 ek ,
where a, b ∈ Tn. The related structure constants are b
k
ij = δ
k
i+j−1. For dimensions n = 1, 2 and 4
the algebra Tn coincides with Novikov algebras C, (N3) and A˜3,3, respectively.
Proposition 5.1. For any dimension n the algebra Tn is an associative Novikov algebra. Moreover:
• an arbitrary symmetric bilinear form g˜ = (gij) on Tn, satisfies the quasi-Frobenius condition
(2.8) if and only if
gij =
{
g1,i+j−1 for 1 6 i+ j − 1 6 n
0 otherwise
,
such bilinear form is non-degenerate if g1n 6= 0 ;
• there is no nonzero anti-symmetric bilinear form f˜ = (fij) on Tn that satisfies the conditions
(2.11) and (2.12).
The proof is straightforward. Since the algebra Tn is abelian the only condition for bilinear forms
generating the central extensions of the Lie algebra LTn is the quasi-Frobenius condition (2.8).
As consequence of the above proposition the most general bilinear forms generating the Poisson
pair (3.1) are given by
(g˜0)ij = gi+j−1, (h˜0)ij = hi+j−1, (g˜1)ij = αi+j−1, (h˜1)ij = βi+j−1
for 1 6 i+ j − 1 6 n and 0 otherwise. Moreover (f˜0)ij = (f˜1)ij = 0.
The element c = (δi1) ∈ Tn is a unity. For v = (v
i) ∈ LTn the equation (3.8) has the following
system
gi+j−1v
j
t + hi+j−1v
j
xxt =
( j∑
k=1
(3
2
gi+j−1v
kvj−k+1 +
1
2
hi+j−1v
k
x v
j−k+1
x + hi+j−1v
kvj−k+1xx
)
+ αi+j−1v
j + βi+j−1v
j
xx
)
x
,
(5.1)
where 1 6 i 6 n and the summation for j is over 1 6 j 6 n − i + 1. The bilinear form h˜ is
non-degenerate if hn 6= 0. In this case it is allowed to take g˜0 = 0.
Consider the special case given by
(g˜0)ij = gδ
n
i+j−1, (h˜0)ij = hδ
n
i+j−1, (g˜1)ij = αδ
n
i+j−1, (h˜1)ij = βδ
n
i+j−1.
Then, the above system takes the form
gvit + hv
i
xxt =
( i∑
k=1
(3
2
gvkvi−k+1 +
1
2
hvkx v
i−k+1
x + hv
kvi−k+1xx
)
+ αvi + βvixx
)
x
,(5.2)
where 1 6 i 6 n.
The above systems (5.1) and (5.2) are triangular: with the only one genuinely nonlinear equation
for i = n and i = 1, respectively, the remaining equations are sequentially linear. In fact all
triangular systems associated with low-dimensional algebras posses similar property.
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6. An n-dimensional Novikov algebra An
Consider the following n-dimensional algebra An, this being a generalisation of the Novikov
algebras (N4) and (C8), defined by the rule
(a · b)i := aibn ⇐⇒ ei · ej = δ
k
i δ
n
j ek,
so the structure constants are given by bkij = δ
k
i δ
n
j .
Proposition 6.1. For any dimension n the algebra An is an associative Novikov algebra. If n > 2
it is non-abelian. The associated Lie algebra structure on An is non-nilpotent. Moreover:
• an arbitrary symmetric bilinear form g˜ on An satisfies the quasi-Frobenius condition (2.8);
• an anti-symmetric bilinear form f˜ = (fij) on An satisfies the conditions (2.11) and (2.12)
if and only if
fij = 0 for i 6= n and j 6= n ;
• a symmetric bilinear form h˜ = (hij) on An satisfies the conditions (2.12) if and only if
hij = 0 for i 6= n or j 6= n .
The proof is a straightforward calculation and will not be presented.
Remark 6.2. Let C∞(S1) be the space of smooth functions on the circle S1 and Vect(S1) be the
Lie algebra of vector fields u(x)∂x on S
1. The Lie bracket in Vect(S1) is given by the formula
[u ∂x, v ∂x] = (uvx − uxv)∂x , x ∈ S
1.
Consider the semidirect product Gn(S
1) := Vect(S1)⋉C∞(S1)⊕n of Vect(S1) with n copies of C∞(S1).
The Lie bracket in Gn(S
1) is given by
[(u∂x, f ), (v∂x, g)] =((uvx − uxv)∂x, u gx − vfx) ,
where (u∂x, f ), (v∂x, g) ∈ Gn(S
1). The Lie algebra LAn associated with the n-dimensional Novikov
algebra An is isomorphic to Gn−1(S
1). The isomorphism Gn−1(S
1) → LAn is given by (u∂x, f ) 7→
−(f , u). The particular algebra G1(S
1), with related integrable systems, was extensively studied,
see [32, 31, 18, 19] and references therein.
Proposition 6.1 provides conditions on the bilinear forms generating the central extension of the
Lie algebra LAn . Consequently the most general bilinear forms generating the Poisson pair (3.1)
are given by
(g˜0)ij = gij , (f˜0)ij = δ
n
j fi − δ
n
i fj , (h˜0)ij = δ
n
i δ
n
j h
and
(g˜1)ij = αij , (f˜1)ij = δ
n
j γi − δ
n
i γj, (h˜1)ij = δ
n
i δ
n
j β.
The element c = (ci) ∈ An is the right unity iff c
n = 0. Hence it is not unique. For v = (vi) ∈ LAn
the equation (3.8) has the following form:
i 6= n : gijv
j
t + fiv
n
xt =
(
gijv
jvn + fiv
nvnx + αijv
j + γiv
n
x
)
x
,
i = n : gnjv
j
t − fjv
j
xt + hv
n
xxt =
(
gnjv
jvn +
1
2
gjkv
jvk − fjv
j
xv
n +
1
2
h(vnx)
2
+ hvnvnxx + αnjv
j − γjv
j + βvnxx
)
x
.
(6.1)
For n = 2 this system is equivalent to (4.3).
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Example 6.3. Consider the particular choice:9
g˜0 =
Idn−2 0 00 0 1
0 1 0
 , g˜1 =
α 0 00 αn−1 0
0 0 αn
 ,
where Idn−2 = diag(1, . . . , 1) and α = diag(α1, . . . , αn−2). Let f = (f1, . . . , fn−2)
T and γ =
(γ1, . . . , γn−2)
T. Then, the system (6.1) for v = (q, w, u)T ∈ LAn takes the form
qt + uxtf =(uq + uuxf +αq + uxγ)x ,
ut + fn−1uxt =
(
u2 + fn−1uux + αn−1w + γn−1ux
)
x
,
wt − f
Tqxt − fn−1wxt + huxxt =
(
2uw +
1
2
qTq − ufTqx − fn−1uwx +
1
2
hu 2x
+ huuxx + αnu− γ
Tqx − γn−1wx + βuxx
)
x
.
For f = 0 and fn−1 = h = 0 it reduces to the system
qt =(uq +αq + uxγ)x ,
ut =
(
u2 + αn−1w + γn−1ux
)
x
,
wt =
(
2uw +
1
2
qTq + αnu− γ
Tqx − γn−1wx + βuxx
)
x
,
which for α = 0, γ = 0, αn = β = 0 and αn−1 = 2, γn−1 = −1 is the multicomponent dispersive
water wave equation considered in [29].
Example 6.4. Finally, consider the case of g˜0 = diag(1, . . . , 1) and g˜1 = 0. Let f = (f1, . . . , fn−1)
T
and γ = (γ1, . . . , γn−1)
T. Then, taking v = (u, w)T ∈ LAn we get the following multicomponent
system
ut + wxtf =(wu+ wwxf + wxγ)x ,
wt − f
Tuxt + hwxxt =
(
3
2
w2 +
1
2
uTu− wfTux +
1
2
hw 2x + hwwxx − γ
Tux + βwxx
)
x
,
which for f = γ = 0 reduces to
ut =(wu)x ,
wt + hwxxt =
(
3
2
w2 +
1
2
uTu+
1
2
hw 2x + hwwxx + βwxx
)
x
.
Similarly to Section 4.3 and Remark 4.5, this system for β = 0, after the change of dependent
variables: q1 = w + hwxx, qi =
∑n−i+1
j=1 u
2
j , where i = 2, . . . , n, is equivalent to the system that one
can obtain from CH(n, 1) [21] by scalings qn−i+1 7→ µiqn−i+1, for i = 1 , . . . , n− 2, followed by the
limits µi 7→ 0. There is much scope for the investigation of the links between seemingly different
systems via such nonlinear changes of variables and scalings.
7. Equations of Hydrodynamic type on Novikov algebras
Taking the dispersionless limit of the evolution equations obtained in Theorem 3.1 gives, in the
coordinates u, the following equations of hydrodynamic type:
ut1 = R
∗
cux ,
ut2 = (R
∗
RcΛ−1u
u)x + L
∗
Λ−1ux
R∗cu+ g˜1RcΛ
−1ux ,(7.1)
9Here the matrices are of dimension {n− 2, 1, 1} × {n− 2, 1, 1}.
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where the inertia operator is given by Λ ≡ g˜0. These are the first two equations from the bi-
Hamiltonian hierarchy (3.2) generated by means of the following compatible Poisson operators:
P1γ = (R
∗
γu)x + L
∗
γx
u+ g˜1γx, P0γ = g˜0γx,
where γ ∈ LA. The first three densities of Hamiltonian functionals are
H0 = g0(c, v),
H1 =
1
2
g0(v, v · c),
H2 =
1
3
g0(v, v · (v · c)) +
1
6
g0(v · c, v · v) +
1
2
g1(v, v · c),
where v = g˜−10 u. These simplify further when the algebra has a right unity e and one takes c = e ,
or if the algebra has a left unity, in which the algebra is automatically associative. For all the
explicit examples of Novikov algebras and bilinear forms (with det g0 6= 0) discussed in this paper
the associated Haantjes tensor vanishes. But only those systems associated to the algebras (N4),
(C8) and An are hyperbolic and thus are diagonalisable (see Appendix A.4).
Let us consider the dispersionless limit of the n-component equation (6.1). Thus, for u = (ui) ∈
L ∗
An
such that (ui) = (gijv
j) we obtain10
uit =
(
ηnju
jui + αijηjku
k
)
x
, i = 1, . . . , n ,(7.2)
where η = g−1, such that (ηij) = (g
ij), and (αij) ≡ (αij).
Proposition 7.1. The Haantjes tensor (A.8) of the equations of hydrodynamic type (7.2) is iden-
tically zero.
Proof. We have
Aik = ηnju
jδik + u
iηnk + α
ijηjk =⇒
∂Aik
∂uj
= ηnjδ
i
k + ηnkδ
i
j
such that (A.7). Hence, the Nijenhuis tensor is given by
N ijk = α
irηrjηnk + ηnrα
rsηsjδ
i
k + ηnjηnru
rδik − {j ↔ k}.
Then, after straightforward, but slightly tedious, calculations one can show that the Haantjes ten-
sor (A.8) vanishes. 
It turns out that the eigenvalues/characteristic speeds of the system (7.2) are, when n = 2 , 3 or 4 ,
distinct. We conjecture that this is true for arbitrary sized systems.
In fact, as remarked above, all the dispersionless systems constructed from the explicit Novikov
algebras in this paper have vanishing Haantjes tensor. This leads us to the following:
Conjecture 7.2. The equations of hydrodynamic type (7.1) constructed from an arbitrary Novikov
algebra have vanishing Haantjes tensor.
In the case of a commutative Novikov algebra (which are automatically associative) the conjecture
is true: in this case the Nijenhuis tensor vanishes automatically. We have not been able to prove
this conjecture in general, even for those Novikov algebras which arise from a derivation ∂ on a
commutative, associative algebra (i.e. a · b = a∂b). We end by noting that the explicit construction
of flat coordinates for the (inverse) flat metric gij(u) = cijku
k + gij0 with det(g
ij(u)) 6= 0 for a non-
commutative Novikov algebra, a problem stated in Balinskii and Novikov [7] nearly 30 years ago,
remains unsolved.
10We slightly abuse here the convention previously adopted.
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Appendix A.
Let (g, [ , ]) be a Lie algebra, g∗ its (regular) dual space and 〈 , 〉 : g∗ × g → C the standard
duality pairing. The coadjoint action ad∗ : g× g∗ → g∗ is defined through the formula
〈ad∗a u, b〉 := −〈u,[a, b]〉,(A.1)
where a, b ∈ g and u ∈ g∗.
A.1. Lie-Poisson structure. The Lie-Poisson (or Kirillov-Kostant) bracket in the space of smooth
functions C∞(g∗) on the dual Lie algebra g∗ is given by
{H,F} (u) :=
〈
u,[dF, dH ]
〉
, u ∈ g∗,
where H,F ∈ C∞(g∗) and theirs differentials dF, dG ∈ g. The differential of F ∈ C∞(g∗) is defined
by the relation
〈v, dF 〉 :=
d
dε
F [u+ εv]
∣∣∣∣
ε=0
,(A.2)
where v ∈ g∗. The Hamiltonian equation corresponding to a function H on g∗ with respect to the
Poisson-Lie structure has the form
ut = PdH ≡ − ad
∗
dH u , u ∈ g
∗,
where P is the Poisson operator such that {H,F} =
〈
PdH, dF
〉
.
A.2. Central extension. A 2-cocycle is a bilinear form ω : g× g 7→ C, which is skew-symmetric:
ω(a, b) = −ω(b, a) ,(A.3)
and it satisfies the cyclic-condition:
ω([a, b], c) + ω([c, a], b) + ω([b, c], a) = 0,(A.4)
where a, b, c ∈ g. Then, the centrally extended algebra g˜ = g⊕ C is defined via the Lie bracket
[(a, α), (b, β)] =([a, b], ω(a, b)) ,
where a, b ∈ g and α, β ∈ C.
Let the 2-cocycle ω be defined by means of a 1-cocycle φ : g→ g∗, that is
ω(a, b) := 〈φ(a), b〉.(A.5)
Then, the skew-symmetry (A.3) is equivalent to skew-adjoint’s of φ, that is φ† = −φ, where
〈φ†(a), b〉 := 〈φ(b), a〉. The cyclic-condition (A.4) impose the following relation on φ:
φ([a, b]) = ad∗a φ(b)− ad
∗
b φ(a),
where a, b ∈ g.
The coadjoint action on the centrally extended Lie algebra g˜ restricted to g is given by
a˜d
∗
au = ad
∗
a u− δφ(a),
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where δ ∈ K is a (fixed) charge. For our purposes it can be taken as δ = 1. Important is fact that
more general cocycles can be obtained as linear compositions of respectively one or two-cocycles.
A.3. Euler equation. An invertible self-adjoint operator Λ : g→ g∗ defining the quadratic Hamil-
tonian
H =
1
2
〈u,Λ−1u〉(A.6)
is called an inertia operator on g. The corresponding Hamiltonian equation on g∗ is
ut = − ad
∗
Λ−1u u , u ∈ g
∗,
since dH = Λ−1u. This equation is the Euler equation on the dual space g∗ corresponding to
geodesic flows on a Lie Group G associated with g. In fact the inertia operator defines the metric
( , )e at the identity e ∈ G such that (v, w)e = 〈Λv, w〉, where v, w ∈ g ≡ TeG. For more information
on the subject we refer the reader to [3, 27].
The Euler equation on the centrally extended Lie algebra g˜ for the quadratic Hamiltonian (A.6)
takes the form
ut = − ad
∗
Λ−1u u+ δφ
(
Λ−1u
)
,
δt = 0,
where (u, δ) ∈ g˜∗. The reduction of this Euler equation to g∗ is natural.
A.4. Diagonalizability of hydrodynamic systems. An evolution equation of hydrodynamic
type:
uit = A
i
k(u)u
k
x , i = 1, . . . , n.(A.7)
is diagonalizable if there are coordinates, so-called Riemann invariants, in which it can be presented
in the form
Rit = Λi(R)R
i
x (no summation).
Then, if the characteristic speeds Λi are mutually distinct and satisfy the semi-Hamiltonian condi-
tion, which is automatic for Hamiltonian hydrodynamic systems with nondegenerate metric, (A.7)
is integrable by means of the so-called generalised hodograph method [35]. We say that the system
of hydrodynamic type (A.7) is hyperbolic if the tensor A = (Aik(u)) has n linearly independent
eigenvectors. The diagonalizability criterion for hyperbolic systems (A.7) is provided by vanishing
of the Haantjes tensor [20]:
HA(X, Y ) = NA(AX,AY )− ANA(X,AY )− ANA(AX, Y ) + A
2NA(X, Y )(A.8)
which is defined via the Nijenhuis tensor:
NA(X, Y ) = [AX,AY ]−A[X,AY ]− A[AX, Y ] + A
2[X, Y ] .
More precisely, a hyperbolic system of hydrodynamic type (A.7) is diagonalizable if and only if the
corresponding Haantjes tensor (A.8) vanishes.
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Appendix B.
Here we present a classification of bilinear forms generating central extensions of the Lie alge-
bras LA (see Section 2.3). This classification is based on the classification of Novikov algebras in
dimension 6 4 presented in [4] and [9]. We use the same names for the different types of Novikov
algebras as used in [4] and [9]. The most general form of the bilinear forms generating cocycles of
order one, two and three, are denoted by g, f and h respectively. Our classification extends that
of [5], where the symmetric bilinear forms satisfying the quasi-Frobenius condition were presented.
The characteristic matrix of a Novikov algebra A is B = (bij) defined by bij := ei ·ej = b
k
ij ek accord-
ing to (4.1). From the classification we exclude the Novikov algebras that are trivial, i.e. bij = 0,
or can be represented as a direct sum of lower dimensional Novikov algebras. In dimension four we
only consider non-transitive Novikov algebras. The classification is presented in Tables 1–6.11
Table 1. Classification of bilinear forms associated with one and two-dimensional
Novikov algebras.
type charact. matrix g f h comments
C e1 g11 0 h11
(T 2)
(
e2 0
0 0
) (
g11 g12
g12 0
) (
0 0
0 0
) (
h11 h12
h12 0
)
transitive
(T 3)
(
0 0
−e1 0
) (
0 g12
g12 g22
) (
0 0
0 0
) (
0 0
0 h22
)
transitive
(N3)
(
e1 e2
e2 0
) (
g11 g12
g12 0
) (
0 0
0 0
) (
h11 h12
h12 0
)
(N4)
(
0 e1
0 e2
) (
g11 g12
g12 g22
) (
0 f12
−f12 0
) (
0 0
0 h22
)
det f 6= 0
(N5)
(
0 e1
0 e1 + e2
) (
0 g12
g12 g22
) (
0 0
0 0
) (
0 0
0 h22
)
(N6)
(
0 e1
κe1 e2
) (
0 g12
g12 g22
) (
0 0
0 0
) (
0 0
0 h22
)
κ 6= 0, 1
11The special cases (A6)′, (C10)′ were overlooked in [5]. The case (D6)′ must be distinguished because of the
form f . In [9] there is a misprint in the multiplication table of the algebra Nh1
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Table 2. Classification of bilinear forms associated with three-dimensional Novikov
algebras of type A.
type charact. matrix g f h comments
(A3)
0 0 00 e1 0
0 0 e1

0 0 00 g22 g23
0 g23 g33

0 0 00 0 f23
0 −f23 0

0 0 00 h22 h23
0 h23 h33
 transitive
det g = 0
(A4)
0 0 00 0 e1
0 e1 e2

 0 0 g220 g22 g23
g22 g23 g33

0 0 00 0 0
0 0 0

 0 0 h220 h22 h23
h22 h23 h33
 transitive
(A5)
0 0 00 0 e1
0 −e1 0

0 0 00 g22 g23
0 g23 g33

0 0 00 0 f23
0 −f23 0

0 0 00 h22 h23
0 h23 h33
 transitive
det g = 0
(A6)
0 0 00 e1 e1
0 −e1 κe1

0 0 00 g22 g23
0 g23 g33

0 0 00 0 f23
0 −f23 0

0 0 00 h22 h23
0 h23 h33
 κ 6= −1transitive
det g = 0
(A6)′
0 0 00 e1 e1
0 −e1 κe1

 0 −g13 g13−g13 g22 g23
g13 g23 g33

0 0 00 0 f23
0 −f23 0

0 0 00 h22 h23
0 h23 h33
 κ = −1
transitive
(A7)
0 0 00 0 e1
0 κe1 e2

 0 0 g220 g22 g23
g22 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 h23
0 h23 h33
 κ 6= 1
transitive
(A8)
0 0 00 0 0
0 e1 e2

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 h23
0 h23 h33
 transitive
det g = 0
(A10)
0 0 00 0 0
0 e2 e1

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

 0 0 h130 0 0
h13 0 h33
 transitive
det g = 0
(A11)
 0 0 00 0 0
e1 κe2 0

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33
 |κ| 6 1, κ 6= 0transitive
det g = 0
(A12)
 0 0 00 0 0
e1 e1 + e2 0

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33
 transitive
det g = 0
(A13)
 0 0 00 e1 0
e1
e2
2
0

 0 0 12g220 g22 g23
1
2
g22 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33
 transitive
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Table 3. Classification of bilinear forms associated with three-dimensional Novikov
algebras of type C.
type charact. matrix g f h comments
(C6)
 0 0 e10 0 e2
e1 0 e3

 0 0 g130 g22 g23
g13 g23 g33

0 0 00 0 f23
0 −f23 0

 0 0 h130 0 0
h13 0 h33

(C7)
 0 0 e10 0 e2
e1 0 e2 + e3

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

 0 0 h130 0 0
h13 0 h33
 det g = 0
(C8)
0 0 e10 0 e2
0 0 e3

g11 g12 g13g12 g22 g23
g13 g23 g33

 0 0 f130 0 f23
−f13 −f23 0

0 0 00 0 0
0 0 h33

(C9)
 0 0 e10 0 e2
κe1 0 e3

 0 0 g130 g22 g23
g13 g23 g33

0 0 00 0 f23
0 −f23 0

0 0 00 0 0
0 0 h33
 κ 6= 0, 1
(C10)
 0 0 e10 0 e2
κe1 0 e2 + e3

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33
 κ 6= 0, 1
det g = 0
(C10)′
 0 0 e10 0 e2
κe1 0 e2 + e3

g11 0 g130 0 g23
g13 g23 g33

 0 0 f130 0 0
−f13 0 0

0 0 00 0 0
0 0 h33
 κ = 0
(C11)
 0 0 e10 0 e2
e1 e2 e3

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

 0 0 h130 0 h23
h13 h23 h33
 det g = 0
(C12)
 0 0 e10 0 e2
e1 κe2 e3

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

 0 0 h130 0 0
h13 0 h33
 κ 6= 0, 1
det g = 0
(C13)
 0 0 e10 0 e2
γe1 κe2 e3

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33
 γ, κ 6= 0, 1
det g = 0
(C14)
 0 0 e10 0 e2
e1 e1 + e2 e3

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 h23
0 h23 h33
 det g = 0
(C15)
 0 0 e10 0 e2
κe1 e1 + κe2 e3

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33
 κ 6= 0, 1
det g = 0
(C16)
0 0 e10 0 e2
0 e1 e3

 0 0 g130 g22 g23
g13 g23 g33

0 0 00 0 f23
0 −f23 0

0 0 00 0 0
0 0 h33

(C17)
0 0 e10 0 e2
0 e1 e2 + e3

 0 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33
 det g = 0
(C18)
0 0 e1 + e20 0 e2
0 −e2 e3

g11 0 g130 0 0
g13 0 g33

 0 0 f130 0 0
−f13 0 0

0 0 00 0 0
0 0 h33
 det g = 0
(C19)
0 0 e1 + e20 0 e2
0 −e2 e1 + e3

g23 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33

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Table 4. Classification of bilinear forms associated with three-dimensional Novikov
algebras of type D.
type charact. matrix g f h comments
(D2)
e2 0 e10 0 e2
e1 e2 e3

g11 0 g130 0 g11
g13 g11 g33

0 0 00 0 0
0 0 0

h11 0 h130 0 h11
h13 h11 h33
 deth 6= 0
(D3)
 e2 0 e10 0 e2
e1 + e2 e2 e3

g23 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

 0 0 h130 0 0
h13 0 h33

(D4)
e2 0 e10 0 e2
e1
2
0 e3

2g23 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33

(D5)
e2 0 e10 0 e2
e1
2
0 e2 + e3

2g23 0 g130 0 g23
g13 g23 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33

(D6)
 e2 0 e10 0 e2
κe1 (2κ− 1)e2 e3

g11 0 g130 0 κg11
g13 κg11 g33

0 0 00 0 0
0 0 0

0 0 00 0 0
0 0 h33
 κ 6= 0, 1
2
, 1
(D6)′
 e2 0 e10 0 e2
κe1 (2κ− 1)e2 e3

g11 0 g130 0 0
g13 0 g33

 0 0 f130 0 0
−f13 0 0

0 0 00 0 0
0 0 h33
 κ = 0
det g = 0
Table 5. Classification of bilinear forms associated with all four-dimensional abelian
nontransitive Novikov algebras and additionally the Novikov algebra A4.
type charact. matrix g f h comments
A˜3,1

e1 e2 e3 e4
e2 0 0 0
e3 0 0 0
e4 0 0 0


g11 g12 g13 g14
g12 0 0 0
g13 0 0 0
g14 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 h13 h14
h12 0 0 0
h13 0 0 0
h14 0 0 0
 det g = 0
A˜3,2

e1 e2 e3 e4
e2 e3 0 0
e3 0 0 0
e4 0 0 0


g11 g12 g22 g14
g12 g22 0 0
g22 0 0 0
g14 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 h22 h14
h12 h22 0 0
h22 0 0 0
h14 0 0 0
 det g = 0
A˜3,3

e1 e2 e3 e4
e2 e3 e4 0
e3 e4 0 0
e4 0 0 0


g11 g12 g22 g23
g12 g22 g23 0
g22 g23 0 0
g23 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 h22 h23
h12 h22 h23 0
h22 h23 0 0
h23 0 0 0
 deth 6= 0
A˜3,4

e1 e2 e3 e4
e2 e4 e4 0
e3 e4 0 0
e4 0 0 0


g11 g12 g13 g23
g12 g23 g23 0
g13 g23 0 0
g23 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 h13 h23
h12 h23 h23 0
h13 h23 0 0
h23 0 0 0
 deth 6= 0
A4

0 0 0 e1
0 0 0 e2
0 0 0 e3
0 0 0 e4


g11 g12 g13 g14
g12 g22 g23 g24
g13 g23 g33 g34
g14 g24 g34 g44


0 0 0 f14
0 0 0 f24
0 0 0 f34
−f14 −f24 −f34 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 h44
 non-abelian
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Table 6. Classification of bilinear forms associated with all four-dimensional non-
transitive Novikov algebras for which the associated Lie algebra is non-abelian and
nilpotent.
type charact. matrix g f h comments
N
h1
19

e1 e2 + e3 e3 e4
e2 0 0 0
e3 0 0 0
e4 0 0 0


g11 g12 g13 g14
g12 0 0 0
g13 0 0 0
g14 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 h14
h12 0 0 0
0 0 0 0
h14 0 0 0
 det g = 0
N
h1
20

e1 e2 + e3 e3 e4
e2 e3 0 0
e3 0 0 0
e4 0 0 0


g11 g12 g22 g14
g12 g22 0 0
g22 0 0 0
g14 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 h14
h12 0 0 0
0 0 0 0
h14 0 0 0
 det g = 0
N
h1
21

e1 e2 + e3 e3 e4
e2 e4 0 0
e3 0 0 0
e4 0 0 0


g11 g12 g13 g22
g12 g22 0 0
g13 0 0 0
g22 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 h22
h12 h22 0 0
0 0 0 0
h22 0 0 0
 det g = 0
N
h1
22

e1 e2 + e3 e3 e4
e2 0 0 e3
e3 0 0 0
e4 e3 0 0


g11 g12 g24 g14
g12 0 0 g24
g24 0 0 0
g14 g24 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 h14
h12 0 0 0
0 0 0 0
h14 0 0 0

N
h1
23

e1 e2 + e3 e3 e4
e2 e4 0 e3
e3 0 0 0
e4 e3 0 0


g11 g12 g24 g22
g12 g22 0 g24
g24 0 0 0
g22 g24 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 h22
h12 h22 0 0
0 0 0 0
h22 0 0 0

N
h1
24

e1 e2 + e3 e3 e4
e2 e3 0 0
e3 0 0 0
e4 0 0 e3


g11 g12 g44 g14
g12 g44 0 0
g44 0 0 0
g14 0 0 g44


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 h14
h12 0 0 0
0 0 0 0
h14 0 0 0

N
h1
25

e1 e2 + e3 e3 e4
e2 0 0 0
e3 0 0 0
e4 0 0 e3


g11 g12 g44 g14
g12 0 0 0
g44 0 0 0
g14 0 0 g44


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 h14
h12 0 0 0
0 0 0 0
h14 0 0 0
 det g = 0
N
h2
15

e1 e2 + e3 e3 + e4 e4
e2 0 0 0
e3 0 0 0
e4 0 0 0


g11 g12 g13 g14
g12 0 0 0
g13 0 0 0
g14 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 0
h12 0 0 0
0 0 0 0
0 0 0 0
 det g = 0
N
h2
16

e1 e2 + e3 e3 + e4 e4
e2 e4 0 0
e3 0 0 0
e4 0 0 0


g11 g12 g13 g22
g12 g22 0 0
g13 0 0 0
g22 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 0
h12 0 0 0
0 0 0 0
0 0 0 0
 det g = 0
N
h2
17
(κ)

e1 e2 + e3 e3 + e4 e4
e2 2e3 + κe4 e4 0
e3 e4 0 0
e4 0 0 0


g11 g12 g13 g23
g12 g22 g23 0
g13 g23 0 0
g23 0 0 0


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


h11 h12 0 0
h12 0 0 0
0 0 0 0
0 0 0 0
 g13 =1
2
g22 +
1−κ
2
g23
24 IAN A.B. STRACHAN AND B LAZ˙EJ M. SZABLIKOWSKI
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