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1 緒言
[8] の内容を中心に紹介する.  p を素数とする.  \mathbb{Q}_{p} を  p 進数体とし  \mathbb{Z}_{p} を  p 進整数の
集合とし  \mathbb{Z}_{p}^{\cross} をその単数群とする.また  q\in \mathbb{Q} に対して  |q|_{p}  :=p^{-rr\iota},  ord_{p}(q)  :=m
とする.ここで  q=p^{m}r および  T は  p と互いに素であるとする.  0^{\ovalbox{\tt\small REJECT}}\in \mathbb{Q}_{p} は  p 進展開
  \alpha=\sum_{n\in Z}c_{n}p^{n}\in \mathbb{Q}_{p}\backslash \{0\}(c_{n}\in\{0,
1, \ldots,p-1\}) を持つが  \omega_{p}(\alpha),  \lfloor\alpha\rfloor_{p},  \langle\alpha\}_{p} を次のよう
に定義する.
 \omega_{p}((\gamma):=c_{0},
 \lfloor \mathcal{C}1\rfloor_{p}:=\Sigma_{n\in \mathbb{Z}_{\leq 0}}c_{n}p^{n},
 \langle(x^{\alpha}\rangle_{p}:=\Sigma_{n\in Z_{>0}}c_{n}p^{n}.
Schneider [10] は次の  p進連分数展開およびそのアルゴリズムを与えた.  \xi\in \mathbb{Z}_{p} に対して
 a_{0}\in\{0,1, . . . ,p-1\} を  \xi-a_{0}\in p\mathbb{Z}_{p} となるように選び  \xi_{1}  :=\xi-a_{0} とする.  \xi_{n}(n\geq 2)
を次の漸化式で帰納的に決めていく.
  \xi_{n}=\frac{p^{ord_{p}(\xi_{21.-1})}}{\xi_{n-1}}-a_{n-1},




このSchneider の連分数展開は残念ながら通常の連分数展開の Lagrange の定理にあたる
ものが成立しないことが知られている.Weger [13] は  \mathbb{Q}_{p} のある2次の元が周期的となら
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ないことを示した.一方でWeger [14] はLattice に関する周期性を用いて Lagrange の定
理にあたるものを述べた.Ruban [6] はSchneider とは異なる連分数展開およびそのアル
ゴリズムを与えた.しかし大音 (Ooto) [5] は  \mathbb{Q}_{p} のある2次の元が Ruban のアルゴリズム
で周期的とならないことを示した.Ruban のアルゴリズムに関しては最近  \mathbb{Q}_{p} の2次の
元および有理数が周期的となる条件が [4] によって与えられた.Browkin[2] はLagrange
の定理が成立するようなアルゴリズムの探求を行っているが十分には成功していない.
戸次 (Bekki) [1] はgeodesic 連分数展開を新たに定義しそれを用いてある条件の下で  p進
連分数展開の Lagrange の定理にあたるものを述べた.我々は [7] において新しい  p進連
分数展開およびそのアルゴリズムを与えそれに対して Lagrange の定理が成立すること
を述べた.
一方高次元の  p進連分数展開の研究は田村 (Tamura) [11] を除いてほとんどないようで









うにするのが一般的である.ここでは整数にあたるものを  \mathbb{Q}\cap \mathbb{Z}_{p} として考えていきたい.
また Schneider の連分数展開では  \mathbb{Q}_{p} の任意の元が連分数展開され得るが、我々の連分
数展開の対象は  \mathbb{Q}_{p} の中の代数的な元に限定していきたい.これは一見大きな制限に見え




を踏まえている.  K\subset \mathbb{Q}_{p} を  \mathbb{Q} 上の  d(=s+1) 次数の拡大体とする.ただし  K=\mathbb{Q} の
ときは  s=1 とする.
次の写像:  \Phi :  K^{8}arrow\{1, 2, . . . , s\}\cross L(K^{8})\cross GL(s,\cdot \mathbb{Z}_{p}
\cap \mathbb{Q})\cross(p\mathbb{Z}_{p}\cap Q)^{8} . を考える.
ここで、  L(K^{s}) は  K^{S} 上の1次分数変換の集合とし石  =(\alpha_{1}, \ldots, \alpha_{s})\in K^{s} および酷  =
 (f_{1} , f_{s})^{T} に対して  \Phi(\overline{\mathfrak{a}})  := (  \phi(\overline{\mathfrak{a}\cdot}),  F_{\overline{\alpha}},  A_{\overline{\alpha}} ,  \gamma (石)) とする.さらに酷  =(f_{1} , f_{s})^{T} は
次の性質を持つとする.
ゐ(xı, . . . ,  x_{s} )  :=\{\begin{array}{ll}
\frac{u_{\phi(\overline{\alpha})}p^{ord_{p}(\alpha_{\phi(\overline{a})})}}
{x_{\phi(\overline{\alpha})}}-v_{\emptyset(\overline{\alpha})}   i=
\phi(\overline{n\cdot:}) ,
\frac{u_{i}p^{k_{X_{i}}}}{x_{\phi(\overline{o^{\ovalbox{\tt\small REJECT}}})}}-
v_{i}'   i\neq\phi(\overline{C1^{\cdot}})_{:}
\end{array}
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ここで  u_{i_{-}}.v_{i:}u_{i}'\in \mathbb{Z}_{p}^{\cross}\cap \mathbb{Q},  v_{i}'\in \mathbb{Z}_{p}\cap \mathbb{Q} , および  k= \max\{ord_{p}(a_{\emptyset(\overline{c\downarrow})})-ord_{p}(a_{i})_{i}0\} . さら
に  f_{i}(\overline{\alpha})\in p\mathbb{Z}_{p}(1\leq i\leq s) および  \gamma(\overline{0})=\overline{0} . また  \alpha_{\phi(\overline{(\gamma})}=0 のときは
 f_{i} (x_{1} . . , x_{s}):=x_{i}.
このような  \Phi を  c‐mapと呼ぶことにする.  u_{i},  v_{i},  u_{i}' などをいろいろ選ぶことによりい
ろいろなアルゴリズムが定義できる.  c‐mapとは通常の連分数におけるGauss map のよ
うなものと考えていただいてよい.  c‐1nap  \Phi に対して  K^{s} 上の変換乃,(‐。) を次のように定
義する.  \overline{x}\in K^{s} に対して
 T_{\Phi(\overline{\mathfrak{a}})}(\overline{x}):=A万島  (\overline{x})+\gamma(\overline{o^{0}}) .
 \overline{\alpha}=  (\alpha_{1:}\ldots:\alpha_{\bullet})^{T}\in K^{s} として  \overline{\alpha}^{(0)}  :=\overline{\alpha} とする.  \overline{\alpha}^{(1)},  \overline{\alpha}^{(2)_{\dot{\ovalbox{\tt\small REJECT}}}} . . . を  \overline{\alpha}^{(n+1)}  :=T_{\Phi(\overline{a}^{(n)})}(\overline{\alpha}^{(n)})
で定義していく.このとき  \overline{\alpha} は  \Phi 連分数展開  \{\Phi(\overline{\alpha}^{(0)})_{0}.\Phi(\overline{\alpha}^{(1)})
_{\dot{\ovalbox{\tt\small REJECT}}} . . .\} を持つということに
する.また  T_{i}I,(\overline{o}) を  \Phi 連分数変換と呼ぶことにする.この定義の中で  GL(s_{\dot{\ovalbox{\tt\small REJECT}}}\mathbb{Z}_{p}\cap \mathbb{Q}) の要
素が登場するが格子の簡約化を行うことを加味している.後で具体的な例で提示したい.




定理1[8]  \Phi(\overline{\alpha})=(\phi(\overline{\alpha}), F_{\overline{\alpha}}, 
A_{\overline{\alpha}}, \gamma(\overline{(y}))(\overline{\alpha}=(\alpha_{1} . , 
\alpha_{s})^{T}\in K^{S}) は  c‐llap とする.  \alpha_{\phi(^{\frac{)}{(y}(n.)})}^{(n}
が無限に多くの  n に対して  0 でないなら,   \lim_{narrow\infty}\pi(\overline{\alpha};n)=\overline{\alpha}.
3 アルゴリズムの例
3.1  \Phi_{0}^{[\epsilon]} 連分数展開アルゴリズム
記号は前章と同様とする.Ind  :=\{1,2, . . . , s\} とする.  K を  \mathbb{Q}_{p} に含まれる  \mathbb{Q} 上の
有限次拡大体とする.  \xi\in\{-1,1\} とする.  \overline{(v}=(n_{1:\cdots\backslash }\mathfrak{a}_{S})^{T}\in K^{8} および  j\in Ind
に対して  G_{j}^{\ulcorner,\epsilon I}=  (g_{{\imath}}^{\ulcorner,\epsilon];(j)}, \ldots , g_{s}
^{[\overline{\mathfrak{a}\cdot},\epsilon];(j)}) を次のように定義する.  \%\neq 0 とすると  \overline{x}  :=












 S=(s_{ij})\in GL(s., \mathbb{Z}_{p}\cap \mathbb{Q}) は次の行列とする.
 s_{ij}:=\{\begin{array}{ll}
\delta(i+{\imath})j   1\leq i\leq s-1, 1\leq j\leq s,
\delta_{1j}^{-}   i=s, 1\leq j\leq s_{\dot{}}
\end{array}
ここで  i\neq j  (i, j\in Ind) に対して  \delta_{ii}  :=1 および  i\neq j のときは  \delta_{ij}  :=0. C,‐lnap  \Phi_{0}^{[\epsilon]}
を以下で定義する.  \overline{\alpha}\in K^{S} に対して
 \Phi_{0}^{[\epsilon]}(\overline{\alpha}):=(1, G_{1}^{[\overline{\alpha},
\epsilon]}, S,\overline{0}) .
 s=1 のとき  \Phi_{0}^{[1]} 連分数展開アルゴリズムは Schneider のアルゴリズムと一致する  (K
の元という限定付きであるが)
3.2  \Phi_{1}^{[\epsilon]} 連分数展開アルゴリズム
Hensel の補題ではある条件を満たす方程式について  \mathbb{Q}_{p} 内に解を持つことを述べるが
条件 (H) はこのような最小多項式を持つ元の条件である.すなわち、
代数的な元  \alpha\in p\mathbb{Z}_{p} が条件 (H) を有するとは  \alpha の  \mathbb{Q} 上の最小多項式  x^{n}+a_{1}x^{n-1}+\ldots+a.
についてすべての  i\in\{1, . . . , n\} について  a_{i}\in \mathbb{Z}_{p} であり  ord_{p}(a_{n-1})=0かつ  0\tau d_{p}(a_{n})>
 0 とする.
これに関して次の補題が成立する.
補題2[8]  K\subset \mathbb{Q}_{p} を  \mathbb{Q} 上の有限次拡大体とする.このときある  z\in K が存在し条件 (H)
を持ちかつ  K=\mathbb{Q}(z) となる.
 z を上記のような元とする.  K^{s} 上の1次分数変換  H_{j}^{[\overline{\alpha},\epsilon,z]}=(h_{1}^{[\overline{\alpha}_{:}\epsilon,
z];(j)}, \ldots, h_{s}^{[\overline{\alpha},c,z];(j)})
 (1\leq j\leq s) を次のように定義する.
 \overline{\alpha}=  (\alpha_{1} . . , C1_{8}^{\ovalbox{\tt\small REJECT}})^{T}\in K^{8} に対して  g_{i}^{\ulcorner,\epsilon];(j)}(\overline{\alpha}) は一次意的に  g_{i}^{\ulcorner,\epsilon];(j)} (石)  =a_{0}+a_{1}z+\ldots+
 a_{s}z^{s} と書くことができる.ここで  a_{i}\in \mathbb{Q}(0\leq i\leq s) である.  a'>0 を  a_{i}(1\leq i\leq s)





 c‐map  \Phi_{1}^{[\epsilon,z]} を次のように定義する.
 \Phi_{1}^{[\epsilon_{:}z1}(\overline{\alpha}):=(1, H_{1}^{[\overline{\alpha},
\epsilon,z1}, S,\overline{0}), \overline{\mathfrak{a}}\in K^{s}
 H_{j}^{[\overline{\alpha},\epsilon_{\wedge}^{\sim}]} の定義で  a'>0 で割るところは奇妙に感じる向きもあるかもしれないが、これ
らを更に洗練化させたものが後で述べる  p‐簡約と考えることができる.また  - \langle\frac{a_{0}}{a'}\rangle_{p} の
  1\hat{\ovalbox{\tt\small REJECT}}tj\beta分は Ruban が  I_{J^{\wedge}} えた  p進辿分数アルゴリズムの要素を入れていると考えることもで
きる.
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3.  3  \Phi_{2}^{[\in]} 連分数展開アルゴリズム
 \alpha\in K に対して  \alpha=a_{0}+a_{1}z+  +a_{s}z^{s} とするとき  denom_{z}(a\cdot) を次のように定義
する.
 denom_{z}( \cap\cdot) :=\min\{|d||d\in \mathbb{Z}, d(a_{0}+a_{1}x+ +a_{s}x^{s})
\in \mathbb{Z}[x]\}_{\mathfrak{i}}
 \overline{\alpha}=(\alpha_{1_{:}\cdots\backslash }.\alpha_{s})^{T}\in K^{8} に対して
 denom_{z}( \overline{\alpha}) :=\max\{denom_{z}(\alpha_{i})|1\leq i\leq s\}
と定義する.さらに  v_{[\epsilon_{:}\frac{)}{\Delta}]}^{(1} :  K^{s}arrow \mathbb{Z} を次のように定義する.  \overline{(\gamma}=(\alpha_{1:}\ldots :  (\}_{S})^{T}\in K^{S} に対
して
 v_{[\epsilon z]}^{(1.)}( \overline{\alpha}) :=\min\{denom_{z}(H_{i}^{\ulcorner 
t_{:}\epsilon_{:}z]}(\overline{\alpha}))|1\leq i\leq s\}.
 (n=2,3, \ldots) に対して機能的に  v_{[\epsilon,z]}^{(n)} :  K^{S}arrow \mathbb{Z} を次のように決めていく.
 v_{[\epsilon.z]}^{(n)}( \overline{c\nu}) :=\min\{denom_{z}(H_{i}^{\ulcorner,
\epsilon.z]}(\overline{O',}))v_{[\epsilon,z]}^{(n-1)}(H_{i}^{[\overline{\alpha},
\epsilon,z]}(\overline{\cap'}))|1\leq i\leq s\}.
 n\in \mathbb{Z}_{\geq 1} に対して  \phi_{[\epsilon,z]}^{(n)} :  K^{s}arrow\{1, . . . , s\}  (:=Ind) を




ここで  \overline{\mathfrak{a}\cdot}=  (\alpha_{1} . . , \alpha_{S})^{T}\in K^{s}.  \Phi_{2}^{[\epsilon,z],(n)}(n\in \mathbb{Z}_{\geq 1}) を以下のように定義する.
 \Phi_{2}^{[\epsilon,\approx],(n)}(\overline{\alpha}):=(\phi_{[\epsilon,\approx]
}^{(r\iota)}(\overline{\alpha}), H^{\ulcorner,\epsilon.z]}\phi_{[\epsilon,z]}^{(
\mathfrak{n}.)}(\overline{o\cdot})' id, \overline{0}) ,
ここで  \overline{\alpha}\in K^{S} および id は  S 次元の単位行列である.この  \Phi_{2}^{[\epsilon,\approx],(n)} の定義は1次分数変
換  H_{i}^{\ulcorner c\iota,\epsilon,\approx]} を  n 回繰り返したときにもっともheight が小さくなる  i を選らんでいくこと
を意味している.  \Phi_{1}^{[\epsilon,\approx]}(\overline{\alpha}) ではつねに  i=1 となっている.  \Phi_{2}^{[\epsilon,\approx 1,(n)} では計算コストが高
くなるという意味では良いアルゴリズムとは言えない.本来は計算コストが低くなる適
切な  i の見つけ方が望まれるのであるが現時点では見つかっていない.このアルゴリズ
ムの解析は難しく数値計算を行ったに過ぎないが、後で見るように  s=2,  n=2 で周期
に落ちる例が多いので、周期性が期待できる計算コストが低くなるアルゴリズムの存在
を予想させる.
3.  4  \Phi_{3}^{[\epsilon_{\sim}^{\sim}]}’連分数展開アルゴリズム
  \alpha=\sum_{n\in Z}c_{n}p^{n}\in \mathbb{Q}_{p}\backslash \{0\}(c_{n}\in\{0,
1, \ldots,p-1\}) ,
68
に対して  \lfloor\alpha :  m\rfloor_{p} および  \langle\alpha :  m\rangle_{p} を次のように定義する.
  \lfloor\cap':m\rfloor_{p}:=\sum_{n\leq m}c_{n}p^{n},
  \langle c\downarrow\prime:m\rangle_{p}:=\sum_{n>m}c_{n}p^{n}.
 11_{i}l(n;\mathbb{Q}) を  \mathbb{Q} 係数  n 次正方行列の集合とする.  M=(m_{ij})\in\Lambda\ell(n;\mathbb{Q}) が  p‐既約とは
各  i(1\leq i\leq n) に対してある整数  u(i)(0\leq u(i)\leq n) が存在して次の (1)‐(4) が成立する
ことである.
(1) 任意の整数  k(1\leq k\leq u(i)) に対して  m_{ik}=0 ,
(2)  u(i)\neq n の場合,  m_{i\bullet.(i)+1}\in\{p^{l}|l\in \mathbb{Z}\}_{\dot{\ell}} および任意の整数ん  (i<k\leq n) に対して
 m_{ku(i)+1}=0_{:}
(3)  i>1 のとき;  u(i)\geq u(i-1)_{i}
(4)  u(i)\neq n の場合. \ovalbox{\tt\small REJECT} 任意の整数  j1\leq j<i ) に対して
 \{m_{ju(i)+1} :  ord_{p}(m_{iu(i)+1})-1\rangle_{p}=0.
任意の  M(n;\mathbb{Q}) の元は次の行基本変形で銑既約に変換される.
(a) 行の入れ替え,
(b)  Z_{p}^{\cross}\cap \mathbb{Q} の元を行にかける,
(c)  \mathbb{Z}_{p}\cap \mathbb{Q} の元をある行にかけて他の行に加える.
 p‐既約な行列の例
 (\begin{array}{ll}
4   16
2   4
\end{array})  arrow  (\begin{array}{ll}
2   4
4   16
\end{array})  arrow  (\begin{array}{ll}
2   4
0   8
\end{array})
 p‐既約行列への変形の例  (p=2)
次のように  p‐既約への変形は一意的である.
補題3[8]  M\in M(n;\mathbb{Q}) に対してある  N_{1},  N_{2}\in GL(n, \mathbb{Z}_{p}\cap \mathbb{Q}) に対して  N_{1}M および
 N_{2}M が  p‐既約ならば  N_{1}M=N_{2}M が成立する.
したがって  M\in M(n;\mathbb{Q}) に対して   N\in GL  (n, \mathbb{Z}_{p}\cap \mathbb{Q}) が一意的に決まり  NM は  r
既約となる.我々はこの  N を  pr(M) とする.また  p‐既約にすることを  p‐簡約と呼ぶ.
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 2\in K は条件 (H) および  K=\mathbb{Q}(z) を満たすとする.  \overline{\mathfrak{a}}=(\mathfrak{a}_{1:}\ldots:Cz_{s})^{T}\in K^{s} に対し
て  \overline{\alpha}=l1塩  (z . , z_{\dot{J}}1)^{T} とする.ただし  M_{\overline{\alpha}}=(m_{ij})\in l1I(s\cross(s+1);\mathbb{Q}) .  11\ell_{\overline{u}}'\in M_{s}(\mathbb{Q})
を  j1盈:  =(m_{i_{\dot{j}}})_{1<i<s,1<j<6}. で定義する.
 \tau_{z} :  K^{s}arrow\Lambda l.(\mathbb{Z}_{p}\cap \mathbb{Q}) を以下のように定義する.
 \tau_{z}(\overline{\alpha}):=pr(l1I_{\overline{o}}')_{:}(\overline{\mathcal{C}
1'}\in K^{8}) .
 \gamma'(\overline{\alpha})\in(p\mathbb{Z}_{p}\cap Q)^{s} を次で定義する.
 \gamma'(\overline{\mathfrak{a}}):=(-\langle l_{1s+1}\rangle_{P}, \ldots, -
\langle l_{ss+1}\rangle_{p})^{T},
ここで  (l_{ij})_{1<i<s_{:}1<j<s+1}=p\tau(l1I_{\overline{o}}')l14_{\overline{C1}}.
c‐map  \Phi_{3}^{[z]} を次で定義する.







命題4[8]  K を  \mathbb{Q} とする.任意の有理数  \alpha に対して  \alpha は有限の  \Phi_{0}^{[-1]} 連分数展開を持つ.
以下では  \epsilon\in\{-1_{\dot{\ovalbox{\tt\small REJECT}}}1\} とする.
定理5 [8]  K\subset \mathbb{Q}_{p} は  \mathbb{Q} の2次拡大体であるとする.  z\in K は条件 (H) および  K=\mathbb{Q}(z)
を満たすとする.このとき任意の  u\in K/\mathbb{Q} は周期的な  \Phi_{1}^{[\epsilon,z]} 連分数展開を持ち、  u\in \mathbb{Q}
は有限の  \Phi_{1}^{[\epsilon,z]} 連分数展開を持つ.
 \Phi_{3}^{[z]} 連分数展開についても同様に、
定理6[8]  K\subset \mathbb{Q}_{p} は  \mathbb{Q} の2次拡大体であるとする.  \sim\gamma\in K は条件 (H) および  K=\mathbb{Q}(z)
を満たすとする.このとき任意の  u\in K/\mathbb{Q} は周期的な  \Phi_{3}^{[_{\sim}]} 連分数展開を持ち、  u\in \mathbb{Q} は
有限の  \Phi_{3}^{[z]} 連分数展開を持つ.
 K が3次体以上については次の結果がある.
定理  7[15]K\subset \mathbb{Q}_{p} は  \mathbb{Q} の3次拡大体であるとする.  z\in K は条件 (H) および  K=\mathbb{Q}(z)
を満たすとする.さらに  x^{3}+ax^{2}+bx+cp^{q} を  \mathbb{Q} 上の  z の最小多項式とする  (c\not\in p\mathbb{Z}_{p}) .
 a\in p\mathbb{Z}_{p} または  a+c\in p\mathbb{Z}_{p} とする.  (\cap', \beta)\in K^{2} に対して  \{1.\cap:\beta\} が  \mathbb{Q} 上線形独立なら
ば  (\cap^{\mathfrak{n}}-\beta) は周期的な  \Phi_{3}^{[z]} 連分数展開を持つ.
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 K を与えたときの定理7の条件を満たす  z の存在については次の命題がある.
命題8[15]  K\subset \mathbb{Q}_{p} は  \mathbb{Q} の3次拡大体であるとする.ある  z\in K が存在し、条件 (H) お
よび  K=\mathbb{Q}(z) を満たし  x^{3}+ax^{2}+bx+cp^{q} を  \mathbb{Q} 上の  z の最小多項式とする  (c\not\in p\mathbb{Z}_{p})
とき  a\in p\mathbb{Z}_{p} または  a+c\in p\mathbb{Z}_{p} である.
数値実験 [8] により次を予想している.  s\geq 1 とする.
予想 [8]  K\subset \mathbb{Q}_{p} は  \mathbb{Q} の  s+1 次拡大体であるとする.  z\in K は条件 (H) および  K=
 \mathbb{Q}(z) を満たすとする.  (\alpha_{1}, \ldots, O_{S}^{\ovalbox{\tt\small REJECT}})\in K^{s} に対して  \{1_{\backslash }\alpha_{:} . . . , \mathfrak{a}.\} が  \mathbb{Q} 上線形独立ならば
 (0_{1:}^{\ovalbox{\tt\small REJECT}}\ldots.O^{6}.) は周期的な  (I_{3}^{[z]}) 連分数展開を持つ.
定理6より  s=1 で予想は成立し、定理7より  s=2 で部分的に予想は成立している.
次の定理で周期的になる無数の例を与えている.
定理9 [8]  K\subset \mathbb{Q}_{p} は  \mathbb{Q} の  s+1次拡大体であるとする.  z\in K は条件 (H) および  K=\mathbb{Q}(z)
を満たすとする.  1\leq i\leq s-1 に対して  u_{i}  := \sum_{i\leq j\leq s}a_{ij}z^{s-j+1} とし、また  u_{s}  :=z と
する.ここで  a_{ij}\in \mathbb{Q}\cap \mathbb{Z}_{p}(1\leq i\leq s-1, i\leq j\leq s) および  a_{ii}\in \mathbb{Z}_{p}^{\cross}(1\leq i\leq s-1) .
このとき,  \overline{\alpha}:=  (u_{1} . , u_{s})^{T} は周期的な  \Phi_{3}^{[z]} 連分数展開を持つ.
5 数値実験
この章では [8] にあるいくつかの数値実験を示したい.表1では素数  2\leq p\leq 100 に対
し最小多項式が  x^{3}+ax+bp,  (0<a\leqq 10_{-}.-10\leq b\leq 10, ord_{p}(a)=0) である  z\in p\mathbb{Z}_{p}
に対して、擬似乱数 [9] を用いて  \mathbb{Q}(z) 内にいくつかのデータ  \mathbb{Q} 上1, 01.  \mathfrak{a}_{2} が線形独立
な  (\Omega_{1:}C1_{2}') を生成しアルゴリズム  \Phi_{1}^{[\epsilon,z]} を適用したものである.表1で  1^{*} は  \Phi_{{\imath}}^{[1_{)}z]} 連分数
変換を繰り返したところheight が  10^{300} 未満で周期的になったものの個数である.  2^{*} は
 \Phi_{1}^{[1,z1} 連分数変換を繰り返したところ周期性を確認する前にその height が  10^{300} を越えて




以上のように  \Phi_{1}^{[\epsilon,z]} 連分数展開では Lagrange の定理が成立しない可能性がある.
表2では素数  2\leq p\leq 100 に対し最小多項式が  x^{3}+ax+bp,  (0<a\leqq 10,  -10\leq b\leq
 10,  ord_{p}(a)=0) である  z\in p\mathbb{Z}_{p} に対して、擬似乱数 [9] を用いて  \mathbb{Q}(z) 内にいくつかの
データ  \mathbb{Q} 上1,  \alpha_{1},  \alpha_{2} が線形独立な  (\alpha_{1}, \alpha_{2}) を生成しアルゴリズム  \Phi_{2}^{[\epsilon,z],(2)} を適用したも
のである.表1で  1^{*} は  \Phi_{2}^{[1,z],(2)} 連分数変換を繰り返したところheight が  10^{300} 未満で周
期的になったものの個数である.  2^{*} は  \Phi_{2}^{[1,z],(2)} 連分数変換を繰り返したところ周期性を
確認する前にその height が  10^{300} を越えてその変換の適用を停止させたものの個数.3  * 、
 4^{*} はそれぞれ  \Phi_{2}^{[-1,z],(2)} 連分数変換に関する同種の個数とする.
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表2
この数値実験で注目すべきは周期的なものの割合が多いことである.  \Phi_{2}^{[\epsilon,z],(m)} 連分数
展開で  m を大きくすると周期的なものの割合が大きくなっていくようである.このこと
から [12] で議論したアルゴリズムのように連分数変換の各ステップで適切な項で割るこ
とで周期的になるようにできる可能性を感じる.
表3では素数  2\leq p\leq 100 に対し最小多項式が  x^{6}+ax+bp,  (0<a\leqq 10,  -10\leq b\leq
 10,  ord_{p}(a)=0) である  z\in p\mathbb{Z}_{p} に対して、擬似乱数 [9] を用いて  \mathbb{Q}(z) 内にいくつかの
データ  \mathbb{Q} 上1,  \alpha_{1},  0_{2}^{J} , . . . ,  \alpha_{5} が線形独立な  (\alpha_{1}, \alpha_{2}, \ldots, \alpha_{5}) を生成しアルゴリズム  \Phi_{3}^{[z]} を
適用したものである.表1で1  * は  \Phi_{3}^{[z1} 連分数変換を繰り返したところheight が  10^{300} 未
満で周期的になったものの個数である.  2^{*} は  \Phi_{3}^{[z1} 連分数変換を繰り返したところ周期性
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