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We develop an intuitive model of 2D microwave near-fields in the unusual regime of centimeter
waves localized to tens of microns. Close to an intensity minimum, a simple effective description
emerges with five parameters which characterize the strength and spatial orientation of the zero
and first order terms of the near-field, as well as the field polarization. Such a field configuration
is realized in a microfabricated planar structure with an integrated microwave conductor operating
near 1 GHz. We use a single 9Be+ ion as a high-resolution quantum sensor to measure the field
distribution through energy shifts in its hyperfine structure. We find agreement with simulations
at the sub-micron and few-degree level. Our findings give a clear and general picture of the basic
properties of oscillatory 2D near-fields with applications in quantum information processing, neutral
atom trapping and manipulation, chip-scale atomic clocks, and integrated microwave circuits.
PACS numbers: 03.67.Bg, 03.67.Lx, 37.10.Rs, 37.10.Ty, 37.90.+j
Static or oscillatory electromagnetic fields have impor-
tant applications in atomic and molecular physics for
atom trapping and manipulation. Neutral atoms can
be trapped in static magnetic fields in different types of
magnetic traps [1]. Atomic ions can be trapped either
in superpositions of static and oscillatory electric fields
(Paul trap) or in superimposed static electromagnetic
fields (Penning trap) [2]. Atom and molecule decelerators
rely on the distortion of atomic energy levels by spatially
inhomogeneous fields [3]. Common to all of these field
configurations is that their basic properties can be well
described in terms of static solutions to the field equa-
tions and that the behavior of the field near its intensity
minimum is often critical to the application. Prominent
examples include Majorana losses in neutral atom mag-
netic traps [1] and micromotion in Paul traps [4].
Recently, motivated by advances in microfabricated
atom traps, interest has grown in microwave near-fields
which originate from microfabricated structures. Dimen-
sions are typically small compared to the wavelength, but
for the relatively high frequencies involved, eddy cur-
rents and phase effects become important, and the re-
sulting field patterns are much richer than in the qua-
sistatic case. Examples include rf potentials for neu-
tral atoms [5] with applications in atom interferometry,
quantum gates [6, 7] and chip-scale atomic clocks [8] as
well as microwave near-fields for trapped-ion quantum
logic [9–11]. Also, neutral atomic clouds [12] and sin-
gle ions [13] have been used to characterise near-fields at
sub-mm length scales or measure magnetic field gradi-
ents [14]. The behavior of these high-frequency oscilla-
tory fields may also become relevant for coupling atomic
and molecular quantum systems to microwave circuits in
the quantum regime [15, 16]. Of particular importance
in this context are 2D field configurations which can be
realized e. g. in integrated waveguides. Notwithstand-
ing the strong experimental interest, there is a lack of
intuitive understanding and the wide-spread notion that
numerical simulation of microwave near-fields originat-
ing from such structures is difficult and potentially error
prone near a field minimum.
Here we develop a simple picture of 2D microwave
fields around a local minimum of the field intensity and
confirm this model through numerical simulations and
experimental measurements involving a microfabricated
ion trap with an integrated microwave conductor. We
assume that the dimensions are small compared to the
wavelength, so that div ~B = 0 and rot ~B = 0 (near-field
condition). Expansion of a 2D field up to first order
would in principle result in a total of 6 complex or 12
real-valued expansion coefficients. However, taking into
account the near-field condition, we can write the mag-
netic field in terms of eight parameters: Br,i and αr,i,
characterizing the real and imaginary components of the
complex field at the origin and their spatial orientations,
and B′r,i and βr,i, which describe the real and imaginary
components of the complex field gradient and their spa-
tial orientations:
(1) ~B = Re
{
eiωt
[
(Br~eαr + iBi~eαi) +
(B′rQβr + iB
′
iQβi)~r + . . .
]}
,
~eα ≡
(
cosα
sinα
)
and Qβ ≡
(
cosβ sinβ
sinβ − cosβ
)
,
where Qβ is a traceless and symmetric “quadrupole ma-
trix” to ensure the near-field condition. By multiplying
Eq. (1) with a suitably chosen complex phase factor, it is
possible to maximize the strength of the real part of the
gradient. The same choice of phase factor also leads to
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2βi = βr − pi/2. We now write (Br, Bi) = B(cosϕ, sinϕ)
and (B′r, B
′
i) ≡ B′(cosψ, sinψ). A suitable choice for the
domain of the parameters is B, B′ ∈ R, αr, βr, ψ ∈ [0, pi[,
αi, βi, ϕ ∈ [−pi/2, pi/2[. Further imposing the condi-
tion that | ~B| has a minimum at the origin leads to
αi − αr + pi/2 = n · pi with n ∈ Z. For our choice of
parameters, the left-hand side must be in ]−pi, pi[, and
thus n = 0 and also αi = αr − pi/2. Also from | ~B| min-
imal at the origin, we find ϕ = ψ − pi/2. With α ≡ αr
and β ≡ βr, the field is finally given by
(2) ~B = Re
{
eiωt
[
B
(
~eα sinψ − i~eα−pi/2 cosψ
)
+
B′
(
Qβ cosψ + iQβ−pi/2 sinψ
)
~r + . . .
]}
with just five free parameters – the strengths B and B′ of
the offset field and of the gradient, respectively, one angle
α and β each for their spatial orientation, and an angle ψ
characterizing the relative strength of the real and imag-
inary part of the gradient (and thus the polarization).
The reduction from eight to five parameters compared to
Eq. (1) is due to the assumption of a specific phase and
of a minimum of | ~B| at the origin.
To give a specific example, consider the surface-
electrode trap structure shown in Fig. 1a), a design
evolved from [17]. A microwave near-field at 1.093 GHz
originates from a current coupled into the meander-
shaped conductor indicated by MW and terminated to
ground (GND). Fig. 1b) shows the simulated surface cur-
rent distribution | ~Js| and the resulting distribution of | ~B|
with a minimum at the position indicated by (∗). We
simulate the structure, including parts of the surround-
ing connector board, using Ansys HFSS. We determine
the parameters of the 2D quadrupole field of Eq. (2) by
fitting a 10th order polynomial to the complex ~B fields in
the xz plane within a 8µm square area around the min-
imum and retaining only the zero and first order terms.
The simulations show that all y field components are
much smaller than x and z components and thus vali-
date the assumption of a 2D field configuration. The re-
sulting parameters of Eq. (2) are shown in Table I. Note
that B,B′ depend on the input current, and hence only
B/B′ is given. Because ψ is small, the real part of the
quadrupole is rather strong, which means that the po-
larization is mostly linear. The dominant contribution
to the gradient stems from the three conductor segments
forming the meander MW, while the offset field, which
is pi/2 out of phase with the gradient, results from in-
ductive coupling to neighboring metal patches and the
associated eddy currents, as well as from phase delays
along the meander [17].
The trap is composed of electroplated gold electrodes
of 11µm Au with 5µm wide gaps between the elec-
trodes on top of an AlN substrate [18]. It is located
in a room temperature vacuum enclosure evacuated to
(*)
FIG. 1: a) Surface-electrode trap with embedded microwave
conductor MW, leading to the surface-current distribution | ~Js|
and magnetic near-field | ~B| of b). We probe the near-field
using a single 9Be+ ion trapped 45µm above the surface by
applying rf and DC voltages to the electrodes RF and DC1−6.
Microwave signals applied to MWC are used to transfer the
ion within the hyperfine manifold of Fig. 2. For clarity, the
height of the ion above the surface has been exaggerated in
a).
≈ 1 · 10−11 mbar. To characterize the near-field gen-
erated by the conductor MW experimentally, we em-
ploy a single 9Be+ ion trapped above the structure.
An rf voltage of 88 MHz frequency and 50 V amplitude
is applied to the electrode labelled as RF. The result-
ing pseudopotential has a radial minimum at (x, z) =
(45.7, 2.9)µm. Static potentials, applied to the elec-
trodes labelled as DC1−6, create a potential minimum
at y = 0 in the axial (y) direction. By varying the
applied static potentials, the ion’s position can be ad-
justed in the radial plane. The trap depth is 39 meV,
the axial trap frequency ωax ' 2pi · 1 MHz, and the
radial pseudopotential trapping frequency ωrad ' 2pi ·
11 MHz. We load single ions by hitting a solid 9Be tar-
get with single pulses of a nanosecond pulsed laser at
1064 nm and by subsequent resonant two-photon ioniza-
tion at 235 nm [19, 20] from the resulting ablation plume.
Ions are laser cooled and detected using light resonant
3FIG. 2: Hyperfine structure of the 9Be+ ground state at
22.3 mT, where transition (B) is a first-order magnetic-field
independent qubit transition.
with the cycling transition
∣∣S1/2, F = 2, mF = 2〉 →∣∣P3/2,mJ = +3/2,mI = +3/2〉 at 313 nm. We apply a
static bias field ~B0 in the yz plane and at an angle of
12◦ with respect to the z axis to lift the degeneracy
of the hyperfine levels. At the experimental value of
B0 = 22.3 mT, the state combination |F = 2, mF = 1〉
and |F = 1, mF = 1〉 forms a first order magnetic-field
independent qubit [21] which can be exploited for long
coherence times. Laser cooling prepares the ion in
|F = 2, mF = 2〉. Through a series of microwave pi pulses
on the conductor MWC (cf. Fig.1a)), resonant with suit-
able hyperfine transitions, we can prepare an arbitrary
target state within the S1/2 hyperfine manifold of Fig. 2,
and determine the population of an arbitrary state by
transferring it back to |F = 2, mF = 2〉 and subsequently
detecting fluorescence photons scattered on the cycling
transition.
We determine properties of the microwave near-field
through AC Zeeman energy shifts which it induces on
suitable transitions in the atomic hyperfine structure,
analogous to AC Stark shifts employed e. g. in optical
dipole traps for neutral atoms. By measuring the influ-
ence of the near-field on different transitions within the
structure of Fig. 2 with a different dependence on the
field components, we are able to reconstruct the param-
eters of Eq. (2). We apply a signal to electrode MW
blue-detuned by 10 MHz from transition (B) (see Fig. 2),
and measure the influence of this signal on the frequency
of (E) and (B) because it allows us to obtain comple-
mentary information on (E) B′, B and the position of
the minimum vs. (B) α, β, ψ. To appreciate the effect
of the near-field on the atomic energy levels, consider a
frame where the z direction corresponds to ~B0. We need
to distinguish between pi (parallel to ~B0) and σ (right
or left circular) components of the oscillating magnetic
field. For transition (E), the MW field will be red de-
tuned from all relevant transitions allowed by selection
rules, so that the net shift of (E) will always be a blue
shift. For transition (B), however, the MW field is blue
detuned from (B) and the pi component will thus red shift
Parameter Simulation Experimental data
B/B′ 8.5µm 8.7(1.0)µm
ψ 6.4◦ 4.3(1.2)◦
α 24.3◦ 31.1(3)◦
β 99.9◦ 109.1(11.5)◦
x0 45.5µm 45.3(1)µm
z0 −0.8µm −0.8(2)µm
TABLE I: Parameters of the microwave near-fields according
to Eq. (2), determined from simulations and from experimen-
tal measurements using a single ion (Fig. 3).
the frequency of (B). In our experiment, the fields per-
pendicular to ~B0 are mostly linearly polarized (ψ small),
which implies about equal contributions of σ+ and σ−.
These will lead to a red shift of (B) as a result of the blue-
detuned off-resonant coupling to (A). There will also be
a stronger blue shift of (B) as a result of the red-detuned
off-resonant coupling to (C) and (D). Thus, altogether,
for (B), there will be a strong red shift as a result of
the pi field and a weaker blue shift as a result of the σ
components.
While in principle these shifts could be measured us-
ing Rabi spectroscopy, we employ the Ramsey method
described in [13] because it lends itself to easy automa-
tion. It does, however, not directly reveal the sign of the
Zeeman shifts. This is not an issue for the measurements
presented here, and in the following, we will always show
positive signs of the net shifts. The first column of Fig. 3
shows AC Zeeman shifts of transitions (B) (top) and (E)
(bottom) as a function of x and z, measured using a sin-
gle ion. For transition (E), the AC Zeeman shift should
exhibit a minimum close to the minimum of | ~B|. It is
also evident from Fig. 3a) that the data for transition
(B) exhibits a more complex structure, which is a result
of the interplay between red and blue shifts from the pi
and σ components.
Agreement with the numerical simulations of Table I
can be tested quantitatively using a least squares fit of
the AC Zeeman shifts resulting from Eq. (2) to the ex-
perimental data. The calculated AC Zeeman shifts which
result from the fitted model are plotted in the right col-
umn of Fig. 3. As fit parameters, in addition to the ones
of Eq. (2), we use x0 and z0, the position of the minimum
of | ~B|. Data for transition (E) was taken at a power level
that was nominally 6 dB higher than for (B) in order to
reach higher frequency shifts. Thus, we also fitted the
experimental power ratio between Fig. 3c) and a), yield-
ing 6.47(15) dB. Experimental and fitted data have been
scaled to the power level of Fig. 3a). As can be seen from
Table I, the agreement between simulations and exper-
iment is at the sub-micron and few-degree level. This
is remarkable given the complicated interplay of primary
and induced currents in this microfabricated structure
4FIG. 3: AC Zeeman shifts δfAC induced by 2D near-fields
on a single ion. The two rows shows data for transition (B)
and (E) of Fig. 2, respectively. The first column shows AC
Zeeman shifts measured using a single ion, and the second
column shows result of a fit of Eq. (2) to the experimental
data. White indicates areas in the radial plane where we
cannot stably trap ions.
where the properties of the field around the minimum es-
sentially result from the subtraction of rather large con-
tributions from individual conductors [9, 17]. We have
validated the fitting procedure by extracting magnetic
field data from our numerical simulations on a grid sim-
ilar to that of the experimental data, computing the AC
Zeeman shifts and fitting the model to the shifts. We
find that in this case, the fitting procedure perfectly re-
produces the quadrupole parameters extracted directly
from the numerical data.
An issue which may cause the fitted parameters to de-
viate slightly from the simulations is the accuracy of the
assumed spatial position of the ion as a function of trap
voltages applied. The position was extracted from elec-
trostatic simulations and the pseudopotential approxima-
tion. Also, in our simulations, we found that spurious
couplings to the electrode MWC had a rather strong in-
fluence on B/B′. There is a ≈ 10% coupling from the
MW to the MWC conductor. The value of B/B′ there-
fore depends on the assumed termination on the MWC
input. For our simulations, we assumed that about 5%
of the total power coupling from the MW to the MWC
conductor were reflected back into the structure. This
is not an unreasonably high value, given a number of
impedance changes which occur between the structure of
Fig. 1 and the amplifier connected to MWC.
In summary, we have developed an intuitive model of
2D microwave quadrupole fields around a local minimum
of | ~B|, performed accurate numerical simulations of a 2D
near-field structure, and confirmed their accuracy at the
sub-micron and few-degree level using a single ion as a lo-
cal field probe. This description is applicable not only to
microwave, but also to lower frequency rf fields. Our find-
ings may be applicable to integrated microwave circuits
and hybrid quantum approaches coupling ions to other
microwave or rf quantum devices [15, 16]. Our results
will inform the design of new structures for microwave
quantum logic applications [9–11, 22–24] of trapped ions.
Here, a lower value of B/B′ would be desirable to sup-
press the influence of off-resonant carrier excitations in
entangling quantum logic gates [9]. Towards this end,
the MWC electrode should be removed or moved much
further away from the trap center. In general, we find
that boundary conditions and the induced currents in
the entire trap structure have a profound influence. Ide-
ally, future designs would be based on a multi-layer struc-
ture [25–27], so that signals could be delivered in layers
underneath the structure via embedded waveguides and
only brought to the surface close to the ion [28]. This
would decouple the design of near-field structures from
other trap “modules” on a scalable trap array [29] for
quantum simulation [30, 31] or quantum logic applica-
tions [32, 33].
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