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Real-space renormalization for the finite temperature statics and dynamics
of the Dyson Long-Ranged Ferromagnetic and Spin-Glass models
Ce´cile Monthus
Institut de Physique The´orique, Universite´ Paris Saclay, CNRS, CEA, 91191 Gif-sur-Yvette, France
The finite temperature dynamics of the Dyson hierarchical classical spins models is studied via
real-space renormalization rules concerning the couplings and the relaxation times. For the ferro-
magnetic model involving Long-Ranged coupling J(r) ∝ r−1−σ in the region 1/2 < σ < 1 where
there exists a non-mean-field-like thermal Ferromagnetic-Paramagnetic transition, the RG flows are
explicitly solved: the characteristic relaxation time τ (L) follows the critical power-law τ (L) ∝ Lzc(σ)
at the phase transition and the activated law ln τ (L) ∝ Lψ with ψ = 1 − σ in the ferromagnetic
phase. For the Spin-Glass model involving random Long-Ranged couplings of variance J2(r) ∝ r−2σ
in the region 2/3 < σ < 1 where there exists a non-mean-field-like thermal SpinGlass-Paramagnetic
transition, the coupled RG flows of the couplings and of the relaxation times are studied numerically
: the relaxation time τ (L) follows some power-law τ (L) ∝ Lzc(σ) at criticality and the activated law
ln τ (L) ∝ Lψ in the Spin-Glass phase with the dynamical exponent ψ = 1− σ = θ coinciding with
the droplet exponent governing the flow of the couplings J(L) ∝ Lθ.
I. INTRODUCTION
The statistical physics of equilibrium is based on Boltzmann’s ergodic principle, that states the equivalence between
the ’time average’ of any observable A over a sufficiently long time t and an ’ensemble average’ over microscopic
configurations C of energies U(c)
1
t
∫ t
0
dτA(τ) ≃
t→∞
∑
C
A (C) peq (C) (1)
where
Peq(C) = e
−βU(C)
Z
(2)
represents the Boltzmann distribution at inverse temperature β with the corresponding partition function
Z =
∑
C
e−βU(C) (3)
Even if historically and physically, this dynamical interpretation of the equilibrium is essential, it is sometimes
somewhat ’forgotten’. In particular to discuss the appearance of low temperature symmetry broken phases in pure
systems like ferromagnets, it has become usual to reason only statically in terms of the properties of the Boltzmann
measure in the thermodynamic limit, because the possible ’pure states’ are completely obvious. For disordered
systems, many discussions of the equilibrium are also based on the same purely ’static’ point of view, but they face
the huge problem that whenever disorder induces some frustration as in spin-glasses, the possible ’pure states’ are
not at all obvious (see for instance the book [1] and references therein). For such systems, a much clearer physical
description can be thus achieved by returning to the ’historical’ point of view of statistical mechanics where the
equilibrium is considered as the stationary measure of some dynamics, so that the question on the number of ’phases’
for the equilibrium becomes a question of ergodicity-breaking for the dynamics [2, 3]. This broken-ergodicity point
of view is actually also the ’historical’ point of view for the spin-glass problem : in their original paper [4], Edwards
and Anderson have defined their order parameter by the following sentence : “ if on one observation a particular spin
is Si(0), then if it is studied again a long time later, there is a non-vanishing probability that Si(t) will point in the
same direction”. The importance of this definition has been further emphasized by Anderson in [5] : “If the spins are
going to polarize in a particular random function [...], we had better not try to characterize the order by some kind
of long-ranged order in space, or by some kind of order parameter defined in space, but we must approach it from a
pure non-ergodic point of view, as a long-range order in the time alone : if the system has a certain order at t = 0,
then as t→ +∞ there remain a finite memory of that order”.
In the present paper, we thus wish to detect the presence of the low-temperature ordered phase via the renormal-
ization of the stochastic dynamics at finite temperature. The relevant valleys in configuration space are thus obtained
as the longest-lived valleys of the dynamics. This idea has been used previously to define a renormalization procedure
2of the master equation in configuration space [6]. Here we focus on the Dyson hierarchical spin models in order to
derive explicit renormalization rules in real space.
The paper is organized as follows. In section II, we recall how the large-time properties of the finite-temperature
stochastic dynamics of classical Ising models are related to the low-energy states of related quantum spin Hamiltonians.
In section III, we introduce a real-space renormalization procedure for the case of Dyson hierarchical Ising models.
In section IV, the RG flows for the Dyson hierarchical ferromagnetic model involving Long-Ranged couplings J(r) ∝
r−1−σ are explicitly computed in the region 0 < σ < 1 where there exists a thermal Ferromagnetic-Paramagnetic
transition. In section V, we consider the RG flows for the Dyson hierarchical Spin Glass model involving random
Long-Ranged couplings of variance J2(r) ∝ r−2σ in the region 1/2 < σ < 1 where there exists a thermal SpinGlass-
Paramagnetic transition. Our conclusions are summarized in VI.
II. REMINDER ON THE STOCHASTIC DYNAMICS OF CLASSICAL ISING MODELS
A. Finite-temperature stochastic dynamics satisfying detailed balance
Let us consider a generic Ising model of N classical spins Si = ±1 defined by the energy function for the configu-
rations C = (S1, S2, ..., SN )
U(C) = −
∑
1≤i<j≤N
JijSiSj (4)
The stochastic relaxational dynamics towards the Boltzmann equilibrium of Eq. 2 can be described by some master
equation for the probability Pt(C) to be in configuration C at time t
dPt (C)
dt
=
∑
C′
Pt (C′)W (C′ → C)− Pt (C)
[∑
C′
W (C → C′)
]
(5)
where the transition rates W satisfy the detailed balance property
e−βU(C)W (C → C′) = e−βU(C′)W (C′ → C) (6)
In this paper, to simplify the notations, we will focus on the following single-spin-flip dynamics : the configuration
C = (S1, S2, ..., SN ) containing N spins is connected to the N configurations Ck = (S1, S2, .,−Sk, .., SN) obtained by
the flip of the single spin Sk → −Sk with the rate
W (C → Ck) = 1
τk
e−
β
2 [U(Ck)−U(C)] =
1
τk
e−βSk(
∑
i6=k JijSi) (7)
where τk is the characteristic time to attempt the flip of the spin k. Although the initial dynamics usually corresponds
to a uniform τk = τ , the real-space renormalization introduced later will require to allow some k-dependence in the
flipping times.
B. Associated quantum Hamiltonian
As is well known (see for instance the textbooks [7–9]), the non-symmetric master Eq. 5 can be transformed via
the change of variable
Pt(C) ≡ e−
β
2 U(C)ψt(C) = e−
β
2 U(C) < C|ψt > (8)
into the imaginary-time Schro¨dinger equation for the ket |ψt >
d
dt
|ψt >= −H |ψt > (9)
where the quantum Hamiltonian reads in terms of Pauli matrices for the choice of the transition rates of Eq. 7
H =
N∑
k=1
1
τk
[
e−βσ
z
k(
∑
i6=k Jijσ
z
i ) − σxk
]
(10)
3This type of quantum mapping for the stochastic dynamics has been much used both for pure spin models [10–15]
and for disordered spin models [16–22].
The quantum Hamiltonian H has the following well-known properties
(i) the ground state energy is
E0 = 0 (11)
and the corresponding eigenvector reads
|ψ0 >=
∑
C
e−
β
2 U(C)√
Z
|C > (12)
where the normalization 1/
√
Z comes from the quantum normalization of eigenfunctions. This property ensures the
convergence towards the Boltzmann equilibrium in Eq. 8 for any initial condition C0.
(ii) the other (2N − 1) energies En > 0 determine the whole spectrum of relaxation times towards equilibrium
via exponential factors e−Ent. So the lowest energies of the quantum Hamiltonian correspond to the inverses of the
largest relaxation times of the stochastic dynamics. As a consequence, the properties of the large-time dynamics can be
studied via the renormalization of the quantum Hamiltonian : this idea has been applied already for various pure and
disordered spin models in the limit of very low temperature T → 0 for the stochastic dynamics, corresponding to very
high inverse temperature β = 1/T → +∞ [15, 18–20, 22]. The aim of the present paper is introduce a renormalization
approach for any finite temperature T of the dynamics, in order to study not only the low-temperature ordered phase
(either ferromagnetic or spin-glass), but also the critical dynamics at the phase transition towards the paramagnetic
phase.
III. RENORMALIZATION APPROACH FOR THE STOCHASTIC DYNAMICS
A. Dyson hierarchical classical spin models
In the following, we will consider both the Dyson hierarchical ferromagnetic Ising model [15, 23–32] and the Dyson
hierarchical spin-glass model [22, 33–40]. The energy function of these Dyson hierarchical classical models for N = 2n
spins is defined as a sum over the contributions over the generations k = 0, 1, .., n− 1
U(1,2n) =
n−1∑
k=0
U
(k)
(1,2n) (13)
The generation k = 0 contains the lowest order couplings J
(0)
2i−1,2i
U
(k=0)
(1,2n) = −
2n−1∑
i=1
J
(0)
2i−1,2iS2i−1σ
x
2i (14)
the next generation k = 1 reads
U
(k=1)
(1,2n) = −
2n−2∑
i=1
[
J
(1)
4i−3,4i−1S4i−3S4i−1 + J
(1)
4i−3,4iS4i−3S4i + J
(1)
4i−2,4i−1S4i−2S4i−1 + J
(1)
4i−2,4iS4i−2S4i
]
(15)
and so on up to the last generation k = n− 1 that couples all pairs of spins between the two halves of the system
U
(n−1)
(1,2n) = −
2n−1∑
i=1
2n∑
j=2n−1+1
J
(n−1)
i,j SiSj (16)
The ferromagnetic case and the spin-glass case will be more precisely defined by properties of the couplings J
(k)
i,j in
the corresponding sections IV and V.
4B. Quantum Hamiltonian associated to the dynamics of a block of two spins
For the block of two spins (S2i−1, S2i) coupled via the zero-generation couplings J
(0)
2i−1,2i, the internal energy function
reads (Eq. 15)
U(S2i−1, S2i) = −J (0)2i−1,2iS2i−1S2i (17)
so that the quantum Hamiltonian of Eq. 10 associated to the dynamics
H2i−1,2i =
(
1
τ2i−1
+
1
τ2i
)
e−βJ
(0)
2i−1,2iσ
z
2i−1σ
z
2i − 1
τ2i−1
σx2i−1 −
1
τ2i
σx2i (18)
acts in the z-basis |S2i−1, S2i > as
H2i−1,2i|S2i−1, S2i >= e−βJ
(0)
2i−1,2iS1S2
(
1
τ2i−1
+
1
τ2i
)
|S2i−1, S2i > − 1
τ2i−1
| − S2i−1, S2i > − 1
τ2i
|S2i−1,−S2i > (19)
C. Diagonalization in the symmetric sector
In the symmetric sector
|uS > = |++ > +| − − >√
2
|vS > = |+− > +| −+ >√
2
(20)
Eq 19 yields
H2i−1,2i|uS > = e−βJ2i−1,2i
(
1
τ2i−1
+
1
τ2i
)
|uS > −
(
1
τ2i−1
+
1
τ2i
)
|vS >
H2i−1,2i|vS > = −
(
1
τ2i−1
+
1
τ2i
)
|uS > +eβJ2i−1,2i
(
1
τ2i−1
+
1
τ2i
)
|vS > (21)
The lowest eigenvalue is of course vanishing (Eq. 11)
λS−2i = 0 (22)
and the associated eigenvector corresponds to Eq 12
|λS−2i >=
e
β
2 J
(0)
2i−1,2i |uS > +e−β2 J2i−1,2i |vS >√
2 coshβJ
(0)
2i−1,2i
=
e
β
2 J
(0)
2i−1,2i(|++ > +| − − >) + e−β2 J(0)2i−1,2i(|+− > +| −+ >)
2
√
coshβJ
(0)
2i−1,2i
(23)
The other eigenvalue
λS+2i =
(
1
τ2i−1
+
1
τ2i
)
2 coshβJ
(0)
2i−1,2i (24)
will be later projected out.
D. Diagonalization in the antisymmetric sector
In the antisymmetric sector
|uA > = |++ > −| − − >√
2
|vA > = |+− > −| −+ >√
2
(25)
5Eq 19 yields
H2i−1,2i|uA > = e−βJ
(0)
2i−1,2i
(
1
τ2i−1
+
1
τ2i
)
|uA > +
(
1
τ2i−1
− 1
τ2i
)
|vA >
H2i−1,2i|vA > =
(
1
τ2i−1
− 1
τ2i
)
|uA > +eβJ
(0)
2i−1,2i
(
1
τ2i−1
+
1
τ2i
)
|vA > (26)
The two eigenvalues read
λA±2i =
(
1
τ2i−1
+
1
τ2i
)coshβJ (0)2i−1,2i ±
√
sinh2 βJ
(0)
2i−1,2i +
(
τ2i − τ2i−1
τ2i + τ2i−1
)2 (27)
In the following we will keep the lowest eigenvalue λA−2i corresponding to the eigenvector
|λA−2i >= u2i|uA > +v2i|vA > (28)
with the coefficients
u2i =
√√√√√√√12

1 + sinhβJ
(0)
2i−1,2i√
sinh2 βJ
(0)
2i−1,2i +
(
τ2i−1−τ2i
τ2i−1+τ2i
)2


v2i = sgn(τ2i−1 − τ2i)
√√√√√√√12

1− sinhβJ
(0)
2i−1,2i√
sinh2 βJ
(0)
2i−1,2i +
(
τ2i−1−τ2i
τ2i−1+τ2i
)2

 (29)
E. Projection onto the two lowest eigenvalues
We wish to keep the two lowest eigenvalues λS−2i = 0 and λ
A−
2i . The corresponding eigenstates are labelled with
some renormalized spin σR(2i)
|σxR(2i) = + > ≡ |λS−2i >
|σxR(2i) = − > ≡ |λA−2i > (30)
or equivalently
|σzR(2i) = + > ≡
|λS−2i > +|λA−2i >√
2
|σzR(2i) = − > ≡
|λS−2i > −|λA−2i >√
2
(31)
It is convenient to introduce the corresponding spin operators
σzR(2i) ≡ |σzR(2i) = + >< σzR(2i) = +| − |σzR(2i) = − >< σzR(2i) = −| = |λS−2i >< λA−2i |+ |λA−2i >< λS−2i |
σxR(2i) ≡ |σzR(2i) = + >< σzR(2i) = −|+ |σzR(2i) = − >< σzR(2i) = +| = |λS−2i >< λS−2i | − |λA−2i >< λA−2i | (32)
as well as the projector
P−2i ≡ |λS−2i >< λS−2i |+ |λA−2i >< λA−2i | (33)
6F. Renormalization rule for the flipping time
By construction, the projection of the quantum Hamiltonian of Eq. 18 reads with λS−2i = 0 (Eq. 22)
P−2iH2i−1,2iP−2i = λS−2i |λS−2i >< λS−2i |+ λA−2i |λA−2i >< λA−2i | = λA−2i |λA−2i >< λA−2i |
=
λA−2i
2
[
P−2i − σxR(2i)
]
(34)
so that the renormalized flipping time τR(2i) of the renormalized spin σR(2i) reads
τR(2i) =
2
λA−2i
=
2(
1
τ2i−1
+ 1
τ2i
)
coshβJ
(0)
2i−1,2i −
√(
1
τ2i−1
+ 1
τ2i
)2
sinh2 βJ
(0)
2i−1,2i +
(
1
τ2i−1
− 1
τ2i
)2
=
(τ2i−1 + τ2i)
2

coshβJ (0)2i−1,2i +
√
sinh2 βJ
(0)
2i−1,2i +
(
τ2i−1 − τ2i
τ2i−1 + τ2i
)2 (35)
G. Renormalization rule for the couplings
The action of the operators σz2i−1 and σ
z
2i on |λS−2i > of Eq. 23
σz2i−1|λS−2i > = σz2i−1
e
β
2 J
(0)
2i−1,2i |uS > +e−
β
2 J
(0)
2i−1,2i |vS >√
2 coshβJ
(0)
2i−1,2i
=
e
β
2 J
(0)
2i−1,2i |uA > +e−
β
2 J
(0)
2i−1,2i |vA >√
2 coshβJ
(0)
2i−1,2i
σz2i|λS−2i > = σz2i
e
β
2 J
(0)
2i−1,2i |uS > +e−
β
2 J
(0)
2i−1,2i |vS >√
2 coshβJ
(0)
2i−1,2i
=
e
β
2 J
(0)
2i−1,2i |uA > −e−
β
2 J
(0)
2i−1,2i |vA >√
2 coshβJ
(0)
2i−1,2i
(36)
and on |λA−2i > of Eq. 28
σz2i−1|λA−2i > = σz2i−1 [u2i|uA > +v2i|vA >] = u2i|uS > +v2i|vS >
σz2i|λA−2i > = σz2i [u2i|uA > +v2i|vA >] = u2i|uS > −v2i|vS > (37)
leads to the projection rules
P−2iσ
z
2i−1P
−
2i = µ2i−1σ
z
R(2i)
P−2iσ
z
2iP
−
2i = µ2iσ
z
R(2i) (38)
with the magnetic moments
µ2i−1 =
e
β
2 J
(0)
2i−1,2iu2i + e
− β2 J
(0)
2i−1,2iv2i√
2 coshβJ
(0)
2i−1,2i
µ2i =
e
β
2 J
(0)
2i−1,2iu2i − e−
β
2 J
(0)
2i−1,2iv2i√
2 coshβJ
(0)
2i−1,2i
(39)
in terms of the coefficients (ui, vi) introduced in Eq. 29.
If two boxes (2i − 1, 2i) and (2j − 1, 2j) were initially coupled via the k-generation couplings
(J
(k)
2i−1,2j−1, J
(k)
2i−1,2j , J
(k)
2i,2j−1, J
(k)
2i,2j), the corresponding renormalized spins σR(2i) and σR(2j) will now be coupled via
the renormalized coupling
J
R(k)
R(2i),R(2j) = J
(k)
2i−1,2j−1µ2i−1µ2j−1 + J
(k)
2i−1,2jµ2i−1µ2j + J
(k)
2i,2j−1µ2iµ2j−1 + J
(k)
2i,2jµ2iµ2j (40)
7IV. APPLICATION TO THE DYSON PURE FERROMAGNETIC ISING MODEL
A. Model and notations
In the Dyson pure ferromagnetic Ising model [15, 23–32], all couplings of a given generation k in Eq. 13 coincide
J
(k)
i,j = J
(k) (41)
and are chosen to decay exponentially with the generation number n
J (k) =
J (0)
(2k)1+σ
= J (0)2−(1+σ)k (42)
in order to mimic the power-law behavior with respect to the distance r = 2k
J(r) =
J (0)
r1+σ
(43)
The parameter σ is positive σ > 0 in order to have an extensive energy. Since the cost of a domain-wall at zero
temperature scales as
EDW (L) ∝ L1−σ (44)
the Dyson model mimics the non-hierarchical power-law ferromagnetic model only for 0 < σ ≤ 1 where the energy
cost of a Domain-Wall of Eq. 44 grows with the distance. The statics of this model has been much studied [23–31].
In particular, the critical point between the ferromagnetic phase and the paramagnetic phase is mean-field-like for
0 < σ ≤ 1/2, and non-mean-field-like for
1
2
< σ ≤ 1 (45)
The real-space renormalization procedure described below is expected to be appropriate in the non-mean-field-like
region of Eq. 45.
Here we are interested into the stochastic dynamics when all the flipping times initially coincide
τi = τ (46)
B. First renormalization step
The uniformity of the initial flipping times of Eq. 46 and the uniformity of the initial lowest order ferromagnetic
coupling J (0) > 0 leads to many simplifications for the properties of the renormalized spins σR(2i) describing boxes of
two spins introduced in the previous section :
(i) they are all characterized by the same flipping time (Eq. 35)
τR = τe
βJ(0) (47)
(ii) the coefficients of Eq. 29 simplify into
u = 1
v = 0 (48)
so that Eq. 39 reduces to
µ2i−1 = µ2i =
e
β
2 J
(0)√
2 coshβJ (0)
=
1√
1 + e−2βJ(0)
(49)
As a consequence, the RG rule of Eq. 40 for the renormalized coupling becomes
J
R(k)
R(2i),R(2j) = J
(k) [µ2i−1 + µ2i] [µ2j−1 + µ2j ] = J
(k) 4
1 + e−2βJ(0)
(50)
In particular, this renormalization of the couplings is independent of the renormalization of the flipping times of the
dynamics.
8C. RG flow of the couplings
After one RG step, the initial couplings of Eq. 51 of the non-zero generations k = 1, 2, ..
J (k) = J (0)2−(1+σ)k (51)
are renormalized into (Eq. 50)
JR(k) = J (0)
21−σ
1 + e−2βJ(0)
2−(1+σ)(k−1) (52)
It can be thus re-interpreted as the Dyson initial model with generations k − 1 = 0, 1, .. with the lowest generation
coupling
JR(1) = J (0)
21−σ
1 + e−2βJ(0)
(53)
The control parameter of the model is the ratio between the lowest generation coupling and the temperature : the
initial value
K ≡ βJ (0) (54)
is renormalized into
KR ≡ βJR(1) = K 2
1−σ
1 + e−2K
≡ Φσ(K) (55)
In the interesting region 0 < σ < 1 (Eq 45), the RG flow Φσ(K) has two attractive fixed points :
(i) Near the ferromagnetic fixed point K → +∞, the corresponding linearized mapping
KR ≃
K→+∞
K21−σ (56)
involves as it should the exponent
θ = 1− σ (57)
governing the energy cost of an interface (see Eq. 44).
(ii) Near the paramagnetic fixed point K → 0, the corresponding linearized mapping reads
KR ≃
K→0
2−σK (58)
These two attractive fixed points are separated by the critical point Kc = Φσ(Kc) describing the ferromag-
netic/Paramagnetic transition. Its location as a function of the parameter σ reads
Kc(σ) = −1
2
ln(21−σ − 1) (59)
The correlation length exponent ν(σ) determined by the derivative of the RG flow
2
1
ν(σ) ≡ Φ′σ(Kc) = 1 + (2σ−1 − 1) ln(21−σ − 1) (60)
reads
ν(σ) =
ln 2
ln [1 + (2σ−1 − 1) ln(21−σ − 1)] (61)
The magnetization exponent x governing the finite-size power-law decay of the magnetization at criticality
mL ∝ L−x (62)
is actually determined by the fixed point condition for the control parameter K
Kc = βJLL
2(1−x) = L−1−σ × L2−2x = L1−σ−2x (63)
9fixing
x(σ) =
1− σ
2
(64)
Equivalently, the two-point correlation scales as the square of the magnetization
C(r) = m2r = r
−2x =
1
r1−σ
(65)
The identification with the standard form 1/rd−2+η with d = 1 yields that the exponent η
η(σ) = 2− σ (66)
keeps its mean-field value (2 − σ) even in the non-mean-field region as it should [41].
D. RG flow of the flipping times
In terms of the control parameter K of Eq. 54, the first RG step of Eq. 47 reads
τR = τeβJ
(0)
= τeK (67)
The iteration of this renormalization rule yields
ln
τRn
τ
= K +KR +KR
2
+ ...+KR
n−1
(68)
in terms of the iterated values of the control parameter via the mapping Φσ(K) of Eq. 55.
1. Dynamical Exponent at the critical point Kc
At the critical fixed point Kc of Eq. 59, Eq. 68 reduces to
ln
τ(L = 2n)
τ
= nKc =
lnL
ln 2
Kc (69)
so that the characteristic time τ(L) associated to the spatial length L follows the critical power-law scaling
τ(L) ∝ Lzc (70)
with the dynamical exponent
zc(σ) =
Kc
ln 2
= − 1
2 ln 2
ln(21−σ − 1) (71)
2. Barrier exponent in the ferromagnetic phase
Near the ferromagnetic fixed point K → +∞ with the linearized mapping of Eq. 56, Eq. 68 leads to the activated
scaling
ln
τ(L = 2n)
τ
≃ K
n−1∑
k=0
2(1−σ)k = K
2(1−σ)n − 1
2(1−σ) − 1 = K
L(1−σ) − 1
2(1−σ) − 1 ∝ L
ψ (72)
with the barrier exponent
ψ = 1− σ = θ (73)
This activated scaling of the largest relaxation time is in agreement with the previous study concerning the very-low
temperature [15].
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3. Relaxation in the in the paramagnetic phase
Near the paramagnetic fixed point K → 0 with the linearized mapping of Eq. 58, one obtains that the renormalized
flipping time
ln
τ(L = 2n)
τ
≃ K
n−1∑
k=0
2−σk = K
1− 2−σn
1− 2−σ (74)
remains finite as it should.
V. APPLICATION TO THE DYSON SPIN-GLASS MODEL
A. Model and notations
In the Dyson hierarchical spin-glass model [22, 33–40], the couplings Jk(i, j) of generation k, associated to the
length scale Lk = 2
k read
Jk(i, j) = ∆kǫij (75)
where the ǫij are independent random variables of zero mean distributed with the Gaussian law
G(ǫ) =
1√
4π
e−
ǫ2
4 (76)
The characteristic scale ∆k is chosen to decay exponentially with the number k of generations
∆k = 2
−kσ =
1
Lσk
(77)
in order to mimic the power-law decay
∆(L) =
1
Lσ
(78)
of the much studied non-hierarchical Long-Ranged Spin-Glass chain [21, 22, 40, 42–61].
The energy is extensive in the region
σ >
1
2
(79)
The energy cost of an interface at zero temperature
EDWL ∝ Lθ (80)
involves the droplet exponent predicted via scaling arguments [43, 44]
θLRGauss(d = 1, σ) = 1− σ (81)
The Dyson hierarchical model thus mimics correctly the non-hierarchical long-ranged spin-glass model when the
droplet exponent is positive θLRGauss(d = 1, σ) = 1 − σ > 0. Then the critical point between the spin-glass phase and
the paramagnetric phase is expected to be mean-field-like for 1/2 < σ < 2/3, and non-mean-field-like for [42]
2
3
< σ < 1 (82)
The real-space renormalization procedure described below is expected to be appropriate in the non-mean-field-like
region of Eq. 82.
Here even if the flipping times coincide initially
τi = τ (83)
they will not remain uniform upon renormalization, in contrast to the ferromagnetic case discussed in the previous
section. As a consequence, the renormalization of the couplings of Eq. 40 is not independent of the renormalization
of the flipping times. Physically, this means that for the spin-glass at finite temperature, the renormalization for the
statics as described by the couplings cannot be formulated in closed form independently of the dynamical properties
that determine the appropriate renormalized spins, i.e. the appropriate valleys separated by the biggest flipping times.
Let us first describe the limits near zero or infinite temperature before presenting the numerical results at finite
temperature.
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B. RG flow near zero temperature T → 0
In the limit of small temperature T → 0 i.e. β = 1/T → +∞, the coefficients of Eq. 29 simplify into
u2i ≃ δsgnJ(0)2i−1,2i,+1
v2i ≃ δsgnJ(0)2i−1,2i,−1 (84)
and the coefficients of Eq. 39 into
µ2i−1 ≃ 1
µ2i ≃ sgnJ (0)2i−1,2i (85)
so that the RG rule of Eq. 40 reduces to
J
R(k)
R(2i),R(2j) = J
(k)
2i−1,2j−1 + J
(k)
2i−1,2jsgnJ
(0)
2j−1,2j + J
(k)
2i,2j−1sgnJ
(0)
2i−1,2i + J
(k)
2i,2jsgnJ
(0)
2i−1,2isgnJ
(0)
2j−1,2j (86)
This rules coincides with the zero-temperature RG studied in detail in [40] and its growth is governed by the droplet
exponent θ = 1− σ of Eq. 81 as it should (see [40] for more details)
JL ∝ Lθ (87)
In the limit of small temperature T → 0 i.e. β = 1/T → +∞, the renormalized flipping time of Eq. 35 follows the
Arrhenius behavior
τR(2i) ≃
β→+∞
(τ2i−1 + τ2i)
2
eβ|J
(0)
2i−1,2i| (88)
and is similar to the low-temperature renormalization of the Metropolis dynamics discussed in detail in [22] : the
barrier exponent ψ characterizing the activated dynamics
ln τ(L) ∝ Lψ (89)
is found to coincide with the droplet exponent (see [22] for more details)
ψ = θ = 1− σ (90)
C. RG flow at high temperature T → +∞
In the limit of high temperature T → +∞ i.e. β → 0, the renormalized flipping time of Eq. 35 reduces to
τR(2i) ≃
β→0
(τ2i−1 + τ2i) + |τ2i−1 − τ2i|
2
= max(τ2i−1, τ2i) (91)
so that the flipping times remain finite.
D. Numerical study of the RG flows in the critical region
For the Dyson chain of parameter σ = 0.75, the RG rules have been numerically applied to ns = 13.10
3 disordered
samples containing n = 12 generations corresponding to N = 212 = 4096 spins. On Fig. 1 (a) is shown the RG flow
of the logarithm of the typical coupling
ln J typL ≡ ln |JL| (92)
The critical point corresponds to the unstable fixed point between the growth ln J typL ∝ θ lnL = (1 − σ) lnL of the
Spin-Glass phase and the decay of the Paramagnetic phase : the inverse critical temperature is around βc ≃ 1.76.
On Fig. 1 (b) is shown the RG flow of the logarithm of the typical relaxation time
ln τ typL ≡ ln τL (93)
The critical point βc ≃ 1.76 corresponds to the power-law scaling with a dynamical exponent of order zc ≃ 3.75,
whereas the Spin-Glass phase is characterized by the activated scaling of Eq 89, and the Paramagnetic phase is
characterized by a finite relaxation time.
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Figure 1: Numerical application of the RG rules for the Dyson Spin-Glass model of parameter σ = 0.75
(a) RG flow of the logarithm of the typical coupling ln JtypL ≡ ln |JL| as a function of lnL :
the growth in the spin-glass phase β > βc and the decay in the paramagnetic phase β < βc are separated by the critical unstable
fixed point βc ≃ 1.76 (circles)
(b) RG flow of the typical relaxation time ln τ typL ≡ ln τL as a function of lnL : the slope at the critical point βc ≃ 1.76
corresponds to the dynamical exponent zc ≃ 3.75 (circles); in the paramagnetic phase β < βc, the relaxation time converges
towards a constant; in the spin-glass phase β > βc, the growth corresponds to the activated scaling with the droplet exponent
(see Eq. 89).
VI. CONCLUSION
In this article, we have proposed to consider the Boltzmann equilibrium as the stationary measure of the stochastic
dynamics satisfying detailed balance and to study via real-space renormalization the corresponding master equation.
This point of view has the following advantages :
(i) for the case of complex systems with frustration like spin-glasses, one obtains that the renormalization rules for
the spatial couplings depend upon the relaxation times of the dynamics. This suggests that at finite temperature
T , it is not possible to write consistent closed renormalization rules for the couplings alone, in contrast to the zero
temperature limit where it is possible [40].
(ii) for the case of unfrustrated models like ferromagnets, one obtains that the renormalization rules for the spatial
couplings are independent of the dynamical variables. However even in this case, the dynamical framework to derive
the static RG rules is useful to select the two appropriate states defining the renormalized spins and to avoid the
arbitrariness of other definitions of renormalized spins that are used in other real-space RG schemes (such as the
majority rule for instance).
Focusing on Dyson hierarchical spin models, we have derived the explicit RG rules for the couplings and for the
relaxation times. For the ferromagnetic case, the RG flows have been explicitly solved, while for the spin-glass case, the
RG rules have been numerically applied in the critical region. In both cases, we have obtained that the characteristic
relaxation time remains finite in the high-temperature paramagnetic phase, follows some activated dynamics in the
low-temperature phase (either ferromagnetic or spin-glass), and displays some critical power-law scaling with some
dynamical exponent zc at the phase transition.
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