We make a systematic study on the time history interfacial conditions in multiscale computations for crystalline solids in one space dimension. The exact interfacial condition is derived rigorously. For a class of approximate time history kernel functions, the error is estimated. In particular, a cut-off of the exact kernel function is a special case. Moreover, an effective numerical algorithm is proposed for the convolution.
. In a concurrent multiscale algorithm, one treats a selected small subdomain enclosing the defects by the detailed atomistic dynamics, whereas resolves the vast surrounding region by a coarse grid or continuum description. The quality of such an algorithm heavily relies on the interfacial condition that is imposed across the different scales. A class of such interfacial conditions, called a time history treatment, were proposed first by Adelman and Doll [2] , and adopted for multiscale computations by Cai et al. in [4] . A displacement decomposition has been further incorporated in a bridging scale method [16, 18] and a Pseudo-spectral multiscale method [17] . There are a series of important works on the bridging scale method for crystalline solids in one and multiple space dimensions [7, 8, [11] [12] [13] [14] . Other numerical methods with similar strategy have also been developed [6] .
As we shall show in the following discussion, an exact time history treatment requires computing a convolution for the whole time history, which is virtually forbidden in most implementations. Therefore, one usually makes a certain truncation (cut-off) in the time history to save the storage and computing load. The influence of such truncation is largely unclear. In particular, reflections after a long run have been observed by various researchers, when such truncations are performed.
In this paper, we shall rigorously derive the interfacial conditions for a semi-infinite lattice in one space dimension, and estimate the error caused due to the approximation of the time history kernels. For a simple truncation, we discover the sensitivity on the choice of the cut-off time. Moreover, a more accurate approximate time history kernel function is suggested, making use of the asymptotics for the Bessel function.
For the sake of convenience, we outline the finer structure of the mathematical details. The exact interfacial condition contains a convolution over the whole time history with a con-volution kernel U + 11 , as given in (3.1) . Replacing this exact kernel function by an approximate convolution kernelŨ + 11 , such as by a truncation, leads to an error w b at the interfacial atom. A relation between this error and the exact solution u b is given in (3.6), which involves a certain function K .A large part of the paper is devoted to finding the poles of the Laplace transformK of K , for a general class of approximate convolution kernels. In particular, this class contains the case of a kernel truncated at a time T . In locating the singularities ofK , we proceed as follows. After some lengthy preparations (Lemma 3.5), we first discuss a smaller neighborhood (Lemma 3.9), and then a larger neighborhood (Lemma 3.10) of the point σ ± = ±2i. A pole s 0 near the origin is computed in Lemma 3.11. Then the behavior ofK in a certain complex half plane is completely known, and estimates of the error w b in terms of the exact solution u b are readily obtained (Theorem 3.4) .
The rest of the paper is planned as follows. First, we derive in Sect. 2 the solution representation for an infinite ODE system describing the harmonic lattice. Then we analyze in Sect. 3 the error for numerical schemes with an approximate kernel function. Our main results are Theorem 3.4 with detailed error estimates, and a fast algorithm presented in Sect. 3.3 for evaluating convolution integrals over long intervals. Some concluding remarks are made in Sect. 4.
Solution representations for infinite and semi-infinite lattices
In a harmonic lattice, we write u n for the displacement away from the equilibrium at the nth atom. After rescaling, the Newton law reads
For the infinite and semi-infinite lattices, we define infinite or semi-infinite displacement vectors
Here b ∈ Z marks the boundary of the semi-infinite lattices. We further define three infinite or semi-infinite matrices as follows.
The infinite lattice is governed by
The right semi-infinite lattice is governed by
>b ,
with a vector G = (g, 0, 0, . . . ) to be specified. The left semi-infinite lattice is governed by
where G = (. . . , 0, 0, g) is also to be specified. Applying the Fourier transform
to the infinite lattice problem (2.2), we get a second order ODE with parameter ϕ,
Solving this ODE and performing the inverse Fourier transform, we obtain the following representation formula. 
Proof We fix initial data v (0) n = 0 for n ∈ Z, and
From (2.5) we see that this vector v is the unique solution to the full-space problem (2.2) with initial values u (0) = 0 and u (1) = v (1) . By a reflection argument and the uniqueness, we see that v is odd at n = b for all times: v n (t) = −v 2b−n (t), n ∈ Z. Therefore, we know that u n (t) = v n (t), for n ≥ b. The formula (2.6) then follows from a comparison of (2.7) with the relation defining u >b (t),
By well-known formulas on recurrence relations and Laplace transforms of Bessel functions [1] , the following properties of the entries U + nm are easily shown. Lemma 2. 4 The function U + 11 (see Fig. 1 ) is given by U
For n ≥ 1, the Laplace transformÛ
Remark 2.5 A direct consequence are the convolution identities U
In the same way, we may treat u ≤b and obtain a representation as follows.
where n ≤ −1. Here the entries U − nm of U − are given by
3 Error estimates for approximate half-space problems
A general scheme
In a multiscale computation, one reduces the computing load by taking a coarse grid representation away from a selected small subdomain. We idealize the subdomain as u ≤b with the b-th atom being the interface. In such a selection, fine fluctuations are assumed to be generated within the subdomain only. An interfacial condition is prescribed at the bth atom to close the atomistic dynamics in such a way that all waves from u ≤b pass to u >b without reflection. Due to the linearity, superposition applies for the harmonic lattice. The non-reflecting interfacial condition may be designed together with a displacement decomposition [16, 17] . In this setting, we consider the full space problem (2.2), which is initially at equilibrium away from the atomistic subdomain. This means u
Then the semi-infinite vector u >b solves the right halfspace problem (2.3) with vanishing initial data and G = (g, 0, 0, . . . ) , where g(t) = u b (t). From the Duhamel's principle for the right half-space problem, we then have
Let the vector u ≤b be the solution to the problem with exact interface conditions 
Then we define the error vector w ≤b := u ≤b − v ≤b , which is a solution to
with
Applying Corollary 2.6 to the system (3.4), and by a result for the left semi-infinite lattice similar to Lemma 2.2, we find the following representations.
Using (2.8), we deduce that
For brevity, we introduce the notation
The zeros of f (s) are at s = 0 and s = σ ± . Noticing the form of U + 11 , it is reasonable to assume that R = R(t) is at most exponentially growing for t → ∞, with growth rate s 0 ∈ R. Then the Laplace transformR =R(s) exists for all s ∈ C with s ≥ s 0 , it is an analytic function of s for s > s 0 , and we have a bound |R(s)| ≤ C 0 for s ≥ s 0 . There is a real number s 1 ≥ s 0 such that |s √ 4 + s 2 | ≥ 2C 0 for s ≥ s 1 , which has the following consequences:
Then (see [5, Vol.I] ), the functionK is the Laplace transform of a function K = K (t),
This allows us to write Proof From (3.5), Remark 2.5, and a result for the left semiinfinite lattice similar to Lemma 2.2, we know that
Lemma 3.1 The function w b solves the differential equation
On the other hand, w b solves a differential equation, via (3.4):
Lemma 3.2 Let p α denote the function with p
Then the functions K and R * K can be expressed as
Proof The function p 1 has the Laplace transformp 1 (s) = s −2 . Then we can write
Convolving this first identity with R gives the second assertion.
Corollary 3.3 The functions K and R * K solve the initialvalue problems
K (t) = ((2U + 11 − R) * K )(t) − 2K (t), K (0) = 0, K (0) = 1, (R * K ) (t) = R(t) + ((2U + 11 − R) * (R * K ))(t) −2(R * K )(t), (R * K )(0) = (R * K ) (0) = 0.
An example for the approximate kernel
The goal of this section is to propose a class of approximate kernelsŨ + 11 and to estimate the corresponding factor K * R L p . We start with the asymptotic expansion for the Bessel functions
where χ(ν, t) = t − (ν/2 + 1/4)π and
The constants a νl , b νl are
,
The error arising from truncating the asymptotic series after l is smaller than the first skipped term provided that t ∈ R, l > ν/2 − 1/4 for P, and l > ν/2 − 3/4 for Q.
This suggests the following choice of a kernelŨ
We choose a cut-off time T > 0 and an integer k ≥ −1, and set
The remainder R = U + 11 −Ũ + 11 vanishes for 0 ≤ t < T . We let k = 2k + 3.
If k = −1 or k = 1, thenŨ + 11 (t) = 0 for T ≤ t < ∞. This leads to the finite time approximation for convolution, which is adopted in real applications. We plot the function K for two different cut-off times T in Fig. 2 . The function is computed by transforming the second-order differential equation in Corollary 3.3 into a first-order system. We then solve it numerically by the implicit trapezoidal method with step-size 0.05, and the Simpson method for the convolution.
In the sequel, we will show that the function K is a sum of two terms. The first is either slowly exponentially decaying or increasing (depending on the choice of k and T ), and the second is oscillating and decaying at least like t −1 for t → +∞. We will present a precise description of the first term, from which we may discover how to choose appropriate k and T . The pointwise estimates of K * R will then lead naturally to the following main result: 
The proof is split into a bunch of lemmas. The remainder R can be written, for t ≥ T , as
Next we give a representation ofR, which we interpret as the analytic continuation into the left complex half-plane of the Laplace transform of R.
Lemma 3.5
For s ∈ C with | arg(s−σ ± )| < π and T → ∞, we have, with a function F defined in (A.1),
If s ∈ C with | arg(s − σ ± )| < π and |s − σ ± | ≥ 1, then we have the asymptotic expansionŝ
Moreover, for s ∈ C with | arg(s−σ + )| < π and |s−σ + | ≤ 1, we can writê
We have the rough estimates
In addition, if s ∈ C with | arg(s−σ + )| < π, |s−σ + | ≤ 1 and |s − σ + |T ≥ M for a large constant M, then the following refined estimate holds. 
and (A.10), (A.11). If s is separated from σ + and σ − , then the exponent of T in the remainder can be improved by one order. Then (3.10) follows from (3.8) and (A.4); and (3.12) follows from (3.8) and (A.3). The estimates (3.14) and (3.15) are found by application of (3.8), (A.7) and (A.9). The formulas for the derivatives can be obtained observing
Now we consider the case s < 0. Then the above integrals do not converge, and we have to find a different representation which can be extended to the left half-plane. Therefore, we assume momentarily s > 0 again. From
we directly obtain thatR k can be analytically extended to the whole complex plane, with the exception of two branch cuts at σ − + R − and σ + + R − .
The Laplace transform of R k can be expressed, for s>0, aŝ
where we have defined
We observe that
which can be quickly verified using the relations 
(t).
Integrating with respect to t over [T, ∞) gives
We solve this ODE, and see that
For a value σ in the complex plane with cuts along σ − + R − and σ + + R − , the terms (4 + σ 2 ) α are to be understood as
Then we have an analytic extension ofR k to the complex plane with the two cuts, via a special choice of the path connecting s and ∞: we suppose that consists of vertical or horizontal lines, that does not intersect the two cuts, that σ ≥ s for all σ on , and that approaches infinity in the sector {arg s < π/4}. Additionally, can be chosen in such a way that dist( , {σ − , σ + }) ≥ 1/2 for dist(s, {σ − , σ + }) ≥ 1/2, and that dist( , {σ − , σ + }) ≥ dist(s, {σ − , σ + }) for dist(s, {σ − , σ + }) ≤ 1/2. Then we try to obtain the estimates (3.14) from either (3.17) or (3.18), where s ∈ C.
However, to this end, we need a better description of the function r , especially for s in the left half-plane. By partial integration in the definition (3.16) of the function r , we have
For a partial integration in the first integral on the right, we explore the indefinite integral ofŨ + 11 . To this end, we observe that for t ≥ T ,
From this we deduce that
Through a straightforward calculation, we find that
Rewrite (3.20) as ∂ t N (t) = −Ũ +
11 (t) + ct −k−1/2 cos(2t − 5π/4). We perform the desired partial integration in (3.19), and get
. By a very similar computation as for (3.20) , it can be shown that
Then we can represent r (s, T ), also for s ∈ C − , as
Plugging this expression into either (3.17) or (3.18), we obtain (3.14) . This completes the proof of Lemma 3.5.
Remark 3.6 For completeness, we mention that
Now we are ready to study the functionK =K (s) = 1/(s √ 4 + s 2 +R(s)) and to locate its poles. The goal is to show thatK has no poles in the right half-plane C + , under conditions on the choice of the cut-off time T and the index k, as in Theorem 3.4. It suffices to search for poles in the upper half-plane, by the following observation.
Remark 3.7 We note thatR(s)+ f (s) =R(s) + f (s)
, which implies that the complex conjugate of a zero ofR + f is also a zero.
For technical reasons, we need some bounds onR:
Definition 3.8 We define numbers
Furthermore, we define balls U σ + ,ε and U 0,T in C as
We remark that (3.8), (A.7) and Lemma A.2 yield
Lemma 3.9 If k ≡ 1 mod 4 and T is large, thenK has no pole in U
Proof First, we consider the case k = 1. Noticing that p 10 = −2/ √ π , we have from (3.12) that
By virtue of |s − σ + | = O(T −1 ) from (3.25), this can be simplified tô
We assumeR(s) + f (s) = 0, |s − σ + | ≤ 1/100, and |s − σ + | ≤ ε 2 1 /15. It may be shown that the modulus of the leading term of the right-hand side of (3.27) has a positive lower bound. Taking z = (σ + − s)T and using |z| ≤ 1/7 for large T , we arrive at a remainder estimate
Hence both items in the leading term of (3.27) are in the right half-plane, from which we get
It means thatR(s) + f (s) = 0 is impossible in U σ + ,ε for k = 1 and large T . This proves the lemma for k = 1. Secondly, we consider the case k ≥ 5. By (3.12) and
(3.28)
Because k ≡ 1 mod 4, the constant p k0 is negative, hence the first term has an argument 3π/4. The second term has an argument between π/4 and 5π/4, which proves thatR(s) + f (s) cannot be zero in U σ + ,ε for large T .
Having excluded poles ofK in a tiny neighborhood of σ + , we are now able to study a larger neighborhood. Proof In the case k ≥ 5, we assumeR(s) + f (s) = 0 for some s in U σ + ,1,+ . By (3.21), we then can conclude that (3.24) . This contradicts with Lemma 3.9.
Meanwhile
, which gives |s − σ + | ≤ 1/100 for large T . Then we have
15 .
An application of Lemma 3.9 completes the proof.
Next, we search for poles ofK near zero.
Lemma 3.11
For large T and k ≥ 1, the functionK has exactly one pole s 0 in the set U 0,T ; and s 0 can be represented as follows:
. Therefore, we investigate the functionR + f in U 0,ε 2 := {s ∈ C : |s| ≤ ε 2 }. First, we claim thatR + f cannot have two different zeroes s 1 , s 2 in U 0,ε 2 . If otherwise, we had
(s) ds, which is impossible for large T because of f (s) ∼ 2 and |R (s)| 1 from (3.11). By a similar reasoning, this zero (if it exists) must be single. We note that then Remark 3.7 implies that a zero ofR + f in U 0,ε 2 must be real.
Second, we define a number
If |s 0 | < 1/T , then s 0 must be a single zero of the denominator. We define a functionR (0) (s) as a part of the first term of the expansion (3.10):
Then for |s| ≤ 1/T , it holds that |R(s) −R (0) (s)| ≤ CT −k−3/2 , which provides an approximation for s 0 .
The first item on the right hand side equals to the single zero s 1 of the denominator
This completes the proof of (3.29).
Lemma 3.12
If k ≥ 1 and if T is chosen sufficiently large, then there are no poles ofK in the set {s ∈ C : 1/T ≤ |s|, s ≥ −1/(5T )}∩ {s ∈ C : |s − σ ± | ≥ 1/2}.
We summarize that the functionK has exactly three singularities in the right half-plane {s ∈ C : s ≥ −1/(5T )}. They are a single pole at s 0 given by (3.29), and two branch cut singularities at arg(s − σ − ) = π and arg(s − σ + ) = π . Everywhere else in that half-plane, the functionK is holomorphic, bounded and continuous up to the line s = −1/(5T ). Moreover,K (s) decays at least like s −2 for s → ∞, s ≥ −1/(5T ). We conclude thatK is the Laplace transform of a function K which can be computed via
Now let be the path connecting −1/(10T ) − i∞ and −1/(10T ) + i∞ along the line s = −1/(10T ), with the exceptions of two ⊃ shaped curves − and + circling in counter-clockwise direction around σ − and σ + . The advantage of this choice of is that (in the case k = 1) the line { s = −1/(10T )} intersects the balls about σ ± with radius ε 2 1 /15, in which we have a detailed knowledge about the behavior ofR + f , from (3.27). The point s 0 is lying to the right of .
Then we can write
For the sake of brevity, we write the integral as
. By partial integration, the following representation holds.
We 
after splitting the integration at −1/(10T ) + {σ ± , ±i} and using (3.14), (3.15) . It remains to consider the integrals on the short curves − and + . From (3.27) and (3.28) we get the equivalence |R(s) + f (s)| ∼ T −k+1/2 + |s − σ ± | 1/2 for s ∈ ± . We split the integration at the points σ ± + 2s 0 and σ ± + s 0 , tacitly assuming s 0 < 0 and setting s 0 = −T −2k+1 for k > 1, s 0 = 2s 0 for k = 1. The terms |R(s)| ∼ T −k+1/2 and | f (s)| ∼ |s − σ ± | 1/2 from the denominator change their roles at σ ± + s 0 . We have −1/(10T ) < 2s 0 ≤ s 0 < 0, and we find, making use of the Cauchy integral theorem,
If k = 1, it can be bounded by
If k > 1, it can be bounded by
Moreover, in case of k = 1, we have an additional direct estimate
It remains to consider the integrals I ± . For s ∈ ± , (3.13) implies |R (s)| ≤ C|s − σ ± | k−3/2 + CT −k+3/2 , from which we deduce that
by σ T ≤ 1/10. It is easily checked that |I ± | ≤ C for k ≥ 1. Then our pointwise estimates on K * R are, under the assumption s 0 < 0:
From this we conclude that
Here the number c 0 was chosen in such a way as to ensure that exp(−2t|s 0 |) ≤ exp(−t|s 0 |)T −1 for t ≥ c 0 T k+1/2 ln T . Now we have all necessary estimates to prove the main result.
Proof of Theorem 3.4
The above pointwise estimates quickly yield
for 0 < T 0 < ∞ and k ≥ 1.
An efficient numerical scheme
In this section, we propose an efficient numerical scheme for solving (3.3) with an approximate convolution kernelŨ
chosen as in (3.7). The main difficulty lies in evaluating the convolution
with an effort considerably smaller than O(t) for large t.
We do not restrict the choice of the method how to solve the ODEs (3.3) for v n with n ≤ b. Instead, we only make some assumptions:
• the ODEs for v n , n ≤ b, are solved numerically using a method with fixed step-size h and accuracy O(h q ), • π/2 is an integer multiple of the time step-size h.
The effort of computing the integrals
. . . dt is negligible. Choosing a method of order q + 1 for these two integrals, we get an error
by the third assumption. Recalling that r ∈ N + 1 2 , we choose numbers r 1 , r 2 ∈ N + 1 2 with r 2 > r 1 ≥ 2k + 5/2 appropriately. Our idea is to compute and store all the numbers I cos / sin,r,α (t j ) for j = 1, . . . , J and 3/2 ≤ r ≤ r 2 . Since π/(2h) is an integer, the terms in the sum with r + p ≤ r 2 have already been computed before. For reasons becoming clear in a moment, we assume r ≤ r 1 in the above recursive formulae (3.31), (3.32).
We have two more tasks to complete the algorithm.
• How to deal with those terms I cos / sin,r + p,α (t) of the above sum ∞ p=0 , for which r + p > r 2 ? • How to evaluate I cos / sin,r,α (t + π/2) when r 1 < r ≤ r 2 ?
In answering the first question, we exploit Taylor's formula, supposing 2τ > π:
dt , and similarly for I sin,r,5π/4 (t j ), -for r 1 + 1 ≤ r ≤ r 2 , set I cos,r,5π/4 (t j )
and similarly for I sin,r,5π/4 (t j ), -compute g (v) (t j ) by (3.30), and compute v b (t j+1 ). 
Conclusions
In this paper, we have derived rigorously the solution for an infinite lattice as well as that for semi-infinite lattices in one space dimension. The time history treatment, which is adopted for multiscale computations, falls into a special case. In real applications, approximate time history kernel functions are adopted at the interface. This causes numerical error in terms of spurious reflection. The reflection due to the approximate interfacial condition may be fully described by the error at the numerical interface. For an approximate time history kernel function, we have derived the error at the interfacial atom, which equals to the convolution of the exact solution and a kernel function K * R. We have further performed a careful investigation on the time asymptotic behavior for the error kernel function. With this, we have shown the decay of approximation error along with the cut-off time T , essentially under the condition that 2T − π/4 is close to a maximum of the sine function.
In practical multiscale computations for nano-structures, a finite atomistic computing subdomain is assigned. Furthermore, the structure is itself a finite lattice. Because the kernel function for a finite lattice is not easy to compute, one usually uses the kernel function corresponding to infinite lattices, e.g., [18] . Therefore, besides a truncation error studied in our previous section, there is an error due to the use of the kernel function for infinite lattices. This error is typically smaller and hence negligible, unless the atomistic subdomain lies close to the true physical boundary of the nano-structure.
We have confined ourselves to one space dimension in this study. For multiple dimensional problems, the cut-off time T is usually chosen even shorter, to alleviate the heavy computing load [12] . Systematic numerical analysis is needed to better understand time history treatments in multiple dimensional applications. Our results elucidate the mechanism of non-physical reflection for time history treatments, and more elaborated analysis is under investigation. 
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Appendix: The incomplete gamma function and related functions
In the following, all powers are defined by their principal values with cut along R − .
For T ∈ R + , α ∈ C and σ ∈ C + = {z ∈ C : z > 0}, we define a function 
