Abstract. The aim of this paper is a nontrivial application of certain classes of probability distribution functions with further establishing the bounds for the least root of the functional equation x = b G(µ − µx) (or similar functional equations appearing in queueing problems), where b G(s) is the Laplace-Stieltjes transform of an unknown probability distribution function G(x) of a positive random variable having the first two moments g 1 and g 2 , and µ is a positive parameter satisfying the condition µg 1 > 1. The additional information characterizing G(x) is that it belongs to the special class of distributions such that the difference between two elements of that class in Kolmogorov's metric is not greater than κ. The obtained result is then used to establish the lower and upper bounds for loss probabilities and continuity theorems in certain loss queueing systems with large buffers.
Introduction
In most of stochastic models studied in the literature the probability distributions of their random characteristics are assumed to be known. In queueing problems, for example, the input characteristics are the distributions of interarrival and service times, and they are clearly described in the formulation of a problem. For example in the case of an M/G/1 queueing system, the arrival process is usually assumed to be Poisson of rate λ, and service time distribution is assumed to be a given function B(x), with mean 1/µ and other moments if required. This enables us to use the techniques of the Laplace-Stieltjes transforms or generating functions to obtain the desired output characteristics.
In practice, however, the distribution of an interarrival or service time is unknown. It can be only approximated by available information about that distribution, and the accuracy of that approximation can be obtained by analysis of real observations.
In the present paper we establish the bounds for the least positive root of the functional equation x = G(µ − µx), where G(s) is the Laplace-Stieltjes transform of an unknown probability distribution function G(x) of a positive random variable having the first two moments g 1 and g 2 , and µ is a positive parameter satisfying the condition µg 1 > 1. The additional information characterizing G(x) is that it belongs to the special class of probability distribution functions G(g 1 , g 2 ) of positive random variables concentrated on the positive semi-axis (i.e. G(0−) = 0) having two fixed moments g 1 and g 2 , and g 1 > special meaning in queueing problems). We also assume (1.1)
The metric K(G 1 , G 2 ) is known as the uniform (Kolmogorov's) metric (e.g. [11] , [14] ). The aforementioned bounds for the least positive root of the functional equation x = G(µ−µx) (or similar functional equations) are then used in asymptotic analysis of the loss probability in certain queueing systems with the large number of waiting places.
There are two areas of applications where these bounds are used. They are statistics of queueing systems and continuity of queueing systems.
In statistical problems, the empirical probability distribution G emp (x, N ) (N is the number of observations) is assumed to be known. If the number of observations increases to infinity, then for any given positive value κ the probability P sup x>0 G emp (x, N ) − G(x) < κ approaches 1.
More exact information about this probability is given by Kolmogorov's theorem (see Kolmogoroff [13] or Takács [17] , p.170). Namely, So, the probability of (1.2) sup x≥0 |G(x) − G emp (x, N )| < κ, can be asymptotically evaluated when N is large and κ is small. This motivates the assumption (1.2), where the value κ is assumed to be chosen such that the probability of (1.2) is large enough. Many other relevant studies associated with statistics (1.2) or other related statistics can be found in the book of Takács [17] . In continuity problems, we assume that that the unknown probability distribution G(x) := P{ζ ≤ x} with the expectation g 1 := 1 λ satisfies some specific properties such as sup x>0,y>0
Then, according to the known characterization theorem of Azlarov and Volodin (see [10] or [6] ), we have
For other related continuity problems see [6] , where Kolmogorov's metric is used for continuity analysis of the M/M/1/n queueing system. The class of probability distributions functions G(g 1 , g 2 ) itself, i.e. without the metrical condition of (1.1), has been studied by Vasilyev and Kozlov [18] and Rolski [15] . Rolski [15] has established the bounds for the least positive root of the functional equation x = G(µ − µx).
In the present paper, we show that additional condition (1.1) nontrivially improves the earlier bounds obtained by Rolski [15] . The new bounds have various applications. For example, the upper and lower asymptotic bounds can be obtain for the loss probabilities in M/GI/1/n, GI/M/1/n and GI/M/m/n queueing systems with large capacity n as well as in many related models of telecommunication systems (see [2] , [3] , [4] , [5] , [7] and [8] ). We demonstrate application of this theory to the GI/M/1/n queueing system with large buffer capacity n and then to the special buffers model with batch service and priorities [7] , which has especial importance in the theory of telecommunication systems. We also establish new continuity results for the loss probability in the M/M/1/n queueing systems with large capacity n under special assumptions related to interarrival times. The continuity theorems for M/M/1/n queueing systems, where the buffer capacity n is fixed, have been established in [6] . Statistical analysis of M/GI/1/n and GI/M/1/n loss systems with fixed buffer capacity n has been provided in [9] .
The paper is structured as follows. In Section 2, properties of distributions belonging to the class G(g 1 , g 2 ) and satisfying additional condition (1.1) are studied. Let G 1 (x) and G 2 (x) be arbitrary probability distribution functions of this class satisfying (1.1). Denote by G 1 (s) and, respectively, by G 2 (s) (s ≥ 0) their LaplaceStieltjes transforms. Let γ 1 and γ 2 be the corresponding solutions of the functional equations x = G 1 (µ − µx) and x = G 2 (µ − µx) both belonging to the interval (0,1). (Recall that according to the well-known theorem of Takács [16] , under the assumption µg 1 > 1 the roots γ 1 and γ 2 of the equations x = G 1 (µ − µx) and x = G 2 (µ − µx) are unique in the interval (0,1).) An upper bound for |γ 1 − γ 2 | is obtained in Section 2. In Sections 3 and 4, applications of the results of Section 2 are given for different loss queueing systems. Specifically, in Section 3.1 lower and upper asymptotic bounds are established for loss probabilities in the GI/M/1/n queueing system as n increases to infinity. In Section 3.2, bounds for the loss probabilities in the buffers model with priorities, which has been studied in [7] , are established. In Section 4, the continuity analysis of the loss probability in the M/M/1/n queueing system is provided. The continuity analysis of Section 4 is based on the bounds obtained in Section 2, the results for the loss probabilities obtained in Section 3.1 and characterization properties of the exponential distribution.
2. Properties of probability distribution functions of the class G In this section we establish an inequality for |γ 1 − γ 2 |. We start from the known inequalities for probability distribution functions of the class G(g 1 , g 2 ). Vasilyev and Kozlov [18] proved,
where the maximum is obtained for 
where ℓ in (2.4) and (2.5) is the least root of the equation:
The proof of (2.4) and (2.5) given in [15] is based on the convexity of the function
From (2.1) and (2.2) we also have as follows. Let G 1 (x) and G 2 (x) be arbitrary probability distribution functions of the class G(g 1 , g 2 ), and let G 1 (s) and, correspondingly, G 2 (s) be their Laplace-Stieltjes transforms (s ≥ 0). Then,
Indeed, for the derivative of the difference between the right-hand side of (2.2) and that of (2.1) we have (2.7)
This derivative is equal to zero for s = 0 (minimum) and s = +∞ (maximum).
(The trivial case g 2 = g 2 1 , leading to the identity to zero of the right-hand side of (2.7) for all s ≥ 0, is not considered.) Therefore, from (2.7) as well as from (2.1) and (2.2) we arrive at (2.6). In turn, from (2.4) and (2.5) we have the following inequality for |γ 1 − γ 2 |:
The inequality (2.8) follows from the results of Rolski [15] . Under additional condition (1.1) we will establish an improved inequality for |γ 1 − γ 2 |.
Before studying the properties of the class of probability distribution functions G(g 1 , g 2 ) under additional condition (1.1), note that inequalities (2.1), (2.2), (2.4), and (2.5) hold true for a wider class of probability distribution functions than G(g 1 , g 2 ). We will prove that the above inequalities remain correct for the class of probability distribution functions (m1,m2)∈M(g1,g2) G(m 1 , m 2 ), where the set of pairs {(m 1 , m 2 )} contains the pair (g 1 , g 2 ) (this set of pairs denoted by M(g 1 , g 2 ) will be defined below).
Let m > 1 µ be such the boundary value, that the least root of the equation
is equal to the right-hand side of (2.5), and let m 1 and m 2 are the values satisfying the inequalities m ≤ m 1 ≤ g 1 , and
. Then, we have the same bounds (2.1) and (2.2) for the probability distribution functions and (2.4) and (2.5) for the roots ϕ G but now for the wider class of probability distribution functions belonging to
Indeed, for any m 1 satisfying the inequality m ≤ m 1 ≤ g 1 , and any m 2 for which
g2 , according to [18] we have
and, taking into account that
and
where the equality in the right-hand side of the first line of (2.10) is a replacement of the initial probability distribution function (given by (2.3)) by another one, where the parameters g 1 and g 2 are correspondingly replaced with m 1 and m 2 . According to the result of Rolski [15] , we respectively have:
and (2.12) max
G∈G(m1,m2)
From the above inequalities of (2.9) -(2.12), one can conclude as follows. Let
(Recall that m > 1 µ is such the boundary value that the least root of the equation
−µm+µmx is equal to the right-hand side of (2.5).) Denote
Then we have the following elementary generalization of (2.4) and (2.5):
and (2.14) max
Notice that if m 1 = m, then we have ℓ * = 1 + 
Thus the set M(g 1 , g 2 ) and, consequently, the class G(M) are defined correctly.
We start now to work with (1.1). We have the following elementary property:
Thus under the assumption of (1.1), the difference in absolute value between the Laplace-Stieltjes transforms G 1 (s) and G 2 (s) is not greater than κ. It follows from (2.15) that
(We do not know whether or not the value κ 1 can be found. However, the exact value of κ 1 is not important for our further considerations. Relation (2.16) will be used later in this section.) On the other hand, according to (2.6) for two arbitrary probability distribution functions of the class G(M) the difference in absolute value between their LaplaceStieltjes transforms is not greater than 1 −
, then the condition (1.1) is not meaningful. Therefore, it will be assumed in the further consideration that κ < 1 − 
g2
. The lemma below is the statement on the dense of the class G(g 1 , g 2 ).
Lemma 2.1. For any probability distribution function G(x) ∈ G(g 1 , g 2 ) (g 2 1 = g 2 ) there exists another probability distribution function G(x) ∈ G(g 1 , g 2 ) such that for any ǫ > 0,
We build another probability distribution function G(x) ∈ G(g 1 , g 2 ) as follows.
For all x > 1 we set G(x) ≡ G(x). Our task is to build a probability distribution function G(x), which is consistent with our setting G(x) ≡ G(x) for x > 1, and which satisfies the equalities ∞ 0
, while G(x) differs from G(x) in some point x 0 ∈ (0, 1) and its neighborhood by small value not greater than ǫ.
According to the convention, (2.17)
Due to partial integration,
Therefore, from (2.17) we obtain:
So, we take a small value δ such that either (2.19)
Clearly, that a small enough δ > 0 such that either (2.19) or (2.20) is satisfied can be chosen. If 0 < 1/2 0 dG(x) < 1, then either of (2.19) and (2.20) can be chosen.
However, in the marginal cases as dG(x) = 1, then one are to chose (2.19). If relation (2.19) was previously chosen, then one are to set (2.21)
Correspondingly, if there was chosen relation (2.20), one are to set (2.22)
In order to specify the choice of a probability distribution function G(x), along with (2.17) we should use the second convention:
Using the partial integration yields
Thus, the problem is to show that there exists a bounded continuous function Y (x) in the interval [0, 1] satisfying the system (2.25)
Clearly, that for given positive δ the class of these functions is quite wide, and the function Y (x) satisfying these properties can be easily built. One of such functions is, for example, as follows:
Note, that a continuous function Y (x) defined in (2.25) can be chosen satisfying the property sup 0<x<1 |Y (x)| = ∆ ≤ cδ, where c is some constant independent of δ. Since δ can be chosen arbitrarily small, then the value ∆ can be made arbitrary small as well. Therefore sup 0<x<∞ |G(x) − G(x)| < ǫ for any ǫ > 0. Remark 2.2. Clearly, that the statement of this lemma remains true if a probability distribution function G(x) belongs to the class G(M), which is wider than G(g 1
By using Lemma 2.1 we will solve the following problem. Let G 1 (x) and G 2 (x) be two probability distributions belonging to the class G(M). Under the assumption that sup x>0 |G 1 (x) − G 2 (x)| < κ we will find an estimate for the supremum of |γ 1 −γ 2 | (the supremum between the corresponding roots of the functional equations x = G 1 (µ − µx) and x = G 2 (µ − µx).) Solution of this problem, in particular, addresses in the case when the probability distribution functions G 1 (x) and G 2 (x) belong to the class G(g 1 , g 2 ). In our analysis below the estimate of (2.16) is used.
The analysis uses Lemma 2.1. The Laplace-Stieltjes transform G 1 (s) = e −g1s
contains only the parameter g 1 and does not contain the second one g 2 . Hence similarly to (2.1) one can write
where m 2 is a fictive parameter, which is assumed to be unknown. Let us find this unknown parameter m 2 in the Laplace-Stieltjes transform G 2 (s) = 1 − 
Relation (2.27) holds true, because G 1 (x) ∈ G(M), and according to Remark 2.2 for any ǫ > 0 there exists a probability distribution function
On the other hand, the class of probability distribution functions G(g 1 , m 2 ) is dense, so G 1 (x) can be chosen belonging to the same class G(g 1 , m 2 ) as the probability distribution function G 1 (x). On the other hand, the real distance between the Laplace-Stieltjes transforms
(cf. relation (2.6)). Therefore, equating the right hand side of (2.28) to κ 1 we have 
Hence, in this case we have the bounds coinciding with the class of all distributions of positive random variables having the moments m 1 = g 1 and m 2 = 1−κ1 . We also have as follows:
Let us consider another case, where
exp − m2 g1−δ s with an unknown parameter m 2 . In this case,
cannot be greater than κ (see relations (2.15) and (2.16)). For example, taking m 1 = m we arrive at G 1 (s) ≡ G 2 (s), and therefore
For an arbitrary choice of
(The exact value of k 2 is not important.) In this case, similarly to (2.29)
and similarly to (2.31), (2.33) sup
G1,G2∈G
" g1−δ,
where ℓ * is the solution of the equation x = e −µ(g1−δ)+µ(g1−δ)x . It is readily seen that ℓ * > ℓ. (The presence of positive δ yields the value of the root of functional equation greater compared to the case where δ is not presented (i.e. δ = 0).)
Keeping in mind that ℓ * > ℓ and κ 2 ≤ κ, from (2.33) we have:
Hence, from relations (2.31) and (2.34) we arrive at the following theorem.
Theorem 2.3. For any probability distribution functions G 1 (x) and G 2 (x) belonging to the class G(g 1 , g 2 ) and satisfying condition (1.1) we have as follows.
Otherwise,
where ℓ is the least root of the equation
3. Asymptotic bounds for the loss probability in queueing systems with losses 3.1. The GI/M/1/n queueing system. In this section we apply the results of Section 2 to loss GI/M/1/n queueing systems. The results of this section are elementary. However, they serve as a basis for the analysis of the more realistic queueing system which is studied in Section 3.2. The bounds for the loss probability obtained for this elementary system are then used for a more delicate continuity analysis of the loss probability in M/M/1/n queueing systems in Section 4. Recall the known asymptotic result for the loss probability in the GI/M/1/n queueing system as n → ∞. Let A(s) denote the Laplace-Stieltjes transform of the interarrival time probability distribution function A(x), let µ denote the reciprocal of the expected service time, let ρ denote the load, ρ = −
, which is assumed to be less than 1, and let α denote the positive least root of the functional equation x = A(µ − µx). It has been shown in [3] that, as n → ∞, the loss probability P loss (n) is asymptotically represented as follows:
Notice, that the function Ψ(x) = A(µ − µx) − x is a convex function in variable x. There are two roots x = α and x = 1 in the interval [0,1], and Ψ
Therefore, according to convexity we have the inequality:
From (3.2) we obtain:
and therefore
Assume that A(x) ∈ G(g 1 , g 2 ) is unknown, but the first two moments g 1 and g 2 are given. Assume that A emp (x) is an empirical probability distribution function of this class, its Laplace-Stieltjes transform is A emp (s), the root of the corresponding functional equation x = A emp (µ−µx) is α * , and according to available information, Kolmogorov's distance between A emp (x) and A(x) is K(A, A emp ) ≤ κ.
Consider the case κ < 1 − .3) is replaced by the extremal element e −µg1 , which is not greater than that original. The corresponding denominator is replaced by (α * + κ − κℓ), which is not smaller than that original α * . Assume that κ is such small that α * − κ + κℓ > ℓ and
g2 (ℓ − 1). Then we have:
Using (3.4) , in the case of small κ and κ < 1 −
according to Theorem 2.3 for n large enough we have the following two inequalities for lower P (n) and upper P (n) levels of the loss probability:
Therefore, for large n we have the following asymptotic bounds for P loss (n):
, then the terms (α * + κ − κℓ) in (3.5), (3.6) and (3.7) should be replaced by these 1 + g2 (ℓ − 1) , and the terms (α * − κ + κℓ) in (3.5) and (3.7)
should be replaced by ℓ.
3.2.
The buffers system with priorities. In this section we study the following special model considered in [7] (see also [8] ). This model describes processing messages in priority queueing systems with large buffers, and the effective bandwidth problem.
Suppose that arrival process of customers in the system is a renewal process A(t), with the expected value of a renewal period 1 λ . There are l types of customers, and there is the probability p j > 0 that an arriving customer belongs to type j ( l j=1 p (j) = 1.) Therefore, the time intervals between arrivals of type j customers are independent identically distributed with expectation 1 λp (j) . Assume that for i < j, customers of type i have higher priority than customers of type j, so customers of type 1 are those of the highest priority and customers of type l have the lowest priority. Assume that customers leave the system by groups of C as follows. If the number of customers in the system is not greater than C, then all (remaining) customers leave the system. Otherwise, if the number of customers in the system exceeds the value C, then customers leave according to their priority: a higher priority customer has an advantage to leave earlier. For example if C = 5, l = 3, and immediately before departure moment there are three customers of type 1, three customer of type 2 and one customers of type 3 (i.e. seven customers in total), then after the departure there will only remain one customer of type 2 and one customer of type 3 in the system. Times between departures are assumed to be exponentially distributed with parameter µ. Assume that λ Cµ < 1. The buffer capacities for the type j customers is denoted N (j) . Assume that all of the capacities N (j) , j = 1, 2, . . . , l are large enough. Let p k := k j=1 p (j) be the probability of arrival of a customer of one of the first k types (p l ≡ 1), and let N k := k j=1 N (j) be the cumulative buffer content of customers of the first k types. Then the times between arrivals of customers, who are related to one of the first k types, k = 1, 2, . . . , l, are independent and identically distributed with expectation
denote the probability distribution function of an interarrival time of the cumulative arrival process generated by customers of the first k types, and let A k (s) (s ≥ 0) denote the Laplace-Stieltjes transform of A k (x). For the Laplace-Stieltjes transform A k (s) we have:
Let α k denote the least positive root of the functional equation
(There is a unique root of this functional equation in the interval (0,1), see [7] .) Since ρ 1 < ρ 2 < . . . < ρ l , then we also have α 1 < α 2 < . . . < α l . It is shown in [7] and [8] that under the assumption α
, j < k, the loss probability of type k customers is given by the asymptotic formula (3.10)
, j < k, actually means that the losses of higher priority customers occur much more rarely compared to the losses of lower priority customers.)
Our task is to find lower and upper bounds for π k . Note that asymptotic relation (3.10) is similar to that (3.1) of the stationary loss probability in the GI/M/1/n queueing system with large n. The functional equation (3.9) is a more general than that considered before in Sections 1 and 2 (that functional equation is a particular case when C = 1). For this functional equation, the lower and upper bounds are as follows. Let g 1 := 1 λ and g 2 denote the first and, respectively, the second moments of the probability distribution function A l (x). (In the sequel, the notation g 1 is used instead of 1 λ .) Then, for k = 1, 2, . . . , l, from the representation of (3.8) one can obtain the first and second moments of the probability distribution function
and, respectively,
Furthermore, let ℓ denote the least positive root of the functional equation
(We use the same notation ℓ as it was used for the root of the simpler functional equation in Sections 1 and 2, because the consideration of the more general functional equation (3.11) leads to an elementary extension of the result of Rolski [15] and consequently to elementary extension of the results in Sections 1 and 2). Following this, we have:
and (3.13) sup α k = sup
where α A k is the notation for the root of the above functional equation associated with the probability distribution A k (x). (Along with the earlier notation α k , this notation is required for our purposes because it is spoken about the upper and lower bounds associated with the class of probability distribution functions defined in (3.12), (3.13) and the equations appearing later in this section.) Let us assume now that κ < 1 −
. Then according to the modified version of Theorem 2.3 related to this case we have the following: (3.14) sup 
Similarly to inequality (3.3), we have: . Assume also that according to available information, Kolmogorov's distance between A emp,k (x) and A k (x) is K(A emp,k , A k ) ≤ κ, where κ is assumed to be small enough such that α * k − κ + κℓ > ℓ, and α *
(ℓ − 1). Similarly to (3.4) we have
Therefore, taking into account (3.15) and (3.16) for sufficiently large N k we arrive at the following lower (denoted by π k (N k )) and upper (denoted by π k (N k )) values for probability π k :
Therefore, for sufficiently large N k we have the following bounds for the loss probability π k :
4. Continuity of the loss probability in the M/M/1/n queueing system
The results of Section 2 enable us to establish continuity of the M/M/1/n queueing system when n is large. The continuity of the M/M/1/n queueing system was studied in [6] . In the case when parameter n is large, the analysis becomes much simpler than that in the case when n is not assumed to be large. (In [6] Conditions (A) and (B) mentioned below are applied to the probability distribution function of a service time.)
Our assumptions here are similar to those of [6] . Let A(x) denote probability distribution function of interarrival time, which slightly differs from the exponential distribution E λ (x) = 1 − e −λx as indicated in the cases below.
• Condition (A). The probability distribution function A(x) has the representation
where F (x) = Pr{ζ ≤ x} is a probability distribution function of a nonnegative random variable having the expectation 
where F y (x) = Pr{ζ ≤ x + y|ζ > y}. Relation (4.2) says that the distance in Kolmogorov's metric between F (x) and E λ (x), according to the characterization theorem of Azlarov and Volodin [10] (see also [6] ), is not greater than 2ǫ.
• Condition (B). Along with (4.1) and (4.2) it is assumed that F (x) belongs either to the class NBU or to the class NWU.
Recall that a probability distribution function Ξ(x) of a nonnegative random variable is said to belong to the class NBU if for all x ≥ 0 and y ≥ 0 we have Ξ(x + y) ≤ Ξ(x)Ξ(y), where Ξ(x) = 1 − Ξ(x). If the opposite inequality holds, i.e. Ξ(x + y) ≥ Ξ(x)Ξ(y), then Ξ(x) is said to belong to the class NWU.
Under both of these Conditions (A) and (B) we assume that Eζ 2 < ∞ is given.
Under Condition (A), we have Now one can apply the estimate given by (3.7), to obtain continuity bounds for the loss probability in the case of large n. In this estimate, ℓ is the least positive root of the equation x = exp − µ λ + µ λ x , the value κ should be equated to 2pǫ, and the value α * should be replaced by α, which in the given case is ρ = 3) , where under the additional assumption that F (x) belongs either to the class NBU or to the class NWU one should apply Lemma 3.1 of [6] rather then the characterization theorem of Azlarov and Volodin [10] , [6] . In this case we have sup
Therefore, from (4.3) we obtain sup x>0 |A(x) − E λ (x)| < pǫ.
In this case, similarly to (4.5) the value ǫ must be taken such that 
