Abstract Since their introduction in the early 1990's, automated recommender systems have revolutionized the marketing and delivery of commerce and content by providing personalized recommendations and predictions over a variety of large and complex product offerings. In this article, we review the key advances in collaborative filtering recommender systems, focusing on the evolution from research concentrated purely on algorithms to research concentrated on the rich set of questions around the user experience with the recommender. We show through examples that the embedding of the algorithm in the user experience dramatically affects the value to the user of the recommender. We argue that evaluating the user experience of a recommender requires a broader set of measures than have been commonly used, and suggest additional measures that have proven effective. Based on our analysis of the state of the field, we identify the most important open research problems, and outline key challenges slowing the advance of the state of the art, and in some cases limiting the relevance of research to real-world applications.
Introduction
In the early-to-mid 1990's, as use of the Internet rapidly spread, recommender systems based on collaborative filtering were invented to help users address information overload by building prediction models that estimate how much the user will like each of a large set of items. The GroupLens system (Resnick et al. 1994 ) built on the intuition that every time a user read a Usenet News article she formed and then threw away a valuable opinion, captured those opinions as "ratings" and used the ratings of like-minded readers to produce personal predictions that were displayed as part of the article header. The Ringo system (Shardanand and Maes 1995) provided recommendations for music artists using a similar technique they termed "social information filtering." And Video Recommender Hill et al. (1995) employed similar algorithms to support recommendations through e-mail and the web among a virtual community of movie fans. Recommender systems quickly became popular, both in research and in commercial practice. By 1996, several companies were marketing recommender engines (including Agents, Inc., which grew out of the Ringo project, and Net Perceptions, which grew out of the GroupLens project), and the first in a long series of research workshops on the field was held (in March 1996 in Berkeley, CA).
Since that start, the field has advanced through both basic research and commercial development to the point where today recommender systems are embedded in a wide range of commerce and content applications (both online and offline), where recommender systems handbooks and texts have been published (e.g., Jannach et al. 2011; Ricci et al. 2011) , where universities are offering courses on recommender systems, and where there is a dedicated annual conference on the topic (the ACM Recommender Systems Conference). The scope of recommender systems has also broadened; while the term originally grew out of work in collaborative filtering, it quickly expanded to include a broader range of content-based and knowledge-based approaches. While such systems are important, we limit our focus to recommender systems that are based on collaborative filtering, though many of the interface issues we discuss apply to recommenders based on different approaches. This limitation reflects both our own expertise and the practical limitations of addressing so broad a field in a single article.
We do not attempt to offer a comprehensive review of past algorithmic research. Indeed, there have been a number of thorough surveys that focus on the algorithms behind recommenders (Adomavicius and Tuzhlin 2005; Burke 2002; Ekstrand et al. 2011; Herlocker et al. 1999 Herlocker et al. , 2004 , and we refer the interested reader to them. Rather, we present an overview of the most important developments in the field that touch on the user experience of the recommender. By user experience we mean the delivery of the recommendations to the user and the interaction of the user with those recommendations. The user experience necessarily includes algorithms, often extended from their original form, but these algorithms are now embedded in the context of the application. Our review looks at research grounded in specific recommender systems and their evaluations, and stands in contrast to Knijnenburg et al. (2012) which approaches user experience from more of an experience-model and social-experimental approach. In the rest of this section we highlight the main directions of work in the early years of recommender systems, including the beginning of the shift away from thinking of recommenders as prediction engines to considering them in the context of user experience. The rest of the paper then reviews research directed at the user experience in recommender systems.
A focus on prediction algorithms
The early research recommender systems all used similar variants of a weighted, k-nearest-neighbor prediction algorithm. Intuitively, this algorithm predicts how much a target user u will like a target item i by first selecting a neighborhood of other users with tastes most similar to that of u. Neighborhood selection is performed by computing a similarity measure between u's prior ratings and the ratings of other users (commonly using Pearson's correlation coefficient or a vector cosine similarity measure) and selecting the most similar users as neighbors. Then the ratings those neighbors assigned to item i are normalized and mixed into a weighted average (with the similarity between users as the weight), resulting in a prediction for user u. (This overview is simplified; Herlocker et al. (1999) provides more detail on variations in neighborhood formation, weighting, and normalization, along with experimental results comparing alternatives).
With prediction as the task, it is not surprising that the most popular evaluation strategies used were to measure the accuracy of the predictions. Nearly all early published research on recommender systems evaluated the recommenders using an error or correlation measure. Error measures such as mean absolute error and mean squared error provide an assessment of how well the predicted ratings match actual ratings. Correlation provides a similar measure, but focuses on correct relative prediction rather than absolute prediction values. In either case, these metrics were applied to a part of the rated data (withheld from the recommender) to assess accuracy. We discuss some of the weaknesses of this quality metric below, but should point out one significant one here-the mismatch between user need and the metric. Error and correlation scores do a good job testing recommenders as an approach to recovering missing data, but do much less well at assessing whether they can recommend valuable items previously unknown to the user-exactly the items they were designed to recommend in the first place.
Recommender algorithms in the commercial world
As recommender use expanded rapidly among online retailers and online content providers, applications of recommenders grew more diverse but the underlying algorithms converged to a few particularly useful ones. The classic recommender algorithm describe above, known as user-user collaborative filtering because the correlation is measured between pairs of users, was widely recognized as providing high-quality predictions and recommendations (see, for instance, (Breese et al. 1998) ), but in practice often performed too slowly to be suitable for real-time use in applications with hundreds of thousands or millions of users. Item-item collaborative filtering (Sarwar et al. 2001 ) was developed as an alternative algorithm; it builds correlations between pairs of items, and then computes recommendations by finding items with high similarity to the set of items already rated favorably by the user. Many ecommerce stores have many more customers than items, and more stable relationships between items than between customers. In these stores the item-item algorithm has faster online response time than the user-user algorithm, especially if the item relationships are precomputed. The item-item algorithm, which also extends nicely to unary rating sets (sets where the database has either positive information or no information at all, such as sales data), quickly became popular in commercial applications.
Alternative algorithms based on dimensionality reduction (Billsus and Pazzani 1998, Sarwar et al. 2002) showed early promise for commercial application and have been adapted in many ways to deliver high performance and high quality recommendations. These methods, commonly based on singular value decomposition, start with the recognition that a user-item ratings matrix actually has too many independent dimensions and thus loses some of the underlying relationships between user tastes. The algorithms reduce the dimensionality to an underlying set of latent taste dimensions, expressing both user preferences and item characteristics in terms of these latent dimensions. Once this dimensionalization (which is costly to compute) is established, prediction and recommendation are quite efficient, even for very large datasets. One challenge is that the singular value decomposition algorithm is too expensive to re-compute for each new rating that arrives. In the SVD literature a technique called folding-in is used to incorporate new data into an existing decomposition (Deerwester et al. 1990) . After a significant amount of folding-in the decomposition loses its accuracy, and must be updated. More recent algorithms enable the SVD to be updated "in place" (Zha et al. 1999 ), but these algorithms are themselves complicated and computationally intensive.
From the earliest adoption of recommender systems, businesses recognized the need to move away from "pure" recommender algorithms to adapt them both to provide a better customer experience and to better fit with their sales and marketing efforts. In part, these impurities involved the integration of business logic (e.g., rules to prevent recommending out-of-stock goods or goods sold as loss leaders). But commercial recommenders also were concerned with shaping recommendations in ways that would later be integrated into research systems. Businesses didn't want to waste a recommendation on a product customers would likely purchase anyway (e.g., bananas in a supermarket), and thus favored more "serendipitous" recommendation. Businesses also had to face the challenge of insufficient data on new products and new customers (cold-start problems), and thus integrated demographic, content-based, and other recommendations with the pure rating-based techniques. Researchers picked up on and advanced these themes; content-based and hybrid recommenders (see Burke's excellent survey (2002) ) have been active areas of research, and the concept of serendipity has been broadened to a wider range of control over recommendations, including the diversity of recommendation sets, discussed below.
A turning point: beyond accurate prediction
Business applications also brought a new vocabulary and new metrics for evaluation. As researchers encountered business applications (often through the companies launched out of academic research projects), they found little interest in MAE and much more interest in metrics such as lift and hit rate (measures of the increase in response caused by using the recommender and of the percentage of recommendations that are converted into sales or the equivalent). These practical concerns led researchers-particularly those with a background in human-centered computing-to think more broadly about both the evaluation and the design of recommender systems and interfaces. Concern with prediction did not disappear. Indeed, the Netflix Challenge, which brought many machine learning and data mining researchers into the field, focused entirely on prediction accuracy. But there was at first a powerful undercurrent, and then a growing consensus, that small changes in MAE were not the path to significant improvements in user experience .
Measuring user experience, while natural in a business environment, is often challenging for recommender systems research. Pure algorithmic work can be done by simply using existing datasets; measuring user experience requires developing a system, including both algorithms and user interface, and carrying out field studies with long-term users of the system-the only reliable way of measuring behavior in a natural context. The research infrastructure used in this way fits into three categories:
-Development of systems dedicated to experimental use. An example of this work is Pearl Pu's work on building user trust in recommenders. Chen and Pu (2007a) included a study of 54 users that showed that explanation was more effective when deployed through the organization of the result set rather than as an annotation on an unorganized list. Similarly, our own TechLens research project has created research paper recommenders used for a series of one-shot experiments to assess recommendation algorithms for different user needs (Kapoor et al. 2007a,b,c; Torres et al. 2004; McNee et al. 2002; Ekstrand et al. 2010; McNee et al. 2006b ). Coyle and Smyth (2008) applied this same technique to field studies, when studying the use of a collaborative web search tool by 50 employees in a software company over a four week trial. Similarly, Linton and Schaefer's OWL recommender for word processor commands was deployed among users in a corporate environment (Linton and Schaefer 2000 (Burke et al. 1997) , including the Entreé restaurant recommender; and many others.
There are significant challenges to conducting such human-centered research, including the challenge of finding and maintaining user communities for research, but there have also been many significant results showing the value of this approach. Cosley et al. (2003) showed this value directly when studying the effect of intentionally incorrect recommendations on users' subsequent ratings and overall satisfaction. In that experiment, users who received incorrect predictions (one full star higher or lower than actually predicted) showed a bias in their subsequent ratings in the direction of the error. It was somewhat encouraging, however, that users who received the incorrect predictions (2/3 of their predictions would be incorrect) did have a lower opinion of the system than those who received the actual predictions generated by the system. Interestingly, while satisfaction was reduced, users did not directly notice the cause of their reduced satisfaction. Looking at recommenders from the user experience perspective provides some results that are counterintuitive, at least when viewed from the perspective of accurate predictions and recommendations. McNee et al.'s (2003) experiments on new user interfaces found that a slower initial rating interface that gave users more control (at the cost of more effort) led to higher user retention even though it did not improve actual prediction quality. And Sinha and Swearingen (2001) found that users find recommendations from friends to be more useful than those from "systems," even though the recommender systems have a greater range of items over which to provide accurate predictions. (Interestingly, even though they found the individual recommendations from their friends more useful, more than half the users still preferred the recommendations from the systems overall, perhaps because of the great coverage).
Frameworks for evaluation and design of recommender systems now recognize a wide range of user goals, systems objectives and measures. Herlocker et al. (2004) presents an evaluation framework built on different user tasks. He recognizes, for instance, that there is a fundamental difference between using a recommender system to get a few suggestions to try (in which case all that matters is the quality of the top few; errors in the bottom 90% of items may be irrelevant) and using it to check pre-specified items (in which case coverage matters, and large errors on any items would be bad). McNee's Human-Recommender Interaction theory (McNee 2006; McNee et al. 2006a ) adopts the same approach to recommender design, proposing a model for mapping user needs to recommender system design options through desired attributes.
The next four sections of this paper review a wide range of user-experience centered research on recommender systems. We group these into themes:
-The user-recommender lifecycle, including how recommender systems can adapt to different needs of new users vs. experienced users, and how they can balance short-term with longer-term value; -Notions of quality that move beyond prediction accuracy, including exploring the quality of baskets of recommendations presented together, considering the dimensionality and flexibility of ratings, and exploring the underlying quality of the ratings dataset; -Risks of recommenders, including risks to privacy and the challenge of preventing manipulation and shilling; and -Giving users more control over recommendations, including increased transparency of recommendations and exploring ways to better understand and incorporate the context of recommendation use.
We conclude the paper with a brief exploration of broad challenges for the field.
User-recommender lifecycle
Over the course of their participation in a recommender system, user experiences, needs, and interests change. The recommender must be designed to understand the needs of the users at these different stages, and to serve them appropriately. For instance, new users may need recommendations specifically tailored to improve their trust in the system, while more experienced users may be ready for "stretch" recommendations that help broaden the user model the recommender system has for them, or that benefit the community as a whole.
Handling new users
Recommender systems depend on a model of a user (generally in the form of user ratings) to provide personalized recommendations. Users who do not yet have a model, therefore, cannot receive personalized ratings. The challenge of how to serve these users, and how best to learn their preferences, is known as the "new user problem" in recommender systems. Many commercial systems simply fall back to a simpler form of recommendation-either a contextual "if you're looking at that, you might like this" product association, or a demographic recommendation or even just a set of most-popular choices. For systems that want or need to achieve personalization quickly, however, carefully selecting the interface and items to present to the user for rating can have significant effects. Rashid et al. (2002) explored six algorithms for soliciting ratings from new users. They found that the best performance was a hybrid that selected items (movies in this experiment) that were popular, but that also had high ratings entropy. Entropy, a measure of disagreement among raters, proved to be a good predictor of the amount of information provided to the system by a rating. This hybrid outperformed either individual strategy, since entropy alone resulted in too many obscure films, and popularity alone resulted in too little information in each rating. Interestingly, an algorithm that progressively predicted which movies a user had seen did very well in finding movies a user could rate, but poorly at building an effective profile, in part because the ratings tended to cluster in a narrow part of the movie space. McNee et al. (2003) compared interfaces that presented movies for rating against those where users typed in and searched for movies to rate; users took longer to build comparably good profiles by searching, but perceived the system as being fast at learning their profile, and subsequently exhibited greater loyalty to the system.
User lifecycle
Over the course of a user's interactions with a recommender system, their interests may change. A young movie buff might love epics like Star Wars and Lord of the Rings, and over time develop a taste for psychological dramas like Citizen Kane and The Aviator. Taste change in recommender systems may also occur as the user learns about the system. For instance, (McNee 2006) discussed the change in a new user from the mode of "checking out" whether the recommender works to the mode of exploiting the recommender for valuable suggestions. In the former mode, the user will be most interested in recommendations for items she has already consumed so that she can evaluate their quality, while during the later stage recommendations for novel items will be more valuable. Ekstrand et al. (2010) predicted a similar phenomenon for recommendations of scientific research papers. The idea of the evolution of goals has been studied in earlier agent-based systems as well. Mitchell et al. (1994) explored how active a learning personal agent should be in making automated decisions on a user's calendar. In the initial stages the agent would watch, but take no action, building knowledge about how the person responds to requests. Later, the agent would suggest actions. Finally, after gaining the user's trust, the agent might automatically act upon some requests where it has sufficient internal confidence, such as for a meeting with the user's supervisor. Maes (1994) frames the challenge around the twin issues of competence of the agent in executing user tasks, and trust of the user in the competence of the agent. In recommender systems these issues have been directly studied in (Harper et al. 2005) , which used economic modeling to examine users' motivations for contributing to recommender systems. Over time, they found that it made economic sense for users to reduce their ratings contributions because the value of their ratings to themselves was reduced once the system had a rich user model for them. Thus, more experienced users were more motivated to contribute by editing movie information, or participating in the discussion forum than by providing additional ratings. Richer models of the user lifecycle promise to help recommender systems recommend activities to users that help them develop as community members, while maximizing the value of the system to them and to the community as a whole.
Service, community, and exploitation
Recommender systems are generally viewed as serving the user to whom they are immediately delivering a recommendation. However, in practice, they frequently have a conflict between benefit to that user and benefit to the community as a whole. This conflict is most visible when new items are introduced to the system. To whom should these items be recommended? Recommending a new item is risky, because there is little data on which to base the recommendation, but if new items are never recommended to any users, the system will never have enough data to effectively recommend them. In some ways the situation is similar for new users, who must enter an initial set of ratings for the system to learn about them. Generally the system selects the items, and asks the user to rate them. Should those items be the best ones for the system to learn about this specific new user , or should they be the ones the system most needs ratings for? In the context of Wikipedia, Cosley et al. (2007) explored directing users to work that was identified by the community as valuable. In this case, the conflict is between recommending work to a user that he is most qualified to complete versus recommending work that he is most interested in doing (SuggestBot chose the latter approach.) One way to resolve these conflicts is to give users choice, but with information about how their choices will provide value to the community. For instance, Rashid et al. (2006) demonstrated that showing users how their contributions will help other users induced them to change the types of contributions. Specifically, the users contributed more to items that provided value to other users who were similar to them in their taste for movies.
More sophisticated notions of quality
Recommender systems have been most frequently measured by the average error across all predictions they are capable of forming. Average error measures miss the features that are most important to user satisfaction in many applications of recommenders. New notions of quality have emerged that provide a richer picture of the performance of recommenders in practice, and look beyond simply the algorithm to explore the ways in which the rating process itself can impact quality. Designers of recommender systems should consider carefully both the evaluation tools they use to measure the value they are providing to users and the underlying means for obtaining quality ratings data.
Avoiding bad mistakes
While the earliest work on recommender systems was valuable for simply showing that predicted ratings correlated with actual withheld ones, researchers quickly realized that not all mistakes were created equally. Shardanand and Maes in their paper on the RINGO personalized music recommendation system (1995) looked at the magnitude of errors (the mean absolute error), but also recognized that the performance of the system mattered most on music that users felt strongly about, so they separately analyzed the errors in cases where the user ratings of artists were very high or low (1, 2, 6, or 7 on a 7-point scale). They would elsewhere refer to major errors that could undermine trust as reversals-errors that would give a low score to a highlyrated item or a high-score to a low-rated one. Miller et al. (1997) reported mean squared error along with mean absolute error and the correlation between prediction and rating, indicating a desire to report a metric that disproportionately punishes large errors. Later Herlocker et al. (1999) introduced the use of the Receiver Operating Characteristic curve for evaluating prediction algorithms. The ROC curve, long used in signal processing, measures the ability to distinguish signal from noise, and thus the tradeoff between false positives and false negatives. ROC measurements are based on a cut-off value between positive and negative ratings, and only penalize cases where a prediction would cause a positively-rated item to be missed or a negatively-rated one to be consumed. Herlocker et al. (2004) later showed that the various "decision support" metrics (i.e., those intended to measure how well a recommender distinguishes between good and bad, rather than overall accuracy) perform similarly.
The shift to top-N recommenders
The earliest retail sales applications of recommender systems (including websites such as Amazon.com and CDnow.com, as well as telephone sales marketing applications) focused on recommending a small number of products to customers in the hopes of making a sale or adding an additional product to a sale. These personalized recommendations were used in place of generic product placements (e.g., on a site homepage) or hand-generated cross-sell lists (e.g., people-who-bought this recommendations or check-out-time recommendations). Researchers rapidly recognized the importance of considering recommendation lists as opposed to simply predictions. Breese et al. (1998) introduced a ranked scoring metric often referred to as the Breese score. This metric recognizes that the value of a recommendation is a function both of its position in the list (based on evidence that the likelihood of selecting a recommended item decays exponentially as the item is lower on the list) and the utility of the item (e.g., the probability that the user will like it, or more generally the value of the recommendation to the user if taken). Sarwar et al. (2000) evaluated collaborative filtering algorithms using top-N precision and recall metrics, adapted from the field of information retrieval. In commercial applications, metrics such as hit-rate and lift measure the actual frequency that recommended items are selected and the resulting increased sales. One of the criticisms of the Netflix Challenge was the fact that it measured success only on the accuracy of predictions. Under this approach, small distinctions among the worst movies are as important as differences among the top items that might actually change the list of recommendations.
Diversity and evaluating lists of recommendations
As recommender systems have become more commonly used for producing sets or lists of recommendations, rather than simply individual predictions, attention has shifted to the value of the recommendation list as a whole and not simply the quality of each individual recommendation. A particular concern expressed in certain domains concerns "pigeonholing" users-identifying a single narrow interest and making many similar recommendations. Consider a music recommender that, knowing you enjoyed "Stairway to Heaven" played only Led Zeppelin music. Or consider, as Ziegler did, the case of Amazon.com which at times would recommend five books by the same author-each of them a good recommendation, but collectively a poor recommendation list (Ziegler et al. 2005 ). Ali and Van Stam (2004) identify this problem with collaborative filtering recommenders as the portfolio problem; indeed, this problem is well-known to editors of newspapers who must choose how much of the paper, or the front page, to devote to the most important stories versus how much to diversify the contents. Ziegler et al. (2005) showed how to address this challenge with topic diversification, using an external taxonomy (from Amazon.com) to create a similarity measure, and then injecting diversity into the resulting recommendation set (in his experiments, using a dataset from BookCrossing.com). He found that users noticed that individual recommendations were not as good in the diversified lists, but that users preferred lists that were diversified to a moderate extent (about 30%), particularly when those lists came from an item-item recommendation algorithm. Torres et al. (2004) experimented with a variety of collaborative filtering, content filtering, and hybrid algorithms for research paper recommendation, finding that different algorithms performed better at generating different types of recommendation lists (e.g., related research for a paper, a broad introduction to a field).
Multidimensional ratings and tags
One design question that has challenged recommender systems designers is the question of when a single-dimensional "rating" and "prediction" are sufficient, and when users would benefit from more detailed ratings and recommendations for specific attributes of a product. Zagat's popular restaurant recommendations, for example, are based on ratings along the four dimensions of Food, Decor, Service, and Cost; but few other recommenders ask their users to provide such detailed ratings. Our own early work (Konstan et al. 1998) found that users resisted multidimensional ratings. More recent work by Adomavicius and Kwon (2007) suggests that multicriteria ratings can enable better recommendation, and evaluated new recommendation algorithms using a multicriteria rating set from Yahoo! Movies (with separate ratings for story, acting, direction, and visuals). This result suggests that in some circumstances, at least, multidimensional ratings are acceptable to users and can improve overall recommender performance. The increased prevalence of tagging systems, which help users organize, categorize, and search for content, seems to help fill the gap that might otherwise be filled by multi-dimensional ratings, with the added benefit of having an arbitrarily large number of dimensions. One challenge in implementing tagging is that coming up with tags requires careful thought from users, which can slow down their contributions. Further, having each user individually come up with tags may create a system with a wide variety of nearly synonymous tags. For instance, in MovieLens there are tags for "Tarantino", "Quentin Tarantino", and "tarantino is god", all apparently referring to the same director. Interestingly, recommender systems have been employed specifically for the task of suggesting tags to users with the goal of helping the tagging folksonomy converge ). For instance, Jaschke et al. (2007) propose a graph-based algorithm based on PageRank, which they find does better than previously proposed algorithms. The task of recommending tags based on content analysis of the item or of metadata about the item was chosen for the ECML PKDD 2009 Discovery Challenge task (footnote: http://www.kde.cs.uni-kassel.de/ws/dc09/online). The top two competitors in the challenge use: (1) an algorithm that crosses a profile of the item (tags that have been applied to the item before and text content in the item) with a profile of the user (tags the user has shown interest in before) to create a set of tags that are related to both the item and the user (Lipczak et al. 2009 ); and (2) an algorithm that pulls tags from a wide variety of resources across the Internet, and weights the tags provided by those resources based on their prior accuracy (Mrosek et al. 2009 ). An active area of research is extending recommenders like these to work interactively with users, for instance by suggesting appropriate tags as they begin typing a tag.
Data quality
One of the challenges in recommender systems is that the data underlying the recommendations may be noisy, corrupted, or just plain wrong. Amatriain et al. (2009) demonstrated that asking users to rerate items they had previously rated could reduce errors in prediction by as much as 14%. They used an algorithm to carefully select items that were likely to be unusually noisy to reduce the additional effort required from the user. Further, Marlin and Zemel (2009) demonstrated that most existing algorithms are based on the flawed assumption that the missing ratings are uniformly distributed. They showed that by carefully correcting for the distribution of missing ratings they could improve the accuracy of well-known algorithms significantly. Most existing academic studies of recommender systems are based on datasets with explicit ratings of items, such as the MovieLens datasets. However, in commercial practice it is much more common to have datasets based on implicit actions users take, such as which links they click on, or how long they dwell on an item detail page. Though implicit measures of interest are noisier than explicit measures, they are so ubiquitous that using them effectively can lead to high quality recommendations nonetheless (Morita and Shinoda 1994; Konstan et al. 1997 ). Additional research is needed to further develop the science of effectively using all of the available data for forming recommendations.
Hidden dangers
Recommender systems can enhance our lives, by helping us filter through the toomany available options to select the ones most value to us. However, there are also social risks to the wide deployment of recommenders, from the obvious risks to individual privacy, to more subtle risks to the structure of social relationships (Toch et al. 2012) . Recommender technology can help ameliorate these risks-but only if deployed thoughtfully.
Privacy
Canny (2002) explored recommender systems that were able to provide recommendations for individuals while accessing only encrypted forms of their preference vectors. This approach tackled a key challenge for recommender systems: those users might not be willing to provide their preference data to potentially untrusted central servers. In Canny's system users would each circulate an encrypted vector of their preferences, which could be used to compute a public "aggregate" that can be shared by all users, and used to create personalized predictions for each user. One of the advantages of this approach is that in principle it can be used to create decentralized recommender systems, with no central agent who has privileged access to information. Such an approach may be part of the answer to privacy challenges like those uncovered in Frankowski et al.'s (2006) paper that showed that if people have access to de-identified preferences they can with high probability tie one preference profile to a public (and thus, identified) preference profile available elsewhere. Thus, a music recommender company could figure out which of its users were openly bogging about music on a separate public blog site. Miller et al. (2004) built on Canny's approach to develop recommenders that could be implemented entirely on PDAs, which could be carried with the user. The PDA would use a personal area network, such as Bluetooth, to communicate with other system users' PDAs, sharing encrypted preference profiles. Each PDA would individually create the aggregate that it needs to form predictions solely for its own user. Another approach to privacy-preserving recommenders is to introduce noise into the computations. (McSherry and Mironov 2009) show how to take the leading algorithms in the Netflix prize computation and modify them to make drawing inferences about the original ratings difficult. They show that with careful design they can create modified algorithms with formal privacy guarantees, with relatively modest loss in recommendation quality. These papers demonstrate that there is enormous potential for privacy aware recommender technologies, which have the potential to create high quality recommendations completely under the control of the end user.
Social effects of recommenders
As recommenders become ubiquitous, they are being designed to fit into social contexts. Over time, the recommenders will interact with the social group, leading to new demands on the recommender, and creating new norms for the group. For instance, Cosley et al. (2003) found that showing users predictions that had been manipulated either up or down could substantially influence the ratings that the users would then give the item. The authors hypothesize that this effect opens the way to recursive shilling: by causing one user to see a falsely positive rating, that user may rate the item inappropriately high, causing other users to see falsely positive ratings, and so on. Another social risk of recommenders is cyberbalkanization. First popularized by Van Alstyne and Brynjolfsson (1996) , cyber-balkanization refers to the potential for increased specialization of online communities, as people choose to interact primarily with people who are like themselves. The idea is that the reduced friction of discovery online will make it easier for people to find others with whom they share political, religious, and cultural beliefs, and that they may choose to spend more of their time with these "similar others". Recommenders can exacerbate cyber-balkanization, by making it even easier for people to find the information, people, and products they are most comfortable with (Van Alstyne and Brynjolfsson 2005). The concern is that balkanization will make it more difficult for people to talk to each other, creating increasingly isolated sub communities. Interestingly, some studies predict that recommenders will lead to an opposed bad outcome-homogenization. Fleder and Hosanger (2009) have pursued the question of what will happen in ecommerce as recommenders are ubiquitous. Their simulations predict that in some cases the use of recommenders may lead to an even stronger winner-take-all system, in which the leading products are seen by so many consumers, and rated highly by so many consumers, that they come to completely dominate their market segment. Research is needed to understand how recommenders can be tuned to achieve positive social outcomes-and how groups can determine what outcomes they desire. One example of such a positive social outcome is making visible to users the value of their contributions to a group (Rashid et al. (2006) ). Because the effects of their work was visible to users, they were more motivated to contribute to the group, and specifically more motivated to contribute in ways that helped other users the most.
Robustness and manipulation resistance
From the early days of recommenders systems there has been speculation from users that other users are providing dishonest preference profiles in order to skew the recommendations. For instance, MusicFX users reportedly changed their music preferences to make sure that music they liked a lot was more likely to play than music they could merely tolerate. Lam and Riedl (2004) showed that even simple attack techniques would be able to significantly distort the recommendations formed by the most common recommender algorithms. Among others, Mobasher and his colleagues have produced a stream of research refining the understanding of the performance of a variety of attack methods against a variety of recommender algorithms Mobasher et al. 2007; Williams et al. 2007 ). More recently, Resnick and Sami have demonstrated the theoretical limits on the ability of any type of attack to manipulate recommendations, as a function of the size of that attack, and have explored algorithms that are resistant to manipulation by design Sami 2007, 2008) . Research in this area has established that even blunt attacks can change recommendations, and that these attacks might be difficult to detect in practice. However, in a large recommender community, an effective attack on popular items is difficult because of the volume of countervailing data (Lam and Riedl 2004) .
Putting the user in control
A strength of recommender systems is that they reduce the workload on users who are overwhelmed by the choices available to them. However, users are often more satisfied when they are given control over how the recommender functions on their behalf-even, in some cases, when that control increases the effort required of them, and when the resulting recommendations are objectively less accurate. The sweet spot is recommenders that balance serving users effectively, while ensuring that the users have the control they desire. Burke et al. (1997) recognized that often users are better at critiquing presented alternatives than at specifying what they want. In multiple domains, including restaurant search, they implemented FindMe-style recommender systems where users could navigate among options by selecting attributes to change. For example, a user looking at a restaurant could choose to see restaurants like a recommended one but with Italian food or a quieter atmosphere. They deployed this system at the 1996 Democratic National Convention, and found that users found the experience to be useful, intuitive, and fulfilling. The FindMe systems spawned a wide range of more interactive, exploratory recommender systems, including many of the systems now known as critiquing-based systems . More advanced systems generate suggestions to users of "compound critiques" that enable them to navigate simultaneously along several of the key dimensions that are most important to the user (Chen and Pu 2007b; Reilly et al. 2007) . From them, we learn the importance of thinking creatively about the role of the user of such a system-classic recommenders simply asked users to supply ratings; these interactive systems often invite the user to dynamically guide the search process, and as a result may be more engaging as tools of discovery. Pu et al. (2012) provides a more detailed review of preference elicitation and refinement research to improve recommender system user experience.
Interactive recommendation dialogues

Recommender context
Adomavicius et al. 2005 argues that in different contexts, such as at different times of the day, users may be interested in different types of recommendations. For instance, a recommender for a newspaper might learn to recommend business news early in the morning on weekdays, but leisure articles late in the afternoon on Friday. They built a recommender for the movie domain that is able to incorporate such contextual features in its recommendations. Park et al. (2007) describe a recommender for a mobile device that uses the user's location, the current time, and even the weather as contextual information in choosing the best items to recommend. Tintarev and Masthoff (2007) interviewed users to understand their motivations for using recommendations, and discovered that users felt that their mood would influence their taste in genre and other features of movies. The success of these projects demonstrates the importance of context in producing valuable recommendations. However, there is an opportunity for systematic tools for incorporating the broad variety of types of context into the full spectrum of recommender scenarios.
Recommending for groups
Most recommenders systems have been developed for individuals, but there are a number of situations in which groups of people want to do an activity together, and would benefit from recommendations tailored to the entire group. One of the earliest explorations of this idea was the MusicFX recommender by McCarthy and Anagnost (1998) for "work out music" to be played in a gym while people exercise together. This system worked by having people swipe their ID cards as they entered the gym, so a central server knew who was in the gym at any given time. Each person filled out a profile for what kind of music he or she preferred to exercise to. The recommender considered the profiles of all currently active participants in choosing what music to play at any given time. O'Connor et al. (2001) explored similar ideas in developing a recommender for groups of people who wanted to go to a movie together. In both of these systems one of the interesting challenges was how to aggregate the preferences of the different members of the group to form predictions that would best satisfy the needs of that group. Is it better to make sure that one person is as happy as possible? Or to make sure that no person is too unhappy? Partly to address questions such as these (Masthoff and Gatt 2006) have shown that the affective state of individuals in the group can be modeled, and that doing so makes it possible to reason about the overall effects of the sequence of recommenders on the satisfaction of the group. Their model includes components that estimate individual satisfaction, and the effect of the individual reactions on the other members of the group ("contagion"). Research in this area has demonstrated the value of automated support for group recommenders, and the need to understand the goals and constraints of the group.
Explanations and transparency
Herlocker et al. (2000) suggested that one of the reasons recommenders have had more success in low risk domains such as books, movies, and CDs, and less success in high-risk domains such as cars or real estate is that users are unwilling to risk very much based on a recommendation they do not understand. One possible solution is to provide explanations that give users confidence to act on the recommendation. Tintarev and Masthoff (2007) describe three motivations for explanations in recommender systems: (1) transparency, which shows the user how the recommendation was formed, so the user knows how much to trust it; (2) trust, which encourages the user to take the recommendation independent of how accurate the recommendation is, and (3) scrutability, which enables the user to take action to let the system know of mistakes in the data used for the recommendations, so future recommendations can be improved. The explanations can be of a wide range of types. For instance Maes (1994) discusses a booking agent that represents its internal state as a facial expression intended to give the users insight into its confidence. Herlocker et al. (2000) studied a variety of statistical presentations that explained the recommendation in terms of the neighborhood of similar users, and found that very simple explanations were more effective than more sophisticated representations of how the algorithm actually worked. (Vig et al. 2009 ) showed that explanations can be effective even if they are in a completely different dimension (tags) than the dimension the algorithm was using for the computation (ratings). Studies have shown that users like explanations, and use the explanations to help make decisions about which items to purchase (Herlocker et al. 2000; Tintarev and Masthoff 2008; Vig et al. 2009 ). Further, users feel the explanations help them understand the recommendations better, and make choices that better fit their current mood or interests (Vig et al. 2009 ). Hook et al. (1996 discussed ways to form explanations in adaptive systems. Tintarev and Masthoff (2012) provide a more detailed review of research on explanations in recommender systems. We share their conclusion that additional work is needed in the field, particularly to explore the extent to which the recommendations are actually improving user decision-making, to explore the costs and benefits of scrutability in improving recommendations, and to understand the effects of explanations in the context of live, deployed systems.
Looking forward
Recommender systems has grown as an area of both research and practice. Over the past four years, for example, the annual ACM Recommender systems conference has grown from 120 to 320 attendees, and from 35 to 129 full paper submissions. Furthermore, a wave of second generation recommender companies offer more complete commerce and content solutions. As the field moves forward, we believe user experience concerns will continue to drive advances in algorithms, interfaces, and systems.
A key challenge
A key challenge to the field of recommender systems as a whole is the integration of content-based approaches (including use of product information and other metadata, user demographics, and profiles of user content preferences), collaborative approaches (including explicit and implicit ratings, tagging, and other behavioral indicators of user preference), and contextual approaches (including understanding business rules, location, user task and mood, interfaces and interaction appropriate to the situation, and other contextual cues and constraints) into comprehensive, practical recommender systems. We are already seeing indications of strong interest in this direction. While the Netflix challenge focused solely on prediction, a 2010 contest challenged researchers to develop context-aware recommendations, looking at factors such as mood and time of year (the Challenge on Context-Aware Movie Recommendation, http://www. dai-labor.de/camra2010). Looking at issues that cut across the fifteen themes we discuss above, we see three specific "choke points" that must be addressed to keep the field moving forward towards addressing this key challenge:
Scalability. As we continue to integrate more information into recommender systems, and as we expect them to adapt to greater contextual challenges, the problems of algorithmic and system scalability only grow. One long-running challenge is to recommend the next item in a sequence of items to be explored (e.g., the next lesson in an online learning system). Such a recommender requires not only ratings of the individual lessons, but also information on sequence and dependency. Similar challenges exist with other forms of context and with recommenders that hope to tap the wide range of implicit behavior that can today be recorded through web browsing behavior. In response, we will need both fundamental computational advances (such as better fast approximations for dimensionality reduction) and recommender-specific performance research.
Better exploitation of user-contributed content. The Web has permanently become a participatory medium, and the wealth of available information is staggering. Aside from implicit behavior data such as time-spent reading and links followed, we now have access to an unprecedented amount of review data (consider, for instance, the over 40 million reviews and opinions at TripAdvisor.com, multiplied by hundreds of other community review sites), comments, tags, blog posts, tweets, facebook updates, and much more. A key challenge for recommender system developers is to find ways to use this content to improve recommender systems while still respecting individual privacy.
Research infrastructure. As the field grows, we face significant challenges in research infrastructure and standards. While there are a few widely-used datasets, they are mostly concentrated on entertainment domains such as movies, and even for these datasets the field lacks standards for reporting experimental results (one notable problem is that some researchers ignore predictions their system cannot make, while others penalize themselves or substitute a non-personalized prediction). The challenge is that much larger when considering live user studies, especially field studies. Over the next several years, we hope to see the community develop not only common research standards and metrics, but also a set of shared research resources where novel user experiences can be presented to long-term users of ongoing recommender communities. Eventually, we expect any significant algorithmic advance to go through stages of being tested on standard datasets, and then if promising tested on real users in one or more live systems.
