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ON THE MAXIMAL RATE OF CONVERGENCE
UNDER THE RICCI FLOW
BRETT KOTSCHWAR
ABSTRACT. We estimate from above the rate at which a solution to the normalized Ricci
flow on a closed manifold may converge to a limit soliton. Our main result implies that
any solution which converges modulo diffeomorphisms to a soliton faster than any fixed
exponential rate must itself be self-similar.
1. INTRODUCTION
LetM be a compact manifold. We will consider solutions to the normalized Ricci flow
(1.1)
∂g
∂t
= −2
(
Rc(g) +
σ
2
g
)
onM for a fixed σ ∈ {−1, 0, 1}. This equation is homothetically equivalent to the usual
Ricci flow: when σ 6= 0, the transformations
g˜(t) = (1 + σt)g
(
σ−1 log(1 + σt)
)
, g(t) = e−σtg˜
(
σ−1(eσt − 1)) ,
convert a solution g(t) of (1.1) into a solution g˜(t) of the Ricci flow and vice-versa.
On a compact manifold M , the fixed points of the normalized Ricci flow modulo the
action of Diff(M) are gradient Ricci solitons, satisfying
(1.2) Rc(g) +∇∇f + σ
2
g = 0
for some f ∈ C∞(M). In fact, compact steady and expanding solitons are necessarily Ein-
stein [I], so the function f may be taken to be constant when σ ≥ 0. It will be convenient
nevertheless to use (1.2) to describe all three cases in a unified way.
In this paper, we will consider the Ricci flow in more-or-less ideal circumstances, in
which a solution to the normalized equation (1.1) exists for all t ∈ [0,∞), and converges,
modulo diffeomorphisms, to a limit satisfying (1.2). In such circumstances, one can ask
at what rate the convergence takes place. Our main result shows that this rate is at most
exponential unless the solution is self-similar.
Theorem 1.1. Let (M, g¯) be a closed Ricci soliton satisfying (1.2) and g(t) a smooth
solution to (1.1) on M × [0,∞) for some fixed σ ∈ {−1, 0, 1}. Suppose that there is a
sequence of times ti → ∞ and φi ∈ Diff(M) such that φ∗i g(ti)→ g¯ in Ckg¯ for all k ≥ 0.
Then, either
(1.3) ‖φ∗i g(ti)− g¯‖C2g¯ ≥ Ce−mti
for some m > 0 and C > 0 or there exists a smooth family Φt ∈ Diff(M) such that
Φ∗t g(t) = g¯ for all t ≥ 0.
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Of course, associated to each soliton (M, g¯, f¯ , σ) satisfying (1.2), there is a self-similar
solution g(t) = ψ∗t g¯ to (1.1) defined for t ∈ [0,∞) where ψt is the one-parameter family
of diffeomorphisms generated by ∇¯f¯ . Taking φt = ψ−1t ◦ θt for different families of
diffeomorphisms θt converging to an isometry of g¯, we may prescribe the rate at which
φ∗t g(t) = θ
∗
t g¯ converges to g¯ (or, indeed, arrange for it to coincide with g¯ for all t). The
theorem asserts that sequential convergence at a super-exponential rate can only occur in
this way, that is, for a solution moving exclusively within a fixed Diff(M)-orbit of g¯.
At the same time, there may be solutions to (1.1) which converge to a general soliton g¯
at arbitrarily high (but fixed) exponential rates, so the dichotomy asserted by the theorem
is optimal in a sense.
Under the correspondence between the normalized and unnormalized Ricci flows de-
scribed above, a maximal solution g˜(t) to the unnormalized Ricci flow on M × [0, 1)
satisfying the Type-I curvature and diameter bounds
(1 − t)|Rm(g˜(t))| ≤ C, diam(M, g˜(t)) ≤ C√1− t,
corresponds to an immortal solution g(t) to (1.1) with σ = −1 satisfying the uniform
bounds |Rm(g(t))| ≤ C and diam(M, g(t)) ≤ C for t ≥ 0. For such a solution g(t),
Sˇesˇum [Se] proved that for any sequence ti → ∞, there is a sequence φi of diffeomor-
phisms such that φ∗i g(ti) subconverges to a shrinking soliton g¯. Provided at least one of
the limit solitons g¯ is integrable, she proved that it is unique, up to diffeomorphisms, and
that there is a smooth family of diffeomorphismsψt for which ψ
∗
t g(t) converges smoothly
to g¯ as t→∞ at a rate that is at least exponential. Using an approach of Sun-Wang [SW],
the integrability condition was later removed by Ache [A], however, the convergence in
the general case is only guaranteed to occur at a polynomial rate. (It is expected that there
are solutions to (1.1) which converge at precisely polynomial rates; Carlotto-Chodosh-
Rubinstein [CCR], for example, have constructed such “slowly-converging” solutions for
the Yamabe flow.)
The analogs of Theorem 1.1 for parabolic equations are classical [AN], [CL]. For the
linear heat equation, there is a particularly elementary proof. Given a solution u : M ×
[0,∞) → R to ∂u∂t = ∆u on a compact manifold (M, g), a short computation shows that
the L2-norm E(t) =
´
M u
2(x, t) dVg is log-convex in t. This implies that
E(t) ≥ E(0)e−N0t, N0 = log(E(0)/E(1))
for t ≥ 0. The work which follows was originally motivated by a desire to find a compara-
bly direct and effective argument for solutions of (1.1), where the situation is complicated
by the nonlinearity of the equation and the degeneracy induced by its invariance under the
diffeomorphism group. The problem is to parlay the sequential convergence in the hy-
potheses into smooth convergence relative to some gauge in which the rate of convergence
can be conveniently measured and is comparable to the rate of convergence of the original
solution.
Our approach is to reduce the problem to that of smooth convergence under the gra-
dient flow of an entropy functional µσ which encodes normalized, fixed-scale versions of
Perelman’s µ- and λ-functionals and the expander entropy µ+ introduced in [FIN]. Our
argument in fact shows that under the assumptions of Theorem 1.1, for a ≫ 0, there are
(reasonably effective) constants C0 and N0 such that
µσ(g¯)− µσ(g(t)) ≥ C0‖∇µσg(a)‖2g(a)e−N0t
for all t ≥ a. Here ‖ · ‖g(a) denotes a weighted L2-norm; we will give precise definitions
shortly for µσ and ‖ · ‖g(a) in Sections 2 and 3 below.
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For the reduction to the gradient flow, we use the Łojasiewicz-Simon inequalities and as-
sociated methods developed by Sun-Wang [SW] (cf. [A]) for the case σ = −1, Haslhofer-
Mu¨ller [HM] (cf. [Hs]) for the case σ = 0, and Kro¨ncke [Kr] for the case σ = 1. The
approaches in [A, HM, Kr] in turn rely on the general Łojasiewicz-Simon inequality in
[CM].
To estimate the rate of convergence of these gradient flows, we derive a differential
inequality for the Dirichlet quotient associated to the weighted Einstein operator along the
flow, modifying the classical technique of Agmon-Nirenberg [AN] to fit our situation. This
portion of the argument relies on an analysis of the entropy functional µσ at the level of
its third variation. From an upper bound on this Dirichlet-Einstein quotient, we obtain a
lower bound on the weighted L2-norm of the gradient ∇µσ of µσ along the flow and a
corresponding bound for the entropy µσ itself. When (M, g¯) is Einstein and one assumes
smooth convergence in place of sequential convergence in Theorem 1.1, one can avoid the
passage through the modified flow and work directly with (1.1). See the remarks in Section
4.4.
The conclusion of Theorem 1.1 is related in some respects to the unique continuation
result in [KW], which asserts that any shrinking soliton on an end E ⊂ Sk × Rn−k which
agrees to infinite order at spatial infinity with the standard cylindrical metric must coincide
with the cylinder (or with a quotient thereof). The parabolic interpretation of this result is
that any shrinking self-similar solution to the unnormalized Ricci flow defined on E× [0, 1)
which agrees to infinite order at spatial infinity and near the singular time t = 1 with the
shrinking cylindrical solution must be identical (up to a quotient) to that solution. In the
edge-case k = n (which is not addressed in [KW]), dropping the assumption of self-
similarity, the question is whether a maximal solution g(t) to the unnormalized Ricci flow
g(t) on Sn× [0, 1)which agrees to infinite order with the standard shrinking sphere g˚(t) =
2(n− 1)(1− t)gSn at the singular time (in the sense that ‖g(t)− g˚(t)‖Ck = O((1− t)m)
for all m and all k sufficiently large) must coincide with g˚(t). Theorem 1.1 implies in
particular that it must.
In this direction, Strehlke [St1] has recently proven (by an alternative approach) that
a closed convex solution to the normalized mean-curvature flow cannot converge faster
than exponentially to the round sphere unless it coincides with the sphere. His result has
applications to the problem of the regularity of the arrival time function near an isolated
critical point [St2].
2. ENTROPY AND THE MODIFIED FLOW
LetM be a closed manifold and letR(M) denote the set of Riemannian metrics onM .
DefineWσ : R(M)× C∞(M) −→ R by
Wσ(g, f) =
ˆ
M
(
R+ |∇f |2 − σf) e−f dVg.
When σ = −1, Wσ(g, f) is a normalized version of Perelman’s entropy W(g, f, 1) [P]
taken at the fixed scale τ = 1, and, when σ = 1, it is a normalized version of the analogous
expander entropyW+(g, f, 1) introduced in [FIN]. When σ = 0,Wσ(g, f) is Perelman’s
F -energy.
As in [P], [FIN], we define
µσ(g) = inf
{
Wσ(g, f)
∣∣∣∣ f ∈ C∞(M),
ˆ
M
e−f dVg = 1
}
.
4 BRETT KOTSCHWAR
For fixed g, µσ(g) is finite and is achieved by a smooth minimizer f satisfying the equation
(2.1) 2∆f − |∇f |2 +R− σf = µσ(g).
Note that µ0 is Perelman’s λ-functional, while µ−1 and µ1 are, respectively, normalized
versions of Perelman’s µ-entropy [P] and its expanding counterpart µ+ defined in [FIN].
As a map µσ : R(M) −→ R, µσ is diffeomorphism-invariant. Along a solution g(t) to
(1.1), µσ(g(t)) is monotone-increasing and is constant precisely when g(t) is self-similar.
It is shown in [HM, Kr, SW] that, for metrics g sufficiently close to a soliton g¯, the
minimizer f = fg is unique and depends analytically on g. (The minimizer fg is always
unique when σ = 0, 1, but need not be if σ = −1.) At such metrics, the L2(e−fdVg)-
gradient of µσ is given by
∇µσ(g) = −
(
Rc(g) +∇∇fg + σ
2
g
)
.
We wish to convert Theorem 1.1 into a question of the maximal rate of smooth conver-
gence under the gradient flow of µσ , that is,
(2.2)
∂g
∂t
= −2
(
Rc(g) +∇∇fg + σ
2
g
)
.
We will call (2.2) the modified Ricci flow. Along a solution to (2.2),
(2.3)
d
dt
µσ(g(t)) = 2
ˆ
M
∣∣∣Rc(g(t)) +∇∇fg(t) + σ
2
g(t)
∣∣∣2
g(t)
e−fg(t) dVg(t)
The well-posedness and long-time existence of this equation are troublesome matters in
general, but for our purposes, we will need only to work in the vicinity of a soliton, where
a solution to (1.1) can be transformed into a local solution to (2.2) by pull-back by a family
of diffeomorphisms. The facts we need are contained in Lemmas 2.2 and Lemma 3.1 of
[SW] (cf. [A]) for the case σ = −1, Theorem 3 of [HM] for the case σ = 0, and Lemma
6.1 and Theorem 6.2 of [Kr] for the case σ = 1. We collect these facts in the theorem
below.
Theorem 2.1 ([HM, Kr, SW]). Let k ≥ 2 and α ∈ (0, 1). Suppose (M, g¯) satisfies (1.2).
Then there is a Ck,αg¯ neighborhoodU of g¯ inR(M) such that, for all g ∈ U :
(a) There is a unique fg ∈ C∞(M) satisfying
µσ(g) =Wσ(g, fg),
ˆ
M
e−fg dVg = 1,
and the map P : U → Ck,α(M) with P (g) = fg is analytic.
(b) There are constants CL and θ ∈ [1/2, 1) such that
(2.4) |µσ(g¯)− µσ(g)|θ ≤ CL‖Rc(g) +∇∇fg + (σ/2)g‖L2(e−fg dVg).
In the shrinking case (σ = −1), the range of k stated above differs slightly from that in
[SW]. To obtain the above statement for k ≥ 2 (as opposed to k ≫ 1) one may replace
the implicit function theorem argument in Lemma 2.2 in [SW] with an the analog of the
argument in Lemma 6.1 of [Kr], which is based on a second-order rather than fourth-order
operator, and use the alternative proof of the Łojasiewicz inequality via [CM] in Appendix
A of the paper of Ache [A]. The improvement in regularity is not essential for our purposes,
however.
Following [A, SW], we will call neighborhoodsU of the kind guaranteed by the theorem
regular neighborhoods and metrics regular if they belong to a regular neighborhood.
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3. SOME PRELIMINARIES ON THE MODIFIED FLOW
In this section, we will derive some fundamental identities for solutions to (2.2). We
will first need to fix some notation.
3.1. Identities on weighted Riemannian manifolds. Recall that, for f ∈ C∞(M), the
weighted divergence operator divf : C
∞(S2T ∗M) → C∞(T ∗M) and its L2(e−fdVg)-
adjoint div∗f : C
∞(T ∗M)→ C∞(S2T ∗M) are defined by
divf W = e
f div(e−fW ) = divW −W (∇f, ·), (div∗f X) = div∗X = −LX♯g,
that is,
(divf W )j = ∇iWij −Wij∇if, (div∗f X)ij = −
1
2
(∇iXj +∇jXi),
and the f -Laplacian and f -Einstein operators
∆f : C
∞(T k(T ∗M))→ C∞(T k(T ∗M)), f : C∞(S2T ∗M)→ C∞(S2T ∗M),
act on smooth tensor fieldsW by
∆fW = ∆W −∇∇fW, fW = ∆fW + 2Rm(W ).
Here, Rm(W )ij = RikljWkl; we will also at times write Rm(U,W ) = 〈Rm(U),W 〉.
We further define
Sσ(g, f) = Rc(g) +∇∇f + σ
2
g,(3.1)
Mσ(g, f) = 2∆f − |∇f |2 +R− σf,(3.2)
for g ∈ R(M).
When g is a soliton with potential f satisfying (1.2), Sσ(g, f) = 0 and Mσ(g, f) =
const. When f is an entropy minimizer for g, satisfying
´
M e
−f dVg = 1 andWσ(g, f) =
µσ(g), we have ∇µσ(g) = −Sσ(g, f) and Mσ(g, f) = µσ(g). In general, Sσ and Mσ
are related by the following weighted Bianchi-type identity.
Lemma 3.1. For all g ∈ R(M) and f ∈ C∞(M),
(3.3) divf S
σ(g, f) =
1
2
∇Mσ(g, f).
Proof. Note that
(divf Rc)j = ∇iRij −∇ifRij = ∇jR
2
−∇ifRij ,
and
(divf ∇∇f)j = ∆∇jf −∇if∇i∇jf = ∇ifRij +∇j
(
∆f − |∇f |
2
2
)
,
while
divf ((σ/2)g)j = −(σ/2)∇jf.
Summing these identities yields (3.3). 
The following commutator identity is key to the estimate of the Dirichlet quotient in the
next section. The proof is a straightforward but somewhat lengthy calculation.
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Lemma 3.2. Suppose f ∈ C∞(M). Then Sσ = Sσ(g, f) satisfies
divf fS
σ = ∆f divf S
σ − σ
2
divf S
σ +
1
2
∇|Sσ|2 + 1
2
Sσ(∇Mσ, ·).(3.4)
In particular,
(3.5) divf fS
σ =
1
2
∇|Sσ|2
ifMσ(g, f) is constant.
Proof. Write S = Sσ andM =Mσ . First, we have
(divf ∆fS)j = ∇i (∆Sij −∇kSij∇kf)− (∆Sij −∇kSij∇kf)∇if
= ∇i∆Sij −∇i∇kSij∇kf −∇kSij∇i∇kf −∆Sij∇if +∇kSij∇if∇kf,
while
(∆f divf S)j = ∆(∇iSij −∇ifSij)−∇kf∇k(∇iSij −∇ifSij)
= ∆∇iSij −∆∇ifSij − 2∇k∇if∇kSij −∆Sij∇if −∇k∇iSij∇kf
+
1
2
∇i|∇f |2Sij +∇kSij∇kf∇if
= ∆∇iSij −∇k∇iSij∇kf − Sij∇i
(
∆f − 1
2
|∇f |2
)
−RikSij∇kf
− 2∇k∇if∇kSij −∆Sij∇if +∇kSij∇if∇kf,
so
[divf ,∆f ]Sj = [∇i,∆]Sij − [∇i,∇k]Sij∇kf +∇i∇kf∇kSij +Rik∇kfSij
+ Sij∇i
(
∆f − 1
2
|∇f |2
)
= [∇i,∆]Sij +RikjpSip∇kf +∇i∇kf∇kSij
+ Sij∇i
(
∆f − 1
2
|∇f |2
)
,
where we have used
−[∇i,∇k]Sij = RikipSpj +RikjpSip = −RkpSpj +RikjpSip.
Now,
[∇i,∆]Sij = 1
2
∇pRSpj + Sip(∇pRji −∇jRpi) +Rap∇aSpj − 2Riajp∇aSip,
which, since
Sip(∇pRji −∇jRpi) = Sip(∇pSji −∇jSpi) + SipRpjiq∇qf,
can be rewritten as
[∇i,∆]Sij = 1
2
∇pRSpj + Sip(∇pSji −∇jSpi) + SipRpjiq∇qf +Rap∇aSpj
− 2Riajp∇aSip.
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Combined with the expression above, then, we have
[divf ,∆f ]Sj = Sip(∇pSji −∇jSpi) + 2Riajp∇aSip +Rap∇aSpj
+∇i∇kf∇kSij + 1
2
Sij∇i
(
2∆f − |∇f |2 +R)
= Sip(2∇pSji −∇jSpi) + 2Riajp∇aSip − σ divf Sj .
+
1
2
Sij∇i
(
2∆f − |∇f |2 +R− σf) .
(3.6)
On the other hand,
divf Rm(S)j = ∇iRipqjSpq +Ripqj∇iSpq −∇ifRipqjSpq
= (∇jRqp −∇qRjp −∇ifRjqpi)Spq +Ripqj∇iSpq
= (∇jSqp −∇qSjp)Spq +Ripqj∇iSpq,
which, combined with (3.6), yields
(divf fS −∆f divf )Sj = [divf ,∆f ]Sj + 2divf (Rm(S))j
= [divf ,∆f ]Sj + 2(∇jSqp −∇qSjp)Spq + 2Ripqj∇iSpq
= Sip∇jSip − σ divf Sj + 1
2
Sij∇iM
=
1
2
∇j |S|2 − σ divf Sj + 1
2
Sij∇iM,
which is (3.4). 
3.2. Evolution equations under the modified Ricci flow. For the remainder of this sec-
tion, we will assume that g = g(t) is a smooth solution to the modified Ricci flow (2.2) on
M × [0, T ), T ∈ (0,∞], with associated potential f = fg(t) satisfying
(3.7) Wσ(g(t), fg(t)) = µσ(g(t)),
ˆ
M
e−fg(t) dVg(t) = 1,
and therefore also
Mσ(g(t), fg(t)) = µσ(g(t)),
for t ∈ [0, T ). Since f is determined by g, we will write Sσ(g) (or simply Sσ) in place of
Sσ(g, f).
In the computations below, it will be convenient to use the operator Dt which acts on
families of k-tensors V = V (t) by
DtVa1a2···ak =
∂
∂t
Va1a2···ak − Sσa1pVpa2···ak − Sσa2pVa1p···ak − · · · − SσakpVa1a2···p,
which satisfies the product rule
d
dt
〈V,W 〉 = 〈DtV,W 〉+ 〈V,DtW 〉,
relative to the inner product on T k(T ∗M) induced by g(t). In terms of a smooth fam-
ily {ei(t)}ni=1 of local frames which is evolving so as to remain orthogonal under (2.2),
DtVa1a2···ak expresses the components of the total derivative
DtVa1a2···ak =
d
dt
V (ea1(t), ea2(t), . . . , eak(t)).
See [Ha2] or Appendix F of [CRF] for a natural interpretation of the operatorDt.
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Under (2.2), we have ∂∂t
(
e−fdVg
)
= −HdVg where
(3.8) H =
∂f
∂t
+ trg S
σ.
Together, Sσ andH satisfy a coupled system of equations which we now derive.
Proposition 3.3. Suppose that g = g(t) satisfies (2.2) onM × [0, T ) and f = fg(t). Then
Sσ = Sσ(g(t)) satisfies
(3.9) DtS
σ = fS
σ +∇∇H.
Proof. We first compute the linearization of the operator
Sσ(g, f) = Rc(g) +∇∇f + (σ/2)g
acting on general g ∈ R(M) and f ∈ C∞(M) in the directions δg = h and δf = k. We
claim that
δSσij = −
1
2
∆fhij − Rm(h)ij − div∗f divf hij +
1
2
(
Sσilhlj + hilS
σ
lj
)
+∇i∇j
(
k − 1
2
trg h
)
.
(3.10)
To see this, we start with the well-known formula
δRij = −1
2
∆hij − Rm(h)ij − div∗ div hij − 1
2
∇i∇j trg h+ 1
2
(Rilhlj +Rjlhil)
for the linearization of the Ricci tensor (see, e.g., [B]). Using
div hj = divf hj + h(∇f)j , div∗f = div∗,
we obtain
div∗ div hij = div
∗ divf hij + div
∗(h(∇f))ij
= div∗f divf hij −
1
2
(hil∇l∇jf + hjl∇i∇lf)− 1
2
(∇ihjl +∇jhil)∇lf,
and thus
δRij = −1
2
∆fhij − Rm(h)ij − div∗f divf hij −
1
2
∇i∇j trg h
+
1
2
(Ril +∇i∇lf)hlj + 1
2
(Rjl +∇j∇lf)hil
+
1
2
(∇ihjl +∇jhil −∇lhij)∇lf.
But,
δ∇i∇jf = ∇i∇jk − 1
2
(∇ihjl +∇jhil −∇lhij)∇lf,
and by summing the identities, we arrive at
δ(Rij +∇i∇jf) = −1
2
∆fhij − Rm(h)ij − div∗f divf hij +∇i∇j
(
k − 1
2
trg h
)
+
1
2
(Ril +∇i∇lf)hlj + 1
2
(Rjl +∇j∇lf)hil
= −1
2
∆fhij − Rm(h)ij − div∗f divf hij +∇i∇j
(
k − 1
2
trg h
)
+
1
2
(
Sσilhlj + S
σ
jlhil
)− σ
2
hij ,
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and (3.10) follows.
Now we turn to the evolution equation (3.9) for S = Sσ(g(t)). By Lemma 3.1,
divf S = 0 for each t, so applying (3.10) with hij = −2Sij and k = ∂f∂t , we find that
∂
∂t
Sij = ∆fSij + 2Rm(S)ij − 2SikSkj +∇i∇j
(
∂f
∂t
+ trg S
)
.
Since
DtSij =
∂
∂t
Sij + 2SikSkj ,
and
∂f
∂t
+ trg S =
∂f
∂t
+∆f + R+
σn
2
= H,
we then obtain (3.9). 
Here and elsewhere, we will use (·, ·) to denote the L2-inner product
(V,W ) =
ˆ
M
〈V,W 〉g e−fdVg
on C∞(T k(T ∗M)) and ‖ · ‖ to denote the associated norm.
Proposition 3.4. Suppose that g = g(t) satisfies (2.2) onM × [0, T ) and f = fg(t). Then
(3.11) ∆fH =
σ
2
H − |Sσ|2 + ‖Sσ‖2,
ˆ
M
H e−f dVg ≡ 0.
Proof. The second equation in (3.11) follows directly from (3.7) and (3.8). We will derive
the first equation from (2.1).
Let S = Sσ. Using divf S = divS − S(∇f, ·) = 0, we compute that
∂
∂t
(∆f) = ∆
∂f
∂t
+ 2〈S,∇∇f〉+ 〈2 divS −∇ trg S,∇f〉
= ∆
∂f
∂t
+ 2〈S,∇∇f〉+ 2S(∇f,∇f)− 〈∇ trg S,∇f〉.
(3.12)
Next, we see that
∂
∂t
|∇f |2 = 2S(∇f,∇f) + 2
〈
∇∂f
∂t
,∇f
〉
,(3.13)
and, using
div divS = div(divf S) + 〈divS,∇f〉+ 〈S,∇∇f〉 = S(∇f,∇f) + 〈S,∇∇f〉,
together with standard variation formulas for the scalar curvature, that
∂
∂t
R = 2∆trg S − 2 div(divS) + 2〈S,Rc〉
= 2∆trg S − 2S(∇f,∇f) + 2〈S,Rc−∇∇f〉.
(3.14)
From (3.12), (3.13), and (3.14), we then obtain
d
dt
µσ(g(t)) =
∂
∂t
(
2∆f − |∇f |2 +R− σf)
= 2∆H − 2 〈∇H,∇f〉+ 2 〈S,Rc+∇∇f〉 − σ∂f
∂t
= 2∆fH − σH + 2|S|2.
Since ddtµσ(g(t)) = 2‖S‖2, this implies the first equation in (3.11). 
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4. ESTIMATING THE DIRICHLET-EINSTEIN QUOTIENT
In this section, we continue to assume that g = g(t) is a smooth solution to the modified
Ricci flow (2.2) onM × [0, T ). Define
E(t) = ‖Sσ‖2, F (t) = ‖∇Sσ‖2 − 2 (Rm(Sσ), Sσ) ,
where Sσ = Sσ(g(t)) and, as before, ‖ · ‖ and (·, ·) denote the L2-norm and inner prod-
uct relative to g(t) and e−fg(t) dVg(t). When E(t) 6= 0, we define the Dirichlet-Einstein
quotient
(4.1) N(t) = F (t)/E(t).
We will derive a differential inequality forN which will allow us to control it from above.
The upper bound onN will in turn yield a lower bound on E. Define the operators L0 and
L1 by
L0W = DtW −fW −∇∇H, L1W = DtW +fW −∇∇H.
By (3.9), L0Sσ ≡ 0.
4.1. Evolution equations. In the next two propositions, we compute the evolution equa-
tions for the quantities E(t) and F (t).
Proposition 4.1. Suppose that g(t) solves (2.2) on M × [0, T ) and f = fg(t). Then E
satisfies
E˙(t) = −2F (t)− (HSσ, Sσ)
= (L1Sσ, Sσ)− (HSσ, Sσ).
(4.2)
Proof. Let S = Sσ. To begin, we have
(4.3) E˙(t) = 2(DtS, S)− (HS, S),
and using (3.9) and integrating by parts, we obtain
(DtS, S) = (∆fS + 2Rm(S) + 2 div
∗
f ∇H,S)
= −‖∇S‖2 + 2(Rm(S), S) + 2(∇H, divf S).
But divf S ≡ 0, so (DtS, S) = −F , and the first identity follows from (4.3).
For the second identity, we write the first term of (4.3) instead as
2(DtS, S) = ((Dt +f)S, S) + ((Dt −f )S, S)
= (L1S, S) + (L0S, S) + 2(∇∇H,S)
= (L1S, S),
since L0S = 0, and (∇∇H,S) = −(∇H, divf S) = 0 as above. 
Proposition 4.2. Suppose that g(t) solves (2.2) onM × [0, T ). Then F satisfies
(4.4) F (t) = −1
2
(L1Sσ, Sσ), F˙ (t) = −1
2
‖L1Sσ‖2−E2(t)+ (|Sσ|2Sσ, Sσ)+J(t),
where
J(t) = 2
ˆ
M
( 〈[Dt,∇i]Sσ,∇iSσ〉 − (DtRm)(Sσ, Sσ))e−f dV
−
ˆ
M
H
(σ
2
|Sσ|2 + |∇Sσ|2 − 2Rm(Sσ, Sσ)
)
e−f dV.
(4.5)
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Proof. Let S = Sσ. Integrating by parts and using that L0S = 0 and (∇∇H,S) = 0, we
see that
F = −(fS, S) = 1
2
((
(Dt −f )S −∇∇H,S
)− ((Dt + f)S −∇∇H,S))
= −1
2
(L1S, S),
which is the first identity in (4.4).
For the second identity, we first compute directly that
F˙ = 2
ˆ
M
(〈Dt∇iS,∇iS〉 − 2Rm(DtS, S))e−f dV
−
ˆ
M
(
H(|∇S|2 − 2Rm(S, S)) + 2DtRm(S, S)
)
e−f dV,
(4.6)
and, then, thatˆ
M
(〈Dt∇iS,∇iS〉 − 2Rm(DtS, S))e−f dV
=
ˆ
M
(〈[Dt,∇i]S,∇iS〉 − 〈∆fS + 2Rm(S), DtS〉)e−f dV
=
ˆ
M
(〈[Dt,∇i]S,∇iS〉 − 〈fS,DtS〉)e−f dV.
Next, we write
−(fS,DtS) = −(fS,DtS −∇∇H)− (fS,∇∇H)
=
1
4
‖L0S‖2 − 1
4
‖L1S‖2 + (divf fS,∇H)
= −1
4
‖L1S‖2 + (divf fS,∇H),
and use (3.4) and (3.11) to compute that
(divf fS,∇H) = 1
2
(∇|S|2,∇H) = −1
2
(∆fHS, S)
=
1
2
(
(|S|2S, S)− σ
2
(HS, S)− ‖S‖4
)
.
Thus,
2
ˆ
M
(〈Dt∇iS,∇iS〉 − 2Rm(DtS, S))e−f dV
= −1
2
‖L1S‖2 − σ
2
(HS, S) + (|S|2S, S)− E2,
which, substituted into (4.6), yields the identity for F˙ in (4.4). 
4.2. Estimating error terms. Next we estimate the error terms in the quantity J(t) ap-
pearing in the evolution equation for F (t). We will use the notation
‖ · ‖∞ = ‖ · ‖∞;g(t)
to denote the supremum norm on the tensor bundles T k(T ∗M) induced by g(t).
12 BRETT KOTSCHWAR
Proposition 4.3. Suppose g(t) is a solution to the modified Ricci flow (2.2) onM × [0, T )
with
‖Rm(g(t))‖∞ ≤ K0, ‖Sσ(g(t))‖∞ ≤ K1.
There is a constant C = C(K0,K1) such that
(4.7) |([Dt,∇i]Sσ,∇iSσ)| ≤ C‖Sσ‖∞(‖Sσ‖2 + ‖∇Sσ‖2)
and
(4.8) |(DtRm(Sσ), Sσ)| ≤ C‖Sσ‖∞(‖Sσ‖2 + ‖∇Sσ‖2).
Consequently,
F˙ (t) ≤ −1
2
‖L1Sσ‖2 + C0(‖H‖∞ + ‖Sσ‖∞)(C1E(t) + F (t))(4.9)
for some constants Ci = Ci(K0,K1).
Proof. Let S = Sσ. The first inequality follows directly from the pointwise identity
[Dt,∇i]Sjk = Sil∇lSjk + (∇jSil −∇lSij)Slk + (∇kSil −∇lSik)Sjl.
For the second inequality, we first rewrite the identity
∂
∂t
Rijkl = ∇i∇lSjk +∇j∇kSil −∇i∇kSjl −∇j∇lSik +RijplSpk +RijkpSpl
in terms of theDt operator to obtain
DtRijkl = ∇i∇lSjk +∇j∇kSil −∇i∇kSjl −∇j∇lSik
−RpjklSip −RipklSjp.(4.10)
Integrating by parts and using that divf S ≡ 0, we then see thatˆ
M
∇i∇lSjkSilSjke−f dV = −
ˆ
M
∇lSjk ((divf S)lSjk + Sil∇iSjk) e−f dV
= −
ˆ
M
∇lSjkSil∇iSjke−f dV,
and hence that ∣∣∣∣
ˆ
M
∇i∇lSjkSilSjke−f dV
∣∣∣∣ ≤ C‖S‖∞‖∇S‖2,
for some universal constant C. Estimating terms two through four in (4.10) similarly, we
obtain that
|(DtRm(S), S)| ≤ C‖S‖∞(‖∇S‖2 +K0‖S‖2).
Finally, for (4.9), note that
‖∇S‖2 − 2K0E ≤ F ≤ ‖∇S‖2 + 2K0E.
Combining (4.5) with (4.7) and (4.8) we then have
|J(t)| ≤ 2|([Dt,∇i]S,∇iS)|+ 2|(DtRm(S), S)|
+ 2‖H‖∞(‖∇S‖2 + (|σ|/2)‖S‖2 + |(Rm(S), S)|)
≤ C0(‖H‖∞ + ‖S‖∞)(C1E(t) + F (t)),
for some Ci = Ci(K0). Together with (4.4), this yields
F˙ (t) = −1
2
‖L1S‖2 − E2(t) + (|S|2S, S) + J(t)
≤ −1
2
‖L1S‖2 + C0(‖H‖∞ + ‖S‖∞)(C1E(t) + F (t))
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for some Ci = Ci(K0,K1). 
4.3. A differential inequality for the Dirichlet-Einstein quotient. Now we combine
Propositions 4.1, 4.2, and 4.3 to derive the key differential inequality for N(t) along the
modified flow.
Proposition 4.4. Suppose g(t) is a smooth solution to (2.2) on M × [0, T ), T ∈ (0,∞]
for which E(t) 6= 0 and
‖Rm(g(t))‖∞ ≤ K0, ‖Sσ(g(t))‖∞ ≤ K1.
Then there are constants Ci = Ci(K0,K1), i = 0, 1 such that
(4.11) N˙(t) ≤ C0 (‖H(t)‖∞ + ‖Sσ(g(t))‖∞) (N(t) + C1)
for all 0 ≤ t < T , where N(t) is as defined in (4.1).
Proof. Let S = Sσ(g(t)). We will use Ci to denote a sequence of positive constants
depending only onK0 andK1. On one hand, by (4.9), we have
F˙E ≤ −1
2
‖L1S‖2‖S‖2 + C0(‖H‖∞ + ‖S‖∞)E(C1E + F )(4.12)
On the other, using (4.2) and (4.4) and that
−|F | ≥ −‖∇S‖2 − 2K0E ≥ −F − 4K0E,
we have
E˙F = −1
2
(L1S, S)2 − (HS, S)F
≥ −1
2
(L1S, S)2 − ‖H‖∞E(F + 4K0E)
≥ −1
2
(L1S, S)2 − C0‖H‖∞E(C1E + F ).(4.13)
Combining (4.12) and (4.13), we obtain
N˙ =
F˙E − E˙F
E2
≤ (L1S, S)
2 − ‖L1S‖2‖S‖2
2E2
+ C0(‖H‖∞ + ‖S‖∞)(N + C1),
and (4.11) follows from Ho¨lder’s inequality. 
Now we use Proposition 4.4 to obtain a general lower bound for ‖Sσ(g(t))‖ and record
a simple upper bound in passing. These bounds in particular imply that a solution to (2.2)
which satisfies (1.2) on some time-slice must be static. Of course, the monotonicity of
µσ(g(t)) already implies that the future of such a solution is static; that its past is also
static can also be deduced from either of [K1, K2].
Proposition 4.5. Suppose g(t) is a smooth solution to (2.2) on M × [0, T ) where T ∈
(0,∞]. Assume that
‖Rm(g(t))‖∞ ≤ K0, ‖Sσ(g(t))‖∞ ≤ K1,
and
(4.14)
ˆ T
0
(‖Sσ(g(t))‖∞ + ‖H(t)‖∞) dt = Λ0 <∞.
Then there are positive constants N0 = N0(K0,K1,Λ0, N(0)) and N1 = N0(K0,Λ0)
where
N(0) =
{(‖∇Sσ‖2 − 2Rm(Sσ, Sσ))/‖Sσ‖2}∣∣
t=0
,
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such that
(4.15) e−N0(t+1)‖Sσ(g(0))‖2g(0) ≤ ‖Sσ(g(t))‖2g(t) ≤ eN1(t+1)‖Sσ(g(0))‖2g(0)
for all t ∈ [0, T ). In particular,
(4.16) µσ(g(s))− µσ(g(t)) ≥ 2N−10 ‖Sσ(g(0))‖2g(0)e−N0(t+1)
(
1− eN0(t−s)
)
for 0 ≤ t ≤ s < T .
Proof. Let S = Sσ(g(t)). For the upper bound in (4.15), note that we have
E˙(t) = −2F (t)− (HS, S) ≤ (4K0 + ‖H(t)‖∞)E(t)
from (4.2), so E(t) ≤ E(0) exp(4K0t+ Λ0).
For the lower bound, assume first that E(t) > 0 on [0, T ). Then N(t) is well-defined
and by Proposition 4.4,
N˙(t) ≤ C1(‖S(t)‖∞ + ‖H(t)‖∞)(N(t) + C2)
for some Ci = C1(K0,K1), i = 1, 2. Thus it follows from (4.14) that
N(t) ≤ N(t) + C2 ≤ eC1Λ0(N(0) + C2) + N˜0
for all t ∈ [0, T ). But, from (4.2),
(logE(t))′ ≥ −2N(t)− ‖H(t)‖∞ ≥ −2N˜0 − ‖H(t)‖∞,
so E(t) ≥ exp(−2N˜0t−Λ0)E(0), and the lower bound in (4.15) is valid providedE(t) 6=
0.
Suppose then thatE(t0) = 0 for some t0 ∈ [0, T ). We claim thatE(t) ≡ 0. To see this,
note that from the upper bound already proven, we must haveE(t) ≡ 0 on [t0, T ). Thus we
may assume that t0 is the infimum of all b ≥ 0 for whichE(b) = 0. If b > 0, then applying
the lower bound proven above to the interval [0, b), we see that E(t) ≥ e−N0(t+1)E(0) for
all t < b, and obtain a contradiction sending t to b. So we must have b = 0 and E(t) ≡ 0.
The inequality in (4.15) is trivial in this case.
Finally, (4.16) follows upon integrating µ′σ(g(t)) = 2E(t) and applying the left in-
equality in (4.15). 
4.4. A remark on the Einstein case. It is possible to use a variation on Proposition 4.5
to give a simpler proof of Theorem 1.1 in the special case that (M, g¯) is Einstein and the
convergence of g(t) to g¯ is smooth, rather than sequential. In this case, one can work just
with the normalized flow (1.1) and use analogs of the computations above with f ≡ 0
to estimate Sσ(g(t)) = Rc(g(t)) + (σ/2)g(t). Then, if
´∞
0 ‖Sσ(g(t))‖∞ dt < ∞ (for
example, if ‖g(t)− g¯‖C2g¯ < e−bt for some b,) it follows that
‖Sσ(g(t))‖2g(t) ≥ C0e−N0t ‖Sσ(g(0))‖2g(0)
for some C0,N0 > 0 where here ‖·‖g(t) = ‖·‖L2
g(t)
are now unweightedL2-norms. (Note
that, here,H = R + σn/2 = trg S
σ, so |H(t)| ≤ C|Sσ(g(t))|.)
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5. BOUNDING THE RATE OF CONVERGENCE FROM ABOVE
In this section, we convert Theorem 1.1 into a problem for the modified Ricci flow.
We will first show that for t ≫ 0, we can pull-back our solution to (1.1) by a family of
diffeomorphisms to obtain an immortal solution to (2.2) which converges smoothly to a
limit soliton as t → ∞. We will assemble our proof out of the Łojasiewicz arguments of
[A, HM, Kr, SW], following closely to the template provided by those references. We then
prove a refined version of Proposition 4.5 to bound the rate of convergence of the solution
to the modified flow from above.
First, however, we record a lemma that will allow us to control H(t) (as defined in
equation (3.8)) in terms of Sσ(g(t)) along (2.2) near a soliton. We use a simple estimate
on the lowest nontrivial eigenvalue of the weighted Laplacian associated to a soliton that
has been previously observed, e.g., in [CZ], [SW]. (When σ > 0 this control onH(t) can
be obtained directly from (3.11) and the maximum principle.)
Lemma 5.1. Let (M, g¯, f¯ , σ) be a compact soliton and α ∈ (0, 1). There is a regular
C2,αg¯ -neighborhoodU of g¯ in R(M) and a constant C = C(α, σ, g¯) on which
(5.1) ‖u‖C2,αg ≤ C‖(∆fg − σ/2)u‖C0,αg
for any u satisfying
´
M
ue−fg dVg = 0.
Proof. According to Theorem 2.1, there is aC2,αg¯ -neighborhoodV of g¯ inR(M) on which
fg is well-defined and depends continuously on g. On V , the lowest nonzero eigenvalue
λg = inf
{ ˆ
M
|∇u|2 e−fg dVg
∣∣∣∣
ˆ
M
u2 e−fg dVg = 1,
ˆ
M
u e−fg dVg = 0
}
of −∆fg depends continuously on g.
At the same time, for any g and f , there is the following weighted generalization of the
Bochner formula
(5.2) ∆f |∇u|2 = 2|∇∇u|2 + 2Sσ(g, f)(∇u,∇u)− σ|∇u|2 + 2〈∇∆fu,∇u〉.
For the soliton g¯, Sσ(g¯, f¯) = 0, so, applied to an eigenfunction u¯ of −∆f¯ and integrated
over (M, g¯) relative to e−f¯dVg¯ , this formula implies (as in [CZ], [SW]) that λg¯ > −σ/2.
Thus, there is some C2,αg¯ neighborhoodU ⊂ V on which
λg +
σ
2
≥ 1
2
(
λg¯ +
σ
2
)
> 0
for all g ∈ U , and the claim follows. 
5.1. Passing to a solution to the modified flow. The following statement is based on
Lemma 3.2 of [SW], Theorem 1 of [HM], and Theorem 7.3 of [Kr] (see also Sections 2
and 3 of [A]), where the stability hypotheses on the soliton in [HM] and [Kr] are replaced
by an priori entropy bound on the solutions to (1.1).
Proposition 5.2 ([HM],[Kr], [SW]). Let (M, g¯) be a compact soliton. For any k ≥ 2,
α ∈ (0, 1), and ǫ ∈ (0, 1), there exist δ > 0 and T0 > 0 such that if g(t) is an immortal
solution to (1.1) with ‖g(0) − g¯‖Ck+2,αg¯ < δ and µσ(g(t)) ≤ µσ(g¯) for all t ≥ 0, then
there is a smooth family φt ∈ Diff(M) with φT0 = Id such that g˜(t) = φ∗t g(t) solves (2.2)
on [T0,∞) and
(1) For all t ≥ T0, ‖g˜(t)− g¯‖Ck,αg¯ < ǫ.
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(2) For each l ≥ 0, ˆ ∞
T0
‖∇˜(l)Sσ(g˜(t))‖∞,g˜(t) dt ≤ Cl
for some Cl depending on g¯ and µσ(g¯)− µσ(g(0)).
(3) As t → ∞, g˜(t) converges smoothly to a soliton g∞ with ‖g∞ − g¯‖Ck,αg¯ < ǫ and
µσ(g∞) = µσ(g¯).
Up to a few small modifications, the proof follows those for similar assertions in [A,
HM, Kr, SW]. We include the details here for completeness. We will write
Bl,αǫ =
{
g ∈ R(M)
∣∣∣ ‖g − g¯‖Cl,αg¯ < ǫ
}
.
Proof. First, using Theorem 2.1 and reducing ǫ if needed, we may assume that Bk,αǫ is a
regular neighborhood of g¯ on which the Łojasiewicz inequality
(5.3) |µσ(g¯)− µσ(g)|θ ≤ CL‖∇µσ(g)‖
is valid for some θ ∈ [1/2, 1). We will specify δ over the course of the proof.
Let φ¯t ∈ Diff(M) be the one-parameter family generated by∇f¯ . Then φ¯∗t g¯ solves (1.1)
on (−∞,∞). Let T0 = T0(g¯) be equal either to the first positive time that φ¯∗t g¯ /∈ Bk,αǫ/8 , or
to one, whichever is smaller. By the continuous dependence of the Ricci flow (see Theorem
A of [BGI]) there is then a δ0 = δ0(ǫ, g¯) > 0 such that if g(0) ∈ Bk+2,αδ0 , then g(t) ∈ B
k,α
ǫ/4
for t ∈ [0, T0]. We will assume that 0 < δ ≤ δ0.
The metrics g(t) will at least be regular for t near T0. Taking φt to be the solution to
∂φ
∂t
= −∇fg(t) ◦ φ, φT0 = Id,
the family of metrics g˜(t) = φ∗t g(t) will solve the modified Ricci flow (2.2) with fg˜(t) =
fg(t) ◦ φt for t near T0. The solution g˜(t) can then be extended in a smooth and canonical
fashion as long as g˜(t) remains in a regular neighborhood of g¯. Let T ∈ (T0,∞] denote
the maximal time of existence of this smooth extension and let T1 ∈ (T0, T ] denote the
supremum of those T ∗ ≥ T0 such that g˜(t) ∈ Bk,αǫ/2 for t ∈ [T0, T ∗].
Now, g(t) ∈ Bk,αǫ/4 for t ∈ [0, T0] and ‖Rm(g(t)‖∞,g(t) = ‖Rm(g˜(t))‖∞,g˜(t) for
t ∈ [T0, T ). Thus there is some K0 = K0(g¯) such that ‖Rm(g(t))‖∞,g(t) ≤ K0 for all
t ∈ [0, T1). Standard derivative estimates for (1.1) then imply that
(5.4) ‖∇(l)Rm(g(t))‖∞,g(t) ≤ Kl, t ∈ [T0, T1),
for someKl = Kl(g¯), l ≥ 0. But (5.4) is diffeomorphism invariant, so
‖∇˜(l)Rm(g˜(t))‖∞,g˜(t) ≤ Kl, t ∈ [T0, T1)
as well. Since Bk,αǫ is regular, we then have
‖∇˜(l)f˜‖∞,g˜(t) ≤ K ′l , t ∈ [T0, T1),
for some constantsK ′l = K
′
l(g¯) by elliptic regularity, and hence
(5.5) ‖∇˜(l)Sσ(g˜(t))‖∞,g˜(t) ≤ K˜l, t ∈ [T0, T1),
for some constants K˜l = K˜l(g¯) for all l ≥ 0.
We claim that T1 = T =∞. To see this, suppose T1 <∞ and consider
Q(t) = µσ(g¯)− µσ(g˜(t)).
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On [T0, T1),Q(t) is monotone increasing and, since µσ(g˜(t)) = µσ(g(t)), we at least have
Q(t) ≥ 0. However, if Q(t0) = 0 for some t0, then, by monotonicity, Q(t) ≡ 0 for all
t ≥ t0 in which case g˜(t0) is itself a soliton in Bk,αǫ/2 and g˜(t) is static for all t ≥ t0. (In
fact, using Proposition 4.5 above, it is static for all t ≥ T0.) The assertions (1) - (3) are
trivially true in this case so, going forward, we may assume Q(t) > 0.
Now, following [SW], fix β ∈ (2−1/θ, 1)where θ is as in (5.3). Then 0 < (2−β)θ < 1
and
− d
dt
Q1−(2−β)θ = 2(1− (2− β)θ)‖Sσ(g˜(t))‖2Q−(2−β)θ,
where ‖ · ‖ denotes the L2-norm relative to g˜(t) and e−fg˜(t)dVg˜(t). By (5.3), we have
Q−(2−β)θ‖Sσ(g˜(t))‖2−β = Q−(2−β)θ‖∇µσ(g˜(t))‖2−β ≥ CL,
so
− d
dt
Q1−(2−β)θ ≥ C−10 ‖Sσ(g˜(t))‖β ,
for some C0 = C0(β, θ, CL) > 0, and hence
(5.6)
ˆ s
a
‖∂tg˜(t)‖β dt ≤ 2βC0
{
(µσ(g¯)− µσ(g˜(a)))γ − (µσ(g¯)− µσ(g˜(s)))γ
}
for γ = 1− (2 − β)θ and any T0 ≤ a ≤ s < T1.
On the other hand, using interpolation inequalities for tensors (see, e.g., [Ha1], Corol-
lary 12.7) and the estimates (5.5) for ∇˜lSσ(g˜(t)), for any p ≥ 1 we have
‖∂tg˜(t)‖L2,p
g˜(t)
≤ C(β, p)‖∂tg˜(t)‖βL2
g˜(t)
‖Sσ(g˜(t))‖1−β
L2,N
g˜(t)
≤ C(β, p, g¯)‖∂tg˜(t)‖β
for some N = N(p). Since the Sobolev constants of metrics in Bk,αǫ are uniformly con-
trolled, we have ‖∂tg˜(t)‖Cl
g˜(t)
≤ C(β, l, g¯)‖∂tg˜(t)‖β for any l. Thus returning to (5.6),
we find that, for any l ≥ 0 and T0 ≤ a ≤ s < T1,
‖g˜(s)− g˜(a)‖Clg¯ ≤ C(l)
ˆ s
a
‖∂tg˜(t)‖Clg¯ dt ≤ C(l, g¯)
ˆ s
a
‖∂tg˜(t)‖Cl
g˜(t)
dt
≤ C1(µσ(g¯)− µσ(g˜(a)))γ − C1(µσ(g¯)− µσ(g˜(s)))γ
≤ C1(µσ(g¯)− µσ(g(0)))γ
(5.7)
for some C1 = C1(β, l, g¯, CL).
There is δ1 = δ1(g¯) > 0 such that if ‖g− g¯‖C2g¯ < δ1, then |µσ(g)−µσ(g¯)| < ǫ/(8C1).
Provided that δ is chosen that 0 < δ ≤ min{δ0, δ1}, we have
(5.8) ‖g˜(t)− g¯‖Ck,αg¯ ≤ ‖g˜(T0)− g¯‖Ck,αg¯ + ‖g˜(t)− g˜(T0)‖Ck,αg¯ <
3ǫ
8
,
for t ∈ [T0, T1). Now, µσ(g˜(t)) → µσ(g(T1)) as t → T1, so (5.7) implies that g˜(t)
converges to a smooth metric g˜(T1) as t→ T1, and (5.8) implies that g˜(T1) ∈ Bk,αǫ/2 . Thus
g˜(t) can be extended to a smooth solution to (2.2) which belongs to Bk,αǫ/2 for t ∈ [T0, T ∗)
with some T ∗ > T1, contradicting the definition of T1. So T1 = T = ∞ and g˜(t) never
exits Bk,αǫ/2 .
The estimate (5.7) then implies that g˜(t) converges to a smooth metric g∞ in B
k,α
ǫ as
t → ∞. Since Sσ(g˜(t)) → 0, ∇µσ(g∞) = 0 and g∞ is a soliton which, in view of (5.3),
must satisfy µσ(g∞) = µσ(g¯). The estimates on S
σ(g˜(t)) in (2) follow from (5.7) with
s =∞. 
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The proof of Proposition 5.2 shows that near a soliton g¯, the speed Sσ(g(t)) of a solution
to the modified flow and all of its covariant derivatives can potentially be controlled by the
entropy. We combine this with Lemma 5.1 to bound the rate of convergence of the entropy
from above along the modified flow.
Proposition 5.3. Let (M, g¯) be a compact soliton and g(t) an immortal solution to (2.2)
which converges smoothly to g¯. Then there are C0, N0 > 0 such that
(5.9) µσ(g¯)− µσ(g(t)) ≥ C0‖∇µσ(g(0))‖2g(0)e−N0t
for all t ≥ 0.
Proof. Fix k ≥ 2 and choose 0 < ǫ < 1 so small that Bk,αǫ is a regular neighborhood of
g¯ on which the conclusions of Theorem 2.1 and Lemma 5.1 are valid. Let a ∈ [0,∞) be
such that g(t) ∈ U for all t ≥ a. Then there are constantsKl = Kl(g¯) such that
‖∇lRm(g(t))‖∞ ≤ Kl, t ∈ [a+ 1,∞),
and, thus, as in the proof of Proposition 5.2, constants K˜l = K˜l(g¯) such that
‖∇lSσ(g(t))‖∞ ≤ K˜l, t ∈ [a+ 1,∞).
Under our assumptions, µσ(g(t))ր µσ(g¯) and µσ(g(t)) < µσ(g¯) unless g(t) is static, in
which case g(t) ≡ g¯. As in the case of Proposition 5.2, we then haveˆ ∞
a+1
‖Sσ(g(t))‖C1
g(t)
dt ≤ C1(µσ(g¯)− µσ(g(0)))γ .
Using (3.11) and Lemma 5.1, we obtain a constant C2 > 0 such that ‖H(t)‖∞ ≤
C2‖Sσ(g(t))‖C1
g(t)
for t ∈ [a,∞). Hence
Λ0 =
ˆ
∞
0
(‖H(t)‖∞ + ‖Sσ(g(t))‖∞) dt <∞,
and (5.9) follows from Proposition 4.5 upon sending s→∞ in (4.16). 
Now we combine Propositions 5.2 and 5.3 to prove Theorem 1.1.
Proof of Theorem 1.1. Since µσ(g(ti)) = µσ(φ
∗
i g(ti)) → µσ(g¯) as i → ∞ and µσ(g(t))
is monotone increasing, we have µσ(g(t))ր µσ(g¯) as t→∞. Suppose
lim inf
i→∞
emti‖φ∗i g(ti)− g¯‖C2g¯ = 0
for allm ≥ 0. Then,
(5.10) lim inf
i→∞
emti(µσ(g¯)− µσ(g(ti))) = 0
for allm ≥ 0.
Fix k ≥ 2, α ∈ (0, 1), and let V = Bk,αǫ be a regular neighborhood of g¯ on which the
conclusions of Theorem 2.1 are valid. Then choose U = Bk+2,αδ ⊂ V as in Proposition
5.2. By our assumptions, there is I such that φ∗i g(ti) ∈ U for all i ≥ I . Then gˆ(t) = φ∗Ig(t)
solves (1.1) for t ∈ [0,∞) and gˆ(tI) ∈ U .
By Proposition 5.2, there is an a ≥ tI and a family of diffeomorphisms ψt defined for
t ≥ a with ψa = Id, such that g˜(t) = ψ∗t gˆ(t) solves the modified flow (2.2), belongs
to V for all t ≥ a, and converges smoothly as t → ∞ to a limit soliton g∞ in V with
µσ(g∞) = µσ(g¯).
Moreover, by Proposition 5.3, there are constants C0 and N0 > 0 such that
µσ(g∞)− µσ(g˜(t)) ≥ C0‖∇µσ(g˜(a))‖2g˜(a)e−N0(t−a).
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But g˜(t) = (φtI ◦ ψt)∗g(t), so µσ(g˜(t)) = µσ(g(t)) and
µσ(g¯)− µσ(g(t)) ≥ C0‖∇µσ(g˜(a))‖2g˜(a)e−N0(t−a)
for t ≥ a. Invoking (5.10) withm > N0, we see that
‖∇µσ(g˜(a))‖g˜(a) = 0,
so g˜(a) = φ∗tI g(a) is a soliton satisfying (1.2).
Now, the modified flow beginning from a Ricci soliton is static, so g˜(t) = g˜(a) for all
t ≥ a. In particular, g∞ = g˜(a) = φ∗tI g(a). But then g(a) =
(
φ−1tI
)∗
g∞ is also a soliton,
and so (e.g., by Lemma 4.3 in [K1]) g(t) is self-similar on [0, a] and hence on all of [0,∞).
Thus g(t) = ϕ∗t g(0) for some family ϕt of diffeomorphisms.
Writing γi = ϕti ◦ φi, our assumptions imply that γ∗i g(0) converges smoothly to g¯
as i → ∞. We may then extract a subsequence γik converging to an isometry γ∞ :
(M, g(0))→ (M, g¯). Then (ϕ−1t ◦ γ∞)∗g(t) = g¯ for all t. 
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