Abstract machines provide a certain separation between platformdependent and platform-independent concerns in compilation. Many of the differences between architectures are encapsulated in the specific abstract machine implementation and the bytecode is left largely architecture independent. Taking advantage of this fact, we present a framework for estimating upper and lower bounds on the execution times of logic programs running on a bytecode-based abstract machine. Our approach includes a one-time, programindependent profiling stage which calculates constants or functions bounding the execution time of each abstract machine instruction. Then, a compile-time cost estimation phase, using the instruction timing information, infers expressions giving platform-dependent upper and lower bounds on actual execution time as functions of input data sizes for each program. Working at the abstract machine level makes it possible to take into account low-level issues in new architectures and platforms by just reexecuting the calibration stage instead of having to tailor the analysis for each architecture and platform. Applications of such predicted execution times include debugging/verification of time properties, certification of time properties in mobile code, granularity control in parallel/distributed computing, and resource-oriented specialization.
Introduction
Cost analysis has been studied for several declarative languages (7; 16; 11; 13) . In logic programming previous work has focused on inferring upper (12; 11) or lower (13; 8) bounds on the cost of programs, where such bounds are functions on the size (or values) of input data. This approach captures well the fact that program execution cost in general depends on input data sizes. On the other hand the results of these analyses are given in terms of execution steps. While this measure has the advantage of being platform independent, it is not straightforward to translate such steps into execution time.
Estimation of worst case execution times (WCET) has received significant attention in the context of high-level imperative programming languages (24) . In (18; 6) a portable WCET analysis for Java is proposed. However, the WCET approach only provides absolute upper bounds on execution time (i.e., bounds that do not depend on program input arguments) and often requires annotating loops manually.
Our objective is to infer automatically more precise bounds on execution times that are in general functions that depend on input data sizes. In (19) a static analysis was proposed in order to infer such platform-dependent time bounds in logic programs. This approach is based on a high-level analysis of certain syntactic characteristics of the program clause text (sizes of terms in heads, sizes of terms in bodies, number of arguments, etc.). Although promising experimental results were obtained, the predicted execution times were not very precise. In this paper we propose a new analysis which, in order to improve the accuracy of the time predictions, on one hand takes into account lower level factors and on the other makes the model richer by directly taking into account the inherently variable cost of certain low-level operations.
Regarding the choice of this lower level, rather than trying for example to model directly the characteristics of the physical processor, as in WCET, and given that most popular logic programming implementations are based on variations of the Warren abstract machine (WAM) (23; 1), we chose to model cost at the level of abstract machine instructions. Abstract machines have been used as a basic implementation technique in several programming paradigms (functional, logic, imperative, and object-oriented) (14) with the advantage that they provide an intermediate layer that separates to a certain extent the many low-level details of real (hardware) machines from the higher-level language, while at the same time making compilation easier. This property can be used to facilitate the design of our framework.
Within this setting, we present a new framework for the static estimation of execution times of programs. The basic ideas in our approach follow:
1. Measure the execution time of each of the instructions in a lower-level LB (bytecode) language (or approximate it with a function if it depends on the value of an argument) in some specific abstract machine implementation when executed on a given processor / O.S.
2. Make the information regarding instruction execution time available to the timing analyzer. This is, in our proposal, done by means of cost assertions (written in a suitable assertion language) which are stored in a module accessible to the compiler/analyzer.
3. Given a concrete program P written in the source language LH , compile it into LB and record the relationship between P and its compiled counterpart.
4. Automatically analyze program P , taking into account the instruction execution time (determined in item 1 above) to infer a cost function CP . This function is an expression which returns (bounds on) the actual execution time of P for different input data sizes for the given platform.
Points (1) and (2) are performed in a one-time profiling phase, independent from program P , while the rest are performed once for each P in the static (compile-time) cost analysis phase. We would like to point out that, in general, the basic ideas underlying our work can be applied to any language LH as long as (i) cost estimation can be derived for programs written in LH , (ii) the translation of LH to some other (usually lower-level) language LB is accessible, and (iii) the execution time of the instructions in LB can be timed accurately enough. We will, however, focus herein on logic languages, so that we assume LH to be a Prolog-like language and LB some variant of the WAM bytecode.
The proposed framework has been implemented as part of the CiaoPP (17) system in such a way that any abstract machine properly instrumented can be analyzed. To the best of our knowledge, this is the first attempt at providing a timing analysis producing upper-and lower-bound time functions based on the cost of lowerlevel machine instructions.
Mappings Between Program Segments and Bytecodes
Let OpSet = {b1, b2, . . . , bn} be the set of instructions of the abstract machine under consideration. We assume that each instruction is defined by a numeric identifier and its arity, i.e., bi ≡ fi/ni, where fi is the identifier and ni the arity. Each program is compiled into a sequence of expressions of the form f (a1, a2, . . . , an) where f is the instruction name and the ai's are its arguments. For conciseness, we will use Ii to refer to such expressions. The sequences of expressions into which a program is compiled are generally encoded using bytecodes. In the following we will often refer to sequences of abstract machine instructions or sequences of bytecodes simply as "bytecodes." Let C be a clause H :-L1, . . . , Lm. Let E(C) be a function that returns the sequence of bytecodes resulting from the compilation of clause C: E(C) =< I1, I2, . . . , Ip > Let E(C, H) be a function that maps the clause head H to the sequence of bytecodes in E(C) starting from the beginning up to the first call/execute instruction or to the end of the sequence E(C) if there are no more call/execute instructions (i.e., to the end of the bytecode sequence resulting from the compilation of clause C). Let E(C, Li) be the function that maps literal Li of clause C to the sequence of bytecodes in E(C) which start at the call bytecode instruction corresponding to this literal and up to the next call/execute instruction or to the end of the sequence E(C) if execute append/3 Table 1 . Sequences of bytecodes assigned to clause heads and body literals of the clauses C1 and C2 of predicate append by the functions E(C, H) and E(C, L).
there are no more call/execute instructions. If represents the concatenation of sequences of bytecodes, then:
Note that functions E(C, H) and E(C, Li) do not necessarily return the bytecodes that one would normally associate to the clause head H and literal Li respectively. Instead, the definition of those functions associates the instructions corresponding to argument preparation for a given call with the (success of the) previous call (or head). This is to cater for the fact that, in the context of backtracking, the WAM argument preparation occurs only one time per call to a literal, even if such call is retried more times before failing definitively. As a result, the cost of argument preparation for a given call/execute instruction needs to be associated with the previous literal to that call/execute, in order not to count it every time the call is retried. Table 1 shows how predicate append/3 is compiled into bytecodes, and identifies the result of calling the E(C, H) and E(C, Li) functions for each clause head and body literal. H 1 represents the head of the first clause (C1), and H 2 and L 2 1 the head of the second (recursive) clause (C2) and the first literal in such clause body (the only body literal).
Modeling the Execution Time of Instructions
We define a function t(I) (the timing model), which takes a bytecode instruction I and returns another function which estimates the execution time for it depending on the input data sizes of the bytecode. This is similar to the approach described in (5), where, however, t(I) was a constant.
In many cases we can assume that the time to execute a bytecode is constant. However there are some instructions for which this does not hold because their definitions involve loops. In many of these cases the timing model consists of an initial constant time t0 plus another additional constant time titer to cater for the cost of each iteration, and a simple linear model can be used: t0 + n × titer. Consider for example the unify void n instruction, which pushes n new unbound cells on the heap (1), and whose execution time is a linear function on n. In some other cases instructions have different execution times depending on the (fixed) values a given argument can take from some finite set. In such cases, execution time is an arbitrary function on the argument. Specific constants are assigned for each possible argument value by means of profiling (Section 5).
Since the cost of a given instruction is different when it succeeds and when it fails, we will have two costs for each instruction that can fail: one for the success case and another for the failure case. Finally, and besides lower-level factors such as cache behavior, there are some additional variable factors (such as, e.g., the length of dereferencing chains) which may affect execution times. These factors are in principle not impossible to cater for via a combination of static and dynamic analysis, but, given the additional complication involved, we will ignore them herein and explore what kind of precision of timing prediction can be achieved with this first level of approximation.
Another factor that we are not taking into account at this moment is garbage collection (GC). GC makes programs run slower, which, at profiling time, increases the (estimated) cost of every instruction. Therefore, turning it off at profile time (which gives a smaller estimation of instruction cost) is safe when finding out lower bounds: if the program whose execution time is to be predicted is run with GC turned on, then it would run slower w.r.t. an execution with GC turned off (as it was when profiling), and the estimated bounds will still be lower bounds, albeit more conservative. An inverse reasoning applies to upper bounds, and the technique herein presented is equally valid. However, for the sake of simplicity, we have taken all the measurements (both for profiling and executions to be predicted) with GC disconnected.
Static Cost Analysis
We now present the compile-time component of our combined framework: the static cost analysis. This analysis has been implemented and integrated in CiaoPP (17).
Overview of the Approach
Since the work done by a call to a recursive procedure often depends on the "size" of its input, knowing this size is a prerequisite to statically estimate such work. Our basic approach is as follows: given a call p, an expression Φp(n) is statically computed that (i) is relatively simple to evaluate, and (ii) it approximates Timep(n), where Timep(n) denotes the cost (in time units) of computing p for an input of size n on a given platform. Various measures are used for the "size" of an input, such as list-length, term-size, termdepth, integer-value, etc. It is then evaluated at run-time, when the size of the input is known, yielding (upper or lower) bounds on the execution time required by the computation of the call on a given platform. In the following we will refer to the compile-time computed expressions Φp(n) as cost functions.
Certain program information (such as, for example, input/output modes and size metrics for predicate arguments) is first automatically inferred by other analyzers which are part of CiaoPP and then provided as input to the size and cost analysis. The techniques involved in inferring this information are beyond the scope of this paper -see, e.g., (17) and its references for some examples. Based on this information, our analysis first finds bounds on the size of input arguments to the calls in the body of the predicate being analyzed, relative to the sizes of the input arguments to this predicate, using the inferred metrics. The size of an output argument in a predicate call depends in general on the size of the input arguments in that call. For this reason, for each output argument we infer an expression which yields its size as a function of the input data sizes. To this end, and using the input-output argument information, data dependency graphs (namely the argument dependency graph and the literal dependency graph) are used to set up difference equations whose solution yields size relationships between input and output arguments of predicate calls. The argument dependency graph is a directed acyclic graph used to represent the data dependency between argument positions in a clause body (and between them and those in the clause head). The literal dependency graph is constructed from the argument dependency graph (grouping nodes) and represents the data dependencies between literals.
The information regarding argument sizes is then used to set up another set of difference equations whose solution provides bound functions on predicate calls (execution time). Both the size and cost difference equations must be solved by a difference equation solver. Although the operation of such solvers is beyond the scope of the paper, our implementation does provide a table-based solver which covers a reasonable set of difference equations such as first-order and higher-order linear difference equations in one variable with constant and polynomial coefficients, 1 divide and conquer difference equations, etc. In addition, the system allows the use of external solvers (such as, e.g., Purrs (4), Mathematica, Matlab, etc.) and is currently being extended to interface with other interesting solvers that have been recently developed (2) . Note also that, since we are computing upper/lower bounds, it suffices to compute upper/lower bounds on the solution of a set of difference equations, rather than an exact solution. This allows obtaining an approximate closed form when the exact solution is not possible.
Estimating the Execution Time of Clauses and Predicates
Our cost analysis approach is based on that developed in (12; 11) (for estimation of upper bounds on resolution steps) and further extended in (13) (for lower bounds). More recently, in (19) the analysis was extended to work with vectors of cost components, with each component considering a known aspect that affects the total cost of the program. In these approaches the cost of a clause can be bounded by the cost of head unification together with the cost of each of its body literals. For simplicity, the discussion that follows is focused on the estimation of upper bounds. We refer the reader to (13) for details on lower-bounds cost analysis.
Consider a predicate defined by r clauses C1 , . . . , Cr . We take into account that a given clause C k will be tried only if clauses C1 , . . . , C k −1 fail to yield a solution. Consider clause C k defined as
Because of backtracking, the number of times a literal will be executed depends on the number of solutions of the previous literals. Assume that n is a vector such that each element corresponds to the size of an input argument to clause C k and that each ni, i = 1 . . . m, is a vector such that each element corresponds to the size of an input argument to literal L Because of space constraints, we refer the reader to (11; 13) for details about the algorithms used to estimate the number of solutions that a literal can generate, and the sizes of input arguments. Then, an upper bound Cost C k (n) on the cost of clause C k (assuming all solutions are required) can be expressed as:
Here we use
in the literal dependency graph for the clause C k (described in Section 4.1). We have that:
where δ k (n) denotes the execution time necessary to determine that clauses C1 , . . . , C k −1 will not yield a solution and that C k must be tried: the function δ k obviously takes into account the type and cost of the indexing scheme being used in the underlying implementation. Also:
with E(C, L k i ) and t(I) defined as in Sections 2 and 3 respectively. A difference equation is set up for each recursive clause, whose solution (using as boundary conditions the execution times of nonrecursive clauses) is a function that yields the execution time of a clause. The execution time of a predicate is then computed from the execution time of its defining clauses. Since the number of solutions which will be required from a predicate is generally not known in advance, a conservative upper bound on the execution time of a predicate can be obtained by assuming that all solutions are needed, and, thus, all clauses are executed and the execution time of the predicate will be the sum of the execution times of its defining clauses. When the clauses of a predicate are mutually exclusive, a more precise estimation of the execution time of such a deterministic predicate can be obtained as the maximum of the execution times of the clauses it is composed of.
Note that our approach allows defining via assertions the execution time of external predicates, which can then be used for modular composition. This includes also predicates for which the code is not available or which are even written in a programming language that is not supported by the analyzer. In addition, assertions also allow describing by hand the execution time of any predicate for which the automatic analysis infers a value that is not accurate enough, and this can be used to prevent inaccuracies in the automatic inference from propagating. The description of the assertion language used is out of the scope of this paper, and we refer the reader to (21) for details.
Estimating Instruction Execution Times via Profiling
In this section we will see how data regarding the expected execution time of each instruction in the abstract machine (Section 3) can be accurately measured in a realistic environment.
Instruction Profiling
Profiling aims at calculating a function t(I) for each bytecode instruction I. An approach is to instrument the WAM implementation so that time measures are taken and recorded at appropriate points in the execution (18) . In practice, a number of issues have to be taken into account in order to obtain accurate enough measurements. These include the selection of the places where the instrumentation code will be inserted, how to minimize the effects of such instrumentation on the execution (not only execution time but also, e.g., cache behavior), and how to work around the complex instruction scheduling performed by modern processors, which may lead to large variance in the results, especially since we aim at measuring very small fragments of code.
A first approximation is to add profiling-related calls in designated parts of the bytecode interpreter main loop. Figure 1 shows a piece of code illustrating this. The record profile info(op) operation records the start time for the bytecode op. The end time is processed when the next opcode is fetched. The data for each bytecode is maintained in memory during execution (and in raw form in order to impact execution as little as possible) and later saved to an external file.
A benchmark-based analysis is also proposed in (18), which describes how the instrumented code can be reused effectively on various platforms without modifying it, and how the execution time of a specific set of bytecodes can be measured.
However, the methods mentioned above have drawbacks. For example, the first one (instrumenting the main loop) depends on the existence of very precise, non-intrusive, low-overhead timing operations which, unfortunately, are not always available in all platforms. Portable O.S. calls, besides having a typically high associated overhead, are in general not accurate enough for our purposes. Even if a very fast timing operation is available (which is not the case in platforms such as mobile and embedded devices), its introduction may affect the behavior of the machine being analyzed if the abstract machine loop is very optimized. For example, if the new code changes register and variable allocation, program behavior will be affected in unforeseen ways.
We will, however, use an instrumented loop like that of Figure 1 to count the number of bytecodes executed in a calibration step.
Measuring Time Accurately
In order to do portable time measurements in platforms where high resolution timing is difficult or impossible to achieve, workarounds have to be used. The approach that we have followed is based on using synthetic benchmarks which on purpose repeatedly execute the instructions under estimation for a large enough time, and later divide the total execution time by the number of times the instructions were executed. A complication in this process is that it is in general not possible to run a single instruction repeatedly within the abstract machine, since the resulting sequence would not be legal and may "break" the abstract machine, run out of memory, etc. In general, more complex sequences of instructions must be constructed and repeated instead.
Therefore, the approach we have followed involves designing a set of legal programs which cover all the bytecode instructions, Table 2 . Programs used in order to get the execution time of the execute instruction.
relate the execution time of these programs with the individual instruction execution times with a system of equations, and solving such a system.
Getting Instruction Execution Time
We now discuss how to set up calibration programs in order to get the cost of bytecodes. In this section, and in order to simplify the discussion, we deal with those bytecodes whose execution time is bound by a constant. In the following section we extend our technique to manage instructions whose execution time is unbound. Let Ci, i = 0, 1, . . . , n be a set of synthetic calibration programs, each of them returning the execution time of a block of code. Each Ci, which we will refer to as calibrator, is generated in such a way that it repeats such block a given number of times, say r. Let us assume, for example, that we want to calibrate the WAM instruction "execute" when it does not fail and that we want to repeat its execution 5 times (i.e., r = 5). Table 2 shows a set of programs which can be used to calibrate this WAM instruction. Columns Instructions and Trace show the WAM code as generated by the compiler and the sequence of instructions executed when running the program starting from the first clause respectively. In general, in our approach, rather than a concrete program, calibrators are program generation templates which take r as an input and return, e.g., the programs in Table 2 for that value of r. The actual calibration program includes an entry point which calls the programs in Table 2 and returns the value of the execution time of the execute instruction, subtracting the time spent in the entry calls (e.g., c1 5 for Table 2 ). In this case the calibration time is easy to compute as the difference between the execution time of c1 5 and c1 0 divided by r. The result of the calibration should ideally be invariant with respect to r; in practice this is however not true due, among other factors, to timing imprecision. Thus, r needs to be determined for each case: it has to be a large enough value to ensure stability of the time measured by the calibrator for the particular platform and the method used to measure time, but not excessively large, as this would make calibration impractical.
In some cases we cannot isolate the behavior of only one bytecode. This is specially the case in the calibrators of instructions which alter the program flow, such as call, proceed, trust me, try me else, retry me else, allocate, deallocate. It is also the case when measuring the cost of failure for any of the instructions which can fail (generally the get and unify instructions). All these instructions need to be always executed together with other bytecodes in order to make the calibration program legal. As a result, and due to interactions between the costs of the different instructions, the equations are not as easy to configure in all cases as the simple case for the execute instruction above.
As a simple example, the calibrator that returns the cost of call and the proceed instructions uses the programs in 
04 : proceed 04 : proceed Table 3 . Programs used to get the execution time of the call and proceed instructions.
cost of call and proceed an idea might be to find a calibrator that isolates the cost of proceed by itself and subtract from the value given by the calibrator for call and proceed and obtain the cost of call. However, that is in general not possible since in all legal calibrators proceed and call must always appear combined with other bytecodes. In general we need to set up a system of equations in which the known values are the costs given by our calibrators and the unknown values are the costs of the individual bytecodes. Such equations can be configured automatically, by executing the calibration programs in a special version of the WAM with the bytecode dispatch loop instrumented as in Figure 1 so that the profiler keeps an account of the executed bytecodes. Let ci, 0 ≤ i ≤ n, be the time calibrator Ci has returned, and let βj, 0 ≤ j ≤ m, m ≥ n, be the cost of a bytecode Bj, distinguishing between the case of a fail or a success in the execution of such bytecode. In other words, Bj ∈ I × {fail , success}, where I the set of all possible bytecodes and fail and success represent the failure or success of the execution of a bytecode. We can then set up the following system of equations:
which we can rewrite such using matrix notation:
where B = (βi) is the vector of execution times for the bytecodes. In order to obtain B we ideally need to configure as many calibrators as bytecodes. Finding a solution to this system of equations requires, in principle, independence among the equations (i.e., there is no other linear independent equation but those in (1) This holds since a failure always causes backtracking to the next choice point, which always implies executing either a retry me else or a trust me instruction. As the coefficients aij in the equation above are precisely the number of times every bytecode is executed, it turns out that, for a given execution, some coefficients are dependent on some other coefficients, therefore breaking the initial independence assumption: the system of equations is underdetermined and it does not have a unique solution.
For this reason, since the coefficients aij where obtained by summarizing legal programs (i.e., the calibrators), and they will be affected by the linear dependency mentioned above, the undetermined system (2) will not have a unique solution. However, note that when several bytecodes in a block must be executed together (because of constraints in the WAM compilation and execution scheme) knowing the execution time of each of them in isolation is not needed: knowing the total execution time of the whole block is enough. This intuitive idea can be formalized and generalized with the following result: PROPOSITION 2. Given a set of n calibration programs Ci, that define n linear independent equations with βi variables (corresponding to the m bytecodes, with both success and failure cases included), if we have that for all programs there exist m − n linear independent relationships between the number of bytecodes that are always fulfilled, then the estimated execution time is invariant with respect to the choice of any arbitrary element of the solution set of such linear system. Proof : Let B be an arbitrary solution of C = AB. Let X be a vector which represents the number of times each bytecode has been executed for a given program. The estimated execution time is E = X T B, i.e., the sum of the time for each bytecode multiplied by the number of times it has been executed.
By linear algebra, and considering that each calibrator defines a linear independent equation, we have that the range of A is n, and the kernel (or nullspace) of A is given by the set of all λ such that Aλ = 0, a vector space of dimension m − n (0 represents the null vector of dimension n). In other words, we have that:
Then, B +λ is a solution of (2), and it is also a representative of the solution set of such equation system. What we should prove now is that X T (B + λ) = X T B, that is, canceling common terms and transposing the equations:
On the other hand, we have a set of m − n = k linear dependencies between the number of bytecodes executed of the form:
Or, rewriting them using matrices:
The result of multiplying an arbitrary vector d by V is a vector µ T = (dV ) and for the equation above, it follows that µ T X = 0. But note that the rows of A were obtained executing a program that meets the linear dependencies too, that is, µ T A T = 0. Transposing, we have:
For this reason, we can see that as λ, µ is a member of the kernel of A, and considering the uniqueness of the kernel of a matrix, and that µ is an element of a space of dimension m − n, we can choose µ such that λ = µ, that is, we can express λ as the product (dV ) T , as result of basic theorems of linear algebra. Therefore, we have that:
2 Then, the method we follow to select a representative solution B is simply to complete the equation systems with m − n arbitrary equations in order to make them become determined. Such equations should be selected in such a way that the βi values be positive, for example, by setting the cost to 0 as the time of the bytecodes that are faster, avoiding negative solutions.
Dealing with unbound instructions
We now consider the case of bytecode instructions whose execution time depends on the specific values that certain parameters can take at run time. In such cases the accuracy of our analysis can be increased by taking advantage of static term-size analysis and the addition of cost-related assertions for such instructions. Such assertions make it possible to introduce ad-hoc functions giving the size of the input parameters of the bytecode.
In fact, our system is able to deal with several metrics (e.g., value, length, size, depth, ...) as shown in (12; 11; 13), but for brevity, in the following paragraphs we will describe an example unifying lists.
Let us take, the instruction unify variable(V, W) and let us assume that we want to calculate an upper bound for its execution time upon success and for the case where the two arguments to unify are lists of numbers. We assume that an upper bound to the execution time is proportional to the number of iterations necessary to scan the lists. The timing model for such instruction is thus K1 + K2 * length(V ), because if the instruction succeeds, the length of both V and W should be equal. The value of constants K1 and K2 is calculated by setting up two benchmarks which unify lists of different length l1 and l2. If the cost of unify variable for these two list lengths is, respectively, B1 and B2, then we set up the following system of linear equations:
Note that B1 and B2 can be added to the system of equations (2) to get its values in one step, and later, we solve K1 and K2 in the system of linear equations (8).
Experimental results
In order to evaluate the techniques presented so far we need to choose a concrete bytecode language and an implementation of its abstract machine to execute and profile with. As mentioned before, the de-facto target abstract machine for most Prolog compilers is the WAM (23; 1) or one of its derivatives. In order to evaluate the feasibility of the approach we have chosen a relatively simple WAM design, which is quite close to the original WAM definition. It is based on (9), but has been ported from Java to C/C++ to achieve similar performance of other Prolog systems. The use of a relatively simple abstract machine allows evaluating the technique while avoiding the many practical complications present in modern implementations, such as having complex instructions resulting from merging other, simpler ones, or specializations of instruction and argument combinations. This of course does not preclude the application of our technique to the more complex cases. In our concrete abstract machine, we have considered 42 equations for 43 bytecodes, differentiating the success and failure cases.
As we have seen in Proposition 1, there exists a linear relationship between the number of bytecodes that a program will call which can be stated as:
where the xi represent the number of times the bytecode tagged as βi has been executed for any program being analyzed (see Tables 4  and 6) . By Proposition 2, we are free to select any arbitrary solution of the linear system. The proposed solution has been found by setting arbitrarily the cost of fail to zero. Then, our set of linear equations, discarding those whose calibrators are composed only with one bytecode, is as follows: 0 = β13 c01 = β01 + β07 c20 = β20 + β33 + β43 c09 = β09 + β24 c11 = β01 + β11 + 2β28 + β30 c15 = β15 + β38 c46 = β01 + 2β28 + β30 + β50 c17 = β17 + β30 c42 = β01 + 2β27 + β30 + β52 c07 = β07 + β24 c22 = β01 + β22 + β23 + β30 c29 = β01 + β17 + β30 c34 = β01 + β23 + β30 + β35 c37 = β17 + β38 c36 = β01 + 2β28 + β30 + β37 c38 = β07 + β24 + β39 c40 = β01 + β23 + β30 + β41 c19 = β19 + β33 c43 = β01 + β27 + β28 c13 = β01 + β13 + β30 +β30 + β49 c49 = β01 + 2β19 + 2β27 c51 = β01 + 2β20 +β30 + 2β31 + 2β33 + β51 +β30 + 2β31 + β53 (9) Solving this linear system we get:
The leftmost column of Tables 4 and 6 summarizes the calibration data for the instructions of our WAM implementation. For brevity, we actually only show those being used in the examples tested, although we have calibrated all of them. In the second column there is a tag that is the variable name in the linear equations system. In the examples we deal with a subset of Prolog which only has operations on integers, atoms, lists, and terms. Likewise, we obviate issues like modules or syntactic sugar which can be dealt with at the Prolog level. A few additional built-in predicates are required to have a minimal functionality including write/1, consult/1, etc. They are profiled separately and their timing is given to the system through assertions. This is also a valid solution in order to be able to analyze larger programs. The experiments were made on the following representative platforms:
• UltraSparc-T1, 8 cores x 1GHz (4 threads per core), 8GB of RAM, SunOS 5.10.
• Intel Core Duo 1.66GHz, 2GB of RAM, Ubuntu Linux 7.04.
• Nokia N810. 400MHz processor, 128MB of RAM, Internet Tablet OS, Maemo Linux based OS2008 51.3
In order to reduce noise in the data because of spurious results, we have repeated each experiment 20 times and present the lowest results. In the calibration step 1000 repetitions were made (i.e., r = 1000). When possible, the tests were performed with the machines in single-user mode, stopping unnecessary processes. System tasks such as garbage collection, which, as mentioned before, is not considered in our model at the moment, were turned off. Table 6 . Timing model for the WAM instructions. Cost of bytecodes when they fail. Tables 4 and 6 show the timing model for this WAM and the architectures studied. In the benchmarks used the is/2 instruction is compiled into basic operations over pairs of numbers. The table shows the corresponding instructions named arith *. We also have separated the cost of the instructions put constant, get constant when they are called for an atom or an integer. Note however, that their cost is very similar in most cases, but this will still help to reduce errors in the estimation. For the unify variable instruction we have also included calibrations for several cases depending on the type and size of the input arguments in order to increase precision. In other cases, as mentioned in 5.4, the execution time of this instruction is not bounded by any a-priori known constant. Since, as also shown in Section 5.4, in our implementation it is possible to use functions instead of constants as timing model for a given instruction, in this table we include in the calibrations two data points for the case when the arguments are lists of integers, and for lists of size (length) 1 and 100 (β45 and β48 in Table 4 ). The value for an empty list is the same as for unifying any two equal atoms, i.e., β46 in Table 4 . Table 5 shows the resulting timing model for unify variable using these values to fit our linear model for this instruction.
Using the timing model shown in Tables 4, 5 , and 6, we have performed some experiments with a series of programs on the three platforms (Intel, N810, and Sparc) in order to assess the accuracy of our technique for estimating execution times. The results of these experiments are shown in Tables 8 (Intel), 9 (N810), and 10 (Sparc).
Column Pr. No. lists the program identifiers, whose association with the programs and the input data sizes used is shown in Table 7 . Column Cost App. Table 7 . List of program examples used in the experimental assessment.
in our experiments. The variables x and y represent the sizes of the input arguments to the programs which are relevant for the inference of the cost functions. The type of approximation directly depends on the one used by the static analysis described in Section 4 for estimating the number of executed instructions (as a function on input data size). The value E means that the lower and upper bound cost functions are the same, and thus, since the analysis is safe, this means that the exact cost function was inferred. Using the cost functions shown in column Cost Function, and in order to assess their accuracy, we have also estimated execution times for particular input data for each program and compared them with the observed execution times. These execution times are shown in columns Est. and Obs. respectively. Column D. shows the relative harmonic difference between the estimated and the observed time 2 . The source of inaccuracies in the execution time estimations of our technique come mainly from two sources: the timing model (which gives the execution time estimation of bytecodes, as shown in Tables 4 and 6)) and the static analysis (described in Section 4, which estimates the number of times that the bytecodes are executed, depending on the input data size). Since we are interested in identifying the source(s) of inaccuracies, we have also introduced the column Prf. It shows the result of estimating execution times using the timing model and assuming that the static analysis was perfect and obtained a function which provides the exact number of times that the bytecodes are executed. This obviously represents the case in which all loss of accuracy must be assigned to the timing model. The "perfect" cost model is obtained from an actual execution by instrumenting the profiler so that it records the number of times each instruction is executed for the application and the particular input data. Column Pr.D. shows the relative harmonic difference between Prf. and the observed execution time Obs.
The upper part of Tables 8, 9 , and 10, up to the double line corresponds to examples where an exact cost function for the number of executed bytecodes was automatically inferred by the static analysis (note that, as expected, the values Est. and Prf. are the same). We can see that with an exact static analysis, the estimated execution times Est. are quite precise, which in turn supports the accuracy of our timing model.
It is particularly interesting to compare these results with those which were obtained using a variety of higher-level models in (19) . Table 11 provides the standard deviation of the four high-level models of (19) as well as that of the abstract machine-based model presented in this paper, for the Intel platform and our set of bench- marks. It can be observed that the results obtained with the abstract machine-based model are more than five times better on the same platform than those obtained using the higher-level models.
With the abstract machine-based model, and for this type of programs we believe that the remaining error comes simply from the accumulated loss of accuracy of the bytecode instruction profiling and expect that making the timing model more precise will increase precision even further.
The lower part of Tables 8, 9 , and 10 shows programs for which there is no unique value for Timep(n), where Timep(n) (as described in Section 4.1) denotes the cost (in time units) of computing a call to program p for an input of size n on a given platform. The reason is that for such programs, the number of instructions executed does not only depend on the input data sizes, but also depends on other characteristics of the input data (e.g., their actual values). Thus, for a given data size, there are actual lower and upper bounds for the cost of the program calls. For this reason, the two observed execution times shown in column Obs. for each program have been obtained by running the program with the input data, of the size specified in Table 7 , that yield the actual lower and upper bounds to the execution times for such size. In this case, the static analysis infers approximations to such actual lower and upper bound cost functions (L and U respectively). These predictions are understandably much less accurate in these cases than those in the first part of the table, but still reasonable. In any case, lower bounds and upper bounds tend to be reasonably smaller or bigger than the observed execution times respectively. In general, for the programs in the lower part of the tables with big (absolute) values for D., the (absolute) value for Pr.D. is reasonably small. This means that, in those cases, most of the inaccuracy in the estimation of execution times (Est.) comes from the static analysis, which does not approximate actual lower and upper bound cost functions accurately enough, and that the timing model used for predicting Table 10 . Observed and estimated execution time with cost functions, Sparc platform (microseconds).
the execution time of bytecodes is reasonably precise. Thus, we believe that using a better static analysis for inferring cost functions which take into account other characteristics of the input data, besides their sizes, would significantly improve the predictions. In any case, there is always a reasonable slack in the precision of the estimations due to the timing measurements and the timing model.
Conclusions and Future Work
We have developed a framework for estimating upper and lower bounds on the execution times of logic programs running on a bytecode-based abstract machine. We have shown that working at the abstract machine level allows taking into account low-level issues without having to tailor the analysis for each architecture and platform, and allows obtaining more accurate estimates than with previous approaches, including comparatively accurate upper and lower bound estimations of execution time.
Although the framework has been presented in the context of logic programs, we believe the technique can easily be applied to other languages. This adaptation of the approach, while certainly not trivial, to some extent would actually imply some simplification, since backtracking does not need to be taken into account. For example, analyses have been recently developed for Java bytecode (3) which infer the number of execution steps using similar techniques to those used in logic programming (12; 11; 13) . Such analyses could be adapted, following the techniques presented herein, to take into account the bytecode timing information and would then be able to estimate actual execution time for Java programs. Appropriate cost models for Java bytecode are already being developed in (22) .
We believe that the more accurate execution time estimates that can be obtained with our technique can be very useful in several contexts including parallelism, compilation, real-time applications, pervasive systems, etc. More concretely, increased timing precision can improve the effectiveness of resource/granularity control in parallel/distributed computing. This belief is based on previous experimental results, where it appeared that, even if improved precision in timing estimates is not essential, it does yield increased speedups. Also, the inferred cost functions can be used to develop automatic program optimization techniques. For example, they can be used for performing self-tuning specialization which compares statically the estimated execution time of different specialized versions (10) .
Given that our experimental results are encouraging with respect to actually being able to find more accurate upper and lower bounds to program execution times, the approach may eventually also be used for verification (or falsification) of timing constraints, as in, for example, real-time systems, which was not possible in an accurate way with previous approaches. In fact, our approach (which can be adapted to take also into account destructive assignment, as in (20)) can potentially be used to solve a common problem in current WCET static analysis, where only constant WCET bounds (i.e., non dependent on input data sizes) are inferred. These bounds are not always appropriate since the WCET of a given program often depends on several input parameters, and using an absolute bound, covering all possible situations (i.e., all possible values or sizes of input), produces only a very gross over approximation (15) . Substituting the estimated costs of the bytecodes by the actual worst-case costs of the instructions and using our approach, the WCET is expressed as a cost function parameterized by the size or values of input arguments, providing tighter WCET approximations. On the other hand, WCET work has produced more accurate (but, unfortunately, non-freely available) timing models which take into account many low-level parameters (such as cache behavior, pipeline state, etc.) which we have abstracted away in our work. It is clear that a combination of both techniques might be very useful in practice.
