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Abstract
Let (d) denote the number of ones in the binary expansion of d. For 16 k6 (d) we prove that the
2(d+ (d)− k) + 1-dimensional, 2k -torsion lens space does not immerse in a Euclidian space of dimension
4d − 2(d) provided certain technical condition holds. The extra hypothesis is easily eliminated in the case
k = 1 recovering Davis’ strong non-immersion theorem for real projective spaces. For k ¿ 1 this is a deeper
problem (solved only in part) that requires a close analysis of the interaction between the Brown–Peterson
2-series and its 2k analogue. The methods are based on a partial generalization of the Brown–Peterson version
for the Conner–Floyd conjecture used in this context to detect obstructions for the existence of Euclidian
immersions.
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1. Introduction
For a =xed prime p let Z=p be the cyclic group with p elements, and let BZ=p denote the
corresponding classifying space. The study of bordism classes of free (Z=p)n-actions on oriented
manifolds led Conner and Floyd [6] to consider the oriented bordism theory (MSO-homology) of
the iterated n-fold smash product (BZ=p)∧n. As they noticed, the bottom “toral” class n in these
groups plays a fundamental role in the problem, for its MSO∗ annihilator ideal In = Ann(n) is
generated by those bordism classes of oriented manifolds admitting a free (Z=p)n-action. Conner
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and Floyd’s main geometric results can be recovered provided a conjectured description of In holds
(the so-called Conner–Floyd conjecture). In this problem one can replace the Thom spectrum MSO
by its p-localization or, at odd primes, by the Brown–Peterson spectrum BP, whose homotopy groups
form a polynomial algebra BP∗ = Z(p)[v1; v2; : : : ]. In this setting the Conner–Floyd conjecture was
proved by Ravenel and Wilson [27] and by Mitchell [24] who showed that In = (p; v1; v2; : : : ; vn−1).
This information led eventually to a full description of the (additive) structure of the entire groups
BP∗((BZ=p)∧n) [20,19].
As showed by tomDieck [12], the original geometric problem has the same solution if (Z=p)n
is replaced by any =nite Abelian p-group G = Z=pk1 × · · · × Z=pkn of rank n; that is, In is also
generated by those bordism classes of oriented manifolds admitting a free G-action. However, the
annihilator ideal of the corresponding toral class G ∈BP∗(BZ=pk1∧· · ·∧BZ=pkn) is in general smaller
(and more complicated) than In. Yet Ann(G) contains all the relevant information for describing
(additively at least) the groups BP∗(BZ=pk1 ∧ · · · ∧ BZ=pkn). This raises two problems. On the one
hand, describing the annihilator in the general case, and on the other and perhaps more importantly,
determining geometrical interpretations for this ideal. We refer to the =rst problem as the generalized
Conner–Floyd conjecture. This paper deals with both problems in the case n=2 and k2 = 1. Indeed,
inside the Brown Peterson homology of BZ=2k ∧ BZ=2 we identify obstructions for the existence
of Euclidian immersions of 2k-lens spaces. The relation to the generalized Conner–Floyd conjecture
comes from the fact that the obstructions are BP∗-multiples of the toral class. This is the reason for
our interest in its annihilator ideal.
The =rst systematic study of the generalized Conner–Floyd conjecture was made by Nakos in his
Ph.D. Thesis [25], where a proof of the next result is given.
Theorem 1.1. For a prime p, the annihilator ideal of the bottom class in the reduced Brown–
Peterson homology of BZ=pk ∧ BZ=p is (p; vk1).
Theorem 1.1 is analyzed in [25] by means of the classical Adams spectral sequence computing
∗(BP∧BZ=pk∧BZ=p). The =rst k+1 stages of this spectral sequence can be worked out in full and
yield the desired answer. The problem arises in arguing the non-existence of higher diNerentials. For
this Nakos uses the so-called “Ravenel trick”; that is, a comparison of the Brown–Peterson homology
and cohomology of BZ=pk ∧ BZ=p through the Universal CoePcients spectral sequence of [1]. The
trick had already been (carelessly) mentioned in [20] and [25] gives a more detailed argumentation
of its usage—after Boardman’s objections to Ravenel’s trick. However, Nakos has communicated to
the author the existence of a further gap in [25]. As Theorem 1.1 is fundamental for our topological
applications, Section 3 of this paper contains an alternative argument for this result. In retrospect,
our calculations can be thought of as giving a direct proof for the collapse of the above Adams
spectral sequence at its k +1 stage, making Theorem 1.1 independent of Ravenel’s subtle trick. The
method we use takes advantage of the fact that, in the present case, the Conner–Floyd conjecture
can be approached through its algebraic version, namely, by studying the annihilator ideal of the
bottom class in
BP∗(BZ=pk)⊗BP∗ BP∗(BZ=p): (1)
The tensor factors are well understood in terms of BP∗-generators and relations; however, it is
rather annoying to check that a direct calculation of the required annihilator ideal works only when
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k = 1, otherwise the algebraic relations are just too involved to keep track of. Instead, we observe
that (1) can be obtained (in a graded way) as the 0-degree homology of a rather small complex
(see (16)) whose diNerential corresponds to the kth Adams diNerential in the classical spectral
sequence computing ∗(BP ∧ BZ=pk ∧ BZ=p). The homology of this complex is described in full
(Proposition 3.7) through a supplementary spectral sequence which collapses right from its =rst stage
and whose =nal output implies Theorem 1.1.
Our application of Theorem 1.1 to the immersion of lens spaces is best understood within the
context of the corresponding immersion situation for projective spaces, which we now brieRy outline.
We begin with the immersion problem for complex projective spaces which, although still open,
is expected to have a more regular behavior. Let (d) denote the number of ones in the binary
expansion of d, then it is known that CPd immerses in R4d−(d) [5,23], but it cannot immerse in
R4d−2(d)−1 [11,14,22,28]. This limits the optimal immersion within a range of (d)+1 dimensions.
A long standing conjecture of Davis and Mahowald [11] claims that the minimal Euclidian dimension
where CPd immerses is much closer to 4d− 2(d) than to 4d− (d) (it would be at most within
3 units of the former value). An updated version of the conjecture is given in [10], taking into
consideration the results in [7]. In this respect, the immersion problem for “high” 2-torsion lens
spaces has also an expected regular behavior.
Theorem 1.2 (Gonz)alez [14]). The 2d + 1-dimensional, 2k-torsion lens space does not immerse in
R4d−2(d) for k¿ (d).
This implies the above non-immersion of CPd and allows us to extend Davis and Mahowald’s
conjecture to these “high” 2-torsion lens spaces (see [13, Section 4] for a discussion). All these
results can be proved with K-theoretic techniques. On the other hand, the immersion problem for
“low” 2-torsion lens spaces (k ¡(d)) is far more complex and, although K-theory can also be used
to study a few of these lower torsion cases, one needs better suited techniques. Partial progress has
been made in the classical case of real projective spaces (k = 1), although the results available do
not even suggest the type of solution we should expect. Yet, the next result is particularly interesting
as it combines a theoretically simple approach (based on BP-techniques) with a remarkably strong
statement.
Theorem 1.3 (Davis [8]). The 2(d+(d)−1)-dimensional real projective space cannot be immersed
in a Euclidian space of dimension 4d− 2(d).
In a precise sense, Davis’ theorem is very close to the best-known non-immersion result for a
given projective space. But perhaps the most important feature in Theorem 1.3 is the suggestion
that the solution to this immersion problem may bene=t from adopting slightly diNerent points of
view. Indeed, key (non-)immersions could be obtained if we are willing to vary both Euclidian
and projective space dimensions. Interesting general patterns could be simpler to describe and prove
with such an approach. The present paper studies the analogous situation for low 2-torsion lens
spaces.
Conjecture 1.4. For 16 k6 (d) the lens space L(2k)2(d+(d)−k)+1 cannot be immersed in a
Euclidian space of dimension 4d− 2(d).
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Here L(2k)2m+1 is the 2m+1-dimensional skeleton of the classifying space BZ=2k endowed with its
usual manifold structure. Note that, in view of [14, Lemma 1.3], Conjecture 1.4 captures the known
situation for large 2-torsion lens spaces (Theorem 1.2) and, at the same time, it misses Davis’
theorem only by one dimension—in this respect, note that the only even dimensional lens spaces
which admit a manifold structure are the real projective spaces; despite this, in the =nal section of
the paper we see that our methods do yield a much simpler proof of Theorem 1.3 than the original
one in [8]. Thus, while [14] suggests a close relationship between immersions for complex projective
spaces and those for “high” 2-torsion lens spaces, this paper takes advantage of the similarities in
the immersion problems for real projective spaces and “low” 2-torsion lens spaces. Heuristically, the
lower the 2-torsion is, the more irregular the immersions behave. Therefore a knowledge of critical
(non)immersions of low 2-torsion lens spaces (k close to (d)) could shed some light on the type
of solution we should expect for the immersion problem of real projective spaces.
The calculations in this paper allow us to prove Conjecture 1.4 under special conditions. For
instance, either assuming k is “close” to (d) (as in [4,33]) or, in a broader sense, requiring that
the binary expansion of d starts with more than log2((d)− k) zeros (as in [29,30]).
Theorem 1.5. Conjecture 1:4 holds under either one of the following assumptions:
(i) (d)− k6 6.
(ii) 2(d)¿(d)− k, where (d) is the highest power of 2 dividing d.
Our approach to Conjecture 1.4 uses a standard geometrical argument (Proposition 2.1) describing
a certain complex oriented bundle  which should have an everywhere non-trivial section in case
L(2k)2(d+(d)−k)+1 were to immerse in R4d−2(d). Therefore, obstructions to such an immersion are
given by the Euler class of  with respect to any generalized complex oriented cohomology theory.
Hence, we use “obstruction” as a synonymous for “Euler class of ”. We utilize the same tools
as previous approaches for k = 1: the calculations are based on the Brown–Peterson spectrum so
that the obstruction lies on a Z(2)[v1; v2; : : : ]-module. However, our methods diNer from those in
[8]. Indeed, for real projective spaces, Davis veri=es the non-triviality of the obstruction by giving
a complete presentation of the group where it lies. Unfortunately this simple approach requires
serious computer-suggested algebraic manipulations and, above all, it gives no indication of possible
generalizations to larger 2-torsion lens spaces. Although computationally motivated, our approach
does apply in general. We rely on a rather direct analysis of the obstruction which, unlike Davis’
strategy, replaces powers of 2 by suitable v1 and v2 factors (cf. [33]). The process is controlled
with the introduction of a certain “weight =ltration” in Section 4. This allows us to handle the
BP-Euler class whose non-triviality is detected through its lowest =ltration part by means of Theorem
1.1. The whole program depends on the validity of formula (21) below which arises from the
interaction of the 2 and the 2k-series—the relations de=ning the group where the obstruction lies.
The veri=cation of this formula is a trivial matter in the case k=1 (Proposition 6.1), we only require
some general information about the 2-divisibility properties of the coePcients in the 2-series, namely,
the well-known fact that half of them are even (by the way, after all algebraic manipulations, this
turned out to be the crucial part in [8] too). This yields an amazingly simple proof of Theorem 1.3
which is discussed in Section 6. For larger values of k the problem is much subtler. Although the
analogous information on the coePcients of the 2k-series is already available (Theorem 2.4), the
problem seems to require =ner information on the way the coePcients of both series compare. In
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Section 6 we indicate the type of complexities arising for k ¿ 1 and which do not show up when
k = 1. We have been able to verify (21) through a certain range of “weight =ltrations” in the case
k ¿ 1. This is the reason for the extra hypotheses in Theorem 1.5.
This paper was originally motivated by Song and Wilson [30] where calculations under con-
ditions similar to those in Theorem 1.5(ii) =rst appeared in print. In turn the idea goes back to
[29,4, Theorem 4.6]. Our analysis eventually outgrew the original plans and we came across with
(21). In view of the success proving this formula in the case k =1 we thought the general situation
would be just as easy. But soon we realized more information on the 2k-series and its relation to the
2-series was missing. We hope this work motivates further analyses of the vast information hidden
in the several (p-local universal) series associated to the Brown–Peterson spectrum.
2. Geometric and algebraic preliminaries
Let 2n+1 stand for the canonical complex line bundle over L(2k)2n+1 and let 2n+1 denote its
reali=cation. We also use the more familiar notation P2n+1 and P2n for the projective space L(2)2n+1
and its 2n-dimensional skeleton. For k = 1, the restriction of 2n+1 under the skeletal inclusion
P2n ⊂ P2n+1 is 22n, where 2n is the canonical real line bundle over P2n. The starting point in our
discussion is the following standard result (cf. [3,8,14,30]).
Proposition 2.1. If L(2k)2n+1 immerses in Euclidian dimension 2M , then the bundle (2L − n −
1)2n+1 ⊗ 2m has an everywhere non-trivial section, where m= 2L −M − 1 and L0.
Proof. The stable tangent bundle of L(2k)2n+1 is (n+1)2n+1 which, as a virtual bundle, is 2-torsion.
Thus, by Hirsch’s theorem [17], our hypothesis means that, for large L, the geometrical dimension
of (2L − n− 1)2n+1 is at most 2(M − n)− 1. Say
(2L − n− 1)2n+1 ⊕ M 	 ⊕ N (2)
where  is a (2(M−n)−1)-dimensional vector bundle and M and N are trivial bundles of dimension
M and N , respectively. L being large, there are no obstructions to cancel M trivial bundles in (2).
Therefore, we see that (2L−n−1)2n+1 has 2m+1 everywhere linearly independent sections, where
m= 2L −M − 1. The desired conclusion follows from [3, Proposition 2.1].
From now on, p stands for a =xed prime (we set p = 2 in the applications to the immersion
problem) and BP denotes the spectrum representing p-local Brown–Peterson cohomology [32]. We
remark that, unless explicitly noted, all our results work just as well for the spectra BP〈i〉; i¿ 1,
introduced in [31] (in Section 5 we require explicit computations with BP〈2〉). Recall that the
coePcients BP∗ = BP−∗ form a polynomial ring over the p-local integers on homotopy classes
vi ∈BP2(pi−1); i¿ 1. BP comes equipped with a complex orientation x∈BP2(CP∞) so that
BP∗(CP∞) = BP∗[[x]]. In other words, x is the BP-Euler class of the Hopf bundle H over CP∞.
For any integer k¿ 1, the Brown–Peterson pk-series, [pk](x), is de=ned as the BP-Euler class
for the pk-fold tensor product H⊗pk . By sparseness this takes the form
[pk](x) =
∑
s¿0
ak;sxs(p−1)+1 (3)
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for coePcients ak;s ∈BP−2s(p−1). It will be convenient to consider the associated series Rk(z)=ak;0z+
ak;1z2 + · · · where we assign degree 2(p− 1) to the variable z.
The relevance of these objects to the immersion problem of 2-torsion lens spaces is established
by the next result which is discussed in [14, Sections 2 and 3].
Proposition 2.2. Let p = 2. The even dimensional Brown–Peterson cohomology of the Cartesian
product L(2k)2n+1 × P2m is given by the ring
Rk;n;m = BP∗[x; y]=(xn+1; ym+1; [2k](x); [2](y)); (4)
where x and y are the BP-Euler classes of 2n+1 ⊗ 1 and 1 ⊗ 22m, respectively. The BP-Euler
class of the bundle in Proposition 2.1 is, up to a unit,
(x − y)2L−n−1 ∈Rk;n;m: (5)
Remark 2.3. Since the Euler class of a bundle with an everywhere non-trivial section must vanish,
Propositions 2.1 and 2.2 give a purely algebraic approach for the original topological problem:
Conjecture 1.4 would follow by settling the non-triviality of (5) for the relevant values of n and m.
All the information needed is contained in the internal structure of the 2- and 2k-series. The next
result reveals a great deal of such properties.
Theorem 2.4 (Johnson–Nakos (k = 1) [18], Gonz)alez [15]). Let (ak;s) stand for the highest power
of p dividing ak;s. If s(p− 1) + 1 = e0 + e1p+ e2p2 + · · · is the p-adic expansion of s(p− 1) + 1,
then (ak;s)¿ ke0 + (k − 1)e1 + · · ·+ ek−1.
The conclusion in Theorem 2.4 is in fact an equality as proved in [16]. The result seems to be
true for BP〈i〉 if i¿ 2 as well, but it is de=nitively not the case for BP〈1〉. In computing with the
pk-series it is convenient to have a version of (3) where powers of x increase exponentially. This
is achieved by using pk-analogs of the Araki generators for BP∗. Recall that the Brown–Peterson
formal group law is the BP-Euler class of the tensor product of the two Hopf bundles over (the
axes of) CP∞ × CP∞. This is a power series of the form
F(x; y) = x + y + xy
∑
cijxiyj ∈BP∗[[x; y]]: (6)
Let I(x) stand for the ideal in BP∗[[x]] generated by x. The formal F-sum of two series ; ∈ I(x)
is then de=ned by +F  = F(; ). Likewise, the formal F-series
∑F i, is de=ned for sequences
i ∈ I(x) converging to zero in the =ltration topology for I(x) (see [2]). Now, since F is p-typical,
the formula
[pk](x) =
∑
s¿0
F vk; sxp
s
(7)
determines elements vk; s ∈BP2(ps−1) which, in the case k = 1, are the usual Araki generators vs.
Lemma 2.5. (a) ak;0 = vk;0 = pk .
(b) ak;1 = ukpk−1v1 and vk;1 = wkpk−1v1, for units uk ; wk ∈Z(p).
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(c) (ak;2)¿ 2k − 1. For s¿ 3; (ak;s)¿ k − s+ 1.
(d) For k¿ s; vk; s ≡ pk−svg(s)1 modpk−s+1 · BP∗, where g(s) = (ps − 1)=(p− 1).
Proof. Part (a) is well known. Part (b) follows from Theorem 2.4 and from the recursive formula
[15, Lemma 2.1]
vk; s = pkums −
s−1∑
i=1
miv
pi
k; s−i; (8)
where ms ∈H2(ps−1)(BP) are the usual polynomial generators in H∗(BP) [32], with m0 = 1 and
u∈Z(p) a unit (depending on k and s). Part (c) is a specialization of Theorem 2.4. Part (d) is also
a consequence of (8) above and appears as Proposition 2.4 in [15].
Corollary 2.6. For 06 i¡n, the order of xn−i in the ring BP∗[x]=(xn+1; [pk](x)) is pk+e(i), where
e(i) is the integral part of i=(p− 1).
Proof. As BP∗-modules and neglecting the free split summands carried by the 1’s, the ring under
consideration splits as a direct sum of p− 1 (suspended) modules of the form BP∗[z]=(zm+1; Rk(z))
for suitable values of m. Therefore, it suPces to prove that, in the latter ring, the order of zm−i
is pk+i for 06 i¡m. We make a (=nite) inductive argument on i. The case i = 0 follows from
part (a) in Lemma 2.5, since 0 = pkzm is the only relation in the top dimension. For 16 i¡m,
induction and parts (a) through (c) in Lemma 2.5 show that the relation 0 = pi−1zm−i−1 · Rk(z)
reduces to pk+i−1zm−i=upk+i−2v1zm−i+1, where u∈Z(p) is a unit. This gives 0=pk+izm−i. However,
if pk+i−1zm−i were trivial, then a relation of the form pk+i−1zm−i = A · zm+1 + (ak;0z + ak;1z2 +
· · ·)(c0zm−i−1 + c1zm−i + · · ·) would hold in BP∗[[z]]. Comparing coePcients of zm−i+j (06 j6 i)
this would give equations
ak;0cj + ak;1cj−1 + · · ·+ ak;jc0 =
{
pk+i−1 if j = 0;
0 if 16 j6 i:
But then a simple inductive argument on j using parts (a) through (c) in Lemma 2.5 would imply
that, for 06 j6 i, the highest power of p dividing cj is i− 1− j. This is impossible for j= i.
For reference we record the following consequence of the proof of Corollary 2.6.
Corollary 2.7. The relation pk+e(i)−1vj1x
n−i = pk+e(i)+j−1xn−i−j(p−1) holds up to units in the ring
BP∗[x]=(xn+1; [pk](x)) provided 06 i; j and i + j(p− 1)¡n.
The rest of the section is needed for our topological applications and, in order to simplify notation,
we set p=2. The next result is our version of the “algorithm” used in the proof of [30, Lemma 2.2]
(see also [20, Theorem 3.2]; [19, Lemma 2.6]). The calculations below are, however, a bit more
elaborated due to the 2-divisibility properties of the coePcients vk; s in (7).
Lemma 2.8. In the ring (4) we have 2axbyc = 0 provided 3a+ b+ c¿ n+m+ 2k − 1; b¿ 0 and
b+ c¿n+ 1.
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Proof. We make a decreasing induction on b (the lemma certainly holds for b¿n). The orders
of the elements (Corollary 2.6) give the result if a6 k − 1. Assume a¿ k. Using the expression
F(x; y)= x+!y (!=1+ x
∑
ci; jxiyj a unit) for the formal group law (6) we see that, in the ring
(4), the relation 0 = [2k](x), given as in (7), takes the form !′2kx=
∑F vk; sx2s , with !′ a unit and
the formal F-series running only over s¿ 1. Therefore, it suPces to verify the triviality of
2a−kvk; sxb+2
s−1yc (9)
for s¿ 1. The case k ¡ s is easy because 2a−kxb+2s−1yc=0 by induction, since 2s−1¿ 3k. Assume
k¿ s. By Lemma 2.5(d), the element in (9) lies in the ideal (2a−sv2
s−1
1 x
b+2s−1yc; 2a−s+1xb+2s−1yc)
whose second generator is in fact trivial by induction. To analyze the =rst generator we apply a
substitution using the relation 0 = [2](y) as in (3). Namely, by Lemma 2.5(b) and (c), we have
v1y2 ∈ (2y; y4); (10)
which shows that 2a−sv2
s−1
1 x
b+2s−1yc lies in the ideal
(2a−s+1v2
s−2
1 x
b+2s−1yc−1; 2a−sv2
s−2
1 x
b+2s−1yc+2): (11)
By induction both generators are trivial provided s = 2. For s=2 we need to apply the substitution
(10) once more to see that (11) is contained in the ideal
(2a−s+2xb+2
s−1yc−2; 2a−s+1xb+2
s−1yc+1; 2a−sxb+2
s−1yc+4)
whose generators are trivial by induction.
Remark 2.9. The condition b+c¿n+1 in Lemma 2.8 is used in case we run out of powers of y in
the process of applying the substitutions in (10). If that is the case, the element under consideration
is trivial because the power on x will be too high. For our application, this condition is guaranteed
by the fact that L0 (and therefore m0) in Proposition 2.1.
Corollary 2.10. In the ring (4) we have 2a1va21 x
byc=0 provided 3a1 +2a2 + b+ c¿ n+m+2k− 1;
b¿ 0 and b+ c − a2¿n+ 1.
Proof. Induction on a2, the case a2 = 0 being Lemma 2.8. For a2¿ 1, relation (10) shows that the
element 2a1va21 x
byc lies in the ideal generated by 2a1+1va2−11 x
byc−1 and 2a1va2−11 x
byc+2. But these two
elements are trivial by induction.
3. Generalized Conner–Floyd conjecture
Except for the 2-primary Proposition 3.1, in this section p stands for an arbitrary =xed prime.
For a reference on the following constructions see for instance [14, Section 3] (where k¿ 1 but
p=2) or [4,20] (where p¿ 2 but k =1). For positive integers ‘ and n let S1 → L(p‘)2n+1 → CPn
be the spherical =bration associated to the p‘-fold tensor product of the Hopf bundle H over CPn.
The BP-Euler class is (the restriction of) the p‘-series and the corresponding BP-Gysin sequences
describe the even dimensional BP-cohomology of L(p‘)2n+1 (or equivalently BP∗(L(p‘)2n)) as
BP∗[[x]]=(xn+1; [p‘](x))
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and the reduced BP-homology of L(p‘)2n as the free BP∗-module on generators ei (16 i6 n), of
degree 2i − 1, subject to the relations
i−1∑
s=0
b‘;sei−s (16 i6 n); (12)
where [p‘](x) =
∑
s¿0 b‘;sx
s+1 (so that b‘;s(p−1) = a‘;s and b‘;s = 0 if s ≡ 0 modulo p − 1). In
particular, there is a BP∗-isomorphism
2‘ : B˜P
even
(L(p‘)2n+1)→ B˜P∗(L(p‘)2n) (13)
with 2‘(xn) = e1.
Proposition 3.1. As an element of the ring (4), vk−11 x
nym is non-trivial and v2-torsion free.
Proof. 2k ⊗ 21 sets a BP∗-isomorphism Rk;n;m 	 B˜P∗(L(2k)2n) ⊗BP∗ B˜P∗(L(2)2m) which identi=es
the top class in Rk;n;m with the bottom class in the tensor product. Therefore, the conclusion fol-
lows from Theorem 1.1 by composing with the natural maps B˜P∗(L(2k)2n) ⊗BP∗ B˜P∗(L(2)2m) →
B˜P∗(L(2k)∞)⊗BP∗ B˜P∗(L(2)∞)→ B˜P∗(L(2k)∞ ∧ L(2)∞).
The rest of this section is devoted to a proof of Theorem 1.1. Consider the Adams =ltration
(AF) in BP∗ = Z(p)[v1; v2; : : : ]. This is a multiplicative decreasing =ltration with AF(p) = AF(v1) =
AF(v2)= · · ·=1. The graded associated object is the ring V=Z=p[v0; v1; v2; : : : ] where v0 corresponds
to multiplication by p. More generally, in the free BP∗-module with basis {g}, denoted by BP∗〈g〉,
consider the sum =ltration (coming from the coePcients) with AF(g) = 0. The graded associated
object is V 〈g〉. If R ⊆ BP∗〈g〉 is a submodule, say with generators r5, we take the quotient =ltration
in BP∗〈g〉=R. It follows from the de=nitions that the corresponding graded associated object is
E0(BP∗〈g〉=R) = V 〈g〉=R′; (14)
where R′ is generated (over V ) by the lower =ltration part of the generators r5. The modules we
have in mind are BP∗(Z=pk); BP∗(Z=p) and their tensor product (here and in the rest of the section
BP∗(−) stands for reduced Brown–Peterson homology). Recall the free generators ei ∈BP∗(BZ=pk)
(i¿ 1) subject to relations (12); the corresponding generators in BP∗(BZ=p) will be denoted by
7j (j¿ 1). Then BP∗(Z=pk)⊗BP∗ BP∗(Z=p) has free generators ei7j subject to the relations
i−1∑
s=0
bk;sei−s7j and
j−1∑
s=0
b1; sei7j−s (15)
and, by the considerations above, the Adams =ltration graded associated object is V (pk) ⊗V V (p),
where V (p‘) is the corresponding graded associated object to BP∗(Z=p‘); ‘=1; k. The proof of the
next result is postponed until the end of the section.
Proposition 3.2. The V-annihilator ideal of the bottom class in V (pk)⊗V V (p) is (v0; vk1).
Lemma 3.3. The annihilator ideal of the bottom class in BP∗(Z=pk) ⊗BP∗ BP∗(Z=p) contains the
ideal (p; vk1).
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Proof. Choose m¿k(p− 1); n¿ 0 and consider the ring Rk;n;m in (4). By Corollary 2.6 we know
pkxn = 0 and pym = 0. Then by Corollary 2.7 we get vk1x
nym =pkxnym−k(p−1) = 0. Use the trick in
the proof of Proposition 3.1 to get the desired conclusion.
Proof of Theorem 1.1. By the KGunneth–Landweber short exact sequence [21]
0→BP∗BZ=pk ⊗BP∗ BP∗BZ=p→ BP∗(BZ=pk ∧ BZ=p)
→8TorBP∗(BP∗BZ=pk ; BP∗BZ=p)→ 0;
it suPces to determine the annihilator ideal of the class in Lemma 3.3. This is as claimed in Theorem
1.1 in view of Proposition 3.2, Lemma 3.3 and the considerations in (15).
We now work towards the proof of Proposition 3.2. The next result detects the lowest Adams
=ltration part in the p‘-series, that is, the de=ning relations in V (p‘). The proof is a straightforward
inductive argument. It appears as Lemma 21 in [26] and we omit the proof.
Lemma 3.4. Modulo the ‘+ 1 power of the ideal I∞ = (p; v1; v2; : : :) in BP∗, the p‘-series for the
Brown–Peterson spectrum takes the form
[p‘](x) ≡ v‘−10
(∑
s¿0
vsxp
s
)
:
We choose diNerent interpretations of Lemma 3.4 in V (pk) and V (p).
Corollary 3.5. (a) As a V ′ = Z=p[v1; v2; : : : ]-module, V (p) is free on generators 7i, for i¿ 1. The
action of v0 is recovered by v07i =−
∑
s¿1 vs7i−ps+1.
(b) There is a short exact sequence of V-modules 0→ A d→B→ V (pk)→ 0 where:
(i) A is V-free on generators i and B is V-free on generators 5i; i¿ 1.
(ii) d(i) = vk−10
∑
s¿0 vs5i−ps+1.
We compute V (pk)⊗V V (p) as the cokernel of @=d⊗V (p) or, equivalently, as the zero degree
homology of the complex
0→ A⊗V V (p) @→B⊗V V (p)→ 0; (16)
where B⊗V V (p) and A⊗V V (p) are thought as being in homological degrees zero and one, respec-
tively. The homology of (16) is studied through the spectral sequence associated to the following
=ltration.
De-nition 3.6. (a) The supplementary <ltration (SF) in (16) is the increasing =ltration de=ned by
SF(ci7j) = 2i + j and SF(c5i7j) = 2i + j + k(p− 1); c∈V and i; j¿ 1.
(b) The corresponding (trigraded) spectral sequence converging to the homology of (16) is called
the supplementary spectral sequence and is denoted by {Er; <r}.
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Proposition 3.7. The supplementary spectral sequence collapses from its <rst term (E1 = E2 =
· · ·= E∞). As a V ′-module, E∞ is described as follows:
(a) In homological degree zero it has generators 5i7j, for i; j¿ 1, subject to the relations
vk15i7j = 0.
(b) In homological degree one it is free on generators i7j, for i; j¿ 1 and j6 k(p− 1).
Proof. By Corollary 3.5(a), A ⊗V V (p) is V ′-free on generators i7j and B ⊗V V (p) is V ′-free
on generators 5i7j (i; j¿ 1). In these expressions the supplementary =ltration splits and the above
description holds also for the graded associated object E0 (which nevertheless has the extra sup-
plementary degree). Multiplication by v0 de=nes an action which decreases supplementary =ltration
by p − 1. In E0 this is v05i7j = −v15i7j−p+1. In particular, the graded version of Corollary 3.5 (b,
ii) takes the form <0(i7j) = ±vk15i7j−k(p−1) and this produces the desired expression for E1. To
complete the proof it suPces to =nd representing @-cycles for the non-trivial elements of E1. This
is obvious for elements of zero homological degree. The next calculation (adapted from [25]) takes
care of elements in homological degree one.
Lemma 3.8. The element i7j ∈E1 is represented by
∑
n¿0 i−n(p−1)7j+n(p−1) ∈A⊗V V (p) which is
a @-cycle for j6 k(p− 1).
Proof. The =rst assertion is immediate from De=nition 3.6. We verify the second assertion. From
Corollary 3.5(b, ii) we have
@
(∑
n¿0
i−n(p−1)7j+n(p−1)
)
=
∑
n¿0
vk−10
(∑
‘¿0
v‘5i−n(p−1)−p‘+1
)
7j+n(p−1)
=
∑
r¿0
5i−r(p−1)
(
vk−10
∑
vs7m(r; j)−ps+1
)
(17)
by re-indexing, where m(r; j) = j + r(p− 1) and the last summation in (17) runs over those s¿ 0
satisfying ps−16 r(p−1). Note that if ps−1¿r(p−1), then m(r; j)−ps+16 (k−1)(p−1) so that,
in view of the relation in Corollary 3.5(a), vk−10 7m(r; j)−ps+1=0. Thus, the restriction p
s−16 r(p−1)
is superRuous, and the last summation in (17) is trivial again by Corollary 3.5(a).
Proof of Proposition 3.2. From Corollary 3.5(a) and Proposition 3.7 it is clear that the V -annihilator
ideal of the zero-homology-degree bottom class in E∞ is (v0; vk1). As in the proof of Theorem 1.1,
this and Lemma 3.3 complete the proof of Proposition 3.2.
4. The weight -ltration
The remainder of the paper is 2-primary. Fix 16 k6 (d), take L to be a large integer (with
respect to d) and set n = d + (d) − k and m = 2L − 2d + (d) − 1. In this section, we set up a
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program for handling expressions of the form
T∑
t=0
± ctxn−tym−T+t (ct ∈Z; k6T6 n) (18)
in the ring Rk;n;m of Proposition 2.2. Here and in the rest of the paper the symbol ± means alternating
signs. In view of the relations xn+1 = ym+1 = 0, obstruction (5) for immersing L(2k)2(d+(d)−k)+1 in
R4d−2(d) can be rewritten in this way with T = 3(d)− 2k and ct = (2L−n−1n−t ).
Once a binomial coePcient ct in (18) is divisible by 2, the relations imposed by the 2-series
modify the corresponding summand. As shown by the next result, this is not a terrible problem if
at least one of the coePcients is not divisible by 2k . Indeed, in such a case connective K-theory (in
the form of BP〈1〉) suPces to detect the obstruction. As in Theorem 2.4, the highest power of 2
dividing an integer c is denoted by (c) (set (0) =∞).
Proposition 4.1. An expression of form (18) is non-trivial in the ring Rk;n;m provided (ct)6
min{T − t; k − 1} for some t with 06 t6T . Indeed, under this hypothesis, (18) is a divisor
of vk−11 x
nym.
Proof. For 06 t6T set t = (ct). Among those t with t6min{T − t; k − 1} choose one, say
t0, for which t is minimal. By Corollary 2.7, the xt0yT−t0−t0 -multiple of the t0th summand in (18)
is up to a unit 2t0 xnym−t0 = vt01 x
nym which, being a divisor of vk−11 x
nym, is non-trivial in view
of Proposition 3.1. We now show that the corresponding multiple of any other summand in (18)
is trivial, that is, 2t xn−t+t0ym+t−t0−t0 = 0, for t = t0. This is obvious if t ¡ t0 (for xn+1 = 0) or if
t − t0 + t − t0¿ 0, by Corollary 2.6; these, however, are all possibilities: in any other case we
would have t ¿ t0 and t − t0 + t − t06 0 so that t ¡ t0 , but from
T − t¿min{T − t0; k − 1}+ t0 − t¿ t0 + t0 − t¿ t ¿min{T − t; k − 1} (19)
(the last inequality is implied from the choice of t0) it would follow T − t ¿ k−1 and, since t ¿ t0,
the second and last terms in (19) would yield the contradiction k − 1 + t0 − t ¿ k − 1.
Remark 4.2. When k = (d), the hypothesis in Proposition 4.1 holds for the obstruction (5)
with t = 1 (recall ( 2
L−d−1
d−1 ) = (d) − 1). In view of Remark 2.3, this gives an alternative proof
of Theorem 1.2.
In the rest of the section, we deal with the cases where Proposition 4.1 cannot be directly applied to
show the non-triviality of (5). In view of Remark 4.2, we may consider, more generally, expressions
of form (18) where k ¡T6 n and where (ct)¿min{T − t; k − 1} for 06 t6T . In view of
Corollary 2.6 such elements reduce to
R∑
t=1
± ctxn−tym−k−R+t ; (20)
where each coePcient ct is divisible by 2k and R=T − k (R=3((d)− k) in the case of (5)). This
type of expressions will be managed by introducing a suitable =ltration in Rk;n;m and identifying the
(non-trivial in the case of (5)) term carrying the lowest =ltration. The following constructions go
through if BP is replaced by BP〈i〉 for i¿ 2.
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De-nition 4.3. (a) Let c = ‘v‘11 v
‘2
2 · · · ∈BP∗. The weight of the monomial cxiyj in BP∗[[x; y]] is
de=ned by
W (cxiyj) = 3(‘) + 2‘1 + i + j:
More generally, the weight of an element e in BP∗[[x; y]] is de=ned as the smallest weight of
monomials in e. We agree to set W (0) =∞.
(b) For j¿ 0 let Wj consist of the images under the projection BP∗[[x; y]]→ Rk;n;m of elements
having weight at least j. The family {Wj}j¿0 de=nes the weight <ltration (WF) in Rk;n;m. This is a
multiplicative decreasing BP∗-modulo =ltration (so that Wi ·Wj ⊆ Wi+j).
We say that an element in Rk;n;m has WF at least j (or, equivalently, WF larger than j − 1) if
it lies in Wj. Elements in Wj −Wj+1 are said to have WF equal to j. For instance, Corollary 2.10
asserts that “most” elements having WF larger than n+ m+ 2k − 2 are trivial. On the other hand,
the element in Proposition 3.1 has WF equal to n+ m+ 2k − 2.
In order to motivate the type of relations needed, we indicate some easy calculations with this
=ltration.
Example 4.4. By analyzing the =rst few coePcients in the 2-series one can see that W ([2](y)) = 4
with [2](y) ≡ 2y + v1y2 + v2y4 modulo larger weight. More generally, using the inductive relation
[2k+1](x) = [2]([2k](x)) one gets W ([2k](x)) = 3k + 1 with [2k](x) ≡ 2kx + 2k−1v1x2 + 2k−1v2x4
modulo larger weight. In the ring Rk;n;m these two formulae yield
2kxiyj ≡ 2k−1v1xi+1yj + 2k−1v2xi+3yj
≡ 2kxi+1yj−1 + 2k−1v2xi+1yj+2 + 2k−1v2xi+3yj
modulo WF¿ 3k + i + j (so that all terms are of order 2). Since we are ultimately interested in
cases where j0 we can simplify notation by rewriting the above as 2k ≡ 2kxy−1+2k−1v2x(x2+y2)
modulo WF¿ 3k and, by iteration,
2k ≡ 2kx2y−2 + 2k−1v2(x2y−1 + x)(x2 + y2)
≡ · · ·
≡ 2kxiy−i + 2k−1v2(xiy−i+1 + xi−1y−i+2 + · · ·+ x)(x2 + y2) (i¿ 1)
modulo WF¿ 3k. But x2 + y2 ≡ (x − y)2 mod 2, so that
2k ≡ 2kxiy−i + 2k−1v2xy−i+1(xi−1 + xi−2y + · · ·+ yi−1)(x − y)2
≡ 2kxiy−i + 2k−1v2xy−i+1(xi − yi)(x − y)
modulo WF¿ 3k. For i = n + 1 (recall j0) the relation xn+1 = 0 =nally yields the formula
2k ≡ 2k−1v2xy(x − y)modWF¿ 3k.
Conjecture 4.5. For j0 and i¿ 0, the following formula holds in Rk;n;m
2kxiyj = 2k−1v2xi+1yj+1(x − y) +
k∑
b=1
2k−bxi+byj+b(x − y)bQb: (21)
Here the Qb are elements having positive weight <ltration.
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The last two sections of the paper contain evidence supporting Conjecture 4.5. The present
section closes by showing that (21) comprises the algebraic information needed for a proof
of Conjecture 1.4.
Proposition 4.6. Conjecture 4:5 implies Conjecture 1:4.
Proof. By Remark 2.3 and Proposition 4.1 we may assume that the obstruction (5) reduces to form
(20). In any such expression the coePcients ct are assumed to be divisible by 2k , thus (21) yields
R∑
t=1
± ctxn−tym−k−R+t =
R∑
t=1
± 1
2k
ct
(
2k−1v2xn−t+1ym−k−R+t+1(x − y)
+
k∑
b=1
2k−bxn+b−tym−k−R+b+t(x − y)bQb
)
:
Rewrite this as
R∑
t=1
±
[
1
2k
ct
]
v2(x − y)At;1 +
k∑
b=1
{
R∑
t=1
±
[
1
2k
ct
]
(x − y)At;b
}
(x − y)b−1Qb;
where At;b=2k−bxn+b−tym−k−R+b+t , and note that xAt;b= yAt−1; b whereas yAR;b= xA1; b=0, in view
of Corollary 2.6. Therefore, by regrouping, the above expression takes the form
v2
R∑
t=2
± 1
2k
(ct + ct−1)xAt;1 +
k∑
b=1
{
R∑
t=2
± 1
2k
(ct + ct−1)xAt;b
}
(x − y)b−1Qb
= v2
R∑
t=2
± c′txn−t+2ym−k−R+t+1 +
k∑
b=1
1
2b−1
R∑
t=2
± c′txn+b+1−tym−k−R+b+t(x − y)b−1Qb (22)
where c′t = (ct + ct−1)=2. Note that (c′t)¿ k − 1 for t = 2; : : : ; R. If equality ever holds, then (22)
is non-trivial: by Proposition 4.1 (and using the full power of Proposition 3.1 in order to consider
the v2 factor), v2vk−11 x
nym is a multiple of the =rst summation in (22), whereas the corresponding
multiple of all other summations will vanish in view of Corollary 2.10 (recall m0). On the other
hand, if (c′t)¿ k for t=2; : : : ; R, then terms with t=2 and R are trivial by Corollary 2.6 and, after
re-indexing, (22) takes the form
v2
R′∑
t=1
± c′t+2xn−tym−k−R
′+t +
k∑
b=1
1
2b−1
R′∑
t=1
± c′t+2xn+b−1−tym−k−R
′+b−1+t(x − y)b−1Qb; (23)
where R′ = R − 3. Hence the process repeats. On the one hand, a new application of (21) on the
=rst summation and on that with b = 1 in the second (double) summation of (23) produces (part
of) the next output: an expression similar to (22) where R′ and (c′t+2 + c′t+1)=2 replace R and c′t ,
respectively. On the other hand, summands with b¿ 1 in (23) already have the required (x − y)
factor so that (21) is not needed (and may not be applicable!). Letting a= b− 1 and by regrouping
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as before, such summations evolve as
1
2a
R′∑
t=1
± c′t+2xn+a−tym−k−R
′+a+t(x − y)aQa+1
=
1
2a−1
R′∑
t=2
± c
′
t+2 + c
′
t+1
2
xn+a+1−tym−k−R
′+a+t(x − y)a−1Qa+1;
which are terms similar to those in the second (double) summation of (22), completing the next
output.
The iterative process ends either by identifying the non-triviality of (20) with an application of
Proposition 4.1, or when all t-indexed summations become empty (they reduce length by 3 each
time the process applies, except for the =rst time, where the reduction is by 1). Conjecture 1.4
follows by observing that the former option holds for the obstruction (5). Indeed, in that case
the original values are R = 3((d) − k) and ct = (2L−n−1n−t ), so that after the ith application of the
process the summations run for t=2i; : : : ; R− i+1 (without any re-indexing) and the corresponding
coePcients are (2
L−n+i−1
n−t+i )=2
i. Therefore, when i=(d)−k (if the process gets this far) the resulting
summations have two terms and one of the coePcients (the one with t = 2(d) − 2k + 1) is
( 2
L−d−1
d−1 )=2
(d)−k which, as recalled in Remark 4.2, is not divisible by 2k . Thus, the process stops
(at most) at this point, giving the non-triviality of (5) and proving Conjecture 1.4 in view of
Remark 2.3.
Remark 4.7. The techniques in this section were used to identify non-trivial elements (20) in the
ring Rk;n;m. From the last paragraph it is clear that we can also use these ideas to check po-
tential relations among generators xiyj. For k = 1, trial computer calculations suggested all such
relations [9]; proving them required a great deal of inspired algebraic manipulations. In view
of Proposition 6.1, the present methods provide us with a much simpler way of verifying such
relations.
5. Proof of Theorem 1.5
We begin with some binomial manipulations. Except for part (iii), the next result is parallel to
Proposition 5.1 in [30]. The extra complication comes from our weaker assumption in Theorem
1.5(ii).
Lemma 5.1. Let n= d+ s and assume 2(d)¿s. Choose L0 and let t be the highest power of
2 dividing the binomial coe>cient ( 2
L−n−1
n−t ); 06 t6 n. Then
(i) t¿ (d), for 06 t6 2s,
(ii) t = (d)− 1, if t = 2s+ 1,
(iii) t¿ (d)− 1, for 2s+ 1¡t6 3s.
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Proof. Using the well-known equalities (a− 1)= (a)− 1+ (a) and (2L− a) = L− (a− 1) we
have
(2L − n− 1)= (2L − 2(d) − d) + (2(d) − s− 1)
= (2L − 2(d)+1 − 2d) + 1 + (2(d) − s− 1)
= (2L − 2(d)+1 − 2d) + (2(d)+1 − s− 1):
On the other hand, (2L− 2n+ t− 1)= (2L− 2(d)+1− 2d)+ (2(d)+1− 2s+ t− 1) for 06 t6 3s.
Therefore, formula ( ab) = (b) + (a− b)− (a) yields
t = (d+ s− t) + (2(d)+1 − 2s+ t − 1)− (2(d)+1 − s− 1): (24)
If 06 t6 s, then (d+ s− t) = (d) + (s− t) and (24) gives
t = (d) + 
(
2(d)+1 − s− 1
s− t
)
¿ (d)
proving half of (i). If s¡ t6 2s, then (d+ s− t) = (d− 2(d)) + (2(d) + s− t) and, in view of
(24), we have
t = (2(d)+1 − 2s+ t − 1)− (2(d)+1 − s− 1) + (d− 2(d)) + (2(d) + s− t)
= (2(d) − 2s+ t − 1) + 1− (2(d)+1 − s− 1) + (d− 2(d)) + (2(d) + s− t)
= (d) + 
(
2(d)+1 − s− 1
2(d) + s− t
)
¿ (d)
completing the proof of (i). If t = 2s+ 1, then (24) becomes
t = (d− s− 1) + (2(d)+1)− (2(d)+1 − s− 1)
= (d− 2(d)) + (2(d) − s− 1) + 1− (2(d)+1 − s− 1)
= (d)− 1
as asserted in (ii). Take =nally 2s + 1¡t6 3s. Then (2i − 2s + t − 1) = (−2s + t − 1) + 1 for
i¿ (d). If t − s6 2(d), then (d+ s− t) = (d− 2(d)) + (2(d) + s− t) and (24) now yields
t = (d− 2(d)) + (2(d) + s− t) + (2(d)+1 − 2s+ t − 1)− (2(d)+1 − s− 1)
= (d)− 1 + (2(d) + s− t) + (2(d) − 2s+ t − 1)− (2(d)+1 − s− 1)
= (d)− 1 + 
(
2(d)+1 − s− 1
2(d) + s− t
)
¿ (d)− 1
as desired. Suppose t − s¿ 2(d). Assume also (d)¿ 2 (otherwise there is nothing to prove) and
take (d)= (d− 2(d))—the next power of 2 in the dyadic expansion of d. As t− s6 2s¡ 2(d)+1,
we have t − s= 2(d) + r, with 0¡r¡ 2(d). Thus, (d+ s− t) = (d− 2(d) − 2(d)) + (2(d) − r)
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=(d)− 2 + (d)− (r − 1) and (24) gives
t = (d)− 2 + (d)− (r − 1) + (2(d)+1 − 2s+ t − 1)− (2(d)+1 − s− 1)
= (d)− 2− (r − 1) + (2(d) − 2s+ t − 1)− (2(d)+1 − s− 1)
+2(d)− (d)
= (d)− 2− (r − 1) + 
(
2(d)+1 − s− 1
2(d) + s− t
)
− (2(d) + s− t) + 2(d)− (d)
¿ (d)− 2− (r − 1) + (d)− (d) + (t − s− 1):
To complete the proof of (iii) just observe that (t − s− 1) = (2(d) + r − 1) = 1 + (r − 1).
In Example 4.4 we combined the =rst terms of the 2‘-series for ‘ = 1 and ‘ = k to obtain (21)
modulo WF¿ 3k (as suggested in Example 4.4, we sometimes think of (21) as divided by xiyj
and express congruences accordingly). For sharper (computational) approximations it is convenient
to use Davis’ reduced version of the 2-series [8]. For the spectrum BP〈2〉, this is a suitable multiple
of the 2-series having the form
v1x2 +
∑
aivi2x
3i+1 (25)
with 2-adic coePcients ai. In the ring Rk;n;m (which is 2-torsion in view of Corollary 2.6, so that
the coePcients ai are actual integers) this gives a way for getting rid of v1-factors. As Example 4.4,
the next result is veri=ed by a straightforward calculation: using Davis’ reduced 2-series (computed
modulo WF¿ 19) one substitutes the value of v1 in the 2k-series (computed modulo WF¿ 3k+16)
and applies the trick in Example 4.4 to obtain a version of (21) modulo WF¿ 3k+15. The required
algebraic manipulations can be handled with the help of a computer for k6 6. Otherwise one takes
advantage of the fact that, for k¿ 7 and modulo WF¿ 3k + 16, the 2k-series equals twice the
2k−1-series (recall the recursive relation [2k](x) = [2]([2k−1](x))).
Proposition 5.2. Using the Araki generators for BP∗, set vs = 0 for s¿ 3. Then Conjecture 4:5
holds modulo weight <ltration larger than 3k + i + j + 15.
Remark 5.3. To give a Ravor of the calculations involved, we report the computer output when
k = 2 and the way it leads to (21). Modulo WF¿ 22, the 4-series is
[4](x)≡ 4x + 6v1x2 + 24v21x3 + (9v31 + 18v2)x4 + (4v41 + 8v1v2)x5
+(6v51 + 12v
2
1v2)x
6 + (3v41v2 + v1v
2
2)x
8 + 4v21v
2
2x
9 + 6v31v
2
2x
10
+v51v
2
2x
12 + 2v21v
3
2x
12 + v52x
16:
On the other hand, with the notation suggested in Example 4.4, Davis’ reduced 2-series (on y) gives
− v1 ≡ 10y−1 + 9v2y2 + 4v22y5 + 5v32y8 + 2v42y11 + v52y14 (26)
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modulo WF¿ 17. Substitution yields the following formula modulo WF¿ 21 and modulo terms of
the form 4A, with A of positive WF
4≡ 4xy−1 − 2v2x(x − y)2 − 2v22x3y−1(x − y)4 + v32x3y2(x − y)4
− 2v32xy4(x − y)4 − v52x3(x3 − y3)4 − 2v52(x7y4 + xy10)(x − y)4
− 2v62x7y7(x − y)4 + v72x7y10(x − y)4:
We only need the simpli=ed expression 4 ≡ 4xy−1 − 2v2x(x − y)2 − x2y(x − y)3Q + 4A modulo
WF¿ 21, where both Q and A have positive WF. As in Example 4.4 we iterate this formula on the
resulting terms 4xiy−i to get
4 ≡ 2v2xy(x − y) + x2y2(x − y)2Q + 4A1 mod WF¿ 21
for A1 of positive WF. The required congruence follows by iterating (at most 15 times) the last
formula on the resulting (higher =ltration) terms 4Ai.
Proof of Theorem 1.5. By Remark 2.3, it suPces to show the non-triviality of the obstruction (5)
even in the cases where Proposition 4.1 does not apply directly. We take a closer look at the proof
of Proposition 4.6 (now BP〈2〉-calculations are assumed throughout). Each summand in expression
(20) of the obstruction (5) is assumed to be divisible by 2k and, therefore, has WF at least
n+ m+ 2k − R: (27)
Cancellations among these terms may increase the actual WF of (5). Such cancellations are taken
care of by applications of (21) through the partial stages of the process described in the proof of
Proposition 4.6. We describe the relevant WF range for these cancellations. After the sth stage, the
resulting lowest WF terms (in (22)) have the form
1
2s
cs; tvs2x
n−t+2sym−k−R+t+s; 2s6 t6R− s+ 1; (28)
where cs; t = cs−1; t + cs−1; t−1. Now, the process was shown to end after a stage s06 (d) − k,
detecting a lowest WF term (28) for which (cs0 ;t) = k − 1 + s0. In particular, the WF of (5) is
n+m+2k−3−R+3s0 and, in view of (27), this shows that the above-mentioned cancellations hold,
at most, within a range of r=3((d)− k− 1) weight <ltrations. As the WF of (5) is brought up to
the “weight limit” settled in Corollary 2.10 (with an application of Proposition 4.1), the arguments
in the proof of Proposition 4.6 require only a version of (21) modulo WF larger than 3k+ i+ j+ r.
Hence, part (i) in Theorem 1.5 follows from Proposition 5.2. On the other hand, if 2(d)¿(d)− k,
then Lemma 5.1 shows that each summand in the expression (20) of (5) is in fact divisible by
2(d)−1 and, therefore, has WF at least n + m + 2k − 3. As this is also the upper bound we found
for the actual WF of (5), we see that, in this case, the WF cannot increase through the process and,
therefore, we only need the calculations in Example 4.4 in order to validate the usage of (21). This
gives part (ii) and concludes the proof of Theorem 1.5.
We close the section by remarking that these methods prove in fact many more instances of
Conjecture 1.4. Indeed, note that the increment < in WF through the stages of the process comes
only from (the numerator of) the coePcients in (28). Except for “special” situations (which arise,
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for instance, when (ci; t) is independent of t in a given stage i), < is small enough to use Proposition
5.2 in order to validate (21). This holds in a large number of cases not included in Theorem 1.5.
6. Projective spaces
In this =nal section, we show that the method in Section 4 yields a rather elementary proof of
Theorem 1.3. Indeed, for even-dimensional real projective spaces the analogs of Propositions 2.1 and
2.2 [3,8] claim that an obstruction for immersing the projective space L(2)2(d+(d)−1) in a Euclidian
space of dimension 4d−2(d) is given by the element (x−y)e ∈R1; n;m, where e=2L−d−(d)+1;
n= d+ (d)− 1; m= 2L − 2d+ (d)− 1 and L0. This element can be handled just as before: it
can be rewritten as
T∑
t=0
±
(
2L − n
n− t
)
xn−tym−T+t ;
where T=3((d)−1). If any of these binomial coePcients is odd we are done in view of Proposition
4.1 (for instance if (d)= 1). Otherwise, we apply our method. The proof of Proposition 4.6 shows
that, after the ((d)−1)st time the substitution in (21) is applied (if we have got this far), the lowest
=ltration part of the obstruction is given by the single element cv(d)−12 x
nym, where c=(2
L−d
d )=2
(d)−1.
As c is odd (cf. Remark 4.2), the process stops here detecting a non-trivial obstruction. Again, the
approach depends on the validity of formula (21) which, for k = 1, is settled in the next result.
Proposition 6.1. Conjecture 4:5 is true for k = 1.
Proof. For s¿ 0 let as denote the sth coePcient in the 2-series. The =rst few terms are a0=2; a1=v1
and a3 ≡ v2 modulo 2; moreover a2s ≡ 0 modulo 2 in view of Theorem 2.4. Thus, as in Example
4.4, the relations [2](x) = [2](y) = 0 in R1; n;m yield
2=−v1x −
∑
s¿2
asxs = x
(
2y−1 +
∑
s¿2
asys−1
)
−
∑
s¿2
asxs
=2xy−1 −
∑
s¿2
asx(xs−1 − ys−1)
= 2xy−1 + 2A− v2x(x − y)2 −
∑
s¿2
a2s+1x(xs − ys)2
(recall (a− b)2 ≡ a2 − b2 modulo 2) where A has positive WF. In particular, we get the expression
2 = 2xy−1 + 2A − v2x(x − y)2 − x(x − y)2Q, where Q also has positive WF. From this point the
proof goes as that in Remark 5.3. Namely, we iterate the last formula on the resulting terms 2xiy−i
until the relation xn+1 = 0 produces 2 = v2xy(x − y) + xy(x − y)Q + 2A1, with A1 of positive WF.
To get (21) we now iterate (at most n+m times in view of Corollary 2.10) on the resulting higher
=ltration terms 2Ai.
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The above simple proof is in sharp contrast with the diPculties found in the case k ¿ 1. With
the notation in (3), Theorem 2.4 shows that a =rst substitution of v1 (from the 2-series) into the
2k-series produces in Rk;n;m the relation
2k = 2kxy−1 + 2k−1x(a1;3y2 + a1;5y4 + a1;7y6 + · · ·)− ak;3x3 − ak;5x5 − ak;7x7 · · ·
modulo terms of the form 2kA, where A has positive WF. These terms are easily managed as before.
However, this is all Theorem 2.4 can do for us; there is simply not enough information on the
structure of the coePcients ak;s nor on their relationship to the a1; s which we could use in making
suitable associations as in the proof above. A few calculations reveal that one would need to make
further v1-substitutions. An alternative would be to work directly with Davis’ reduced 2-series. This
has the advantage that the coePcients are very short (especially if we do BP〈2〉-calculations as in
(25)), however, their 2-divisibility properties are not known and, as suggested by (26), they are not
expected to be as pleasant as in Theorem 2.4. Even if this could be handled, there would remain
the problem of determining the corresponding properties for the reduced 2k-series and, again, the
interaction between both series. The author has not been able to =nd any systematic pattern leading
to the general case of (21).
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