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Abstract
In this paper we present a new statistical approach able to provide tephra deposit load and ash concentration 
using PUFF, a lagrangian model widely used to forecast volcanic ash dispersal during volcanic crisis. We 
perform a parametric study in order to analyze the influence of each input parameter on model outputs. For 
this test, we simulate two eruptive scenarios like to the 2001 (Scenario 1) and 1998 (Scenario 2) Etna 
eruptions using high resolution weather data and a domain of 170 x 170 km.  Results show that for both 
scenarios, we are able to calculate the tephra deposit load and ash concentration but the use of millions of 
particles  is  required.  Specifically,  up to  33 and 220 millions  of  particles  were  necessary to  accurately 
predict the tephra deposit and ash concentration in air, respectively. This is approximately two orders of 
magnitude larger than values typically considered running PUFF. The parametric study shows that  the 
horizontal diffusion coefficient, the time step of the simulations, the topography and the standard deviation 
of  the  particle  distribution  greatly  affect  the  model  outputs.  We  also  validate  the  model  by  best  fit 
procedures.  Results  show a good comparison between field data  of  the  2001 Etna eruption and PUFF 
simulations, being inside 5 and 1/5 times the observed data, comparable with results of Eulerian models. 
This work will  allow to  reliably outlining the areas of contaminated airspace using PUFF or any other 
lagrangian model in order to define the No Fly Zone and ensure the safety to aviation operations as required 
after the Eyjafjallajökull eruption. 
Keywords: ash dispersal; ash forecasting and aviation safety;  PUFF model;  parametric study and model 
validation; Mt. Etna.
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1. Introduction
Predictive models help significantly in reducing the risk associated with a wide range of different volcanic 
activities (e.g.  Keating  et  al.,  2008).  Simultaneously,  sensitivity  analysis  techniques  and  uncertainty 
estimation  are  becoming  more  prevalent  in  order  to  study how the variation  in  model  outputs  can be 
attributed to different sources of variation in model inputs as well as to estimate the model reliability (e.g. 
Saltelli et al., 2008). For this aim, the use of data obtained by monitoring systems combined with modelling 
strategies has become an important scientific goal in most of the geophysical communities (Charpentier, 
2008).
Volcanic  ash  released  during  explosive  eruptions  can  be  responsible  for  severe  damage  to  aircraft, 
buildings, crops and telecommunications (e.g. Casadewall, 1994). As an example, during the recent Etna 
eruptions  (e.g.  2001  and  2002-03  activities)  tephra  fallout  drastically  affected  the  local  economy  and 
transport system (e.g. Barnard, 2004). The mitigation of damage may be assisted by volcanic ash transport 
and dispersion models (VATDM) that are able to forecast the regions which will be affected by volcanic 
ash dispersal and fallout. However, it is clear that these models need to be compared with field data in order 
to estimate the model reliability.
The Istituto Nazionale  di  Geofisica  e Vulcanologia,  sezione di  Catania  (INGV-CT) runs  four different 
tephra dispersal models daily: FALL3D (Costa et al., 2006), HAZMAP (Macedonio et al., 2005), TEPHRA 
(Bonadonna et al., 2005a), and PUFF (Searcy et al., 1998). The model forecasts are provided every day to 
the  Italian civil  protection  that  prepares  for  and  manages  emergencies  (Scollo  et  al.,  2009).  So  far,  a 
parametric study and model validation analysis have only been carried out at Etna for FALL3D (Costa et 
al., 2006), HAZMAP (Scollo et al., 2007), and TEPHRA (Scollo et al., 2006) by comparing model results 
with field data from the 2001 Etna eruption. TEPHRA was also validated using data of the 1998 Etna and 
the 1996 Ruapehu eruptions (Scollo et al., 2008a).  The PUFF model has not yet been validated in a similar 
way.
PUFF is a volcanic ash tracking model initially developed to simulate the movement of volcanic particles 
through a Lagrangian formulation of advection, fallout and turbulent diffusion based on a random-walk 
technique. PUFF simulates the paths of N particles and provides forecasts of the location of a given particle 
size at a specific time instant. In order to compare PUFF simulations with field data, the evaluation of 
tephra ground accumulation and of ash concentration in air simulated by this code are needed. However, 
these  quantitative outputs are  not  directly available from PUFF forecasts.  An early attempt  to  make  a 
straight-forward  comparison  between  PUFF  forecasts  and  field  data  was  carried  out  by  Tanaka  and 
Yamamoto (2002) who drew a contour surrounding the ash deposit and counted the mass of particles that 
fell over a unit area. However, this type of computation has a certain degree of uncertainty. In fact, due to 
the random processes used in PUFF, one could find a different number of particles in a fixed area and/or 
volume even if the model runs were performed with the “same” input parameters. Therefore, there is an 
important issue which should first be addressed: if we run two simulations using the same input parameters 
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and then we calculate the deposit and/or ash concentration maps, how large are the differences between two 
simulations?
In this work we follow the Tanaka and Yamamoto (2002) approach and demonstrate that it is possible to 
reliably estimate the mass over an area or volume unit using the PUFF model. We apply a statistical method 
to analyze PUFF simulations and evaluate the minimum number of particles (Nm) required for minimizing 
the differences between two simulations when the same input parameters are used.
In order to apply the proposed method it is necessary to perform a large number of simulations using a 
reasonable amount of computing time. However, this is easy addressed thanks to the growth in performance 
and capacity of  microprocessors and the advancement  in parallel  computing tecniques.  In fact,  parallel 
computer codes are increasingly being used in Volcanology because they allow simulating the complex 
physical processes in a brief period of time during an ongoing eruption (for example in 3D pyroclastic 
flows (e.g. Cavazzoni et al., 2005), and volcanic ash dispersal (e.g. Folch et al., 2008)). In this work a 
parallelization technique is applied for the first time to PUFF model in order to reduce the time computing.
The goal of this paper is threefold: the first goal is to investigate the ability of PUFF to calculate the deposit 
load  and  ash  concentration;  the  second  and  third  goals  are  to  perform  a  parametric  study  of  input 
parameters, and the evaluation of the reliability of PUFF outputs through comparisons with field data of a 
well-studied eruption. 
The paper is structured as follows: section 2 describes the method used to calculate the deposit load and ash 
concentration, to perform the parametric study and model validation; results are presented in section 3, and 
a discussion and concluding remarks are in sections 4 and 5, respectively.
2. The method
2.1 The eruptive scenarios
In our test, we consider two different eruptive scenarios which are simulated daily at INGV-CT to forecast 
tephra dispersal from Etna volcano (Scollo et al., 2009). These scenarios represent two different typologies 
of Etna explosive activity which were observed during the last twenty years. The first scenario is similar to 
the  first  phase  of  2001  Etna  eruption.  During  this  phase  the  eruption  column  rose  up  to  5  km a.s.l. 
producing a weak and bent over plume continuously for 4 days (Scollo et al., 2007). The second scenario is 
similar to the explosive event that occurred at Voragine crater on 22 July 1998. The activity produced a 
strong plume rising about 12 km a.s.l. (Andronico et al., 1999) and represented one of the most powerful 
episodes observed in the last ten years. The main features of the explosive activity were obtained by the 
analysis of field data for both the 2001 (hereafter Scenario 1) and 1998 (hereafter Scenario 2) events, and 
the input parameters necessary to simulate the dispersal by VATDM  (Table 1)  were identified for both 
events (Scollo et al., 2009).
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We used Scenario 1 and Scenario 2 to perform the following parametric study to PUFF model. Scenario 1 
was also used to apply a model validation technique. In fact, field data of the 2001 Etna eruption (Scollo et 
al., 2007) has been widely used to validate several volcanic ash transport and dispersion models (FALL3D, 
HAZMAP,  VOL-CALPUFF,  TEPHRA)  and  data  are  freely  available  for  model  validation 
(http://www.ct.ingv.it/Progetti/Iavcei/index.htm).
2.2 The PUFF model
PUFF simulates the transport, dispersion and sedimentation of volcanic ash by evaluating at any time the 
position of thousands of particles. The model was initially developed by Tanaka (1994) and Searcy et al. 
(1998) with the aim of reducing the risk to aviation from volcanic ash encounters in the northwestern 
Pacific area. It has been operative at the Alaska Volcano Observatory since the eruption of Redoubt volcano 
in  1989.  The original  code together  with the  most  recent  versions  are  freely available  at  the  web-site 
http://puff.images.alaska.edu/downloads.shtml.  PUFF forecasts  have  already been  compared  with  many 
eruptions from Alaskan and Japanese volcanoes (e.g. Tanaka and Yamamoto, 2002) and used to reproduce 
the dispersal of volcanic ash from the May 18, 1980 eruption of Mount St. Helens (Fero et al., 2008), the 
2001 eruption of Mt. Cleveland (Dean et al., 2004), the eruption of the Crater Peak vent, Mount Spurr, 
Alaska in August 1992 (Webley et al., 2009), the 1991 eruption of Mt. Pinatubo (Fero et al., 2009), and the 
1991 eruption of Mt. Hudson (Kratzmann et al., 2010). For Etna volcano, Aloisi et al. (2002) simulated the 
dispersal of the paroxysm that occurred on 22 July 1998 and Daniele et al. (2009) evaluated the area around 
the volcano affected by the presence of volcanic ash during the same event. PUFF is therefore widely used 
by a large scientific community and has also been operative at INGV-CT since 2006 in order to forecast 
volcanic ash dispersal during Etna explosive eruptions (Scollo et al., 2009).
In this work, numerical simulations were carried out using PUFF version 2.6. A detailed description of the 
model can be found in Searcy et al. (1998). Table 2 shows input parameters for PUFF used in our analysis 
(the italicized terms correspond with the option name within the PUFF code).
Meteorological data are provided by the Italian Air Force Meteorological Office and cover the entire area of 
Sicily from 12.5° to 18.5° E and from 34.5° to 40.5° N. We use a form of code parallelization known as 
“data parallelism” in which data are distributed across different parallel computing nodes. In our method, 
PUFF runs on a cluster composed of 48 nodes and each node produces a number of outputs using a fixed 
number of volcanic particles.  Results of the different simulations are subsequently summed in order to 
obtain a simulation having a greater number of particles. It is notable that this approach is possible because 
in the PUFF model there are no interactions between the particles.
2.3 Computation of the tephra deposit and ash concentration 
Consider  the  path  of  “one”  particle  computed  by  PUFF  from the  eruption  column  up  to the  time  of 
deposition on the ground. After a time t the particle will fall onto the location (x1, y1) which is a function of 
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several randomly determined variables (e.g. the initial position of the particle inside the eruption column, 
the  particle  size  that  is  a  function  of  the  initial  grain-size  distribution,  the  random  walk  due  to  the 
turbulence, wind speed and direction). Most variables depend on probabilistic functions, and consequently 
if we repeat the simulation without any alteration, the new particle location will likely be (x2, y2) ≠  (x1, y1). 
It is therefore meaningful to pose the question: in a given square (or volume) unit, what is the probability 
that the particle will fall inside this specified surface (or volume)?
The answer to this question requires the use of a statistical approach. Hereafter we describe the approach for 
evaluating the mass on a given surface S (the deposit load). Similarly the same approach may be applied to 
evaluate the mass in a given volume V (ash concentration). 
If  N represents the number of particles simulated by PUFF, and  Ps the probability of finding a particle 
inside the surface unit  S, for  N large enough, the number of particles  Ns in  S is given by  N x  Ps. In our 
simulations, particles have different sizes. If c represents the size classes, Nc the number of particles of size 
class c, and Pc the probability of finding the particle of size class c in S, the total number Ns of particles in S 
is given by ∑= c
i
iiS PNN . We are similarly able to evaluate the total mass falling in S by ∑= c
i
iiiS PNmM , 
where mi is the mass of particles estimated by the radius of the particles. In PUFF, all particles are, in fact, 
assumed spherical with the same density (2500 kg/m3). Keeping the same initial grain-size distribution of 
the particles, for a large enough value of N, there is a linearity between N and Ns (N ∝ Ns), and therefore 
also  proportionality  between  the  total  erupted  mass  M and  Ms (M ∝ Ms).  Similarly,  we  can  write 
ES
S
ES MM ∝  where ES is for a particular “eruptive scenario” (in our case ESM  is the total mass erupted in 
Scenario 1 or Scenario 2). Consequently, it is possible to evaluate the mass in S (the deposit load) of the 
real eruptive scenario using SS
ES
ES
S MMM
MM ⋅=⋅= γ .
In our study, we run PUFF using a high number of particle size and perform the calculation following these 
steps: i) define the surface S (volume V) having a size of 1 km x 1 km (1 km x 1 km x 1 km); ii) calculate 
the total mass inside the surface (Ms) or volume (MV); iii) scale this value by the factor γ  obtaining the mass 
on surface S (or volume V) for a given eruptive scenario ESSM (
ES
VM ).  
The main problem is: what is the  minimum number of particles (Nm) so that this statistical approach is 
accurate? The basic premise is that we need to increase N until the ash concentration in S is very near to the 
value obtained with a different simulation also using the same number  N of particles.
Next the statistical approach used to find Nm is described. First, we run  r simulations, each with  Nini (the 
number of particles released by PUFF in each simulation). In our case Nini is equal to 50,000. Consequently, 
r outputs will be generated, each containing Nini particles. These simulations are then taken randomly and 
summed in order to obtain an output composed of inii NiN ⋅= particles with i  ranging between 1 and any 
integer positive value.  For each  Ni,  we generate a number  of  simulations n (again taking the previous 
outputs randomly) and calculate the deposit load (ash concentration). Considering all the possible pairs of 
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the deposit load (ash concentration) generated using n simulations, we evaluate the correlation coefficient 
i
qp ,ρ (relative to the pair (p, q) and number of particles Ni) that is a measure of the relative stability of the 
result:
}{
qp
qqpp
qp
qpi
qp
RRERR
σσ
µµ
σσ
ρ ))((),cov(,
−−
== (1)
where  R is the vectorized map concentration (the column vector obtained using the vectorization of the 
matrix of ash concentration) and µ and σ are respectively the mean value and the standard deviation of the 
vector R. If the simulations are similar, the value of i qp ,ρ  approaches to 1. Furthermore, the mean value and 
standard deviation of i qp ,ρ is evaluated for each Ni. For simplicity, we may make a new vectorization of the 
matrix having elements i qp ,ρ  obtaining a vector with elements ijρ  (with j=1.. 2/)1( −ii nn ). 
As an example, suppose that we run r = 8 simulations with Nini = 50,000 labeled as: a, b, c, d, e, f, g, h. If 
the maximum value of i is fixed to 5, Ni could vary between 50,000 and 250,000 (50,000 x 5). Consider N3 
= 150,000 (that is generated by summing 3 runs randomly), we may choose to generate n = 4 simulations by 
summing 3 runs randomly, for example: A = [ a b f ]; B = [ c d a ], C = [ d e h ]; D = [a e g]. Now, the 
correlation coefficient  3jρ  may be evaluated taking all  the combinations  (AB, AC,  AD,  BC, BD,  CD) 
obtaining 4 x (4-1)/2 = 6 correlation values. Finally, we evaluate the mean value and the standard deviation 
using these six values of 3jρ . This approach is then repeated for each value of Ni. In our analysis, we ran r = 
200 simulations  fixing  Nini =  50,000 in  each  separate  run.  These  simulations  are  taken  randomly and 
summed in order to obtain values of Ni ranging between 50,000 and 7,500,000 with step of 50,000. For each 
value of Ni, we generate n = 20 simulations so that we have 190 values of
i
jρ  (20 x (20-1)/2). Furthermore, 
we calculate the mean value (µi) and the standard deviation ( iσ ) of ijρ  (with respect to j). Using 190 values 
of  ijρ ,  the  mean  value  of  ijρ  for  each  Ni is  approximated  using  the  function: ( )aNN iiij += /ρ .  The 
minimum number of particles (Nm) is then estimated to reach the stability of the final result. In our study, 
this is obtained when ijρ = 90%, 95% and 99%. Further, using Nm, the deposit load (ash concentration) is 
evaluated. 
It should be noted that the choice of a cell with side of 1 km was mainly related to reach high resolution 
simulations.  However,  our  results  may  be  extended  to  a  coarser  mesh  using  the  “Parzen  Windows” 
approach (Duda et al., 2001). Following this approach, the surface S (volume V) changes with the number 
of particles as mN/1 . Hence, if we use a cell with side of 5 km maintaining the same domain (170 km x 
170 km), the Nm necessary to reach the same stability will be Nm /625 (Nm /15625 for the volume). 
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2.4 Parametric study and model validation
We performed a parametric study of input  parameters  in order to evaluate the difference between two 
simulations  of the tephra deposit  due to the variation of each input  parameter for  Scenario 1 (S1) and 
Scenario 2 (S2). We changed input parameters of  S1 (Table 3) and  S2 (Table 4) and for each sample of 
inputs, we calculate  Nm and the deposit load (ash concentration). Given two simulations with  vectorized 
map concentration Ri and Rj, their difference is quantified using:
∑ ∑
∑
⋅
−
=
22
2
, 11
)(1
ji
ji
ji
R
W
R
W
RR
WJ (2)
where W is the number of grid points in the mesh or the length of the vectors Ri and Rj.
When Ji,j is near 0 the runs are similar, and consequently the variation due to a specific input parameter does 
not significantly affect the result. Following the approach of Scollo et al. (2009), we classify the difference 
between two runs as low if Δ≤0.33, moderate if 0.33<Δ≤0.66, high if 0.66<Δ≤0.99 and extreme if Δ≥1.
Model validation was carried out in order to find input parameters of the PUFF model that fit better the 
2001 field data. The complete description of the eruption and analysis of the field data can be found in 
Scollo  et  al.  (2007).  Input  parameters  were  changed  following  the  same  table  used  for  the  previous 
parametric study of S1 (Table 3) and the simulation results were compared with field data by a standard best 
fit function (e.g. Bonadonna et al., 2002).
3 Results
3.1 Tephra deposit load and Ash concentration computation
For each scenario, we evaluate the values of Nm required to reach 90%, 95% and 99% of 
i
jρ  on the ground 
and at 1828 m (FL60, where FL indicates the flight level), at 3657 m (FL120) and at 5486 m (FL180) above 
sea level. Figure 1 shows the number of particles Nm required to reach 99% of 
i
jρ  for S1 and using input 
parameters as described in Table 3. It is notable that if the value of dtMins is equal to 5 or 10 (S1-RUN9-1, 
S1-RUN9-2), a great number of particles are necessary to reach convergence. Setting this parameter to 1 
improves  the  Lagrangian  method,  so  we  recommend  that  large  values  of  dtMins should  be  avoided. 
Furthermore, high value of Nm occurred increasing the values of the standard deviation of the total grain-
size distribution (S1-RUN2-3, S1-RUN2-4) and excluding the topography (S1-RUN11-1).
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In particular, we found that for S1-RUN0, 99% of ijρ  is reached on the ground using only 5.2 M (million) 
of particles (Figure 2). However, a greater number of particles are needed for FL60, FL120 and FL180 
levels being about 130 M, 56 M and 250 M respectively (Figure 1). It is notable also that a large number of 
particles are required at FL180 probably because only a small number of the total particles reach this upper 
elevation. 
Scenario 2 has similar features to Scenario 1. Figure 3 shows the number of particles Nm necessary to reach 
99% of ijρ  for S2 using input parameters as described in Table 4. Again, the standard deviation of the total 
grain-size  distribution  (S2-RUN2-3,  S2-RUN2-4), the  time  step  (S2-RUN9-1,  S2-RUN9-2)  and  the 
topography (S1-RUN11-1) affect the value of  Nm. There is also an increase in Nm with an increase in the 
mean of the total grain-size distribution (S2-RUN1-1 and S2-RUN1-2). 
Figure  4 shows the  ijρ  plot as a function of  Ni for S2-RUN0 and the computation of  ijρ  at 95% on the 
ground. It is obtained using about 4.7 M particles, whereas 24 M particles are necessary to increase ijρ  to 
99% (Figure 3). 
Table 5 shows Nm (averaged over all runs from RUN0 to RUN11), for S1 and S2 on the ground and at FL60, 
FL120 and FL180. It is notable that Nm increases with the increase of the correlation coefficient (
i
jρ =99%). 
The convergence of 90% and 95% is reached with a number of particles less than about 7 M on the ground 
and less than about 45 M at different flight level for both scenarios. Furthermore, except for the deposit  
load, S1 needs a greater number of particles to calculate the ash concentration at different flight levels than 
S2 (about 5 times more). We note that the convergence is obtained easily in those regions where a large 
number of particles are present and it is strictly linked to input parameters used in the simulations. 
Figure 5 shows the comparison between the computed deposits using 50,000 particles and 5.2 M particles 
for  S1-RUN0 and Figure  6 using 50,000 and 4.6 M particles for  S2-RUN0.  Increasing the  number  of 
particles clearly causes a decrease in the noise and a stabilization of deposit load (ash concentration) maps.
Finally,  it  is  highlighted that  Nm may change with respect to the weather conditions. Simulations were 
carried out for S1-RUN0 using the forecasting weather data of 10 November 2007 between 3:00 and 6:00 
AM and 6 August 2007 between 3:00 and 6:00 AM, days that were characterized by high speed winds (75 
and 98 knts at 3000 and 5000 m) and near-zero wind, respectively. In these dramatically different weather 
conditions, we found a difference in Nm of about 30%.
3.2 The parametric study
Table  6 shows the results of the parametric study for  S1. It is carried out changing the input parameters 
(Table 3 and 4) and comparing the computed deposit between two simulations by (2). All these runs were 
carried  out  with  the  maximum  number  of  particles  (7.5  M  particles).  It  is  remarkable  that  extreme 
differences occur if we introduce the topography (DEM) and change the diffuseH and dtMins parameters. 
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Regarding the use of a DEM, it is notable that the top of Etna with its steep slopes and 3350 m a.s.l. 
elevation strongly affects the local wind circulation (Favalli et al, 2004). Results in Table 6 show that PUFF 
is very sensitive to this parameter and similar results would be expected for most other volcanoes having a 
complex  orography like Etna. The  diffuseH parameter defines the horizontal diffusion coefficient (m2/s) 
used in the random-walk method of diffusion. When the horizontal diffusion is near 0, the lateral spreading 
of volcanic clouds occurs only by wind advection. This parameter has an important role on the volcanic ash 
dispersal and should be set accurately.
The parameter dtMins controls the time step of the simulations. The default value is 10 minutes, but smaller 
value should be used in order to obtain finer time results. Quantitatively, the previous analysis has shown 
that the value should be set to 1 (chapter 3.1). If not, the computational time required due to the necessary 
large  value  of  Nm,  could  be  unmanageable.  Table  6  shows that  the  standard  deviation  of  the  particle 
distribution  also  has  an  important  effect  on  the  final  results.  The  variation  of  the  standard  deviation 
modifies  the  size  distribution  of  volcanic  particles  and  consequently  the  terminal  settling  velocity 
distribution. The particle velocity can follow different laws: 1) the Stokes law with a constant air viscosity 
(“Constant” option); ii) the Stokes law in which the effect of pressure and temperature on air viscosity is 
accounted for (“Stokes” option); iii) an empirical function of the particle Reynold’s number (“Reynolds” 
option) as suggested in Bonadonna et al. (1998). As expected, these variations cause extreme differences in 
the forecasted deposit because terminal settling velocity has an important effect on sedimentation processes 
(e.g. Pfeiffer et al., 2005). This conclusion is also confirmed by increasing the percentage of fine particles in 
the total grain-size distribution, which results in large differences as seen in Table 6.
Table 7 shows the results for S2. Both the diffuseH and dtMins parameters have an important effect on the 
computed dispersal and deposit. The use of the DEM has instead a secondary effect. This is expected for 
eruption columns which have heights of several  kilometers due to the fact that volcanic particles have to 
travel a longer distance from the initial volcanic plume to the ground in S2. For the same reason, the model 
of the terminal settling velocity has a major influence and consequently should be as accurate as possible. It 
is notable that while errors up to 2  φ (φ is for -log2d, where  d is the diameter in mm) for  ashLogMean 
parameter are low or moderate (Table 7)  the  ashLogSdev parameter  has a major  effect on the deposit. 
Furthermore, the  plumeShape  parameter describing the initial distribution of particles inside the column 
may play an important effect on the deposition for this scenario. 
For both scenarios, the effect of the variation in the vertical diffusion coefficient is relatively irrelevant. The 
parameter was varied between 0.001 and 100 but substantial differences with RUN0 were not observed. We 
also found that the model is not sensitive to plumeHwidth, indicating that the ash plume is advected in a 
very similar manner within the same grid cell. Instead, plumeZwidth (the initial vertical depth of the cloud) 
may more substantially affect the pattern deposition for both scenarios. This is in agreement with Webley et 
al.  (2009)  who  found  that  the  accuracy  of  the  vertical  distribution  is  important  in  the  initial  source 
condition. 
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3.3 Model Validation
We  perform a  best-fit  procedure  in  order  to  find  the  input  parameters  of  PUFF  which  give  a  better 
agreement  with  the  field  data  of  the  2001 Etna  eruption (Scollo  et  al.,  2007).  Input  parameters  were 
modified following Table 3, and for each run we calculate the deposit and perform the best fit procedure. 
Results are shown in Table 8. We found the optimal ashLogMean parameter is equal to -3.9 (0.125 mm/3 φ) 
and ashLogSdev equal to 0.3 (0.5 mm/1  φ), implying finer grain-size than Scollo et al. (2007). An initial 
column height of 5500 m gives the best fit in agreement with observations carried out by MISR (Scollo et 
al., 2010). The best fit for the initial particle distribution is a linear distribution. Similarly,  for the same 
eruption, the results of the HAZMAP model show the maximum concentration of the total mass located at 
the middle of the eruption column and not concentrated around the maximum (Scollo et al., 2007).
It is notable that the best description of the sedimentation is obtained using the “Reynolds settling law”. At 
the moment it is the best settling description available in PUFF as it accounts for the most of the complex 
dynamics of volcanic ash fallout. Further, the time step is set to 1 min and the use of an accurate DEM 
gives  the  best  results  (as  we  expected  for  an  eruption producing a  weak plume).  Figure  7  shows the 
comparison between the PUFF simulation using the best fit values and the field data of the 2001 explosive 
event. Results show that all points are inside 5 and 1/5 times the observed data. These results are hence 
comparable with those obtained by other tephra dispersal models like HAZMAP and FALL3D (see Scollo 
et al., 2008b).
4. Discussion
4.1 The Number of Particles
In this analysis, we tested the ability of PUFF to compute the deposit load and ash concentration. Using two 
standard scenarios for the eruptive behavior of Etna, we found that the ash concentration can be computed 
using millions of particles. Consequently, we are now able to compare the PUFF results with field data of 
any eruption and\or results of other VATDM (e.g. FALL3D). PUFF is a Lagrangian model and has been 
used to date for particle tracking to provide ash dispersal forecasts for explosive eruptions. However, we 
have demonstrated that by applying an appropriate statistical approach, the model may be used in much the 
same way as any other numerical model (e.g. Eulerian models).
In order to apply the proposed statistical approach, it is necessary to greatly increase the number of particles 
N from the default  value to  Nm.  However,  N may change with the differing characteristics of  different 
eruptions, computational domains, and meteorological conditions. Consequently,  Nm should be evaluated 
any time the initial conditions are significantly modified. In our case, we identified two different scenarios, 
Scenario 1 and Scenario 2, run daily at INGV-CT for forecasting Etna volcanic plumes (Scollo et al., 2009). 
Consequently we fixed both sets of input parameters and the computational domain. 
It should be noted that Scenario 2 represents one of the most explosive events that has occurred in the last 
century at Etna volcano. We found that, for a similar event, about 33 M particles should be used to reach the 
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99% of the correlation coefficient on the ground (Table 5). This is probably due to the fact that most of 
particles could be out the domain or still in air after three hours of simulation. This could explain why a 
smaller number of particles in air are needed in S2 with respect to S1. Since this event was sub-plinian in 
style (Andronico et al., 1999), for volcanic eruptions having a higher intensity (e.g. August 1991, Hudson 
volcano, Chile, (Kratzmann et al, 2010)),  Nm should be increased even only accounting for the necessary 
increase of the computational area. In our case the computed area is 170 x 170 km2. VATDM usually use a 
larger domain (order of 1500 x 1500 km2). Consequently, if the explosive activity is increasing and we are 
interested in investigating a wider domain, we expect the number of particles to increase greatly keeping the 
same grid resolution. However, it is difficult to make a correlation between Nm and increasing of explosive 
activity because in our study S1 and S2 differ for intensity of explosive activity but also for the duration (3 h 
for S1 and 5 min for S2). 
In PUFF,  N is set at 5,000 particles by default. However, many users in previous analyses increase the 
number of particles up to 100,000 particles (Fero et al., 2008, 2009). Webley et al. (2007) showed that 
PUFF is an efficient tool for simulating the distribution of atmospheric ash cloud for small eruptions over 
short time periods using 10,000 particles, averaged over 10 simulations. In agreement with Peterson and 
Dean (2003), the choice of N is a tradeoff between physical representation and computational requirements. 
In order to calculate the deposit load and ash concentration,  N has to be at least two orders of magnitude 
higher  than  the  previous  applications.  This  requires  the  use  of  parallel  computing  techniques  that  are 
capable  of  making  this  work  manageable.  This  analysis  was  made  possible  using  a  Beowulf  cluster 
composed of 48 nodes at INGV-CT. In this way,  a PUFF output containing 7.5 M volcanic particles is 
obtained in only a few minutes. 
Peterson and Dean (2003) found that  the number of  simulations necessary to create a suitable average 
among PUFF simulations produced from the random-walk process was 50. In our analysis, we average 190 
values of ijρ  taking the combination of all possible pairs of 20 simulations (section 2.2). This leads to the 
question of what happens if 190 different simulations are taken instead of combinations. Therefore, we 
performed the following test. 
We ran 190 simulations for S1-RUN0 (FL120) each having 20 M particles (obtained by summing 400 
“different”  runs  with 50,000 particles).  In  this  case,  the  correlation  was 94.97%.  Instead,  using 20  M 
particles obtained by combinations, the correlation was 97%. Consequently, with respect to our forecast, we 
have an error of only about 2%. If the volcanic particles are further increased to 40 M, the correlation is  
97.84% whereas the estimated value is 98.5%. As expected, our results improve by increasing the number 
of particles.
Finally, we remark that, from the operational point of view, after the Eyjafjallajökull eruption, there is the 
necessity to evaluate the areas of low ( ≤ 2 x 10-3 g/m3), medium ( ≥ 2 x 10-3 g/m3 and ≤ 4 x 10-3 g/m3) and 
high ash contaminations ( ≥ 4 x 10-3 g/m3) as required in the Volcanic Ash Contingency Plan of Europe and 
North Atlantic Regions (ICAO, 2010). Presently, the PUFF outputs are useless to define the unsafe areas if 
it  is  applied  as  a  particle  tracking  model.  The  proposed  approach  allows  to  obtain  quantitative  ash 
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concentration maps from PUFF outputs (and any Lagrangian model), useful to define the No Fly Zone and 
mitigating the risk caused by volcanic ash encountering. 
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4.2 The parametric study
The  diffuseH  parameter (the horizontal  diffusion) has a first  order effect  on the PUFF results  for  both 
scenarios. The default horizontal diffusion coefficient is a conservative 10,000 m2/s because PUFF was 
designed as an operational ash dispersal forecasting tool. Searcy et al. (1998) found a value of 8000 m2/s in 
order  to match the eruption of  Rabaul  Caldera on 14 September  1994,  and a value of  5000 m2/s  was 
required to model  the Etna eruption on 22 July 1998 (Daniele et  al.,  2009). Analyzing the dispersal of 
volcanic ash from Usu volcano in Japan on 31 March 2000, Tanaka and Yamamoto (2002) found a value of 
100 m2/s.  Due to these different results,  it  is very difficult  to determine predefined values of  diffuseH. 
Consequently,  it  should  be  evaluated  during  the  eruption  in  order  to  furnish  the  best  fit  with  the 
observations  because  our  parametric  study demonstrates  how this  input  has  a  strong influence  on  the 
forecasted deposition.  We suggest  that  a preliminary matching between PUFF simulations and satellite 
images could furnish a preliminary value for diffuseH.
The  dtMins parameter  used  in  the  Lagrangian  time-stepping  method  should  be  set  near  1  min.  This 
parameter  is  strictly  linked  to  the  eruptive  scenarios  considered  in  the  study.  The  only  advantage  in 
increasing the value of  dtMins is the consequent decrease in computational time required (Peterson and 
Dean, 2003). However, parallel computing techniques, as used in this analysis, drastically reduce this time. 
Topography influences the time at which the particle reaches the ground. For weak plumes, the topography 
parameter (DEM) plays an important role due to the slower travelling of volcanic particles from plume to 
the ground. The effect should decrease with the increase of the initial column height. Our results confirm a 
stronger influence of the DEM for weak plumes produced by S1 than strong plumes produced by S2 (Table 
6 and Table 7).
The ashLogMean parameter describes the grain-size distribution of volcanic particles. Peterson and Dean 
(2003) showed that particle size has the most dramatic effect on model results. However, our tests show that 
the ashlogSdev parameter (standard deviation of the Gaussian particle size distribution) has a greater effect 
than the  ashLogMean parameter for both two scenarios. This effect increases with the decreasing of the 
particle  size  in  agreement  with  Peterson  and  Dean  (2003)  who  found  small  changes  in  the  standard 
deviation have relatively large effects when the particle size is small. 
The plumeMax parameter has a small influence on the PUFF results. However, we considered an error in 
the estimation of the column height of only ± 1 km because the good monitoring of Etna plumes (e.g. 
Andronico et al., 2009) allow constraining this parameter with a fairly high degree of precision through 
images mainly obtained from video surveillance carried out by INGV-CT. Results are in agreement with 
Scollo et al. (2009) findings that small variations of the column height have little influence on the model 
outputs of  HAZMAP,  TEPHRA and FALL3D models.  It  should be highlighted that  the uncertainty in 
plume heights for other volcanoes which are less well  monitored than Etna could have more important 
implications on plume dispersal (Papp et al., 2005). 
PUFF has three different options for describing the settling terminal velocities of volcanic ash (“Constant”, 
“Stokes”, and “Reynolds”). In particular, results show that the choice of the three different model options 
may modify the PUFF results  for  eruptions having high initial  eruption columns.  Several  studies have 
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shown that terminal settling velocity law has an important role in the pattern of deposition (e.g. Pfeiffer et 
al., 2005) and should be modeled accurately. Hence, in our opinion, due to the importance of the Reynolds 
number on the thickness variations of tephra fall deposits (Bonadonna et al., 1998), the “Reynolds” law is 
the preferred description. It is also notable that PUFF does not account for two important phenomena that 
are very common in sedimentation processes of volcanic ash: i) the decreasing in terminal settling velocities 
due to the irregular shape of volcanic ash (e.g. Riley et al., 2003; Coltelli et al., 2008); ii) the presence of an 
aggregation phenomenon  (e.g.  Durant  et  al.,  2009).  The  first  should  decrease  terminal  velocity  values 
whereas the latter could lead to the premature fallout of fine ash. 
The plumeShape parameter (describing the particle distribution within the eruption column) influences the 
results only for S2. In agreement with Peterson and Dean (2003), it should be chosen accurately if eruptions 
produce a strong plume. However, in the case of Etna, the majority of events in the last ten years produced 
weak plumes  (Andronico  and  Scollo,  2008)  and  this  parameter  may be  considered  less  consequential. 
Differences in the model results could be due to the variation of the particle distribution inside the column. 
In the literature, there are several empirical methods used in ash dispersal modeling to distribute the mass 
along the  eruption  column  (e.g.  Suzuki,  1983).  However,  these  empirical  laws  should  be  revised  and 
replaced with more reliable models on eruption column distributions already available in the literature (e.g. 
Ishimine, 2007).
4.3 The Best-fit
The field data  of  2001 Etna eruption (Scollo et  al.,  2007)  have extensively been used to  evaluate the 
performance of VATDM as FALL3D (Costa et al., 2006), VOL-CALPUFF (Barsotti and Neri, 2008), and 
HAZMAP (Scollo et al., 2007). Further, input parameters of this event have recently been considered as a 
representative scenario for Etna volcano (Mastin et al., 2009) by the Eruption Source Parameters workgroup 
(http://esp.images.alaska.edu/index.php). These data are therefore ideal to test the reliability of PUFF model 
forecasts.  Results  show  that  the  best  fit  is  obtained  using  a  fine  grain-size  class  reflecting  the 
phreatomagmatic  nature  of  the  first  phase  of  Etna  eruption  (Scollo  et  al.,  2007).  The  best  fit  for  the 
maximum column height is 5.5 km. As previously mentioned, this result is very similar to those obtained by 
analyzing the MISR images (Scollo et al., 2010), whereas it is higher with respect to the maximum column 
height obtained by the geometric analysis of pictures taken during the explosive event (Scollo et al., 2007). 
However, it is noted that while the error of the MISR height ranges from 0.1 to a maximum of 0.4 km 
(Naud et  al.,  2004),  the error in the column height  observed in the field may reach 1 km.  PUFF also 
describes well  the distribution of particles inside the eruption column. We found in fact that the linear 
distribution leads to a good fit to the real tephra deposit. In agreement with models of well mixed weak 
plumes, such as the 2001 event, the rising plume is subjected to a turbulently diffused vertical current in 
which particles are distributed almost uniformly in the vertical direction due to a more efficient turbulent 
mixing and vorticity (Turner, 1973; Bonadonna et al., 2005b). 
Lagrangian models such as PUFF are widely used by volcanic ash advisory centers (VAAC) to reduce risks 
from volcanic ash dispersal.  However, they are usually run with a relatively small  number  of  particles 
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forcing them to obtain only qualitative information from model results. Instead, our results show that when 
the  number  of  particles  is  increased,  we can calculate  the  tephra  deposit  and  ash concentration in  air 
reliability.  Results  of  best-fit  procedure  demonstrate  that  a  Lagrangian  model  can  furnish  the  same 
information as an Eulerian model, making possible any comparisons among model results.  
5. Concluding remarks
This  work shows  that,  using  a  statistical  approach,  we  can  calculate  tephra  deposit  load  and  ash 
concentration in air by a Lagrangian model  such as PUFF. We find that for two well defined eruption 
scenarios and a small computation domain, up to 33 and 220 million particles are necessary to accurately 
calculate the deposit load and ash concentration in air, respectively. These values are at least two orders of 
magnitude larger than the values typically considered by Lagrangian models. Despite the high number of 
particles,  the  computational  time  may  be  drastically  reduced  using  parallel  computing  techniques. 
Consequently,  lagrangian  models  could  be  used  to  define  the  volumes  of  airspace  which  should  be 
interdicted to aviation operations and improve current strategies of ash forecasting.
The parametric analysis has shown that PUFF results are greatly affected by the topography, the horizontal 
diffusion coefficient, the time step of the simulations, and the standard deviation of the particle distribution. 
While  the  topography needs  to  be  included  and  the  time  step  can  be  set  to  the  minimum  value,  the 
horizontal coefficient and the standard deviation should be set accurately when PUFF is used operationally 
during emergencies. 
Finally, a comparison between PUFF simulations and the 2001 field data has shown that PUFF may furnish 
reliable values of the deposit load comparable with results obtained by other volcanic ash dispersal models. 
In future, additional tests should be carried out in order to better evaluate how the minimum number of 
particles  Nm is affected by the eruption size. Finally,  a detailed comparison between a Lagrangian (e.g. 
PUFF) and Eulerian model  (e.g. FALL3D) should be performed in a way to evaluate the strength and 
weakness of the two different approaches. 
The proposed approach will allow to obtain quantitative ash concentration maps from Lagrangian model 
such  us  PUFF  which  are  widely  used  by  VAACs  to  forecast  volcanic  ash  dispersal  and  define  the 
contaminated area for ensuring the safety of the air transportation. 
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Figures
Figure 1. Log of the minimum number of particles (Ni) required to reach the 99% of 
i
jρ  on the ground and at 
different flight levels (FL60, FL120, FL180) for Scenario 1.
Figure 2. Correlation coefficient ( ijρ ) in function of the number of particles (Ni) for Scenario 1. The yellow 
circle shows the number of particles necessary to reach the 99% of ijρ  on the ground. The mean value ( iµ ) 
and the standard deviation ( iσ ) of ijρ  are plotted using the black and broken blue line, respectively. The red 
line represents the mean value of ijρ  evaluated by ( )aNN iiij += /ρ .
Figure 3. Log of the minimum number of particles (Ni) required to reach the 99% of 
i
jρ  on the ground and at 
different flight levels (FL60, FL120, FL180) for Scenario 2.
Figure 4. Correlation coefficient ( ijρ ) in function of the number of particles (Ni) for Scenario 2. Color lines 
as described in Figure 2. 
Figure 5. Comparison between the computed deposits using 50,000 particles (top) and 5.2 M of particles for 
S1-RUN0 (bottom).
Figure 6. Comparison between the computed deposits using 50,000 particles  (top) and 4.7 M of particles for 
S2-RUN0 ((bottom).
Figure  7.  Comparison between the simulation using the values obtained by the best-fit procedure and the 
field data at  each sampling point  (kg m−2)  of  the 2001 Etna eruption (Scollo et  al.,  2007).  The equiline 
represents an ideal line if a perfect agreement exists, the dotted lines marks the region between 5 and 1/5 
times the observed mass at each station.
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Tables
Table 1. Volcanological input parameters of Scenario 1 (S1) and Scenario 2 (S2).
Table 2. Input parameters of the PUFF model. 
Table 3. RUN of input parameters considered in the parametric study for Scenario 1 (S1). S1-RUN0 is the 
reference run. Input parameters are changed “one at time” respect to S1-RUN0. 
Table 4. RUN of input parameters considered in the parametric study for Scenario 2 (S2). S2-RUN0 is the 
reference run. Input parameters are changed “one at time” respect to S2-RUN0. 
Table  5.  Minimum number of particles  Nm in millions averaged over all runs from RUN0 to RUN11 for 
Scenario 1 (S1) and Scenario 2 (S2) on the ground (G) and at FL60, FL120 and FL180.
Table  6.  Values  of Ji,j for  Scenario  1 (S1). Green  colors  indicates low  differences  (Δ≤0.33),  yellow 
moderate  differences  (0.33<Δ≤0.66),  orange  high  differences  (0.66<Δ≤0.99)  and,  finally,  red  extreme 
differences (Δ≥1).
Table 7.  Values  of Ji,j for  Scenario  2  (S2).  Green  colors  indicates low  differences  (Δ≤0.33),  yellow 
moderate  differences  (0.33<Δ≤0.66),  orange  high  differences  (0.66<Δ≤0.99)  and,  finally,  red  extreme 
differences (Δ≥1).
Table 8. PUFF input parameters that best fit the field data of the 2001 Etna eruption.
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Table 1
Scenario 1 (S1) Scenario 2 (S2)
Eruption Duration 3 h 5 min
Erupted Mass (kg) ~109 ~1.3×109
Averaged Mass Flow Rate (kg/s) 5×104 1×106
Plume Height (km) 4.5 11
Duration of simulation 3 h 3 h
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Table 2
Input Parameters 
N Number of particles released by PUFF in each simulation
ashLogMean Base-10 log of the mean particle size (m)
ashLogSdev Standard deviation of the Gaussian distribution (m)
plumeMax Maximum plume height (m)
plumeHwidth Initial horizontal width of the cloud (km)
plumeShape Vertical distribution of particles within the initial eruption column. It can be a 
linear, poissonian or exponential distribution
plumeZwidth Initial vertical depth of the cloud (km) within which the ash particles are initially 
distributed
diffuseZ Vertical diffusion coefficient (m2/s)
diffuseH Horizontal diffusion coefficient (m2/s)
dtMins Time step in the lagrangian time-stepping method (min)
sedimentation Settling law which may be a constant laminar sedimentation (constant), pressure 
and temperature dependent air viscosity with laminar sedimentation (stokes) and a 
variable flow regime dependent on the particle’s Reynolds’s number (reynolds)
topography Digital elevation model (DEM) 
25
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
Table 3
S1-RUN ashLog
Mean
ashLog
Sdev
plume
Max
plumeH
width
plume
Shape
plumeZ
width diffuse
Z
diffuse
H
dt
Mins
sedimen
tation
topogra
phy
S1-RUN0 -3.6 (2 φ) 0.45 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN1-1 -3 (0 φ) 0.45 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN1-2 -3.3 (1 φ) 0.45 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN1-3 -3.9 (3 φ) 0.45 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN1-4 -4.2 (4 φ) 0.45 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN2-1 -3.6 0.3 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN2-2 -3.6 0.6 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN2-3 -3.6 1 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN2-4 -3.6 2 4500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN3-1 -3.6 0.45 3500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN3-2 -3.6 0.45 5500 0.001 Linear 1 10 10000 1 Reynolds DEM
S1-RUN4-1 -3.6 0.45 500 0.01 Linear 1 10 10000 1 Reynolds DEM
S1-RUN4-2 -3.6 0.45 500 0.1 Linear 1 10 10000 1 Reynolds DEM
S1-RUN4-3 -3.6 0.45 500 1 Linear 1 10 10000 1 Reynolds DEM
S1-RUN4-4 -3.6 0.45 500 10 Linear 1 10 10000 1 Reynolds DEM
S1-RUN5-1 -3.6 0.45 500 0.001 Exponential 1 10 10000 1 Reynolds DEM
S1-RUN5-2 -3.6 0.45 500 0.001 Poisson 1 10 10000 1 Reynolds DEM
S1-RUN6-1 -3.6 0.45 500 0.001 Poisson 0.001 10 10000 1 Reynolds DEM
S1-RUN6-2 -3.6 0.45 500 0.001 Poisson 0.0 10 10000 1 Reynolds DEM
S1-RUN6-3 -3.6 0.45 500 0.001 Poisson 0.1 10 10000 1 Reynolds DEM
S1-RUN7-1 -3.6 0.45 500 0.01 Linear 1 0.001 10000 1 Reynolds DEM
S1-RUN7-2 -3.6 0.45 500 0.01 Linear 1 0.01 10000 1 Reynolds DEM
S1-RUN7-3 -3.6 0.45 500 0.01 Linear 1 0.1 10000 1 Reynolds DEM
S1-RUN7-4 -3.6 0.45 500 0.01 Linear 1 1 10000 1 Reynolds DEM
S1-RUN7-5 -3.6 0.45 500 0.01 Linear 1 100 10000 1 Reynolds DEM
S1-RUN8-1 -3.6 0.45 500 0.01 Linear 1 10 10 1 Reynolds DEM
S1-RUN8-2 -3.6 0.45 500 0.01 Linear 1 10 100 1 Reynolds DEM
S1-RUN8-3 -3.6 0.45 500 0.01 Linear 1 10 1000 1 Reynolds DEM
S1-RUN8-4 -3.6 0.45 500 0.01 Linear 1 10 Turbulent 1 Reynolds DEM
S1-RUN9-1 -3.6 0.45 500 0.01 Linear 1 10 10000 5 Reynolds DEM
S1-RUN9-2 -3.6 0.45 500 0.01 Linear 1 10 10000 10 Reynolds DEM
S1-RUN10-1 -3.6 0.45 500 0.01 Linear 1 10 10000 1 Constant DEM
S1-RUN10-2 -3.6 0.45 500 0.01 Linear 1 10 10000 1 Stokes DEM
S1-RUN11-1 -3.6 0.45 500 0.01 Linear 1 10 10000 1 Reynolds No DEM
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Table 4
S2-RUN ashLog
Mean
ashLo
g
Sdev
plum
e
Max
plume
H
width
plume
Shape
plume
Z
width
diffuse
Z
diffuse
H
dt
Mins
sedimen
tation
topogra
phy
S2-RUN0 -3.15  (0 φ) 0.45 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN1-1 -2.7 (-1 φ) 0.45 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN1-2 -2.3 (-2 φ) 0.45 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN1-3 -3.3 (1 φ) 0.45 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN1-4 -3.6 (2 φ) 0.45 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN1-5 -3.9 (3 φ) 0.45 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN1-6 -4.2 (4 φ) 0.45 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN2-1 -3.15 0.3 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN2-2 -3.15 0.6 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN2-3 -3.15 1 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN2-4 -3.15 2 11000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN3-1 -3.15 0.45 10000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN3-2 -3.15 0.45 12000 0.001 Linear 1 10 10000 1 Reynolds DEM
S2-RUN4-1 -3.15 0.45 11000 0.01 Linear 1 10 10000 1 Reynolds DEM
S2-RUN4-2 -3.15 0.45 11000 0.1 Linear 1 10 10000 1 Reynolds DEM
S2-RUN4-3 -3.15 0.45 11000 1 Linear 1 10 10000 1 Reynolds DEM
S2-RUN4-4 -3.15 0.45 11000 10 Linear 1 10 10000 1 Reynolds DEM
S2-RUN5-1 -3.15 0.45 11000 0.001 Exponential 1 10 10000 1 Reynolds DEM
S2-RUN5-2 -3.15 0.45 11000 0.001 Poisson 1 10 10000 1 Reynolds DEM
S2-RUN6-1 -3.15 0.45 11000 0.001 Poisson 0.001 10 10000 1 Reynolds DEM
S2-RUN6-2 -3.15 0.45 11000 0.001 Poisson 0.01 10 10000 1 Reynolds DEM
S2-RUN6-3 -3.15 0.45 11000 0.001 Poisson 0.1 10 10000 1 Reynolds DEM
S2-RUN7-1 -3.15 0.45 11000 0.01 Linear 1 0.001 10000 1 Reynolds DEM
S2-RUN7-2 -3.15 0.45 11000 0.01 Linear 1 0.01 10000 1 Reynolds DEM
S2-RUN7-3 -3.15 0.45 11000 0.01 Linear 1 0.1 10000 1 Reynolds DEM
S2-RUN7-4 -3.15 0.45 11000 0.01 Linear 1 1 10000 1 Reynolds DEM
S2-RUN7-5 -3.15 0.45 11000 0.01 Linear 1 100 10000 1 Reynolds DEM
S2-RUN8-1 -3.15 0.45 11000 0.01 Linear 1 10 10 1 Reynolds DEM
S2-RUN8-2 -3.15 0.45  11000 0.01 Linear 1 10 100 1 Reynolds DEM
S2-RUN8-3 -3.15 0.45 11000 0.01 Linear 1 10 1000 1 Reynolds DEM
S2-RUN8-4 -3.15 0.45 11000 0.01 Linear 1 10 Turbulent 1 Reynolds DEM
S2-RUN9-1 -3.15 0.45 11000 0.01 Linear 1 10 10000 5 Reynolds DEM
S2-RUN9-2 -3.15 0.45 11000 0.01 Linear 1 10 10000 10 Reynolds DEM
S2-RUN10-1 -3.15 0.45 11000 0.01 Linear 1 10 10000 1 Constant DEM
S2-RUN10-2 -3.15 0.45 11000 0.01 Linear 1 10 10000 1 Stokes DEM
S2-RUN11-1 -3.15 0.45 11000 0.01 Linear 1 10 10000 1 Reynolds No DEM
27
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
Table 5
G FL60 FL120 FL180
S1-90% 0.6 13.9 6.9 19.9
S1-95% 1.3 29.5 14.6 41.9
S1-99% 7.3 153.5 76.1 219.8
S2-90% 2.9 2.3 1.7 2.6
S2-95% 6.2 5.1 3.7 5.5
S2-99% 32.5 26.1 19.2 28.9
Table 6
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Table 7
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Table 8
ashLogMean -3.9
ashLogSdev 0.3
plumeMax 5500
plumeShape linear
plumeZwidth 0.1
plumeHwidth 0.01
diffuseZ 1
diffuseH 1000
sedimentation Reynolds
dtMins 1
DEM gtopo30
Fig. 1
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Fig. 2
Fig. 3
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Fig. 4
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Fig. 5
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Fig. 6
Fig. 7
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Research Highlights
1) Tephra deposit and ash concentration may be computed by lagrangian models such us PUFF using a 
statistical approach;
2) Millions of particles are necessary to accurately predict the tephra deposit and ash concentration in air; 
3)  Horizontal  diffusion  coefficient,  the  time  step  of  the  simulations,  the  topography and  the  standard 
deviation of the particle distribution greatly affect the PUFF outputs;
4)  Comparison between PUFF simulations  and field  data  of the 2001 Etna  eruption  shows that  PUFF 
furnishes  reliable  values  of  the  deposit  load  comparable  with  results  obtained  by  other  volcanic  ash 
dispersal models;
5) The proposed approach allows to reliably outlining the areas of contaminated airspace using PUFF or 
any other lagrangian model in order to define the No Fly Zone and ensure the safety to aviation operations.
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