Linear differential algebraic groups (LDAGs) appear as Galois groups of systems of linear differential and difference equations with parameters. These groups measure differential-algebraic dependencies among solutions of the equations. LDAGs are now also used in factoring partial differential operators. In this paper, we study Zariski closures of LDAGs. In particular, we give a Tannakian characterization of algebraic groups that are Zariski closures of a given LDAG. Moreover, we show that the Zariski closures that correspond to representations of minimal dimension of a reductive LDAG are all isomorphic. In addition, we give a Tannakian description of simple LDAGs. This substantially extends the classical results of P. Cassidy and, we hope, will have an impact on developing algorithms that compute differential Galois groups of the above equations and factoring partial differential operators.
Introduction
In this paper, we continue developing a Tannakian approach to the representation theory of linear differential algebraic groups (LDAGs) over differential fields with several commuting derivations started in [1, 2] . We combine it with the classical approach to these groups initiated by Cassidy in [3, 4] . A noncommutative LDAG is called simple if it has no connected normal differential algebraic subgroups [5, 6] . A LDAG is called reductive if its differential unipotent radical is trivial [7, 8] .
Our main result is a characterization of reductive LDAGs in terms of Zariski closures using Cassidy's results [5] on simple LDAGs. We show that a LDAG G is reductive if and only if its Zariski closure in a faithful representation of G of minimal dimension is a reductive linear algebraic group (see Theorem 4.7) . This gives a complete Tannakian description of the category of differential representations of a reductive LDAG (see Corollary 4.8) .
In general, the Zariski closure of a LDAG G does depend on the embedding of G into GL(V ). Moreover, if G is reductive, its Zariski closure does not have to be so (see Examples 3.4 and 3.17) . As an application of our results for reductive LDAGs we give a Tannakian characterization of simple LDAGs (see Theorems 4.10 and 4.11) . This should have applications to factoring partial differential operators in the sense of [9] .
In order to show the uniqueness result, we use the Tannakian approach and, in particular, show that if one takes a generator X of a neutral differential Tannakian category [2, 10, 11] , then the neutral Tannakian category [12, 13] generated by X is the category of representations of the Zariski closure of the LDAG that corresponds to X (see Theorem 3.2) . In general, the category of representations of a reductive LDAG is not semisimple. This is one of the main difficulties of the theory. Using the results of [1] , we show that it is semisimple if and only if the group is not only reductive, but is also conjugate to a group of matrices with entries that are constant under our derivations (see Theorem 3.14) .
LDAGs appear as Galois groups of systems of linear differential and difference equations with parameters [14, 15, 16, 17] . These groups measure differential-algebraic dependencies among solutions of the equations. At present, we do not have an algorithm that computes this Galois group. However, solving such an important problem becomes more feasible with the results we present in this paper. Indeed, a usual algorithm that computes the Galois group of a linear differential equation (without parameters) generally operates with a list of groups that can possibly occur and step-by-step eliminates the choices (see, for example, [18, 19, 20, 21, 22, 23, 24] ).
Hence, by eliminating non-simple and non-reductive LDAGs our result will contribute to such a step in a future algorithm that computes the Galois group of a linear differential and difference equation with parameters. For second order differential equations, this might combined with the results on differential algebraic subgroups and differential representations of SL 2 [25, 26] . Also, algebraically finite dimensional LDAGs have been studied in [27, 28] . Their further connections with the generalized differential Galois theory appeared in [29, 30] .
The rest of the paper is organized as follows. Section 2 gives formal definitions and properties of linear differential algebraic groups including prolongations of representations. In Sections 3.3 and 3.4, we introduce unipotent LDAGs (Definition 3.6 and Lemma 3.5), show existence of differential unipotent radicals, and characterize semisimple categories of representation of LDAGs. In Section 4, we show our main result: the uniqueness of Zariski closures in faithful representations of minimal dimension for reductive LDAGs and the application to describing all simple LDAGs in Tannakian terms. Section 5 contains the differential Chevalley theorem on realizing any LDAG as a stabilizer of a line defined over the field of definition of the group. This result is not only new and interesting on its own as an alternative way of viewing the Tannakian approach but is also used directly in [17] .
Basic definitions
A ∆-ring R, where ∆ = {∂ 1 , . . . , ∂ m }, is a commutative associative ring with the unit and commuting derivations ∂ i : R → R such that
for all a, b ∈ R and i, 1 i m. If k is a field and a ∆-ring then k is called a ∆-field. We restrict ourselves to the case of char k = 0.
For example, Q is a ∆-field with the unique possible derivation (which is the zero one). The field C(t) is also a ∆-field with ∂ (t) = f , and this f can be any element of C(t). Let
The action of ∆ on ∆-ring R induces an action of Θ on R.
Let R be a ∆-ring. If B is an R-algebra, then B is a ∆-R-algebra if the action of ∆ on B extends the action of ∆ on R. Let Y = {y 1 , . . . , y n } be a set of variables. We differentiate them:
The ring of differential polynomials R{Y } in the differential indeterminates Y over a ∆-ring R is the ring of commutative polynomials R[ΘY ] in infinitely many algebraically independent variables ΘY with derivations ∆ that extend the ∆-action on R as follows:
We shall recall some definitions and results from differential algebra (see for more detailed information [3, 31] ) leading up to the "classical definition" of a linear differential algebraic group. Let U be a differentially closed field containing k (see [14, Definition 3.2] and the references given there). Let also C ⊂ U be its subfield of constants 4 , that is,
k is the set of common zeroes of a system of differential algebraic equations with coefficients in k, that is, for f 1 , . . . , f k ∈ k{Y } we define
There is a bijective correspondence between Kolchin closed subsets W of U n defined over k and radical differential ideals I(W ) ⊂ k{y 1 , . . . , y n } generated by the differential polynomials f 1 , . . . , f k that define W . In fact, the ∂ -ring k{Y } is Ritt-Noetherian, meaning that every radical differential ideal is the radical of a finitely generated differential ideal, by the Ritt-Raudenbush basis theorem. Given a Kolchin closed subset W of U n defined over k, we let the coordinate ring k{W } be:
k{W } = k{y 1 , . . . , y n } I(W ). 4 One can show that the field C is algebraically closed. As mentioned in the introduction, we will also use the abbreviation LAG (respectively, LDAG) for linear algebraic group (respectively, linear differential algebraic group). Note that it follows from [32, Theorem 4.3] that the Zariski closure of a LDAG G ⊂ GL n (U ) is a linear algebraic group. Here, we identify GL n (U ) with a Zariski closed subset of U n 2 +1 given by
If X is an invertible n × n matrix, we can identify it with the pair (X, 1/ det(X)). Hence, we may represent the coordinate ring of GL n (U ) as k{X, 1/ det(X)}. 
Given a representation ρ of a LDAG G, one can define its prolongations
with respect to ∂ i , 1 i m, as follows [1, Definition 4 and Theorem 1]: let
as vector spaces. Here, k ⊕ k ∂ i is considered as the right k-module:
for all a ∈ k. Then the action of G is given by F i (ρ) as follows:
for all g ∈ G and v ∈ V . In the language of matrices, if A g ∈ GL(V ) corresponds to the action of g ∈ G on V , then the matrix
corresponds to the action of g on F i (V ). 
Moreover, for 1 i, j m we have G-isomorphisms
given by
where v ∈ V . Further prolongations
are given by iterating the construction, and further results on this approach are contained in [1, 33] . Moreover, [33] 
Tannakian results and definitions
As we noted in the introduction, our plan is first to give a Tannakian characterization of Zariski closures of LDAGs and then use it for our main result.
Zariski closures of LDAGs and differential Tannakian categories
The following definition is taken from [2, Definition 2] (where they were first introduced) with a slight modification and generalization to the case of several commuting derivations reflected in isomorphisms (4) (see also [33] ).
is a rigid tensor abelian category C with End C (½) = k, where ½ is the unit object in C , supplied with the following data:
• functors F C ,i : C → C , 1 i m, with exact sequences of functors
that is, a functorial exact sequence
for any object X in C , such that the differential structure induced by all the F C ,i 's on k coincides with the given ∆ (see [10, Lemma 7] and [11, Section 5.
2.2])
• functorial isomorphisms
for all 1 i, j m and X ∈ Ob(C );
• functorial morphisms
for all objects X and Y in C and 1 i m;
• an exact tensor k-linear functor ω : C → Vect k with functorial isomorphisms of k-vector spaces
for any object X in C , such that Γ sends exact sequences of type (3) to exact sequences of type (1), isomorphisms of type (4) to isomorphisms of type (2), and morphisms of type (5) to the morphisms of the following type:
given by the formula
for all u ∈ U, v ∈ V , and 1 i m. Such a functor ω is called a differential fibre functor.
For a differential fibre functor ω : C → Vect k , we denote the differential tensor and tensor automorphisms of the functor by 
Theorem 3.2. Let a neutral differential Tannakian category C have a differential rigid abelian tensor generator X. Then, there is a natural embedding of
so that G is Zariski dense in H X , where D is the rigid abelian tensor category generated by the object X.
Proof. Let K be a ∆-k-algebra and λ ∈ G(K). Since λ is uniquely determined by its action on X (see [10, formula (36) ]), the restriction map 
and H X is a linear algebraic group with its faithful representation ρ into GL(ω(X)). 
that was not H X invariant. Hence, the line L is also G-invariant and, therefore, corresponds to an object in D. This contradicts (6) . 7
Note that, starting with a different X, one can get different linear algebraic groups H X in which G is Zariski dense (see Example 3.4). It is a question how to define a canonical H X . If one asks X to be of the smallest possible dimension, are different H's coming out of this isomorphic? The answer is 'Yes', and this will be resolved in Section 4.
Extending representations to Zariski closures
Recall that a representation is called completely reducible if it is isomorphic to a direct sum of irreducible representations, that is, of representations with no non-zero proper subrepresentations. Proof. By Theorem 3.2, the Zariski closure G is given by the rigid abelian tensor category D W generated by W . Let
be the irreducible decomposition. We will show that the G-module V j belongs to Ob(D W ), 1 j p. This will imply the required result.
By [1, Proposition 2], the G-module V j is a subquotient of several copies of
Among all such presentations of V j choose one with the smallest maximal prolongation exponent. Denote this integer by h. So, suppose we have F h i (W ) for some i, 1 i m, present in a representation of V j of the smallest maximal order and h 1. We may also assume that the degree of F h i (W ) with respect to ⊗ in this expression is the smallest possible. Then, V i can be viewed as the quotient U/S for some G-modules
where W ′′ is free of F h i (W ). Recall the short exact sequence of G-modules:
Denote the morphisms of representations
by ι and π, respectively. Also denote
is either {0} or isomorphic to U/S. The latter contradicts to the minimality of our choice of a "prolongation-tensor" presentation of U/S. Hence, π(U) = π(S). 
This implies that
One can show that the Zariski closure
which is not a reductive linear algebraic group. The representation
is completely reducible and faithful. However, its extension to H ρ given by
is not faithful. Also note that ρ 1 (ρ(G m )) G m and H ρ G m × G a are not isomorphic as linear algebraic groups. However, they are Zariski closures of the LDAG G m in its two faithful differential representations.
Unipotent linear differential algebraic groups
We recall now a few basic facts about unipotent LDAGs. 
Remark 3.7. By Lemma 3.5(2), the image a unipotent LDAG under an injective homomorphism is a unipotent LDAG. Therefore, the property of a LDAG G being unipotent does not depend on the embedding of G into GL n .
Lemma 3.8. [32, Theorem 4.3(b)] Let G be a differential algebraic subgroup of GL n and let H be a normal differential algebraic subgroup of G. Then, the Zariski closure H of H is a normal algebraic subgroup of the Zariski closure G of G.
The proofs of the following two statements were provided to the authors by Phyllis Cassidy. Proof. Let G be a unipotent differential algebraic group. There exists g ∈ GL n such that
Let G be the Zariski closure of G. Since the conjugation by g extends to G, the linear algebraic group gGg −1 is a subgroup of ST n . Thus, G is unipotent.
Theorem 3.10. A LDAG G contains a maximal normal unipotent differential algebraic subgroup R u (G).
Proof. Let R u G be the unipotent radical of G. Recall that R u G is the maximal normal unipotent algebraic subgroup of G. 5 Let
Then, K is a normal unipotent differential algebraic subgroup of G. Let H be a normal unipotent differential algebraic subgroup of G. By Lemma 3.8, H is normal in G. Since H is unipotent, H ⊂ R u G , and
Thus, K is the maximal normal unipotent differential algebraic subgroup of G. 
Reductive linear differential algebraic groups
We are now ready to introduce and study reductive LDAGs. The following example was suggested to the authors by Phyllis Cassidy.
Example 3.17. Let G = SL n over the ground field (U , ′ ). Consider the action of G on its Lie algebra sl n by the adjoint representation:
where g ∈ G(U ) and A ∈ sl n (U ). Let H be the algebraic group SL n ⋉ sl n , where by sl n we mean the additive group of the Lie algebra, and the multiplication is given by
.
The subgroup SL n × {0} is a maximal semisimple algebraic subgroup, and the unipotent radical is {0} × sl n . So, H is not reductive. Let
G ′ is a differential algebraic subgroup of H and is differentially rationally isomorphic to SL n and so is a non-commutative simple differential algebraic group, whose Zariski closure, H, is not even reductive.
Remark 3.18. It is not surprising that it was enough to prolong the usual representation of SL n once to show that the representations do not split: the group is conjugate to constants if and only if the first prolongation splits.
Main result
In this section, we will show in Theorem 4.7 that the Zariski closure of a reductive LDAG in its faithful representation of minimal dimension is unique up to an isomorphism and is a reductive linear algebraic group. As Example 3.4 shows, the uniqueness fails without the hypothesis on minimal dimension.
Preparation Definition 4.1.
A group Γ is a product of its subgroups M and N if the product morphism M × N → Γ is surjective and mn = nm for all m ∈ M, n ∈ N. In this case, we write
If |M ∩ N| < ∞, we say that Γ is an almost direct product of M and N, and we write
We will use the following result on the structure of reductive algebraic groups. For a LAG G, we denote its commutator subgroup by G ′ . The connected component of G is denoted by G • . In what follows, we will be frequently referring to [35] , where the notation is different. However, we choose the one that we have here as it is more commonly used. Our references to the results from [35] are very explicit to avoid possible confusion.
For a subgroup H ⊂ G, its centralizer in G is denoted by C G (H). The center of G is denoted by

Proposition 4.2. Let H ⊂ GL n (U ) be a connected reductive algebraic subgroup and N ⊂ H be a normal algebraic subgroup. Then N is reductive and
H = H ′ · T , the commutator subgroup H ′ is semisimple and T = Z(H)
• is an algebraic torus.
H = NC H (N).
If A ⊂ H is a normal algebraic subgroup and B = C H (A), then N = (N ∩ A)(N ∩ B).
Proof. By [35, Corollary IV.14. By statement (1) and [35, Proposition IV.14.10(2b)], there is an isogeny
where H i ⊂ H ′ , i = 1, . . . , k, are connected simple normal subgroups of positive dimension. Since N ⊂ H is normal, so is the preimageÑ
Let N i , 1 i k, be the image ofÑ under the projection α i :H → H i . We havẽ
Since 
By [35, Lemma V.
22.1(i,vi)], Γ ⊂ Z(H). Since T ⊂ Z(H), we havẽ
Since α is onto,
Therefore, applying α to formula (8), we obtain
Thus, C H (N • ) = C H (N) and [35, Proposition IV.14.10(1b)] implies
This proves statement (2). Let us prove statement (3). By statement (2), we have
It follows from the first inclusion in (7) (applied for N = A) that It follows from the decomposition in statement (2) that the center of any normal subgroup of H belongs to Z(H). Then, by statement (1), we have
Now, (9) implies that N ⊂ N c Z(H).
Since Z(H) ⊂ B, N ⊂ N c B
and
which finishes the proof. 13
For a LDAG G ⊂ GL n (U ), we set
and call G(C) a group of constants of G. Isomorphic LDAGs do not necessarily have isomorphic groups of constants. (For instance, the homomorphism G a (C) → G a , x → ux, where u ∈ G a \ G a (C), has the image with the zero group of constants.) A Chevalley group is a connected noncommutative semisimple linear algebraic group defined over Q. We will use the following results of Cassidy restated for our situation.
Theorem 4.3.
We have:
[5, Theorem 19] Let G be a connected Zariski dense differential algebraic subgroup of a simple Chevalley group S. Then either G = S or G is conjugate in S to S(C
′ ), where C ⊂ C ′ ⊂ U .
[5, Theorem 15] Let G be a dense differential algebraic subgroup of a connected noncommutative semisimple LAG H. Then G is an almost direct product of its connected simple normal subgroups G i . The Zariski closure G i ⊂ H is a connected simple normal algebraic subgroup.
Definition 4.4. A LDAG
Lemma 4.5 will play a crucial role in the proof of Theorem 4.7, which is our main result.
Lemma 4.5. The isomorphism class of any connected reductive LDAG contains a constant-dense group.
Proof. Let G ⊂ GL n (U ) be a connected reductive LDAG. Then the restriction of the homomorphism
Moreover, H is a reductive linear algebraic group. The above also follows from the first part of the proof of Theorem 4.7 without introducing a circular argument. Therefore, every connected reductive LDAG is isomorphic to a LDAG whose Zariski closure is a reductive linear algebraic group. To prove the main statement, first consider the case
where H i , 1 i r, are simple Chevalley groups and T = G m k . We will show that
where
and L is a normal subgroup of H. The quotient map
is a homomorphism of algebraic groups. Hence, it takes dense subgroups to dense ones. Note
Since G ′ is semisimple, it follows from Theorem 4.3(3) that
Consider the projection
Indeed, q(G) is a connected dense differential algebraic subgroup of H ′ . Therefore,
where Q i 's are the simple components. Then G i is a normal subgroup of Q i . Since either of G i and Q i is conjugate in H i to H i (C ′ ) or H i , where C ′ ⊂ U , and H i (C ′ ) is not normal in H i (for example, because H i is simple as a LDAG), we obtain
This implies that, for any g ∈ G, there exist l ∈ G ′ and z ∈ T such that g = lz.
Hence,
We have Z = T , because the projection H ′ × T → T maps the dense subgroup G to the subgroup Z, which has to be dense too. By Theorem 4.3(1), Z ⊃ T (C). Then
Consider now the case of a general H. Let β : H → F be an isomorphism, where F is given by polynomial equations with coefficients in Q. By [37] and [38, Corollary 1.3] , there is an isogeny
defined over Q where H i , 1 i r, are simple simply connected Chevalley groups. Since G is dense in H, the Kolchin connected componentG of α −1 (β (G)) is a Zariski dense differential algebraic subgroup ofH. By the above, there is h ∈H such that
Since F is given by polynomial equations over Q, Q ⊂ C, and C is algebraically closed, [35, Corollary AG.
Lemma 4.6. Let G, G 0 be as in Definition 4.4 and G be reductive. Let
be an exact sequence of finite-dimensional G-modules. If
Proof. We need to show that there is a G-equivariant homomorphism p : W → V such that
Note that such a homomorphism is G-equivariant if and only if
Since G is reductive, G 0 is so too. Then sequence (11) splits as a sequence of G 0 -modules. We will use the same notation ι, π, p for maps of G 0 -modules. Set
where A and B are the Zariski closures in GL n (U ). Then,
Indeed, in the Zariski topology induced on G from GL n (U ) 
is a G 0 -equivariant homomorphism. Hence, the map
which finishes the proof.
Main result
We are now ready to prove the main result. Proof. Statements (2) and (3) of the theorem follow from statement (1). Indeed, suppose that ρ is completely reducible, that is,
where W i , 1 i k, are simple submodules of the G-module V . We will show that H is reductive. We have
The projection
. Since π j is onto, it maps normal subgroups to normal subgroups. Therefore,
We have R u (H j ) = {e}. Indeed, otherwise, by the Lie-Kolchin Theorem, the fixed point subspace
has a positive dimension. Since R u (H j ) is a normal subgroup of H j , this subspace is invariant under H j and, therefore, under G. But this contradicts to the simplicity of the G-module W j . Since
Thus, H is reductive. Now, we deduce statement (3) from statements (1) and (2). Let τ : G → GL(W ) be another faithful representation of minimal dimension and Γ = τ(G). The differential homomorphism
determines a completely reducible faithful representation of ρ(G) in GL(W ), having minimal dimension. By Theorem 3.3, τρ −1 extends to an algebraic homomorphism α : H → K. Similarly,
The algebraic homomorphism αβ is the identity on τ(G) and, therefore, it is trivial on K = τ(G). Similarly, β α = id. Hence, H and K are isomorphic algebraic groups. We will prove statement (1) of the theorem. To do this, we reduce the general case to that of connected G. Suppose that the restriction of ρ onto G • is completely reducible. Then the group H 1 = ρ (G • ) is reductive. Moreover, since, by [3, page 908], we have |G/G • | < ∞,
This implies that H is reductive and, thus, V is a semisimple H-module. Since every simple H-submodule of V is a simple G-submodule, the representation ρ is completely reducible.
Suppose that G is connected. If
is an isomorphism of LDAGs, then the complete reducibility of ρα implies that of ρ. Therefore, by Lemma 4.5, it suffices to prove Theorem 4.7(1) for a constant-dense LDAG G. So, we suppose that
where G 0 ⊂ GL n (C) is a LAG. Fix a short exact sequence (11) of G-modules. We need to show that this sequence splits. Note that V is a faithful G 0 -module of minimal dimension. Indeed, it is faithful, because it is faithful as a G-module. Suppose that V 0 is a faithful G 0 -module of minimal dimension and show that dimV 0 = dimV.
Since G 0 is a reductive LAG, it follows from Theorem 3.3 that V 0 is a faithful H-module. Because of the minimality of the G-module V , dimV 0 = dimV .
Let A ⊂ G 0 be the kernel of the action of G on U (such an action is further denoted by G 0 : U). By Proposition 4.2(2), we have
where B = C G 0 (A). By Proposition 4.2, the subgroups A and B are reductive. For a Γ-module L, where Γ is a reductive algebraic group, we denote the submodule of invariants by
Therefore, L Γ is isomorphic to the direct sum of simple nontrivial Γ-modules. If
This follows from the fact that α(S) ≃ S or α(S) = 0 for any simple Γ-module S ⊂ L. We will show that Hom A (W,U) = 0.
Let α ∈ Hom A (W,U). We have U = U A . Hence,
is faithful (the A-module W A is G 0 -invariant, because A and B commute). Indeed,
By the minimality of V , we obtain V = V 0 , or equivalently, W A = {0}. Therefore, α = 0. Now we show that Hom B (W,U) = 0.
Let α ∈ Hom B (W,U). Consider the G 0 -module
and note that V 0 has a submodule isomorphic to W . We have
The equality (*) follows from Proposition 4.2(3). Since
and V is faithful, V 0 is faithful. Therefore, V 0 = V and Im α = 0. 
which can be viewed as an action of SL 2 on an invariant subspace of the space of differential polynomials of degree 2 and order up to 1. The restriction of ρ onto G(C) is the sum of two nonisomorphic irreducible representations. But ρ is not algebraic. This shows that the requirement of minimality is essential in Theorem 4.7. In fact, this example has led to a new development of the differential representation theory of SL 2 [26] .
Characterization of simple LDAGs
We will now provide a complete Tannakian characterization of simple LDAGs. This description consists of two steps: characterize simple LDAGs in terms of simple LAGs (Theorem 4.11) and then characterize simple LAGs themselves in terms of their representations (Theorem 4.10). The goal is to use this in developing algorithms computing Galois groups of linear differential equations with parameters.
For a G-module V , set
Theorem 4.10. A connected noncommutative LAG G is simple if and only if, for any non-trivial G-module X, there exists a G-module Y such that any G-module Z is a subquotient in T (X) ⊗Y .
Proof. Let G be a connected noncommutative simple LAG. Then the image of G → GL(X) lies in SL(X). Set K = ker(G → GL(X)).
According to [32, Section 3.5] , any representation of G/K is a subquotient of T (X).
be the Hopf algebra of G and A K ⊂ A be the Hopf algebra of G/K. Then,
Since G is a simple linear algebraic group and K is normal in G, K is a finite group. Therefore, by [39, Excercise 5.12] , the ring A is integral over the ring A K . Hence, by (12) Since K ⊂ G is normal, A K is a submodule of the G-module A. The universal property of the tensor product yields the existence of a linear map Let V ⊂ A K be a finite-dimensional G-submodule containing a 1 11 , . . . , a r pq . We have
Since K acts trivially on V , V is a G/K-module and, therefore, is a quotient of a G/K-module W ⊂ T (X). Thus, we have 
