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Abstract
Quantization consists in studying the Lr-error induced by the approximation of a
random vector X by a vector (quantized version) taking a ﬁnite number n of values.
For Rm-valued random vectors the theory and practice is quite well established and
in particular, the asymptotics as n-N of the resulting minimal quantization error
for nonsingular distributions is well known: it behaves like cðX ; r; mÞn1=m: This
paper is a transposition of this problem to random vectors in an inﬁnite dimensional
Hilbert space and in particular, to stochastic processes ðXtÞtA½0;1 viewed as
L2ð½0; 1; dtÞ-valued random vectors. For Gaussian vectors and the L2-error we
present detailed results for stationary and optimal quantizers. We further establish
a precise link between the rate problem and Shannon–Kolmogorov’s entropy of X :
This allows us to compute the exact rate of convergence to zero of the minimal
L2-quantization error under rather general conditions on the eigenvalues of the
covariance operator. Typical rates are Oððlog nÞaÞ; a > 0: They are obtained, for
instance, for the fractional Brownian motion and the fractional Ornstein–Uhlenbeck
process. The exponent a is closely related with the L2-regularity of the process.
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1. Introduction
Let X be a random vector in a real separable Hilbert space H with scalar
product /; S and norm jj  jj: For nAN and 0oroN; the n-level
Lr-quantization problem for X consists in minimizing
E min
aAa
jjX  ajjr
over all sets aCH with jajpn: The minimal nth quantization error is then
deﬁned by
en;rðX Þ ¼ inf E min
aAa
jjX  ajjr
 1=r
: aCH ; 1pjajpn
 
ð1:1Þ
under the integrability condition
EjjX jjroN: ð1:2Þ
In fact, the inﬁmum in (1.1) holds as a (ﬁnite) minimum under (1.2), see
Proposition 2.1.
Let aCH be a ﬁnite subset with jajpn: One easily shows that the best
approximation of X by an a-valued random vector is achieved by applying
the rule of the nearest neighbour which corresponds to the geometric object
called Voronoi partition. So, if
f ¼
X
aAa
a1Aa ; ð1:3Þ
where fAa : aAag is a Borel measurable partition of H such that, for every
aAa; Aa is contained in the (closed and convex) Voronoi region
W ðajaÞ ¼ xAH : jjx  ajj ¼ min
bAa
jjx  bjj
 
;
then
EjjX  f ðX Þjjr ¼ E min
aAa
jjX  ajjr:
Function f is called the nearest neighbour n-quantizer of a: Thus one arrives
at the representation
en;rðX Þ ¼ inf
f
ðEjjX  f ðX ÞjjrÞ1=r ¼ inf
Y
ðEjjX  Y jjrÞ1=r; ð1:4Þ
where the ﬁrst inﬁmum is taken over all n-quantizing rules f ; i.e., Borel
measurable maps f :H-H with jf ðHÞjpn and the second inﬁmum is taken
over all H-valued random vectors Y with jsuppðPY Þjpn deﬁned on the same
probability space O as X : Note that the quantizing rule f is a purely
geometric object whereas en;rðX Þ only depends upon the distribution of X :
Quantization of probability distributions on H ¼ Rm is a very old story
which starts in the early 1950s. The idea was to use a ﬁnite number of n
codes (or quantizers) to transmit efﬁciently a continuous stationary signal
(see [11]) for a recent overview of applications. Then it was essential to
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evaluate the resulting error and to optimize the quantizers. It is easy to show
(see [12] or [17]) that the error or distortion ðE minaAa jjX  ajj
rÞ1=r reaches a
minimum at some n-optimal quantizer and that en;rðX Þ goes to zero as
n-N: The main result concerning the minimal quantization error in the
ﬁnite dimensional setting is the Zador Theorem from 1963 that rules the
exact rate of convergence of en;rðX Þ to zero. (The general version given
below was stated later by Bucklew and Wise in [10] and the complete proof
can be found in [12].)
Theorem 1.1 (Zador, see Graf and Luschgy [12]). Assume that H ¼ Rm is
equipped with the Euclidean l2-norm and that EjjX jjrþdoN for some d > 0:
Then if h denotes the Lebesgue-density of the absolutely continuous part of
P ¼ PX (possibly, h ¼ 0),
lim
n-N
n1=men;rðX Þ ¼ qrðmÞ
Z
hðxÞm=ðmþrÞ dx
 ðmþrÞ=mr
;
where qrðmÞ is a strictly positive finite constant depending only on r and the
dimension m:
The constant qrðmÞ corresponds to the case of uniform distributions on
sets whose Lebesgue measure is 1 (e.g. ½0; 1d). Except in dimension m ¼ 1 or
m ¼ 2; its true value is unknown (actually
qrð1Þ ¼
1
2ðr þ 1Þ1=r
;
q1ð2Þ ¼
2þ 3 logð
ﬃﬃﬃ
3
p
Þ
37=4
ﬃﬃﬃ
2
p ; q2ð2Þ ¼ 5
18
ﬃﬃﬃ
3
p
 !1=2
and in general, qrð2Þ is the rth root of the normalized rth moment of the
regular hexagon). However, some upper bounds can be obtained, using
random quantization or lattice quantization (see [7,12]).
If P is singular, Theorem 1.1 shows that en;rðX Þ ¼ oðn1=mÞ: There is some
recent progress on the rate problem for such probabilities (see [12–14]). The
main result (at the moment) concerns self-similar probabilities. In order to
formulate rates, it is convenient to use the symbolsB andE; where anBbn
means an=bn-1 and anEbn means an ¼ OðbnÞ and an ¼ OðbnÞ:
Theorem 1.2 (Graf and Luschgy [13]). Assume H ¼ Rm: Let ðS1;y; SN Þ be
an iterated function system consisting of contractive similitudes Si :R
m-Rm
with contraction numbers siAð0; 1Þ which satisfies the usual open set condition
(or Moran’s condition):
(OCRm; open set; such that
S
1pipN SiðOÞCO;
8iaj; SiðOÞ-SjðOÞ ¼ |:
(
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Let ðp1;y; pN Þ be a probability vector with pi > 0 for all i: If P ¼ P
X denotes
the self-similar probability corresponding to (S1;y; SN ; p1;y; pNÞ; then
en;rðX ÞEn1=Dr as n-N;
where Dr is the unique number in ð0; m satisfying
PN
i¼1 ðpis
r
i Þ
Dr=ðrþDrÞ ¼ 1:
The idea of quantization is enlightened by the following result ([17] or
[12]) which shows how an optimal quantizer asymptotically approximates
the original distribution P ¼ PX :
Let ðanÞnX1 be a sequence of n-optimal sets of order rX1 for X : Then the
weighted empirical measure
P
aAan PðAaÞda weakly converges toward P;
where fAa : aAang is any Voronoi partition of R
m with respect to an:
Furthermore, for every Lipschitz continuous function F :Rm-R;
X
aAan
PðAaÞF ðaÞ 
Z
Rm
F dP

p½F 1en;rðX Þ:
where ½F 1 denotes the Lipschitz constant of F : The above error bound
holds for r-Ho¨lder functions with ½F ren;rðX Þ as a left-hand term when
0oro1: Furthermore, if F is continuously differentiable with a Lipschitz
continuous derivative, it holds for a sequence of n-optimal quantizers of
order r ¼ 2 with ½F 01en;2ðX Þ
2:
For a general introduction to quantization for probability measures on
Rm; one may consult the recent monograph by Graf and Luschgy [12] and
the references therein. Beyond the classical applications to Signal Processing
and Information Theory (see [8,9]), quantization seems to be a promising
tool in some recent developments in Numerical Probability (see [1,2,17]
or [3]).
The ﬁrst basic properties of the quantization problem on H ¼ Rm can
straightforwardly be extended to inﬁnite dimensional spaces H: This remark
yields a natural clue to deﬁne a notion of functional quantization for
stochastic processes. The idea is simply to consider a bi-measurable (real)
process ðXtÞtA½0;1d with sample paths in H ¼ L
2ð½0; 1d ; dtÞ a.s. as H-valued
random vector.
This leads us to initiate in Section 2 some ﬁrst elements of an abstract
quantization theory for probability measures on a Hilbert space. With only
a few exceptions we concentrate throughout on the quadratic case r ¼ 2: We
provide basic facts about the existence of optimal quantizers, stationarity
and smoothness properties and the reduction of the quantization problem to
ﬁnite dimensional subspaces of H:
Sections 3 and 4 are devoted to Gaussian random vectors. In Section 3 we
characterize the linear subspaces of H spanned by stationary and optimal
quantizers extending results of Tarpey et al. [20] to an inﬁnite dimensional
setting. This is an important inﬁnite dimensional issue and only of limited
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interest in ﬁnite dimensions. In Section 4 we investigate the rate of
convergence of en;2ðX Þ to zero as n-N: Here the asymptotic behaviour of
en;2 is more complex than in ﬁnite dimensions. One point of this paper is to
link the behaviour of en;2ðX Þ to Shannon–Kolmogorov’s E-entropy of the
random vector X : This connection is rather simple but it links two delicate
topics in a useful way. That is, entropy results regarding X will yield lower
bounds on the rate of en;2ðX Þ: Combining with a ‘‘product quantizer’’ upper
bound, this allows to compute the exact rate as
en;2ðX ÞEcðlog nÞ
1=2 as n-N
in case the eigenvalues of the covariance operator of X are regularly
varying, where c is an increasing, regularly varying function related to the
eigenvalues, see Theorem 4.12. The same arguments also yield the true
rate of en;2ðX Þ in special cases where the eigenvalues are rapidly decreasing,
see Corollary 4.13(c).
In Section 5 we apply these results to functional quantization for
Gaussian processes. For the fractional Brownian motion Br with Hurst
exponent rAð0; 1Þ; we show that
en;2ðBrÞ ¼ Oððlog nÞ
rÞ:
Similar upper bounds are obtained for the fractional integrated Brownian
motion and a wide class of Gaussian stationary processes. For the fractional
Brownian motions, this rate is shown to be the true one. Exact rates are
also derived for the once-integrated Brownian motion, Brownian
bridge, Brownian sheet and the fractional stationary Ornstein–Uhlenbeck
process.
2. Quantization for measures on a Hilbert space
Let X be a H-valued random vector with distribution P satisfying the
integrability condition (1.2). Then,
lim
n-N
en;rðX Þ ¼ 0: ð2:1Þ
As a matter of fact, the Hilbert space H being separable there exists a
sequence ðynÞnX1 everywhere dense in H: It is clear that
0pern;rðX ÞpE min
1pipn
jjX  yijj
r-0 as n-N
by the Lebesgue dominated convergence theorem. On the other hand, the
existence of optimal quantizers, i.e. the fact that en;rðX Þ actually stands as a
minimum needs a bit more care since weak topology is needed.
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2.1. Optimal and stationary quantizers
2.1.1. Existence of optimal quantizers
A set aCH with 1pjajpn is called n-optimal set of centers for X (of order
r) if
en;rðX Þ
r ¼ E min
aAa
jjX  ajjr:
The ﬁrst results of existence for optimal quantizers are due to Cuesta–
Albertos and Matra´n [8] and Parna¨ [18] in the late 1980s. Due to the
importance of these objects for our purpose, we provide here a short and
self-contained proof.
Proposition 2.1. Assume that (1.2) holds. For every r > 0 let Cn;rðX Þ denote
the set of all n-optimal sets of centers.
(a) For every nAN; the set Cn;rðX Þ is not empty.
(b) If jsuppðPÞjXn; then, for every aACn;rðX Þ; jaj ¼ n; en;rðX Þoen1;rðX Þ
and for every aAa; PðW 3ðajaÞÞ > 0 (3 is for interior). If jsuppðPÞj is finite, then
for every nXjsuppðPÞj; en;rðX Þ ¼ 0 and suppðPÞACn;rðX Þ:
Proof. The key of the proof is that function Fn deﬁned on Hn by
Fnða1;y; anÞ ¼ E min
1pipn
jjX  aijj
r
is weakly sequentially lower semi-continuous (Fn is the so-called distorsion
function).
Let aðkÞ :¼ ðaðkÞ1 ;y; a
ðkÞ
n Þ,x :¼ ða1;y; anÞ in H
n where , is for (product)
weak convergence on Hn: For every iAf1;y; ng; jjai  X jj
rp
lim infn jja
ðkÞ
i  X jj
r: Hence
min
1pipn
jjai  X jjrp min
1pipn
jjaðkÞi  X jj
r ¼ lim inf
k
min
1pipn
jjaðkÞi  X jj
r:
Finally, taking the expectation and calling upon Fatou’s Lemma yields
FnðxÞpE lim inf
k
min
1pipn
jjaðkÞi  X jj
rp lim inf
k
FkðaðkÞÞ:
(a) One proceeds by induction on n: If n ¼ 1; let c > 0 such that the set
fF1pcg is not empty. One checks that F1ðhÞX2rjjhjjr  EjjX jjr: Conse-
quently, fF1pcg is a weakly compact set on which Fn achieves its minimum.
Now, assume that argminFna| and let aðnÞAargminFn: Either
suppðPÞCfaðnÞi ; 1pipng and the n þ 1-tuple ðaðnÞ1 ;y; aðnÞn ; aðnÞn ÞAargminFn
(among inﬁnitely many others); or there exists anþ1AsuppðPÞ\fa
ðnÞ
1 ;y; a
ðnÞ
n g:
Set aðnþ1Þ :¼ ðaðnÞ1 ;y; a
ðnÞ
n ; anþ1Þ: Since W˚ðanþ1ja
ðnþ1ÞÞ is a nonempty open
set containing anþ1AsuppðPÞ; one has PðW˚ðanþ1jaðnþ1ÞÞÞ > 0: Now, on
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the event
fXAW
3
ðanþ1jaðnþ1ÞÞg;
min
1pipnþ1
jjaðnþ1Þi  X jj
r ¼ jjanþ1  X jjro min
1pipn
jjaðnÞi  X jj
r;
whereas min1pipnþ1jja
ðnþ1Þ
i  X jj
rpmin1pipnjjaðnÞi  X jjr everywhere. Subse-
quently, Fnþ1ðaðnþ1ÞÞoFnðaðnÞÞ ¼ minFn:
It follows that the set fFnþ1ominFng is not empty. Hence, there exists a
real number cominFn such that Fnþ1 :¼ fFnþ1pcg is a nonempty (weakly)
closed set. Furthermore, it is obvious that any n þ 1-tuple a in Fnþ1 has
pairwise distinct components (if not Fnþ1ðaÞXminFn).
Next step is to prove that Fnþ1 is bounded in H
nþ1: Otherwise, let
akAFnþ1; kX0; be a sequence such that max1pipn jaki j ¼ þN: Up to at most
n þ 1 extractions of subsequences, there is some subset ICf1;y; n þ 1g;
jI jX1; such that
aki,a
N
i ; iAI and lim
k
jaki j ¼ þN; ieI :
The weak lower semi-continuity of the norm and Fatou’s Lemma imply
that
cX lim inf
k
Fnþ1ðakÞXE lim inf
k
min
1pipn
jjaki  X jj
r
 
XE min
iAI
jjaNi  X jj
r
 
XminFnþ1jI j > c
hence the contradiction. Consequently, Fnþ1 is weakly compact. Fnþ1 being
weakly lower semi-continuous, so it reaches its minimum on Fnþ1: This is
clearly the absolute minimum of Fnþ1 on Hnþ1:
(b) Let aACn;rðX Þ and aAa such that PðW 3ðajaÞÞ ¼ 0: Now c W 3ðajaÞ ¼S
bAa\fag W ðbjaÞ so that FnðaÞXFn1ða\fagÞXminFn1 (with obvious nota-
tions since function Fn is permutation symmetric). This is impossible since
jsuppðPÞjXn: Other claims are by-products of (a). &
Remark.
* Of course this result embodies the classical ﬁnite dimensional case. Then
the distortion is simply continuous on Hn: On the other hand, the
extension of the above proposition to reﬂexive Banach spaces is
straightforward.
* The l.s.c. property of the distortion function Fn admits a kind of converse
whose easy proof is left to the reader as a curiosity: let ðxkÞkX0 be a
sequence of Hn-valued n-tuples.
ðxk-xN as k-NÞ3ðxk,xN and FnðxkÞ-FnðxNÞ as k-NÞ:
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* Let aACn;rðX Þ: Any nearest neighbour n-quantizer f ¼
P
aAa a1Aa as
deﬁned by (1.3) provides an n-optimal quantizer, i.e.,
en;rðX Þ ¼ ðEjjX  f ðX ÞjjrÞ
1=r:
* If r ¼ 2 and n ¼ 1; the only 1-optimal centre is fEXg and e1;2ðX Þ ¼
ðEjjX  EX jj2Þ1=2:
It is now time to justify why and how an element of Cn;rðX Þ quantizes the
distribution P:
Corollary 2.2. Let ðanÞnX1 be a sequence of sets anCH with janjpn such that
E minaAan jjX  ajj
r-0 as n-N and let fAa : aAang be a Voronoi partition
of H with respect to an: Then
(a)
Pn :¼
X
aAan
PðAaÞda-P weakly: ð2:2Þ
(b) Furthermore, if rAð0; 1 and sA½r;þNÞ; for every r-Ho¨lder continuous
functional F : H-R;X
aAan
PðAaÞF ðaÞ 
Z
H
FdP

p ½F rE minaAan jjX  ajjr
p ½F r E min
aAan
jjX  ajjs
 r
s
:
The proof is as simple as in the ﬁnite dimensional setting and is
reproduced for the reader’s convenience.
Proof. (a) follows from (b). Let us prove (b). From an we construct the n-
quantizer fnðX Þ ¼
P
aAan a1Aa ðX Þ for X : ThenX
aAan
PðAaÞF ðaÞ 
Z
H
F dP

 ¼ jEF ðX Þ  EF3fnðX Þj
p ½F rEjjX  fnðX Þjjr
¼ ½F rE min
aAan
jjX  ajjr:
The second inequality follows from the monotonicity of t/jjf jjLtðPÞ: &
Similar error bounds involving en;rðX Þ for rX1 are available for locally
Lipschitz functionals satisfying
jF ðuÞ  F ðvÞjp½F rju  vjð1þ jujr1 þ jvjr1Þ:
Item (b) shows how the quantization error rules the rate of convergence of
the weighted empirical measure Pn toward the original distribution P: This
explains why it is interesting to consider some optimal quantizers: they
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achieve the best rate of convergence in (2.2). For the same reason it suggests
to investigate what is this optimal rate of convergence.
It is useful to observe the following equivariance properties.
Lemma 2.3. Let H1 and H2 be Hilbert spaces and let X be a H1-valued
random vector satisfying EjjX jjroN: If T : H1-H2 is a bounded linear
operator, then
en;rðTðX ÞÞpjjT jjen;rðX Þ:
If T : H1-H2 is a bijective isometry and c > 0; then
en;rðcTðX ÞÞ ¼ cen;rðX Þ and Cn;rðcTðX ÞÞ ¼ cTCn;rðX Þ:
Proof. Let us prove e.g. the ﬁrst assertion. Let aACn;rðX Þ: Then
en;rðTðX ÞÞp E min
aAa
jjTðX Þ  Tajjr
 1=r
p jjT jj E min
aAa
jjX  ajjr
 1=r
¼ jjT jjen;rðX Þ: &
2.1.2. The quadratic case (r ¼ 2)
From now on, we will deal with the quadratic quantization error, i.e. the
case r ¼ 2 (square root of the square error). So, for the sake of simplicity, we
will denote enðX Þ for en;2ðX Þ and CnðX Þ for Cn;2ðX Þ:
Next we provide necessary conditions for n-optimality of quantizers. The
proof, similar to the ﬁnite dimensional setting (see [12, Theorem 4.1]), is
partially reproduced for the reader’s convenience.
Proposition 2.4. If aACnðX Þ; and jsuppðPÞjXn; then jaj ¼ n;
minaAa PðW 3ðajaÞÞ > 0 and
EðX jf ðX ÞÞ ¼ f ðX Þ a:s: where f ¼
X
aAa
a1W ðajaÞ: ð2:3Þ
In particular, for every aAa;
a ¼ EðX j XAW ðajaÞÞ: ð2:4Þ
Furthermore, for every a; bAa; aab;
PðW ðajaÞ-W ðbjaÞÞ ¼ 0: ð2:5Þ
Proof. Let fAa; aAag be a Voronoi partition of H with respect to a: Let
j :¼
P
aAa a1Aa and B :¼ sðjðX ÞÞ ¼ sðfXAAag; aAaÞ: Using that
aACnðX Þ and that jaj ¼ n yields
Ejj ðX Þ  X jj2 ¼min fEjjZ  X jj2; jZðOÞjpng
pmin fEjjZ  X jj2; Z B-measurableg
¼EjjEðX jBÞ  X jj2:
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Hence, jðX Þ ¼ EðX jBÞ ¼ EðX j ðX ÞÞ: In particular, a ¼ EðX jXAAaÞ for
every aAa: Let aAa; (2.4) follows by choosing a Voronoi partition such that
Aa ¼ W ðajaÞ:
Concerning (2.5), one may choose another Voronoi partition fA0c; cAag
with respect to a such that A0a ¼ W ðajaÞ\W ðbjaÞ: Note that Aa\A
0
a ¼
W ðajaÞ-W ðbjaÞ: Then, it follows from the equality a ¼ EðX jXAA0aÞ ¼
EðX jXAAaÞ and the standard Bayes formula that
EðX jXAAaÞ ¼ EðX jXAA0aÞ
PðA0aÞ
PðAaÞ
þ EðX1fXAAa\A0agÞ
PðAa\A0aÞ
PðAaÞ
:
The only way for this convex combination to hold is that
EðX jXAW ðajaÞ-W ðbjaÞÞ ¼ EðX jXAA0aÞ ¼ a: A symmetric argument
shows that EðX jXAW ðajaÞ-W ðbjaÞÞ ¼ b: Hence the contradiction since
aab: Finally (2.3) follows. &
A set aCH satisfying jaj ¼ n; minaAa PðW 3ðajaÞÞ > 0; (2.4) and (2.5) is
called a n-stationary set of means for X : Next corollary is obvious.
Corollary 2.5. Let a be a n-stationary set for X : We have
aCcl convðsuppðPÞÞ where conv is for convex hull and cl is for closure;
ð2:6Þ
EX ¼ EðEðX jf ðX ÞÞÞ ¼ E f ðX Þ ¼
X
aAa
aPðW ðajaÞÞ:
2.1.3. First applications to functional quantization
The main interest of Proposition 2.4 for our purpose is that a stationary
set necessarily lies in a very speciﬁc subspace of H: Namely, if EX ¼ 0; it lies
in the reproducing kernel Hilbert space (or Cameron–Martin space) of the
covariance operator of X : This operator CX : H-H of X is deﬁned by
CX y ¼ E/y; XSX : CX is a symmetric positive trace class operator. The
reproducing kernel Hilbert space KX is a subspace of H that can be deﬁned
as follows:
KX :¼ fEðZ X Þ : ZAclL2ðPÞf/y; XS : yAHgg
¼ fEðgðX Þ X Þ : gAclL2ðPÞf/y; :S : yAHgg:
The set KX is equipped with the inner product
/k1; k2SX :¼ EðZ1Z2Þ if ki ¼ EðZiX Þ; i ¼ 1; 2
so that ðKX ;/:SÞ is a Hilbert space, isometric with the Hilbert space
clf/y; XS : yAHg: It is then straightforward that KX is spanned as a
Hilbert space by fCX ðyÞ : yAHg (whence its name). Taking any gAL2ðPÞ
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does not enlarge KX so that
KX ¼ fEðgðX ÞX Þ : gAL2ðPÞg: ð2:7Þ
Furthermore, we have KX ¼ C
1=2
X ðHÞ:
For every y; zAH ; one has using the Fubini Theorem
/Eð/y; XSX Þ; Eð/z; XSX ÞSX ¼Eð/y; XS/z; XSÞ
¼/Eð/y; XSX Þ; zS
which in turn yields the so-called reproducing property:
/k; CX ySX ¼ /k; yS; kAKX ; yAH: ð2:8Þ
For these subjects see [5,21].
Proposition 2.6. If EX ¼ 0 and aCH is a n-stationary set for X ; then
aCKX :
Proof. By deﬁnition,
a ¼ EðX jXAW ðajaÞÞ ¼ EgðX ÞX ;
where g ¼ 1W ðajaÞ=PðW ðajaÞÞAL2ðPÞ; aAa: The assertion follows from
(2.7). &
The above proposition indicates that in a stochastic process setting the
components of a stationary quantizer have certain smoothness properties.
In particular, they have at least the same regularity as that of the process X
in L1ðPÞ: In fact, consider the Hilbert space H ¼ L2ðI ; dtÞ with I ¼ ½0; 1d
and a bi-measurable centered L2ðPÞ-process X ¼ ðXtÞtAI with paths in
L2ðI ; dtÞ a.s. and covariance function GX ðs; tÞ :¼ EXsXt satisfyingR
I
GX ðs; sÞ dsoN: Then X can be seen as a H-valued random vector with
EjjX jj2oN;
CX y ¼
Z
I
yðsÞGX ðs; Þ ds; yAL2ðI ; dtÞ;
and any yAKX admits a version (namely t/EgðX ÞXt if y ¼ EgðX ÞX Þ that
satisﬁes
jyðsÞ  yðtÞjpjjyjjX ðEjXs  Xtj2Þ1=2 for all s; tAI : ð2:9Þ
Since the components of any stationary set a have a representation with a
bounded function gAL2ðPÞ (cf. (2.7)), every aAa admits a version (namely
t/EðXtjXAW ðajaÞÞ that satisﬁes
jaðsÞ  aðtÞjpPðW ðajaÞÞ1EjXs  Xtj for all s; tAI : ð2:10Þ
The following facts about the reproducing space in that framework will be
useful in the sequel: it follows from (2.7) applied to gðX Þ ¼ Xs that the
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functions GX ðs; :Þ; sA½0; 1; lie in KX : Furthermore,
KX ¼ cl spanfGX ðs; :Þ : tA½0; 1g ð2:11Þ
since, for every fAfGX ðs; :Þ; sA½0; 1g
>KX ; the reproducing property implies
that
jjf jjL2ðI ;dtÞ ¼ /f ; CX ðf ÞSX ¼
Z 1
0
f ðtÞ/f ;GX ðt; :ÞSX dt ¼ 0:
2.2. Finite dimensional subproblems
Now we discuss the reduction of the quantization problem to ﬁnite
dimensional subspaces of H: For any ﬁnite dimensional linear subspace U
of H; letPU denote the orthogonal projection from H onto U : According to
(2.6) it makes no difference for enðPU ðX ÞÞ whether PU ðX Þ is considered as
U-valued or H-valued random vector. Let us start by an easy proposition
connecting both quadratic quantization errors enðPU ðX ÞÞ and enðX Þ:
Proposition 2.7. Let U be a finite dimensional linear subspace of H : Then
enðPU ðX ÞÞ
2penðX Þ2p inf E min
aAa
jjX  ajj2 : aCU ; 1pjajpn
n o
¼EjjX PU ðX Þjj2 þ enðPU ðX ÞÞ
2:
Proof. Let bACnðX Þ: Then, the ﬁrst inequality follows from
enðPU ðX ÞÞ
2pE min
bAb
jjPU ðX Þ PU ðbÞjj2pE min
bAb
jjX  bjj2 ¼ enðX Þ
2:
The second inequality is obvious. Let aCU : The equality follows from the
decomposition
E min
aAa
jjX  ajj2 ¼ EjjX PU ðX Þjj2 þ E min
aAa
jjPU ðX Þ  ajj2: &
We see that the quadratic quantization error with respect to aCU consists
of the projection error and the quantization error of the projected random
vector.
Let us introduce the integral number
dnðX Þ ¼ minfdim spanðaÞ : aACnðX Þg: ð2:12Þ
It represents the dimension of the level n of the quantization problem for X :
Here spanðaÞ denotes the linear subspace spanned by a: It follows from
Proposition 2.7 that
e2nðX Þ ¼minfEjjX PV ðX Þjj
2 þ e2nðPV ðX ÞÞ : VCH
linear subspace; dim VXdnðX Þg: ð2:13Þ
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The following equivalence is a further immediate consequence of
Proposition 2.7.
Corollary 2.8. Let U be a finite dimensional linear subspace of H and aCU :
The following statements are equivalent:
(i) aACnðX Þ:
(ii) aACnðPU ðX ÞÞ and enðX Þ
2 ¼ EjjX PU ðX Þjj2 þ enðPU ðX ÞÞ
2:
The following remark contains an elementary fact about dnðX Þ: For the
asymptotic behaviour of dnðX Þ see remark (c) following Corollary 4.13
further on.
Remark. If P is not concentrated on a ﬁnite dimensional linear subspace of
H; then
sup
nX1
dnðX Þ ¼N:
As a matter of fact, assume dN :¼ supnX1 dnðX ÞoN: Then by (2.13), for
every nAN
enðX Þ
2X inffEjjX PV ðX Þjj2 : VCH linear subspace; dim V ¼ dNg
¼EjjX PU ðX Þjj2
for some suitable dN-dimensional subspace U : It follows from (2.1) that
EjjX PU ðX Þjj2 ¼ 0: This yields PðUÞ ¼ 1; a contradiction.
2.3. Product quantizer upper bound
One natural question to investigate is the rate of convergence of enðX Þ to
zero. In ﬁnite dimension, the problem has been fully elucidated for
nonsingular probability measures by Theorem 1.1 and for self-similar
measures by Theorem 1.2.
We will use estimates in ﬁnite dimension and Proposition 2.7 to obtain
some ﬁrst estimates in inﬁnite dimension based only on one-dimensional
quantization problems. These bounds use optimal product quantizers or
orthogonal grids (see [12,17]).
We need the following simple fact: let fu1;y; umg be an orthonormal
subset of H ; U ¼ span fu1;y; umg; Z ¼ ð/u1; XS;y;/um; XSÞ and let
T : U-Rm be the bijective linear isometry given by Tuj ¼ bj ; 1pjpm; for
the standard basis fb1;y; bmg of R
m; then
T3PU ðX Þ ¼
Xm
j¼1
/uj ; XSbj ¼ Z:
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Hence by Lemma 2.3,
enðPU ðX ÞÞ ¼ enðZÞ and TCnðPU ðX ÞÞ ¼ CnðZÞ; ð2:14Þ
where enðZÞ denotes the nth quantization error of Z with respect to the l2-
norm on Rm:
Proposition 2.9. Assume (for simplicity) that EX ¼ 0: Let fuj : jX1g be an
orthonormal subset of H such that suppðPÞCcl span fuj : jX1g: Then, for
every n and every mAN;
enðX Þ
2p
X
jXmþ1
Var/uj ; XS
þ inf
Xm
j¼1
enj ð/uj ; XSÞ
2 : n1;y; nmAN;
Ym
j¼1
njpm
( )
:
Proof. Let U ¼ spanfu1;y; umg; Z ¼ ð/u1; XS;y;/um; XSÞ: Using Pro-
position 2.7 and (2.14) yield,
enðX Þ
2p
X
jXmþ1
E/uj ; XS2 þ enðPU ðX ÞÞ2
¼
X
jXmþ1
Var/uj ; XSþ enðZÞ
2:
Now for njAN with
Qm
j¼1 njpn one considers ajACnj ð/uj ; XSÞ and the
product quantizer a ¼#mj¼1aj : One obtains
enðZÞ
2pE min
aAa
jjZ  ajj2 ¼
Xm
j¼1
E min
bAaj
j/uj ; XS bj2
¼
Xm
j¼1
enj ð/uj ; XSÞ
2: &
3. Quantization for Gaussian measures
In this section this section let X be a centred H-valued random vector
with Gaussian distribution P: Since we wish to investigate the inﬁnite
dimensional situation, we assume throughout that dim KX ¼N: Note that
suppðPÞ ¼ clðKX Þ:
In the Gaussian case Proposition 2.6 can be improved considerably.
Theorem 3.1. Let aCH be a n-stationary set of means for X and let U ¼
spanðaÞ: Then PU ðX Þ and X PU ðX Þ are independent so that CX ðUÞ ¼ U :
In particular, aCCX ðHÞCKX :
The proof is given below. Theorem 3.1 shows that linear subspaces U of
H spanned by n-stationary sets correspond to principal components of X ;
i.e., are spanned by eigenvectors of CX :
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Observe that by Corollary 2.5
dnðX Þp %dnðX Þ :¼ max fdim spanðaÞ : aACnðX Þg
pmax fdim spanðaÞ : a n-stationary for Xg
pn  1: ð3:1Þ
In order to deal with n-optimal sets of means, let l1Xl2X? > 0 be the
ordered nonzero eigenvalues of CX (each written as many times as is its
multiplicity) and note that EjjX jj2 ¼
PN
j¼1 lj :
Theorem 3.2. Let aACnðX Þ; U ¼ spanðaÞ and m ¼ dim U : Then CX ðUÞ ¼ U
and
EjjX PU ðX Þjj2 ¼
X
jXmþ1
lj :
The proof is given below. Observe that
X
jXmþ1
lj ¼ inffEjjX PV ðX Þjj2 : VCH linear subspace; dim V ¼ mg:
Theorem 3.2 shows that m-dimensional subspaces of H spanned by n-
optimal sets of means are spanned by eigenvectors of CX which belong to
the m largest eigenvalues. Thus these subspaces correspond to the first m
principal components of X : For ﬁnite dimensional Hilbert spaces Theorems
3.1 and 3.2 were derived by Tarpey et al. [20]. However, the theorems
obviously achieve their full strength only in the inﬁnite dimensional setting.
Let us deduce the ﬁnal representation of enðX Þ and the characterization of
CnðX Þ: It follows from Theorem 3.2 and (2.14) in view of Proposition 2.7
and Corollary 2.8 that
enðX Þ
2 ¼
X
jXmþ1
lj þ en #
m
j¼1
Nð0; ljÞ
 2
for mXdnðX Þ;
enðX Þ
2o
X
jXmþ1
lj þ en #
m
j¼1
Nð0; ljÞ
 2
for 1pmodnðX Þ: ð3:2Þ
Concerning CnðX Þ; let fuj : jANg be an orthonormal basis of clðKX Þ
consisting of eigenvectors of CX such that CX uj ¼ ljuj ; jAN: For nX2; set
s ¼ %dnðX Þ and let r ¼ rn ¼ min fjXs : lj > ljþ1g; U ¼ spanfu1;y; urg and
T : U-Rr the corresponding isometry. Then
CnðX Þ ¼ T1Cn #
r
j¼1
Nð0; ljÞ
 
: ð3:3Þ
This follows again from Theorem 3.2, (2.12) and Corollary 2.8. Notice that
U is the sum of the eigenspaces of CX corresponding to l1;y; ls:
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Example 3.3. (a) Let n ¼ 2: We have d2ðX Þ ¼ %d2ðX Þ ¼ 1 and
e2ðX Þ
2 ¼
X
jX2
lj þ e2ðNð0; l1ÞÞ
2:
Let r be the multiplicity of l1: Since e2ðNð0; l1ÞÞ
2 ¼ l1ð1 2=pÞ and
C2ð#r1Nð0; l1ÞÞ ¼ ffb; bg : bAR
r; jjbjj ¼ ð2l1=pÞ
1=2g (cf. [12, Example
4.20]) we obtain
e2ðX Þ
2 ¼ EjjX jj2 
2l1
p
¼ e1ðX Þ
2 
2l1
p
and
C2ðX Þ ¼ ffa; ag : aA spanfu1;y; urg; jjajj ¼ ð2l1=pÞ
1=2g:
(b) Let X ¼ ðXtÞtA½0;1 be Brownian motion and H ¼ L
2ð½0; 1; dtÞ: Then
lj ¼ ðpðj  12ÞÞ
2; ujðtÞ ¼
ﬃﬃﬃ
2
p
sin ðt=
ﬃﬃﬃﬃ
lj
p
Þ; jX1:
Since e1ðX Þ
2 ¼ EjjX jj2 ¼ 12; one derives from (a)
e2ðX Þ
2 ¼
1
2

8
p3
¼ 0:2419y and jC2ðX Þj ¼ 1;
C2ðX Þ ¼ ff7ð8=p3Þ
1=2u1gg:
(c) Let X ¼ ðXtÞtA½0;1 be Brownian bridge and H ¼ L
2ð½0; 1; dtÞ: Then
lj ¼ ðpjÞ
2; ujðtÞ ¼
ﬃﬃﬃ
2
p
sinðpjtÞ; jX1
and EjjX jj2 ¼ 16 which yields
e2ðX Þ
2 ¼
1
6

2
p3
¼ 0:1021y and jC2ðX Þj ¼ 1;
C2ðX Þ ¼ ff7ð2=p3Þ
1=2u1gg:
We come to the proofs of both theorems.
Proof of Theorem 3.1. Set V ¼ U>: The couple ðPU ðX Þ;PV ðX ÞÞ has a
Gaussian joint distribution. We still denote f :¼
P
aAa a1W ðajaÞ the stationary
quantizer associated to a:
One has f ðX Þ ¼ EðX jf ðX ÞÞ ¼ EðPU ðX Þjf ðX ÞÞ þ EðPV ðX Þjf ðX ÞÞ: Hence
EðPV ðX Þjf ðX ÞÞ ¼ f ðX Þ  EðPU ðX Þjf ðX ÞÞAV-U ¼ f0g;
i.e. EðPV ðX Þjf ðX ÞÞ ¼ 0:
On the other hand, for every aAa; jjPU ðX Þ  ajj2 ¼ jjX  ajj2 
jjPV ðX Þjj2; hence PU ðX ÞAW ðajaÞ-U if and only if XAW ðajaÞ:
Therefore
f ðPU ðX ÞÞ ¼ f ðX Þ:
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Now, for every yAH ; the conditional expectation of /y;PV ðX ÞS given
PU ðX Þ coincides with the linear regression, i.e. there exists lyAH such that
Eð/y;PV ðX ÞSjPU ðX ÞÞ ¼ /ly;PU ðX ÞS:
Now, f ðPU ðX ÞÞ isPU ðX Þ-measurable and EðPU ðX Þjf ðPU ðX ÞÞÞ ¼ f ðPU ðX ÞÞ
so that
Eð/y;PV ðX ÞSjf ðPU ðX ÞÞÞ ¼ /ly; f ðPU ðX ÞÞS
and
Eð/y;PV ðX ÞSjf ðPU ðX ÞÞÞ ¼Eð/y;PV ðX ÞSjf ðX ÞÞ
¼/y; EðPV ðX Þjf ðX ÞÞS ¼ 0:
It follows that /y; f ðX ÞS ¼ /y; f ðPU ðX ÞÞS ¼ 0 a.s. This implies that
yAa> ¼ U since minaAa PðW ðajaÞÞ > 0: Consequently, for every yAH
Eð/y;PV ðX ÞSjPU ðX ÞÞ ¼ 0
which in turn implies that PU ðX Þ and PV ðX Þ are independent since they
have a Gaussian joint distribution. Hence CX ðUÞCU since, for every yAU
CX ðyÞ ¼Eð/y; XSX Þ ¼ Eð/y;PU ðX ÞSX Þ
¼ Eð/y;PU ðX ÞSPU ðX ÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
AU
þEð/y;PU ðX ÞSPV ðX ÞÞ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
¼0
AU :
If CX ðyÞ ¼ 0 for some yAU ; then E/y; XS2 ¼ /CX ðyÞ; yS ¼ 0; i.e.
/y; XS ¼ 0 a.s. But then /y; f ðX ÞS ¼ Eð/y; XSjf ðX ÞÞ ¼ 0 a.s. which in
turn implies yAa> since minaAa PðW ðajaÞÞ > 0: Hence y ¼ 0 which
completes the proof. &
Proof of Theorem 3.2. By Proposition 2.4 and Theorem 3.1, we have
CX ðUÞ ¼ U : Therefore, there exists an orthonormal basis fuj : jANg of
clðKX Þ consisting of eigenvectors of CX such that U ¼ spanfu1;y; umg: Let
mj ; jAN be the corresponding (unordered) eigenvalues of CX ; i.e., CX uj ¼
mjuj for all jAN: Then
EjjX PU ðX Þjj2 ¼
X
jXmþ1
mj :
Set xj ¼ m
1=2
j /uj ; XS; jAN: Then ðxjÞjX1 is an i.i.d. sequence of Nð0; 1Þ-
distributed random variables. Consequently,
X ¼
XN
j¼1
ﬃﬃﬃﬃ
mj
p
xjuj a:s: and L
p
HðPÞ; pX1:
Let f ¼
P
aAa a1W ðajaÞ: By (2.3), f ðX Þ ¼ EðX jf ðX ÞÞ since a is n-stationary.
Consequently,
f ðX Þ ¼
XN
j¼1
ﬃﬃﬃﬃ
mj
p
Zjuj ;
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where Zj ¼ Eðxj jf ðX ÞÞ ¼ m
1=2
j /uj ; f ðX ÞS: We have Zj ¼ 0 a.s. if jXm þ 1
since f ðX Þ is U-valued and PðZja0Þ > 0 if jpm: Now let s be a permutation
of N; that is, a bijective function from N onto itself, with jfjAN :
sðjÞajgjoN: Set
X s ¼
XN
j¼1
ﬃﬃﬃﬃ
mj
p
xsðjÞuj and f ðX Þ
s ¼ EðX sjf ðX ÞÞ:
Note that Xs¼d X ,
f ðX Þs ¼
XN
j¼1
ﬃﬃﬃﬃ
mj
p
ZsðjÞuj ¼: g13f ðX ÞAg1ðaÞ a:s:
and
X ¼
XN
j¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mj
ms1ðjÞ
s
/us1ðjÞ; X
sSuj ¼: g2ðXsÞ:
Hence f ðX Þs ¼ g13f 3g2ðX sÞ: It follows that
EjjXs  f ðX Þsjj2 ¼EjjX  g13f 3g2ðX Þjj2
X enðX Þ
2 ¼ EjjX  f ðX Þjj2
which readsXN
j¼1
mjEjxsðjÞ  ZsðjÞj
2X
XN
j¼1
mjEjxj  Zj j
2:
Now, setting sðjÞ ¼ k; sðkÞ ¼ j and sðrÞ ¼ r for refj; kg; 1pjpm and k >
m yields
mj þ mkEjxj  Zj j
2XmjEjxj  Zj j
2 þ mk;
that is,
ðmj  mkÞð1 Ejxj  Zj j
2ÞX0:
Therefore, mjXmk since Ejxj  Zj j
2 ¼ 1 EZ2jo1: Thus the proof is
complete. &
4. Rates of decay for the quantization error
Let X be a centred Gaussian random vector with values in H such that
dim KX ¼N: In this section we investigate the rate of convergence to zero
of enðX Þ under various conditions on the eigenvalues or more generally, on
the variances Var/uj ; XS coming from an orthonormal basis fujg: For
Gaussian vectors with regular varying eigenvalues we present a complete
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solution of the problem. ½x denotes the integral part of a number x and
throughout all logarithms are natural logarithms.
Let fuj : jANg denote any orthonormal subset of H such that
KXC cl spanfuj : jANg and let
mj ¼ Var/uj ; XS ¼ /uj ; CX ujS and Sm ¼ ð/uj ; CX ukSÞ0pj;kpm: ð4:1Þ
Observe that det
P
m > 0 provided fuj : jANgCclðKX Þ: For nAN; set
gnðmÞ ¼ enðNð0;SmÞÞ; mX1:
In the ﬁnite dimensional Gaussian setting, Theorem 1.1 takes the following
form.
Proposition 4.1. Assume fuj : jANgCclðKX Þ: Then
lim
n-N
n1=mgnðmÞ ¼ QðmÞ for every mX1;
where QðmÞAð0;NÞ and
QðmÞBðmðdetSmÞ
1=mÞ1=2 as m-N:
In particular, limm-N QðmÞ ¼ 0:
Proof. The limiting statement for gnðmÞ holds with coefﬁcient QðmÞ given by
QðmÞ ¼ qðmÞ
ﬃﬃﬃﬃﬃ
2p
p
ðdet SmÞ
1=2m m þ 2
m
 ðmþ2Þ=4
;
where the constant qðmÞAð0;NÞ satisﬁes
qðmÞB
m
2pe
 1=2
as m-N
(cf. [12, Theorem 6.2, Corollary 9.4]). Using ðm!Þ1=mBm=e and
1
m
Xm
j¼1
jmj-0
which follows from Kronecker’s lemma, the assertion for QðmÞ ﬁnally
follows from
mðdet SmÞ
1=mpm
Ym
j¼1
mj
 !1=m
¼
m
ðm!Þ1=m
Ym
j¼1
jmj
 !1=m
p m
ðm!Þ1=m
Pm
j¼1 jmj
m
-0: &
Remark. (a) Since enðX ÞXgnðmÞ (cf. Proposition 2.6), an immediate
consequence of the former proposition is that enðX Þ decreases slower to
zero than any power na; a > 0: Indeed, if 1=moa; then
naenðX ÞXna1=mn1=mgnðmÞ-N as n-N:
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(b) Proposition 4.1 suggests the conjecture that
gnðmÞ
2Bn2=mmðdet SmÞ
1=m
for suitable choices of m ¼ mðnÞ-N provided fuj : jANgCclðKX Þ:
4.1. Upper bounds
We rely on the product quantizer bounds of Proposition 2.9 to get upper
bounds for the nth quantization error: let nAN; then for every mAN;
enðX Þ
2p
X
jXmþ1
mj þ gnðmÞ
2
p
X
jXmþ1
mj þ inf
Xm
j¼1
enj ð/uj ; XSÞ
2 : n1;y; nmAN;
Ym
j¼1
njpn
( )
:
In the Gaussian case one can derive a simpler form of the above
inequality. As a matter of fact,
/uj ; XSBNð0;mjÞ and enðNð0; mjÞÞ
2 ¼ mjenðNð0; 1ÞÞ
2
so thatXm
j¼1
enj ð/uj ; XSÞ
2 ¼
Xm
j¼1
mjn
2
j ðn
2
j enj ðNð0; 1ÞÞ
2Þ: ð4:2Þ
Theorem 1.1 says that k2ekðNð0; 1ÞÞ
2 converges to some ﬁnite limit when
k-N so that
c0 :¼ sup
kX1
k2ekðNð0; 1ÞÞ
2oN:
Hence, for every (ﬁxed) nAN;
enðX Þ
2p c0 inf
mAN
X
jXmþ1
mj
 
þinf
Xm
j¼1
mjn
2
j : n1;y; nmAN;
Ym
j¼1
njpn
( )!
: ð4:3Þ
Note in connection with the solution of the minimization problem (4.3) that,
for real numbers n1;y; nm > 0;
inf
Xm
j¼1
njy2j : yj > 0;
Ym
j¼1
yjpn
( )
¼
Xm
j¼1
njz2j ¼ n
2=mm
Ym
j¼1
nj
 !1=m
;
where zj ¼ n1=mn
1=2
j ð
Qm
j¼1 njÞ
1=2m: This follows from the arithmetic–geo-
metric mean inequality. Combining this observation with remark (b)
following Proposition 4.1 we can expect that bound (4.3) does not increase
the order, provided the orthonormal set fuj : jANg is suitably chosen.
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In the sequel we assume that
mj ¼ OðnjÞ as j-N ð4:4Þ
for some decreasing sequence ðnjÞjX1 of numbers nj > 0 satisfyingPN
j¼1 njoN: By c; c1;y we shall denote ﬁnite numerical constants not
depending on the quantization level n: Now we can present the basic lemma.
Lemma 4.2. For nAN; let
I ¼ IðnÞ ¼ mX1 : n2=mnm
Ym
j¼1
nj
 !1=m
X1
8<
:
9=
;: ð4:5Þ
Then I is a nonempty finite set, I ¼ f1;y; mng where mn ¼ mnðnÞ ¼ max I
and
enðX Þ
2pc inf
X
jXmþ1
nj þ n2=mm
Ym
j¼1
nj
 !1=m
: mAI
8<
:
9=
;: ð4:6Þ
Moreover, mnðnÞ increases to N as n-N and
mnðnÞ ¼ Oðlog nÞ if lim infn-N
Qn
j¼1 nj
 1=n
=nn > 1;
mnðnÞ ¼ Oðlog nÞ if lim supn-N
Qn
j¼1 nj
 1=n
=nnoN:
8><
>:
Note that the above lim inf-condition is satisﬁed as soon as ðnnnÞ is
decreasing since
ð
Qn
j¼1 njÞ
1=n
nn
¼
nð
Qn
j¼1 jnjÞ
1=n
ðn!Þ1=nnnn
B
eð
Qn
j¼1 jnjÞ
1=n
nnn
Xe:
The two inequalities below (valid for arbitrary numbers nn > 0) are
sometimes useful:
lim infðnn=nnþ1Þ
np lim inf
Yn
j¼1
nj
 !1=n
=nn;
lim supðnn=nnþ1Þ
nX lim sup
Yn
j¼1
nj
 !1=n
=nn: ð4:7Þ
Proof of Lemma 4.2. Setting
an ¼
1
2
log
Yn
j¼1
nj=nnn
 !
¼
n
2
log
Yn
j¼1
nj
 !1=n
=nn
0
@
1
A
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we see that
IðnÞ ¼ fmX1 : amplog ng:
One checks that an is increasing in nAN: Moreover an increases to N as
n-N sinceQn
j¼1 nj
nnn
X
n1
nn
-N:
Consequently, I is ﬁnite, 1AI and I ¼ f1;y; mng: Furthermore,
amnplog noamnþ1
for all nX1; which implies both assertions about the order of
mn ¼ mnðnÞ: Now choose a constant c1 such that mjpc1nj for every j: Then
by (4.3),
enðX Þ
2pc2
X
jXmþ1
nj þ inf
Xm
j¼1
njn2j : n1;y; nmAN;
Ym
j¼1
njpn
( ) !
for every mAN: For every mAI ; set for every jAf1;y; mg;
nj ¼ njðnÞ :¼ n1=mn
1=2
j
Ym
j¼1
nj
 !1=2m24
3
5:
Then, for every jAf1;y; mg;
njX1;
Ym
j¼1
njpn and n1=2j ðnj þ 1ÞXn1=m
Ym
k¼1
nk
 !1=2m
:
Consequently
Xm
j¼1
njn2j p
Xm
j¼1
n2=m
Ym
k¼1
nk
 !1=m
nj þ 1
nj
 2
p 4m n2=m
Ym
k¼1
nk
 !1=m
:
Setting c ¼ 4c2 completes the proof of (4.6). &
Let us deduce simpler bounds.
Lemma 4.3. Let I ¼ IðnÞ and mn ¼ mnðnÞ be as in Lemma 4.2. Then
enðX Þ
2pc inf
X
jXmþ1
nj þ mnm : mAI
( )
¼ c
X
jXmnþ1
nj þ mnnmn
 !
:
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Proof. Using that for every mAI ;
n2=mm
Ym
k¼1
nj
 !1=m
¼ mnm n2=mnm
Ym
j¼1
nj
 !1=m0@
1
A1pm nm
the inequality follows from Lemma 4.2. One easily checks that
P
jXmþ1 nj þ
mnm is decreasing in mAN: This yields the equality. &
We ﬁrst consider the case mj ¼ OðnjÞ where nj is a rapidly decreasing
sequence, i.e. lim inf nj=njþ1 > 1:
Proposition 4.4 (Rapidly decreasing variances). Assume nj ¼ jðjÞ for all
jX1; where j : ð0;NÞ-ð0;NÞ is a decreasing and log-concave function with
nonvanishing right derivative j0r: For nAN; let
J ¼ JðnÞ ¼ mX1 : n2=mnm=j
m þ 1
2
 
X1
 
:
Then
enðX Þ
2p c inf n2m=j 0rðmÞj þ n2=mmj
m þ 1
2
 
: mAJ
 
p c1 inffmnm : mAJg:
Proof. We will apply Lemma 4.2. For mAN; we have
Ym
j¼1
nj
 !1=m
¼ exp
Xm
j¼1
log jðjÞ=m
 !
pexp log j mðm þ 1Þ
2m
  
¼j
m þ 1
2
 
and XN
jXmþ1
njp
Z N
m
jðxÞ dx ¼
Z N
m

jðxÞ
j0rðxÞ
ðj0rðxÞÞ dx:
Now j0r=jo0 and j0r=j is decreasing due to log-concavity so that j=j0r >
0 and j=j0r is decreasing. Consequently, for every mAN;X
jXmþ1
njp
jðmÞ
j0rðmÞ
Z N
m
ðj0rðxÞÞ dx ¼
jðmÞ
j0rðmÞ
jðmÞ ¼
n2m
j 0rðmÞj
:
Since for mAN
n2=mnm
Ym
j¼1
nj
 !1=m
Xn2=mnm=j
m þ 1
2
 
;
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we have JCI and thus Lemma 4.2 yields the ﬁrst inequality. Since, for
mAJ;
n2=mm j
m þ 1
2
 
pmnm
and nm=j 0rðmÞj ¼ j ðmÞ=j
0
rðmÞj is decreasing in mX1; we get
n2m=j
0
rðmÞj þ n
2=mmj
m þ 1
2
 
p j ð1Þ=j0rð1Þjnm þ mnm
p ðj ð1Þ=j0rð1Þj þ 1Þmnm for mAJ:
This yields the second inequality of the proposition. &
Now, we pass to regularly varying variances, i.e. mj ¼ OðnjÞ with nj ¼ jðjÞ;
j regularly varying. A function j : Rþ-ð0;NÞ is regularly varying at
inﬁnity with index b if
lim
x-N
jðtxÞ
jðxÞ
¼ tb for every t > 0:
Lemma 4.5. Let rX0 and let c : ðr;NÞ-ð0;NÞ be an increasing, unbounded,
regularly varying function at infinity of index X0: Assume
(i) ð
Qn
j¼1 njÞ
1=n ¼ OðnnÞ ,
(ii)
P
jXnþ1 nj þ nnn ¼ Oð1=cðnÞÞ:
Then
enðX Þ ¼ Oð1=cðlog nÞ
1=2Þ:
Note that the restriction on the index of c is necessary: otherwise cðxÞ-0
as x-N:
Proof. Using (ii) and Lemma 4.3, we see that for sufﬁciently large n;
enðX Þ
2pc1=cðmnðnÞÞ
and by (i) and Lemma 4.2,
mnðnÞXc2 log n
for c2 > 0: Consequently
enðX Þ
2pc1=cðc2 log nÞ
and thus assertion follows from the fact that c is regularly varying. &
The following theorem provides sharp upper bounds on the rate of enðX Þ
for regularly varying sequences nj (sharpness will be a consequence of
Theorem 4.12 further on).
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Theorem 4.6 (Regularly varying variances). Let rX0: Assume nj ¼ jðjÞ; j >
r; where j : ðr;NÞ-ð0;NÞ is a decreasing, regularly varying function at
infinity of index bp 1: Set for every x > r;
cðxÞ :¼
1RN
x
jðyÞ dy
if b ¼ 1 and cðxÞ :¼
1
xjðxÞ
if b > 1:
Then
enðX Þ ¼ Oð1=cðlog nÞ
1=2Þ: ð4:8Þ
Moreover, we have
(i) nn=nnþ1-1;
(ii) ð
Qn
j¼1 njÞ
1=nBebnn;
(iii)
P
jXnþ1 nj þ nnnBc=cðnÞ;
where c ¼ 1 if b ¼ 1 and c ¼ b=ðb  1Þ if b > 1:
Note that the above restriction bp 1 on the index of j is natural since
otherwise xjðxÞ-N as x-N:
Proof. The function c is regularly varying at inﬁnity of index b  1:
Therefore, (4.8) follows from the properties (ii) and (iii) and Lemma 4.5. It
remains to prove (i)–(iii). Let jðxÞ ¼ xbgðxÞ with g slowly varying at
inﬁnity.
(i) By the Uniform Convergence Theorem [4, Theorem 1.2.1], gðxÞ=gðx þ
1Þ-1 as x-N: This yields (i).
(ii) By Theorem 1.3.3 in [4] there exists a differentiable, slowly varying
function g0 > 0 of elasticity zero at inﬁnity, i.e. xg00ðxÞ=g0ðxÞ-0 as x-N;
such that gðxÞBg0ðxÞ as x-N: Let j0ðxÞ ¼ x
bg0ðxÞ: Observe that
xj00ðxÞ
j0ðxÞ
¼ b þ
xg00ðxÞ
g0ðxÞ
- b; x-N
and
ð
Qn
j¼1 njÞ
1=n
nn
B
ð
Qn
j¼1 j0ðjÞÞ
1=n
j0ðnÞ
:
In view of inequalities (4.7) it is sufﬁcient to show that
lim
n-N
j0ðnÞ
j0ðn þ 1Þ
 n
¼ eb:
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Now
xðlog j0ðxÞ  log j0ðx þ 1ÞÞ ¼  x
j00ðxxÞ
j0ðxxÞ
for some xoxxox þ 1
¼ x
j00ðxxÞ
j0ðxxÞ

 for sufficiently large x
¼
x
xx
xx
j00ðxxÞ
j0ðxxÞ

-b as x-N
which provides the assertion.
(iii) Using the fact that j is decreasing we getX
jXnþ1
nj þ nnnB
Z N
n
jðyÞ dy þ njðnÞ:
In case b ¼ 1; we have xjðxÞ ¼ gðxÞ and the slowly varying function g
satisﬁes
gðxÞRN
x
jðyÞ dy
-0 as x-N
(cf. [4, Proposition 1.5.9b]). ConsequentlyZ N
n
jðyÞ dy þ njðnÞB
Z N
n
jðyÞ dy ¼ 1=cðnÞ:
In case b > 1; we getZ N
x
jðyÞ dyB
xjðxÞ
b  1
as x-N
(cf. [4, Proposition 1.5.10]) and henceZ N
n
jðyÞ dy þ njðnÞB
bnjðnÞ
b  1
¼
b
ðb  1ÞcðnÞ
:
Thus the proof of (iii) is complete. &
The most prevalent form for j in Theorem 4.6 is
jðxÞ ¼ xbðlog xÞa; x > ea=b and x > 1;
where b > 1; aAR or b ¼ 1; a > 1; and in Proposition 4.4
jðxÞ ¼ ebx; x > 0
for b > 0: We state these special cases as a corollary. Parts (a) and (c) below
comprise all applications to Gaussian processes we have in mind. Sharpness
of the bound in part (c) follows from Corollary 4.13(c).
Corollary 4.7. (a) If mj ¼ Oðj
bðlog jÞaÞ as j-N for b > 1 and aAR; then
enðX Þ ¼ Oðlog nÞ
ðb1Þ=2ðlog log nÞa=2Þ:
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(b) If mj ¼ Oðj
1ðlog jÞaÞ as j-N for a > 1; then
enðX Þ ¼ Oððlog log nÞ
ða1Þ=2Þ:
(c) If mj ¼ Oðe
bjÞ as j-N for b > 0; then
enðX Þ ¼ Oððlog nÞ
1=4eðb log nÞ
1=2
Þ:
Proof. (a) Apply Theorem 4.6 with jðxÞ ¼ xbðlog xÞa and cðxÞ ¼
1=xjðxÞ ¼ xb1ðlog xÞa:
(b) Apply Theorem 4.6 with jðxÞ ¼ x1ðlog xÞa and
cðxÞ ¼
1RN
x
jðyÞ dy
¼ ða  1Þðlog xÞa1:
(c) Let us apply Proposition 4.4. Let nj ¼ ebj and jðxÞ ¼ ebx for x > 0: The
constraint mAJðnÞ reads as
2 log n
m
 bm þ
bðm þ 1Þ
2
X0;
that is
m2  mp4 log n
b
:
Since m/ebm; mX1=b is decreasing, the best choice of m is then given by
mðnÞ ¼ ½1
2
þ ð1
4
þ 4 log n
b
Þ1=231 but setting
m ¼ mðnÞ ¼ 2
log n
b
 1=2" #
31
will be enough. Plugging m into Proposition 4.4 yields
enðX Þ
2pcmebmpc1ðlog nÞ1=2e2ðb log nÞ
1=2
: &
4.2. Lower bounds
We deduce lower bounds on the rate of enðX Þ from the entropy behaviour
of the random vector X : For EX0; Shannon–Kolmogorov’s E-entropy RX ðEÞ
of X [16] is deﬁned by
RX ðEÞ ¼ inf IðQÞ : Q probability on H  H with first marginalf
Q1 ¼ P and
Z
HH
jjx  yjj2 dQðx; yÞpE2

;
where P is the distribution of X and the average mutual information IðQÞ of
Q is equal to the Kullback–Leibler divergenceZ
log
dQ
dQ1#Q2
 
dQ
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if Q is absolutely continuous with respect to the product of the marginals
Q1#Q2 and equal to N otherwise. The function RX is also called rate
distortion function; it is decreasing and continuous on Rþ and satisﬁes
Rð0Þ ¼N: Note that RX ðEÞ is the minimum mutual information one has to
transmit in order to reproduce X with L2-error (or L2-distortion) not greater
than E: The link between RX ðEÞ and enðX Þ is as follows.
Lemma 4.8. Let c : ðr;NÞ-ð0;NÞ be an increasing, unbounded function for
some rX0 such that
cðRX ðEÞÞ ¼ OðE2Þ as E-0:
Then
enðX Þ ¼ Oð1=cðlog nÞ
1=2Þ as n-N:
Proof. For nAN; aACnðX Þ; f ¼
P
aAa a1W ðajaÞ is an n-optimal quantizing
rule for X : Let Q denote the distribution of ðX ; f ðX ÞÞ: Then, one checks
dQ
dQ1#Q2
ðx; yÞ ¼
X
aAa
1W ðajaÞðxÞ1fagðyÞ
1
PðW ðajaÞÞ
 
so that
RX ðenðX ÞÞpIðQÞ ¼ 
X
aAa
logðPðW ðajaÞÞÞPðW ðajaÞÞ
¼ entropy of f ðX Þplog n: ð4:9Þ
Consequently, cðRX ðenðX ÞÞÞpcðlog nÞ which completes the proof. &
Next theorem shows that, for Gaussian vectors, there is an
explicit expression for RX ðEÞ in terms of the eigenvalues of the covariance
operator.
Theorem (cf. Ihara [15, Theorem 6.9.1]). Let l1Xl2X? > 0 be the nonzero
eigenvalues of CX (each written as many times as its multiplicity). For
0oEoe1ðX Þ; set
m :¼ mðEÞ ¼ max kX1 :
X
jXkþ1
lj þ klk > E2
( )
ð4:10Þ
and
c :¼ cðEÞA½lmþ1; lmÞ uniquely defined by
X
jXmþ1
lj þ mc ¼ E2: ð4:11Þ
Then,XN
j¼1
minflj ; cg ¼ E2 and hence RX ðEÞ ¼
1
2
Xm
j¼1
logðlj=cÞ: ð4:12Þ
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Notice that mðEÞ-N as E-0: If we combine this formula with Lemma
4.8 we get the following result.
Proposition 4.9. Let c : ðr;NÞ-ð0;NÞ be an increasing unbounded function
for some rX0 such that
c
1
2
Xn
j¼1
logðlj=lnÞ
 !
¼ O
X
jXnþ1
lj þ nlnþ1
 !10@
1
A as n-N: ð4:13Þ
Then
enðX Þ ¼ Oð1=cðlog nÞ
1=2Þ:
An easy consequence is as follows.
Lemma 4.10. Let rX0 and let c : ðr;NÞ-ð0;NÞ be an
increasing, unbounded, regularly varying function at infinity of index X0:
Assume
(i) lim infn-N ð
Qn
j¼1 ljÞ
1=n=ln > 1;
(ii)
P
jXnþ1 lj þ nlnþ1 ¼ Oð1=cðnÞÞ:
Then
enðX Þ ¼ Oð1=cðlog nÞ
1=2Þ:
Proof. Let us apply Proposition 4.9. Using (i), we see that for n large,
1
2
Xn
j¼1
logðlj=lnÞ ¼
n
2
log
Yn
j¼1
lj
 !1=n
=ln
0
@
1
AXc1n
2
with c1 > 0: By (ii),X
jXnþ1
lj þ nlnþ1
 !1
pc2cðnÞ
for 0oc2oN: This yields
c
1
2
Xn
j¼1
logðlj=lnÞ
 !
Xcðc1n=2ÞX
cðc1n=2Þ
c2cðnÞ
X
jXnþ1
lj þ nlnþ1
 !1
and using regular variation of the function c; we see that condition (4.13) is
fulﬁlled. &
The following result is a kind of comparison lemma for rates enðX Þ based
on eigenvalues.
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Lemma 4.11. Let Y be a H-valued centred Gaussian random vector with
dim KY ¼N and nonzero eigenvalues r1Xr2X? > 0: If ljXcrj for all jX1
and c > 0; then
enðX ÞXc enðY Þ for all nX1:
In particular, if KX*KY as sets, then
enðX Þ ¼ OðenðY ÞÞ as n-N:
If ljErj as j-N and, in particular, if KX ¼ KY as sets, then
enðX ÞEenðY Þ as n-N:
Proof. If ljXc rj ; then it is an easy consequence of (3.2) and Lemma 2.3
that enðX ÞXcenðY Þ: If KX*KY ; then there is a constant c > 0 such that
/y; CX ySXc/y; CY yS for all yAH
(cf. [5, Theorem 3.3.4]). Using the representation of eigenvalues of
symmetric positive trace class operators as values of minimax problems,
this implies ljXcrj : &
Under the subsequent conditions on the eigenvalues the previous upper
and lower bounds match.
Theorem 4.12. Assume lj ¼ OðjðjÞÞ as j-N; where j : ðr;NÞ-ð0;NÞ is a
decreasing, regularly varying function at infinity of index bp 1 for some
rX0: Let
cðxÞ ¼
1RN
x
jðyÞ dy
if b ¼ 1
and
cðxÞ ¼
1
xjðxÞ
if b > 1; x > r:
Then
enðX Þ ¼ Oð1=cðlog nÞ
1=2Þ: ð4:14Þ
If ljEjðjÞ; then
enðX ÞEcðlog nÞ
1=2: ð4:15Þ
If ljBjðjÞ; then
lim
n-N
cðRX ðenðX ÞÞÞ
1=2enðX Þ ¼ ðcðb=2Þ
b1Þ1=2; ð4:16Þ
where c ¼ 1 if b ¼ 1 and c ¼ b=ðb  1Þ if b > 1:
Proof. Let Y be a H-valued centred Gaussian random vector with nonzero
eigenvalues jðjÞ; jAN: These eigenvalues satisfy conditions (i) and (ii) of
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Lemma 4.10 (cf. Theorem 4.6). Consequently,
enðY Þ ¼ Oð1=cðlog nÞ
1=2Þ
which yields (4.14) in view of Lemma 4.11. Under the assumption ljEjðjÞ;
assertion (4.15) follows from (4.14) and the upper estimate of Theorem 4.6.
Now assume that ljBjðjÞ as j-N: In order to prove (4.16) ﬁrst observe
that
ð
Qn
j¼1 ljÞ
1=n
ln
B
ð
Qn
j¼1 jðjÞÞ
1=n
jðnÞ
and X
jXnþ1
lj þ nlnB
X
jXnþ1
jðjÞ þ njðnÞ:
Therefore, by the second part of Theorem 4.6,
(i) ln=lnþ1-1;
(ii) ð
Qn
j¼1 ljÞ
1=nBebln;
(iii)
P
jXnþ1 lj þ nlnBc=cðnÞ;
where c ¼ 1 if b ¼ 1 and c ¼ b=ðb  1Þ if b > 1: Let m ¼ mðEÞ be as in (4.10).
Then by formula (4.12), (i) and (ii),
RX ðEÞB
mb
2
as E-0:
Let cðxÞ ¼ xb1gðxÞ with g slowly varying at inﬁnity. We observe by
applying the Uniform Convergence Theorem [4, Theorem 1.2.1] that
gðRX ðEÞÞBgðmÞ:
Hence
cðRX ðEÞÞBcðmÞðb=2Þ
b1 as E-0:
By (4.11), (i) and (iii),
E2Bc=cðmÞ as E-0
and thus
lim
E-0
cðRX ðEÞÞE2 ¼ cðb=2Þ
b1: & ð4:17Þ
If jðxÞ ¼ c1xbðlog xÞ
a with b > 1; aAR and 0oc1oN; then (4.17)
yields
RX ðEÞB
b
2
c1b
b  1
b  1
2
 a 1=ðb1Þ
E2=ðb1Þlogð1=EÞa=ðb1Þ as E-0:
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If X is Brownian motion on [0,1] and H ¼ L2ð½0; 1; dtÞ; then (4.17) reduces
to the classical fact that (see [16])
lim
E-0
RX ðEÞE2 ¼ 2=p2:
Corollary 4.13. (a) If ljEjbðlog jÞ
a as j-N for b > 1 and aAR; then
enðX ÞEðlog nÞ
ðb1Þ=2ðlog log nÞa=2
and if ljBcjbðlog jÞ
a for 0ocoN; then
lim
n-N
RX ðenðX ÞÞ
ðb1Þ=2ðlog RX ðenðX ÞÞÞ
a=2enðX Þ ¼
cbb
ðb  1Þ2b1
 1=2
:
(b) If ljEj1ðlog jÞ
a as j-N for a > 1; then
enðX ÞEðlog log nÞ
ða1Þ=2
and if ljBcj1ðlog jÞ
a for 0ocoN; then
lim
n-N
ðlog RX ðenðX ÞÞÞ
ða1Þ=2enðX Þ ¼
c
a  1
 1=2
:
(c) If ljEebj as j-N for b > 0; then
enðX ÞEðlog nÞ
1=4eðb log nÞ
1=2
:
Proof. Conditions (a) and (b) are immediate consequences of
Theorem 4.12.
(c) For the lower bound we will apply Proposition 4.9. In view of Lemma
4.11 we may assume without loss of generality that lj ¼ ebj for all j: Then
we have
1
2
Xn
j¼1
logðlj=lnÞ ¼
1
4
nðn  1Þb
and X
jXnþ1
lj þ nlnþ1 ¼ ebðnþ1Þ n þ
1
1 eb
 
:
Therefore, condition (4.13) is satisﬁed for the function
cðxÞ ¼ x1=2e2ðbxÞ
1=2
; x > 1=4b:
(Note that c is not regularly varying but rapidly varying of index N:) It
follows from Proposition 4.9 that
enðX Þ ¼ Oððlog nÞ
1=4eðb log nÞ
1=2
Þ:
Using the upper estimate of Corollary 4.7(c), we deduce the assertion. &
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Remark. (a) It remains an open question whether in the situation of
Theorem 4.12 under the condition ljBjðjÞ the
lim
n-N
cðlog nÞ1=2enðX Þ
exists in ð0;NÞ; or, what is the same in case b > 1; whether
RX ðenðX ÞÞBc log n
for some cAð0; 1: (In ﬁnite dimensions the latter relation with c ¼ 1 follows
from [15, Proposition 4.1, Theorem 5.8.1].)
(b) Without any condition imposed on the eigenvalues we haveX
jXmnþ1
lj þ mnlmnþ1penðX Þ2pc
X
jXmnþ1
lj þ mnlmn
 !
ð4:18Þ
for all nX1; where mn ¼ mnðnÞ is deﬁned as in Lemma 4.2 with nj replaced
by lj : Consequently, under the mild condition
lim inf
n-N
lnþ1=ln > 0
we obtain
enðX Þ
2E
X
jXmnþ1
lj þ mnlmn as n-N:
In fact, setting
am :¼
m
2
log
Ym
j¼1
lj
 !1=m
=lm
0
@
1
A;
then
mnðnÞ ¼ max fmX1 : amplog ng:
On the other hand, by (4.12) for Eoe1ðxÞ;
RX ðEÞ > amðEÞ
so that by (4.9),
log nXRX ðenðX ÞÞ > amðenÞ:
Consequently, mnðnÞ þ 1 > mðenÞ for all nX1 and using (4.10) this yields the
lower estimate. The upper estimate is taken from Lemma 4.3.
(c) Theorem 4.12 allows to derive a lower bound on the dimension
dn ¼ dnðX Þ of the level n quantization problem. Let the eigenvalues be
as in Theorem 4.12 satisfy ljEjðjÞ: Combining this theorem and (3.2),
we get
c1
cðdnÞ
p
X
jXdnþ1
ljpenðX Þ2p
c2
cðlog nÞ
:
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Using the fact that c is regularly varying and increasing, this implies
dnðX Þ ¼ Oðlog nÞ: ð4:19Þ
It would be useful to know if one has
dnðX ÞElog n:
5. Application to Gaussian processes
In this section we use the results of Section 4 to get rates for the
quantization error of some classes of Gaussian processes. We consider
centered L2ðPÞ-continuous Gaussian processes X ¼ ðXtÞtAI on I ¼ ½0; 1
d :
Then X has a bi-measurable version and thus can be seen as a centered
random vector with values in the Hilbert space H ¼ L2ðI ; dtÞ: The
covariance function GX of X is continuous and KX consists of (equivalence
classes of) continuous functions; see (2.9). We will start our investigations by
stationary processes because these results will be called upon to elucidate the
case of other processes.
5.1. Stationary Gaussian processes, Ornstein–Uhlenbeck process and
fractional Ornstein–Uhlenbeck process
In this example we deal with centered L2ðPÞ-continuous stationary
Gaussian processes X ¼ ðXtÞtA½0;1: This means that
GX ðs; tÞ ¼ gðs  tÞ where g : R-R is continuous; symmetric;
positive definite:
It is classical background (see e.g. [6]) on weakly stationary processes that
these assumptions imply the existence of a ﬁnite symmetric Borel measure m
on R such that
GX ðs; tÞ ¼
Z
R
e2iplðtsÞ dmðlÞ ¼
Z
R
cosð2plðt  sÞÞ dmðlÞ: ð5:1Þ
The measure m is called the spectral measure of the process X :
The reproducing space KX can be easily characterized by the
spectral measure. As a matter of fact, one derives from (5.1) and (2.11)
that
KX ¼ t/R
Z
R
e2ipltf ðlÞmðdlÞ : fAL2CðmÞ
 
: ð5:2Þ
The proposition below shows that one may also read on (the
density function) of the spectral measure m; the asymptotics of the
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quantization error. For most part of it, the result relies on a theorem by
Rosenblatt [19].
Proposition 5.1. (a) Let a > 1
2
and bA½0; 1
2
Þ: Assume that mðdlÞ ¼ jðlÞ dl
where the spectral density j satisfies or every lAR;
jðlÞp c
ðjljb41Þð1þ jlj2aÞ
: ð5:3Þ
Then
enðX Þ ¼ Oððlog nÞ
ða1=2ÞÞ: ð5:4Þ
(b) If ap1; then the above bounds also holds if bA½1
2
; 1Þ:
Remark. The coefﬁcient a is related to the regularity of t/Xt from ½0; 1
into L2ðPÞ—i.e. a  1
2
(at least)—whereas b is a ‘‘long-range memory’’
coefﬁcient. So, according to the intuition, the quantization rate seems to
strongly depend on the regularity of the trajectories, but not on the
dependency properties of the process: the above distinction seems to be
essentially technical.
Proof. (a) Let ðYtÞtA½0;1 be a centred stationary Gaussian process with
spectral density j1 given by j1ðlÞ ¼
c
ðjljb41Þð1þjlj2aÞ: Note that
j1AðL
1-L2ÞðR; dlÞ since a > 1
2
and bo1
2
: Then it follows from a theorem
due to Rosenblatt [19, Theorem 3] and Widom [22], that the eigenvalues
r1Xr2X? > 0 of the covariance operator CY of Y satisfy
rjBc1j
2a as j-N:
It follows from Corollary 4.13(a) that enðY ÞEðlog nÞ
ða1
2
Þ: Moreover, one
checks that KXCKY as sets. The comparison Lemma (Lemma 4.11)
completes the proof.
(b) When j is no longer square integrable, Rosenblatt’s Theorem cannot
be applied and a direct approach is needed. If one wishes to quantize such a
process and to estimate the quantization error, it seems natural to introduce
the (real-valued) trigonometric orthonormal basis fuj : jX0g of L2ð½0; 1; dtÞ
deﬁned by
u0 :¼ 1; u2jðtÞ :¼
ﬃﬃﬃ
2
p
cos ð2pjtÞ; u2j1ðtÞ ¼
ﬃﬃﬃ
2
p
sin ð2pjtÞ; jX1;
and to rely on the positive real coefﬁcients
mj ¼ Var
Z 1
0
XtujðtÞ dt
 
¼
Z 1
0
Z 1
0
gðs  tÞujðsÞujðtÞ ds dt:
One introduces for computational convenience the complex-valued basis
u˜jðtÞ :¼ e2ipjt; jAZ ðwhere i2 ¼ 1Þ
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so that u0 ¼ u˜0; u2j ¼
ﬃﬃﬃ
2
p
Sðu˜jÞ and u2j1 ¼
ﬃﬃﬃ
2
p
ðu˜jÞ for jX1: Now, set for
jX0;
*mj :¼
Z 1
0
Z 1
0
gðs  tÞu˜jðsÞu˜jðtÞ ds dt:
On the one hand, *m0 ¼ m0pgð0Þ and *mj ¼ 2ðm2j1 þ m2jÞ for every jX1: On
the other hand, Fubini Theorem yields for every jX1;
*mj ¼
Z
R
je2ipl  1j2
ð2pðlþ jÞÞ2
dmðlÞ: ð5:5Þ
The main step is to show, using (5.5), that
*mj ¼ Oðj
2aÞ as j-N ð5:6Þ
Let c denote a real constant that may vary from line to line. First, note that
for jX1;
*mjpc
Z
R
je2ipl  1j2
l2
dl
ð14jl jjbÞð1þ jl jj2aÞ
:
Since l/je2ipl  1j2=ðl2j l 1jbÞAL1ðR; dlÞ; one getsZ 1
N
je2ipl  1j2
l2
dl
ð14jl jjbÞð1þ jl jj2aÞ
p sup
lp1
1
ð1þ jl jj2aÞZ
R
je2ipl  1j2
jl 1jbl2
dl
p c
1þ ðj  1Þ2a
since both singularities in the above integral are false. Now for jX2;Z j1
1
je2ipl  1j2
l2
dl
ð14jl jjbÞð1þ jl jj2aÞ
p22b
Z j1
1
dl
l2ðj  lÞ2a
p22bð2pÞb
Z j1
1
dl
l2ðj  lÞ2a
pc
Z j1
1
1
l2ð1aÞ
dl
ðlðj  lÞÞ2a
p c
j2a
Z j1
1
1
l
þ
1
j  l
 2a
dl
l2ð1aÞ
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pc2
2a
j2a
Z j1
1
1
l2a
þ
1
ðj  lÞ2a
 
dl
l2ð1aÞ
p c
j2a
Z þN
1
1
l2
þ
1
l2a
 
dl ¼ Oðj2aÞ:
FurthermoreZ jþ1
j1
je2ipl  1j2
l2
dl
ð14jl jjbÞð1þ jl jj2aÞ
p c
Z jþ1
j1
dl
jl jjbl2
p c
ðj  1Þ2
Z 1
1
dl
jljb
¼Oðj2Þ ¼ Oðj2aÞ: ð5:7Þ
Finally,Z þN
jþ1
je2ipl  1j2
l2
dl
ð14jl jjbÞð1þ jl jj2aÞ
p 4
Z þN
jþ1
dl
l2ðl jÞ2a
p c
j2a
Z þN
1
1
l2
þ
1
l2a
 
dl
¼Oðj2aÞ:
Thus (5.6) holds and, in turn, it follows that mj ¼ Oðj
2aÞ as j-N since the
mj ’s are nonnegative. Hence (5.4) follows from Corollary 4.7(a). &
Application to the fractional Ornstein–Uhlenbeck process: The fractional
Ornstein–Uhlenbeck process with index rAð0; 2Þ is a stationary centred
Gaussian process ðXrt ÞtA½0;1 with covariance function
Grðs; tÞ ¼ exp ðajs  tjrÞ; a > 0:
The spectral measure of the process is a symmetric r-stable distribution. Its
Lebesgue density j is (symmetric) continuous and satisﬁes
jðlÞBcðrÞlð1þrÞ as l-N:
Therefore, it follows from Theorem 3 in [19] (or [22, Theorem 1]) that
eigenvalues of the covariance operator of X r satisﬁes
ljBc1jð1þrÞ as j-N: ð5:8Þ
Thus, by Corollary 4.13(a)
enðXrÞEðlog nÞ
r=2: ð5:9Þ
If r ¼ 1; one gets the standard stationary Ornstein–Uhlenbeck process X 1
(on ½0; 1).
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Application to a stationary process with smooth covariance: The 1-periodic
Poisson kernel deﬁned for every 0oao1 by
gðtÞ ¼
1 a2
1þ a2  2a cosð2ptÞ
provides an example of a stationary centred Gaussian process X on ½0; 1
with a very smooth covariance function GX ðs; tÞ ¼ gðs  tÞ: Since
gðtÞ ¼
XN
j¼N
ajjje2pijt; tAR;
we deduce that the (real) trigonometric orthonormal basis consists of
eigenfunctions of CX and the eigenvalues are given by l0 ¼ 1; l2j ¼ l2j1 ¼
aj ; jX1: Therefore, Corollary 4.13(c) (with b ¼ logðaÞ=2Þ yields
enðX ÞEðlog nÞ
1=4eðlogð1=aÞlog nÞ
1=2=
ﬃﬃ
2
p
: ð5:10Þ
(Hence enðX Þ ¼ Oððlog nÞ
rÞ for every r > 0:) Moreover, by (3.3), any
aACnðX Þ satisﬁes
aCspan f1g if n ¼ 2;
aC span f1;
ﬃﬃﬃ
2
p
sin ð2pjtÞ;
ﬃﬃﬃ
2
p
cos ð2pjtÞ : j ¼ 1;y; ðn  2Þ=2g
if nX3; n even;
aCspan f1;
ﬃﬃﬃ
2
p
sin ð2pjtÞ;
ﬃﬃﬃ
2
p
cos ð2pjtÞ : j ¼ 1;y; ðn  1Þ=2g
if nX3; n odd:
5.2. Brownian motion and fractional Brownian motion
The fractional Brownian motion with Hurst exponent rAð0; 1 is a centred
continuous Gaussian process Br ¼ ðBrt ÞtA½0;1 having the covariance func-
tion,
Grðs; tÞ ¼ 12ðs
2r þ t2r  js  tj2rÞ:
Let fuj : jX0g be an orthonormal basis of L2ð½0; 1; dtÞ with u0 ¼ 1: We will
rely on the numbers
mj ¼ Var
Z 1
0
B
r
t ujðtÞdt
 
¼
Z 1
0
Z 1
0
Grðs; tÞujðsÞujðtÞ ds dt
to estimate the quantization error. In fact one checks that
mj ¼ 
1
2
Z 1
0
Z 1
0
js  tj2rujðsÞujðtÞ ds dt; jX1:
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Before dealing with its quantization error, let us mention that by (2.9),
optimal sets of means for Br have r-Ho¨lder components since ðEjBrt 
Brs j
2Þ1=2 ¼ jt  sjr:
Proposition 5.2. For every rAð0; 1Þ;
enðBrÞEðlog nÞ
r: ð5:11Þ
Remark.
* One question is left open by such a result. Does ðlog nÞrenðBrÞ have a
ﬁnite nonzero limit as n-N; similarly to Theorem 1.1? This seems to be
a natural conjecture.
* If r ¼ 1
2
; one obtains standard Brownian motion denoted simply by B:
Then
enðBÞEðlog nÞ
1=2:
* Furthermore, by (3.3), any aACnðBÞ; nX2; satisﬁes (cf. Example 3.3)
aCspanf
ﬃﬃﬃ
2
p
sin ðpðj  1=2ÞtÞ : j ¼ 1;y; n  1g:
Proof. One considers the celebrated Haar orthonormal basis deﬁned by
u0 ¼ 1; u1 ¼ 1½0;1=2Þ  1½1=2;1; u2mþkðtÞ ¼ 2
m=2u1ð2mt  kÞ;
mAN; k ¼ 0;y; 2m  1:
Using its wavelet character, a standard computation shows that
m2mþk ¼
m1
2mð1þ2rÞ
:
Consequently, for every jX1;
m1
j1þ2r
pmjp
21þ2rm1
j1þ2r
: ð5:12Þ
Thus Corollary 4.7(a) yields, for every rAð0; 1;
enðBrÞ ¼ Oððlog nÞ
rÞ: ð5:13Þ
This rate of convergence is the true one when 0oro1 (when r ¼ 1; Brt ¼
tZ; ZBNð0; 1Þ; so that enðBrÞBcn1 by Theorem 1.1).
The main step is to show that the nonzero eigenvalues l1Xl2X? > 0 of
the covariance operator CBr satisfy
lj ¼ Oðjð1þ2rÞÞ as j-N: ð5:14Þ
First, note that the change of variable dl ¼ jsjdu yields
jsj2r
2
¼ R
Z
R
ð1 e2iplsÞ
c
jlj1þ2r
dl
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for some real constant c > 0: Hence, the covariance function Grðs; tÞ
reads as
Grðs; tÞ ¼ R
Z
R
ð1 e2ipltÞð1 e2iplsÞm˜ðdlÞ with m˜ðdlÞ :¼ c
dl
jlj1þ2r
:
The above representation formula combined with (2.11) implies that the
reproducing space Kr of B
r is given by
Kr ¼ t/R
Z
R
ð1 e2ipltÞgðlÞm˜ðdlÞ : gAL2Cðm˜Þ
 
:
Let x be Nð0; 1Þ-distributed random variable, independent of Br: Then
the continuous Gaussian process Yt :¼ xþ B
r
t ; tA½0; 1 satisﬁes GY ¼ Gr þ 1
so that KY ¼ Kr þ spanf1g (as sets) and CY ¼ CBr þPspanf1g: Therefore, by
the minimax characterization of eigenvalues, the nonzero eigenvalues
n1Xn2X? > 0 of CY satisfy
njþ1plj for all jX1:
Now (see Section 5.1), let Z ¼ ðZtÞtA½0;1 be a centred continuous stationary
Gaussian process with spectral measure m given by
mðdlÞ :¼
c
jlj1þ2r
1fjljX1g dl
so that GZðs; tÞ ¼
R
R
e2iplðtsÞmðdlÞ: It follows from Theorem 3 in [19] that
the nonzero eigenvalues d1Xd2X? > 0 of CZ satisfy
djBc1 jð1þ2rÞ as j-N:
Since
KZ ¼ t/R
Z
R
e2ipltgðlÞmðdlÞ; gAL2CðR; mÞ
 
;
one gets
KZCKBr þ spanf1g ¼ KY :
In fact, if gAL2CðmÞ and hðtÞ :¼ R
R
R
e2ipltgðlÞmðdlÞ then *g deﬁned by *gðlÞ :
¼ gðlÞ1fjljX1g belongs to L2Cðm˜Þ and
hðtÞ ¼ R
Z
R
ð1 e2ipltÞð *gðlÞm˜ðdlÞ þ R
Z
R
g dm
so that hAKBr þ spanf1g: It follows (see proof of the comparison Lemma
4.11) that
njXc2dj for all jX1:
Thus, (5.14) holds and enðBrÞ ¼ Oððlog nÞ
rÞ follows from Theorem 4.12.
Using the upper-bound (5.13), one derives the announced result. &
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5.3. Once-integrated Brownian motion, fractional integrated Brownian
motion
For b > 1
2
; deﬁne a centred continuous Gaussian process Xb by
X
b
t ¼
1
GðbÞ
Z t
0
ðt  sÞb1Bs ds; tA½0; 1;
where B denotes Brownian motion. One checks that for b > 1
2
; the integral
operator
Tb : L
2ð½0; 1; dtÞ-L2ð½0; 1; dtÞ
deﬁned by
TbxðtÞ :¼
1
GðbÞ
Z t
0
ðt  sÞb1xðsÞ ds
is a bounded operator. It is well known that, given any orthonormal basis
fuj : jX0g of L2ð½0; 1; dtÞ; then
PN
j¼0 xjT1ðujÞ converges in L
2ð½0; 1; dtÞ a.s.
and
B¼d
XN
j¼0
xjT1ðujÞ;
where x1; x2;y denotes an i.i.d. sequence of Nð0; 1Þ-distributed random
variables. Hence
X b ¼ TbðBÞ ¼
d
XN
j¼0
xjTb3T1ðujÞ ¼
XN
j¼0
xjTbþ1ðujÞ:
This implies
CXb ¼ Tbþ13T
n
bþ1 and KX b ¼ Tbþ1ðL
2ð½0; 1; dtÞÞ
(cf. [21, p. 153]). As in the preceding example we will rely on the numbers
mj ¼ Var/uj ; X
bS ¼ /uj ; CXbujS
associated to the Haar orthonormal basis fuj : jX0g of L2ð½0; 1; dtÞ to
estimate the quantization error. Since
mj ¼ jjT
n
bþ1ðujÞjj
2
and
Tnbþ1xðtÞ ¼
1
Gðbþ 1Þ
Z 1
t
ðs  tÞbxðsÞ ds;
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a standard computation shows that for mX0; k ¼ 0;y; 2m  1;
m2mþk ¼
m1
2mð2þ2bÞ
:
Consequently, for every jX1;
m1
j2þ2b
pmjp
22þ2bm1
j2þ2b
: ð5:15Þ
Therefore, Corollary 4.7(a) yields
enðXbÞ ¼ Oððlog nÞ
ðbþ1=2ÞÞ: ð5:16Þ
One may reasonably conjecture that this rate is the true one. Note further
that by Proposition 2.5, any aACnðXbÞ satisﬁes
aCTbþ1ðL2ð½0; 1; dtÞÞ:
If b ¼ 1;
X 1t ¼
Z t
0
Bs ds
and then (5.16) provides the exact rate. In fact, Freedman [9, Theorem 7]
recently computed the eigenvalues of CX 1 as ljBðpjÞ
4: Therefore, it follows
from Corollary 4.13(a) that
enðX 1ÞEðlog nÞ
3=2: ð5:17Þ
5.4. Brownian bridge
Let X ¼ ðXtÞtA½0;1 be Brownian bridge. Then, still by Corollary
4.13(a),
enðX ÞEðlog nÞ
1=2 ð5:18Þ
and by (3.3), any aACnðX Þ; nX2 satisﬁes (cf. Example 3.3)
aCspan f
ﬃﬃﬃ
2
p
sin ðpjtÞ : j ¼ 1;y; n  1g:
5.5. Gaussian diffusions
Let X be the unique solution of the equation
dXt ¼ AðtÞXt dt þ dBt; X0 ¼ 0;
where B is Brownian motion and AAL2ð½0; 1; dtÞ: It follows from the
closed form Xt ¼
R t
0 exp ð
R t
s
AðuÞ duÞ dBs that L2ðP
X Þ ¼ L2ðPBÞ so that
PX and PB are equivalent which in turn classically implies that KX ¼ KB:
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Lemma 4.11 yields
enðX ÞEðlog nÞ
1=2: ð5:19Þ
5.6. Brownian sheet
The Brownian sheet on ½0; 12 is the centred continuous Gaussian process
X ¼ ðXtÞtA½0;12 such that
GX ðs; tÞ ¼ min fs1; t1gmin fs2; t2g:
The eigenvalues and eigenfunctions of CX on H ¼ L2ð½0; 12; dtÞ are known
to be
mj;k ¼ p
4ðj  1
2
Þ2ðk  1
2
Þ2;
uj;kðtÞ ¼ 2 sin ðpðj  12Þt1Þsinðpðk 
1
2
Þt2Þ; j; kAN:
Consider the ordered eigenvalues l1Xl2X? > 0: In fact, mj;kAfm1;s : sANg
for all j; kAN and the multiplicity rðsÞ of m1;s is given by
rðsÞ ¼ jfðj; kÞAN2 : 2jk  ðj þ kÞ þ 1 ¼ sgj:
It follows thatXm
s¼1
rðsÞB
1
2
m log m as m-N:
Thus, if for jAN; m ¼ mðjÞ denotes the unique integer such that 1þPm1
s¼1 rðsÞpjp
Pm
s¼1 rðsÞ; then jB
1
2
mðjÞlog mðjÞ as j-N: Consequently,
mðjÞB2jðlog jÞ1 as j-N: It follows from lj ¼ m1;mðjÞB4p
4mðjÞ2 that
ljBp4j2ðlog jÞ
2 as j-N: ð5:20Þ
Therefore, it follows from Corollary 4.13(a) that
enðX ÞE
log log n
ðlog nÞ1=2
as n-N: ð5:21Þ
Provisional Remark. The above bounds—(5.13), (5.16), (5.18), (5.19), (5.4)
as well as (5.10)—emphasize the connection between the L2ðPÞ-regularity of
a Gaussian process ðXtÞtA½0;1 and its rate of quantization. Namely, one may
conjecture that,
if XACrð½0; 1; L2ðO;PÞÞ; r > 0; then enðX Þ ¼ Oððlog nÞ
rÞ:
A result in this direction for stationary processes is Lemma 4 from [19]
combined with Corollary 4.7(a). This also suggests an alternative approach
to tackle functional quantization, possibly based on a more geometrical
approach. It could help to handle the Lr-quantization as well. Lemma 4.11,
beyond its technical consequences, also pleads in the same direction.
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Appendix. A proof of Theorem 3.1 based on the reproducing property
By Proposition 2.5, we have UCKX and hence CX jU is injective. Set
V ¼ U>; X1 ¼ PV ðX Þ and X2 ¼ PU ðX Þ: Then X1 and X2 are jointly
Gaussian with cross covariance operator CX1X2 : U-V given by
CX1X2u ¼E/u; X2SX1 ¼ PV ðE/u; XSX Þ
¼PV CX u; uAU :
The covariance operator CX2 :U-U of X2 takes the form
CX2u ¼ E/u; X2SX2 ¼ PU CX u; uAU :
Since CX2 is injective, KX2 ¼ U as sets. Let m ¼ dim U : Choose
u1;y; umAU such that fCX2u1;y; CX2umg is an orthonormal basis of KX2 :
Using the reproducing property (2.7) with respect to X2 we get
X2 ¼
Xm
j¼1
/uj ; X2SCX2uj
and hence
EðX1jX2Þ ¼ EðX1j/u1; X2S;y;/um; X2SÞ:
For vAV we have
Eð/v; X1Sj/u1; X2S;y;/um; X2SÞ ¼
Xm
j¼1
/uj ; X2S/v; CX1X2ujS:
This implies
EðX1jX2Þ ¼
Xm
j¼1
/uj ; X2SCX1X2uj
¼
Xm
j¼1
/uj ; XSPV CX uj :
Now let f ¼
P
aAa a1W ðajaÞ: Since
jjx  ajj2 ¼ jjPU ðxÞ  ajj2 þ jjx PU ðxÞjj2 for xAH; aAa;
we have W ðajaÞ ¼ P1U ðW ðajaÞÞ and therefore f ðX Þ ¼ f ðX2Þ: Using (2.5) we
deduce
0 ¼PV f ðX Þ ¼ PV EðX jf ðX ÞÞ
¼EðX1jf ðX2ÞÞ ¼ EðEðX1jX2Þjf ðX2ÞÞ
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j ¼
Xm
j¼1
Eð/uj ; XSjf ðX ÞÞPV CX uj
¼
Xm
j¼1
/uj ; f ðX ÞSPV CX uj :j
This yieldsXm
j¼1
/uj ; uSPV CX uj ¼ 0 for every uAU
and in particular
0 ¼
Xm
j¼1
/uj ; CX2uiSPV CX uj ¼
Xm
j¼1
ðCX2uj ; CX2uiÞX2PV CX uj
¼PV CX ui for i ¼ 1;y; m:
Thus, since u1;y; um are linearly independent, PV CX jU ¼ 0: The assertion
follows.
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