Statistical loss functions that generally lack economic content are commonly used for evaluating financial volatility forecasts. In this paper, an evaluation framework based on loss functions tailored to a user's economic interests is proposed. According to these interests, the user specifies the economic events to be forecast, the criterion with which to evaluate these forecasts, and the subsets of the forecasts of particular interest. The volatility forecasts from a model are then transformed into probability forecasts of the relevant events and evaluated using the specified criteria (i.e., a probability scoring rule and calibration tests). An empirical example using exchange rate data illustrates the framework and confirms that the choice of loss function directly affects the forecast evaluation results.
1 "Volatility forecasting is a little like predicting whether it will rain; you can be correct in predicting the probability of rain, but still have no rain." -Engle (1993)
I. Introduction
Although dynamics in the variance of financial time series were observed at least as early as Mandelbrot (1963) , efforts to empirically model these dynamics have only developed in the last twenty years. GARCH models, pioneered by Engle (1982) and Bollerslev (1986) , are the volatility models most commonly used, although numerous alternatives exist. Specifically, stochastic volatility models, which arose from the theoretical finance literature, are increasingly employed in empirical research. For recent surveys of volatility models, see Bollerslev, Engle and Nelson (1994) as well as Diebold and Lopez (1995) .
Volatility models and their forecasts are of interest to many types of economic agents.
For example, options traders require asset volatilities to price options, and central banks or international investors forecasting exchange rates may require interval forecasts, which are readily derived from volatility forecasts. Given the vast number of models available, such agents must decide which forecasts to use as well as the evaluation criterion upon which to base that decision. As suggested by Bollerslev et al. (1994) , economic loss functions that explicitly incorporate the costs faced by volatility forecast users provide the most meaningful forecast evaluations. Several such loss functions based on specific economic questions have been proposed in the literature. For example, West, Edison and Cho (1993) propose a loss function based on the expected utility from an investment decision requiring volatility forecasts. Engle et al. (1993) propose an economic loss function based on trading profits earned in a simulated options market; see also Engle, Kane and Noh (1996) and Noh, Engle and Kane (1994) . However, since specific economic loss functions are frequently unavailable, volatility forecast evaluation is typically conducted by minimizing a statistical loss function, such as mean squared error (MSE). Numerous studies have used MSE to evaluate the performance of volatility models; for example, see Taylor (1987) ; Akgiray (1989) ; Dimson and Marsh (1990) ; Pagan and Schwert (1990) ; Lee (1991) ; West and Cho (1994) ; Kroner, Kneafsey and Claessens (1995) ; Bollerslev and Ghysels (1996) ; and Brailsford and Faff (1996) . Such forecast evaluations are problematic since they almost exclusively use squared asset returns as a proxy for the latent volatility process. As discussed by Andersen and Bollerslev (1997) , squared returns are noisy estimators of the actual variance dynamics and will thus limit the inference available regarding the forecast accuracy.
In this paper, a forecast evaluation framework based on an alternative set of statistical loss functions is proposed. Rather than selecting a simple statistical criterion as the appropriate evaluation measure, this framework permits the forecast user to tailor their choice of criterion according to their economic interests. Specifically, the framework is based on evaluating probability forecasts generated from an underlying volatility model. Probability forecasts are the object of interest for a large, general class of loss functions based on decision-theoretic problems, such as deciding whether to take a specific action; see Granger and Pesaran (1996) as well as Zellner and Hong (1991) for further discussion.
The user tailors the forecast evaluation by specifying three key elements of this framework. The first element is the economic events of interest, such as a central bank's interest in whether an exchange rate will leave a specified target zone. Volatility forecasts are readily transformed into such probability forecasts using the underlying model's assumed (or estimated) 3 distribution for the innovation term. Once generated, the forecasts are evaluated using scoring rules, which measure the accuracy of probability forecasts with respect to whether the forecasted events occur. Forecast users can select the scoring rule best suited to their particular interests.
The most common scoring rule (and the one used in this paper) is the quadratic probability score, which is the analog of MSE for probability forecasts and an explicit measure of forecast accuracy. Furthermore, forecast users can employ calibration tests to evaluate subsets of the probability forecasts that are of particular interest, such as forecasts that lie above a certain decision-theoretic trigger point (say, 75 percent). Calibration tests, as developed by SeillierMoiseiwitsch and Dawid (1993) , examine the degree of equivalence between an event's predicted and observed frequencies of occurrence within subsets of the unit interval. The specification of these three elements forms an evaluation framework that, although based on statistical loss functions, can be tailored to provide economically meaningful inference for a wide range of decision-theoretic problems.
The paper is structured as follows. In Section II, the loss functions previously used for volatility forecast evaluation are reviewed. Section III describes the three elements of the proposed evaluation framework that are specified by the user --the events to be forecast, the scoring rule used to evaluate the probability forecasts, and the subsets of the forecasts of particular interest. Section IV presents an empirical example using daily exchange rates to illustrate the evaluation procedure. Four different sets of probability forecasts are used to evaluate the forecasts from nine volatility models. The example provides three insights into volatility forecast evaluation. First, the evaluations are sensitive to the loss function chosen, and thus forecast users should consider their choice carefully. Second, the disparity between in-4 sample and out-of-sample evaluation results clearly indicate that in-sample diagnostic tests must be supplemented by out-of-sample analysis. Third, although not capable of providing definitive answers on which forecasts minimize the relevant loss functions, the proposed forecast evaluation framework provides useful and economically meaningful information for reducing the choice set. Section V concludes and suggests directions for further research.
II. Previous Evaluations of Volatility Forecasts
Volatility models are generally expressed as
where the conditional mean is the information set available at time t-1,
is the innovation term, h t is its conditional variance and D(0,1) is a symmetric, standardized … t distribution; thus, . Variance dynamics are introduced into the model via … t G Ω t1~D 0, h t the specification of h t ; for example, the GARCH(1,1) model sets .
Generally, the parameters of the model are estimated over a specified in-sample period t= 1,..., T, and volatility forecasts based on these estimates are generated over the out-of-sample period t= T+1,...,T+T * . (Note that, in a convenient abuse of terminology, the in-sample, fitted conditional variances are frequently referred to as in-sample forecasts).
Several in-sample diagnostics, such as analysis of standardized residuals, conditional moment tests as per Wooldridge (1990) or the news impact curve proposed by Engle and Ng (1993) Andersen and Bollerslev (1997) for a discussion of alternative proxies based on high-frequency data.) A further difficulty with MSE evaluation in a heteroskedastic environment, as noted by Bollerslev et al. (1994) , is that the symmetric nature of this loss function does not sufficiently penalize nonpositive variance forecasts.
Several alternative statistical loss functions are proposed in the literature, although the same criticisms cited above would apply to them; for example, mean absolute error (MAE), Two loss functions that penalize volatility forecasts
asymmetrically are the logarithmic loss (LL) function employed by Pagan and Schwert (1990) , which penalizes inaccurate variance forecasts more heavily when is low, and the … 2 Tt heteroskedasticity-adjusted MSE (HMSE) of Bollerslev and Ghysels (1996) , Bollerslev et al. (1994) further suggest the loss function implicit in the Gaussian quasi-maximum likelihood function often used in estimating GARCH models; that is, Although these functions may coincide with a specific forecast user's economic loss function, they are generally devoid of economic content. Hence, economic inference based on such forecast evaluations is limited. Below, a forecast evaluation framework based on 7 probability forecasts is proposed. This framework is also based on statistical loss functions; however, analyzing probability forecasts generated from volatility forecasts permits the evaluation to be tailored more closely to the user's economic interests.
III. Generating and Evaluating Probability Forecasts
The proposed framework permits the user to tailor the forecast evaluation to their particular interests in two stages. The first stage consists of transforming volatility forecasts into probability forecasts of events of interest. (Note that this type of evaluation defines a volatility model as a combination of both the variance dynamics specified by h t and the distribution of the standardized residuals specified by D.) This focus on probability forecasts can be linked to a large, general class of economic loss functions commonly used in decision-theoretic problems.
As discussed by Granger and Pesaran (1996) , probability forecasts are the key input to loss functions that gauge the economic value of taking an action, such as whether or not to purchase an asset. In the second stage, the probability forecasts are evaluated using the statistical criteria that most closely correspond to the user's interests. The first part of this section describes how probability forecasts are generated from volatility forecasts, and the remainder describes the evaluation criteria employed.
3a. Transforming Volatility Forecasts into Probability Forecasts
Given that volatility forecasts can be easily transformed into … t G Ω t1~D 0, h t , probability forecasts. The distribution D can be assumed or estimated as per Engle and Gonzalez-Rivera (1991) , and one-step-ahead probability forecasts can be easily generated by 8 integrating over this distribution. The appropriate range of integration will depend on the economic event of interest; i.e., the user can tailor the forecast evaluation to the region of of particular interest. This transformation of the volatility forecasts permits forecast D 0, h t users with different (but unspecified) economic loss functions to introduce their particular interests into the forecast evaluation, even though they will all use the same statistical tools.
Multi-step-ahead volatility forecasts are not as easily transformed into probability forecasts. As shown by Baillie and Bollerslev (1992) , variance dynamics cause the distribution of … T+k (k>1) to be a nontrivial function of Ω T . However, a number of methods are available to address this difficulty; for example, Baillie and Bollerslev (1992) use the Cornish-Fisher approximation method to construct k-step-ahead confidence intervals for a GARCH(1,1) process.
Alternatively, simulation methods, as used by Geweke (1989) as well as Bollerslev and Mikkelsen (1996) , can be used to generate the desired k-step-ahead probability forecasts. Since the forecast evaluation tools described below are appropriate for transformed volatility forecasts of all horizons, the following discussion will focus on one-step-ahead forecasts to simplify both notation and exposition.
The probability forecast notation is as follows. Volatility models are fit to the in-sample observations , and P t is the in-sample probability forecast for time t based on the y t T t1 parameters estimated over the entire sample and the necessary elements of Out-of-sample, Ω T . P T+t for t = 1,...,T * is the one-step-ahead probability forecast conditional on the parameter estimates and . The subsequent discussion will focus on out-of-sample forecasts. The Ω Tt1 event space to be examined is created by partitioning the set of all possible outcomes into N mutually exclusive and collectively exhaustive subsets according to the forecast user's interests. confidence interval around the corresponding conditional mean forecasts; see Christoffersen (1996) for further discussion on evaluating interval forecasts.
Once the desired probability forecasts are generated, forecast users can proceed to evaluate them using probability scoring rules and calibration tests. These two forecast evaluation criteria, as well as the Diebold-Mariano (1995) tests of comparative predictive accuracy, are described in the following subsections; see Diebold and Lopez (1996) for further discussion.
3b. Probability Scoring Rules
Probability scoring rules are primarily employed in the economics literature to evaluate business-cycle turning-point probabilities as in Diebold and Rudebusch (1989) , Ghysels (1993), and Lahiri and Wang (1994) . Scoring rules measure the statistical accuracy of the forecasted probabilities. (Note that a scoring rule should be "proper"; i.e., it should not cause the forecaster to modify their actual forecasts in order to improve their expected score.) Just as with the statistical loss functions described in Section II, a variety of proper scoring rules are available; see Murphy and Daan (1985) as well as Winkler (1993) for further discussion. However, a key difference between these two classes of statistical loss functions with respect to volatility forecasts is that scoring rules are based on comparing a model's forecasts to observable events, not a proxy for the true, unobservable variance.
In practice, the forecast user should select the proper scoring rule that addresses their particular interests most directly. In the following discussion and empirical exercise, the 11 QPS 1
Tt 2 P A, Tt R Tt 2 2 P B, Tt R Tt 2 , quadratic probability score (QPS), the most common scoring rule, is used. The QPS, originally developed by Brier (1950) , is the analog of MSE for probability forecasts and thus implies a quadratic loss function. The QPS over a forecast sample of size T * is which implies that QPS M [0,2] and has a negative orientation (i.e., smaller values indicate more accurate forecasts). This type of statistical loss function would be most relevant to economic agents facing decision-theoretic problems that explicitly value the accuracy of the probability forecast inputs.
3c. Comparing the Predictive Accuracy of Probability Forecasts
Scoring rules measure the accuracy of probability forecasts; hence, if the QPS for is closer to zero than the QPS for , then the forecasts from model A are P A, Tt T t1 P B, Tt T t1 more accurate than those from model B. However, whether this outcome is statistically significant or an artifact of the sample at hand is unclear. Diebold and Mariano (1995) propose several tests for determining whether the expected losses (under a general loss function) induced by two sets of point forecasts are statistically different. These tests are readily generalized to probability forecasts.
The null hypothesis under the loss function g is or, E g P A, Tt , R Tt E g P B, Tt , R Tt equivalently, For QPS, E d Tt E g P A, Tt , R Tt g P B, Tt , R Tt 0.
where P A,T+t and P B,T+t are the probability forecasts from two volatility models. (Note that to test
this hypothesis, must be covariance stationary, a condition determined empirically.)
Several statistics, both asymptotic and finite-sample, are proposed for testing this null hypothesis.
In this paper, the asymptotic mean statistic is used and defined as where is the sample mean of d T+t and is the spectral density function at frequency zerō df d (0) estimated using a rectangular lag window.
3d. Calibration Tests of Probability Forecasts
The calibration of probability forecasts is defined as the degree of equivalence between an event's observed and predicted frequencies of occurrence within subsets of the unit interval. For example, a forecaster is providing perfectly calibrated rain forecasts if it rains on 10% of the days for which a 10% chance of rain is forecast. A simple measure of calibration is the calibration plot, which graphs Pr(event occurs | π j ) against π j , where π j is the midpoint of one of the J mutually exclusive and collectively exhaustive subsets of the unit interval specified by the user.
The degree to which this graph lies on the 45 N line is a visual measure of calibration. SeillierMoiseiwitsch and Dawid (1993) present test statistics that formalize this analysis.
The null hypothesis of these tests is that the predicted frequency of occurrence for a specified binomial event equals the observed frequency of occurrence and hence the forecasts are In summary, a statistical framework for volatility forecast evaluation that permits the user to tailor the evaluation to their economic interests is proposed. As discussed by Murphy (1973), purely statistical and purely economic evaluations of forecasts represent the end points of a continuum. By permitting the user to specify the event to be forecast, a probability scoring rule and a partitioning of the unit interval for calibration tests, this framework permits evaluations that incorporate elements of both types. In the following section, an empirical application illustrating this framework for one-step-ahead volatility forecasts is presented. Evaluations of kstep-ahead forecasts using this framework are reserved for future research.
IV. Evaluating Exchange Rate Volatility Forecasts
To illustrate the proposed evaluation framework, one-step-ahead volatility forecasts of several foreign exchange rates are evaluated with respect to four different economic events of interest. Within this empirical exercise, no one set of forecasts is found to minimize all of the probability-based loss functions. In fact, not only does the minimizing set of forecasts vary across exchange rates and events, it also varies across the in-sample and out-of-sample periods.
These results highlight two key features of volatility forecast evaluation (and forecast evaluation, Given established unit root results for exchange rates (as per Baillie and Bollerslev (1989) and others) and after standard unit root testing, the log exchange rates are modeled as I (1) processes; that is,
where and s t is one of the spot exchange rates. The moving-average term is y t L 100 log s t included due to the presence of a small, but significant, first-order serial correlation in ∆ y t . 
4b. Volatility Models and Forecasts
To address the presence of variance dynamics in these series, three categories of volatility models are used: simple models, GARCH models and stochastic volatility models. These models are estimated over the in-sample period, and the parameter estimates are used to generate volatility forecasts over the out-of-sample period. (The parameter estimates and relevant standard errors are reported in the Appendix.)
Three simple volatility models are examined. The first model is the Gaussian homoskedastic model (homo.), which ignores variance dynamics and assumes h t σ 2 .
Although, as shown in Table 2 , the squared standardized residuals from this model still display significant conditional heteroskedasticity, it is included in the evaluation exercise as a benchmark. As in West and Cho (1994) , two autoregressive models of are estimated using … t ordinary least squares and an assumed conditionally normal distribution. The autoregressive … 2 t model assuming a lag-order of 10 specifies and is denoted as AR10sq.
(Note that volatility forecasts from this model can be negative, and in such cases, the forecasts are set to a small positive number.) The second autoregressive model (AR10ab), as developed by Davidian and Carroll (1987) and Schwert (1989) , is based on and is specified as … t From the second category, five models are specified and estimated via maximum likelihood methods. The first three models share the same GARCH(1,1) specification (i.e., ), but use different distributional assumptions. Specifically, the three h t ω α … 2 t β h t1 assumed, symmetric forms of D are the normal distribution, the t-distribution and the generalized exponential distribution (GED); all of which are special cases of the generalized t-distribution discussed in McDonald and Newey (1988) . Both the t-and GED-distributions permit fatter tails than the normal distribution, an empirical regularity often found in financial time series; see Figure 1 for a comparison of these distributions based on the estimated shape parameters for the BP series. These models are denoted as GARCH, GARCH-t and GARCH-g, respectively.
The fourth and fifth models are derived from the calibrated, exponential-smoothing model currently used in the volatility forecasting methodology proposed in the J.P. Morgan's Riskmetrics TM system; see J.P. Morgan (1996) . The assumed variance dynamics are note that this calibrated model is equivalent to the IGARCH model of Engle and Bollerslev (1986) with the ω parameter set to zero. The λ parameter is calibrated according to the degree of persistence desired. For this exercise, the commonly-used value of λ=0.94 is specified, and the Standard diagnostics of the in-sample and out-of-sample standardized residuals are presented in Table 2 . In-sample, almost all of the volatility models, except for the homo. and s.v. models, consistently remove the serial correlation in the squared standardized residuals in all four series. Out-of-sample, only the homo. model fails to consistently do so. These results indicate that all of the volatility models, with the possible exception of the s.v. model, may be appropriate specifications of the variance dynamics. In fact, as shown in Table 3 for the BP series, the insample and out-of-sample volatility forecasts are highly correlated, especially within the GARCH class of models. These results are similar for the other three series.
Before evaluating the generated probability forecasts, Tables 4 and 5 report the in-sample and out-of-sample forecast evaluation results using the statistical loss functions from Section II. (1995) find qualitatively similar results for MSE using different statistical tests and various forecast horizons.) Of the twenty forecast evaluations reported in Table 5 , in only eight cases is the minimizing set of forecasts the same across the in-sample and out-of-sample periods, and six of these cases are the MAE and LL with respect to the s.v. model. These results indicate that forecast evaluation based on such loss functions varies considerably; hence, the forecast user should do so only after careful consideration of how these loss functions reflect their particular economic interests.
4c. Specifying Economic Events
In the next subsection, the four economic events used for evaluating the volatility forecasts from the nine models are described. In order to simplify this sample evaluation, only the event to be forecast is varied. The QPS is the probability scoring rule used throughout, and the subsets of interest are the deciles [0, 0.1), [0.1, 0.2),...,[0.9, 1].
The first two events are based on the behavior of the one-day return. The first event ∆y t , is , which is a relatively high probability event, as shown in Table 6 . (Note that, ∆y t M 0.5 , 1 20 after adjusting for the specified conditional mean, this event is )
Such events are of interest, for example, to spot traders deciding how to structure their market positions or to options traders holding out-of-the-money positions. The second event is related to the value-at-risk estimates now commonly used in managing the market risk of trading portfolios; see Lopez (1997) for further discussion. In such cases, traders generally wish to know a specified lower-tail quantile of their portfolio returns distribution in order to manage their market risk exposure. For this exercise, the lower five percent quantile of the empirical, insample distribution of is specified as the threshold loss (TL) of interest to the forecast users, ∆y t and the event to be forecast is As shown in Table 6 , the observed in-sample ∆y t < TL.
frequency of occurrence of this event is constructed to be five percent, and the out-of-sample frequency is relatively close to five percent for all four currencies.
The last two events focus on the behavior of the level term y t . The third event is a ±γ% move in y t ; that is, Such an event would be of interest, for y t M (1γ/100) y t1 , (1γ/100) y t1 . example, to a portfolio manager deciding when to transact in a foreign-currency denominated asset. The parameter γ is set at 2, except for the case of YN in which it is set to 0.2 (due to the high level of y t ). The last event is based on the idea of a central bank forecasting whether an exchange rate will remain within a specified target zone; i.e., the event of interest is In this evaluation exercise, L and U are set as ±5% of y T , the last in-sample y t M L , U . observation. The observed frequencies of occurrence for event 3 are relatively high, while event 4 occurs only about 15 percent of the time, except for the YN series which is much higher. For the purpose of illustration, Figure 2 plots the out-of-sample probability forecasts from the GARCH-g model for the BP series for all four events of interest. Table 7 presents the in-sample QPS results for the four exchange rates and the four specified events. The minimum QPS value for each column in each panel is underlined. An interesting result is that the GARCH-g model minimizes the QPS value in half of the 16 cases, although the significance of this result is low given the poor S test results. That is, many of models generate QPS values that are greater than that of the GARCH-g model, but not significantly so. Overall, these results suggest that the GARCH-g model seems to characterize well the variance dynamics and the distribution of z t for these series. The fitted GED distributions fit these series well both in the center of the distribution, as per events 1 and 3, and in the tails, as per event 2.
4d. Forecast Evaluation Results
Turning to the out-of-sample QPS results presented in Table 8 Table 5 , that the chosen volatility models provide forecasts that are practically indistinguishable under these event-based, loss functions.
However, by focusing on probability forecasts, calibration tests can be used as an additional tool for evaluating the competing sets of out-of-sample volatility forecasts. The calibration test results are presented in the companion columns of Table 8 . Probability forecasts that are well calibrated at the five percent significance level are denoted with '+' symbol.
Clearly, in many cases, the calibration test reduces the number of models under consideration by rejecting the probability forecasts that are not calibrated over the user-specified subsets of the unit interval. (Once again, subsample results are consistent with the full-sample results.) For example, for BP with respect to event 1, forecasts from the GARCH-g model generate the lowest QPS value; the S test eliminates three competing models since they are significantly greater than this value; and the calibration test eliminates three additional model. Hence, in this case, although the forecasts from the GARCH-g, e.smooth-N and s.v. models are indistinguishable using this statistical evaluation framework, the number of models to consider has been reduced from nine to three. Although, as shown in Table 8 , this evaluation procedure does not distinguish this well between competing volatility forecasts in all cases, it can be used to assist the forecast user in limiting the choice of volatility forecasts to consider.
In conclusion, this sample forecast evaluation provides three clear results. First, the different model rankings presented in Tables 4, 5, 7 and 8 clearly indicate that forecast evaluations are directly affected by the loss function selected. In the absence of economic loss functions, forecast users should carefully select the statistical loss functions that best match their interests. Second, the disparity between the in-sample and out-of-sample results indicate that tests of model fit and model specification should not be considered sufficient analysis. Out-ofsample forecast evaluation provides additional, useful information for volatility model specification and model selection. Third, the proposed framework for evaluating generated probability forecasts can generally reduce the number of competing volatility forecasts under consideration, a result that should be of particular interest to forecast users who must select among volatility models.
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V. Conclusions
The forecast evaluations most meaningful to agents facing the issue of volatility model selection are those conducted under economically meaningful loss functions. In the general absence of such loss functions, researchers rely on statistical loss functions, such as MSE.
Although reasonable for point forecasts, MSE and related statistical loss functions are problematic for volatility forecasts. In addition, since model rankings are highly dependent on the loss function chosen and these loss functions are generally devoid of economic content, the results from such analysis is of questionable worth.
In this paper, a framework for volatility forecast evaluation based on statistical tools that can be tailored to the economic interests of the forecast user is proposed. Specifically, the forecasts from a volatility model are transformed (via integration or simulation) into probability forecasts of events of interest. These probability forecasts are then evaluated using a proper scoring rule selected by the user and calibration tests over the subsets of the unit interval that are of interest to the user. 1994) , who find that short-term volatility forecasting is robust to a variety of misspecifications.)
An advantage of the proposed framework is that calibration tests provide further analysis of the 24 transformed volatility forecasts using criteria tailored to the user's interests.
This evaluation framework introduces a number of questions that require further analysis.
Most immediately, the properties of the transformed volatility forecasts must be more clearly delineated. For example, further research is required to determine whether optimal forecasts under the probability-based loss functions are available. Secondly, the properties of the QPS and other scoring rules must be examined in light of West (1996) ; that is, uncertainty due to parameter estimation could be incorporated into this analysis. Other avenues for research are evaluating volatility forecasts from other models (i.e., different specifications for h t and D) and for other financial time series under different loss functions. A systematic exploration of the theoretical and empirical aspects of the proposed evaluation framework should permit the formulation of more useful volatility model specifications and volatility forecasts. The columns represent the values of the statistical loss functions from Section II for the models' in-sample, fitted conditional variances. The minimum value within each column of each panel is underlined. * indicates that this particular set of in-sample forecasts rejects the null hypothesis of equality with the minimum value using the S test at the five percent significance level. a The parameter E is set to 0.2, instead of 2 as for the series, due to the high level of the Japanese yen.
Note: Event 1 refers to the innovation event or, equivalently, ∆y t M 0.5 , 1 … t M 0.5µθ … t1 , 1µθ … t1 . Event 2 refers to the innovation event or, equivalently, TL is the lower five percent ∆y t < TL … t < TLµθ … t1 . quantile of the in-sample, empirical distribution of Event 3 refers to the level event ∆y t . where E is set at 2 for BP, CD and DM and at 0.2 for YN. Event 4 refers to y t M (1γ/100) y t1 , (1γ/100) y t1 , the level event where L and U are ±5% of the last in-sample observation y T . y t M L , U , Note: The columns contain the QPS values for the models' in-sample probability forecasts for the four specified events. The minimum QPS value within each column of each panel is underlined. * indicates that this particular set of in-sample forecasts rejects the null hypothesis of equality with the minimum QPS value using the S test at the five percent significance level; i.e., the models thus marked have QPS values significantly greater than the minimum value. Note: The event columns contain the QPS values for the models' out-of-sample probability forecasts for the four specified events. The minimum QPS value within each column of each panel is underlined. * indicates that this particular set of out-of-sample forecasts rejects the null hypothesis of equality with the minimum QPS value using the S test at the five percent significance level; i.e., the models thus marked have QPS values significantly greater than the minimum value. The companion columns labeled 'calib.' present the results from the Z 0 calibration test using the deciles of the unit interval (i.e., [0,0.1); [0.1,0.2); ...; [0.9,1]) as the subsets of interest. The '+' symbol indicates that the forecasts do not reject the null hypothesis and are thus considered to be well calibrated over the selected subsets. Note: The standard normal distribution is plotted with a solid line. The estimated t-and GED-distributions are plotted with dotted and dashed lines, respectively. The estimated shape parameter (i.e., degrees of freedom) for the t-distribution is 5.7, and the estimated shape parameter for the GED-distribution is 1.4.
Figure 2. Out-of-Sample Probability Forecasts from the GARCH-g Model for BP
Note: The out-of-sample probability forecasts from the GARCH-g model for events 1 through 4 are plotted with a dot-dash line, a dotted line, a dashed line and a solid line, respectively. Note: The conditional mean parameters are estimated using ordinary least squares, and the standard errors are presented in parentheses. * indicates significance at the 5% level. The conditional variance parameters are estimated using the Kalman filter and quasi-maximum likelihood methods as proposed in Harvey et al. (1994) . These standard errors are estimated using the method proposed by Dunsmuir (1979) .
APPENDIX: Volatility Model Parameter Estimates
∆ y t µ θ … t1 … t … t G Ω t1~N 0, h t h t ω 1 0 i1 α i … 2 ti .
