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El camp relacionat amb la intel·ligència artificial ha suposat una revolució tant en la
indústria com en la societat, millorant la qualitat de vida i la productivitat del treball. Tan-
mateix, existeixen certes àrees en les quals els dispositius que utilitzen aquesta tecnologia
necessiten un ús eficient dels seus components per a fer possible l’ús de la intel·ligència
artificial en entorns pràctics.
Llavors, el motiu d’aquest treball final de grau és l’optimització relativa al cost com-
putacional de les funcions prèviament creades en OpenCL per a donar suport als dis-
positius GPUs en l’aplicació HELENNA, la qual realitza l’entrenament i la inferència de
xarxes neuronals. Com a resultat obtenim una reducció considerable del temps d’execu-
ció de les diferents xarxes neuronals tan densament connectades com convolucionals.
Paraules clau: OpenCL, Xarxes Neuronals, Optimizació, GPU, Sistemes de Computació
Heterogenis, Multiplicació de matrius
Resumen
El campo relacionado con la inteligencia artificial ha supuesto una revolución tanto
en la industria como en la sociedad, mejorando la calidad de vida y la productividad
del trabajo. Aun así, existen ciertas áreas en las cuales los dispositivos que utilizan esta
tecnología necesitan de un uso eficiente de sus componentes para hacer posible el uso de
la inteligencia artificial en entornos prácticos.
Por esto, el motivo de este trabajo final de grado es la optimización relativa al coste
computacional de las funciones previamente creadas en OpenCL para dar soporte a los
dispositivos GPUs en la aplicación HELENNA, la cual realiza el entrenamiento e infe-
rencia de redes neuronales. Como resultado obtenemos una reducción considerable del
tiempo de ejecución en las distintas redes neuronales tanto densamente conectadas como
convolucionales.
Palabras clave: OpenCL, Redes Neuronales, Optimización, GPU, Sistemas de Compu-
tación Heterogéneos, Multiplicación de Matrices
Abstract
Artificial intelligence has been a revolution in both industry and society, improving
quality of life and work productivity. But, there are certain areas in which devices that
use this technology require efficient use of their components to make possible the use of
artificial intelligence in real-world environments.
So, the motivator for this work is the optimization of the computational cost of func-
tions previously created in OpenCL to support GPU devices in the HELENNA applica-
tion. The HELENNA application performs training and inference on neural networks.
As a result of these optimizations, we obtain a considerable reduction in execution time
in both fully connected and convolutional neural networks.
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1.1 Sistemas de computación heterogéneos
Hoy en día, el crecimiento de tecnologías como el deep learning nos da la posibilidad
de utilizar diferentes tipos de datos como textos, imágenes, el habla, entre otros. Esta va-
riedad de información implica una fuente de entrada de datos heterogénea, la cual nece-
sitamos procesar utilizando los diferentes dispositivos que empleen formas de computo
que se adaptan de una forma eficiente tanto en rendimiento como de forma energética.
Los sistemas integrados por dos o más de estos componentes tales como CPU (Central
Processing Unit), FPGA (Field Programmable Gate Array), GPU (Graphical Processing Unit),
ASIC (Application-Specific Integrated Circuit), entre otros, se les da el nombre de sistemas
de computación heterogéneos. Esta forma de computación separa y reparte los datos a
los dispositivos de cálculo teniendo en cuenta el tipo de la información y la capacidad de
la unidad para procesarlo eficientemente.
Uno de los sistemas heterogéneos actualmente más utilizados son los compuestos
por los dispositivos CPU y GPU, debido a que realizan un conjunto de tareas diferentes
proporcionando así un mayor rendimiento computacional y eficiencia energética. Esta
agrupación permite usar eficientemente numerosas aplicaciones de cálculo intensivo re-
lacionado al entrenamiento de redes redes neuronales.
La mejora de rendimiento y eficiencia en este sistema se debe al tipo de trabajo en
el cual se enfocan estas unidades. Por un lado tenemos las GPUs, creadas para el proce-
samiento de gráficos en tres dimensiones y cálculos matemáticos con un elevado grado
de paralelismo gracias a que posee una cantidad de miles de núcleos, ver figura 1.1. Sin
embargo la frecuencia de reloj, la simplicidad de su conjunto de instrucciones y el tama-
ño de memoria cache utilizados en este dispositivo, hacen que estrategias como la fuerza
bruta para el procesamiento de datos en paralelo sean claves para su rendimiento. De
esta forma, podemos asignar a esta unidad la realización de cálculos matemáticos con
un conjunto de datos considerablemente grande para aprovechar sus características de la
forma más eficiente posible.
Por otro lado tenemos las CPUs, que a diferencia de las GPUs, estas poseen solamente
decenas de núcleos que cuentan con un juego de instrucciones más complejo, mayor ta-
maño de memoria cache y una frecuencia mayor. De esta manera, esta unidad es destinada
a realizar acciones en los que se procesan instrucciones complejas como los controles de
flujo, cálculos matemáticos complejos como las funciones trascendentales y aplicaciones
donde se emplea el mayor tiempo de la ejecución en transferencias de datos.
Como podemos ver, la diferencia entre ambas unidades son notables tanto a nivel de
arquitectura como de enfoque de trabajo. Es por ello que la utilización de estos disposi-
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Figura 1.1: Diferencias de núcleos de la CPU y la GPU. [1]
tivos en un sistema heterogéneo, nos proporciona las mejores características de la CPU y
GPU obteniendo mejoras de eficiencia tanto en tiempo como en coste energético que si
tuviéramos que utilizar solo un dispositivo.
Como hemos visto anteriormente, la utilización de los sistemas heterogéneos para el
desarrollo de las redes neuronales profundas (DNN del inglés Deep Neural Network) (figu-
ra 1.2) resultan ser eficientes debido a la diversidad de los conjuntos de datos empleados
en su entrenamiento. Debemos aclarar que estas redes son un tipo de red neuronal arti-
ficial, las cuales están formadas por múltiples capas interconectadas en donde se hallan
dichas neuronas (ver figura 1.3) para la consecución de resolver los problemas del mundo
real.
Figura 1.2: Estructura de las redes neuronales profundas [2].
La utilización de la GPU en la mejora de rendimiento en el entrenamiento de las redes
neuronales se basa en la operación de grandes cantidades de información proveniente de
los datos de entrada a la red. Mientras que las funciones de transferencia, dependien-
do de su complejidad, pueden ser ejecutadas tanto en CPU (funciones trascendentales),
como en GPU. Por último debemos destacar que en el presente trabajo realizaremos la
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implementación y optimización en GPU del cálculo para el entrenamiento de redes neu-
ronales.
Figura 1.3: Diagrama de una neurona artificial perteneciente a una red neuronal [3].
Ejemplificaremos a continuación, el valor que tienen las redes neuronales para la so-
ciedad como es el uso de la detección de objetos en tiempo real. Esta técnica en los últimos
años fue adquiriendo importancia con la incorporación de las redes neuronales convolu-
cionales (CNN) y el aprendizaje profundo. Sistemas como YOLO (You Only Look Once),
(ver imagen 1.4) o R-CNN (Region-Based Convolutional Neural Networks) ayudan a la rea-
lización de tareas como la detección de objetos en vehículos autónomos o sistemas de
vigilancia en tiempo real.
Figura 1.4: Imagen en donde el sistema YOLO ha detectado objetos [4]
1.2 Motivación
En la última década, el incremento de aplicaciones que utilizan las redes neuronales
ha sido notorio. Esto se debe en parte a los avances en este ámbito de nuevas arquitec-
turas de redes neuronales, como por ejemplo Alexnet [5], que han ido obteniendo una
mejora en la tasa de acierto sobre la detección de objetos en imágenes. Otro de los moti-
vos que han hecho posible la masificación de la inteligencia artificial ha sido el uso a la
GPU como dispositivo para realizar el entrenamiento de las redes neuronales (ver figura
1.5), ya que anteriormente se utilizaban las CPU para este fin. Este hecho a su vez estuvo
influenciado por los avances en la potencia de cálculo a lo largo de los años en donde un
incremento del limite teórico de GFLOPS por parte de las GPUs y la implementación de
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librerías y software como TensorFlow, Keras, cuDNN, clBLAS, cuBLAS, entre otros, han
permitido sacar el máximo rendimiento de estos dispositivos reduciendo considerable-
mente el tiempo de ejecución.
Figura 1.5: Tiempo de ejecución entre las distintas GPUs y una CPU en la topología ResNet-18
(datos obtenidos de [6]).
Desarrollar nuevas herramientas para el uso de la inteligencia artificial, ya sean para
ámbitos con fines educativos o de investigación, requiere de una integración de estas
tecnologías y arquitecturas. Este es el caso de la aplicación HELENNA, desarrollada para
el entrenamiento e inferencia de redes neuronales en arquitecturas heterogéneas para
servir como herramienta en trabajos relacionados con la docencia, así como también, en
investigación.
1.3 Objetivos
El siguiente trabajo tenemos como objetivo dar soporte al uso de arquitecturas GPUs
en la aplicación HELENNA en el modelo de programación OpenCL, así como también
de la optimización de las funciones de cálculo presentes en el programa para el entrena-
miento de redes neuronales en el dispositivo a emplear. Cabe destacar que en el enfoque
de este proyecto está en las técnicas de optimización y en el ajuste de la aplicación a
la arquitectura que se vaya a utilizar para su implementación en dispositivos cuyas ca-
racterísticas impidan el uso adecuado de las librerías de cálculo de álgebra lineal como
clBLAS, así como también de aquellos que no puedan utilizar el modelo de programación
CUDA, es decir productos del fabricante NVIDIA. Siendo de esta manera, las técnicas de
optimización una solución heterogénea a los diversos dispositivos que cumplen con lo
detallado previamente y el ajuste de la aplicación a la arquitectura un ajuste adherente a
la unidad a emplear.
Mientras que en el contexto de la aplicación, tendremos que tener en cuenta aspectos
como el diseño de funciones para dispositivos que realizan cómputo de forma paralela
o la optimización de estas funciones mediante técnicas que usen de forma eficiente los
recursos del dispositivo utilizado, teniendo en consideración su arquitectura y modelo
de ejecución. En resumen, los objetivos del presente trabajo lo podemos listar en los sub-
jetivos siguientes:
Soporte del modelo de programación OpenCL para las arquitecturas GPUs no per-
tenecientes al fabricante NVIDIA en HELENNA.
Soporte a las capas convolucionales en la aplicación HELENNA con OpenCL para
las GPUs.
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Soporte a las capas densamente conectadas en la aplicación HELENNA con OpenCL
para las GPUs.
Optimización de las funciones de mayor carga computacional utilizadas en las ca-
pas anteriormente mencionadas en HELENNA.
1.4 Estructura de la memoria
Este trabajo final de grado se compone de cinco capítulos:
Introducción: Explicamos en este apartado la situación actual de los sistemas de
computación heterogéneos y las redes neuronales, así como también la motivación
para realizar este trabajo y los objetivos a conseguir y la motivación para llevarlo a
cabo.
OpenCL y AMD: en este apartado nos centramos en las tecnologías utilizadas en es-
te trabajo. Vemos las características principales de OpenCL, sus diferencias con los
demás frameworks para entornos que empleen computación en paralelo, su modelo
de programación, sincronización y gestión de memoria. Mientras que en la parte
de AMD, explicamos con detalle el dispositivo empleado en este proyecto, una tar-
jeta gráfica AMD RX 480 de la cual se detalla la microarquitectura que utiliza y el
modelo de ejecución empleado por este componente.
Aplicación para el entrenamiento de redes neuronales (HELENNA): en el tercer
capítulo describimos la aplicación HELENNA, la aportación realizada tanto en el
soporte como en la optimización posterior y evaluamos los resultados conseguidos.
Conclusiones: en este apartado explicamos los resultados conseguidos en este pro-
yecto. Además se expone la relación del trabajo desarrollado con respecto a los
estudios cursados.
Trabajo futuro: en este último capitulo, se dan a conocer las mejoras a futuro que




Para realizar el siguiente trabajo, se ha necesitado del lenguaje de programación e
interfaz de programación de aplicaciones OpenCL, el cual en la siguiente sección se des-
cribe su funcionamiento y las razones que han llevado a optar por este modelo de pro-
gramación. Adicionalmente, para este proyecto se ha utilizado la tarjeta gráfica AMD RX
480 la cual detallaremos posteriormente su arquitectura y modelo de ejecución.
2.1 OpenCL
OpenCL (Open Computing Language) fue creado en un trabajo conjunto entre Apple,
AMD, IBM, Intel y NVIDIA [7] y es un entorno de trabajo para el desarrollo de apli-
caciones con paralelismo a nivel de tareas y de datos. Además, consta de una interfaz
de programación de aplicaciones y de un lenguaje de programación. Este framework es-
tá enfocado para ser ejecutado en unidades centrales de procesamiento (CPU), matriz
de puertas lógicas programable en campo (FPGA), unidades de procesamiento gráfico
(GPU) así como también para sistemas embebidos entre otros. Esto nos permite desarro-
llar para diferentes plataformas heterogéneas, en donde la arquitectura y/o el dispositivo
a programar tengan el soporte de esta herramienta a pesar de las características propias
de cada componente. Actualmente es un estándar abierto y libre de derechos gestionado
por el Grupo Khronos [8].
Figura 2.1: Algunos de los dispositivos en donde se puede ejecutar OpenCL.
Al ser OpenCL un estándar abierto, cada fabricante implementa su propia versión de
los controladores para el dispositivo, así como también aplicaciones para el desarrollo
en este modelo de programación. Por ejemplo, AMD ofrece la plataforma de desarro-
llo ROCm, dedicada a la computación de alto rendimiento (HPC) [9]. En ella podemos
encontrar los controladores para sus dispositivos que brindan soporte a OpenCL, así co-
mo documentación, librerías y herramientas para el desarrollo en este framework. AMD
ROCm Profiler [10] para el análisis de rendimiento en GPU, AMD ROCm Debugger [11]
para la depuración a bajo nivel en los dispositivos GPU de la compañía, entre otros, son
ejemplos claros de estas herramientas. Intel por su parte, ofrece soporte para OpenCL de
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la misma forma que AMD con su plataforma Intel Developer Zone [12], con la diferencia
de que incluye herramientas para el desarrollo en FPGAs.
Debemos mencionar que OpenCL no es la única plataforma de programación para
sistemas dedicados a la computación de alto rendimiento. A continuación, se describen
las diferentes alternativas y se explican la elección de OpenCL para este trabajo.
CUDA (Compute Unified Device Architecture), es el principal competidor en este ámbi-
to. Creada por NVIDIA, esta plataforma se centra en aprovechar las características mul-
tinúcleo y altamente paralelizable de las GPUs desarrolladas por esta misma compañía
para acelerar el cómputo de funciones de cálculo. En términos de herramientas y recur-
sos para el desarrollo en su plataforma, NVIDIA proporciona en su página dedicada a
CUDA documentación al respecto del lenguaje así como también de sus librerías [13].
Además, posee aplicaciones como CUDA-GDB, un depurador multihilo capaz de admi-
nistrar miles de subprocesos que se ejecutan simultáneamente en cada GPU del sistema o
como Nsight, un entorno de desarrollo integrado en Microsoft Visual Studio para CUDA
y aplicaciones gráficas que se utilizan en las GPUs de NVIDIA.
En cuanto al rendimiento comparado con OpenCL, CUDA ofrece un mayor desem-
peño, prueba de esto se puede visualizar en la figura 2.2 perteneciente al tutorial OpenCL
SGEMM tuning for Kepler [14]. En ella podemos ver como se obtienen unos resultados cla-
ramente superiores para la plataforma creada por NVIDIA. Debemos mencionar que para
toma de muestras de esta figura se ha utilizado la tarjeta gráfica NVIDIA Tesla K40M y se
han escogido las librerías para el cálculo de álgebra lineal cuBLAS y clBLAS correspon-
dientes a CUDA y OpenCL respectivamente. Mientras que la función que se ha empleado
para obtener el resultado corresponde a una multiplicación de matrices con un tamaño
variable cuyos elementos son del tipo coma flotante de simple precisión (SGEMM). Por
último, tanto los datos ofrecidos por clBlas tuned (modificación de clBlas) y myGEMM
(optimización a mano sin emplear librerías) han sido desarrollas en OpenCL, con lo cual,
podemos decir que ninguna de las opciones basadas en este framework alcanzan en ren-
dimiento a la solución desarrollada en CUDA.
Figura 2.2: Rendimiento SGEMM en las librerías cuBLAS, clBLAS y OpenCL (myGEMM) [14].
A pesar de ello, la principal desventaja de CUDA es que solo se puede utilizar en
las GPUs fabricadas por la compañía NVIDIA. Por lo tanto, si queremos una aplicación
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que pueda ser ejecutada en la mayor cantidad de dispositivos posibles, debemos elegir
OpenCL para llevar a cabo el trabajo.
Como hemos podido ver en la figura 2.2, existen librerías que ofrecen implementa-
ciones de cálculo de álgebra lineal en OpenCL, utilizadas para el entrenamiento de redes
neuronales, podemos destacar a clBLAS [15] por ser una de las más conocidas. Esta libre-
ría se crea para facilitar a los desarrolladores el uso de una manera sencilla y eficiente de
las funciones de cálculo de álgebra lineal en OpenCL sin necesidad de escribir y optimi-
zar el código kernel a mano. Otorgando de esta manera un rendimiento mayor que una
implementación sencilla de estas funciones.
Sin embargo, clBLAS ha sido diseñada y desarrollada teniendo en mente las arquitec-
turas de las GPUs. De esta forma, su uso para en los diversos sistemas heterogéneos está
determinada por el fabricante del dispositivo en cuestión, llegando a casos en los que su
implementación pueda no ser óptima o incluso no tenga soporte, como en varios siste-
mas embebidos y FPGAs. Debido a que buscamos optimizar el cálculo para sistemas de
entrenamiento de redes neuronales en una aplicación enfocada a diferentes arquitectu-
ras heterogéneas, elegiremos la optimización a mano mediante técnicas que puedan ser
empleadas en los diversos sistemas heterogéneos.
2.1.1. Modelo de programación
Para desarrollar código en OpenCL debemos tener en cuenta que es un estándar abier-
to para sistemas heterogéneos. Esto implica que se ha de especificar en que dispositivo
trabajaremos y configurarlo antes de programar debido a que cada fabricante tiene su
propia implementación particular de este framework.
Figura 2.3: Modelo de Programación en OpenCL para dispositivos fabricados por AMD [16]
A continuación, introducimos los principales conceptos en OpenCL para entender
posteriormente el desarrollo del problema.
Plataforma
Una plataforma OpenCL es un concepto relacionado con los dispositivos, ya que ca-
da fabricante realiza una implementación específica de OpenCL. Un programa OpenCL
puede funcionar con múltiples dispositivos en diferentes plataformas. Para ello primero
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consulta y selecciona una plataforma, una vez elegida, se crea un contexto y luego se uti-
liza para crear kernels, command queues y se almacenan en búferes del dispositivo objetos
de memoria OpenCL.
Contexto
Un contexto oculta los detalles de bajo nivel de los diferentes dispositivos de cálculo
y proporciona una interfaz consistente para que el programa OpenCL interactúe con los
diferentes dispositivos. Un contexto se puede crear para uno o más dispositivos de cálcu-
lo en una plataforma específica, una vez que lo tengamos inicializado, se puede realizar
lo siguiente:
Crear una o más Command queue.
Crear programas OpenCL para ejecutarse en uno o más dispositivos asociados.
Crear kernels dentro de esos programas.
Asignar búferes de memoria a los dispositivos.
Escribir datos en el dispositivo.
Enviar el kernel (con los argumentos adecuados) a la cola de comandos para su
ejecución.
Leer los datos del dispositivo al host.
Command queue
Para operar con objetos de memoria u otros elementos que estén dentro de un progra-
ma o kernel de OpenCL debemos utilizar un command queue. Desde el sistema, se envían
comandos como la ejecución del kernel o la transferencia de datos a través de la cola para
calcular estos objetos en el dispositivo asociado. Las instrucciones de un command queue
son ejecutadas por el dispositivo dependiendo del modo establecido durante la creación
del comando, ya sea en el mismo orden en que entran en la cola, es decir empleando un
método FIFO [17], o fuera de orden ejecutando según estén disponibles los recursos [18].
Un command queue solo puede asociarse a un contexto y a un dispositivo de cálculo, pero
este último puede tener múltiples colas, una para la transferencia de datos y otra para la
ejecución del kernel. Por último, podemos clasificar los diferentes comandos que integran
command queue en tres categorías:
Comandos pertenecientes al kernel como por ejemplo clEnqueueNDRangeKernel().
Comandos de memoria como clEnqueueWriteBuffer(), entre otros.
Comandos para los eventos, por ejemplo clWaitForEvents().
Como se ilustra en la Figura 2.4, una aplicación puede generar múltiples command
queue que se añaden posteriormente a una cola del dispositivo seleccionado. Como pode-
mos ver, los command queues 1 y 3 se fusionan dentro de la cola de la CPU (flechas negras),
mientras que el command queue 2 se añade en la cola correspondiente a la GPU (flecha de
color rojo). Una vez realizada esta acción, la cola de cada dispositivo programa el trabajo
repartiéndolos a los recursos de cómputo que dispone.
Para finalizar, en la figura 2.4 las siguientes letras representan a los siguientes coman-
dos:
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Figura 2.4: Command queue [16].
K = comandos del kernel.
M = comandos de memoria.
E = comandos de eventos.
Objeto del programa
Un objeto del programa, en OpenCL, es una colección de una o más funciones del
kernel. Este objeto está construido para un contexto y un dispositivo específicos y puede
ser creado de dos formas. La primera es escribiendo su código fuente en C el cual poste-
riormente será pasado como un búfer de texto para crear el programa objeto mediante la
llamada a función de clCreateProgramWithSource en tiempo de ejecución. La segunda es
mediante archivos binarios y posteriormente en tiempo de ejecución realizando la llama-
da a clCreateProgramWithBinary.
Kernel
Un kernel es una pequeña unidad de ejecución que realiza una función claramente
definida y que puede ser ejecutada en paralelo. Se identifica con la etiqueta __kernel y
para ejecutarse necesita, en primer lugar, estar creada dentro de un objeto del programa
y en segundo lugar le ha de asignar la cola de comandos la dimensión del problema a
ejecutar así como también el tamaño de este.
NDRange
NDRange es un espacio de índice de N dimensiones al que se asignan a los elementos
de trabajo un número de índice. El kernel indica al dispositivo cuantos elementos de tra-
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bajo utilizará así como también la dimensión en la que se va a ejecutar teniendo en cuenta
el máximo de dimensiones soportado por el hardware.
Grupo de trabajo
Un Work group o grupo de trabajo es una agrupación de elementos de trabajo y se
asocia, cada grupo, con una unidad de cálculo solamente (ver imagen 2.5). Aunque, una
unidad puede contener múltiples grupos de trabajo. En cuanto al tamaño del grupo de
trabajo, esta se establece a la hora de ejecutar el kernel, la agrupación se puede establecer
de manera explícita, insertando el número total de elementos de trabajo y el tamaño del
grupo de trabajo. O se puede especificar de manera implícita, dejando que OpenCL los
divida en grupos de trabajo.
Para establecer el tamaño del work group, hemos de tener en cuenta la memoria local
de la unidad de cómputo, así como también el número máximo de elementos que puede
operar el dispositivo asociado. Una vez asignado el grupo a una unidad de cómputo, un
elemento de esta agrupación puede escribir en cualquier lugar de la memoria local de
la unidad. Los datos sólo pueden compartirse entre los elementos del grupo de trabajo
perteneciente.
Figura 2.5: Relación de conceptos entre los elementos utilizados por OpenCL y su distribución en
un dispositivo físico [16].
Elemento de trabajo
Un work item es un elemento perteneciente a una colección de ejecuciones paralelas en
un dispositivo que ha sido invocado a través de un comando. Este elemento de trabajo
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es ejecutado por uno o más elementos de procesamiento como parte de un grupo de
trabajo asignado en una unidad de cómputo. Para distinguirse de otras colecciones de
ejecución, cada elemento posee su identificador global y su identificador local creadas por
el NDRange en las diferentes dimensiones en la cual ha sido instanciada, como podemos
ver en la imagen 2.6.
Figura 2.6: Identificaciones locales y globales de un elemento de trabajo [19]
Objetos búfer
Un objeto en memoria que almacena una colección lineal de bytes. Los objetos que
están en búfer son accesibles usando un puntero en un kernel ejecutado en un dispositivo
y pueden ser manipulados por el programador usando llamadas de la API de OpenCL.
Un objeto del búfer encapsula la siguiente información:
Tamaño en bytes.
Propiedades que describen cual será su uso.
Datos del búfer.
2.1.2. Gestión de memoria
Como podemos ver en la imagen 2.7, podemos ver la distribución de las diferentes
memoria que componen un dispositivo GPU, estas las detallaremos a continuación.
Memoria global
La memoria global es una región de memoria accesible para la lectura y/o escritura a
todos los elementos de trabajo ejecutados en un contexto. Un programa del kernel puede
asignar una variable en la memoria global usando la etiqueta (__global). Esta memoria es
un orden de magnitud más rápida que la memoria del del sistema [16].
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Figura 2.7: Diagrama de distribución espacial de las diferentes memorias en un dispositivo GPU
de AMD y sistema principal [16].
Memoria constante
Una región de la memoria global de solo lectura que permanece constante durante la
ejecución del kernel. Es posible asignar los objetos de memoria colocados en la memoria
constante utilizando la etiqueta (__constant o const).
Memoria del sistema
Normalmente la memoria principal del sistema, de ella se obtienen los datos que
utilizaremos en el dispositivo sobre el cual realizaremos el cálculo de las operaciones.
Para realizar la copia a dicho dispositivo, OpenCL ofrece los siguientes métodos:
Con la función clEnqueueMapBuffer() envía una solicitud para asignar un objeto del
búfer a la memoria del sistema. Esto implica que cualquier cambio realizado en el
espacio de memoria del sistema mapeado se copiará en el objeto del búfer.
clEnqueueWriteBuffer(): Indica a la command queue, un comando que realizará la es-
critura de datos indicados de la memoria principal a la memoria global del dispo-
sitivo.
clCreateBuffer(): con el flag CL_MEM_HOST_PTR indica que se quiere realizar la
copia del dato seleccionado en la memoria global del dispositivo.
Para obtener los datos de salida, estos se copian de la memoria del dispositivo a la
memoria principal usando la función clEnqueueReadBuffer().
Memoria local
Cada unidad de cálculo tiene su propio almacenamiento de datos local de alta veloci-
dad y baja latencia (LDS). Los datos almacenados en el LDS pueden ser compartidos por
2.1 OpenCL 15
todos los elementos de trabajo dentro de un grupo de trabajo. Un programa del kernel
puede asignar una variable o un objeto de búfer en la memoria local utilizando la etique-
ta (__local). Esta memoria es un orden de magnitud más rápida que la memoria global,
pero más lenta que la memoria privada.
Esta memoria local a nivel físico, en la microarquitectura GCN que veremos posterior-
mente, está dividida en 32 bancos de memoria y cada una de ellas situadas cerca de las
ALUs que ejecutan los cálculos. Individualmente, estos bancos pueden ser utilizados por
un conjunto de datos a la vez para operaciones de lectura y escritura, pero en caso de que
existan dos o más intentos de acceso al mismo banco por distintos conjuntos, ocurrirá un
conflicto de banco [20]. Esto produce que las wavefronts que quieran obtener el recurso,
definición que veremos en el apartado de AMD, estén a la espera de la resolución de los
conflictos, accediendo de forma secuencial al banco de memoria añadiendo de esta forma
latencia a la ejecución. Este problema generalmente es producido por el acceso a memo-
ria local de manera no consecutiva, obteniendo un rendimiento similar a si utilizamos la
memoria global.
Figura 2.8: Conflictos en el banco de memoria [21].
Como podemos ver en la figura 2.8, se producen dos conflictos en los bancos de me-
moria, uno en el número uno producido por el acceso tanto de los hilos cero y uno y
otro en el banco de memoria número cuatro en donde intentan acceder a sus recursos los
hilos tres, cuatro y siete. La latencia producida será igual al valor más alto del conflicto
producido, en este caso para completar todos los accesos tardaremos tres veces más de
tiempo.
Memoria privada
Cada elemento de procesamiento tiene su memoria privada. Un programa del kernel
puede asignar una variable o un objeto de memoria intermedia en la memoria privada
utilizando la etiqueta private (o __private). La memoria privada sólo puede ser accedida
por un único elemento de trabajo y es más rápida que la memoria local (LDS), global y la
principal.
La memoria privada se asigna primero a los registros privados de la ALU. Si no hay
suficiente espacio para mantener los datos privados, estos se almacenarán en la memoria
global. Por lo tanto, si no se tiene en cuenta el uso de los elementos a utilizar, terminará
afectando al rendimiento del programa.
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2.1.3. Sincronización
Una de las tareas más difíciles de la programación paralela es manejar la secuencia
de múltiples hilos. En determinados casos será necesario ejecutar en serie parte de los
programas paralelos para evitar resultados no esperados. En OpenCL, existen dos tipos
de sincronización: la sincronización entre los elementos de trabajo dentro de un grupo de
trabajo y la sincronización entre las command queue dentro de un contexto.





Sincronización de las command queue:
Barrera de command queue
Eventos
De los métodos de sincronización mencionados, utilizaremos para este trabajo las
barreras para la sincronización de los elementos de trabajo y los eventos para las command
queue.
Barrera
Cuando un elemento de trabajo llega a una barrera esperará hasta que todos los ele-
mentos de trabajo pertenecientes al grupo de trabajo hayan alcanzado el mismo punto.
Una vez conseguido, todos los elementos continúan funcionando (ver imagen 2.9). Para
utilizar este método de sincronización, se emplea el uso de la función barrier con el flag
«CLK_LOCAL_MEM_FENCE» que indica que todos los accesos a la memoria local una
vez lleguen a esta barrera estén completados. La sincronización entre elementos de tra-
bajo pertenecientes a grupos diferentes no es posible, debido a que OpenCL no garantiza
una forma segura de sincronizar la ejecución independiente de los grupos de trabajo.
Figura 2.9: Barrera a nivel de grupo de trabajo [22]
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Eventos
Para realizar una sincronización entre un programa del sistema y un kernel se debe
implementar un comando que espera a que uno o más eventos cambien su estado a la
etiqueta «CL_COMPLETE» o a un entero negativo. Hay tres pasos para una sincroniza-
ción en OpenCL.
Crear un comando que comience con clEnqueue*().
Insertar un punto de sincronización en el comando, mediante la creación de un
objeto cl_event.
Implementar la llamada a función clWaitForEvents(), la cual esperará a que el ob-
jeto evento cambie su estado a «CL_COMPLETE» en caso de haber terminado sin
errores o por el contrario con un entero negativo.
2.2 AMD
Al ser OpenCL un estándar abierto para la programación paralela de sistemas hete-
rogéneos, hemos de adaptar la programación al dispositivo con el cual estamos desarro-
llando. Es por ello que en este apartado explicaremos la GPU utilizada, tanto sus especi-
ficaciones como su arquitectura, necesarios para cuando abordemos su programación.
2.2.1. Microarquitectura
Fabricado por AMD, Polaris 10 es un circuito integrado de cuarta generación de la
microarquitectura RISC (en castellano computador con conjunto de instrucciones reduci-
do) SIMT (en castellano una instrucción, múltiples hilos) Graphics Core Next (GCN). En la
siguiente figura 2.10, podemos visualizar la arquitectura de Polaris 10, en la cual destaca-
mos las siguientes unidades:
Memoria L2 cache de dos megabytes (MB).
Interfaz de memoria de 256-bit dividida en ocho almacenadores de memoria (RB
del inglés Register Buffer) de 32-bit DDR cl_event.
576 unidades de lectura/escritura de 32-bit repartidos en 16 por cada unidad de
cómputo.
Dos planificadores de hardware (HWS por sus siglas en inglés).
Un procesador de comandos de gráficos.
36 unidades de cómputo (CU) las cuales veremos en detalle en la figura2.11
Cuatro motores de cómputo asíncronos (siglas en inglés ACE) que presiden la asig-
nación de recursos, el cambio de contexto y las prioridades de las tareas.
Como GCN está construido para trabajar simultáneamente en múltiples tareas, los
ACEs programan independientemente los wavefront (definición que veremos posterior-
mente) a través de las CUs.
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Figura 2.10: Arquitectura de Polaris 10 [23].
2.2.2. Unidades de cómputo
Las unidades de cómputo (CU) son el bloque de construcción computacional básico
de la arquitectura GCN. Cada una de estas unidades está compuesta por los siguientes
componentes:
Cuatro núcleos vectoriales SIMD.
Una unidad de salto y mensajes.
Cuatro registros de propósito general vectorial (VGPR) de 64 kilobytes (KB), un pla-
nificador
Cuatro unidades de filtro de textura, 16 unidades de carga/almacenamiento de tex-
tura
64KB de memoria local compartida entre toda la unidad de cómputo
Un registro de propósito general escalar (SGPR) de cuatro kilobytes (KB).
Una cache L1 de 16 KB para datos compartida entre 4 CUs adyacentes
Una unidad escalar dedicada a operaciones matemáticas complejas, tales como fun-
ciones logarítmicas, seno, coseno, entre otras
La razón por la cual se ha empleado una unidad escalar dentro de la CU es para evitar
que el núcleo vectorial de SIMD ejecute una instrucción sobre un escalar en lugar de un
vector que es para lo que está diseñado y de esta manera no interrumpir la operación
utilizando más ciclos de reloj para completar el cálculo.
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Figura 2.11: Arquitectura Unidad de cómputo en Polaris 10 [23].
2.2.3. Núcleo SIMD
Si realizamos una mirada en profundidad sobre las unidades de cómputo (CU) vere-
mos que cada núcleo SIMD está formado por 16 ALUs vectoriales para tipos enteros y
coma flotante por núcleo llamados Stream Processors, un contador de programa de 48-bit,
una memoria intermedia de instrucciones para diez wavefronts y un registro de propó-
sito general vectorial (VGPR) de 64 KB de espacio, uno de los cuatro que hemos visto
anteriormente en la figura 2.12.
Figura 2.12: Diagrama de un núcleo SIMD [24]
2.2.4. Planificador de la unidad de cómputo y el concepto de wavefront.
Un wavefront es la unidad mínima de ejecución en la microarquitectura GCN y está
compuesta por 64 elementos que trabajan de forma paralela ejecutando la misma instruc-
ción, representando cada uno de estos elementos a un work item. Para su ejecución esta
unidad debe ser asignada por el planificador a un núcleo SIMD, el cual como podemos
ver en el subapartado anterior cada uno de estos componentes tiene la capacidad de pro-
cesar hasta 16 work items por cada ciclo de reloj. Esto supone que para que un wavefront se
ejecute en su totalidad deberán pasar cuatro ciclos de reloj como mínimo, ya que diversos
factores pueden retrasar la finalización del proceso como pueden ser la espera de un da-
to en memoria, ver figura 2.13, la complejidad de los datos a calcular o la divergencia de
caminos producida una instrucción de salto en el control de flujo. Ya que todos los work
items pertenecientes al wavefront deberán ser ejecutados en ambos caminos.
Como podemos ver en la figura 2.14, cuando un wavefront (T0) se queda en espera
de un dato en memoria, el planificador decide que se utilice otro (T1) para no detener
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Figura 2.13: Unidad de cálculo en espera debido a dependencia de datos [16].
el flujo de ejecución y así sucesivamente ocultando de esta manera la latencia de la car-
ga de datos de la memoria. Cabe destacar que el número máximo de wavefronts que se
pueden asignar a los núcleos SIMD son diez cada uno, siendo no intercambiables entre
estos componentes. En total, cada unidad de cálculo obtiene como máximo 40 wavefronts
dependiendo de la complejidad de los datos que se encuentran en estas unidades, ya que
pueden hacer disminuir este número.
Wavefront y OpenCL
En OpenCL, los work-items se dividen en work-groups, y estos luego son divididos en
wavefronts, por tanto, un wavefront es un grupo de work-items. Normalmente, cada work-
group se asigna a una unidad de cálculo. Durante el tiempo de ejecución, el primer wa-
vefront se envía a la unidad de cálculo para que se ejecute, posteriormente se envía el
segundo y así sucesivamente. Los work-items dentro de un wavefront se ejecutan en para-
lelo, a diferencia de los wavefronts que se ejecutan secuencialmente dentro de la unidad
de cálculo (ver figura 2.15).
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Figura 2.14: Ejecución de los distintos wavefronts en una unidad de cómputo [16].
Figura 2.15: Relación entre los conceptos de wavefront con los grupos y elementos de trabajos en
una matriz tridimensional [16].

CAPÍTULO 3
Aplicación para el entrenamiento
de redes neuronales HELENNA
En este capítulo, se explica la aplicación HELENNA, la cual esta desarrollada para el
entrenamiento de redes neuronales. Esta herramienta permite la obtención de modelos
mediante una topología de red neuronal y un conjunto de datos de entrenamiento. Cabe
resaltar que, HELENNA se ha desarrollado por el grupo de arquitecturas paralelas (GAP)
de la Universitat Politècnica de València.
3.1 Descripción de la Aplicación
La aplicación HELENNA (HEterogeneous LEarning Neural Network Application) se
centra en el entrenamiento de redes neuronales y su inferencia. Esta herramienta está des-
tinada al ámbito de la investigación y docencia ligados con proyectos Europeos (H2020
RECIPE [25]), actualmente en ejecución. HELENNA es un proyecto que se ha creado en
el Departamento de Informática de Sistemas y Computadores (DISCA) de la Universitat
Politècnica de València por los investigadores del grupo de investigación GAP, pertene-
ciente a este departamento.
Esta herramienta se define por su especialización en diversas arquitecturas de cálculo
como GPUs, CPUs y FPGAs. Teniendo el objetivo adicional de adaptarse a arquitectu-
ras heterogéneas nuevas como JETSON XAVIER, una aplicación embebida creada por
NVIDIA [26] o como sistemas similares a las TPUs de Google [27] y similares. Cabe men-
cionar que, por el momento, los últimos dispositivos mencionados no están soportados.
Además, esta herramienta tiene como objetivo la utilización de procesos de inferencia de
bajo consumo y en tiempo real.
Dentro de la aplicación, podemos ver que HELENNA permite al usuario elegir el
dispositivo que vaya realizar el cálculo de la red neuronal. En este momento, la herra-
mienta brinda soporte para los dispositivos GPU, CPU y FPGAs. Además de librerías y
tecnologías como MKL, clBLAS, cuBLAS, AVX y AVX512.
Otra característica de HELENNA es que permite la realización de entrenamientos de
redes neuronales en sistemas distribuidos en un cluster. Esto es realizado por el modelo
de paralelismo de datos, en donde se distribuye y se sincroniza periódicamente la in-
formación a los distintos nodos pertenecientes al cluster. Para este tipo de soporte, se
emplean las primitivas de sincronización y transferencia mediante la interfaz de paso de
mensajes (MPI).
Para el desarrollo de la aplicación HELENNA se ha empelado el lenguaje de progra-
mación C. Utilizando una estrategia de llamadas a función que posibilita una programa-
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ción eficiente y sencilla. Entrando en detalle, en un proceso de inferencia o entrenamiento
se ha programado un multiplexor que, dado un dispositivo, elige las funciones de cálcu-
lo asociadas a la unidad las cuales están contenidas en un único fichero. Permitiendo de
esta manera crear ficheros específicos para el dispositivo que queremos dar soporte. En
este trabajo, se ha creado y enlazado a la herramienta HELENNA los módulos necesarios
para la integración de la ejecución de GPU en OpenCL en esta aplicación.
Otra de las características del programa es la generación de estadísticas con los tiem-
pos de ejecución de cada una de las operaciones que realizan los cálculos durante el
entrenamiento de la red neuronal. Aportándonos información del impacto que tienen las
diferentes implementaciones, dispositivos, arquitecturas y parámetros que componen la
aplicación.
La realización del entrenamiento de una red neuronal requiere del uso de memoria
para el conjunto de datos a entrenar. Este se crea mediante buffers de datos que almacena-
rán de forma temporal la información correspondiente a los datos de entrada, parámetros
ligados a las capas, gradientes del proceso de entrenamiento, entre otros en el dispositi-
vo seleccionado. Es por ello que en cada unidad se debe implementar las funciones de
lectura y escritura correspondientes a los buffers de memoria para reducir al mínimo la
transferencia de datos en el proceso de entrenamiento. Por último, destacaremos que en
el presente trabajo se da a conocer la estrategia de memoria usada, así como también su
implementación.
Por último y con respecto a la muestra de datos y topologías a analizar para el entre-
namiento de redes neuronales, usaremos la colección de imágenes MNIST [28], en la cual
se representan los números del cero al nueve de forma manuscrita, en escala de grises
y normalizados a un tamaño de imagen de 28× 28, ver figura 3.1. Adicionalmente utili-
zaremos la colección CIFAR10 [29], la cual contiene imágenes etiquetadas en diez clases
diferentes y sus diferencias con respecto a la anterior colección es que su clasificación
tiene una mayor complejidad de acierto. Esto se debe a que utilizan los colores azul, rojo
y verde para su representación, además de que su tamaño de imagen está normalizada
a un tamaño de 32× 32, ver figura 3.2. Es por ello que en los resultados que se obtienen
utilizando los mismos recursos, el porcentaje de acierto es menor que en los conseguidos
en MNIST. En las topologías que utilizaremos en este proyecto, estas están especificadas
en el apéndice A con el número de capas, su tipo, las neuronas y el tamaño de cada capa.
Figura 3.1: Imágenes pertenecientes al conjunto MNIST [30]
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Figura 3.2: Imágenes pertenecientes al conjunto CIFAR10 [31]
3.2 Soporte a las GPUs con OpenCL
En el presente proyecto, se ha implementado el soporte de cálculo para las funciones
que se utilizan en el entrenamiento de redes neuronales de la aplicación HELENNA pa-
ra las diversas arquitecturas de GPUs. Para que todas estas funciones puedan ejecutarse
en el coprocesador, se ha necesitado adicionalmente de la creación de kernels específicos
escritos en el modelo de programación OpenCL. Las tablas 3.1 y 3.2 expuestas a conti-
nuación enumeran y describen las funciones implementadas en este trabajo:
Función Descripción
matmul Multiplicación entre dos matrices
matmul_bt Multiplicación entre dos matrices de las cuales
la segunda está traspuesta
matmul_at Multiplicación entre dos matrices de las cuales
la primera está traspuesta
mat_add Adición entre dos matrices
mat_sub Sustracción entre dos matrices
matrix_transpose Transposición de una matriz
matrix_transpose_square Optimización de la transposición de una matriz
si su número de filas es igual a su número de columnas
vect_to_matrix Copia el vector dado en una matriz por filas el número
de veces como elementos tenga dicho vector
vect_scalar_product Multiplicación de un número escalar por un vector
mat_reduce_rows Dada una matriz, se realiza en cada una de sus filas
la suma de todos sus elementos y su resultado se almacena
en el vector de salida
vec_axpy Realiza la multiplicación de un número escalar con un
elemento del vector de entrada, el resultado obtenido
lo suma y almacena en el correspondiente elemento del
vector de salida
matrix_relu Dado un vector, escribe el valor cero si el elemento
de entrada es negativo y mantiene su valor si es positivo
matrix_relu_der Dado un vector, escribe el valor FALSE si el elemento
de entrada es negativo y TRUE su valor si es positivo
matrix_softmax Función de softmax
vec_V2subV1xK Dado un escalar k y dos vectores V1 y V2, se realiza
la siguiente operación V2 = V2 - (k * V1)
Tabla 3.1: Funciones implementadas (parte I).
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Función Descripción
vect_trunc Dado un valor escalar, se recorre los elementos de un
vector en donde si el valor seleccionado es menor que
el escalar, es sustituido por el cero
set_vec Dado un vector, se almacena en todos sus elementos el
valor pasado por parámetro
vec_copy Realiza la copia del vector de entrada y lo almacena
en el vector de salida
vec_copy_with_stride Realiza la copia del vector de entrada y lo almacena
en el vector de salida teniendo en cuenta la distancia
entre elementos del vector.
im2col Realiza la función im2col
col2im Realiza la función col2im
matadd_col Dada una matriz, se realiza en cada una de sus columnas
la suma de todos sus elementos y su resultado se almacena
en el vector de entrada
copy_src_dst Realiza la copia con desplazamiento del vector de entrada
y lo almacena en el vector de salida teniendo en cuenta
el desplazamiento pasado por parámetro
vect_mult Multiplicación entre dos vectores dados
matrix_elwise Dadas dos matrices, se realiza la multiplicación
en forma de vector
vect_step Recorre los elementos del vector de entrada y en caso
de ser positivo escribe un uno en el vector de salida,
de lo contrario se almacena un cero
maxpooling Realiza la función maxpooling
demaxpooling Realiza la función demaxpooling
zero_vec Dado un vector, almacena el valor cero en todos sus elementos
vector_limit Dados dos valores que actúan como umbrales mínimo y máximo
y un vector, se normaliza todos los elementos entre dichos
valores
vect_mult_add Realiza el sumatorio del resultado obtenido de la
multiplicación de los elementos pertenecientes a los
dos vectores de entrada y se almacena en el vector de salida
vect_mult_add_offset Realiza el sumatorio del resultado obtenido de la multiplicación
de los elementos pertenecientes a los dos vectores de entrada
y se almacena en el vector de salida teniendo en cuenta la
separación entre los elementos de los vectores
matrix_sigmoid Realiza la función sigmoid
matrix_sigmoid_der Ejecuta la derivada de la función sigmoid
Tabla 3.2: Funciones implementadas (parte II).
3.3 Optimización de cálculo con OpenCL
Debido a que OpenCL es un estándar abierto el cual pueden utilizar diferentes arqui-
tecturas, para obtener mejores resultados tenemos que optimizarlo acorde al dispositivo
seleccionado. Para este trabajo, desarrollaremos en HELENNA la implementación de las
funciones que permitirán dar soporte a la ejecución de redes neuronales en GPU y pos-
teriormente optimizaremos para el dispositivo empleado en este proyecto, una tarjeta
gráfica AMD RX 480.
3.3.1. Función matmul
El objetivo de la función matmul es obtener la matriz producto de dos matrices dadas,
estas se corresponden con la imagen de entrada a procesar y los pesos de las neuronas.
Esta operación se realiza cada vez que las diferentes imágenes de entrada atraviesan las
distintas capas que posee la red neuronal en las cuales se encuentran las neuronas. La
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multiplicación de matrices por tanto, es fundamental en el cálculo de redes neuronales,
ya que la mayor parte del tiempo de la ejecución se emplea en el cómputo de esta función.
Una vez vista la importancia que tiene la función matmul en el cálculo de redes neuro-
nales, analizaremos su coste computacional tanto en redes convolucionales como en den-
samente conectadas. Para ello ejecutamos en la aplicación HELENNA el entrenamiento
de las topologías MNIST-Medium (densamente conectada) y MNIST-Conv (convolucional)
sobre la GPU con el modelo de programación OpenCL que hemos dado soporte.
Para la ejecución en HELENNA, necesitamos de los siguientes parámetros para con-
figurar y desarrollar el entrenamiento:
Número de épocas: indica las veces que utilizaremos el conjunto de datos en el
proceso de aprendizaje.
Learning rate: indica el tamaño de movimiento que haremos para alcanzar el valor
mínimo en la función de perdida (loss function).
Momentum: constante que se utiliza para ponderar el Learning rate gradiente des-
cendiente desde posiciones aleatorias para evitar el se quede atascado en un míni-
mo local.
Batch size: particiona los datos de entrada en lotes que vamos a utilizar en cada
iteración del entrenamiento para la actualización de los parámetros del modelo.
A estos parámetros les daremos los valores que están listados en la tabla 3.3 para
obtener posteriormente los resultados que veremos en la figura 3.3.
Parámetro Valor




Tabla 3.3: Valores con los que se ejecutan los parámetros para el entrenamiento de redes neurona-
les en HELLENA.
Figura 3.3: Coste en porcentaje de la ejecución de la clasificación MNIST en HELENNA
Como podemos visualizar, para ambas topologías la función de la multiplicación de
matrices es la de mayor tiempo de cómputo. Debido a esto, para obtener resultados en
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menor tiempo, realizaremos y detallaremos la optimización del código de la función mat-
mul y su impacto en el desarrollo de esta mejora. Inicialmente, tenemos la función con
la cual se ha dado soporte para las GPUs en OpenCL para la aplicación HELENNA (ver
listado 3.1).
1 __kernel void m a t r i x M u l t i p l i c a t i o n ( const __global f l o a t ∗ A, const __global f l o a t
∗ B , __global f l o a t ∗ C,
2 const i n t M, const i n t K, const i n t N) {
3
4 // I d e n t i f i c a d o r de l o s h i l o s a n i v e l g loba l
5 i n t globalRow = g e t _ g l o b a l _ i d ( 0 ) ;
6 i n t globalCol = g e t _ g l o b a l _ i d ( 1 ) ;
7 //Ejecucion del c a l c u l o sobre l a dimension K
8 f l o a t value = 0 . 0 f ;
9 f o r ( i n t k = 0 ; k < K; k++)
10 {
11 value += A[ ( globalRow ∗ K) + k ] ∗ B [ (N ∗ k ) + globalCol ] ;
12 }
13
14 //Almacenamiento de l a v a r i a b l e en l a matriz de s a l i d a
15 C[ ( globalRow ∗ N) + globalCol ] = value ;
16 }
Listing 3.1: Código de la función matrixMultiplication
La función problema tendrá como parámetros las matrices de entrada A (M × K), B
(K × N) y la matriz de salida C cuya dimensión es M × N. Del tamaño de esta última
paralelizaremos y desplegaremos los hilos, tantos como el número de filas (globalRow)
y de columnas (globalCol) posea la matriz C. Acto seguido, realizaremos la ejecución
recorriendo el parámetro K que es común entre ambas matrices de entrada, siendo el
número de columnas en el caso de la matriz A y el número de filas en el de la matriz B
(ver figura 3.4). Además, la variable value la utilizaremos como registro para almacenar
el producto resultante de la fila A por la columna B y posteriormente guardaremos dicho
valor en el lugar correspondiente en la matriz de salida. Cabe mencionar que, las matrices
de entrada están almacenadas en memoria mediante una ordenación de filas, lo cual nos
exigirá guardar de esta misma manera la matriz de salida. Podemos visualizar que no hay
ningún método de sincronización explicito en el código, esto se debe a que los elementos
de diferentes grupos de trabajo se ejecutan en diferentes unidades de cálculo y por ello
nunca utilizarán la misma memoria para realizar lecturas o escrituras.
Como podemos ver en la figura 3.4 el acceso a los elementos en el caso de la matriz
A se realizan de forma contigua mientras que los de la matriz B no, esto último produce
que a la hora de seleccionar el siguiente dato, se tenga que buscar y acceder al bloque
de memoria global de la GPU en la que se encuentre este dato, agregando más tiempo al
cómputo total.
3.3.2. Especificaciones del dispositivo
Antes de empezar con la optimización de la función matrixMultiplication debemos
tener en cuenta las especificaciones del dispositivo en donde se ejecutarán los kernels.
Para este trabajo utilizaremos la tarjeta gráfica AMD RX 480 en su versión de 4GB de
VRAM. Desde la página del fabricante, podemos obtener los siguientes datos de la GPU
en cuestión (ver tabla 3.4).
Adicionalmente, necesitaremos de más parámetros para poder desarrollar una op-
timización sobre el dispositivo que estamos empleando. Para ello, utilizaremos la herra-
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Figura 3.4: Ilustración de la función matmul [14]
Arquitectura Polaris 10
Unidades de cómputo 36
Número de núcleos 2304
Frecuencia base de reloj 1120 MHz
Rendimiento (máximo teórico) 5.8 TFLOPS
Tamaño de memoria 4 GB GDDR5
Ancho de memoria 224 GB/s
Velocidad de la memoria 7 Gbps
Soporte para operación de multiplicación-suma fusionadas (FMA) Sí
Interfaz de memoria 256-bit
Soporte para OpenCL Sí
Soporte para CUDA No
Tabla 3.4: Especificaciones AMD RX 480.
mienta clinfo, la cual enumera el número de dispositivos en el sistema que pueden utilizar
OpenCL y sus propiedades, como podemos ver en la tabla 3.5.
Como podemos ver, hay definiciones de las cuales se hacen referencia en el capítulo
dos. Con estas tablas 3.4 y 3.5 podremos saber los limites y valores preferidos por el
dispositivo para obtener un rendimiento mejor a la hora de establecer variables en la
optimización de la función.
3.3.3. Técnicas de optimización
Las técnicas de optimización para el producto de matrices que veremos a continua-
ción han sido estudiadas y extraídas de la página OpenCL GEMM Tutorial [14]. En este
artículo se explica paso a paso y con ejemplos prácticos la optimización a mano de una
implementación de multiplicación de matrices en OpenCL, con la cual podemos supe-
rar en rendimiento a la libreria clBLAS. Las principales diferencias entre la optimización
presentada en este trabajo y las vistas en la página son el ámbito en donde serán imple-
mentadas. Debido a que en el presente proyecto tenemos en cuenta los diversos tamaños
de matriz para las distintas multiplicaciones de matrices existentes dentro del cálculo pa-
ra el entrenamiento de redes neuronales en la aplicación HELENNA. Mientras que en el
artículo solamente se realizan multiplicaciones de matrices cuadradas conociendo previa-
mente su tamaño. Adicionalmente, tenemos que destacar que el método de ordenación
en este trabajo es mediante es filas, es decir row major order debido a que la aplicación
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Dimensión máxima de ítem de trabajo 3
Tamaño máximo del grupo de trabajo 256
Tamaño máximo del grupo trabajo preferido por el dispositivo 256
Tamaño de grupo de trabajo preferido (múltiplo) 64
Ancho del Wavefront 64
Tamaño nativo del vector preferido para el tipo float 1
Tamaño nativo del vector preferido para el tipo double 1
Tamaño de la memoria global cache 16384 Bytes
Tamaño de la memoria local 32768 Bytes
Tamaño de la memoria local por unidad de cómputo 65536 Bytes
Número de bancos de memoria local 32
Tabla 3.5: Especificaciones AMD RX 480 con la herramienta clinfo.
almacena de esta forma en memoria los datos. Mientras que en la página se utiliza una
ordenación por columnas (column major order).
Por último, destacaremos dos de las técnicas empleadas en el artículo que no utili-
zaremos. La primera de ellas es la transposición de una de las matrices de entrada [32],
en concreto la matriz que leemos por columnas, ya que accedemos a sus datos de for-
ma no contigua. Es por ello que, empleando este método, se utilizan las propiedades de
la matriz cuadrada y la paralelización de OpenCL obteniendo de esta manera un coste
computacional bajo con respecto a la multiplicación de matrices que se realiza después
de esta acción. Así, en el momento de realizar la operación GEMM, accederemos a los
datos de estas matrices en memoria de forma contigua logrando una mejor eficiencia. La
segunda técnica es la del relleno, mejor conocida por traducción al ingles, padding. Este
método consiste en aumentar el tamaño de la matriz de entrada agregando información
que no afecte su resultado de manera que obtengamos una matriz que sea divisible por
las dimensiones de la submatriz. Explicaremos en detalle de la importancia de este hecho
en el siguiente apartado. De esta forma evitamos utilizar en el kernel instrucciones de un
coste elevado para las GPUs como son las de sentencias condicionales. Debido a los dife-
rentes tamaños de matriz que se ejecutan en la aplicación HELENNA, siendo en el peor
de los casos matrices vectorizadas, podemos obtener un elevado coste computacional que
nos obliga a descartar esta técnica.
3.3.4. Optimización mediante la utilización de la memoria local
Una de las estrategias de optimización que emplearemos será utilizar la memoria
local, ya que es una memoria con mayor rapidez y menor latencia que la memoria global,
en donde están almacenadas las matrices a calcular. En el código anterior 3.1 podemos
ver que en la memoria global se realizan 2 · M · N · K lecturas y M · N escrituras de los
datos. Este hecho sumado a que el cálculo para obtener el resultado se puede realizar
en una sola instrucción debido a que el dispositivo soporta instrucciones fusionadas de
multiplicación - suma (FMA) (ver fila novena de la tabla 3.4), estaremos obteniendo una
sola instrucción por cada dos accesos a memoria. Dado al bajo rendimiento que ofrece
la utilización de la memoria global para la multiplicación de matrices, emplearemos un
método que disminuya el número mayor posible de accesos a esta memoria.
Este método consiste en crear bloques en memoria local, los cuales serán submatrices
de las matrices de entrada. En estas estructuras guardarán en memoria local los datos de
la memoria global y permitirán la reutilización de los mismos, con ello disminuiremos
el coste en el acceso a memoria global. Con este cambio, para calcular un bloque de la
matriz de salida, seguiremos necesitando de las filas y columnas correspondientes de las
matrices de entrada A (en tonalidad verde) y B (en tonalidad azul) respectivamente. Pero
con los bloques situados en memoria local, podemos actualizar iterativamente los valores
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en la submatriz de salida sumando los resultados de las multiplicaciones de los bloques
A por B correspondientes para obtener el resultado (ver figura 3.5).
Figura 3.5: Diagrama ejecución matmul con memoria local [14]
Para implementar esta mejora, previamente a modificar el kernel, se ha de modificar
su llamada a ejecución. En el código anterior 3.1, solo se debía especificar el tamaño del
problema, es decir, el número de elementos que se iba a ejecutar en paralelo y OpenCL
implícitamente se encargaba de la división en grupos de trabajo [16]. Para la nueva op-
timización del código, necesitaremos especificar en la llamada al kernel de matmul el nú-
mero y dimensión de los elementos de trabajo que formarán parte del grupo de trabajo.
Ya que crearemos en memoria local dos bloques, una por cada matriz de entrada, en las
cuales se almacenarán los elementos de trabajo de cada grupo que ejecute la función.
Para ello, debemos tener en cuenta que cada dispositivo tendrá un limite físico tanto
en la dimensión como en el número máximo permitido de elementos de trabajo por cada
grupo, para la tarjeta gráfica RX 480 la dimensión máxima permitida es de tres, mientras
que el valor limite de elementos de trabajo es de 256 (primera y segunda fila de la tabla 3.5
respectivamente). Esto significa que podremos ejecutar en total 256 hilos para un grupo
de trabajo, en el cual cada hilo se encargará de un elemento, en una dimensión. Como
necesitaremos crear una submatriz bidimensional a nivel de memoria local, debemos
reducir este valor a 16 para cada una de las dimensiones. Cabe destacar que la creación
de estas estructuras realizará de forma estática ya que OpenCL no permite asignaciones
de memoria en tiempo de ejecución[7].
Otro aspecto a tener en cuenta es que el número de elementos totales del problema
debe ser divisible en todas sus dimensiones por el tamaño del grupo de trabajo especifica-
do. Este requisito es necesario para OpenCL C versión 1.2 [7], la cual utiliza el dispositivo
que empleamos. Debido a que el tamaño de las matrices de entrada es variable incluso
en una ejecución de entrenamiento de redes neuronales, debemos modificar el valor de
entrada del número total de elementos para que sea múltiplo del tamaño del grupo de
trabajo. Esto lo realizaremos en cada llamada al kernel de matmul mediante la función re-
size_global que verificará si los valores anteriormente descritos cumplen con este criterio
y en caso de no coincidir cambiará el valor del número total de elementos al múltiplo
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mayor más cercano, ver listado 3.2.
1 //Redimensionar l a s dimensiones de l a matriz para proporcionar
d i v i s i b i l i d a d
2 i n t tm , tn ;
3 r e s i z e _ g l o b a l ( rows_a , rows_b , &tm , &tn , TS ) ;
4
5 //Declarar e l numero de elementos de t r a b a j o dentro del grupo y e l numero
t o t a l de elementos por dimension
6 const s i z e _ t loca lThreads [ 2 ] = { TS , TS } ;
7 const s i z e _ t globalThreads [ 2 ] = { tm , tn } ;
8
9 // Enviar a l a co la de comandos e l kernel
10 r e t = clEnqueueNDRangeKernel ( command_queue , k e r n e l _ m a t r i x _ m u l t i p l i c a t i o n ,
11 2 , NULL, globalThreads , localThreads , 0 , NULL, &event ) ;
Listing 3.2: Modificación al código de la llamada al kernel de matrixMultiplication con memoria
local
Con la redimensión de las matrices se soluciona el problema de la divisibilidad de
los tamaños de los mismos y de grupo de trabajo, pero crea otro. El acceso a memoria de
un elemento que este dentro del espacio declarado en la llamada al kernel pero no de la
matriz. Este inconveniente lo resolveremos dentro del kernel de matmul mediante expre-
siones condicionales comprobando si los limites de la matriz han sido o no superados, en
caso de acceder a un elemento que no se encuentre dentro de las dimensiones de la ma-
triz, le asignaremos el valor de 0 a la submatriz, ya que este número no altera el resultado
final.
A continuación, expondremos y explicaremos el kernel de matrixMultiplication, conte-
nido en el listado 3.3.
1
2 __kernel void m a t r i x M u l t i p l i c a t i o n ( const __global f l o a t ∗ A, const __global f l o a t
∗ B , __global f l o a t ∗ C,
3 const i n t M, const i n t K, const i n t N) {
4
5 // I d e n t i f i c a d o r de l o s h i l o s
6 const i n t row = g e t _ l o c a l _ i d ( 0 ) ;
7 const i n t c o l = g e t _ l o c a l _ i d ( 1 ) ;
8 const i n t globalRow = TS∗get_group_id ( 0 ) + row ;
9 const i n t globalCol = TS∗get_group_id ( 1 ) + c o l ;
10
11 // Creacion de submatrices en memoria l o c a l para almacenar TS∗TS elementos
de l a s matr ices de entrada A y B
12 _ _ l o c a l f l o a t Asub [ TS ] [ TS ] ;
13 _ _ l o c a l f l o a t Bsub [ TS ] [ TS ] ;
14
15 // I n i c i a l i z a r l o s r e g i s t r o s de acumulacion
16 f l o a t value = 0 . 0 f ;
17
18 // Ejecucion del c a l c u l o sobre e l numero de submatrices creadas
19 const i n t numTiles = K/TS ;
20 f o r ( i n t t =0; t <numTiles ; t ++) {
21 // Carga de una submatriz de A y B en l a memoria l o c a l
22 const i n t tiledRow = TS∗ t + row ;
23 const i n t t i l e d C o l = TS∗ t + c o l ;
24 i f ( globalRow < M && t i l e d C o l < K)
25 Asub [ c o l ] [ row ] = A[ globalRow∗K + t i l e d C o l ] ;
26 e l s e
27 Asub [ c o l ] [ row ] = 0 ;
28 i f ( tiledRow < K && globalCol < N)
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29 Bsub [ c o l ] [ row ] = B [ tiledRow∗N + globalCol ] ;
30 e l s e
31 Bsub [ c o l ] [ row ] = 0 ;
32 // S i n c r o n i z a r hasta que l a s submatrices es ten completas
33 b a r r i e r (CLK_LOCAL_MEM_FENCE) ;
34
35 // Ejecucion del c a l c u l o sobre todos l o s va lores de una submatriz
36 f o r ( i n t k =0; k<TS ; k++) {
37 value += Asub [ k ] [ row ] ∗ Bsub [ c o l ] [ k ] ;
38 }
39
40 // S i n c r o n i z a r hasta que todos l o s h i l o s e j e c u t e n e l c a l c u l o
41 b a r r i e r (CLK_LOCAL_MEM_FENCE) ;
42 }
43
44 // Guardar e l resu l tado f i n a l en l a matriz de s a l i d a
45 i f ( globalRow < M && globalCol < N)
46 C[ ( globalRow ∗ N) + globalCol ] = value ;
47 }
Listing 3.3: Código del kernel matrixMultiplication con memoria local
Como podemos observar, para el desarrollo de esta solución se añaden las siguientes
variables.
TS: indica el tamaño de la dimensión de la submatriz. TS está definida como cons-
tante y su valor dependerá de la longitud del problema y limite de memoria local
asignado para cada unidad de cálculo del dispositivo.
numTiles: número de submatrices creadas.
tiledRow: indica la fila de la submatriz.
tiledCol: indica la columna de la submatriz.
Explicaremos el código en tres partes, la primera de ellas es la carga de datos desde la
memoria global donde se sitúan las matrices hacia la memoria local mediante los bloques
creados en este último componente. Para seleccionar el valor correspondiente modificare-
mos además los identificadores de los hilos, dejaremos de utilizar el identificador global
(get_global_id) para usar una combinación entre los identificadores local (get_local_id) y
de grupo (get_group_id). Con estos índices y el tamaño de submatriz en la dimensión en
la que se encuentre TS podremos calcular el identificador global en caso de ser necesario
(linea octava y novena del código 3.3).
Como en el anterior código 3.1, la carga de las submatrices lo haremos recorriendo la
dimensión K correspondiente a las columnas de la matriz A y las filas de la matriz B, con
la diferencia de que a este valor lo dividiremos por el tamaño de la constante TS para
calcular el número de submatrices creadas y con ello poder recorrer, leer y almacenar
correctamente los datos. Por cada iteración del bucle exterior, cada hilo se encargará de
realizar dos cargas globales, una por cada matriz de entrada, y almacenándolos en su
correspondiente bloque.
Al utilizar variables locales, debemos de asegurarnos de su sincronización para evitar
obtener resultados erróneos, para ello utilizaremos las barreras explicadas en el capítulo
dos. Estos métodos de sincronización estarán antes del cálculo de la obtención del re-
sultado garantizando que los hilos hayan completado los bloques y después de finalizar
dicha operación para inicializar otra carga de datos en la siguiente submatriz.
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La segunda sección trata sobre cómputo de los bloques para la obtención del resulta-
do, una vez obtengamos las submatrices completas, iteraremos sobre una de las dimen-
siones del bloque, de esta manera toda la fila de la submatriz A será multiplicada por
la columna de la submatriz B un total de TS veces (ver figura 3.6). y almacenada en el
registro value.
Figura 3.6: Diagrama de la obtención de un elemento en las submatrices [14]
Esto reducirá considerablemente los accesos a memoria global en un factor de TS
consiguiendo de esta manera una mejora de rendimiento gracias a la baja latencia que
nos proporciona la memoria local. Adicionalmente, se ha remplazado el acceso a la matriz
B en elementos de memoria no consecutivos por elementos juntos dentro del bloque al
almacenarlos por fila.
Finalmente, cuando se termine de procesar cada submatriz, se guardará el dato alma-
cenado en el registro value en el lugar correspondiente de la matriz de salida ubicada en
la memoria global.
A continuación, analizaremos el impacto de este método de optimización producido
por tamaño del bloque, modificando la constante TS hasta obtener el valor óptimo de
elementos por grupo de trabajo. Hay que tener en cuenta que cada dispositivo indica
teóricamente el número en el cual se obtiene el mejor resultado posible, aunque existen
factores como la complejidad computacional del kernel que pueden provocar que no se
alcance dicho valor óptimo. De esta manera, ejecutaremos la aplicación con la modifica-
ción anteriormente comentada del kernel de matrixMultiplication con diferentes tamaños
de bloque y comprobar de esta forma cual es la configuración que nos dará mejores re-
sultados. Estos, los podemos ver en la figura 3.7.
Figura 3.7: Tiempo de ejecución con diferentes valores de tamaño de bloque
Los valores utilizados en el diagrama han sido escogidos teniendo en cuenta el valor
preferido de elementos de trabajo por grupo del dispositivo, el cual es de 256 (tercera fila
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de la tabla 3.5), coincidiendo este valor con el máximo permitido por la GPU. Una vez
aclarado esto, explicaremos los resultados obtenidos.
Como podemos ver, el valor preferido indicado por el dispositivo (TS = 16) ha sido
el que mejor resultado nos ha dado siendo el que menor tiempo ha tardado en ejecutar
las diferentes topologías. Además, observamos que la diferencia de tiempo con respecto
a configuración de TS = 8 son mínimas mientras que utilizando una submatriz de tama-
ño 4× 4 vemos que aumenta considerablemente el tiempo empleado para finalizar las
ejecuciones, sobre todo cuando se calculan topologías más grandes como es el caso de
MNIST-Large. Esto se debe a la microarquitectura utilizada por el dispositivo y su flujo
de ejecución, explicados en el capítulo de OpenCL y AMD. Si revisamos la tabla 3.5 po-
demos ver que el ancho preferido del wavefront es de 64, eso significa que tanto ese valor
como sus múltiplos serán los que mayor rendimiento nos den al aprovechar de forma
óptima todo ese espacio. De esta forma, el bloque de menor tamaño solamente posee 16
elementos ocupando solo un cuarto del wavefront, provocando que el núcleo SIMD solo
procese en el primer ciclo de reloj estos elementos y los siguientes tres ciclos esté a la
espera de que termine el wavefront para devolverlos a la memoria. Es por ello que con los
tamaños de submatriz de TS = 8 y TS = 16 con 64 y 256 elementos respectivamente,
consiguen un mejor rendimiento. Finalmente, la diferencia de tiempo entre estos dos úl-
timos valores mencionados se debe principalmente por una optimización en los accesos
a memoria, ya que la configuración con el bloque de memoria más grande se dividirá en
cuatro partes a la hora de ser ejecutado en el núcleo SIMD. Creando de esta manera cua-
tro controles de flujo que irán a la memoria privada del núcleo ocultando de esta manera
la latencia con la memoria en lugar de solo un wavefront que es lo que envía el bloque de
8× 8 al núcleo SIMD.
Por último, ejecutamos en la aplicación HELENNA las topologías MNIST-Medium,
MNIST-Big y MNIST-Conv y medimos el tiempo que se ha necesitado para entrenar estas
redes sobre la función matmul, utilizando el modelo con el que se ha dado soporte a
OpenCL para GPU y comparándolo con su optimización a nivel de memoria local con
bloques de (16× 16).
Figura 3.8: Comparación tiempo de ejecución
Como podemos ver en la figura 3.8, los resultados conseguidos en el entrenamiento
de redes neuronales demuestran una reducción del tiempo de ejecución en la función
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de la multiplicación de matrices de hasta 13 veces en topologías de mayor tamaño como
MNIST-Big. Con esto podemos ver el impacto que tiene la utilización de la memoria local
con respecto a la global y su optimización del tamaño del bloque para aprovechar al
máximo las prestaciones que nos ofrece el dispositivo de cálculo.
3.3.5. Optimización mediante el incremento de elementos por hilo
Una vez reducido los accesos a memoria global, nos centraremos en el bucle interior
donde realizamos el cómputo para la obtención del valor final. Podemos observar que
en cada iteración del bucle se realizan dos cargas de un elemento desde la memoria local
correspondientes a las submatrices y una operación de multiplicación-suma fusionada.
Esto supone que una de cada tres instrucciones es de cálculo, por esta razón, nos cen-
traremos a nivel de registro en incrementar el trabajo por hilo. Con esta optimización,
podremos reducir los accesos a memoria local en beneficio de obtener una eficiencia a
nivel de instrucción.
Para aumentar la cantidad de trabajo por hilo, crearemos una matriz bidimensional
de registros con la cual cada hilo al momento de realizar el cómputo almacenará en ella
más de un elemento por submatriz, produciendo de esta forma una disminución en los
accesos a memoria local, así como también de los hilos utilizados. Lo que nos permite au-
mentar el tamaño de estos bloques para mantener la misma cantidad de hilos sin superar
el limite del dispositivo del número de elementos de trabajo pertenecientes a un grupo
(segunda fila de la tabla 3.5). Para lograr esto, debemos introducir dos nuevas constantes:
WPT: indica el número de elementos en los que trabajará cada hilo por submatriz.
RTS: representa el tamaño de la submatriz reducida, es decir, indicará el tamaño
del grupo de trabajo y su valor está definido como TSWPT .
Con estos recursos, podemos modificar el valor de TS teniendo en cuenta el limite
superior delimitado por el tamaño de la memoria local (segunda fila de la tabla 3.5).
Para calcular el espacio que necesitaremos en memoria debemos realizar la operación
(2 · TS · TS · 4), en donde el primer valor representa la cantidad de submatrices declaradas
en el kernel, seguido por tamaño en ambas dimensiones de estas estructuras y el último
valor indica el tamaño de bytes del tipo declarado de la submatriz. También debemos
tener en cuenta el valor de la constante WPT debido a que el tamaño del grupo de trabajo
está representado por RTS.
Después de declarar las constantes con su valor, debemos en el momento de la lla-
mada al kernel realizar la siguiente modificación (ver código 3.4), ya que con la anterior
configuración nos hubiese dado un error con el tamaño del grupo de trabajo.
1 //Redimensionar l a s dimensiones de l a matriz para proporcionar
d i v i s i b i l i d a d
2 i n t tm , tn ;
3 r e s i z e _ g l o b a l ( rows_a , rows_b , &tm , &tn , TS ) ;
4
5 //Declarar e l numero de elementos de t r a b a j o dentro del grupo y e l
numero t o t a l de elementos por dimension
6 const s i z e _ t loca lThreads [ 2 ] = { TS/WPT, TS/WPT} ; // RTS
7 const s i z e _ t globalThreads [ 2 ] = { ( s i z e _ t ) tm/WPT, ( s i z e _ t ) tn/WPT} ;
Listing 3.4: Modificación al código de la llamada al kernel de matrixMultiplication con aumento
de trabajo por hilo
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Una vez modificada la llamada al kernel, realizaremos la optimización del kernel de
matrixMultiplication (ver código 3.3) para permitir el incremento de trabajo por hilo y un
mayor tamaño de memoria local. Para ello, veremos la implementación del código 3.5.
1 __kernel
2 void m a t r i x M u l t i p l i c a t i o n ( const __global f l o a t ∗ A, const __global f l o a t ∗ B ,
__global f l o a t ∗ C, const i n t M, const i n t K, const i n t N) {
3
4 // I d e n t i f i c a d o r de l o s h i l o s
5 const i n t row = g e t _ l o c a l _ i d ( 0 ) ;
6 const i n t c o l = g e t _ l o c a l _ i d ( 1 ) ;
7 const i n t globalRow = TS∗get_group_id ( 0 ) +row ;
8 const i n t globalCol = TS∗get_group_id ( 1 ) + c o l ;
9
10 // Creacion de submatrices en memoria l o c a l para almacenar TS∗TS elementos
de l a s matr ices de entrada A y B
11 _ _ l o c a l f l o a t sA [ TS ] [ TS ] ;
12 _ _ l o c a l f l o a t sB [ TS ] [ TS ] ;
13
14 //Asignar espacio en l o s r e g i s t r o s
15 f l o a t regA ;
16 f l o a t regB [WPT] ;
17 f l o a t value [WPT] [WPT] ;
18
19 // I n i c i a l i z a r l o s r e g i s t r o s de acumulacion
20 f o r ( i n t wm=0; wm<WPT; wm++) {
21 f o r ( i n t wn=0; wn<WPT; wn++) {
22 value [wm] [wn] = 0 . 0 f ;
23 }
24 }
25 // Ejecucion del c a l c u l o sobre e l numero de submatrices creadas
26 const i n t T = (K−1)/TS +1;
27 f o r ( i n t t =0; t < T ; t ++) {
28 // Carga de una submatriz de A y B en l a memoria l o c a l
29 f o r ( i n t w=0; w<WPT; w++) {
30 f o r ( i n t wn=0; wn<WPT; wn++) {
31 i n t tiledRow = ( t ∗TS+row ) + w∗RTS ;
32 i n t t i l e d C o l = ( t ∗TS+ c o l ) + wn∗RTS ;
33 i f ( ( globalRow + w∗RTS ) < M && t i l e d C o l < K)
34 sA [ c o l + wn∗RTS ] [ row + w∗RTS ] = A[ ( globalRow+w∗RTS ) ∗K+ t i l e d C o l
] ;
35 e l s e
36 sA [ c o l + wn∗RTS ] [ row + w∗RTS ] = 0 ;
37 i f ( tiledRow < K && ( globalCol + wn∗RTS ) < N)
38 sB [ c o l + wn∗RTS ] [ row + w∗RTS ] = B [ tiledRow∗N+( globalCol+wn∗RTS )
] ;
39 e l s e
40 sB [ c o l + wn∗RTS ] [ row + w∗RTS ] = 0 ;
41 }
42 }
43 // S i n c r o n i z a r hasta que l a s submatrices es ten completas
44 b a r r i e r (CLK_LOCAL_MEM_FENCE) ;
45
46
47 f o r ( i n t k =0; k<TS ; k++) {
48 // Almacenar en r e g i s t r o l o s va lores de sB
49 f o r ( i n t wn=0; wn<WPT; wn++) {
50 regB [wn] = sB [ c o l + wn∗RTS ] [ k ] ;
51 }
52 // Cargar valor en r e g i s t r o de sA y e j e c u c i o n del c a l c u l o
53 f o r ( i n t wm=0; wm<WPT; wm++) {
54 regA = sA [ k ] [ row + wm∗RTS ] ;
55
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56 f o r ( i n t wn=0; wn<WPT; wn++) {




61 // S i n c r o n i z a r hasta que todos l o s h i l o s e j e c u t e n e l c a l c u l o
62 b a r r i e r (CLK_LOCAL_MEM_FENCE) ;
63 }
64 // Guardar e l resu l tado f i n a l en l a matriz de s a l i d a
65 f o r ( i n t wm=0; wm<WPT; wm++) {
66 f o r ( i n t wn=0; wn<WPT; wn++) {
67 i f ( ( globalRow + wm ∗ RTS ) < M && ( globalCol + wn ∗ RTS ) < N)
68 C[ ( globalRow + wm ∗ RTS ) ∗ N + ( globalCol + wn ∗ RTS ) ] = value [




Listing 3.5: Código de la función matrixMultiplication con incremento del trabajo por hilo
Debido a que se ha realizado la optimización a nivel de registros, destacaremos que
en la sección del código relacionada con la carga de datos en memoria local, solo se ha
modificado para que un hilo realice en cada dimensión una carga de WPT valores por
submatriz en vez de solo una. Mientras que en la escritura de datos en memoria global
de la matriz de salida, utilizaremos un doble bucle para almacenar este incremento de
datos. A continuación, nos centraremos en las partes del código en los que se utilizan los
registros.
En primer lugar, la asignación del espacio en los registros ha sido modificada pa-
ra admitir más valores por hilo, la variable value ha pasado de almacenar un valor a
WPT ·WPT elementos y han sido creados los registros regA y regB. Esto nos obliga a
modificar la carga y cálculo de estos registros haciéndolos más complejos, ya que pasa-
mos de una operación de multiplicación-suma fusionadas dentro de un bucle a emplear
WPT operaciones FMA por cada cuatro bucles.
En la sección de cálculo, podemos visualizar que se mantiene el bucle exterior que
recorre todo el bloque hasta obtener el resultado final. El cambio más importante está
dentro de esta instrucción, ya que por cada submatriz se realizarán las siguientes accio-
nes:
Almacenar WPT valores correspondientes del bloque B en el registro regB.
Almacenar un valor correspondiente del bloque A en el registro regA y ejecutar el
cálculo FMA WPT veces hasta completar una fila de la matriz de registros. Para
llenar totalmente esta estructura, necesitaremos ejecutar estas instrucciones tantas
veces como filas tenga la matriz de registros, en este caso WPT.
Como podemos ver, aunque hemos aumentado la complejidad del código, se han
reducido la cantidad de accesos a memoria local por un factor de WPT, logrando de está
manera una menor latencia.
A continuación, analizaremos el impacto de este método de optimización producido
por tamaño de trabajo por hilo, manteniendo la proporción con el valor TS para tener
en la constante RTS el valor óptimo de elementos por grupo de trabajo conseguido en la
anterior optimización. Para ello, veremos el siguiente diagrama 3.9.
Como podemos comprobar, el aumento del trabajo por hilo y del tamaño de la sub-
matriz obtiene mejores resultados cuando el tamaño de la topología y de las matrices
sean más grandes. Esto se debe a que, al tener un bloque de memoria local TS mayor, el
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Figura 3.9: Tiempo de ejecución con diferentes valores de trabajo por hilo
cálculo para obtener un valor divisible en las matrices de entrada aumentará también, re-
dimensionando estas matrices. De esta manera, en el momento de la ejecución estaremos
procesando más elementos que ocupan valores de relleno. Por este motivo, solo conse-
guimos una mejora en la topología MNIST-Large, mientras que en las redes de menor
tamaño aumenta el tiempo de ejecución necesario para la obtención del resultado.
Por último, compararemos con la configuración de TS = 64 y WPT = 4 con la opti-
mización sin incremento de hilos y con un tamaño de memoria de 16 (ver figura 3.10).
Figura 3.10: Comparación tiempo de ejecución entre las optimizaciones con memoria local e in-
cremento de trabajo por hilo
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Como podemos visualizar, menos en la topología MNIST-Large obtenemos mejores
resultados con la optimización de solo la memoria local. Esto se corresponde a lo visto en
el diagrama 3.9, en donde un mayor tamaño de bloque solo es aprovechado si el tamaño
de las matrices es elevado. Aun así y a pesar de los valores finales obtenidos, optamos
por la versión del incremento de trabajo por hilo con la configuración TS = 64 y WPT = 4
debido a que vamos a evaluar en el siguiente capitulo el rendimiento que obtiene contra
la librería clBLAS en redes de mayor tamaño y requerimiento de cálculo.
3.3.6. Funciones optimizadas
Finalmente, la utilización de la memoria local y el incremento de hilos solo proporcio-
narán una mejora de rendimiento si la función que vayamos a optimizar reutilice cons-
tantemente los datos como es el caso de las multiplicaciones de matrices (GEMM), con-
sideradas de nivel tres por la especificación BLAS debido a su resolución en un tiempo
de coste cúbico [33]. De otro modo, el coste que tiene el desplazar la información hacia la
memoria local y el aumento de su complejidad computacional para realizar el correspon-
diente cálculo hacen que el uso de las técnicas anteriormente desarrolladas consigan una
perdida de rendimiento elevando de esta manera el tiempo necesario para la obtención
del resultado. Teniendo en cuenta esto, hemos optimizado las funciones que podemos
ver en la tabla 3.6.
Función Tipo de optimización
matmul Incremento de trabajo por hilo
matmul_at Incremento de trabajo por hilo
matmul_bt Incremento de trabajo por hilo
mat_reduce_rows Utilización de la memoria local
matrix_elwise Utilización de la memoria local
Tabla 3.6: Funciones optimizadas e implementadas.
Todas estas funciones son empleadas en la sección siguiente de evaluación para la
obtención de los resultados finales mediante la etiqueta «Optimización» cuando compa-
remos con la versión implementada para dar soporte a OpenCL sin haber utilizado nin-
guna técnica de mejora de rendimiento. De la misma forma, con la etiqueta «OpenCL»
cotejamos la información obtenida contra la librería clBLAS.
3.3.7. Soporte de creación, lectura y escritura de buffers
Como hemos mencionado anteriormente, para los cálculos en la GPU mediante OpenCL
se necesita que los datos estén almacenados en la memoria de este dispositivo. Para ello
se ha necesitado implementar las funciones necesarias para llevar un control sobre la
memoria de la GPU mediante OpenCL las cuales se pueden observar en la tabla 3.7.
3.4 Evaluación
El principal objetivo de HELENNA es el entrenamiento y clasificación de un conjunto
de muestras sobre las diferentes topologías de redes neuronales. En tiempo de ejecución,
la aplicación es capaz de mostrar y modificar el porcentaje de acierto, mostrando de es-
ta manera si la red neuronal se está entrenando correctamente o no. Para el cálculo del
tiempo que tarda el programa en ejecutar al completo el aprendizaje de la red neuronal




Realiza la asignación dinámica de memoria
en la GPU
fn_deallocate_buffer_opencl_gpu
Libera la región de memoria de la GPU
asociada al puntero
fn_read_buffer_opencl_gpu
Copia desde los datos desde la GPU hacia
la CPU
fn_value_opencl_gpu
Copia un elemento de la matriz indicada
desde la GPU hacia la CPU
fn_write_buffer_opencl_gpu Copia los datos desde la CPU hacia la GPU
Tabla 3.7: Funciones implementadas relacionadas con el soporte de buffers.
de todos los resultados son los representados en la tabla 3.3 junto con sus correspondien-
tes valores.
A continuación, en la figura 3.11 vemos la ejecución en HELENNA de la versión base
implementada para dar soporte a OpenCL de color azul y su optimización con las fun-
ciones descritas en la tabla 3.6 de color naranja. Como muestra, se utilizan las topologías
densamente conectadas que utilizan los conjuntos de datos MNIST.
Figura 3.11: Comparación tiempo de ejecución entre la versión en OpenCL y la versión final de
su optimización
Como se puede apreciar, conseguimos una reducción importante del tiempo cuando
el tamaño de la topología es mayor y se tiene que utilizar un mayor número de cálculos
para conseguir el resultado final. Adicionalmente, si vemos el diagrama 3.12 correspon-
diente a la precisión de acierto alcanzada por ambas versiones, obtendremos un por-
centaje similar. De esta manera, con la optimización realizada conseguimos entrenar los
distintos modelos de una forma más rápida sin perder precisión.
Por último, en la figura 3.13 observamos la aceleración conseguida con respecto a
la versión base. Que comprende entre las topologías de menor tamaño donde apenas
se consigue una mejora de rendimiento hasta obtener unos resultados cuatro veces más
rápido en las de mayor dimensión.
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Figura 3.12: Comparación del porcentaje de precisión entre la versión en OpenCL y la versión
final de su optimización
A continuación, entramos en detalle en las topologías MNIST-Big y MNIST-Conv para
ver el impacto que tienen las funciones optimizadas en las redes neuronales densamen-
te conectadas y convolucionales respectivamente. Para ello, vemos como la figura 3.14
correspondiente a una topología densamente conectada, la función matmul es donde se
consigue una clara reducción del tiempo de ejecución.
Mientras que en el diagrama 3.15, la topología MNIST-Conv (convolucional), apenas
conseguimos una mejora de rendimiento en la multiplicación de matrices. A pesar de ello,
en la función mat_reduce_rows podemos ver como reduce significativamente el tiempo de
ejecución. Esto se debe a la topología que estemos utilizando, ya que los tamaños de
matriz que se calculan en estas funciones varían y cuanto mayor sea este tamaño, mejor
rendimiento obtendremos con la optimización realizada.
Debido a que las topologías que emplean el conjunto de datos CIFAR10 tienen un ta-
maño y complejidad mayores que los de MNIST, vamos a ejecutar y comparar la optimi-
zación implementada en este trabajo con la librería clBLAS. Debido a que, si realizamos
la comparación con la versión base, como venimos haciendo hasta ahora, para obtener el
resultado de la ejecución tardaremos horas en conseguirlo.
Una vez explicada la razón de la realización de la comparación entre la optimización
a mano y la librería clBLAS, visualizaremos en las figuras 3.16 y 3.17 los tiempos de
ejecución en las topologías MNIST y CIFAR10 correspondientes.
Como podemos observar, los resultados obtenidos en clBLAS en todas las topologías
menos en las convolucionales que utilizan el conjunto de datos de MNIST, son mejores
al obtener el resultado en un tiempo de ejecución menor con respecto a la optimización
empleada a mano.
Mientras, los resultados con respecto a la precisión de acierto en las topologías eje-
cutadas son similares en ambas implementaciones. Teniendo en cuenta que la diferencia
entre los entrenamientos producidos en MNIST, acierto superior al 90 %, con respecto a
los de CIFAR10 se deben a las razones ya comentadas al principio de la sección.
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Figura 3.13: Aceleración obtenida entre las versiones base y optimizada de OpenCL
Finalmente, si bien los resultados conseguidos en clBLAS son mejores en cuanto al
tiempo de ejecución necesario para completar el entrenamiento, logramos una aproxi-
mación a esta librería mediante las técnicas de optimización realizadas y el ajuste de la
aplicación a la arquitectura utilizada. Obteniendo de esta manera un uso eficiente de los
recursos en aquellos dispositivos en los cuales no se puede utilizar correctamente esta
librería, como sistemas empotrados, FPGAs o GPUs de bajo consumo.
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Figura 3.14: Comparación del tiempo de ejecución entre las funciones optimizadas y sus versiones
base en la topología MNIST-Big
Figura 3.15: Comparación del tiempo de ejecución entre las funciones optimizadas y sus versiones
base en la topología MNIST-Conv
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Figura 3.16: Comparación del tiempo de ejecución entre las optimización a mano y clBLAS en las
topologías que utilizan el conjunto de datos MNIST
Figura 3.17: Comparación del tiempo de ejecución entre las optimización a mano y clBLAS en las
topologías que utilizan el conjunto de datos CIFAR
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En primer lugar, en referencia a la aplicación HELENNA, se pueden obtener las si-
guientes conclusiones:
Se ha hecho un estudio de la microarquitectura GCN, la cual es la utilizada en el
dispositivo de este trabajo para conseguir una optimización ad hoc de este compo-
nente.
Se ha realizado un estudio de las características principales de las Redes Neurona-
les, así como de las capas utilizadas en este proyecto. Además, se han analizado e
implementado las operaciones complejas necesarias para el entrenamiento de estas
redes neuronales.
Se ha estudiado en profundidad el modelo de programación de OpenCL así co-
mo también de diferentes técnicas de optimización en este framework, consiguiendo
implementar estos métodos logrando una reducción significativa del tiempo de eje-
cución en las funciones relativas al producto de matrices.
Se ha dado soporte con el framework OpenCL a la aplicación HELENNA para eje-
cutar sobre GPU cálculos complejos y funciones relativas al entrenamiento de las
capas convolucionales y densamente conectadas.
4.1 Relación del trabajo desarrollado con los estudios cursados
En el presente TFG, se han necesitado conceptos de las siguientes asignaturas:
Álgebra, ya que se han requerido los conocimientos adquiridos en esta asignatura,
tanto para el desarrollo de funciones que utilizan álgebra lineal, así como también
en el desarrollo de la optimización de la función de la multiplicación de matrices.
Computación Paralela por la introducción a los sistemas que emplean modelos de
programación paralela para razonar, analizar y desarrollar soluciones que abarcan
procesos multihilo y utilización de memoria compartida para implementar funcio-
nes para dispositivos GPUs en OpenCL.
Las asignaturas de Arquitectura e Ingeniería de Computadores y Arquitecturas
Avanzadas, de las cuales se han necesitado conocimientos avanzados relacionados
con la arquitectura de las unidades de procesamiento gráfico. Tanto en la distinción
de los diferentes componentes destinados al cálculo computacional como también
de las distintas memorias empleadas en este trabajo.
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En este último capítulo, expondremos las mejoras e implementaciones que se pueden
realizar a futuro en las soluciones explicadas en este TFG.
5.1 Bloques en memoria local de tamaño rectangular
Una de las técnicas de optimización que podemos utilizar son los bloques en memo-
ria local de tamaño rectangular, los cuales nos permitirán tener una mejor flexibilidad
para ajustar los valores del bloque dependiendo del tamaño de matriz y del espacio en
memoria que disponemos.
5.2 Optimizaciones a funciones
Funciones como matadd_col y im2col, tienen un costo elevado de ejecución, esto pue-
den ser reducido mediante la optimización de las técnicas desarrolladas en este trabajo.
Mejorando así el rendimiento el tiempo de ejecución, especialmente en redes convolucio-
nales, las cuales utilizan los dos métodos.
5.3 Soporte a las capas de batch normalization y dropout
Dar soporte a la capa dropout, ya que HELENNA emplea topologías de redes neuro-
nales con la técnica de regularización dropout. Esta capa reduce el sobre ajuste y mejorar
el error de generalización de una red neuronal mediante la desactivación aleatoria de
neuronas durante el entrenamiento.
Dar soporte a la capa de batch normalization, utilizada en HELENNA para el entrena-
miento de redes neuronales. Esta técnica se utiliza para estandarizar las entradas a las
capas por cada batch, acelerando el entrenamiento y proporcionando regularización. Por
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APÉNDICE A
Topologías utilizadas en el
entrenamiento de redes neuronales
A continuación, veremos las topologías utilizadas en el entrenamiento de redes neu-
ronales para los resultados vistos en los capítulos tres y cuatro. Cada una de las imágenes
indica en la lista de dispositivos cual será la unidad que va a realizar el entrenamiento,
para este trabajo se utilizará en todas las pruebas el valor opencl-gpu que representa la
ejecución del modelo de programación OpenCL en GPU. Además, cada topología hace
un sumario de las diferentes capas que la compone, su tipo, el número de neuronas que
contiene y su configuración. Por último, cada una de estas topologías se ejecuta con las
mismas configuraciones que podemos visualizar en la figura A.1.
Figura A.1: Configuración utilizada en las topologías
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Figura A.2: Topología MNIST-Medium
Figura A.3: Topología MNIST-Big
Figura A.4: Topología MNIST-Large
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Figura A.5: Topología CIFAR10-VGG1
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Figura A.6: Topología CIFAR10-VGG2
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Figura A.7: Topología CIFAR10-VGG3
