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 ﾠ 4	
 ﾠ
INTRODUZIONE	
 ﾠ
	
 ﾠ
Teoria	
 ﾠdelle	
 ﾠdecisioni:	
 ﾠ
La	
 ﾠteoria	
 ﾠdecisionale	
 ﾠnasce	
 ﾠcon	
 ﾠl’intento	
 ﾠdi	
 ﾠfornire	
 ﾠun	
 ﾠsupporto	
 ﾠmetodologico	
 ﾠper	
 ﾠconfrontare	
 ﾠ
differenti	
 ﾠ alternative	
 ﾠ decisionali.	
 ﾠ La	
 ﾠ valutazione	
 ﾠ dei	
 ﾠ risultati	
 ﾠ ottenuti	
 ﾠ è	
 ﾠ un	
 ﾠ elemento	
 ﾠ
fondamentale	
 ﾠdella	
 ﾠteoria,	
 ﾠche	
 ﾠci	
 ﾠporta	
 ﾠa	
 ﾠesprimere	
 ﾠl’utilità	
 ﾠdelle	
 ﾠvarie	
 ﾠdecisioni.	
 ﾠL’utilità	
 ﾠdi	
 ﾠ
un	
 ﾠrisultato	
 ﾠesprime	
 ﾠun	
 ﾠgrado	
 ﾠdi	
 ﾠsoddisfazione	
 ﾠche,	
 ﾠtalvolta,	
 ﾠpuò	
 ﾠcoincidere	
 ﾠcol	
 ﾠguadagno.	
 ﾠ
Questo	
 ﾠgrado	
 ﾠè,	
 ﾠinoltre,	
 ﾠnaturalmente	
 ﾠlegato	
 ﾠal	
 ﾠgiudizio	
 ﾠe	
 ﾠalle	
 ﾠpersonalità	
 ﾠdel	
 ﾠdecisore.	
 ﾠ
L’analisi	
 ﾠ	
 ﾠdecisionale	
 ﾠsi	
 ﾠarticola	
 ﾠin	
 ﾠquattro	
 ﾠfasi	
 ﾠprincipali:	
 ﾠ
• Individuazione	
 ﾠdelle	
 ﾠalternative	
 ﾠ
• Individuazione	
 ﾠdegli	
 ﾠeventi	
 ﾠfuturi	
 ﾠ
• Calcolo	
 ﾠdei	
 ﾠguadagni	
 ﾠ
• Confronto	
 ﾠe	
 ﾠvalutazione	
 ﾠdelle	
 ﾠalternative	
 ﾠ
	
 ﾠ
In	
 ﾠ primo	
 ﾠ luogo,	
 ﾠ necessaria	
 ﾠ è	
 ﾠ l’individuazione	
 ﾠ delle	
 ﾠ molteplici	
 ﾠ e	
 ﾠ differenti	
 ﾠ scelte	
 ﾠ che	
 ﾠ si	
 ﾠ
presentano	
 ﾠal	
 ﾠdecisore	
 ﾠtenendo	
 ﾠconto	
 ﾠdel	
 ﾠfatto	
 ﾠche,	
 ﾠin	
 ﾠquesta	
 ﾠfase,	
 ﾠè	
 ﾠfondamentale	
 ﾠche	
 ﾠsiano	
 ﾠ
chiaramente	
 ﾠenumerate	
 ﾠle	
 ﾠdiverse	
 ﾠopzioni	
 ﾠammissibili,	
 ﾠincluse	
 ﾠeventuali	
 ﾠscelte	
 ﾠdi	
 ﾠabbandono	
 ﾠ
o	
 ﾠ di	
 ﾠ rinuncia	
 ﾠ al	
 ﾠ progetto	
 ﾠ in	
 ﾠ questione.	
 ﾠ Indichiamo	
 ﾠ con	
 ﾠ Di,	
 ﾠ con	
 ﾠ i=1,2,…m,	
 ﾠ le	
 ﾠ m	
 ﾠ decisioni	
 ﾠ
alternative.	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ
In	
 ﾠseguito,	
 ﾠè	
 ﾠnecessario	
 ﾠche	
 ﾠvengano	
 ﾠdeterminati	
 ﾠquali	
 ﾠsiano	
 ﾠgli	
 ﾠeventi	
 ﾠfuturi	
 ﾠ(stati	
 ﾠdi	
 ﾠnatura)	
 ﾠ
che	
 ﾠpossano	
 ﾠin	
 ﾠun	
 ﾠcerto	
 ﾠqual	
 ﾠmodo	
 ﾠinfluenzare	
 ﾠgli	
 ﾠeffetti	
 ﾠconseguenti	
 ﾠalle	
 ﾠdiverse	
 ﾠdecisioni.	
 ﾠ
Ad	
 ﾠ ogni	
 ﾠ modo,	
 ﾠ si	
 ﾠ presume	
 ﾠ che,	
 ﾠ da	
 ﾠ un	
 ﾠ punto	
 ﾠ di	
 ﾠ vista	
 ﾠ probabilistico,	
 ﾠ gli	
 ﾠ stati	
 ﾠ di	
 ﾠ natura	
 ﾠ
costituiscano	
 ﾠun	
 ﾠinsieme	
 ﾠdi	
 ﾠelementi	
 ﾠcomposti	
 ﾠesaustivi	
 ﾠe	
 ﾠmutuamente	
 ﾠesclusivi.	
 ﾠ	
 ﾠ
Indichiamo	
 ﾠcon	
 ﾠSj,	
 ﾠcon	
 ﾠj=1,2,…n,	
 ﾠgli	
 ﾠn	
 ﾠstati	
 ﾠdi	
 ﾠnatura	
 ﾠpossibili,	
 ﾠipotizzando	
 ﾠche	
 ﾠvalgano	
 ﾠle	
 ﾠ
seguenti	
 ﾠrelazioni:	
 ﾠ
𝑆  
    j=S	
 ﾠ
Sj∩Sk=∅	
 ﾠ	
 ﾠ	
 ﾠj≠k	
 ﾠ
	
 ﾠ
dove	
 ﾠS	
 ﾠrappresenta	
 ﾠlo	
 ﾠspazio	
 ﾠtotale	
 ﾠdi	
 ﾠtutti	
 ﾠgli	
 ﾠeventi	
 ﾠelementari.	
 ﾠ
	
 ﾠ
L‘analisi	
 ﾠdecisionale	
 ﾠprevede	
 ﾠche	
 ﾠa	
 ﾠogni	
 ﾠcoppia	
 ﾠdi	
 ﾠdecisione	
 ﾠDi	
 ﾠe	
 ﾠdi	
 ﾠstato	
 ﾠdi	
 ﾠnatura	
 ﾠSi	
 ﾠvenga	
 ﾠ
accostato	
 ﾠun	
 ﾠcorrispondente	
 ﾠguadagno,	
 ﾠgeneralmente	
 ﾠespresso	
 ﾠin	
 ﾠtermini	
 ﾠmonetari,	
 ﾠin	
 ﾠgrado	
 ﾠ	
 ﾠ 5	
 ﾠ
di	
 ﾠesprimere	
 ﾠuna	
 ﾠmisura	
 ﾠdel	
 ﾠvalore	
 ﾠdeterminato	
 ﾠdalla	
 ﾠdecisione	
 ﾠDi	
 ﾠqualora	
 ﾠsi	
 ﾠverifichi	
 ﾠlo	
 ﾠstato	
 ﾠ
natura	
 ﾠdi	
 ﾠnatura	
 ﾠSj.	
 ﾠ
	
 ﾠ
Indichiamo	
 ﾠcon	
 ﾠV(Di,Sj)	
 ﾠil	
 ﾠguadagno	
 ﾠassociato	
 ﾠalla	
 ﾠdecisione	
 ﾠDi	
 ﾠe	
 ﾠallo	
 ﾠstato	
 ﾠdi	
 ﾠnatura	
 ﾠSj.	
 ﾠ
Come	
 ﾠ ultimo	
 ﾠ stadio	
 ﾠ dell’analisi	
 ﾠ risulta	
 ﾠ essenziale	
 ﾠ definire	
 ﾠ un	
 ﾠ criterio	
 ﾠ di	
 ﾠ valutazione	
 ﾠ e	
 ﾠ
confronto	
 ﾠdelle	
 ﾠalternative,	
 ﾠespresso	
 ﾠcome	
 ﾠfunzione	
 ﾠreale	
 ﾠf(V)	
 ﾠdei	
 ﾠguadagni.	
 ﾠOvviamente,	
 ﾠla	
 ﾠ
decisione	
 ﾠpiù	
 ﾠopportuna	
 ﾠè	
 ﾠquella	
 ﾠche	
 ﾠrende	
 ﾠmassima	
 ﾠ(o	
 ﾠminima)	
 ﾠla	
 ﾠfunzione	
 ﾠf(V).	
 ﾠAlterando	
 ﾠ
la	
 ﾠforma	
 ﾠdi	
 ﾠquesta	
 ﾠfunzione	
 ﾠdi	
 ﾠvalutazione	
 ﾠsi	
 ﾠottengono	
 ﾠdiversi	
 ﾠcriteri	
 ﾠdi	
 ﾠscelta	
 ﾠin	
 ﾠriferimento	
 ﾠ
allo	
 ﾠstesso	
 ﾠproblema	
 ﾠdi	
 ﾠdecisione.	
 ﾠ
	
 ﾠ
I	
 ﾠ problemi	
 ﾠ decisionali	
 ﾠ si	
 ﾠ possono	
 ﾠ differenziare	
 ﾠ tra	
 ﾠ loro	
 ﾠ per	
 ﾠ le	
 ﾠ diverse	
 ﾠ condizioni	
 ﾠ in	
 ﾠ cui	
 ﾠ
bisogna	
 ﾠoperare	
 ﾠla	
 ﾠscelta.	
 ﾠ
Nello	
 ﾠspecifico,	
 ﾠesistono	
 ﾠ3	
 ﾠclassi	
 ﾠdi	
 ﾠdecisioni:	
 ﾠ
•  Decisioni	
 ﾠin	
 ﾠcondizioni	
 ﾠdi	
 ﾠcertezza,	
 ﾠnelle	
 ﾠquali	
 ﾠsi	
 ﾠconoscono	
 ﾠcon	
 ﾠesattezza	
 ﾠgli	
 ﾠstati	
 ﾠdi	
 ﾠnatura	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ
futuri.	
 ﾠ	
 ﾠ
•  Decisioni	
 ﾠin	
 ﾠcondizioni	
 ﾠdi	
 ﾠrischio,	
 ﾠdove	
 ﾠsono	
 ﾠnote	
 ﾠle	
 ﾠprobabilità	
 ﾠdei	
 ﾠvari	
 ﾠstati	
 ﾠdi	
 ﾠnatura	
 ﾠche	
 ﾠsi	
 ﾠ
possono	
 ﾠverificare	
 ﾠin	
 ﾠfuturo.	
 ﾠ
•  Decisioni	
 ﾠin	
 ﾠcondizioni	
 ﾠdi	
 ﾠincertezza,	
 ﾠin	
 ﾠcui	
 ﾠnon	
 ﾠsi	
 ﾠconosce	
 ﾠnulla	
 ﾠriguardo	
 ﾠgli	
 ﾠstati	
 ﾠdi	
 ﾠnatura	
 ﾠ
futuri.	
 ﾠ
	
 ﾠ
Supponiamo	
 ﾠ di	
 ﾠ avere	
 ﾠ un	
 ﾠ problema	
 ﾠ decisionale	
 ﾠ di	
 ﾠ questo	
 ﾠ genere:	
 ﾠ si	
 ﾠ intende	
 ﾠ lanciare	
 ﾠ sul	
 ﾠ
mercato	
 ﾠun	
 ﾠnuovo	
 ﾠprodotto	
 ﾠcon	
 ﾠ4	
 ﾠvarianti	
 ﾠA,	
 ﾠB,	
 ﾠC,	
 ﾠD	
 ﾠe	
 ﾠlo	
 ﾠsi	
 ﾠvuole	
 ﾠanalizzare	
 ﾠin	
 ﾠrelazione	
 ﾠal	
 ﾠ
possibile	
 ﾠvolume	
 ﾠdella	
 ﾠdomanda	
 ﾠdi	
 ﾠmercato	
 ﾠche	
 ﾠpuò	
 ﾠessere	
 ﾠbassa,	
 ﾠmedia	
 ﾠo	
 ﾠalta.	
 ﾠI	
 ﾠprodotti,	
 ﾠ
presentando	
 ﾠ caratteristiche	
 ﾠ diverse,	
 ﾠ comportano	
 ﾠ ovviamente	
 ﾠ prezzi	
 ﾠ e	
 ﾠ ricavi	
 ﾠ differenti.	
 ﾠ Si	
 ﾠ
procede	
 ﾠquindi	
 ﾠprendendo	
 ﾠin	
 ﾠesame	
 ﾠi	
 ﾠguadagni	
 ﾠmonetari	
 ﾠdi	
 ﾠognuno,	
 ﾠespressi	
 ﾠin	
 ﾠmigliaia	
 ﾠdi	
 ﾠ
euro,	
 ﾠin	
 ﾠbase	
 ﾠalla	
 ﾠstima	
 ﾠdella	
 ﾠrisposta	
 ﾠdel	
 ﾠmercato:	
 ﾠ
	
 ﾠ
Guadagni	
 ﾠmonetari	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ
A	
 ﾠ 120	
 ﾠ 210	
 ﾠ 360	
 ﾠ
B	
 ﾠ 150	
 ﾠ 215	
 ﾠ 320	
 ﾠ
C	
 ﾠ 180	
 ﾠ 225	
 ﾠ 290	
 ﾠ
D	
 ﾠ 160	
 ﾠ 225	
 ﾠ 280	
 ﾠ
Tabella	
 ﾠ1	
 ﾠ
	
 ﾠ	
 ﾠ 6	
 ﾠ
	
 ﾠ
	
 ﾠ
Dopo	
 ﾠaver	
 ﾠcalcolato	
 ﾠi	
 ﾠguadagni	
 ﾠriguardanti	
 ﾠogni	
 ﾠcoppia	
 ﾠdi	
 ﾠdecisione	
 ﾠe	
 ﾠstato	
 ﾠdi	
 ﾠnatura	
 ﾠV(Di,Sj)	
 ﾠ
è	
 ﾠbuona	
 ﾠnorma	
 ﾠeliminare	
 ﾠsubito	
 ﾠle	
 ﾠalternative	
 ﾠdominate	
 ﾠda	
 ﾠaltre,	
 ﾠovvero	
 ﾠle	
 ﾠdecisioni	
 ﾠche	
 ﾠnon	
 ﾠ
portano	
 ﾠmai	
 ﾠad	
 ﾠun	
 ﾠguadagno	
 ﾠsuperiore	
 ﾠad	
 ﾠun’altra	
 ﾠalternativa	
 ﾠper	
 ﾠtutti	
 ﾠgli	
 ﾠstati	
 ﾠdi	
 ﾠnatura.	
 ﾠ
Si	
 ﾠpuò	
 ﾠsubito	
 ﾠnotare	
 ﾠcome	
 ﾠla	
 ﾠdecisione	
 ﾠdi	
 ﾠutilizzare	
 ﾠil	
 ﾠprodotto	
 ﾠD	
 ﾠsia	
 ﾠdominata	
 ﾠdalla	
 ﾠdecisione	
 ﾠ
di	
 ﾠ produrre	
 ﾠ C:	
 ﾠ infatti,	
 ﾠ come	
 ﾠ risulta	
 ﾠ evidente	
 ﾠ dalla	
 ﾠ tabella	
 ﾠ 1,	
 ﾠ per	
 ﾠ ogni	
 ﾠ stato	
 ﾠ di	
 ﾠ natura	
 ﾠ il	
 ﾠ
guadagno	
 ﾠmonetario	
 ﾠrelativo	
 ﾠa	
 ﾠC	
 ﾠnon	
 ﾠrisulterà	
 ﾠmai	
 ﾠinferiore	
 ﾠa	
 ﾠquello	
 ﾠdi	
 ﾠD.	
 ﾠCiò	
 ﾠsignifica	
 ﾠche	
 ﾠla	
 ﾠ
decisione	
 ﾠdel	
 ﾠprodotto	
 ﾠC	
 ﾠè	
 ﾠsicuramente	
 ﾠmigliore	
 ﾠdi	
 ﾠquella	
 ﾠdel	
 ﾠprodotto	
 ﾠD	
 ﾠche	
 ﾠquindi	
 ﾠviene	
 ﾠ
immediatamente	
 ﾠscartata	
 ﾠdalle	
 ﾠpossibili	
 ﾠopzioni.	
 ﾠ
L’individuazione	
 ﾠdelle	
 ﾠalternative	
 ﾠdominate	
 ﾠè	
 ﾠun	
 ﾠimportante	
 ﾠe	
 ﾠsemplice	
 ﾠprocedimento	
 ﾠper	
 ﾠ
diminuire	
 ﾠil	
 ﾠcarico	
 ﾠdei	
 ﾠcalcoli	
 ﾠda	
 ﾠsvolgere	
 ﾠuna	
 ﾠvolta	
 ﾠscelto	
 ﾠil	
 ﾠmetodo	
 ﾠdi	
 ﾠvalutazione	
 ﾠdei	
 ﾠcasi	
 ﾠin	
 ﾠ
esame.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ	
 ﾠ 7	
 ﾠ
CAPITOLO	
 ﾠ1	
 ﾠ
Condizioni	
 ﾠdi	
 ﾠrischio	
 ﾠ
	
 ﾠ
L’analisi	
 ﾠdecisionale	
 ﾠin	
 ﾠcondizioni	
 ﾠdi	
 ﾠrischio	
 ﾠlega	
 ﾠciascuno	
 ﾠstato	
 ﾠdi	
 ﾠnatura	
 ﾠad	
 ﾠuna	
 ﾠprobabilità	
 ﾠ
di	
 ﾠoccorrenza	
 ﾠP(Sj),	
 ﾠcon	
 ﾠj=1,2,…n.	
 ﾠIl	
 ﾠvalore	
 ﾠdi	
 ﾠtali	
 ﾠprobabilità	
 ﾠsono	
 ﾠspesso	
 ﾠdel	
 ﾠtutto	
 ﾠsoggettive,	
 ﾠ
magari	
 ﾠespresse	
 ﾠda	
 ﾠesperti	
 ﾠdel	
 ﾠsettore,	
 ﾠoppure	
 ﾠsi	
 ﾠbasano	
 ﾠsu	
 ﾠdati	
 ﾠstorici,	
 ﾠesperienze	
 ﾠanaloghe	
 ﾠ
compiute	
 ﾠin	
 ﾠpassato,	
 ﾠquindi	
 ﾠsono	
 ﾠcollegate	
 ﾠalla	
 ﾠfrequenza	
 ﾠcon	
 ﾠla	
 ﾠquale	
 ﾠl’evento	
 ﾠin	
 ﾠesame	
 ﾠsi	
 ﾠè	
 ﾠ
verificato.	
 ﾠ Tutti	
 ﾠ i	
 ﾠ criteri	
 ﾠ utilizzati	
 ﾠ in	
 ﾠ condizioni	
 ﾠ di	
 ﾠ rischio	
 ﾠ si	
 ﾠ avvalgono	
 ﾠ di	
 ﾠ tecniche	
 ﾠ e	
 ﾠ
procedimenti	
 ﾠdi	
 ﾠtipo	
 ﾠprobabilistico.	
 ﾠ
Supponiamo	
 ﾠora	
 ﾠche	
 ﾠgli	
 ﾠeventi	
 ﾠfuturi	
 ﾠ	
 ﾠSj,	
 ﾠj=1,2,…n	
 ﾠsiano	
 ﾠesaustivi	
 ﾠe	
 ﾠmutuamente	
 ﾠesclusivi,	
 ﾠ
allora	
 ﾠdevono	
 ﾠvalere	
 ﾠle	
 ﾠrelazioni	
 ﾠ
𝑃(𝑆  
    j)=1	
 ﾠ
𝑃(𝑆j∩Sk)=0	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠj≠k	
 ﾠ
	
 ﾠ
Analizziamo	
 ﾠ quindi	
 ﾠ alcuni	
 ﾠ criteri	
 ﾠ di	
 ﾠ valutazione	
 ﾠ e	
 ﾠ confronto	
 ﾠ per	
 ﾠ l’analisi	
 ﾠ decisionale	
 ﾠ in	
 ﾠ
condizioni	
 ﾠdi	
 ﾠrischio.	
 ﾠ
	
 ﾠ
	
 ﾠ
1.2.Valore	
 ﾠatteso	
 ﾠmonetario	
 ﾠ
	
 ﾠ
Il	
 ﾠcriterio	
 ﾠdel	
 ﾠvalore	
 ﾠatteso	
 ﾠmonetario	
 ﾠè	
 ﾠsicuramente	
 ﾠil	
 ﾠmetodo	
 ﾠdi	
 ﾠvalutazione	
 ﾠdelle	
 ﾠdecisioni	
 ﾠ
più	
 ﾠintuitivo	
 ﾠe	
 ﾠpiù	
 ﾠutilizzato	
 ﾠnella	
 ﾠpratica.	
 ﾠSi	
 ﾠfonda	
 ﾠsul	
 ﾠcalcolo	
 ﾠdel	
 ﾠguadagno	
 ﾠmedio	
 ﾠdi	
 ﾠ
ogni	
 ﾠdecisione	
 ﾠ
VAM(Di)= 𝑃  
    (Sj)V(Di,Sj)	
 ﾠ	
 ﾠ	
 ﾠi=1,2,…m	
 ﾠ
La	
 ﾠdecisione	
 ﾠottimale	
 ﾠD*	
 ﾠè	
 ﾠquella	
 ﾠche	
 ﾠrende	
 ﾠmassimo	
 ﾠil	
 ﾠvalore	
 ﾠmonetario	
 ﾠVAM(Di),	
 ﾠ
ovvero	
 ﾠ
VAM*=VAM(D*)=maxi=1,2,…mVAM(Di)	
 ﾠ
Secondo	
 ﾠl’esempio	
 ﾠriportato	
 ﾠnella	
 ﾠtabella	
 ﾠ1	
 ﾠla	
 ﾠdecisone	
 ﾠmigliore	
 ﾠin	
 ﾠquesto	
 ﾠprimo	
 ﾠcaso	
 ﾠrisulta	
 ﾠ
essere	
 ﾠla	
 ﾠA	
 ﾠche	
 ﾠpossiede	
 ﾠil	
 ﾠVAM	
 ﾠmaggiore.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ	
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 ﾠ
Valore	
 ﾠatteso	
 ﾠmonetario	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ VAM	
 ﾠ
A	
 ﾠ 120	
 ﾠ 210	
 ﾠ 360	
 ﾠ 261	
 ﾠ
B	
 ﾠ 150	
 ﾠ 215	
 ﾠ 320	
 ﾠ 250.5	
 ﾠ
C	
 ﾠ 180	
 ﾠ 225	
 ﾠ 290	
 ﾠ 246.5	
 ﾠ
P(Dj)	
 ﾠ 0.1	
 ﾠ 0.5	
 ﾠ 0.4	
 ﾠ 	
 ﾠ
	
 ﾠTabella	
 ﾠ2	
 ﾠ
	
 ﾠ
1.3.Valore	
 ﾠatteso	
 ﾠdalle	
 ﾠperdita	
 ﾠdi	
 ﾠopportunità	
 ﾠ
	
 ﾠ
Un	
 ﾠsecondo	
 ﾠcriterio	
 ﾠdi	
 ﾠvalutazione	
 ﾠe	
 ﾠconfronto	
 ﾠsi	
 ﾠbasa	
 ﾠsul	
 ﾠconcetto	
 ﾠdi	
 ﾠperdita	
 ﾠdi	
 ﾠopportunità	
 ﾠ
di	
 ﾠ una	
 ﾠ decisione,	
 ﾠ infatti	
 ﾠ per	
 ﾠ ogni	
 ﾠ decisione	
 ﾠ Di	
 ﾠ e	
 ﾠ per	
 ﾠ ogni	
 ﾠ stato	
 ﾠ di	
 ﾠ natura	
 ﾠ Sj	
 ﾠ la	
 ﾠ perdita	
 ﾠ di	
 ﾠ
opportunità	
 ﾠ L(Di,Sj)	
 ﾠ rappresenta	
 ﾠ la	
 ﾠ differenza	
 ﾠ tra	
 ﾠ il	
 ﾠ guadagno	
 ﾠ massimo	
 ﾠ che	
 ﾠ si	
 ﾠ potrebbe	
 ﾠ
ottenere	
 ﾠper	
 ﾠlo	
 ﾠstato	
 ﾠdi	
 ﾠnatura	
 ﾠSj	
 ﾠe	
 ﾠil	
 ﾠguadagno	
 ﾠche	
 ﾠderiva	
 ﾠdalla	
 ﾠdecisione	
 ﾠDi	
 ﾠnel	
 ﾠmedesimo	
 ﾠ
stato	
 ﾠdi	
 ﾠnatura.	
 ﾠIn	
 ﾠsimboli	
 ﾠ
	
 ﾠ
L(Di,Sj)=Vmax(Sj)	
 ﾠ-ﾭ‐	
 ﾠV(Di,Sj)	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠi=1,2,…n	
 ﾠ
dove	
 ﾠsi	
 ﾠè	
 ﾠposto	
 ﾠ
Vmax(Sj)=maxi=1,2,…mV(Di,Sj)	
 ﾠ	
 ﾠ	
 ﾠj=1,2,…m	
 ﾠ
	
 ﾠ
Sempre	
 ﾠ secondo	
 ﾠ l’esempio	
 ﾠ della	
 ﾠ tabella	
 ﾠ 1	
 ﾠ si	
 ﾠ ricava	
 ﾠ la	
 ﾠ seguente	
 ﾠ tabella	
 ﾠ delle	
 ﾠ perdite	
 ﾠ di	
 ﾠ
opportunità:	
 ﾠ
	
 ﾠ
Perdita	
 ﾠdi	
 ﾠopportunità	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ
A	
 ﾠ 60	
 ﾠ 15	
 ﾠ 0	
 ﾠ
B	
 ﾠ 30	
 ﾠ 10	
 ﾠ 40	
 ﾠ
C	
 ﾠ 0	
 ﾠ 0	
 ﾠ 70	
 ﾠ
	
 ﾠTabella	
 ﾠ3	
 ﾠ
	
 ﾠ
Una	
 ﾠvolta	
 ﾠcalcolata	
 ﾠla	
 ﾠmatrice	
 ﾠdelle	
 ﾠperdite	
 ﾠdi	
 ﾠopportunità,	
 ﾠsi	
 ﾠutilizza	
 ﾠil	
 ﾠvalore	
 ﾠmedio	
 ﾠdella	
 ﾠ
perdita	
 ﾠdi	
 ﾠopportunità	
 ﾠper	
 ﾠconfrontare	
 ﾠle	
 ﾠdecisioni	
 ﾠ
	
 ﾠ
VAPO(Di)= 𝑃  
    (Sj)L(Di,Sj)	
 ﾠ	
 ﾠ	
 ﾠi=1,2,…m	
 ﾠ	
 ﾠ 9	
 ﾠ
	
 ﾠ
La	
 ﾠdecisione	
 ﾠottimale	
 ﾠD*	
 ﾠè	
 ﾠquella	
 ﾠche	
 ﾠrende	
 ﾠminima	
 ﾠla	
 ﾠperdita	
 ﾠdi	
 ﾠopportunità	
 ﾠattesa	
 ﾠovvero	
 ﾠ	
 ﾠ
	
 ﾠ
VAPO*=VAPO(D*)=mini=1,2,…mVAPO(Di)	
 ﾠ
	
 ﾠ
La	
 ﾠsuccessiva	
 ﾠtabella	
 ﾠrappresenta	
 ﾠle	
 ﾠperdite	
 ﾠdi	
 ﾠopportunità	
 ﾠattese.	
 ﾠCon	
 ﾠquesto	
 ﾠcriterio	
 ﾠla	
 ﾠ
decisione	
 ﾠottimale	
 ﾠrisulta	
 ﾠessere	
 ﾠancora	
 ﾠla	
 ﾠA.	
 ﾠ
	
 ﾠ
Perdita	
 ﾠdi	
 ﾠopportunità	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ VAPO	
 ﾠ
A	
 ﾠ 60	
 ﾠ 15	
 ﾠ 0	
 ﾠ 13.5	
 ﾠ
B	
 ﾠ 30	
 ﾠ 10	
 ﾠ 40	
 ﾠ 24	
 ﾠ
C	
 ﾠ 0	
 ﾠ 0	
 ﾠ 70	
 ﾠ 28	
 ﾠ
P(Dj)	
 ﾠ 0.1	
 ﾠ 0.5	
 ﾠ 0.4	
 ﾠ 	
 ﾠ
Tabella	
 ﾠ4	
 ﾠ
	
 ﾠ
VAM*=VAM(D*)=maxi=1,2,…m 𝑃  
    (Sj)V(Di,Sj)=	
 ﾠ
=maxi=1,2,…m 𝑃  
    (Sj)(Vmax(Sj)-ﾭ‐L(Di,Sj))=	
 ﾠ
= 𝑃  
    (Sj)Vmax(Sj)+maxi=1,2,…m-ﾭ‐ 𝑃  
    (Sj)L(Di,Sj)=	
 ﾠ
= 𝑃  
    (Sj)Vmax(Sj)-ﾭ‐mini=1,2,…m 𝑃  
    (Sj)L(Di,Sj)=	
 ﾠ
= 𝑃  
    (Sj)Vmax(Sj)-ﾭ‐mini=1,2,…mVAPO(Di)=	
 ﾠ
= 𝑃  
    (Sj)Vmax(Sj)-ﾭ‐VAPO(D*)=	
 ﾠ
= 𝑃  
    (Sj)Vmax(Sj)-ﾭ‐VAPO*	
 ﾠ
	
 ﾠ
	
 ﾠ
1.4.Valore	
 ﾠatteso	
 ﾠdella	
 ﾠperfetta	
 ﾠinformazione	
 ﾠ
	
 ﾠ
Si	
 ﾠpuò	
 ﾠora	
 ﾠnotare	
 ﾠche	
 ﾠil	
 ﾠvalore	
 ﾠatteso	
 ﾠmonetario	
 ﾠottimale	
 ﾠe	
 ﾠla	
 ﾠperdita	
 ﾠdi	
 ﾠopportunità	
 ﾠattesa	
 ﾠ
ottimale	
 ﾠ differiscono	
 ﾠ tra	
 ﾠ loro	
 ﾠ per	
 ﾠ una	
 ﾠ quantità,	
 ﾠ indipendente	
 ﾠ dalle	
 ﾠ decisioni,	
 ﾠ denominata	
 ﾠ
valore	
 ﾠatteso	
 ﾠmonetario	
 ﾠcon	
 ﾠperfetta	
 ﾠinformazione	
 ﾠ
	
 ﾠ
VAMPI= 𝑃  
    (Sj)Vmax(Sj)	
 ﾠ
	
 ﾠ	
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 ﾠ
Il	
 ﾠVAMPI	
 ﾠpuò	
 ﾠessere	
 ﾠinterpretato	
 ﾠfacilmente	
 ﾠcome	
 ﾠil	
 ﾠvalore	
 ﾠatteso	
 ﾠdel	
 ﾠguadagno	
 ﾠmonetario	
 ﾠ
che	
 ﾠsi	
 ﾠotterrebbe	
 ﾠse	
 ﾠper	
 ﾠciascuno	
 ﾠstato	
 ﾠdi	
 ﾠnatura	
 ﾠsi	
 ﾠrealizzasse	
 ﾠla	
 ﾠscelta	
 ﾠpiù	
 ﾠconveniente,	
 ﾠin	
 ﾠ
condizioni	
 ﾠdi	
 ﾠperfetta	
 ﾠinformazione	
 ﾠper	
 ﾠil	
 ﾠdecisore	
 ﾠsugli	
 ﾠeventi	
 ﾠfuturi.	
 ﾠLa	
 ﾠdifferenza	
 ﾠtra	
 ﾠil	
 ﾠ
valore	
 ﾠatteso	
 ﾠmonetario	
 ﾠcon	
 ﾠperfetta	
 ﾠinformazione	
 ﾠVAMPI	
 ﾠe	
 ﾠil	
 ﾠvalore	
 ﾠatteso	
 ﾠmonetario	
 ﾠVAM*	
 ﾠ	
 ﾠ
prende	
 ﾠil	
 ﾠnome	
 ﾠdi	
 ﾠvalore	
 ﾠatteso	
 ﾠdella	
 ﾠperfetta	
 ﾠinformazione	
 ﾠ
	
 ﾠ
VAPI=VAMPI-ﾭ‐VAM*=VAPO*	
 ﾠ
	
 ﾠ
Il	
 ﾠvalore	
 ﾠatteso	
 ﾠdella	
 ﾠperfetta	
 ﾠinformazione	
 ﾠrappresenta	
 ﾠil	
 ﾠminimo	
 ﾠvalore	
 ﾠatteso	
 ﾠdella	
 ﾠperdita	
 ﾠ
di	
 ﾠopportunità,	
 ﾠovvero	
 ﾠpuò	
 ﾠessere	
 ﾠvisto	
 ﾠper	
 ﾠil	
 ﾠdecisore	
 ﾠcome	
 ﾠil	
 ﾠmassimo	
 ﾠprezzo	
 ﾠcon	
 ﾠcui	
 ﾠè	
 ﾠ
disposto	
 ﾠa	
 ﾠpagare	
 ﾠle	
 ﾠinformazioni	
 ﾠnecessarie	
 ﾠper	
 ﾠavere	
 ﾠla	
 ﾠcertezza	
 ﾠdel	
 ﾠverificarsi	
 ﾠdegli	
 ﾠeventi	
 ﾠ
futuri.	
 ﾠ
	
 ﾠ
	
 ﾠ
1.5.Alberi	
 ﾠdi	
 ﾠdecisione	
 ﾠ
	
 ﾠ
Gli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione	
 ﾠcostituiscono	
 ﾠstrumenti	
 ﾠefficaci	
 ﾠper	
 ﾠrappresentare	
 ﾠe	
 ﾠfacilitare	
 ﾠl’analisi	
 ﾠ
decisionale	
 ﾠ di	
 ﾠ problemi	
 ﾠ complessi,	
 ﾠ in	
 ﾠ modo	
 ﾠ particolare	
 ﾠ quei	
 ﾠ problemi	
 ﾠ che	
 ﾠ comportano	
 ﾠ
decisioni	
 ﾠsequenziali,	
 ﾠcioè	
 ﾠin	
 ﾠtempi	
 ﾠdiversi,	
 ﾠe	
 ﾠcon	
 ﾠrisultati	
 ﾠche	
 ﾠvariano	
 ﾠnel	
 ﾠtempo.	
 ﾠGli	
 ﾠalberi	
 ﾠdi	
 ﾠ
decisione	
 ﾠpermettono	
 ﾠdi	
 ﾠmigliorare	
 ﾠla	
 ﾠqualità	
 ﾠdi	
 ﾠpresentazione	
 ﾠdei	
 ﾠrisultati	
 ﾠcon	
 ﾠuno	
 ﾠschema	
 ﾠ
grafico	
 ﾠrazionale	
 ﾠper	
 ﾠevidenziare	
 ﾠanche	
 ﾠi	
 ﾠrapporti	
 ﾠdi	
 ﾠcausa/effetto.	
 ﾠ
Nella	
 ﾠpratica	
 ﾠquesta	
 ﾠtecnica	
 ﾠviene	
 ﾠutilizzata	
 ﾠper	
 ﾠanalizzare	
 ﾠil	
 ﾠproblema	
 ﾠiniziale	
 ﾠcomplesso	
 ﾠe	
 ﾠ
articolato,	
 ﾠche	
 ﾠmagari	
 ﾠcomporta	
 ﾠvarie	
 ﾠdecisioni	
 ﾠtemporalmente	
 ﾠdivise,	
 ﾠ	
 ﾠper	
 ﾠpoi	
 ﾠscomporlo	
 ﾠin	
 ﾠ
una	
 ﾠserie	
 ﾠdi	
 ﾠproblemi	
 ﾠpiù	
 ﾠpiccoli	
 ﾠe	
 ﾠsemplici	
 ﾠda	
 ﾠcalcolare.	
 ﾠ
Il	
 ﾠprincipio	
 ﾠdi	
 ﾠfunzionamento	
 ﾠsi	
 ﾠfonda	
 ﾠsul	
 ﾠcriterio	
 ﾠdel	
 ﾠvalore	
 ﾠatteso	
 ﾠe	
 ﾠlo	
 ﾠschema	
 ﾠè	
 ﾠformato	
 ﾠda	
 ﾠ
elementi	
 ﾠchiave:	
 ﾠ
• nodi	
 ﾠdi	
 ﾠdecisione,	
 ﾠche	
 ﾠrappresentano	
 ﾠle	
 ﾠscelte	
 ﾠfra	
 ﾠalternative.	
 ﾠGli	
 ﾠarchi	
 ﾠuscenti	
 ﾠdai	
 ﾠnodi	
 ﾠdi	
 ﾠ
decisione	
 ﾠsono	
 ﾠle	
 ﾠdiverse	
 ﾠopzioni	
 ﾠdisponibili.	
 ﾠAi	
 ﾠnodi	
 ﾠdi	
 ﾠdecisione	
 ﾠsi	
 ﾠassocia	
 ﾠil	
 ﾠmassimo	
 ﾠdei	
 ﾠ
valori	
 ﾠmonetari	
 ﾠcorrispondenti	
 ﾠai	
 ﾠnodi	
 ﾠdiscendenti	
 ﾠdel	
 ﾠnodo	
 ﾠdecisione	
 ﾠstesso.	
 ﾠ
• nodi	
 ﾠevento,	
 ﾠche	
 ﾠrappresentano	
 ﾠi	
 ﾠvari	
 ﾠstati	
 ﾠdi	
 ﾠnatura	
 ﾠverificabili.	
 ﾠGli	
 ﾠarchi	
 ﾠuscenti	
 ﾠda	
 ﾠun	
 ﾠ
nodo	
 ﾠevento	
 ﾠsono	
 ﾠi	
 ﾠpossibili	
 ﾠstati	
 ﾠdi	
 ﾠnatura	
 ﾠper	
 ﾠquell’evento	
 ﾠfuturo.	
 ﾠAd	
 ﾠessi	
 ﾠviene	
 ﾠassociata	
 ﾠla	
 ﾠ
relativa	
 ﾠprobabilità	
 ﾠd’occorrenza,	
 ﾠcondizionata	
 ﾠdagli	
 ﾠeventi	
 ﾠverificatesi	
 ﾠlungo	
 ﾠil	
 ﾠcammino	
 ﾠche	
 ﾠ
conduce	
 ﾠdalla	
 ﾠradice	
 ﾠdell’albero	
 ﾠal	
 ﾠnodo	
 ﾠevento	
 ﾠstesso.	
 ﾠAi	
 ﾠnodi	
 ﾠevento	
 ﾠsi	
 ﾠassocia	
 ﾠil	
 ﾠvalore	
 ﾠ
atteso	
 ﾠdei	
 ﾠvalori	
 ﾠmonetari	
 ﾠcorrispondenti	
 ﾠai	
 ﾠnodi	
 ﾠdiscendenti	
 ﾠdel	
 ﾠnodo	
 ﾠevento	
 ﾠstesso.	
 ﾠ
• nodi	
 ﾠterminali,	
 ﾠle	
 ﾠfoglie	
 ﾠdell’albero	
 ﾠcon	
 ﾠassociati	
 ﾠi	
 ﾠvalori	
 ﾠdi	
 ﾠguadagno.	
 ﾠ	
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 ﾠ
Per	
 ﾠfare	
 ﾠun	
 ﾠesempio	
 ﾠsi	
 ﾠpossono	
 ﾠutilizzare	
 ﾠi	
 ﾠdati	
 ﾠdella	
 ﾠtabella	
 ﾠ1	
 ﾠper	
 ﾠtracciare	
 ﾠun	
 ﾠalbero	
 ﾠdi	
 ﾠ
decisione:	
 ﾠ
	
 ﾠ
Altri	
 ﾠesempi	
 ﾠdi	
 ﾠproblemi	
 ﾠche	
 ﾠmolto	
 ﾠspesso	
 ﾠsi	
 ﾠpossono	
 ﾠaffrontare	
 ﾠnelle	
 ﾠdinamiche	
 ﾠaziendali	
 ﾠ
con	
 ﾠla	
 ﾠtecnica	
 ﾠdell’albero	
 ﾠdecisionale	
 ﾠsono	
 ﾠrappresentati	
 ﾠdai	
 ﾠproblemi	
 ﾠdi	
 ﾠ“make	
 ﾠor	
 ﾠbuy”	
 ﾠo	
 ﾠdi	
 ﾠ
“defender	
 ﾠor	
 ﾠchallenger”.	
 ﾠ
Nel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠprenda	
 ﾠin	
 ﾠesame	
 ﾠil	
 ﾠdecisore	
 ﾠsi	
 ﾠtrova	
 ﾠa	
 ﾠdover	
 ﾠscegliere	
 ﾠtra	
 ﾠil	
 ﾠmantenere	
 ﾠun	
 ﾠ
vecchio	
 ﾠsoftware	
 ﾠ(defender)	
 ﾠoppure	
 ﾠsostituirlo	
 ﾠcon	
 ﾠuno	
 ﾠnuovo	
 ﾠpiù	
 ﾠefficiente	
 ﾠ(challenger).	
 ﾠ
	
 ﾠ
Esempio	
 ﾠdi	
 ﾠalbero	
 ﾠdecisionale	
 ﾠ
	
 ﾠ
Supponiamo	
 ﾠche	
 ﾠun’organizzazione	
 ﾠstia	
 ﾠutilizzando	
 ﾠun	
 ﾠsoftware	
 ﾠun	
 ﾠpo’	
 ﾠdatato	
 ﾠma	
 ﾠsul	
 ﾠquale	
 ﾠè	
 ﾠ
fondato	
 ﾠ il	
 ﾠ suo	
 ﾠ piano	
 ﾠ principale.	
 ﾠ Alcuni	
 ﾠ sono	
 ﾠ convinti	
 ﾠ che	
 ﾠ sia	
 ﾠ necessario	
 ﾠprocedere	
 ﾠad	
 ﾠun	
 ﾠ
aggiornamento	
 ﾠdel	
 ﾠsoftware	
 ﾠperché	
 ﾠciò	
 ﾠfarebbe	
 ﾠrisparmiare	
 ﾠparecchio	
 ﾠdenaro,	
 ﾠmentre	
 ﾠaltri	
 ﾠ
sostengono	
 ﾠche	
 ﾠsia	
 ﾠpiù	
 ﾠsicuro	
 ﾠrimanere	
 ﾠnella	
 ﾠsituazione	
 ﾠattuale,	
 ﾠsebbene	
 ﾠsiano	
 ﾠconsapevoli	
 ﾠ
che	
 ﾠil	
 ﾠsoftware	
 ﾠpresenta	
 ﾠdei	
 ﾠlimiti	
 ﾠper	
 ﾠl’azienda.	
 ﾠ
A	
 ﾠ sua	
 ﾠ volta	
 ﾠ il	
 ﾠ gruppo	
 ﾠ di	
 ﾠ chi	
 ﾠ vuole	
 ﾠ potenziare	
 ﾠ e	
 ﾠ aggiornare	
 ﾠ il	
 ﾠ software	
 ﾠ è	
 ﾠ diviso	
 ﾠ in	
 ﾠ 2	
 ﾠ
sottogruppi:	
 ﾠun	
 ﾠgruppo	
 ﾠsostiene	
 ﾠla	
 ﾠnecessità	
 ﾠdi	
 ﾠacquistare	
 ﾠun	
 ﾠpacchetto	
 ﾠsoftware	
 ﾠall’esterno	
 ﾠ
mentre	
 ﾠl’altro	
 ﾠgruppo	
 ﾠritiene	
 ﾠopportuno	
 ﾠuno	
 ﾠsviluppo	
 ﾠ“in	
 ﾠcasa”	
 ﾠdel	
 ﾠnuovo	
 ﾠsoftware.	
 ﾠ
In	
 ﾠquesta	
 ﾠsituazione	
 ﾠsi	
 ﾠpuò	
 ﾠprodurre	
 ﾠconfusione	
 ﾠe	
 ﾠconflittualità	
 ﾠcon	
 ﾠogni	
 ﾠgruppo	
 ﾠradicalizzato	
 ﾠ
nel	
 ﾠsostenere	
 ﾠla	
 ﾠpropria	
 ﾠposizione.	
 ﾠ	
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 ﾠ
Attraverso	
 ﾠl’esplorazione	
 ﾠdi	
 ﾠtutte	
 ﾠle	
 ﾠpossibilità	
 ﾠe	
 ﾠconseguenze	
 ﾠè	
 ﾠpossibile	
 ﾠcalcolare	
 ﾠil	
 ﾠvalore	
 ﾠ
monetario	
 ﾠatteso	
 ﾠdi	
 ﾠciascuna	
 ﾠopzione.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
Infatti	
 ﾠi	
 ﾠpossibili	
 ﾠscenari	
 ﾠpossono	
 ﾠessere:	
 ﾠ
• sviluppo	
 ﾠin	
 ﾠcasa	
 ﾠdel	
 ﾠnuovo	
 ﾠsoftware:	
 ﾠil	
 ﾠcosto	
 ﾠassociato	
 ﾠè	
 ﾠdi	
 ﾠ500.000	
 ﾠeuro	
 ﾠ
• acquisto	
 ﾠall’esterno	
 ﾠdel	
 ﾠnuovo	
 ﾠsoftware:	
 ﾠcosto	
 ﾠdi	
 ﾠ750.000	
 ﾠeuro	
 ﾠ
• mantenimento	
 ﾠ dell’attuale	
 ﾠ legacy	
 ﾠ software:	
 ﾠ 	
 ﾠ il	
 ﾠ costo	
 ﾠ dell’azienda	
 ﾠ è	
 ﾠ sostanzialmente	
 ﾠ
riconducibile	
 ﾠad	
 ﾠattività	
 ﾠdi	
 ﾠmanutenzione	
 ﾠed	
 ﾠè	
 ﾠpari	
 ﾠa	
 ﾠ100.000	
 ﾠeuro	
 ﾠ
	
 ﾠ
Chiaramente	
 ﾠ	
 ﾠa	
 ﾠquesto	
 ﾠpunto	
 ﾠpuò	
 ﾠsembrare	
 ﾠ	
 ﾠfavorita	
 ﾠl’opzione	
 ﾠdi	
 ﾠrestare	
 ﾠcon	
 ﾠil	
 ﾠsoftware	
 ﾠ
attuale;	
 ﾠ ma	
 ﾠ è	
 ﾠ necessario	
 ﾠ prendere	
 ﾠ in	
 ﾠ considerazione	
 ﾠ ulteriori	
 ﾠ elementi.	
 ﾠ Nel	
 ﾠ caso	
 ﾠ del	
 ﾠ
mantenimento	
 ﾠdel	
 ﾠsoftware	
 ﾠattuale	
 ﾠl’impatto	
 ﾠper	
 ﾠl’azienda	
 ﾠin	
 ﾠtermini	
 ﾠdi	
 ﾠrallentamento	
 ﾠdella	
 ﾠ
crescita	
 ﾠ è	
 ﾠ comunque	
 ﾠ di	
 ﾠ 2.000.000	
 ﾠ di	
 ﾠ euro	
 ﾠ in	
 ﾠ quanto	
 ﾠ già	
 ﾠ non	
 ﾠ soddisfa	
 ﾠ le	
 ﾠ esigenze	
 ﾠ attuali	
 ﾠ
dell’organizzazione.	
 ﾠ	
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 ﾠ
Il	
 ﾠdiagramma	
 ﾠad	
 ﾠalbero	
 ﾠriportato	
 ﾠin	
 ﾠseguito	
 ﾠintegra	
 ﾠqueste	
 ﾠultime	
 ﾠinformazioni	
 ﾠed	
 ﾠassocia	
 ﾠ
una	
 ﾠprobabilità	
 ﾠdi	
 ﾠaccadimento	
 ﾠa	
 ﾠciascun	
 ﾠcaso	
 ﾠdi	
 ﾠinsuccesso.	
 ﾠPertanto	
 ﾠil	
 ﾠvalore	
 ﾠmonetario	
 ﾠ
atteso	
 ﾠper	
 ﾠciascun	
 ﾠcaso	
 ﾠdi	
 ﾠinsuccesso	
 ﾠè:	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
• Sviluppo	
 ﾠin	
 ﾠcasa	
 ﾠdel	
 ﾠnuovo	
 ﾠsoftware:	
 ﾠeuro	
 ﾠ2.000.000	
 ﾠ*	
 ﾠ0,4	
 ﾠ=	
 ﾠeuro	
 ﾠ800.000	
 ﾠ
• Acquisto	
 ﾠall’esterno	
 ﾠdel	
 ﾠnuovo	
 ﾠsoftware:	
 ﾠeuro	
 ﾠ2.000.000	
 ﾠ*	
 ﾠ0,05	
 ﾠ=	
 ﾠeuro	
 ﾠ100.000	
 ﾠ
• Mantenimento	
 ﾠdell’attuale	
 ﾠlegacy	
 ﾠsoftware:	
 ﾠeuro	
 ﾠ2.000.000	
 ﾠ*	
 ﾠ1	
 ﾠ=	
 ﾠeuro	
 ﾠ2.000.000	
 ﾠ	
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Sommando	
 ﾠa	
 ﾠquesti	
 ﾠvalori	
 ﾠil	
 ﾠcosto	
 ﾠdi	
 ﾠimplementazione	
 ﾠsi	
 ﾠottiene	
 ﾠil	
 ﾠvalore	
 ﾠmonetario	
 ﾠatteso	
 ﾠ
complessivo	
 ﾠper	
 ﾠle	
 ﾠtre	
 ﾠopzioni:	
 ﾠ
• Sviluppo	
 ﾠin	
 ﾠcasa	
 ﾠdel	
 ﾠnuovo	
 ﾠsoftware:	
 ﾠeuro	
 ﾠ500.000	
 ﾠ+	
 ﾠeuro	
 ﾠ800.000	
 ﾠ=	
 ﾠeuro	
 ﾠ1.300.000	
 ﾠ
• Acquisto	
 ﾠall’esterno	
 ﾠdel	
 ﾠnuovo	
 ﾠsoftware:	
 ﾠeuro	
 ﾠ750.000	
 ﾠ+	
 ﾠeuro	
 ﾠ100.000	
 ﾠ=	
 ﾠeuro	
 ﾠ850.000	
 ﾠ
• Mantenimento	
 ﾠ dell’attuale	
 ﾠ legacy	
 ﾠ software:	
 ﾠ euro	
 ﾠ 100.000	
 ﾠ +	
 ﾠ euro	
 ﾠ 2.000.000	
 ﾠ =	
 ﾠ euro	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ
2.100.000	
 ﾠ
Nell’esempio	
 ﾠproposto	
 ﾠl’acquisto	
 ﾠdel	
 ﾠnuovo	
 ﾠsoftware	
 ﾠrappresenta	
 ﾠl’opzione	
 ﾠpiù	
 ﾠvantaggiosa	
 ﾠ
nonostante	
 ﾠl’investimento	
 ﾠiniziale	
 ﾠsia	
 ﾠpiù	
 ﾠelevato;	
 ﾠma	
 ﾠquesto	
 ﾠè	
 ﾠpossibile	
 ﾠstabilirlo	
 ﾠsolo	
 ﾠdopo	
 ﾠ
avere	
 ﾠapprofondito	
 ﾠtutte	
 ﾠle	
 ﾠpossibilità	
 ﾠed	
 ﾠaverle	
 ﾠconfrontate	
 ﾠtra	
 ﾠloro	
 ﾠin	
 ﾠmodo	
 ﾠomogeneo.	
 ﾠE	
 ﾠ
questo	
 ﾠè	
 ﾠappunto	
 ﾠil	
 ﾠruolo	
 ﾠdell’albero	
 ﾠdecisionale	
 ﾠe	
 ﾠdell’analisi	
 ﾠbasata	
 ﾠsu	
 ﾠdi	
 ﾠesso.	
 ﾠ
	
 ﾠ
	
 ﾠ
1.6.	
 ﾠAnalisi	
 ﾠMonte	
 ﾠCarlo	
 ﾠ
	
 ﾠ
L’attuale	
 ﾠ sviluppo	
 ﾠ dei	
 ﾠ computer	
 ﾠ e	
 ﾠ dei	
 ﾠ pacchetti	
 ﾠ software	
 ﾠ ha	
 ﾠ portato	
 ﾠ a	
 ﾠ una	
 ﾠ maggiore	
 ﾠ
diffusione	
 ﾠdella	
 ﾠsimulazione	
 ﾠMonte	
 ﾠCarlo	
 ﾠquale	
 ﾠimportante	
 ﾠstrumento	
 ﾠper	
 ﾠl’analisi	
 ﾠdel	
 ﾠrischio	
 ﾠ
di	
 ﾠun	
 ﾠprogetto.	
 ﾠAdatta	
 ﾠper	
 ﾠla	
 ﾠrisoluzione	
 ﾠdi	
 ﾠquestioni	
 ﾠcomplesse,	
 ﾠla	
 ﾠsimulazione	
 ﾠMonte	
 ﾠCarlo	
 ﾠ
riproduce	
 ﾠla	
 ﾠdistribuzione	
 ﾠprobabilistica	
 ﾠdi	
 ﾠvariabili	
 ﾠaleatorie,	
 ﾠcosì	
 ﾠda	
 ﾠimitare	
 ﾠla	
 ﾠcasualità	
 ﾠ
insita	
 ﾠnel	
 ﾠproblema	
 ﾠoriginale.	
 ﾠIn	
 ﾠquesto	
 ﾠmodo,	
 ﾠdalla	
 ﾠdistribuzione	
 ﾠstatistica	
 ﾠdei	
 ﾠrisultati	
 ﾠdelle	
 ﾠ
simulazioni	
 ﾠè	
 ﾠpossibile	
 ﾠtrarre	
 ﾠindicazioni	
 ﾠper	
 ﾠla	
 ﾠsoluzione	
 ﾠdi	
 ﾠproblemi	
 ﾠdecisionali	
 ﾠarticolati.	
 ﾠ
Per	
 ﾠ condurre	
 ﾠ un’analisi	
 ﾠ di	
 ﾠ simulazione,	
 ﾠ il	
 ﾠ primo	
 ﾠ passo	
 ﾠ consiste	
 ﾠ nel	
 ﾠ costruire	
 ﾠ un	
 ﾠ modello	
 ﾠ
analitico	
 ﾠche	
 ﾠrappresenti	
 ﾠla	
 ﾠreale	
 ﾠsituazione	
 ﾠdecisionale:	
 ﾠciò	
 ﾠpuò	
 ﾠrisultare	
 ﾠallo	
 ﾠstesso	
 ﾠtempo	
 ﾠ
relativamente	
 ﾠsemplice	
 ﾠquanto	
 ﾠmolto	
 ﾠcomplesso.	
 ﾠ
Il	
 ﾠsecondo	
 ﾠpasso	
 ﾠprevede,	
 ﾠinvece,	
 ﾠdi	
 ﾠricostruire	
 ﾠla	
 ﾠdistribuzione	
 ﾠdi	
 ﾠprobabilità	
 ﾠdi	
 ﾠciascuna	
 ﾠ
variabile	
 ﾠaleatoria	
 ﾠdel	
 ﾠmodello	
 ﾠsulla	
 ﾠbase	
 ﾠdi	
 ﾠdati	
 ﾠsoggettivi	
 ﾠo	
 ﾠstorici.	
 ﾠSi	
 ﾠpassa	
 ﾠcosì	
 ﾠa	
 ﾠgenerare	
 ﾠ
in	
 ﾠmodo	
 ﾠcasuale	
 ﾠun	
 ﾠinsieme	
 ﾠdi	
 ﾠvalori	
 ﾠin	
 ﾠingresso	
 ﾠdel	
 ﾠmodello	
 ﾠa	
 ﾠpartire	
 ﾠdalla	
 ﾠdistribuzione	
 ﾠdi	
 ﾠ
probabilità	
 ﾠ di	
 ﾠ ogni	
 ﾠ variabile	
 ﾠ aleatoria.	
 ﾠ Questo	
 ﾠ insieme	
 ﾠ viene	
 ﾠ in	
 ﾠ seguito	
 ﾠ utilizzato	
 ﾠ per	
 ﾠ
determinare	
 ﾠil	
 ﾠrisultato	
 ﾠdi	
 ﾠuna	
 ﾠsimulazione	
 ﾠdel	
 ﾠmodello.	
 ﾠDalla	
 ﾠripetizione	
 ﾠdi	
 ﾠquesto	
 ﾠprocesso	
 ﾠ
di	
 ﾠsimulazione	
 ﾠper	
 ﾠun	
 ﾠelevato	
 ﾠnumero	
 ﾠdi	
 ﾠvolte	
 ﾠè	
 ﾠpossibile	
 ﾠottenere	
 ﾠuna	
 ﾠserie	
 ﾠdi	
 ﾠrisultati	
 ﾠdei	
 ﾠ
vari	
 ﾠ esperimenti:	
 ﾠ questi	
 ﾠ risultati	
 ﾠ possono	
 ﾠ essere	
 ﾠ impiegati	
 ﾠ per	
 ﾠ ricostruire	
 ﾠ le	
 ﾠ frequenze	
 ﾠ
relative	
 ﾠ di	
 ﾠ uscita	
 ﾠ dei	
 ﾠ possibili	
 ﾠ valori	
 ﾠ dell’indicatore	
 ﾠ economico,	
 ﾠ che	
 ﾠ a	
 ﾠ loro	
 ﾠ volta	
 ﾠ possono	
 ﾠ
essere	
 ﾠutilizzate	
 ﾠper	
 ﾠrappresentare	
 ﾠla	
 ﾠdensità	
 ﾠdi	
 ﾠprobabilità	
 ﾠdell’indicatore,	
 ﾠe	
 ﾠottenere	
 ﾠcosì	
 ﾠ
una	
 ﾠdescrizione	
 ﾠstatistica	
 ﾠcompleta	
 ﾠ(per	
 ﾠquanto	
 ﾠapprossimata)	
 ﾠdel	
 ﾠproblema	
 ﾠin	
 ﾠesame.	
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Il	
 ﾠ metodo	
 ﾠ in	
 ﾠ questione	
 ﾠ è	
 ﾠ usato	
 ﾠ per	
 ﾠ trarre	
 ﾠ stime	
 ﾠ attraverso	
 ﾠ simulazioni:	
 ﾠ si	
 ﾠ basa	
 ﾠ su	
 ﾠ un	
 ﾠ
algoritmo	
 ﾠche	
 ﾠgenera	
 ﾠuna	
 ﾠserie	
 ﾠdi	
 ﾠnumeri	
 ﾠtra	
 ﾠloro	
 ﾠnon	
 ﾠcorrelati,	
 ﾠche	
 ﾠseguono	
 ﾠla	
 ﾠdistribuzione	
 ﾠ
di	
 ﾠprobabilità	
 ﾠche	
 ﾠsi	
 ﾠsuppone	
 ﾠabbia	
 ﾠil	
 ﾠfenomeno	
 ﾠda	
 ﾠindagare.	
 ﾠL'incorrelazione	
 ﾠtra	
 ﾠi	
 ﾠnumeri	
 ﾠè	
 ﾠ
assicurata	
 ﾠ da	
 ﾠ un	
 ﾠtest	
 ﾠ chi	
 ﾠ quadrato.	
 ﾠ La	
 ﾠ simulazione	
 ﾠ Monte	
 ﾠ Carlo	
 ﾠ calcola	
 ﾠ una	
 ﾠ serie	
 ﾠ di	
 ﾠ
realizzazioni	
 ﾠpossibili	
 ﾠdel	
 ﾠfenomeno	
 ﾠin	
 ﾠesame,	
 ﾠcon	
 ﾠil	
 ﾠpeso	
 ﾠproprio	
 ﾠdella	
 ﾠprobabilità	
 ﾠdi	
 ﾠtale	
 ﾠ
evenienza,	
 ﾠcercando	
 ﾠdi	
 ﾠesplorare	
 ﾠin	
 ﾠmodo	
 ﾠdenso	
 ﾠtutto	
 ﾠlo	
 ﾠspazio	
 ﾠdei	
 ﾠparametri	
 ﾠdel	
 ﾠfenomeno.	
 ﾠ
Una	
 ﾠ volta	
 ﾠ calcolato	
 ﾠ questo	
 ﾠ campione	
 ﾠ casuale,	
 ﾠ la	
 ﾠ simulazione	
 ﾠ esegue	
 ﾠ delle	
 ﾠ 'misure'	
 ﾠ delle	
 ﾠ
grandezze	
 ﾠdi	
 ﾠinteresse	
 ﾠsu	
 ﾠtale	
 ﾠcampione.	
 ﾠEssa	
 ﾠè	
 ﾠben	
 ﾠeseguita	
 ﾠse	
 ﾠil	
 ﾠvalore	
 ﾠmedio	
 ﾠdi	
 ﾠqueste	
 ﾠ
misure	
 ﾠsulle	
 ﾠrealizzazioni	
 ﾠdel	
 ﾠsistema	
 ﾠconverge	
 ﾠal	
 ﾠvalore	
 ﾠvero.	
 ﾠ	
 ﾠ
Da	
 ﾠ un	
 ﾠ altro	
 ﾠ punto	
 ﾠ di	
 ﾠ vista	
 ﾠ le	
 ﾠ simulazioni	
 ﾠ Monte	
 ﾠ Carlo	
 ﾠ non	
 ﾠ sono	
 ﾠ altro	
 ﾠ che	
 ﾠ una	
 ﾠ tecnica	
 ﾠ
numerica	
 ﾠ per	
 ﾠ calcolare	
 ﾠ integrali	
 ﾠ risalente	
 ﾠ alla	
 ﾠ metà	
 ﾠ degli	
 ﾠ anni	
 ﾠ 40	
 ﾠ e	
 ﾠ nata	
 ﾠ all'interno	
 ﾠ
del	
 ﾠProgetto	
 ﾠ Manhattan.	
 ﾠ I	
 ﾠ formalizzatori	
 ﾠ del	
 ﾠ metodo	
 ﾠ sono	
 ﾠEnrico	
 ﾠ Fermi,	
 ﾠJohn	
 ﾠ von	
 ﾠ
Neumann	
 ﾠe	
 ﾠStanisław	
 ﾠMarcin	
 ﾠUlam.	
 ﾠIl	
 ﾠnome	
 ﾠMonte	
 ﾠCarlo	
 ﾠfu	
 ﾠinventato	
 ﾠin	
 ﾠseguito	
 ﾠda	
 ﾠNicholas	
 ﾠ
Constantine	
 ﾠMetropolis	
 ﾠin	
 ﾠriferimento	
 ﾠalla	
 ﾠnota	
 ﾠtradizione	
 ﾠnei	
 ﾠgiochi	
 ﾠd'azzardo	
 ﾠdel	
 ﾠmini	
 ﾠstato	
 ﾠ
omonimo	
 ﾠnel	
 ﾠsud	
 ﾠdella	
 ﾠFrancia,	
 ﾠmentre	
 ﾠl'uso	
 ﾠdi	
 ﾠtecniche	
 ﾠbasate	
 ﾠsulla	
 ﾠselezione	
 ﾠdi	
 ﾠnumeri	
 ﾠ
casuale	
 ﾠè	
 ﾠcitato	
 ﾠgià	
 ﾠin	
 ﾠun	
 ﾠlavoro	
 ﾠdi	
 ﾠLord	
 ﾠKelvin	
 ﾠdel	
 ﾠ1901	
 ﾠed	
 ﾠin	
 ﾠalcuni	
 ﾠstudi	
 ﾠdi	
 ﾠWilliam	
 ﾠSealy	
 ﾠ
Gosset.	
 ﾠ L'efficienza	
 ﾠ di	
 ﾠ questo	
 ﾠ metodo	
 ﾠ aumenta	
 ﾠ rispetto	
 ﾠ agli	
 ﾠ altri	
 ﾠ metodi	
 ﾠ quando	
 ﾠ
la	
 ﾠdimensione	
 ﾠdel	
 ﾠproblema	
 ﾠcresce.	
 ﾠUn	
 ﾠprimo	
 ﾠesempio	
 ﾠdi	
 ﾠutilizzo	
 ﾠdel	
 ﾠmetodo	
 ﾠMonte	
 ﾠCarlo	
 ﾠè	
 ﾠ
rappresentato	
 ﾠ dall'esperimento	
 ﾠ dell'ago	
 ﾠ di	
 ﾠ Buffon	
 ﾠma	
 ﾠ forse	
 ﾠ il	
 ﾠ più	
 ﾠ noto	
 ﾠ utilizzo	
 ﾠ di	
 ﾠ tale	
 ﾠ
procedimento	
 ﾠrisale	
 ﾠad	
 ﾠEnrico	
 ﾠFermi,	
 ﾠquando	
 ﾠnel	
 ﾠ1930	
 ﾠusò	
 ﾠun	
 ﾠmetodo	
 ﾠcasuale	
 ﾠper	
 ﾠproblemi	
 ﾠ
di	
 ﾠtrasporto	
 ﾠneutronico.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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CAPITOLO	
 ﾠ2	
 ﾠ
Condizioni	
 ﾠDi	
 ﾠIncertezza	
 ﾠ
	
 ﾠ
Nell’analisi	
 ﾠ decisionale	
 ﾠ in	
 ﾠ condizioni	
 ﾠ di	
 ﾠ incertezza	
 ﾠ non	
 ﾠ sono	
 ﾠ disponibili	
 ﾠ dati	
 ﾠ certi	
 ﾠ
sull’argomento	
 ﾠin	
 ﾠesame	
 ﾠquindi	
 ﾠnon	
 ﾠè	
 ﾠpossibile	
 ﾠuna	
 ﾠmisura	
 ﾠprobabilistica	
 ﾠdegli	
 ﾠeventi	
 ﾠfuturi.	
 ﾠ
Si	
 ﾠ ricorre	
 ﾠ quindi	
 ﾠ ad	
 ﾠ altre	
 ﾠ tecniche	
 ﾠ che	
 ﾠ però	
 ﾠ presuppongono	
 ﾠ anche	
 ﾠ in	
 ﾠ questo	
 ﾠ caso	
 ﾠ alla	
 ﾠ
descrizione	
 ﾠdei	
 ﾠpossibili	
 ﾠscenari	
 ﾠfuturi	
 ﾠper	
 ﾠdeterminare	
 ﾠla	
 ﾠconvenienza	
 ﾠeconomica.	
 ﾠ
	
 ﾠ
	
 ﾠ
2.1.Criterio	
 ﾠmaximax	
 ﾠ
	
 ﾠ
Il	
 ﾠcriterio	
 ﾠmaximax	
 ﾠindica	
 ﾠuna	
 ﾠposizione	
 ﾠdel	
 ﾠtutto	
 ﾠottimistica	
 ﾠverso	
 ﾠgli	
 ﾠeventi	
 ﾠfuturi	
 ﾠnel	
 ﾠsenso	
 ﾠ
che	
 ﾠil	
 ﾠdecisore	
 ﾠsi	
 ﾠaspetta	
 ﾠche	
 ﾠsi	
 ﾠverifichi	
 ﾠla	
 ﾠmigliore	
 ﾠdi	
 ﾠtutte	
 ﾠle	
 ﾠipotesi:	
 ﾠla	
 ﾠscelta	
 ﾠmigliore	
 ﾠè	
 ﾠ
quella	
 ﾠ col	
 ﾠ guadagno	
 ﾠ monetario	
 ﾠ più	
 ﾠ alto	
 ﾠ rispetto	
 ﾠ a	
 ﾠ tutti	
 ﾠ gli	
 ﾠ altri	
 ﾠ stati	
 ﾠ di	
 ﾠ natura.	
 ﾠ Ciò	
 ﾠ
indipendentemente	
 ﾠdal	
 ﾠfatto	
 ﾠche	
 ﾠquesta	
 ﾠopzione	
 ﾠpossa	
 ﾠpresentare	
 ﾠgravi	
 ﾠperdite	
 ﾠse	
 ﾠnon	
 ﾠsi	
 ﾠ
verificasse	
 ﾠlo	
 ﾠstato	
 ﾠdi	
 ﾠnatura	
 ﾠottimale.	
 ﾠQuindi	
 ﾠutilizzando	
 ﾠquesto	
 ﾠmetodo	
 ﾠil	
 ﾠdecisore	
 ﾠdimostra	
 ﾠ
di	
 ﾠavere	
 ﾠuna	
 ﾠposizione	
 ﾠdi	
 ﾠmassima	
 ﾠpropensione	
 ﾠal	
 ﾠrischio.	
 ﾠ	
 ﾠIn	
 ﾠsimboli	
 ﾠil	
 ﾠcriterio	
 ﾠmaximax	
 ﾠ
viene	
 ﾠespresso	
 ﾠdalla	
 ﾠseguente	
 ﾠfunzione	
 ﾠdi	
 ﾠvalutazione	
 ﾠ
f(V)=maxi=1,2,…mmaxj=1,2,…nV(Di,Sj)	
 ﾠ
	
 ﾠ
Criterio	
 ﾠmaximax	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ f(V)	
 ﾠ
A	
 ﾠ 120	
 ﾠ 210	
 ﾠ 360	
 ﾠ 360	
 ﾠ
B	
 ﾠ 150	
 ﾠ 215	
 ﾠ 320	
 ﾠ 320	
 ﾠ
C	
 ﾠ 180	
 ﾠ 225	
 ﾠ 290	
 ﾠ 290	
 ﾠ
Tabella	
 ﾠ5	
 ﾠ
	
 ﾠ
Nel	
 ﾠnostro	
 ﾠcaso	
 ﾠrisulta	
 ﾠche	
 ﾠla	
 ﾠdecisione	
 ﾠA	
 ﾠè	
 ﾠottimale,	
 ﾠinfatti	
 ﾠil	
 ﾠsuo	
 ﾠguadagno	
 ﾠmonetario,	
 ﾠnel	
 ﾠ
caso	
 ﾠin	
 ﾠcui	
 ﾠla	
 ﾠrisposta	
 ﾠdel	
 ﾠmercato	
 ﾠrisulti	
 ﾠessere	
 ﾠalta,	
 ﾠè	
 ﾠmaggiore	
 ﾠdi	
 ﾠtutte	
 ﾠle	
 ﾠscelte	
 ﾠdegli	
 ﾠaltri	
 ﾠ
prodotti	
 ﾠe	
 ﾠanche	
 ﾠrispetto	
 ﾠa	
 ﾠtutti	
 ﾠgli	
 ﾠaltri	
 ﾠstati	
 ﾠdi	
 ﾠnatura.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ	
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 ﾠ
2.2.Criterio	
 ﾠmaximin	
 ﾠ
	
 ﾠ
Questo	
 ﾠcriterio	
 ﾠrappresenta	
 ﾠinvece	
 ﾠuna	
 ﾠvisione	
 ﾠcompletamente	
 ﾠopposta	
 ﾠalla	
 ﾠprima,	
 ﾠovvero	
 ﾠ	
 ﾠ
del	
 ﾠtutto	
 ﾠpessimistica	
 ﾠda	
 ﾠparte	
 ﾠdel	
 ﾠdecisore:	
 ﾠla	
 ﾠdecisione	
 ﾠmigliore	
 ﾠè	
 ﾠquella	
 ﾠche	
 ﾠmassimizza	
 ﾠil	
 ﾠ
guadagno	
 ﾠmonetario	
 ﾠpiù	
 ﾠsfavorevole	
 ﾠrispetto	
 ﾠa	
 ﾠtutti	
 ﾠgli	
 ﾠstati	
 ﾠdi	
 ﾠnatura.	
 ﾠÈ	
 ﾠuna	
 ﾠposizione	
 ﾠdi	
 ﾠ
avversione	
 ﾠal	
 ﾠrischio.	
 ﾠIn	
 ﾠsimboli	
 ﾠ
f(V)=maxi=1,2,…mminj=1,2,…nV(Di,Sj)	
 ﾠ
	
 ﾠ
Criterio	
 ﾠmaximin	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ f(V)	
 ﾠ
A	
 ﾠ 	
 ﾠ	
 ﾠ120	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ210	
 ﾠ 360	
 ﾠ 120	
 ﾠ
B	
 ﾠ 	
 ﾠ	
 ﾠ150	
 ﾠ 	
 ﾠ	
 ﾠ215	
 ﾠ 320	
 ﾠ 150	
 ﾠ
C	
 ﾠ 	
 ﾠ	
 ﾠ180	
 ﾠ 	
 ﾠ	
 ﾠ225	
 ﾠ 290	
 ﾠ 180	
 ﾠ
Tabella	
 ﾠ6	
 ﾠ
Nell’esempio	
 ﾠla	
 ﾠsoluzione	
 ﾠottima	
 ﾠrisulta	
 ﾠessere	
 ﾠla	
 ﾠC.	
 ﾠ
	
 ﾠ
	
 ﾠ
2.3.Criterio	
 ﾠdel	
 ﾠrealismo	
 ﾠ
	
 ﾠ
Il	
 ﾠcriterio	
 ﾠdel	
 ﾠrealismo	
 ﾠrappresenta	
 ﾠuna	
 ﾠmediazione	
 ﾠtra	
 ﾠi	
 ﾠdue	
 ﾠcriteri	
 ﾠappena	
 ﾠvisti,	
 ﾠcercando	
 ﾠun	
 ﾠ
compromesso	
 ﾠ tra	
 ﾠ una	
 ﾠ visione	
 ﾠ di	
 ﾠ massima	
 ﾠ propensione	
 ﾠ ed	
 ﾠ una	
 ﾠ di	
 ﾠ massima	
 ﾠ avversione	
 ﾠ al	
 ﾠ
rischio:	
 ﾠla	
 ﾠdecisione	
 ﾠmigliore	
 ﾠè	
 ﾠquella	
 ﾠche	
 ﾠmassimizza	
 ﾠuna	
 ﾠcombinazione	
 ﾠlineare	
 ﾠconvessa	
 ﾠdel	
 ﾠ
guadagno	
 ﾠpiù	
 ﾠalto	
 ﾠe	
 ﾠquello	
 ﾠpiù	
 ﾠbasso	
 ﾠsecondo	
 ﾠla	
 ﾠformula	
 ﾠ
f(V)=𝗼	
 ﾠmaxi=1,2,…mmaxi=1,2,…n	
 ﾠV(Di,Sj)+(1-ﾭ‐𝗼)	
 ﾠmaxi=1,2,…mmini=1,2,…n	
 ﾠV(Di,Sj)	
 ﾠ
È	
 ﾠchiaro	
 ﾠdunque	
 ﾠche	
 ﾠil	
 ﾠrisultato	
 ﾠdipende	
 ﾠdal	
 ﾠparametro	
 ﾠ𝗼,	
 ﾠil	
 ﾠquale	
 ﾠha	
 ﾠun	
 ﾠvalore	
 ﾠcompreso	
 ﾠtra	
 ﾠ
0	
 ﾠe	
 ﾠ1.	
 ﾠIn	
 ﾠparticolare	
 ﾠquando	
 ﾠα=1	
 ﾠsi	
 ﾠha	
 ﾠun	
 ﾠatteggiamento	
 ﾠtotalmente	
 ﾠpropenso	
 ﾠal	
 ﾠrischio,	
 ﾠcon	
 ﾠ
α=0	
 ﾠ un	
 ﾠ atteggiamento	
 ﾠ di	
 ﾠ avversione	
 ﾠ completa	
 ﾠ al	
 ﾠ rischio,	
 ﾠ mentre	
 ﾠ con	
 ﾠ α=0.5	
 ﾠ si	
 ﾠ ha	
 ﾠ una	
 ﾠ
posizione	
 ﾠintermedia	
 ﾠtra	
 ﾠavversione	
 ﾠe	
 ﾠpropensione	
 ﾠal	
 ﾠrischio.	
 ﾠ
Ponendo	
 ﾠad	
 ﾠesempio	
 ﾠ𝗼=0.3,	
 ﾠquindi	
 ﾠcon	
 ﾠun	
 ﾠatteggiamento	
 ﾠdi	
 ﾠmoderata	
 ﾠavversione	
 ﾠal	
 ﾠrischio,	
 ﾠ
si	
 ﾠottengono	
 ﾠi	
 ﾠseguenti	
 ﾠvalori:	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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 ﾠ
Criterio	
 ﾠdel	
 ﾠrealismo	
 ﾠ(α=0.3)	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ f(V)	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠA	
 ﾠ 120	
 ﾠ 	
 ﾠ210	
 ﾠ 360	
 ﾠ 192	
 ﾠ
B	
 ﾠ 150	
 ﾠ 	
 ﾠ215	
 ﾠ 320	
 ﾠ 201	
 ﾠ
C	
 ﾠ 180	
 ﾠ 	
 ﾠ225	
 ﾠ 290	
 ﾠ 213	
 ﾠ
Tabella	
 ﾠ7	
 ﾠ
	
 ﾠ
Quindi	
 ﾠconverrebbe	
 ﾠl’opzione	
 ﾠdel	
 ﾠprodotto	
 ﾠC.	
 ﾠ
Già	
 ﾠcon	
 ﾠα=0.5	
 ﾠperò,	
 ﾠsi	
 ﾠottiene	
 ﾠun	
 ﾠrisultato	
 ﾠcompletamente	
 ﾠdiverso	
 ﾠda	
 ﾠquello	
 ﾠappena	
 ﾠtrovato,	
 ﾠ
quindi	
 ﾠè	
 ﾠmolto	
 ﾠimportante	
 ﾠscegliere	
 ﾠadeguatamente	
 ﾠil	
 ﾠvalore	
 ﾠdel	
 ﾠparametro	
 ﾠper	
 ﾠrispecchiare	
 ﾠ
al	
 ﾠmeglio	
 ﾠl’atteggiamento	
 ﾠvoluto	
 ﾠnei	
 ﾠconfronti	
 ﾠdel	
 ﾠrischio.	
 ﾠInfatti	
 ﾠin	
 ﾠquesto	
 ﾠcaso	
 ﾠrisulta:	
 ﾠ
	
 ﾠ
Criterio	
 ﾠdel	
 ﾠrealismo	
 ﾠ(α=0.5)	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ f(V)	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠA	
 ﾠ 120	
 ﾠ 210	
 ﾠ 360	
 ﾠ 240	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠB	
 ﾠ 150	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ215	
 ﾠ 320	
 ﾠ 235	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠC	
 ﾠ 180	
 ﾠ 225	
 ﾠ 290	
 ﾠ 235	
 ﾠ
Tabella	
 ﾠ8	
 ﾠ
	
 ﾠ
In	
 ﾠquesto	
 ﾠcaso	
 ﾠla	
 ﾠscelta	
 ﾠmigliore	
 ﾠsarebbe	
 ﾠpuntare	
 ﾠsul	
 ﾠprodotto	
 ﾠA.	
 ﾠ
	
 ﾠ
	
 ﾠ
2.4.Criterio	
 ﾠdi	
 ﾠequiprobabilità	
 ﾠ
	
 ﾠ
È	
 ﾠil	
 ﾠmetodo	
 ﾠche	
 ﾠforse	
 ﾠpiù	
 ﾠspesso	
 ﾠviene	
 ﾠutilizzato.	
 ﾠSi	
 ﾠbasa	
 ﾠsul	
 ﾠprincipio	
 ﾠdi	
 ﾠLaplace	
 ﾠche	
 ﾠconsiste	
 ﾠ
nell’attribuire	
 ﾠla	
 ﾠmedesima	
 ﾠprobabilità	
 ﾠdi	
 ﾠverificarsi	
 ﾠa	
 ﾠtutti	
 ﾠgli	
 ﾠeventi	
 ﾠfuturi.	
 ﾠÈ	
 ﾠuna	
 ﾠposizione	
 ﾠ
di	
 ﾠneutralità	
 ﾠo	
 ﾠindifferenza	
 ﾠdel	
 ﾠdecisore	
 ﾠrispetto	
 ﾠal	
 ﾠrischio.	
 ﾠDal	
 ﾠpunto	
 ﾠdi	
 ﾠvista	
 ﾠteorico,	
 ﾠquesto	
 ﾠ
criterio	
 ﾠ può	
 ﾠ essere	
 ﾠ ricondotto	
 ﾠ all’analisi	
 ﾠ decisionale	
 ﾠ in	
 ﾠ condizioni	
 ﾠ di	
 ﾠ rischio,	
 ﾠ mediante	
 ﾠ
l’attribuzione	
 ﾠdi	
 ﾠprobabilità	
 ﾠ
P(Sj)=1/n	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠj=1,2,…n	
 ﾠ
Anche	
 ﾠin	
 ﾠquesto	
 ﾠcaso	
 ﾠla	
 ﾠdecisione	
 ﾠottima	
 ﾠè	
 ﾠquella	
 ﾠche	
 ﾠmassimizza	
 ﾠil	
 ﾠvalore	
 ﾠatteso	
 ﾠmonetario.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ	
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 ﾠ
Criterio	
 ﾠdell’equiprobabilità	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ f(V)	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠA	
 ﾠ 120	
 ﾠ 210	
 ﾠ 360	
 ﾠ 227.7	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠB	
 ﾠ 150	
 ﾠ 215	
 ﾠ 320	
 ﾠ 226.05	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠC	
 ﾠ 180	
 ﾠ 225	
 ﾠ 290	
 ﾠ 229.35	
 ﾠ
P(Dj)	
 ﾠ 0.33	
 ﾠ 0.33	
 ﾠ 0.33	
 ﾠ 	
 ﾠ
Tabella	
 ﾠ9	
 ﾠ
	
 ﾠ
Quindi	
 ﾠ il	
 ﾠ prodotto	
 ﾠ la	
 ﾠ decisione	
 ﾠ migliore	
 ﾠ ricadrebbe	
 ﾠ sul	
 ﾠ prodotto	
 ﾠ C,	
 ﾠ anche	
 ﾠ se	
 ﾠ in	
 ﾠ questo	
 ﾠ
specifico	
 ﾠcaso	
 ﾠil	
 ﾠvalore	
 ﾠatteso	
 ﾠmonetario	
 ﾠdelle	
 ﾠtre	
 ﾠscelte	
 ﾠrisulta	
 ﾠmolto	
 ﾠsimile.	
 ﾠ
	
 ﾠ
2.5.Criterio	
 ﾠminimax	
 ﾠ
	
 ﾠ
Questo	
 ﾠcriterio	
 ﾠseleziona	
 ﾠla	
 ﾠdecisione	
 ﾠche	
 ﾠrende	
 ﾠminima	
 ﾠla	
 ﾠmassima	
 ﾠperdita	
 ﾠdi	
 ﾠopportunità.	
 ﾠ
Anche	
 ﾠquesta	
 ﾠtecnica	
 ﾠindica	
 ﾠuna	
 ﾠposizione	
 ﾠdi	
 ﾠavversione	
 ﾠa	
 ﾠrischio.	
 ﾠIn	
 ﾠquesto	
 ﾠcaso	
 ﾠnon	
 ﾠsi	
 ﾠcerca	
 ﾠ
di	
 ﾠ limitare	
 ﾠ la	
 ﾠ perdita	
 ﾠ in	
 ﾠ assoluto,	
 ﾠ ma	
 ﾠ la	
 ﾠ possibilità	
 ﾠ che	
 ﾠ dopo	
 ﾠ aver	
 ﾠ fatto	
 ﾠ una	
 ﾠ scelta	
 ﾠ in	
 ﾠ un	
 ﾠ
determinato	
 ﾠstato	
 ﾠdi	
 ﾠnatura,	
 ﾠessa	
 ﾠnon	
 ﾠsi	
 ﾠriveli	
 ﾠessere	
 ﾠla	
 ﾠmigliore	
 ﾠin	
 ﾠquel	
 ﾠdeterminato	
 ﾠscenario.	
 ﾠ
In	
 ﾠsimboli	
 ﾠ
f(V)=mini=1,2,…mmaxj=1,2,…nL(Di,Sj)	
 ﾠ
	
 ﾠ
Criterio	
 ﾠminimax	
 ﾠ
	
 ﾠ BASSA	
 ﾠ MEDIA	
 ﾠ ALTA	
 ﾠ f(V)	
 ﾠ
A	
 ﾠ 60	
 ﾠ 15	
 ﾠ 0	
 ﾠ 60	
 ﾠ
B	
 ﾠ 30	
 ﾠ 10	
 ﾠ 40	
 ﾠ 40	
 ﾠ
C	
 ﾠ 0	
 ﾠ 0	
 ﾠ 70	
 ﾠ 70	
 ﾠ
Tabella	
 ﾠ10	
 ﾠ
In	
 ﾠquesto	
 ﾠcaso	
 ﾠla	
 ﾠscelta	
 ﾠmigliore	
 ﾠrisulta	
 ﾠessere	
 ﾠla	
 ﾠB.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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 ﾠ
2.6.Confronto	
 ﾠfra	
 ﾠle	
 ﾠtecniche	
 ﾠ
	
 ﾠ
Si	
 ﾠ può	
 ﾠ subito	
 ﾠ notare	
 ﾠ che	
 ﾠ l’utilizzo	
 ﾠ delle	
 ﾠ varie	
 ﾠ tecniche	
 ﾠ ha	
 ﾠ portato	
 ﾠ ad	
 ﾠ ottenere	
 ﾠ risultati	
 ﾠ
completamente	
 ﾠdiversi	
 ﾠtra	
 ﾠloro	
 ﾠe	
 ﾠspesso	
 ﾠcontraddittori:	
 ﾠla	
 ﾠsoluzione	
 ﾠottima	
 ﾠcon	
 ﾠun	
 ﾠcriterio	
 ﾠ
può	
 ﾠinfatti	
 ﾠrisultare	
 ﾠla	
 ﾠpeggiore	
 ﾠcon	
 ﾠun	
 ﾠaltro	
 ﾠmetodo.	
 ﾠQuindi	
 ﾠsi	
 ﾠripropone	
 ﾠil	
 ﾠproblema	
 ﾠdella	
 ﾠ
scelta	
 ﾠdi	
 ﾠun’opzione	
 ﾠmigliore	
 ﾠnell’analisi	
 ﾠdecisionale.	
 ﾠIn	
 ﾠrealtà	
 ﾠnon	
 ﾠc’è	
 ﾠuna	
 ﾠsoluzione	
 ﾠunica	
 ﾠe	
 ﾠ
diretta,	
 ﾠinfatti	
 ﾠoperando	
 ﾠin	
 ﾠcondizioni	
 ﾠdi	
 ﾠestrema	
 ﾠincertezza	
 ﾠcome	
 ﾠnei	
 ﾠcasi	
 ﾠappena	
 ﾠanalizzati,	
 ﾠ
è	
 ﾠragionevole	
 ﾠpensare	
 ﾠche	
 ﾠnon	
 ﾠvi	
 ﾠsia	
 ﾠun	
 ﾠmetodo	
 ﾠ“migliore”	
 ﾠin	
 ﾠassoluto	
 ﾠche	
 ﾠci	
 ﾠpermetta	
 ﾠdi	
 ﾠ
indicare	
 ﾠ l’alternativa	
 ﾠ che	
 ﾠ offre	
 ﾠ i	
 ﾠ risultati	
 ﾠ ottimi.	
 ﾠ L’esistenza	
 ﾠ di	
 ﾠ questo	
 ﾠ ipotetico	
 ﾠ criterio	
 ﾠ
perfetto	
 ﾠimplicherebbe	
 ﾠil	
 ﾠfatto	
 ﾠche	
 ﾠin	
 ﾠrealtà	
 ﾠnon	
 ﾠsi	
 ﾠsta	
 ﾠoperando	
 ﾠin	
 ﾠcondizioni	
 ﾠd’incertezza.	
 ﾠ	
 ﾠ
Ciascuna	
 ﾠtecnica	
 ﾠpermette	
 ﾠtuttavia	
 ﾠdi	
 ﾠindividuare	
 ﾠl’alternativa	
 ﾠda	
 ﾠpreferire	
 ﾠin	
 ﾠrelazione	
 ﾠai	
 ﾠ
criteri	
 ﾠo	
 ﾠai	
 ﾠprincipi	
 ﾠalla	
 ﾠbase	
 ﾠdella	
 ﾠdecisione.	
 ﾠTutti	
 ﾠi	
 ﾠmetodi	
 ﾠdi	
 ﾠvalutazione	
 ﾠdescritti	
 ﾠnon	
 ﾠsono	
 ﾠ
in	
 ﾠrealtà	
 ﾠdelle	
 ﾠtecniche	
 ﾠsempre	
 ﾠvalide	
 ﾠin	
 ﾠqualsiasi	
 ﾠcondizione;	
 ﾠpiuttosto	
 ﾠil	
 ﾠloro	
 ﾠuso	
 ﾠconsente	
 ﾠ
di	
 ﾠindividuare	
 ﾠla	
 ﾠdecisione	
 ﾠda	
 ﾠassumere	
 ﾠin	
 ﾠcoerenza	
 ﾠcon	
 ﾠil	
 ﾠcriterio	
 ﾠo	
 ﾠil	
 ﾠprincipio	
 ﾠche	
 ﾠtale	
 ﾠ
scelta	
 ﾠdovrebbe	
 ﾠguidare.	
 ﾠ	
 ﾠ
Nel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠil	
 ﾠdecisore	
 ﾠsia	
 ﾠguidato	
 ﾠda	
 ﾠuna	
 ﾠvisione	
 ﾠdi	
 ﾠpropensione	
 ﾠverso	
 ﾠil	
 ﾠrischio	
 ﾠe	
 ﾠmagari	
 ﾠ
preferisce	
 ﾠ privilegiare	
 ﾠ investimenti	
 ﾠ che	
 ﾠ rendono	
 ﾠ di	
 ﾠ più	
 ﾠ anche	
 ﾠ a	
 ﾠ fronte	
 ﾠ di	
 ﾠ eventuali	
 ﾠ
condizioni	
 ﾠdi	
 ﾠperdite,	
 ﾠpotrebbe	
 ﾠvenire	
 ﾠadottata	
 ﾠla	
 ﾠtecnica	
 ﾠmaximax.	
 ﾠViceversa,	
 ﾠl’approccio	
 ﾠ
maximin	
 ﾠconsente	
 ﾠdi	
 ﾠridurre	
 ﾠal	
 ﾠminimo	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠperdita	
 ﾠanche	
 ﾠa	
 ﾠcosto	
 ﾠdi	
 ﾠrinunciare	
 ﾠa	
 ﾠ
maggiori	
 ﾠopportunità	
 ﾠdi	
 ﾠprofitto.	
 ﾠLa	
 ﾠtecnica	
 ﾠdel	
 ﾠpentimento	
 ﾠminimax	
 ﾠassume	
 ﾠin	
 ﾠparte	
 ﾠuna	
 ﾠ
visione	
 ﾠpessimistica	
 ﾠdel	
 ﾠfuturo	
 ﾠe	
 ﾠdi	
 ﾠavversione	
 ﾠverso	
 ﾠil	
 ﾠrischio,	
 ﾠma	
 ﾠin	
 ﾠquesto	
 ﾠcaso	
 ﾠl’obiettivo	
 ﾠ
è	
 ﾠpiù	
 ﾠche	
 ﾠaltro	
 ﾠquello	
 ﾠdi	
 ﾠminimizzare	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠfare	
 ﾠuna	
 ﾠscelta	
 ﾠdi	
 ﾠcui	
 ﾠci	
 ﾠsi	
 ﾠpossa	
 ﾠpentire	
 ﾠin	
 ﾠ
futuro.	
 ﾠIl	
 ﾠcriterio	
 ﾠdel	
 ﾠrealismo	
 ﾠconsente	
 ﾠdi	
 ﾠadattare	
 ﾠla	
 ﾠpropria	
 ﾠscelta	
 ﾠad	
 ﾠun	
 ﾠprecisa	
 ﾠvisione	
 ﾠ
che	
 ﾠpuò	
 ﾠmediare	
 ﾠarbitrariamente	
 ﾠtra	
 ﾠpropensione	
 ﾠed	
 ﾠavversione	
 ﾠal	
 ﾠrischio.	
 ﾠQuesta	
 ﾠtecnica	
 ﾠ
può	
 ﾠessere	
 ﾠutile	
 ﾠanche	
 ﾠper	
 ﾠmisurare	
 ﾠla	
 ﾠsensibilità	
 ﾠo	
 ﾠla	
 ﾠrobustezza	
 ﾠdella	
 ﾠscelta	
 ﾠa	
 ﾠfronte	
 ﾠdi	
 ﾠun	
 ﾠ
diverso	
 ﾠgrado	
 ﾠdi	
 ﾠpropensione	
 ﾠal	
 ﾠrischio.	
 ﾠSe	
 ﾠinfatti	
 ﾠusando	
 ﾠl’equazione	
 ﾠ	
 ﾠ	
 ﾠ
	
 ﾠ
f(V)=𝗼	
 ﾠmaxi=1,2,…mmaxi=1,2,…n	
 ﾠV(Di,Sj)+(1-ﾭ‐𝗼)	
 ﾠmaxi=1,2,…mmini=1,2,…n	
 ﾠV(Di,Sj)	
 ﾠ
	
 ﾠ
del	
 ﾠcriterio	
 ﾠdel	
 ﾠrealismo	
 ﾠcon	
 ﾠdiversi	
 ﾠvalori	
 ﾠdi	
 ﾠ𝗼	
 ﾠ(oppure	
 ﾠcon	
 ﾠ𝗼	
 ﾠvariabile	
 ﾠin	
 ﾠun	
 ﾠintervallo	
 ﾠ
abbastanza	
 ﾠampio)	
 ﾠla	
 ﾠscelta	
 ﾠdovesse	
 ﾠrimanere	
 ﾠcomunque	
 ﾠla	
 ﾠstessa,	
 ﾠsignificherebbe	
 ﾠche	
 ﾠla	
 ﾠ
decisione	
 ﾠassunta	
 ﾠtende	
 ﾠa	
 ﾠnon	
 ﾠmodificarsi	
 ﾠanche	
 ﾠa	
 ﾠfronte	
 ﾠdi	
 ﾠuna	
 ﾠdiversa	
 ﾠindicazione	
 ﾠdella	
 ﾠ
propensione	
 ﾠal	
 ﾠrischio,	
 ﾠil	
 ﾠche	
 ﾠpuò	
 ﾠsupportare	
 ﾠulteriormente	
 ﾠla	
 ﾠscelta	
 ﾠdel	
 ﾠdecisore.	
 ﾠ
	
 ﾠ	
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 ﾠ
Infine	
 ﾠ si	
 ﾠ può	
 ﾠ anche	
 ﾠ pensare	
 ﾠ di	
 ﾠ applicare	
 ﾠ una	
 ﾠ o	
 ﾠ più	
 ﾠ delle	
 ﾠ tecniche	
 ﾠ viste	
 ﾠ traendo	
 ﾠ delle	
 ﾠ
conclusioni	
 ﾠutili	
 ﾠai	
 ﾠfini	
 ﾠdella	
 ﾠdecisione.	
 ﾠSi	
 ﾠpotrebbe	
 ﾠquindi	
 ﾠcreare	
 ﾠuna	
 ﾠspecie	
 ﾠdi	
 ﾠclassifica	
 ﾠ
nella	
 ﾠquale	
 ﾠsi	
 ﾠfavoriscono	
 ﾠle	
 ﾠscelte	
 ﾠche	
 ﾠappaiono	
 ﾠmigliori	
 ﾠin	
 ﾠpiù	
 ﾠmetodi.	
 ﾠSi	
 ﾠpotrebbe	
 ﾠinoltre	
 ﾠ
pensare,	
 ﾠper	
 ﾠproblemi	
 ﾠdecisionali	
 ﾠpiù	
 ﾠcomplessi	
 ﾠcon	
 ﾠmolte	
 ﾠalternative,	
 ﾠdi	
 ﾠvalutare	
 ﾠnon	
 ﾠsolo	
 ﾠ
le	
 ﾠdecisioni	
 ﾠmigliori	
 ﾠper	
 ﾠogni	
 ﾠsingolo	
 ﾠcriterio	
 ﾠdi	
 ﾠscelta,	
 ﾠma	
 ﾠdi	
 ﾠtener	
 ﾠconto	
 ﾠdel	
 ﾠ“piazzamento”	
 ﾠ
di	
 ﾠtutte	
 ﾠle	
 ﾠpossibili	
 ﾠdecisioni	
 ﾠcosì	
 ﾠda	
 ﾠattribuire	
 ﾠun	
 ﾠpunteggio	
 ﾠatto	
 ﾠa	
 ﾠvalorizzare	
 ﾠanche	
 ﾠle	
 ﾠ
opzioni	
 ﾠ che	
 ﾠ magari	
 ﾠ risultano	
 ﾠ “quasi”	
 ﾠ ottime	
 ﾠ secondo	
 ﾠ molte	
 ﾠ tecniche	
 ﾠ piuttosto	
 ﾠ a	
 ﾠ delle	
 ﾠ
possibilità	
 ﾠche	
 ﾠmagari	
 ﾠrisultano	
 ﾠmigliori	
 ﾠper	
 ﾠun	
 ﾠcriterio	
 ﾠdi	
 ﾠscelta	
 ﾠe	
 ﾠpessime	
 ﾠper	
 ﾠaltri.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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 ﾠ
CAPITOLO	
 ﾠ3	
 ﾠ
Funzioni	
 ﾠdi	
 ﾠUtilità	
 ﾠ
	
 ﾠ
Parliamo	
 ﾠora	
 ﾠdel	
 ﾠconcetto	
 ﾠdi	
 ﾠutilità	
 ﾠe	
 ﾠdi	
 ﾠfunzione	
 ﾠdi	
 ﾠutilità.	
 ﾠFinora	
 ﾠsi	
 ﾠè	
 ﾠparlato	
 ﾠdi	
 ﾠscelta	
 ﾠfra	
 ﾠ
alternative	
 ﾠper	
 ﾠdefinire	
 ﾠla	
 ﾠpiù	
 ﾠconveniente	
 ﾠe	
 ﾠquella	
 ﾠche	
 ﾠporta	
 ﾠil	
 ﾠmaggiore	
 ﾠguadagno.	
 ﾠCiò	
 ﾠ
sottintende	
 ﾠil	
 ﾠconcetto	
 ﾠdi	
 ﾠ“utilità”,	
 ﾠche	
 ﾠin	
 ﾠrealtà	
 ﾠpuò	
 ﾠessere	
 ﾠapprofondito	
 ﾠin	
 ﾠmaniera	
 ﾠpiù	
 ﾠ
ampia	
 ﾠe	
 ﾠpuò	
 ﾠvariare	
 ﾠmolto	
 ﾠda	
 ﾠpersona	
 ﾠa	
 ﾠpersona.	
 ﾠ
Possiamo	
 ﾠ definire	
 ﾠ come	
 ﾠ funzione	
 ﾠ d’utilità	
 ﾠ una	
 ﾠ qualsiasi	
 ﾠ funzione	
 ﾠ u	
 ﾠ che	
 ﾠ associa	
 ﾠ ad	
 ﾠ ogni	
 ﾠ
risultato	
 ﾠx	
 ﾠappartenente	
 ﾠad	
 ﾠun	
 ﾠinsieme	
 ﾠX	
 ﾠun	
 ﾠnumero	
 ﾠper	
 ﾠindicare	
 ﾠil	
 ﾠlivello	
 ﾠdi	
 ﾠsoddisfazione	
 ﾠ
procurato	
 ﾠ da	
 ﾠ tale	
 ﾠ risultato	
 ﾠ al	
 ﾠ decisore	
 ﾠ in	
 ﾠ modo	
 ﾠ tale	
 ﾠ che	
 ﾠ i	
 ﾠ numeri	
 ﾠ reali	
 ﾠ maggiori	
 ﾠ
corrispondano	
 ﾠai	
 ﾠrisultati	
 ﾠpiù	
 ﾠgraditi.	
 ﾠIn	
 ﾠpoche	
 ﾠparole	
 ﾠassocia	
 ﾠvalori	
 ﾠpiù	
 ﾠalti	
 ﾠa	
 ﾠrisultati	
 ﾠpiù	
 ﾠ
graditi.	
 ﾠ
Si	
 ﾠpossono	
 ﾠdistinguere	
 ﾠdue	
 ﾠmodi	
 ﾠdiversi	
 ﾠdi	
 ﾠintendere	
 ﾠl’utilità:	
 ﾠ
•  utilità	
 ﾠ ordinale:	
 ﾠ le	
 ﾠ differenze	
 ﾠ tra	
 ﾠ le	
 ﾠ utilità	
 ﾠ dei	
 ﾠ risultati	
 ﾠ indicano	
 ﾠ soltanto	
 ﾠ l’ordine	
 ﾠ di	
 ﾠ
preferenza	
 ﾠdel	
 ﾠdecisore.	
 ﾠ
•  utilità	
 ﾠcardinale:	
 ﾠle	
 ﾠdifferenze	
 ﾠtra	
 ﾠle	
 ﾠutilità	
 ﾠesprimono	
 ﾠanche	
 ﾠdi	
 ﾠquanto	
 ﾠaumenta	
 ﾠil	
 ﾠgrado	
 ﾠdi	
 ﾠ
soddisfazione	
 ﾠpassando	
 ﾠda	
 ﾠun	
 ﾠrisultato	
 ﾠad	
 ﾠun	
 ﾠaltro.	
 ﾠIn	
 ﾠquesto	
 ﾠcaso	
 ﾠperò	
 ﾠnon	
 ﾠsono	
 ﾠi	
 ﾠvalori	
 ﾠ
assoluti	
 ﾠ delle	
 ﾠ differenze	
 ﾠ ad	
 ﾠ avere	
 ﾠ rilievo,	
 ﾠ quanto	
 ﾠ i	
 ﾠ rapporti	
 ﾠ (quozienti)	
 ﾠ tra	
 ﾠ le	
 ﾠ differenze	
 ﾠ
stesse.	
 ﾠ
	
 ﾠ
	
 ﾠ
3.1.Utilità	
 ﾠordinale	
 ﾠ	
 ﾠ
	
 ﾠ
Consideriamo	
 ﾠ un	
 ﾠ insieme	
 ﾠ X	
 ﾠ di	
 ﾠ risultati	
 ﾠ certi	
 ﾠ e	
 ﾠ supponiamo	
 ﾠ che	
 ﾠ per	
 ﾠ qualsiasi	
 ﾠ coppia	
 ﾠ di	
 ﾠ
elementi	
 ﾠx1	
 ﾠe	
 ﾠx2	
 ﾠappartenenti	
 ﾠall’insieme	
 ﾠX	
 ﾠun	
 ﾠdecisore	
 ﾠsia	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠesprimere	
 ﾠgiudizi	
 ﾠdi	
 ﾠ
preferenza	
 ﾠper	
 ﾠx1	
 ﾠrispetto	
 ﾠa	
 ﾠx2	
 ﾠ(in	
 ﾠsimboli	
 ﾠx2	
 ﾠ{	
 ﾠx1)	
 ﾠo	
 ﾠviceversa	
 ﾠdi	
 ﾠx2	
 ﾠrispetto	
 ﾠa	
 ﾠx1	
 ﾠ(	
 ﾠin	
 ﾠsimboli	
 ﾠ
x1	
 ﾠ{	
 ﾠx2	
 ﾠ)	
 ﾠoppure	
 ﾠessere	
 ﾠindifferente	
 ﾠalla	
 ﾠscelta	
 ﾠtra	
 ﾠi	
 ﾠdue	
 ﾠelementi	
 ﾠ(x1~	
 ﾠx2).	
 ﾠInoltre	
 ﾠsi	
 ﾠsuppone	
 ﾠ
che	
 ﾠvalga	
 ﾠla	
 ﾠproprietà	
 ﾠtransitiva,	
 ﾠovvero	
 ﾠse	
 ﾠil	
 ﾠdecisore	
 ﾠpreferisce	
 ﾠun	
 ﾠelemento	
 ﾠx1	
 ﾠad	
 ﾠuno	
 ﾠx2	
 ﾠe	
 ﾠ
che	
 ﾠcontemporaneamente	
 ﾠpreferisce	
 ﾠun	
 ﾠterzo	
 ﾠelemento	
 ﾠx3	
 ﾠrispetto	
 ﾠad	
 ﾠx1	
 ﾠallora	
 ﾠper	
 ﾠcoerenza	
 ﾠ
preferisce	
 ﾠl’elemento	
 ﾠx3	
 ﾠa	
 ﾠx2:	
 ﾠ	
 ﾠ
	
 ﾠ
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 ﾠ
• x1	
 ﾠè	
 ﾠgradito	
 ﾠpiù	
 ﾠdi	
 ﾠx2	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ⇔	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠx2	
 ﾠ{	
 ﾠx1	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ⇔	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠu(x1)	
 ﾠ>	
 ﾠu(x2)	
 ﾠ
• x2	
 ﾠè	
 ﾠgradito	
 ﾠpiù	
 ﾠdi	
 ﾠx1	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ⇔	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠx1	
 ﾠ{	
 ﾠx2	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ⇔	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠu(x2)	
 ﾠ>	
 ﾠu(x1)	
 ﾠ
• x1	
 ﾠ	
 ﾠe	
 ﾠx2	
 ﾠsono	
 ﾠindifferenti	
 ﾠ	
 ﾠ	
 ﾠ⇔	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠx1~x2	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ⇔	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠu(x1)	
 ﾠ=	
 ﾠu(x2)	
 ﾠ
• per	
 ﾠla	
 ﾠproprietà	
 ﾠtransitiva,	
 ﾠse	
 ﾠ	
 ﾠ	
 ﾠx2	
 ﾠ{	
 ﾠx1	
 ﾠ	
 ﾠe	
 ﾠ	
 ﾠx1	
 ﾠ{	
 ﾠx3	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ⇒	
 ﾠ	
 ﾠ	
 ﾠx2	
 ﾠ{	
 ﾠx3	
 ﾠ
	
 ﾠ
quindi	
 ﾠsi	
 ﾠpuò	
 ﾠdimostrare	
 ﾠl’esistenza	
 ﾠdi	
 ﾠuna	
 ﾠfunzione	
 ﾠu,	
 ﾠdetta	
 ﾠfunzione	
 ﾠd’utilità	
 ﾠordinale	
 ﾠper	
 ﾠ
la	
 ﾠquale	
 ﾠvalgono	
 ﾠle	
 ﾠproprietà	
 ﾠappena	
 ﾠelencate	
 ﾠavendo	
 ﾠperò	
 ﾠla	
 ﾠparticolarità	
 ﾠdi	
 ﾠnon	
 ﾠessere	
 ﾠ
unica.	
 ﾠ
Infatti,	
 ﾠdata	
 ﾠuna	
 ﾠfunzione	
 ﾠd’utilità	
 ﾠordinale	
 ﾠu	
 ﾠe	
 ﾠuna	
 ﾠmonotona	
 ﾠcrescente	
 ﾠf	
 ﾠ(nel	
 ﾠcui	
 ﾠdominio	
 ﾠ
siano	
 ﾠcompresi	
 ﾠi	
 ﾠpossibili	
 ﾠvalori	
 ﾠdella	
 ﾠfunzione	
 ﾠu),	
 ﾠanche	
 ﾠla	
 ﾠfunzione	
 ﾠf(u(x))	
 ﾠè	
 ﾠuna	
 ﾠfunzione	
 ﾠ
di	
 ﾠutilità	
 ﾠordinale	
 ﾠsu	
 ﾠX,	
 ﾠperché	
 ﾠl’ordinamento	
 ﾠdelle	
 ﾠpreferenze	
 ﾠsi	
 ﾠconserva.	
 ﾠSi	
 ﾠdice	
 ﾠallora	
 ﾠche	
 ﾠ
una	
 ﾠfunzione	
 ﾠdi	
 ﾠutilità	
 ﾠordinale	
 ﾠè	
 ﾠindividuata	
 ﾠa	
 ﾠmeno	
 ﾠdi	
 ﾠuna	
 ﾠfunzione	
 ﾠmonotona	
 ﾠcrescente.	
 ﾠ
Si	
 ﾠpuò	
 ﾠdire	
 ﾠallora	
 ﾠche	
 ﾠuna	
 ﾠfunzione	
 ﾠd’utilità	
 ﾠordinale	
 ﾠha	
 ﾠlo	
 ﾠscopo	
 ﾠdi	
 ﾠesplicitare	
 ﾠattraverso	
 ﾠ
l’uso	
 ﾠdi	
 ﾠnumeri	
 ﾠl’ordinamento	
 ﾠdelle	
 ﾠpreferenze	
 ﾠdi	
 ﾠun	
 ﾠindividuo.	
 ﾠNon	
 ﾠconsente	
 ﾠperò	
 ﾠalcuna	
 ﾠ
operazione	
 ﾠ aritmetica	
 ﾠ tra	
 ﾠ le	
 ﾠ utilità,	
 ﾠ in	
 ﾠ particolare	
 ﾠ somme,	
 ﾠ differenze	
 ﾠ e	
 ﾠ rapporti.	
 ﾠ Questa	
 ﾠ
funzione	
 ﾠrappresenta	
 ﾠuna	
 ﾠgraduatoria	
 ﾠdei	
 ﾠgusti	
 ﾠdel	
 ﾠdecisore	
 ﾠma	
 ﾠnon	
 ﾠda	
 ﾠaltre	
 ﾠinformazioni	
 ﾠ
del	
 ﾠtipo	
 ﾠ“quanto	
 ﾠuna	
 ﾠscelta	
 ﾠè	
 ﾠpreferibile	
 ﾠrispetto	
 ﾠad	
 ﾠun'altra”.	
 ﾠL’utilità	
 ﾠordinale	
 ﾠè	
 ﾠquindi	
 ﾠ
legata	
 ﾠstrettamente	
 ﾠalla	
 ﾠsoggettività	
 ﾠdell’individuo	
 ﾠche	
 ﾠla	
 ﾠconcepisce,	
 ﾠad	
 ﾠun	
 ﾠcerto	
 ﾠistante	
 ﾠdi	
 ﾠ
tempo	
 ﾠe	
 ﾠad	
 ﾠun	
 ﾠinsieme	
 ﾠben	
 ﾠpreciso	
 ﾠdi	
 ﾠrisultati.	
 ﾠAltre	
 ﾠcondizioni	
 ﾠesterne	
 ﾠo	
 ﾠdati	
 ﾠdifferenti	
 ﾠ
possono	
 ﾠfar	
 ﾠvariare	
 ﾠla	
 ﾠfunzione	
 ﾠd’utilità	
 ﾠanche	
 ﾠse	
 ﾠil	
 ﾠdecisore	
 ﾠè	
 ﾠlo	
 ﾠstesso.	
 ﾠ
	
 ﾠ
	
 ﾠ
3.2.Utilità	
 ﾠcardinale	
 ﾠ
	
 ﾠ
Consideriamo	
 ﾠ ora	
 ﾠ una	
 ﾠ funzione	
 ﾠ d’utilità	
 ﾠ che,	
 ﾠ oltre	
 ﾠ a	
 ﾠ fornire	
 ﾠ l’ordinamento	
 ﾠ dei	
 ﾠ risultati,	
 ﾠ
permette	
 ﾠanche	
 ﾠdi	
 ﾠvalutare	
 ﾠdi	
 ﾠquanto	
 ﾠun’alternativa	
 ﾠsia	
 ﾠpiù	
 ﾠgradita	
 ﾠdi	
 ﾠun’altra.	
 ﾠCom’è	
 ﾠfacile	
 ﾠ
intuire,	
 ﾠ per	
 ﾠ la	
 ﾠ funzione	
 ﾠ d’utilità	
 ﾠ cardinale,	
 ﾠ sono	
 ﾠ valide	
 ﾠ tutte	
 ﾠ le	
 ﾠ proprietà	
 ﾠ della	
 ﾠ funzione	
 ﾠ
d’utilità	
 ﾠordinale	
 ﾠnecessarie	
 ﾠper	
 ﾠstabilire	
 ﾠl’ordinamento	
 ﾠdei	
 ﾠrisultati.	
 ﾠ
Trattiamo	
 ﾠora	
 ﾠi	
 ﾠrisultati	
 ﾠx	
 ﾠcome	
 ﾠse	
 ﾠfossero	
 ﾠsomme	
 ﾠdi	
 ﾠdenaro.	
 ﾠPossiamo	
 ﾠaffermare	
 ﾠche	
 ﾠla	
 ﾠ
nostra	
 ﾠfunzione	
 ﾠd’utilità	
 ﾠcardinale	
 ﾠu(x)	
 ﾠè	
 ﾠmonotona	
 ﾠnon	
 ﾠdecrescente	
 ﾠrispetto	
 ﾠad	
 ﾠx	
 ﾠ(avendo	
 ﾠ
più	
 ﾠdenaro	
 ﾠnon	
 ﾠsi	
 ﾠperde	
 ﾠutilità),	
 ﾠma	
 ﾠl’utilità	
 ﾠlegata	
 ﾠal	
 ﾠdenaro	
 ﾠcresce	
 ﾠmeno	
 ﾠin	
 ﾠproporzione	
 ﾠ
all’aumento	
 ﾠ della	
 ﾠ somma	
 ﾠ di	
 ﾠ denaro	
 ﾠ stesso,	
 ﾠ ovvero	
 ﾠ l’utilità	
 ﾠ marginale	
 ﾠ è	
 ﾠ decrescente.	
 ﾠ Per	
 ﾠ
spiegare	
 ﾠmeglio	
 ﾠquesto	
 ﾠconcetto	
 ﾠproviamo	
 ﾠa	
 ﾠconfrontare	
 ﾠun	
 ﾠindividuo	
 ﾠricco	
 ﾠed	
 ﾠun	
 ﾠindividuo	
 ﾠ
meno	
 ﾠabbiente.	
 ﾠIl	
 ﾠprimo	
 ﾠpercepisce	
 ﾠmeno	
 ﾠil	
 ﾠvantaggio	
 ﾠdi	
 ﾠavere	
 ﾠgratuitamente	
 ﾠuna	
 ﾠsomma	
 ﾠ
come	
 ﾠ10.000€	
 ﾠ	
 ﾠrispetto	
 ﾠal	
 ﾠsecondo.	
 ﾠPer	
 ﾠla	
 ﾠpersona	
 ﾠmeno	
 ﾠabbiente	
 ﾠpuò	
 ﾠrappresentare	
 ﾠmolti	
 ﾠ	
 ﾠ 24	
 ﾠ
mesi	
 ﾠdi	
 ﾠduro	
 ﾠlavoro	
 ﾠe	
 ﾠpotrebbe	
 ﾠpensare	
 ﾠdi	
 ﾠutilizzare	
 ﾠtale	
 ﾠdenaro	
 ﾠper	
 ﾠspese	
 ﾠ“extra”	
 ﾠche	
 ﾠprima	
 ﾠ
magari	
 ﾠnon	
 ﾠpoteva	
 ﾠpermettersi.	
 ﾠL’individuo	
 ﾠricco,	
 ﾠche	
 ﾠpossiede	
 ﾠgià	
 ﾠuna	
 ﾠgrande	
 ﾠquantità	
 ﾠdi	
 ﾠ
ricchezza,	
 ﾠmolto	
 ﾠprobabilmente	
 ﾠricevendo	
 ﾠla	
 ﾠsomma	
 ﾠdi	
 ﾠdenaro	
 ﾠin	
 ﾠquestione	
 ﾠdifficilmente	
 ﾠ
cambierà	
 ﾠabitudini	
 ﾠeconomiche.	
 ﾠ
Nel	
 ﾠnostro	
 ﾠcaso,	
 ﾠper	
 ﾠrispecchiare	
 ﾠe	
 ﾠclassificare	
 ﾠi	
 ﾠdiversi	
 ﾠcomportamenti	
 ﾠdei	
 ﾠdecisori	
 ﾠsono	
 ﾠ
stati	
 ﾠ proposti	
 ﾠ vari	
 ﾠ schemi	
 ﾠ di	
 ﾠ funzioni	
 ﾠ d’utilità	
 ﾠ cardinale.	
 ﾠ Spesso,	
 ﾠ per	
 ﾠ evitare	
 ﾠ possibili	
 ﾠ
ambiguità,	
 ﾠ si	
 ﾠ preferisce	
 ﾠ limitare	
 ﾠ superiormente	
 ﾠ la	
 ﾠ funzione	
 ﾠ u(x),	
 ﾠ in	
 ﾠ quanto	
 ﾠ anche	
 ﾠ nella	
 ﾠ
realtà	
 ﾠ non	
 ﾠ i	
 ﾠ può	
 ﾠ pensare	
 ﾠ di	
 ﾠ arrivare	
 ﾠ a	
 ﾠ possedere	
 ﾠ una	
 ﾠ quantità	
 ﾠ infinita	
 ﾠ di	
 ﾠ denaro,	
 ﾠ o	
 ﾠ
comunque	
 ﾠmaneggiare	
 ﾠsomme	
 ﾠdi	
 ﾠdenaro	
 ﾠarbitrariamente	
 ﾠgrandi.	
 ﾠLe	
 ﾠfunzioni	
 ﾠdi	
 ﾠmaggior	
 ﾠ
rilievo	
 ﾠsono	
 ﾠquindi:	
 ﾠ
	
 ﾠ
•  u(x)=x.	
 ﾠÈ	
 ﾠla	
 ﾠfunzione	
 ﾠdi	
 ﾠutilità	
 ﾠpiù	
 ﾠsemplice,	
 ﾠil	
 ﾠsuo	
 ﾠandamento	
 ﾠè	
 ﾠquello	
 ﾠdi	
 ﾠuna	
 ﾠretta	
 ﾠquindi	
 ﾠ
indica	
 ﾠun’utilità	
 ﾠmarginale	
 ﾠcostante.	
 ﾠ
•  Funzione	
 ﾠdi	
 ﾠutilità	
 ﾠdi	
 ﾠCramer.	
 ﾠÈ	
 ﾠuna	
 ﾠcorrezione	
 ﾠdella	
 ﾠprecedente,	
 ﾠconsiste	
 ﾠnel	
 ﾠsupporre	
 ﾠche	
 ﾠ
da	
 ﾠun	
 ﾠcerto	
 ﾠ	
 ﾠvalore	
 ﾠz	
 ﾠin	
 ﾠpoi	
 ﾠl’utilità	
 ﾠrimanga	
 ﾠcostante.	
 ﾠ
•  Funzione	
 ﾠd’utilità	
 ﾠlogaritmica	
 ﾠo	
 ﾠdi	
 ﾠBernoulli:	
 ﾠu(x)=log(x).	
 ﾠSi	
 ﾠsuppone	
 ﾠche,	
 ﾠper	
 ﾠuna	
 ﾠpiccola	
 ﾠ
variazione	
 ﾠ h	
 ﾠ della	
 ﾠ disponibilità	
 ﾠ monetaria,	
 ﾠ la	
 ﾠ variazione	
 ﾠ di	
 ﾠ utilità	
 ﾠ sia	
 ﾠ direttamente	
 ﾠ
proporzionale	
 ﾠall’incremento	
 ﾠdi	
 ﾠdenaro,	
 ﾠe	
 ﾠinversamente	
 ﾠproporzionale	
 ﾠalla	
 ﾠsomma	
 ﾠx	
 ﾠche	
 ﾠgià	
 ﾠ
si	
 ﾠpossiede.	
 ﾠ
u(x+h)-ﾭ‐u(x)=k ﾠ
 
 	
 ﾠ,	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠk>0.	
 ﾠ
	
 ﾠ
•  Utilità	
 ﾠquadratica:	
 ﾠu(x)=x-ﾭ‐ax2,	
 ﾠcon	
 ﾠa>0.	
 ﾠIn	
 ﾠquesto	
 ﾠcaso	
 ﾠè	
 ﾠnecessario	
 ﾠche	
 ﾠil	
 ﾠparametro	
 ﾠa	
 ﾠsia	
 ﾠ
strettamente	
 ﾠpositivo,	
 ﾠper	
 ﾠindicare	
 ﾠuna	
 ﾠparabola	
 ﾠcon	
 ﾠconcavità	
 ﾠrivolta	
 ﾠverso	
 ﾠil	
 ﾠbasso.	
 ﾠInoltre	
 ﾠ
dato	
 ﾠche	
 ﾠper	
 ﾠvalori	
 ﾠdi	
 ﾠx>1/2a	
 ﾠla	
 ﾠfunzione	
 ﾠrisulta	
 ﾠdecrescere,	
 ﾠoccorre	
 ﾠche	
 ﾠi	
 ﾠvalori	
 ﾠi	
 ﾠgioco	
 ﾠnon	
 ﾠ
superino	
 ﾠtale	
 ﾠimporto.	
 ﾠIn	
 ﾠalternativa	
 ﾠsi	
 ﾠpotrebbe	
 ﾠassumere	
 ﾠche	
 ﾠper	
 ﾠvalori	
 ﾠsuperiori	
 ﾠsi	
 ﾠassoci	
 ﾠ
una	
 ﾠutilità	
 ﾠcostante.	
 ﾠ	
 ﾠ
•  Utilità	
 ﾠesponenziale:	
 ﾠu(x)=-ﾭ‐e-ﾭ‐kx,	
 ﾠcon	
 ﾠk>0.	
 ﾠÈ	
 ﾠuna	
 ﾠfunzione	
 ﾠdi	
 ﾠlargo	
 ﾠuso,	
 ﾠsia	
 ﾠper	
 ﾠle	
 ﾠproprietà	
 ﾠ
analitiche	
 ﾠsia	
 ﾠper	
 ﾠil	
 ﾠtipo	
 ﾠdi	
 ﾠatteggiamento	
 ﾠdel	
 ﾠdecisore	
 ﾠda	
 ﾠessa	
 ﾠrappresentato.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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 ﾠ
3.3.Valutazioni	
 ﾠe	
 ﾠutilità	
 ﾠlineare	
 ﾠ
	
 ﾠ
Nella	
 ﾠrealtà	
 ﾠquotidiana	
 ﾠnon	
 ﾠè	
 ﾠpossibile	
 ﾠstudiare	
 ﾠle	
 ﾠfunzione	
 ﾠdi	
 ﾠutilità	
 ﾠbasate	
 ﾠsu	
 ﾠdati	
 ﾠcerti	
 ﾠma	
 ﾠ
si	
 ﾠpossono	
 ﾠdefinire	
 ﾠdelle	
 ﾠstime	
 ﾠche	
 ﾠpossono	
 ﾠportare	
 ﾠad	
 ﾠuna	
 ﾠgamma	
 ﾠdi	
 ﾠrisultati,	
 ﾠdiversi	
 ﾠtra	
 ﾠ
loro,	
 ﾠche	
 ﾠsi	
 ﾠspartiscono	
 ﾠuna	
 ﾠprobabilità	
 ﾠunitaria.	
 ﾠIl	
 ﾠrisultato	
 ﾠè	
 ﾠquindi	
 ﾠuna	
 ﾠvariabile	
 ﾠcasuale	
 ﾠ
che,	
 ﾠ nel	
 ﾠ caso	
 ﾠ di	
 ﾠ importi	
 ﾠ monetari,	
 ﾠ prende	
 ﾠ il	
 ﾠ nome	
 ﾠ di	
 ﾠ lotteria	
 ﾠ o	
 ﾠ gioco.	
 ﾠ Formalmente,	
 ﾠ
supponendo	
 ﾠ di	
 ﾠ avere	
 ﾠ una	
 ﾠ lotteria	
 ﾠ L	
 ﾠ con	
 ﾠ due	
 ﾠ possibili	
 ﾠ esiti,	
 ﾠ vincere	
 ﾠ x	
 ﾠ con	
 ﾠ probabilità	
 ﾠ𝗼	
 ﾠ
oppure	
 ﾠy	
 ﾠcon	
 ﾠprobabilità	
 ﾠ1-ﾭ‐𝗼,	
 ﾠsi	
 ﾠpuò	
 ﾠscrivere	
 ﾠ	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ ﾠ ﾠ𝗼	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠx	
 ﾠ
L=(x, ﾠ𝗼;	
 ﾠy,	
 ﾠ1-ﾭ‐𝗼)	
 ﾠ	
 ﾠoppure	
 ﾠ	
 ﾠL	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ1-ﾭ‐𝗼	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠy	
 ﾠ
x	
 ﾠed	
 ﾠy	
 ﾠsono	
 ﾠquantità	
 ﾠche	
 ﾠpossono	
 ﾠanche	
 ﾠessere	
 ﾠnegative.	
 ﾠIn	
 ﾠquesto	
 ﾠcaso,	
 ﾠuna	
 ﾠvincita	
 ﾠnegativa	
 ﾠ
sarebbe	
 ﾠequivalente	
 ﾠa	
 ﾠuna	
 ﾠperdita.	
 ﾠ
Il	
 ﾠcriterio	
 ﾠdell’utilità	
 ﾠlineare	
 ﾠo	
 ﾠdell’utilità	
 ﾠattesa	
 ﾠè	
 ﾠuna	
 ﾠdelle	
 ﾠtecniche	
 ﾠche	
 ﾠhanno	
 ﾠriscosso	
 ﾠ
maggiore	
 ﾠapprovazione	
 ﾠda	
 ﾠparte	
 ﾠdegli	
 ﾠstudiosi,	
 ﾠma	
 ﾠnon	
 ﾠè	
 ﾠl’unica.	
 ﾠ
La	
 ﾠproblematica	
 ﾠprincipale	
 ﾠdi	
 ﾠquesto	
 ﾠcriterio	
 ﾠè	
 ﾠil	
 ﾠfatto	
 ﾠche	
 ﾠil	
 ﾠvalore	
 ﾠatteso	
 ﾠin	
 ﾠgioco	
 ﾠnon	
 ﾠ
sempre	
 ﾠcostituisce	
 ﾠun	
 ﾠimporto	
 ﾠequivalente	
 ﾠalla	
 ﾠeffettuazione	
 ﾠdel	
 ﾠgioco	
 ﾠstesso.	
 ﾠ	
 ﾠ
Quindi	
 ﾠnon	
 ﾠsi	
 ﾠvaluta	
 ﾠun	
 ﾠgioco	
 ﾠmediante	
 ﾠla	
 ﾠmedia	
 ﾠponderata	
 ﾠdei	
 ﾠvari	
 ﾠrisultati,	
 ﾠma	
 ﾠfissando	
 ﾠ
l’utilità	
 ﾠdegli	
 ﾠstessi	
 ﾠe	
 ﾠcalcolando	
 ﾠil	
 ﾠvalore	
 ﾠatteso	
 ﾠdelle	
 ﾠutilità:	
 ﾠse	
 ﾠpoi	
 ﾠsi	
 ﾠriesce	
 ﾠa	
 ﾠcalcolare	
 ﾠil	
 ﾠ
valore	
 ﾠ certo	
 ﾠ che	
 ﾠ corrisponde	
 ﾠ a	
 ﾠ questa	
 ﾠ utilità	
 ﾠ media	
 ﾠ si	
 ﾠ ottiene	
 ﾠ l’importo	
 ﾠ che	
 ﾠ il	
 ﾠ decisore	
 ﾠ
ritiene	
 ﾠ del	
 ﾠ tutto	
 ﾠ equivalente	
 ﾠ al	
 ﾠ gioco	
 ﾠ in	
 ﾠ questione.	
 ﾠ Supponiamo	
 ﾠ dunque	
 ﾠ di	
 ﾠ avere	
 ﾠ una	
 ﾠ
funzione	
 ﾠdi	
 ﾠutilità	
 ﾠcardinale	
 ﾠu(x)	
 ﾠdefinita	
 ﾠsu	
 ﾠun	
 ﾠcerto	
 ﾠdominio	
 ﾠX	
 ﾠdi	
 ﾠrisultati	
 ﾠmonetari,	
 ﾠe	
 ﾠdata	
 ﾠ
una	
 ﾠlotteria	
 ﾠL=(x1,	
 ﾠα;	
 ﾠx2,	
 ﾠ1-ﾭ‐α)	
 ﾠsi	
 ﾠpone	
 ﾠper	
 ﾠdefinizione:	
 ﾠ
u(L)=	
 ﾠα	
 ﾠu(x1)	
 ﾠ+	
 ﾠ(1-ﾭ‐	
 ﾠα)	
 ﾠu(x2)	
 ﾠ
Così	
 ﾠfacendo,	
 ﾠoltre	
 ﾠche	
 ﾠper	
 ﾠi	
 ﾠrisultati	
 ﾠcerti,	
 ﾠsi	
 ﾠattribuisce	
 ﾠun	
 ﾠindice	
 ﾠdi	
 ﾠgradimento	
 ﾠanche	
 ﾠalle	
 ﾠ
lotterie.	
 ﾠCon	
 ﾠlotterie	
 ﾠaventi	
 ﾠun	
 ﾠnumero	
 ﾠfinito	
 ﾠdi	
 ﾠrisultati	
 ﾠsi	
 ﾠprocede	
 ﾠin	
 ﾠmaniera	
 ﾠovvia;	
 ﾠcon	
 ﾠ
distribuzioni	
 ﾠdi	
 ﾠprobabilità	
 ﾠdi	
 ﾠtipo	
 ﾠcontinuo,	
 ﾠsi	
 ﾠtratta	
 ﾠdi	
 ﾠcalcolare	
 ﾠun	
 ﾠintegrale.	
 ﾠ
Si	
 ﾠosservi	
 ﾠinfine	
 ﾠche	
 ﾠsecondo	
 ﾠla	
 ﾠformula	
 ﾠappena	
 ﾠdescritta	
 ﾠi	
 ﾠrisultati	
 ﾠcerti	
 ﾠvisti	
 ﾠin	
 ﾠprecedenza	
 ﾠ
rappresentano	
 ﾠdelle	
 ﾠlotterie	
 ﾠ“degeneri”,	
 ﾠnelle	
 ﾠquali	
 ﾠsi	
 ﾠottiene	
 ﾠun	
 ﾠunico	
 ﾠvalore	
 ﾠdi	
 ﾠprobabilità	
 ﾠ.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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 ﾠ
3.3.Atteggiamenti	
 ﾠnei	
 ﾠconfronti	
 ﾠdel	
 ﾠrischio	
 ﾠ
	
 ﾠ
Ora	
 ﾠsi	
 ﾠpuò	
 ﾠpensare	
 ﾠdi	
 ﾠtracciare	
 ﾠi	
 ﾠgrafici	
 ﾠdelle	
 ﾠfunzioni	
 ﾠdi	
 ﾠutilità	
 ﾠdi	
 ﾠun	
 ﾠindividuo	
 ﾠin	
 ﾠrelazione	
 ﾠal	
 ﾠ
suo	
 ﾠatteggiamento	
 ﾠnei	
 ﾠconfronti	
 ﾠdel	
 ﾠrischio.	
 ﾠDi	
 ﾠfronte	
 ﾠad	
 ﾠuna	
 ﾠsituazione	
 ﾠrischiosa	
 ﾠtre	
 ﾠsono	
 ﾠi	
 ﾠ
diversi	
 ﾠtipi	
 ﾠdi	
 ﾠatteggiamento	
 ﾠche	
 ﾠpossono	
 ﾠessere	
 ﾠassunti:	
 ﾠquello	
 ﾠdi	
 ﾠpropensione	
 ﾠal	
 ﾠrischio,	
 ﾠ
quello	
 ﾠ di	
 ﾠ neutralità	
 ﾠ e,	
 ﾠ infine,	
 ﾠ quello	
 ﾠ di	
 ﾠ avversità.	
 ﾠ Questi	
 ﾠ atteggiamenti	
 ﾠ possono	
 ﾠ essere	
 ﾠ
identificati	
 ﾠda	
 ﾠdelle	
 ﾠfunzioni	
 ﾠdi	
 ﾠutilità	
 ﾠche	
 ﾠproviamo	
 ﾠquindi	
 ﾠa	
 ﾠrappresentare.	
 ﾠ
	
 ﾠ
Supponiamo	
 ﾠcome	
 ﾠprimo	
 ﾠcaso	
 ﾠche	
 ﾠil	
 ﾠdecisore	
 ﾠsia	
 ﾠavverso	
 ﾠal	
 ﾠrischio.	
 ﾠLa	
 ﾠsua	
 ﾠfunzione	
 ﾠd’utilità	
 ﾠ
presenta	
 ﾠun	
 ﾠandamento	
 ﾠconcavo	
 ﾠrispetto	
 ﾠall’asse	
 ﾠdella	
 ﾠricchezza,	
 ﾠovvero	
 ﾠla	
 ﾠfunzione	
 ﾠmostra	
 ﾠ
un’utilità	
 ﾠmarginale	
 ﾠdecrescente.	
 ﾠIn	
 ﾠquesto	
 ﾠcaso	
 ﾠil	
 ﾠgradimento	
 ﾠaggiuntivo	
 ﾠricavato	
 ﾠda	
 ﾠogni	
 ﾠ
unità	
 ﾠaggiuntiva	
 ﾠdi	
 ﾠricchezza	
 ﾠè	
 ﾠinferiore	
 ﾠal	
 ﾠgradimento	
 ﾠricavato	
 ﾠdall’unità	
 ﾠprecedente.	
 ﾠUna	
 ﾠ
persona	
 ﾠavversa	
 ﾠal	
 ﾠrischio	
 ﾠsceglie,	
 ﾠa	
 ﾠparità	
 ﾠdi	
 ﾠvalore	
 ﾠatteso,	
 ﾠl’alternativa	
 ﾠmeno	
 ﾠrischiosa.	
 ﾠ
In	
 ﾠaltri	
 ﾠtermini	
 ﾠuna	
 ﾠpersona	
 ﾠavversa	
 ﾠal	
 ﾠrischio	
 ﾠpotrà	
 ﾠscommettere	
 ﾠuna	
 ﾠgrossa	
 ﾠsomma	
 ﾠdi	
 ﾠ
denaro	
 ﾠsolamente	
 ﾠse	
 ﾠil	
 ﾠpossibile	
 ﾠricavato	
 ﾠsarà	
 ﾠdecisamente	
 ﾠmolto	
 ﾠsuperiore	
 ﾠa	
 ﾠquella	
 ﾠsomma,	
 ﾠ
quindi	
 ﾠpredilige	
 ﾠesclusivamente	
 ﾠscommesse	
 ﾠnon	
 ﾠeque	
 ﾠa	
 ﾠlui	
 ﾠfavorevoli.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
 
Una	
 ﾠpersona	
 ﾠinvece	
 ﾠche	
 ﾠsi	
 ﾠpone	
 ﾠin	
 ﾠmaniera	
 ﾠneutrale	
 ﾠnei	
 ﾠconfronti	
 ﾠdel	
 ﾠrischio	
 ﾠpresenta	
 ﾠuna	
 ﾠ
funzione	
 ﾠ d’utilità	
 ﾠ rettilinea,	
 ﾠ con	
 ﾠ utilità	
 ﾠ marginale	
 ﾠ costante.	
 ﾠ Ciò	
 ﾠ significa	
 ﾠ che	
 ﾠ ogni	
 ﾠ unità	
 ﾠ
aggiuntiva	
 ﾠdi	
 ﾠricchezza	
 ﾠincrementa	
 ﾠl’utilità	
 ﾠdella	
 ﾠstessa	
 ﾠquantità	
 ﾠdell’unità	
 ﾠprecedente.	
 ﾠ
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 ﾠ
	
 ﾠ
Nell’ultimo	
 ﾠcaso	
 ﾠsupponiamo	
 ﾠche	
 ﾠla	
 ﾠpersona	
 ﾠsia	
 ﾠpropensa	
 ﾠal	
 ﾠrischio,	
 ﾠla	
 ﾠsua	
 ﾠfunzione	
 ﾠd’utilità	
 ﾠ
è	
 ﾠconvessa	
 ﾠrispetto	
 ﾠall’asse	
 ﾠdella	
 ﾠricchezza	
 ﾠe	
 ﾠpresenta	
 ﾠun’utilità	
 ﾠmarginale	
 ﾠcrescente.	
 ﾠUna	
 ﾠ
persona	
 ﾠ propensa	
 ﾠ al	
 ﾠ rischio	
 ﾠ è	
 ﾠ anche	
 ﾠ disposta	
 ﾠ ad	
 ﾠ accettare	
 ﾠ scommesse	
 ﾠ non	
 ﾠ eque	
 ﾠ a	
 ﾠ lui	
 ﾠ
sfavorevoli	
 ﾠ	
 ﾠa	
 ﾠfronte	
 ﾠdi	
 ﾠuna	
 ﾠpossibile	
 ﾠgrossa	
 ﾠvincita.	
 ﾠPer	
 ﾠesempio,	
 ﾠle	
 ﾠpersone	
 ﾠche	
 ﾠfrequentano	
 ﾠ
i	
 ﾠcasinò	
 ﾠo	
 ﾠche	
 ﾠgiocano	
 ﾠal	
 ﾠsuperenalotto	
 ﾠaccettano	
 ﾠscommesse	
 ﾠdecisamente	
 ﾠsfavorevoli	
 ﾠma	
 ﾠle	
 ﾠ
fanno	
 ﾠcomunque	
 ﾠcon	
 ﾠla	
 ﾠsperanza	
 ﾠdi	
 ﾠuna	
 ﾠforte	
 ﾠvincita	
 ﾠfutura.	
 ﾠ
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 ﾠ
Come	
 ﾠ esempio	
 ﾠ reale,	
 ﾠ si	
 ﾠ potrebbe	
 ﾠ pensare	
 ﾠ al	
 ﾠ classico	
 ﾠ gioco	
 ﾠ del	
 ﾠ lancio	
 ﾠ di	
 ﾠ una	
 ﾠ monetina.	
 ﾠ
Disponendo	
 ﾠdi	
 ﾠuna	
 ﾠmoneta	
 ﾠnormale,	
 ﾠcioè	
 ﾠnon	
 ﾠtruccata,	
 ﾠla	
 ﾠprobabilità	
 ﾠdi	
 ﾠvittoria	
 ﾠad	
 ﾠogni	
 ﾠ
lancio	
 ﾠè	
 ﾠdel	
 ﾠ50%	
 ﾠed	
 ﾠil	
 ﾠvalore	
 ﾠatteso	
 ﾠdi	
 ﾠtale	
 ﾠgioco	
 ﾠè	
 ﾠnullo.	
 ﾠOra	
 ﾠsi	
 ﾠpossono	
 ﾠimmaginare	
 ﾠvari	
 ﾠ
scenari	
 ﾠ e	
 ﾠ diversi	
 ﾠ tipi	
 ﾠ di	
 ﾠ scommesse,	
 ﾠ ma	
 ﾠ per	
 ﾠ semplificare	
 ﾠ la	
 ﾠ rappresentazione	
 ﾠ grafica	
 ﾠ
supponiamo	
 ﾠinizialmente	
 ﾠdi	
 ﾠavere	
 ﾠ3000€	
 ﾠe	
 ﾠdi	
 ﾠcominciare	
 ﾠa	
 ﾠgiocare	
 ﾠal	
 ﾠlancio	
 ﾠdella	
 ﾠmonetina.	
 ﾠ
Si	
 ﾠvogliono	
 ﾠpuntare	
 ﾠ2000€	
 ﾠin	
 ﾠmodo	
 ﾠche,	
 ﾠin	
 ﾠcaso	
 ﾠdi	
 ﾠvittoria,	
 ﾠil	
 ﾠproprio	
 ﾠpatrimonio	
 ﾠarrivi	
 ﾠa	
 ﾠ
5000€,	
 ﾠmentre	
 ﾠin	
 ﾠcaso	
 ﾠdi	
 ﾠperdita	
 ﾠarrivi	
 ﾠa	
 ﾠ1000€.	
 ﾠ
Una	
 ﾠpersona	
 ﾠpotrebbe	
 ﾠtenere	
 ﾠanche	
 ﾠin	
 ﾠconsiderazione	
 ﾠil	
 ﾠfatto	
 ﾠdi	
 ﾠnon	
 ﾠgiocare	
 ﾠaffatto,	
 ﾠdata	
 ﾠla	
 ﾠ
componente	
 ﾠdi	
 ﾠrischio	
 ﾠche	
 ﾠcaratterizza	
 ﾠil	
 ﾠgioco.	
 ﾠ
In	
 ﾠeffetti,	
 ﾠuna	
 ﾠpersona	
 ﾠavversa	
 ﾠal	
 ﾠrischio	
 ﾠrifiuterebbe	
 ﾠil	
 ﾠgioco	
 ﾠin	
 ﾠquanto	
 ﾠla	
 ﾠsua	
 ﾠutilità	
 ﾠattesa	
 ﾠ
(UE)	
 ﾠè	
 ﾠinferiore	
 ﾠall’utilità	
 ﾠdel	
 ﾠreddito	
 ﾠcerto	
 ﾠdi	
 ﾠ3000€	
 ﾠche	
 ﾠgià	
 ﾠpossiede	
 ﾠ(punto	
 ﾠB).	
 ﾠ
	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ
	
 ﾠ
Una	
 ﾠ persona	
 ﾠ neutrale	
 ﾠ nei	
 ﾠ confronti	
 ﾠ del	
 ﾠ rischio	
 ﾠ si	
 ﾠ mostra	
 ﾠ invece	
 ﾠ indifferente	
 ﾠ in	
 ﾠ quanto,	
 ﾠ
essendo	
 ﾠquesta	
 ﾠuna	
 ﾠscommessa	
 ﾠequa,	
 ﾠl’utilità	
 ﾠattesa	
 ﾠdel	
 ﾠgioco	
 ﾠd’azzardo	
 ﾠ(punto	
 ﾠF)	
 ﾠrisulta	
 ﾠ
identica	
 ﾠ all’utilità	
 ﾠ del	
 ﾠ proprio	
 ﾠ patrimonio	
 ﾠ certo	
 ﾠ di	
 ﾠ 3000€.	
 ﾠ Quindi	
 ﾠ giocare	
 ﾠ o	
 ﾠ non	
 ﾠ giocare	
 ﾠ
rappresentano	
 ﾠdue	
 ﾠscelte	
 ﾠdi	
 ﾠutilità	
 ﾠequivalente.	
 ﾠ
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 ﾠ
	
 ﾠ
	
 ﾠ
Infine	
 ﾠuna	
 ﾠterza	
 ﾠpersona	
 ﾠpuò	
 ﾠessere	
 ﾠdisposta	
 ﾠa	
 ﾠgiocare	
 ﾠe	
 ﾠa	
 ﾠscommettere	
 ﾠcon	
 ﾠconvinzione	
 ﾠi	
 ﾠ
suoi	
 ﾠ2000€	
 ﾠnel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠsia	
 ﾠpropensa	
 ﾠal	
 ﾠrischio.	
 ﾠPer	
 ﾠquesta	
 ﾠpersona	
 ﾠl’utilità	
 ﾠattesa	
 ﾠdel	
 ﾠ
lancio	
 ﾠ della	
 ﾠ moneta	
 ﾠ (UE)	
 ﾠ è	
 ﾠ superiore	
 ﾠ rispetto	
 ﾠ all’utilità	
 ﾠ economica	
 ﾠ certa	
 ﾠ della	
 ﾠ somma	
 ﾠ
iniziale	
 ﾠdi	
 ﾠ3000€.	
 ﾠ	
 ﾠ
	
 ﾠ
	
 ﾠ
I	
 ﾠmotivi	
 ﾠche	
 ﾠpossono	
 ﾠspingere	
 ﾠuna	
 ﾠpersona	
 ﾠa	
 ﾠgiocare	
 ﾠscommesse	
 ﾠeque	
 ﾠo	
 ﾠanche	
 ﾠsfavorevoli	
 ﾠ
possono	
 ﾠessere	
 ﾠil	
 ﾠpiacere,	
 ﾠil	
 ﾠ“brivido”	
 ﾠche	
 ﾠcomporta	
 ﾠil	
 ﾠgioco	
 ﾠoppure	
 ﾠl’ignoranza	
 ﾠche	
 ﾠli	
 ﾠporta	
 ﾠa	
 ﾠ
pensare	
 ﾠche	
 ﾠle	
 ﾠscommesse	
 ﾠsiano	
 ﾠfavorevoli.	
 ﾠ	
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 ﾠ
CAPITOLO	
 ﾠ4	
 ﾠ
Evitare	
 ﾠil	
 ﾠRischio	
 ﾠ
	
 ﾠ
Nella	
 ﾠrealtà	
 ﾠdi	
 ﾠtutti	
 ﾠi	
 ﾠgiorni	
 ﾠle	
 ﾠpersone,	
 ﾠche	
 ﾠsiano	
 ﾠpropense	
 ﾠo	
 ﾠavverse	
 ﾠa	
 ﾠrischiare,	
 ﾠtendono	
 ﾠad	
 ﾠ
assumere	
 ﾠun	
 ﾠatteggiamento	
 ﾠche	
 ﾠin	
 ﾠogni	
 ﾠcaso	
 ﾠlimiti	
 ﾠil	
 ﾠpiù	
 ﾠpossibile	
 ﾠla	
 ﾠpresenza	
 ﾠdel	
 ﾠrischio	
 ﾠ
all’interno	
 ﾠdelle	
 ﾠloro	
 ﾠscelte.	
 ﾠL’ideale	
 ﾠsarebbe	
 ﾠeliminarlo	
 ﾠdel	
 ﾠtutto	
 ﾠcosì	
 ﾠda	
 ﾠessere	
 ﾠcerti	
 ﾠdegli	
 ﾠ
eventi	
 ﾠfuturi	
 ﾠe	
 ﾠpoter	
 ﾠcondurre	
 ﾠsempre	
 ﾠle	
 ﾠscelte	
 ﾠmigliori.	
 ﾠQuesto	
 ﾠperò	
 ﾠnon	
 ﾠè	
 ﾠin	
 ﾠsostanza	
 ﾠmai	
 ﾠ
possibile:	
 ﾠ una	
 ﾠ minima	
 ﾠ quantità	
 ﾠ di	
 ﾠ rischio	
 ﾠ sarà	
 ﾠ sempre	
 ﾠ presente	
 ﾠ in	
 ﾠ qualsiasi	
 ﾠ tipo	
 ﾠ di	
 ﾠ
decisione.	
 ﾠQuesta	
 ﾠ“quantità	
 ﾠdi	
 ﾠrischio”	
 ﾠè	
 ﾠperò	
 ﾠvariabile	
 ﾠe	
 ﾠin	
 ﾠcerti	
 ﾠcasi	
 ﾠsi	
 ﾠpuò,	
 ﾠricorrendo	
 ﾠa	
 ﾠ
determinati	
 ﾠmetodi,	
 ﾠlimitare.	
 ﾠ
	
 ﾠ
• Rifiuto	
 ﾠ	
 ﾠ
Il	
 ﾠ modo	
 ﾠ più	
 ﾠ semplice	
 ﾠ per	
 ﾠ evitare	
 ﾠ il	
 ﾠ rischio	
 ﾠ è	
 ﾠ il	
 ﾠ semplice	
 ﾠ rifiuto	
 ﾠ delle	
 ﾠ attività	
 ﾠ opzionali	
 ﾠ
rischiose.	
 ﾠAd	
 ﾠesempio	
 ﾠsi	
 ﾠpuò	
 ﾠevitare	
 ﾠdi	
 ﾠgiocare	
 ﾠal	
 ﾠsuperenalotto	
 ﾠo	
 ﾠal	
 ﾠcasinò,	
 ﾠguidare	
 ﾠin	
 ﾠmodo	
 ﾠ
sportivo	
 ﾠun’auto	
 ﾠcol	
 ﾠghiaccio	
 ﾠsulle	
 ﾠstrade	
 ﾠoppure	
 ﾠgettarsi	
 ﾠcol	
 ﾠparacadute.	
 ﾠSono	
 ﾠtutte	
 ﾠattività	
 ﾠ
rischiose	
 ﾠma	
 ﾠfacoltative	
 ﾠalle	
 ﾠquali,	
 ﾠvolendo,	
 ﾠè	
 ﾠpossibile	
 ﾠsottrarsi	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠevitare	
 ﾠeventuali	
 ﾠ
spiacevoli	
 ﾠscenari	
 ﾠfuturi.	
 ﾠ
	
 ﾠ
• Informazioni	
 ﾠ
Raccogliere	
 ﾠ informazioni	
 ﾠ precise	
 ﾠ prima	
 ﾠ di	
 ﾠ agire	
 ﾠ è	
 ﾠ un	
 ﾠ altro	
 ﾠ metodo	
 ﾠ assai	
 ﾠ efficace	
 ﾠ e	
 ﾠ
importante	
 ﾠgrazie	
 ﾠal	
 ﾠquale	
 ﾠè	
 ﾠpossibile	
 ﾠridurre	
 ﾠil	
 ﾠrischio	
 ﾠe	
 ﾠincrementare	
 ﾠil	
 ﾠvalore	
 ﾠe	
 ﾠl’utilità	
 ﾠ
attesi.	
 ﾠ
Si	
 ﾠpossono,	
 ﾠad	
 ﾠesempio,	
 ﾠconsultare	
 ﾠcataloghi	
 ﾠo	
 ﾠvisitare	
 ﾠnegozi	
 ﾠper	
 ﾠtrovare	
 ﾠlo	
 ﾠstesso	
 ﾠprodotto	
 ﾠ
al	
 ﾠprezzo	
 ﾠpiù	
 ﾠbasso,	
 ﾠoppure	
 ﾠconsultare	
 ﾠriviste	
 ﾠo	
 ﾠblog	
 ﾠdi	
 ﾠconsumatori	
 ﾠper	
 ﾠverificare	
 ﾠeventuali	
 ﾠ
anomalie	
 ﾠo	
 ﾠfrequenza	
 ﾠdi	
 ﾠrottura	
 ﾠdel	
 ﾠprodotto	
 ﾠche	
 ﾠsi	
 ﾠintende	
 ﾠacquistare.	
 ﾠ	
 ﾠ
	
 ﾠ
• Risk	
 ﾠpooling	
 ﾠ
Si	
 ﾠpuò	
 ﾠridurre	
 ﾠil	
 ﾠrischio	
 ﾠcomplessivo	
 ﾠeffettuando	
 ﾠnumerosi	
 ﾠinvestimenti	
 ﾠrischiosi	
 ﾠanziché	
 ﾠ
uno	
 ﾠ solo:	
 ﾠ 	
 ﾠ tale	
 ﾠ pratica	
 ﾠ è	
 ﾠ detta	
 ﾠ risk	
 ﾠ pooling	
 ﾠ o	
 ﾠ diversificazione.	
 ﾠ La	
 ﾠ misura	
 ﾠ in	
 ﾠ cui	
 ﾠ la	
 ﾠ
diversificazione	
 ﾠriduce	
 ﾠil	
 ﾠrischio	
 ﾠdipende	
 ﾠdal	
 ﾠgrado	
 ﾠcon	
 ﾠcui	
 ﾠi	
 ﾠvari	
 ﾠeventi	
 ﾠsono	
 ﾠcorrelati	
 ﾠin	
 ﾠ
particolari	
 ﾠstati	
 ﾠdi	
 ﾠnatura.	
 ﾠNaturalmente,	
 ﾠil	
 ﾠgrado	
 ﾠdi	
 ﾠcorrelazione	
 ﾠvaria:	
 ﾠpossiamo	
 ﾠavere	
 ﾠuna	
 ﾠ
correlazione	
 ﾠnegativa,	
 ﾠuna	
 ﾠnon	
 ﾠcorrelazione	
 ﾠo	
 ﾠindifferenza	
 ﾠe	
 ﾠuna	
 ﾠcorrelazione	
 ﾠpositiva.	
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Sapendo	
 ﾠche	
 ﾠil	
 ﾠprimo	
 ﾠevento	
 ﾠaccade,	
 ﾠla	
 ﾠprobabilità	
 ﾠche	
 ﾠsi	
 ﾠverifichi	
 ﾠanche	
 ﾠil	
 ﾠsecondo	
 ﾠè	
 ﾠminore	
 ﾠ
nel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠgli	
 ﾠeventi	
 ﾠsiano	
 ﾠnegativamente	
 ﾠcorrelati;	
 ﾠmaggiore	
 ﾠinvece	
 ﾠse	
 ﾠgli	
 ﾠeventi	
 ﾠsono	
 ﾠ
positivamente	
 ﾠcorrelati.	
 ﾠNel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠsiano	
 ﾠindipendenti,	
 ﾠla	
 ﾠconoscenza	
 ﾠdell’occorrenza	
 ﾠ
del	
 ﾠprimo	
 ﾠevento	
 ﾠnon	
 ﾠfornisce	
 ﾠalcuna	
 ﾠindicazione	
 ﾠsulla	
 ﾠprobabilità	
 ﾠche	
 ﾠsi	
 ﾠverifichi	
 ﾠanche	
 ﾠil	
 ﾠ
secondo.	
 ﾠ
La	
 ﾠdiversificazione	
 ﾠpuò	
 ﾠeliminare	
 ﾠil	
 ﾠrischio	
 ﾠnel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠgli	
 ﾠeventi	
 ﾠsiano	
 ﾠperfettamente	
 ﾠ
correlati	
 ﾠin	
 ﾠmodo	
 ﾠnegativo.	
 ﾠLo	
 ﾠriduce	
 ﾠinvece,	
 ﾠqualora	
 ﾠsiano	
 ﾠnegativamente	
 ﾠcorrelati	
 ﾠin	
 ﾠmodo	
 ﾠ
imperfetto,	
 ﾠnon	
 ﾠcorrelati	
 ﾠo	
 ﾠpositivamente	
 ﾠcorrelati	
 ﾠin	
 ﾠmodo	
 ﾠimperfetto.	
 ﾠPiù	
 ﾠè	
 ﾠnegativa	
 ﾠla	
 ﾠ
correlazione	
 ﾠtra	
 ﾠdue	
 ﾠeventi	
 ﾠe	
 ﾠpiù	
 ﾠla	
 ﾠdiversificazione	
 ﾠriduce	
 ﾠil	
 ﾠrischio.	
 ﾠ
D’altro	
 ﾠcanto,	
 ﾠla	
 ﾠdiversificazione	
 ﾠrisulta	
 ﾠinutile,	
 ﾠovvero	
 ﾠnon	
 ﾠriduce	
 ﾠil	
 ﾠrischio,	
 ﾠnel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠ
due	
 ﾠeventi	
 ﾠsiano	
 ﾠperfettamente	
 ﾠcorrelati	
 ﾠin	
 ﾠmodo	
 ﾠpositivo.	
 ﾠ
I	
 ﾠ singoli	
 ﾠ investitori	
 ﾠ solitamente	
 ﾠ non	
 ﾠ possiedono	
 ﾠ informazioni	
 ﾠ così	
 ﾠ dettagliate	
 ﾠ sulle	
 ﾠ
correlazioni:	
 ﾠper	
 ﾠquesta	
 ﾠragione	
 ﾠpossono	
 ﾠdecidere	
 ﾠdi	
 ﾠacquistare	
 ﾠazioni	
 ﾠdi	
 ﾠfondi	
 ﾠcomuni	
 ﾠdi	
 ﾠ
investimento	
 ﾠ emesse	
 ﾠ da	
 ﾠ società	
 ﾠ esperte	
 ﾠ di	
 ﾠ mercato.	
 ﾠ Quest’ultime,	
 ﾠ sfruttando	
 ﾠ la	
 ﾠ loro	
 ﾠ
conoscenza,	
 ﾠfungono	
 ﾠda	
 ﾠintermediario	
 ﾠcomprando	
 ﾠazioni	
 ﾠdi	
 ﾠaltre	
 ﾠsocietà	
 ﾠper	
 ﾠconto	
 ﾠdegli	
 ﾠ
investitori.	
 ﾠ
	
 ﾠ
• Assicurazioni	
 ﾠ
Un	
 ﾠsoggetto	
 ﾠavverso	
 ﾠal	
 ﾠrischio	
 ﾠè	
 ﾠdisposto	
 ﾠa	
 ﾠpagare	
 ﾠdel	
 ﾠdenaro	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠevitare	
 ﾠi	
 ﾠpossibili	
 ﾠ
eventi	
 ﾠ negativi.	
 ﾠ La	
 ﾠ domanda	
 ﾠ di	
 ﾠ riduzione	
 ﾠ del	
 ﾠ rischio	
 ﾠ viene	
 ﾠ soddisfatta	
 ﾠ dalle	
 ﾠ compagnie	
 ﾠ
assicurative.	
 ﾠ
Le	
 ﾠ assicurazioni	
 ﾠ funzionano	
 ﾠ secondo	
 ﾠ la	
 ﾠ seguente	
 ﾠ modalità:	
 ﾠ una	
 ﾠ persona	
 ﾠ o	
 ﾠ un	
 ﾠ impresa	
 ﾠ
avverse	
 ﾠal	
 ﾠrischio	
 ﾠpagano	
 ﾠla	
 ﾠcompagnia	
 ﾠassicurativa	
 ﾠin	
 ﾠuno	
 ﾠstato	
 ﾠdi	
 ﾠnatura	
 ﾠfavorevole	
 ﾠe	
 ﾠla	
 ﾠ
compagnia	
 ﾠ di	
 ﾠ assicurazione	
 ﾠ trasferisce	
 ﾠ il	
 ﾠ denaro	
 ﾠ all’assicurato	
 ﾠ nello	
 ﾠ stato	
 ﾠ di	
 ﾠ natura	
 ﾠ
sfavorevole.	
 ﾠ Tale	
 ﾠ transazione	
 ﾠ consente	
 ﾠ alle	
 ﾠ persone	
 ﾠ e	
 ﾠ alle	
 ﾠ imprese	
 ﾠ avverse	
 ﾠ al	
 ﾠ rischio	
 ﾠ di	
 ﾠ
spostare	
 ﾠuna	
 ﾠparte	
 ﾠo	
 ﾠla	
 ﾠtotalità	
 ﾠdel	
 ﾠproprio	
 ﾠrischio	
 ﾠsulla	
 ﾠcompagnia	
 ﾠassicurativa.	
 ﾠ	
 ﾠ
Le	
 ﾠcompagnie	
 ﾠassicurative	
 ﾠperò	
 ﾠnon	
 ﾠpresentano	
 ﾠmai	
 ﾠpolizze	
 ﾠeque	
 ﾠper	
 ﾠi	
 ﾠpropri	
 ﾠclienti,	
 ﾠdifatti	
 ﾠ
necessitano	
 ﾠ di	
 ﾠ somme	
 ﾠ di	
 ﾠ denaro	
 ﾠ per	
 ﾠ autofinanziarsi,	
 ﾠ per	
 ﾠ tutte	
 ﾠ le	
 ﾠ spese	
 ﾠ operative	
 ﾠ per	
 ﾠ
dipendenti,	
 ﾠuffici,	
 ﾠstampa	
 ﾠdei	
 ﾠmoduli	
 ﾠecc...	
 ﾠ	
 ﾠ
Per	
 ﾠ questo	
 ﾠ i	
 ﾠ clienti	
 ﾠ molto	
 ﾠ spesso	
 ﾠ non	
 ﾠ si	
 ﾠ assicurano	
 ﾠ completamente	
 ﾠ ma	
 ﾠ acquistano	
 ﾠ una	
 ﾠ
polizza	
 ﾠsolo	
 ﾠparziale.	
 ﾠIl	
 ﾠmotivo	
 ﾠche	
 ﾠspinge	
 ﾠuna	
 ﾠcompagnia	
 ﾠassicurativa	
 ﾠa	
 ﾠstipulare	
 ﾠpolizze	
 ﾠe	
 ﾠ
assumersi	
 ﾠil	
 ﾠrischio	
 ﾠdei	
 ﾠclienti	
 ﾠè	
 ﾠla	
 ﾠdiversificazione	
 ﾠdella	
 ﾠstessa	
 ﾠclientela.	
 ﾠSe	
 ﾠla	
 ﾠprobabilità	
 ﾠdi	
 ﾠ
un	
 ﾠdeterminato	
 ﾠevento	
 ﾠcome	
 ﾠl’incendio	
 ﾠdi	
 ﾠun’abitazione	
 ﾠè	
 ﾠindipendente	
 ﾠdell’incendio	
 ﾠdi	
 ﾠaltri	
 ﾠ
edifici,	
 ﾠ il	
 ﾠ rischio	
 ﾠ che	
 ﾠ corre	
 ﾠ la	
 ﾠ compagnia	
 ﾠ per	
 ﾠ assicurare	
 ﾠ una	
 ﾠ sola	
 ﾠ persona	
 ﾠ dall’eventuale	
 ﾠ
incendio	
 ﾠdella	
 ﾠcasa	
 ﾠè	
 ﾠmolto	
 ﾠmaggiore	
 ﾠrispetto	
 ﾠal	
 ﾠrischio	
 ﾠmedio	
 ﾠdi	
 ﾠassicurare	
 ﾠpiù	
 ﾠindividui.	
 ﾠ	
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CAPITOLO	
 ﾠ5	
 ﾠ
Modelli	
 ﾠdi	
 ﾠPrevisione	
 ﾠ
	
 ﾠ
Le	
 ﾠ imprese	
 ﾠ sono	
 ﾠ chiamate	
 ﾠ ad	
 ﾠ operare	
 ﾠ in	
 ﾠ un	
 ﾠ ambiente	
 ﾠ economico	
 ﾠ e	
 ﾠ competitivo	
 ﾠ
caratterizzato	
 ﾠ da	
 ﾠ una	
 ﾠ forte	
 ﾠ turbolenza	
 ﾠ ,	
 ﾠ che	
 ﾠ richiede	
 ﾠ l’adozione	
 ﾠ di	
 ﾠ politiche	
 ﾠ gestionali	
 ﾠ
dinamiche,	
 ﾠ capaci	
 ﾠ di	
 ﾠ fornire	
 ﾠ reazioni	
 ﾠ tempestive	
 ﾠ di	
 ﾠ fronte	
 ﾠ ai	
 ﾠ continui	
 ﾠ cambiamenti	
 ﾠ
tecnologici,	
 ﾠorganizzativi,	
 ﾠambientali.	
 ﾠ
	
 ﾠQuindi	
 ﾠemerge	
 ﾠcon	
 ﾠforza	
 ﾠl’esigenza	
 ﾠdi	
 ﾠformulare	
 ﾠprevisioni	
 ﾠche	
 ﾠriguardano	
 ﾠil	
 ﾠfuturo.	
 ﾠAd	
 ﾠ
esempio,	
 ﾠla	
 ﾠdecisione	
 ﾠdi	
 ﾠrealizzare	
 ﾠun	
 ﾠnuovo	
 ﾠimpianto	
 ﾠproduttivo	
 ﾠdipende	
 ﾠda	
 ﾠprevisioni	
 ﾠ
circa	
 ﾠla	
 ﾠdomanda	
 ﾠfutura,	
 ﾠgli	
 ﾠscenari	
 ﾠdi	
 ﾠinnovazione	
 ﾠtecnologica,	
 ﾠi	
 ﾠprezzi	
 ﾠe	
 ﾠi	
 ﾠcosti,	
 ﾠi	
 ﾠpiani	
 ﾠ
strategici	
 ﾠdei	
 ﾠcompetitori,	
 ﾠle	
 ﾠeventuali	
 ﾠazioni	
 ﾠlegislative.	
 ﾠ
La	
 ﾠprevisione	
 ﾠconsente	
 ﾠdi	
 ﾠassociare	
 ﾠdelle	
 ﾠprobabilità	
 ﾠdi	
 ﾠoccorrenza	
 ﾠa	
 ﾠeventi	
 ﾠfuturi,	
 ﾠoppure	
 ﾠdi	
 ﾠ
specificare	
 ﾠ intervalli	
 ﾠ di	
 ﾠ confidenza	
 ﾠ alla	
 ﾠ stima	
 ﾠ di	
 ﾠ grandezze	
 ﾠ che	
 ﾠ saranno	
 ﾠ osservabili	
 ﾠ e	
 ﾠ
misurabili	
 ﾠin	
 ﾠfuturo.	
 ﾠLa	
 ﾠpredizione	
 ﾠconsiste	
 ﾠinvece	
 ﾠnell’identificazione	
 ﾠdello	
 ﾠspecifico	
 ﾠvalore	
 ﾠ
che	
 ﾠuna	
 ﾠgrandezza	
 ﾠmisurabile	
 ﾠassumerà	
 ﾠnel	
 ﾠfuturo.	
 ﾠ	
 ﾠ
In	
 ﾠ termini	
 ﾠ di	
 ﾠ inferenza	
 ﾠ statistica,	
 ﾠ potremmo	
 ﾠ assimilare	
 ﾠ la	
 ﾠ differenza	
 ﾠ tra	
 ﾠ i	
 ﾠ concetti	
 ﾠ di	
 ﾠ
previsione	
 ﾠe	
 ﾠpredizione	
 ﾠalla	
 ﾠdifferenza	
 ﾠche	
 ﾠintercorre	
 ﾠtra	
 ﾠgli	
 ﾠintervalli	
 ﾠdi	
 ﾠstima	
 ﾠe	
 ﾠgli	
 ﾠstimatori	
 ﾠ
puntuali.	
 ﾠ
È	
 ﾠevidente	
 ﾠche	
 ﾠper	
 ﾠfunzioni	
 ﾠdiverse,	
 ﾠcambiano	
 ﾠi	
 ﾠmetodi	
 ﾠutilizzati	
 ﾠper	
 ﾠformulare	
 ﾠle	
 ﾠprevisioni,	
 ﾠ
infatti	
 ﾠ possono	
 ﾠ variare	
 ﾠ gli	
 ﾠ obiettivi,	
 ﾠ o	
 ﾠ anche	
 ﾠ l’orizzonte	
 ﾠ temporale	
 ﾠ di	
 ﾠ tali	
 ﾠ previsioni,	
 ﾠ
influendo	
 ﾠmoltissimo	
 ﾠsulla	
 ﾠloro	
 ﾠaccuratezza.	
 ﾠ
	
 ﾠ
	
 ﾠ
5.1.Metodologie	
 ﾠdi	
 ﾠprevisione	
 ﾠ
	
 ﾠ
Esistono	
 ﾠquattro	
 ﾠtipologie	
 ﾠprincipali	
 ﾠdi	
 ﾠtecniche	
 ﾠdi	
 ﾠprevisione:	
 ﾠ
	
 ﾠ
• Modelli	
 ﾠestrapolativi.	
 ﾠ
I	
 ﾠmetodi	
 ﾠestrapolativi	
 ﾠutilizzano	
 ﾠi	
 ﾠvalori	
 ﾠdi	
 ﾠuna	
 ﾠserie	
 ﾠstorica	
 ﾠdi	
 ﾠosservazioni	
 ﾠrelative	
 ﾠad	
 ﾠuna	
 ﾠ
grandezza	
 ﾠ per	
 ﾠ ricavare	
 ﾠ le	
 ﾠ eventuali	
 ﾠ regolarità	
 ﾠ che	
 ﾠ si	
 ﾠ manifestano	
 ﾠ e	
 ﾠ per	
 ﾠ proiettarne	
 ﾠ
l’andamento	
 ﾠnel	
 ﾠfuturo.	
 ﾠ
	
 ﾠ
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• Modelli	
 ﾠesplicativi.	
 ﾠ
I	
 ﾠmetodi	
 ﾠesplicativi	
 ﾠcercano	
 ﾠinvece	
 ﾠdi	
 ﾠidentificare	
 ﾠrelazioni	
 ﾠquantitative	
 ﾠdi	
 ﾠnatura	
 ﾠfunzionale	
 ﾠ
tra	
 ﾠla	
 ﾠgrandezza	
 ﾠdi	
 ﾠcui	
 ﾠsi	
 ﾠvuole	
 ﾠottenere	
 ﾠla	
 ﾠprevisione	
 ﾠe	
 ﾠun	
 ﾠinsieme	
 ﾠdi	
 ﾠvariabili	
 ﾠche	
 ﾠsi	
 ﾠritiene	
 ﾠ
possano	
 ﾠinfluenzare	
 ﾠil	
 ﾠvalore.	
 ﾠAd	
 ﾠesempio	
 ﾠsi	
 ﾠpuò	
 ﾠcercare	
 ﾠdi	
 ﾠspiegare	
 ﾠil	
 ﾠvolume	
 ﾠdelle	
 ﾠvendite	
 ﾠ
di	
 ﾠun	
 ﾠprodotto	
 ﾠsulla	
 ﾠbase	
 ﾠdel	
 ﾠvalore	
 ﾠdegli	
 ﾠinvestimenti	
 ﾠpubblicitari	
 ﾠsostenuti	
 ﾠper	
 ﾠdiversi	
 ﾠ
canali	
 ﾠdi	
 ﾠcomunicazione.	
 ﾠ
	
 ﾠ
• Metodi	
 ﾠdi	
 ﾠconteggio	
 ﾠe	
 ﾠinferenza	
 ﾠstatistica.	
 ﾠ
I	
 ﾠmetodi	
 ﾠdi	
 ﾠconteggio,	
 ﾠe	
 ﾠpiù	
 ﾠin	
 ﾠgenerale	
 ﾠi	
 ﾠmetodi	
 ﾠdi	
 ﾠinferenza	
 ﾠstatistica,	
 ﾠvengono	
 ﾠutilizzati	
 ﾠper	
 ﾠ
stimare	
 ﾠmedie	
 ﾠe	
 ﾠpercentuali	
 ﾠdi	
 ﾠuna	
 ﾠpopolazione.	
 ﾠ
	
 ﾠ
• Metodi	
 ﾠsoggettivi	
 ﾠe	
 ﾠqualitativi.	
 ﾠ
I	
 ﾠmetodi	
 ﾠsoggettivi,	
 ﾠe	
 ﾠpiù	
 ﾠin	
 ﾠgenerale	
 ﾠdi	
 ﾠnatura	
 ﾠqualitativa,	
 ﾠsi	
 ﾠbasano	
 ﾠsu	
 ﾠvalutazioni	
 ﾠpersonali	
 ﾠ
o	
 ﾠdi	
 ﾠgruppo	
 ﾠformulate	
 ﾠda	
 ﾠesperti	
 ﾠdel	
 ﾠsettore	
 ﾠcui	
 ﾠle	
 ﾠprevisioni	
 ﾠsi	
 ﾠriferiscono.	
 ﾠUna	
 ﾠlarga	
 ﾠparte	
 ﾠ
delle	
 ﾠprevisioni	
 ﾠaziendali	
 ﾠsi	
 ﾠfonda	
 ﾠsu	
 ﾠvalutazioni	
 ﾠdi	
 ﾠnatura	
 ﾠsoggettiva,	
 ﾠanche	
 ﾠse	
 ﾠuna	
 ﾠtendenza	
 ﾠ
all’adozione	
 ﾠdi	
 ﾠmetodi	
 ﾠquantitativi	
 ﾠsi	
 ﾠva	
 ﾠmanifestando	
 ﾠcon	
 ﾠrigore.	
 ﾠEsistono	
 ﾠnumerosi	
 ﾠtest	
 ﾠ
sperimentali	
 ﾠrivolti	
 ﾠa	
 ﾠdimostrare	
 ﾠil	
 ﾠcarattere	
 ﾠarbitrario,	
 ﾠdistorto	
 ﾠe	
 ﾠimpreciso	
 ﾠdelle	
 ﾠpredizioni	
 ﾠ
soggettive	
 ﾠformulate	
 ﾠda	
 ﾠesperti,	
 ﾠche	
 ﾠspesso	
 ﾠpeccano	
 ﾠdi	
 ﾠeccesso	
 ﾠdi	
 ﾠconfidenza	
 ﾠnelle	
 ﾠproprie	
 ﾠ
conclusioni.	
 ﾠ
	
 ﾠ
	
 ﾠ
5.2.Selezione	
 ﾠe	
 ﾠadozione	
 ﾠdi	
 ﾠuna	
 ﾠmetodologia	
 ﾠdi	
 ﾠprevisione	
 ﾠ
	
 ﾠ
La	
 ﾠlunghezza	
 ﾠdell’orizzonte	
 ﾠtemporale,	
 ﾠla	
 ﾠdisponibilità	
 ﾠe	
 ﾠl’omogeneità	
 ﾠdi	
 ﾠun’ampia	
 ﾠbase	
 ﾠdi	
 ﾠ
dati	
 ﾠstorici,	
 ﾠle	
 ﾠcaratteristiche	
 ﾠdel	
 ﾠprodotto	
 ﾠcui	
 ﾠle	
 ﾠprevisioni	
 ﾠsi	
 ﾠriferiscono,	
 ﾠe	
 ﾠin	
 ﾠparticolare	
 ﾠla	
 ﾠ
fase	
 ﾠ del	
 ﾠ ciclo	
 ﾠ di	
 ﾠ vita,	
 ﾠ sono	
 ﾠ alcuni	
 ﾠ dei	
 ﾠ fattori	
 ﾠ che	
 ﾠ influenzano	
 ﾠ la	
 ﾠ scelta	
 ﾠ di	
 ﾠ un	
 ﾠ metodo.	
 ﾠ Ad	
 ﾠ
esempio,	
 ﾠnella	
 ﾠfase	
 ﾠiniziale	
 ﾠdel	
 ﾠciclo	
 ﾠdi	
 ﾠvita	
 ﾠdel	
 ﾠprodotto,	
 ﾠnon	
 ﾠsono	
 ﾠdisponibili	
 ﾠdati	
 ﾠdi	
 ﾠvendita,	
 ﾠ
quindi	
 ﾠsi	
 ﾠpuò	
 ﾠricorrere	
 ﾠunicamente	
 ﾠa	
 ﾠtest	
 ﾠdi	
 ﾠmercato	
 ﾠe	
 ﾠopinioni	
 ﾠsoggettive	
 ﾠper	
 ﾠla	
 ﾠprevisione	
 ﾠ
delle	
 ﾠvendite.	
 ﾠD’altra	
 ﾠparte,	
 ﾠnelle	
 ﾠfasi	
 ﾠdi	
 ﾠmaturità	
 ﾠo	
 ﾠdeclino	
 ﾠdel	
 ﾠprodotto,	
 ﾠla	
 ﾠbase	
 ﾠdi	
 ﾠdati	
 ﾠè	
 ﾠ
solida,	
 ﾠe	
 ﾠl’utilizzo	
 ﾠdi	
 ﾠmodelli	
 ﾠquantitativi	
 ﾠsi	
 ﾠrivela	
 ﾠsolitamente	
 ﾠvantaggioso.	
 ﾠ
	
 ﾠ
Identificazione	
 ﾠdei	
 ﾠparametri	
 ﾠ	
 ﾠ
Una	
 ﾠvolta	
 ﾠidentificata	
 ﾠuna	
 ﾠclasse	
 ﾠdi	
 ﾠmetodi	
 ﾠprevisionali	
 ﾠda	
 ﾠutilizzare,	
 ﾠè	
 ﾠnecessario	
 ﾠprocedere	
 ﾠ
all’identificazione	
 ﾠdei	
 ﾠparametri	
 ﾠdel	
 ﾠmodello.	
 ﾠQuesta	
 ﾠattività	
 ﾠviene	
 ﾠcondotta	
 ﾠutilizzando	
 ﾠle	
 ﾠ	
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osservazioni	
 ﾠ disponibili,	
 ﾠ e	
 ﾠ comporta	
 ﾠ solitamente	
 ﾠ la	
 ﾠ risoluzione	
 ﾠ di	
 ﾠ un	
 ﾠ problema	
 ﾠ di	
 ﾠ
ottimizzazione,	
 ﾠche	
 ﾠconsiste	
 ﾠnella	
 ﾠminimizzazione	
 ﾠdella	
 ﾠsomma	
 ﾠdei	
 ﾠquadrati	
 ﾠdegli	
 ﾠscarti.	
 ﾠ
	
 ﾠ
	
 ﾠ
Monitoraggio	
 ﾠdelle	
 ﾠprevisioni	
 ﾠ
Dopo	
 ﾠaver	
 ﾠsviluppato	
 ﾠe	
 ﾠmesso	
 ﾠa	
 ﾠpunto	
 ﾠun	
 ﾠmodello	
 ﾠdi	
 ﾠprevisione,	
 ﾠè	
 ﾠnecessario	
 ﾠtenere	
 ﾠsotto	
 ﾠ
controllo	
 ﾠi	
 ﾠrisultati	
 ﾠche	
 ﾠesso	
 ﾠproduce,	
 ﾠper	
 ﾠvalutarne	
 ﾠl’efficacia.	
 ﾠIn	
 ﾠpratica,	
 ﾠquesta	
 ﾠattività	
 ﾠdi	
 ﾠ
monitoraggio	
 ﾠ si	
 ﾠ riduce	
 ﾠ a	
 ﾠ confrontare	
 ﾠ ciascuna	
 ﾠ delle	
 ﾠ previsioni	
 ﾠ formulate	
 ﾠ mediante	
 ﾠ il	
 ﾠ
modello	
 ﾠcon	
 ﾠle	
 ﾠcorrispondenti	
 ﾠrealizzazioni	
 ﾠosservate.	
 ﾠAd	
 ﾠesempio,	
 ﾠavendo	
 ﾠutilizzato	
 ﾠun	
 ﾠ
modello	
 ﾠestrapolativo	
 ﾠper	
 ﾠprevedere	
 ﾠla	
 ﾠdomanda	
 ﾠfutura	
 ﾠnel	
 ﾠcorso	
 ﾠdi	
 ﾠquattro	
 ﾠsettimane,	
 ﾠsi	
 ﾠ
confrontano	
 ﾠi	
 ﾠvalori	
 ﾠprevisti	
 ﾠcon	
 ﾠle	
 ﾠvendite	
 ﾠeffettive	
 ﾠregistrate.	
 ﾠNel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠemergano	
 ﾠ
significativi	
 ﾠscarti	
 ﾠè	
 ﾠnecessario	
 ﾠporre	
 ﾠnuovamente	
 ﾠmano	
 ﾠal	
 ﾠmodello,	
 ﾠprocedendo	
 ﾠad	
 ﾠuna	
 ﾠ
nuova	
 ﾠidentificazione	
 ﾠdei	
 ﾠparametri,	
 ﾠo	
 ﾠaddirittura	
 ﾠoperare	
 ﾠuna	
 ﾠdiversa	
 ﾠscelta	
 ﾠper	
 ﾠla	
 ﾠforma	
 ﾠ
funzionale	
 ﾠdel	
 ﾠmodello.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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CONCLUSIONE	
 ﾠ
	
 ﾠ
L’analisi	
 ﾠ decisionale,	
 ﾠ come	
 ﾠ abbiamo	
 ﾠ visto,	
 ﾠ si	
 ﾠ pone	
 ﾠ il	
 ﾠ problema	
 ﾠ di	
 ﾠ individuare	
 ﾠ la	
 ﾠ scelta	
 ﾠ
migliore	
 ﾠfra	
 ﾠdifferenti	
 ﾠpossibili	
 ﾠalternative.	
 ﾠQuesta	
 ﾠscelta	
 ﾠdipende	
 ﾠdalla	
 ﾠconoscenza	
 ﾠo	
 ﾠmeno	
 ﾠ
di	
 ﾠdati	
 ﾠrilevanti	
 ﾠdalla	
 ﾠsoggettività	
 ﾠdel	
 ﾠdecisore.	
 ﾠ	
 ﾠ
	
 ﾠ
In	
 ﾠmodo	
 ﾠparticolare,	
 ﾠqualora	
 ﾠsi	
 ﾠpossiedano	
 ﾠfatti	
 ﾠcomprovati	
 ﾠe	
 ﾠdocumentati	
 ﾠ	
 ﾠ(condizioni	
 ﾠdi	
 ﾠ
rischio)	
 ﾠè	
 ﾠpossibile	
 ﾠusufruire	
 ﾠdi	
 ﾠmetodi	
 ﾠprobabilistici	
 ﾠquali:	
 ﾠ
•  valore	
 ﾠatteso	
 ﾠmonetario	
 ﾠ
•  alberi	
 ﾠdi	
 ﾠdecisione	
 ﾠ
•  analisi	
 ﾠMonte	
 ﾠCarlo	
 ﾠ
	
 ﾠ
Nel	
 ﾠcaso	
 ﾠin	
 ﾠcui,	
 ﾠinvece,	
 ﾠnon	
 ﾠsi	
 ﾠpossiedano	
 ﾠdati	
 ﾠsignificativi	
 ﾠrelativi	
 ﾠall’analisi	
 ﾠdecisionale	
 ﾠsi	
 ﾠ
ricorrerà	
 ﾠinvece	
 ﾠall’uso	
 ﾠdi	
 ﾠmetodi	
 ﾠnon	
 ﾠprobabilistici	
 ﾠe	
 ﾠquindi	
 ﾠmaggiormente	
 ﾠsottoposti	
 ﾠa	
 ﾠ
valutazioni	
 ﾠsoggettive.	
 ﾠLe	
 ﾠtecniche	
 ﾠproposte	
 ﾠsono:	
 ﾠ
•  criterio	
 ﾠmaximax	
 ﾠ
•  criterio	
 ﾠmaximin	
 ﾠ
•  criterio	
 ﾠdel	
 ﾠrealismo	
 ﾠ
•  criterio	
 ﾠdi	
 ﾠequiprobabilità	
 ﾠ
•  criterio	
 ﾠminimax	
 ﾠ
	
 ﾠ
Nell’analisi	
 ﾠdecisionale	
 ﾠi	
 ﾠfattori	
 ﾠsoggettivi	
 ﾠdel	
 ﾠdecisore	
 ﾠpossono	
 ﾠessere	
 ﾠrappresentati	
 ﾠda	
 ﾠuna	
 ﾠ
funzione	
 ﾠdi	
 ﾠutilità.	
 ﾠEssa	
 ﾠsta	
 ﾠad	
 ﾠindicare	
 ﾠl’atteggiamento	
 ﾠnei	
 ﾠconfronti	
 ﾠdel	
 ﾠrischio,	
 ﾠche	
 ﾠpuò	
 ﾠ
essere	
 ﾠ di	
 ﾠ propensione,	
 ﾠ neutralità	
 ﾠ e	
 ﾠ avversità.	
 ﾠ Un	
 ﾠ individuo	
 ﾠ propenso	
 ﾠ al	
 ﾠ rischio	
 ﾠ può	
 ﾠ
intraprendere	
 ﾠ una	
 ﾠ scommessa	
 ﾠ non	
 ﾠ equa	
 ﾠ nei	
 ﾠ suoi	
 ﾠ confronti,	
 ﾠ a	
 ﾠ scapito	
 ﾠ di	
 ﾠ un	
 ﾠ possibile	
 ﾠ
guadagno	
 ﾠmaggiore.	
 ﾠAl	
 ﾠcontrario,	
 ﾠuna	
 ﾠpersona	
 ﾠavversa	
 ﾠal	
 ﾠrischio	
 ﾠsceglierà	
 ﾠun’opzione	
 ﾠpiù	
 ﾠ
rischiosa	
 ﾠsolo	
 ﾠnel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠil	
 ﾠcorrispondente	
 ﾠvalore	
 ﾠatteso	
 ﾠsia	
 ﾠnotevolmente	
 ﾠsuperiore	
 ﾠa	
 ﾠ
quello	
 ﾠdi	
 ﾠun’opzione	
 ﾠmeno	
 ﾠrischiosa.	
 ﾠD’altro	
 ﾠcanto,	
 ﾠgli	
 ﾠindividui	
 ﾠneutrali,	
 ﾠper	
 ﾠuna	
 ﾠqualsiasi	
 ﾠ
alternativa	
 ﾠin	
 ﾠscommesse	
 ﾠeque,	
 ﾠoptano	
 ﾠper	
 ﾠla	
 ﾠsituazione	
 ﾠcol	
 ﾠtasso	
 ﾠdi	
 ﾠrendimento	
 ﾠmaggiore	
 ﾠ
perché	
 ﾠnon	
 ﾠsi	
 ﾠpreoccupano	
 ﾠdel	
 ﾠrischio.	
 ﾠ
	
 ﾠ
Qualunque	
 ﾠsia	
 ﾠl’atteggiamento,	
 ﾠil	
 ﾠdecisore	
 ﾠpuò	
 ﾠpensare	
 ﾠdi	
 ﾠtutelarsi,	
 ﾠcercando	
 ﾠdi	
 ﾠlimitare	
 ﾠil	
 ﾠ
rischio	
 ﾠ delle	
 ﾠ proprie	
 ﾠ scelte,	
 ﾠ semplicemente	
 ﾠ rifiutando	
 ﾠ un’alternativa	
 ﾠ svantaggiosa,	
 ﾠ	
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 ﾠ
informandosi	
 ﾠmeglio	
 ﾠriguardo	
 ﾠgli	
 ﾠaspetti	
 ﾠdel	
 ﾠsuo	
 ﾠproblema,	
 ﾠdiversificando	
 ﾠle	
 ﾠproprie	
 ﾠscelte	
 ﾠ
(risk	
 ﾠpooling)	
 ﾠo	
 ﾠassicurandosi.	
 ﾠ
	
 ﾠ
Nell’ambiente	
 ﾠeconomico	
 ﾠcompetitivo	
 ﾠattuale	
 ﾠil	
 ﾠbisogno	
 ﾠdi	
 ﾠformulare	
 ﾠprevisioni	
 ﾠè	
 ﾠdiventato	
 ﾠ
un	
 ﾠfattore	
 ﾠsempre	
 ﾠpiù	
 ﾠrilevante,	
 ﾠnecessario	
 ﾠper	
 ﾠassociare	
 ﾠdelle	
 ﾠprobabilità	
 ﾠdi	
 ﾠoccorrenza	
 ﾠa	
 ﾠ
eventi	
 ﾠ futuri.	
 ﾠ Come	
 ﾠ abbiamo	
 ﾠ visto,	
 ﾠ questa	
 ﾠ operazione	
 ﾠ è	
 ﾠ fondamentale	
 ﾠ per	
 ﾠ l’analisi	
 ﾠ
decisionale.	
 ﾠ
I	
 ﾠmetodi	
 ﾠprincipali,	
 ﾠper	
 ﾠla	
 ﾠformulazione	
 ﾠdi	
 ﾠprevisioni,	
 ﾠsono:	
 ﾠ
• modelli	
 ﾠestrapolativi	
 ﾠ
• modelli	
 ﾠesplicativi	
 ﾠ
• metodi	
 ﾠdi	
 ﾠconteggio	
 ﾠe	
 ﾠinferenza	
 ﾠstatistica	
 ﾠ
• metodi	
 ﾠsoggettivi	
 ﾠe	
 ﾠqualitativi.	
 ﾠ
	
 ﾠ
	
 ﾠ
Tutto	
 ﾠciò	
 ﾠche	
 ﾠè	
 ﾠstato	
 ﾠaffrontato	
 ﾠfinora	
 ﾠva	
 ﾠperò	
 ﾠvisto	
 ﾠtenendo	
 ﾠconto	
 ﾠdel	
 ﾠfatto	
 ﾠche,	
 ﾠper	
 ﾠqualsiasi	
 ﾠ
problema	
 ﾠdecisionale	
 ﾠconcreto,	
 ﾠè	
 ﾠimpossibile	
 ﾠeliminare	
 ﾠdel	
 ﾠtutto	
 ﾠil	
 ﾠfattore	
 ﾠrischio.	
 ﾠ	
 ﾠLo	
 ﾠscopo	
 ﾠ
dell’analisi	
 ﾠ decisionale	
 ﾠ è	
 ﾠ quindi	
 ﾠ quello	
 ﾠ di	
 ﾠ agevolare	
 ﾠ il	
 ﾠ decisore	
 ﾠ nel	
 ﾠ difficile	
 ﾠ compito	
 ﾠ
dell’intraprendere	
 ﾠuna	
 ﾠscelta,	
 ﾠindirizzandolo	
 ﾠverso	
 ﾠla	
 ﾠdecisione	
 ﾠmigliore.	
 ﾠ	
 ﾠMolto	
 ﾠspesso	
 ﾠperò,	
 ﾠ
essa	
 ﾠnon	
 ﾠsi	
 ﾠrivela	
 ﾠla	
 ﾠmigliore	
 ﾠin	
 ﾠassoluto	
 ﾠproprio	
 ﾠa	
 ﾠcausa	
 ﾠdei	
 ﾠfattori	
 ﾠdi	
 ﾠrischio	
 ﾠche	
 ﾠper	
 ﾠnatura	
 ﾠ
condizionano	
 ﾠil	
 ﾠmondo	
 ﾠche	
 ﾠci	
 ﾠcirconda,	
 ﾠma	
 ﾠindubbiamente	
 ﾠrappresenta	
 ﾠuna	
 ﾠsoluzione	
 ﾠpiù	
 ﾠ
vantaggiosa	
 ﾠ	
 ﾠdi	
 ﾠaltre.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ	
 ﾠ 37	
 ﾠ
	
 ﾠ
	
 ﾠ
BIBLIOGRAFIA	
 ﾠ
	
 ﾠ
Carlo	
 ﾠVercellis,	
 ﾠ1997,	
 ﾠ“Modelli	
 ﾠe	
 ﾠDecisioni”,	
 ﾠBologna:	
 ﾠsocietà	
 ﾠeditrice	
 ﾠEsculopio.	
 ﾠ
	
 ﾠ
Francesco	
 ﾠ Mason,	
 ﾠ 1992,	
 ﾠ “Metodi	
 ﾠ Quantitativi	
 ﾠ per	
 ﾠ le	
 ﾠ Decisioni”,	
 ﾠ Torino:	
 ﾠ G.	
 ﾠ Giappichelli	
 ﾠ
editore.	
 ﾠ
	
 ﾠ
Jeffrey	
 ﾠM.	
 ﾠPerloff,	
 ﾠ2007,	
 ﾠ“Microeconomia”,	
 ﾠMilano:	
 ﾠApogeo	
 ﾠ
	
 ﾠ
W.G.	
 ﾠSullivan,	
 ﾠE.M.	
 ﾠWicks,	
 ﾠJ.T.	
 ﾠLuxhoj,	
 ﾠ2006,	
 ﾠ“Economia	
 ﾠApplicata	
 ﾠall’Ingegneria”,	
 ﾠMilano:	
 ﾠ
Pearson	
 ﾠEducation	
 ﾠItalia.	
 ﾠ
	
 ﾠ
Arrigo	
 ﾠPereschi,	
 ﾠ2008,	
 ﾠ“Impianti	
 ﾠIndustriali”,	
 ﾠBologna:	
 ﾠsocietà	
 ﾠeditrice	
 ﾠEsculapio.	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
Siti	
 ﾠweb	
 ﾠutilizzati	
 ﾠ
	
 ﾠ
http://www.discovery.dist.unige.it/didattica/LS/DecisionTheory.pdf	
 ﾠ,10/11/2011	
 ﾠ
	
 ﾠ
http://geostasto.eco.uniroma1.it/didattica/matdid/sta/alleva/nuval/doc/tdci.pdf,	
 ﾠ
9/11/2011	
 ﾠ
	
 ﾠ
http://www.or.unimore.it/corsi/MSP_MSS/TeoriaDecisioni.pdf	
 ﾠ,	
 ﾠ9/11/2011	
 ﾠ
	
 ﾠ
http://didattica.dma.unifi.it/WebWrite/pub/Fisica/FSAMS0607/Metodi_MonteCarlo.pdf,	
 ﾠ
10/11/2011	
 ﾠ
	
 ﾠ
http://www.ba.infn.it/~angelini/MMFA/dispensa.pdf	
 ﾠ,	
 ﾠ10/11/2011	
 ﾠ
	
 ﾠ	
 ﾠ 38	
 ﾠ
http://www.humanwareonline.com/project-ﾭ‐management/center/valore-ﾭ‐monetario-ﾭ‐atteso-ﾭ‐
alberi-ﾭ‐decisionali	
 ﾠ,	
 ﾠ9/11/2011	
 ﾠ
	
 ﾠ
	
 ﾠ
http://it.wikipedia.org	
 ﾠ,	
 ﾠ9/11/2011	
 ﾠ
	
 ﾠ
http://mises.org/daily/3918	
 ﾠ,	
 ﾠ20/11/2011	
 ﾠ
	
 ﾠ