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Abstract 
A functorial definition of the Conley index for discrete semidynamical systems, generalizing 
the shape index introduced by Robbin and Salamon and improved by Mrozek is given. The index 
constructed in this paper is a connected simple system and is natural with respect to proper 
semiconjugacies. 
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Introduction 
The Conley index has been a very useful tool in the study of dynamical systems, 
differential equations and in the bifurcation theory. The aim of this paper is to extend the 
ideas of Conley for the case of discrete-time semidynamical systems. The main obstacle 
which makes a direct extension impossible is the lack of homotopy along the trajectories 
in the discrete case. To overcome this difficulty, we introduce a new category, called the 
category of objects equipped with a morphism, which enables us to develop the Conley 
index theory for the discrete-time case along the lines of [ 1,2] and [7]. The index defined 
in this paper generalizes both the shape index, introduced by Robbin and Salamon in [6] 
and improved by Mrozek in [4] and the cohomological index, defined by Mrozek in [3]. 
Our construction of the Conley index generalizing the cohomological and shape indices, 
contrary to that in [4], does not rely on the shape theory. Because of this, our approach 
is more elementary and, also, it seems to be more general. In particular, we believe 
that it is possible to generalize our index for the case of an isolated invariant set which 
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does not admit a compact isolating neighborhood in the spirit of [5]. Furthermore, our 
approach shows that it is possible to introduce the notion of a connected simple system 
in the discrete case. This enables us to treat the Conley index as a functor defined on 
the category of isolated invariant sets of discrete semidynamical systems (see [2] for the 
continuous-time counterpart) and give an easy proof of the global continuation theorem 
(Theorem 5.1). 
1. Preliminaries 
Z, Zf , Z-, N will denote the sets of integer, nonnegative integer, nonpositive integer 
and natural numbers, respectively. II will stand for the unit interval [0, 11. For a topological 
space X and a subset A c X we shall denote by cl(A) and int(A) the closure and the 
interior of A. Htop will stand for the category of pointed topological spaces. Morphisms 
in Htop are homotopy classes of maps sending distinguished points into distinguished 
points. By a pair of subsets of a topological space X we mean a pair (A, B) such that 
B c A c X. Throughout our paper, compact subsets of a topological space are not 
assumed to be nonempty; in other words, 0 is a compact subset of any topological space. 
We shall often deal with quotient spaces of the form Nt/iVa where (Nr , No) is a 
pair of closed subsets of a given topological space X. For us, the space NJ/NO is a 
pointed topological space resulting from Nr when the elements of Ne are identified to 
the distinguished point, denoted by [No]. More precisely, 
Nl /No = (N \ No u [No] > [No]) 
where the topology of Nr \ NO U [NO] is defined as follows: a set U c IV* \ NO U [NO] is 
open iff the set T-~(U) is open in i’Vr , where 7r : IV, -+ NI \ NO U [NO] is the projection 
map, being identity on Nr \ IV0 and sending each point of NO into [No]. In the case 
when NO = 8, Nr/Na is obtained from Nr by adding an isolated distinguished point. 
In particular, 0/0 . 1s a pointed one point space. For x E IVr, by [x] we shall denote 
the point n(x) E J/t/No. Notice that if NO = 8 then the distinguished point can not 
be represented in this form. Therefore, throughout this paper we apply the following 
convention: whenever a map F : N1 /NO x Y + (X, x0) is defined by giving its values 
at each point of the form ([ICI, y), it is assumed that F( [NO], y) = x0 for each y E Y. 
For a given object X of a category K by [X] we shall denote the class of all objects 
of K which are isomorphic to X. 
By a discrete semidynamical system on a topological space X we mean a continuous 
map f : X -_) X. We use this term to stress that we are interested in geometric behavior 
of iterates of f. For lc E Z and A c X by fk(A) we denote the image of a set A c X 
under f Ic if k 3 0 and the inverse image of A under f -Ic if k < 0. For any f : X + X 
by f” we mean idx. 
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2. Categories 
In this section we give abstract definitions of two categories which will be used in the 
sequel: the category of objects equipped with a morphism and the category of connected 
simple systems. The latter is a direct generalization of the concept of a connected simple 
system, introduced in [ 11. 
2.1. 
Let K be a category. We define the category of objects equipped with a morphism over 
K, denoted by K, as follows: 
Ob(K,) := {(X, f): X E Oh(K) and f E MorK(X, X)}. 
In order to define morphisms in K,, we put 
M((X,f),(X’,f’)) = {(g,n) EMO~K(X,X’) xz+: go.f=.f’og}. 
In the set defined above we introduce a relation -, defined as follows 
(gt, nt) - (92,722) iff there exists k E Zf such that the following diagram commutes 
Let us prove that N is an equivalence relation. Obviously, it is reflexive and symmetric. 
Let us prove transitivity. 
Suppose that 
(91,v) - k72,~2) and (92,722) - ka,w). 
There exist nonnegative integers k and 1 such that 
910-f nz+k = g2 ofnl+k and g2 ofnj+' = g3 ofn2+l. 
Thus, 
Q3 O f 
nl+k+l+nz _ 
-92Of 
nl +k+l+ns _ g, o fnx+k+l+nz 
which means that (gt , nl) - (93, n3). 
Finally, for (X, f), (X’, f’) E Ob(K,) we put 
MorK, ((Xi f), (x’, f’,) := M((X, f), (x’, f’))/ N . 
The morphism represented by (g, n) E M((X, f), (X’, f’)) will be denoted by [g, n]. 
The composition of morphisms 
1% n] E MorK, ((X, f) > (x’, f ‘,) 
and 
[g’, n’] E MorK, ((X’, f’), (x”, f”,) 
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is defined by 
[g’,n’]o[g,n] := [g’Og,n’+n]. 
In order to justify the above definition, we have to check if the morphism on the 
right-hand side does not depend on the choice of representatives for [g, n] and [g’, n’], 
i.e., that if 
(911n1) - kJ,n) and (gI,ni) - (d,n’) 
then 
(9; og1,4 + m) - (g’ 0 g, n’ + n). 
Consider the diagram: 
X f”‘fk >X :x 
f n+k 
1 I 
f”;+’ 
9 
J 
9 
XTX’PX’ 
7L’ +L 
I 
f 
,n; +I 
f f 
,n’+l 
1 J 
9’ 
XTX’.X” 
8: 
By the definition of N we can choose k,l E Z+ such that the upper left and the 
lower right squares commute; the two remaining squares commute by the definition of 
morphisms in K,. Thus, 
9; 0 91 O f n+n'+k+l = gt o g o p+n;+k+l 
which means that (g’ o g, n’ + n) N (9; o gl, ni + nt). 
One easily checks that K, is a well-defined category. Clearly, its identity morphisms 
are given by 
id(x,f) = [idx, 01. 
Let us state a simple property of the K, category now. 
Proposition 2.1. rf [g, n] E MOrK, ((X, f), (X’, f’)) then 
[g, n] = [g o fk, k + n] = [j+ o g, k + n] for each k E Z+. 
Remark 2.1. In Section 4, we define the discrete homotopy index of an isolated invariant 
set S as a class of all objects in Htop,, isomorphic to an object associated with, but not 
uniquely defined by S. The role of the Htop, category in this definition is analogous 
to the role of the Htop category in the continuous-time case: it provides an equivalence 
relation which guarantees that the index is determined by S itself and that it has desirable 
properties (like the continuation property). The scheme of defining the shape index in 
[6] is the same, but the equivalence relation used there is the shape equivalence relation. 
The reader familiar with the basic concepts of the shape theory, as described in [6], 
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will check easily that if [g, n] : (X, f) + (X’, f’) and [g’, n’] : (X’, f’) + (X, f) are 
reciprocal isomorphisms in Htop, then the inverse systems 
XLX’fXLXL- (2.1) 
and 
are shape equivalent with the reciprocal shape equivalencies depicted below. The first 
one is of degree -n, i.e., the mth of the slant arrows is defined on the (n + m)th space 
X in the upper inverse system and has its range in the mth space in the lower one, while 
the second one is of degree --72’. 
“L...~-k~“~+-k;... 
X’- I-X’- I-... 
Thus, equivalence classes in Htop, are mapped into shape equivalence classes by the 
obvious map sending an object (X, f) in Htop, into the inverse system (2.1). This map 
can be used to compare our index with the shape index of Robbin and Salamon. It can 
cause some loss of information. To see this, notice that two objects (X, f) and (X’, f’) 
in Htop, with f and f’ being isomorphisms in Htop, are isomorphic iff f and f’ are 
conjugate by an isomorphism, while the inverse systems corresponding to (X, f) and 
(X’, f’) are shape equivalent iff X and X’ are of the same homotopy type. 
2.2. 
Let K be a category. We define the category of connected simple systems over K, 
denoted by K, as follows 
Ob(K,) := (2, Ia, Im): 2 is a nonempty set, 
10 : 2 + Oh(K) and 
1, : Z x Z -+ U Mark (10(z), la@‘)) 
z,t’lEZ 
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are functions such that for each z, z’, z” E 2 the following 
conditions hold: 
6) k(z, z’) E MorK (111(z), Io(z’,), 
(ii) L(z, z) = id,,(,), 
(iii) &(z’, z”) 0 I,(z, z’) = I;n(z, z”) 
1 
, 
MO% ((2, IO, Id, (z’, 16, In,) 
u MOW (IO(z), IA(z 
ZEZ, Z’EZ 
g(z, z’) E MorK(Ic(z), Ih(z’)) for each z E Z and z’ E 2’ and the 
diagram 
commutes for all zr , z2 E Z, zi, zi E Z’ 
1 
. 
For 
9 E MorK,((Z,Io,k), (Z’,&&)) 
and 
h E MOrK, ((z’, I;, IA), (z”, I;, 1;)) 
we define their composition by h o g(z, z”) := h(z’, z”) o g(z, z’) for z E Z, z” E Z”. 
The morphism on the right-hand side is independent on the choice of z’ E Z’. 
The identity morphisms in K, are defined by 
idcz,,,,m,(z, z’) := Im(z, z’) for z, z’ E Z. 
The following properties of the K, category can be proved in the same way as in the 
special case K = Htop, discussed in [I] and [7]. 
Proposition 2.2. If (Z, 10, Im) E Ob(K,) an d 21,252 E Z then Im(zt , ~2) is an isomor- 
phism in K having I,(zz, 21) as its inverse. 
Proposition 2.3. Suppose that (Z, IO, I,), (Z’, I;, I&) E Ob(K,) and 8 # A c Z x Z’. 
If a function 
f:A+ u MOW (b(z), I’(z;)) 
(a,z’)~A 
satisfies the following conditions: 
(i) f(z, z’) E MorK(Ie(z), IA( for each (z, z’) E A, 
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(ii) for all (~1, ti), (~2, 24) E A the following diagram commutes: 
then there exists the unique morphism 
.?e MOrK,((Z,Io,Im),(Z’,I~,~n)) 
extending f, i.e., such thatfor each (z, z’) E A f(z, 2’) = f(z, 2’). 
Proposition 2.4. If f E MOrK,((Z, 10, &), (Z’, 16, I&)) and f(z, z’) is an isomorphism 
in K for some .z E Z und z’ E 2 then f is an isomorphism. Conversely, if f is an 
isomorphism then f(z, z’) is an isomorphism in K for each z E 2, z’ E 2’. 
Remark. We shall be interested in categories obtained from a category K by composing 
the procedures described in this section, particularly in the category of connected simple 
systems over K,, denoted by K,,. 
3. Invariant sets and index pairs 
In this section we recall the basic concepts in the Conley index theory. The presentation 
is based mainly on [3] and [5]. Throughout this section, X is assumed to be a metric space. 
We make the local compactness assumption “local”: X need not be locally compact but 
each isolated invariant set has a compact neighborhood by definition. This generalization 
is straightforward. Let f : X + X be a continuous map, A c X and n E Z+. Following 
[5] we define: 
In+(A) := {Y(Y): f’(y), . . . ,f2”(y) E A}, 
Invf(A) := {II: E A: there exists a sequence {xk}lcEz c A such that 
~0 = z and f(zk) = zk+l for each lc E Z}. 
The next proposition gathers all properties of the sets defined above which will be 
used in the sequel. 
Proposition 3.1. 
(1) If A C B C X then Invf (A) C Invf (B). The same holds for Inv;. 
(2) Invf(Invf(A)) = Invf(A) = f(Invf(A)) for each A c X. 
(3) Inv ;+l (A) c Inv;(A) for A c X, n E Z+. 
(4) Invf (A) = nnEW Inv;(A) if A c X is compact. 
(5) Invy(A) and Invf(A) are compact if A c X is compact. 
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Definition 3.1. Let f : X + X be a continuous map. A subset S of X is called an 
invariant set (with respect to f) iff Invf (S) = S. 
Definition 3.2. A compact set A4 c X is an isolating neighborhood iff Invf (M) c 
int M. If S = Invf(M) then we call A4 an isolating neighborhood for S. 
We note that if M is an isolating neighborhood for S then S is compact and invariant. 
Definition 3.3. We call a set S c X an isolated invariant set (with respect to f) iff there 
exists an isolating neighborhood for S. 
The following three propositions are easy consequences of the above definitions. 
Proposition 3.2. If M is an isolating neighborhood for S and M’ c M is a compact 
neighborhood of S then M’ is also an isolating neighborhoodfor S. 
Proposition 3.3. If S is an isolated invariant set and S c int U then S admits an 
isolating neighborhood contained in U. 
Proposition 3.4. Zf X, X’ are metric spaces, f : X + X, g : X’ + X’ and h : X + X’ 
are continuous maps such that h o f = g o h and A c X’ then 
Invf (h-‘(A)) c h-’ (Inv,(A)). 
Definition 3.4. A pair (Nr , NO) of compact subsets of X is an index pair (for S c X 
with respect to f) iff: 
(i) S = Invf(cl(Nr \ NO)) C int(Ni \ No) ( i.e., cl(Ni \ No) is an isolating neighbor- 
hood for S), 
(ii) if z E Na then f(z) $ Ni \ NO (positive invariance of NO in Ni), 
(iii) if zr E Nl and f(z) $ Nl then 3: E NO. 
Obviously, if (Ni, NO) is an index pair for S c X then S is an isolated invariant set. 
We note that the above definition is based on that in [3] or [5]. It is more restrictive than 
that in [6], but seems to be more appropriate for the functorial definition of the Conley 
index (see Example 6.2 at the end of this paper). The following simple proposition, which 
is stated for further reference, is an easy consequence of Definition 3.4. 
Proposition 3.5. Zf (IV,, N ) 0 is an index pair with respect to f :X -+ X then: 
(1) rfx E N1 and f’“(z) $ N1 \ N 0 or some k E Zf then there exists 1 E Z+ such f 
that I < k and f’(z) E NO. 
(2) Ifz E NO and f l(x), . . . , fk(x) E Z?j for-some k E Z+ then f’(x), . . . ,fk(z) E No. 
The proof of the next theorem can be found in [4] and [5]. 
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Theorem 3.1. Each isolated invariant set admits an index pair: 
The following definition adopts the concept of the category of isolated invariant sets 
of continuous-time dynamical systems (see [2]) for the discrete case. 
Definition 3.5. The category of isolated invariant sets of discrete semidynamical systems, 
denoted by Is, is defined as follows: 
Ob(Is) := {(SJJX): X is a metric space and S c X is an 
isolated invariant set with respect to f : X + X}, 
Mm ((S, f, W, (S’, f’, X’)) 
:= g : X -+ X’: g is continuous and proper, 
g-’ (S’) = S, and the following diagram commutes: 
Proposition 3.6. Assume that (S, g, Y) E Ob(Is), f : X + X is a continuous map and 
h : X --+ Y is continuous and propel: If h o f = g o h and h-’ (S) is invariant with 
respect to f then 
(h-‘(S), f, X) E WIs) 
and 
h E MorIs ((h-‘(S), f, X), (S, 9, Y)). 
Proof. Let A4 be an isolating neighborhood for S with respect to g. Then, h-‘(M) is a 
compact neighborhood of h-l (S). Moreover, by Proposition 3.4, 
h-‘(S) = Invf(h-l(S)) c Invf(h-‘(M)) c h-‘(Inv,(M)) = h-‘(S). 
Thus, h-‘(M) 1s an isolating neighborhood for h-‘(S) and therefore (h-‘(S), f, X) E 
Ob(Is). The second statement is obvious. 0 
4. The index 
We begin this section with two lemmas which provide a general scheme for all conti- 
nuity proofs in the index theory. 
Lemma 4.1. Suppose that X, Y are metric spaces, r is a compact metric space, f : X + 
X, g : Y + Y and h: X x r + Y are continuous maps, n is a nonnegative integer 
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and ( NI , NO) and (NI , Nh) are index pairs with respect to f and g (respectively). If the 
implications: 
f0(+-‘,f2”(4 E NI \No =+ qfnk4-Y) E N: (4.1) 
and 
SO(h(W)),... ,g2n(h(W)) 6 Ni \ N; * f”(z) 4 No (4.2) 
hold for each x E Nl and y E r then the map H : NI /No x I’ -+ N{/Nh given by 
I 
[?Y~(f”Wr)I if fob), . . . ,f’“b) E NI \ No 
H([zl, r) := andgO(h(fn(s),y)),...,gzn(h(fn(~C),Y)) E NI\N& 
[%I otherwise 
is well de$ned and continuous. 
Proof. It suffices to prove that the map p: Ni x r + N{/NA defined by 
1 
[g2”(Wf”(~),r))l if f’(x), . . ,fzn(x) E N \ NO 
N&-f) := and gO(Wf n(x:), y)), . . . , c?Yh(f “(XL rf) E Ni \ %, 
Nl otherwise 
is continuous and maps NO x r into {[NJ}. S’ mce the latter is obvious, let us prove the 
continuity. Define: 
A := 
{ 
(X,-Y) E N1 x l? f’(x), . . , f’“(x) $! NO and 
_9°(qfnc4,~))l.. .Jzn(qf”w7)) $ %}I 
B := (2, y) E Nl x l? there exists i E (0,. . . ,2n} such that 
fi(xc) @ N1 or s?(h(fY~c),y)) $ N:}. 
Clearly, A and B are open. Moreover, p is constant on B and therefore continuous on 
B. To prove that it is continuous on A, notice that if (5, y) E A then z E Ni \ NO and 
fW>... , f2n(cr) $ NO. By Proposition 3.5, f*(x), . . , f2n(x) E NI \ NO. By (4.1), 
h(f”(z), 7) E Ni. Using Proposition 3.5 again we obtain 
g0(qfn(4J))l.. . ,g2n(h(fn(4,y)) E W’\ N& 
Thus, 
for each (z, y) E A and the continuity on A follows. It remains to prove that p is 
continuous at each point (z, y) E Ni \ (A U B). Since (z, 7) $ B, 
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f’(z), . . . , f2”(z) E Ni and 
s”(h(fn(~c>,r>>,...,g2~(~(~~(~),~)} E ni;‘. (4.3) 
Suppose that 
g0(h(fn(+7)), . . . d72n(qfn(4> 7)) $ %. 
Then, by (4.2), f2”(z) $! NO. Using (4.3) and Proposition 3.5(2) one obtains that 
SO(s), . . . p(z) E Iv1 \ No. H ence, (x,7) E A which is a contradiction. Thus, 
gi(h(fn(s), y)) E A$ for some i E (0,. . ,2n}. By (4.3) and Proposition 3.5(2), 
g2”(h(f”(z),r)) E A$. Take an open neighborhood U of [NJ in N[/N& There ex- 
ists an open subset n of Y such that c n Ni = r-l(U), where 7r : IV1 + N1/No is the 
projection map. Put 
I/ := ((z/y) E Ni x r: gZn(h(fn(z),y)) E v>. 
V is an open neighborhood of (z, y). Moreover, if (z’, 7’) E V then 
WC Y’) E { [%I> [g2n(qfn(~‘), r’))]} c u, 
i.e., fT(V) c U. Thus, ?? is continuous at (CC, 7). 0 
Lemma 4.2. Suppose X is a metric space, r a compact metric space, K a compact 
subset of X and f : X x T + X x r a continuous map such that f (X x y) c X x y 
for each y E r. Zf (S, f, X x r) E Ob(Is), M is an isolating neighborhood for S and 
U is a neighborhood of S then there exist F > 0 and n E W such that the following 
implication holds for each x E K: 
if Ql , . . , Q,Zn, PI, . . . > Pn+l, Y, 61,. . . 3 d2n E c 
diam{w ,... ,a2n,P1 ,..., A+l,y,b ,..., S2,} <&and 
(fez, O. ~.ofa,(x),bi) E MforiE {l,..., 2n) 
then (fo, o . . . o~D,@),Y) E U and 
(f&+, O ‘. . of&h) E u, 
where fs : X + X is defined by f (z, t) = (fc(z), [) for each < E T. 
(4.4) 
Proof. Since U is a neighborhood of 
S = n Ir$(M), 
WW 
there exists n E N such that In”;-’ (M) C Int U. Let us prove the existence of an E > 0 
for which the implication (4.4) holds. Assume the contrary. Then, for each k E N there 
existc$,...,&, PI,. . ,PA+1, y”, SF,. . . ,62k, E r and xk E K such that: 
diam{c$, . . . , c&:,, Pf, . . . ,,@+,, yk, St,. . . , &} -c l/k, (4.5) 
(fa; O.. . ofq(z’),@)EM foriE{1,...,2n} (4.6) 
226 A. Szymczak / Topology and its Applications 66 (1995) 215-240 
and 
(fP$ O . ..ofpp(x")T7k) $ u or (fp;,, o.~~ofp:(xk),y”) 4 u. (4.7) 
By compactness, we may assume that the sequences {&}kE~ and {yk}kE~ are conver- 
gent. Denote their limits by $0 and 70. Then, by (4.9, {c$}kE~, {@}kE~ and {@}kE~ 
are convergent to 70 for i E (1,. . .,2n} and 1 E (1,. . .,n+ 1). By (4.6): 
fYxo,“/o) = i;n& (fat O . . . 0 f,:(x”),Q) E M for i E {l,..., 2n). 
Thus, f”(x0, YO), f n+l (x0,70) E Inv I;_‘( > M c Int U. On the other hand, since at least 
one of the statements in (4.7) holds for infinitely many k E PJ, 
f”(x0,70) = iit (fp?; o~~.ofg(x”),yb) $ IntU or 
f n+l(xO, 70) = Liim_ (fp+, 0 . . . 0 fp; (xc”), 7”) $ Int U. 
This is a contradiction. 0 
The next lemma is a simple reformulation of Lemma 6.2 and Theorem 6.3 in [6]. 
Lemma 4.3. Suppose (S, f, X) E Ob(Is). Then: 
(1) If N = (Nl , Nz) is an index pair for S then the map fN : Nl ,fNo + Ni /No given 
by 
fN([XI) := 
[f @)I if-x> f(x) E NI \ No, 
PO1 otherwise 
is continuous. 
(2) ZfN = (Nl, NO) and N’ = (N,‘, Ni) are index pairs for S then there exists t E iZ+ 
such that Invtf (N[ \ Ni) c NI \ N 0 and Invtf(N1 \ NO) C N: \ Ni. We denote by TN,N, 
the smallest nonnegative integer for which these inclusions hold. 
(3) Zf N = (Nl , No) and N’ = (N{, Ni) are index pairs for S and t > TN,N, then 
the map fh,Nt : Nl/No + N{/Nh defined by 
[f3”(x)1 iff’(x), . . . , f2Yx) E NI \ No 
fk’,Ndxl) := 
I 
and f n(x), . . . ,f”“(x) E N: \ %, 
PJ61 otherwise 
is continuous. Furthermore, the following diagrams commute for any index pairs N, N’ 
and N” for S 
Nl /No 
P , 
N.N N;/N; 
fzsN’l /...&-$a,> for t2 b tt > TN,N’, (4.8) 
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fN fN' fort b TN,N', 
N/No 
ft t 
N,N N;/N; 
(4.9) 
for tl > TN,NJ and t2 > TN~~N”. (4.10) 
(4) TN,N = 0 and fg,N = idN,/j& for any index pair N. 
Since the proof is similar to that in [6], we omit it. We note that the continuity of 
fN can be obtained by applying Lemma 4.1 for r being the one-point space {p}, Y 
replaced by X, h: X x r + X given by h(z,p) = f(z), g = f, (N{, Ni) = (Nl, NO) 
and n = 0. Similarly, in order to obtain a proof of the continuity of f&,N, with N, N’ 
and t as in (3), apply Lemma 4.1 with r = {p}, Y = X, h: X x r -+ X given by 
h(a,p)=x,g=fandn=t. 
Lemma 4.4. If 
(S, f, W, (S’, f’, X’) E Ws) 
g E Mm ((S, f, Xl, (S’, f’, X’)) 
then: 
(1) If A4 is an isolating neighborhoodfor S’ then g-’ (M) is an isolating neighborhood 
for S. 
(VIfN = (Nl,N) 0 is an index pairfor S’ then g-‘(N) = (g-‘(Nl), g-’ (NO)) is an 
index pair for S and the map gN : g-‘(Nl)/g-‘(No) -+ Nl/No defined by gN([x]) := 
[g(x)] is continuous. Moreovel; the following diagrams are commutative: 
g-‘(NI)/g-‘(No) fg-“N) pg-‘(Nl)lg-‘(No) 
I 
SN 
1 
gN 7 (4.11) 
Nl /No 
f‘6 
t Nl /No 
g-‘(Nl)lg-‘(No) 
fst-l(N).~--l(~') __I 
-9 (W/g-‘(W 
(4.12) 
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(g’ 0 g)-‘(N*)/(g’ 0 g)-‘(No) gg’-‘(TJ) * 9’~ ’ (El )/g’-’ (No) 
.iz+l A-g , (4.13) 
Nl lrv, 
where N = (Nl, No) and N’ = (N:, NA) are index pairs for S’, t 3 TN,N,, g’ E 
- 
Mort,((S’,f’,X’),(S”,f”,X”)) andN= (Nl,No) is an indexpairfor 5”‘. 
Proof. (1) Since g is continuous and proper, g-’ (M) is a compact neighborhood of 5’. 
Moreover, by Proposition 3.3, 
Invf (g-l(M)) C g-’ (Invft (M)) C g-l (S’) = S. 
(2) Let us prove that g-l (N) is an index pair first. 
(i) S = g-‘(S’) c g-‘(int(Ni\Nc)) c int(gg’(Nt)\g-‘(Ne)).Thus,cl(g-‘(Ni)\ 
g-‘(No)) is a compact neighborhood of S, contained in g-‘(cl(Nt \ No)). By (l), the 
latter is an isolating neighborhood for S. By Proposition 3.2, so is cl(g-’ (Ni) \g-’ (No)). 
(ii) Suppose 2 E g-‘(No). Then g(z) E NO, so f’(g(z)) = g(f(z)) q! NI \ NO. Thus, 
f(z) $ g-‘(Nl) \ g-‘(No). 
(iii) If 2 E g-‘(Ni) and f(z) 6 g-‘(Ni) then g(z) E Ni and g(f(z)) = f’(g(z)) $ 
Nt. Thus, g(z) E NO which means that z E g-‘(NO). 
We check the commutativity of the diagram (4.11): 
gN o fg-‘(N)(bI) = 
Kf(~))l if G f(x) E g-‘(N \ NO), 
Pw otherwise 
Lf’M~))l if d~),d.f(~)) = f’(s(x)) E N \ NO, = 
[w otherwise 
=.G %7”(M). 
We proceed to the diagram (4.12). Let t > T N,N’. First, we have to prove that all maps 
marked on the diagram are defined, i.e., that t > T,-I(N),~-I(N,J. If 
z E Inv> (g-l (Ni ) \ g-’ (NO)) 
then there exists y E X such that 
f’(y), . . . , ft(y) = 5,. . . , f2”(y) E s-‘WI \ No). 
So, g(fi(y)) = f’i(g(y)) E Ni \ NO for i E (0,. . ,2t}. Thus, 
f’“(g(y)) = g(f%)) = g(x) E ~$(NI \ No) c N; \ N; 
and therefore, z E g-t (N: \ NA). We have proved that 
Invtf (g-l (Ni) \ g-l (No)) c g-l (Ni) \ g-l (N,$. 
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Similarly, 
Inv;(g-‘(N;) \9-‘(Nh)) c 9-‘(Nt) \9-‘(NO). 
Thus, 
t 3 T,-I(iv)&(N’). 
We check the diagram now. 
SN O f;-I(N),g-‘(N’)(14) 
i 
[s(P(~))] if f’(z), . . . , f*“(x) E g-‘(N \ NO) 
ZZ and fR(z), . . , fsn(z) E 9-l (N{ \ Nh), 
IN61 otherwise 
1 
[.P”(g(~))] if s(f’(x)), . . . , df2n(~)> E N \ No 
= and g(P(~)), . . , df3n(~)) E NI \ N.$ 
WA1 otherwise 
i 
[f’%(4)1 if f’“(&4), . . . > f’2ntd4J E N1 \ No 
= and f’“M~)>, . . . , Y3’Yd~)) E N,’ \ %, 
I%1 otherwise 
= f;+J),g-‘(N’) osN([4). 
Since 
9 IN O g9’-‘(N) @I) = P ([Ml) = [9’ O 9(4] = (9’ O 9) N (bl) 
for each 5 E (g’ o g)-‘(Nt), the last diagram is also commutative. 0 
In the sequel, we shall often have to deal with objects in Htop,. In order to simplify 
the notation, the following rule will be applied: for a pointed space X and a map f : X -+ 
X we shall write (X, f) instead of (X, [f]) ([f] denotes the homotopy class of f) for 
objects of Htop,. Similarly, instead of writing [[g],n] for a morphism in Htop,, we 
shall write briefly (g , n] .
The next definition summarizes the results of this section. 
Definition 4.1. By the Conley index for discrete semidynamical systems we mean the 
functor Cd : Is + Htop,,, defined as follows: 
(1) For (S, f, X) E Ob(Is) we put 
Cd@, f, X) := (p(%fJ), If’fJ), ~gxX,) 
where P(s~~~x) is the set of all index pairs for S with respect to f, 
I(S’f3X)(N) = (N1/No, f,) 0 
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and 
IEJJ)(N, N’) = [fh,N,, 3t] 
for N = (Nl, No), N’ = (Ni, NA) E P(s,f)x) and t 3 TN,N~. 
(2) For 
9 E MorI, ((S, f, X), (S’, f’, X’)) 
we define the morphism 
Cd(g) E MorHtop,, (Cc&% f, X), Cd(S’, f’, X’)) 
as the unique morphism G such that 
G(g-‘(N), N) = [gN,O] for each N E p(s’lf’>x’). 
Let us prove that the above definition is correct. First, we check Cd(S, f, X) is a 
connected simple system over Htop,. By Theorem 3.1 P(s,flx) is nonempty. Using 
the commutativity of (4.9) we prove that [f&,N,, 3t] defines a morphism in Htop,, 
which is independent on the choice of t > T ,v,N, by (4.8). The diagram (4.10) shows 
that for all N, N’, N” E P(s,flx) the equality 
IEf& (N’, N”) 0 $%f)x) (N, N’) = 16$%x) (N, N”) 
holds. Now we prove that Cd(g) is well defined. By diagram (4.1 l), [gN, 0] is a morphism 
in Htop,. Using commutativity of (4.12) and Proposition 2.3 we prove the existence 
and uniqueness of G. Finally, diagram (4.13) shows that Cd is a functor. 
In the sequel, the connected simple system Cd (S, f, X) will be called the Conley index 
of (S, f, X). 
Definition 4.2. We define the discrete homotopy index of (S, f, X) E Ob(Is), denoted 
by hd(S, f, X), as the class of all objects isomorphic to (Nl/No, frv) in Htop, where 
N = (N,, No) is any index pair for S with respect to f. (By Proposition 2.2 and the 
previous definition, it is independent on the choice of N.) 
We shall write Q for the class of all objects isomorphic to (P, p) where P is a one-point 
pointed space and p : P -+ P is the constant map. We note that if (Y, g) E Ob(Htop,) 
then [(Y, g)] = Q iff g” is homotopic to the constant map for some n E Zf. 
Remark 4.1 (The Waiewski property of the hd index). Since (@,a) is an index pair for 
8, hd(0, f,X) = Q. Therefore, if (S, f, X) E Ob(Is) and hd(S, f, X) # Q then S # 8. 
5. Continuation 
Throughout this section, we assume that X is a metric space and A (the parameter 
space) is a compact metric space. Furthermore, we assume that a continuous map f : X x 
A -+ X x A is parameter-preserving, i.e., that f(X x A) c X x X for each X E A. Clearly, 
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this implies that f maps X x K into X x K for each K C A, so it induces a map of 
X x K into itself. For short, we shall denote this map by the same letter f. The map 
fx :X + X is defined by f(z, X) = (fx(z), X) for each X E A. For K c A, X E A and 
A c X x A we put 
A(K):=AnXxK and Ax:={z~x: (z:,X)gA}. 
By rr, we denote the projection map 7rz : X x A + X. 
Proposition 5.1. Zf K c A is compact and (S, f, X x A) E Ob(Is) then: 
(1) (SW, f, X x K) E WIs). 
(2) IfN = (Nl,N) 0 is an index pair for S then N(K) = (IV1 (K), No(K)) is an 
index pair for S(K). 
(3) If L is compact, K C L C A and j : X x K + X x L is the inclusion map then 
j EM~~I,((S(K),~,X~K),(S(L),~,X x L)). 
Proof. (1) Let k : X x K -+ X x A be the inclusion map. Obviously, it is continuous 
and proper. Moreover, k-‘(S) = S(K) is invariant. Apply Proposition 3.6. 
(2) By Proposition 3.6, lc is a morphism in Is. Lemma 4.4(2) implies that k-‘(N) = 
N(K) is an index pair for S(K). 
(3) Clearly, j is proper and j-‘(S(L)) = S(K). 0 
By an analogous argument, one can prove the following 
Proposition 5.2. Zf K c A is compact, X E K and (S, f, X x A) E Ob(Is) then: 
(1) (Sx, fx, X) E 0’41s). 
(2)IfN = (N,N) 0 IS an index pair for S then iVx = (Nix, NOA) is an index pair 
for Sx. 
(3) If ix : X + X x K is a map defined by ix(z) := (ZE, X) then 
ix E MorIs((SX,fX,X),(S,f,X, xK)). 
Lemma 5.1. If (S, f, X x A) E Ob(Is) then there exists E > 0 such that for each 
compact and contractible set K c A of diameter less than E and p E K the morphism 
W):G(S(P)J,X x IL) + G+YK),f,X x K), 
induced by the inclusion map j : X x p + X x K, is an isomorphism. 
Proof. Let N = (Nt , NO) be an index pair for S. By Lemma 4.2, there exist E > 0 and 
n E N such that the following implication holds: 
if(Ylr...,azn,P1,...,Pn+l,Y,61,...,bzn E 4 
diam{cq, . . . , @2n I Pl,...,Pn+l,Y,Sl,...,szn}<&, 
z E r,(N,) and 
(fa, 0.. ~fa,(z),&)EN1\N~ fori={l,..., 2n) 
then (fp, o . . . O fP, (x:)1 r>, Lb,,, O . . . O fp, (xc), 7) E Nl \ No. (5.1) 
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Suppose that K c A is a compact, contractible set of diameter less than E. Let 
T : K x JI -+ K be a map such that T(., 0) = idK and T(., I) = ~1. To construct the inverse 
for Cd(j), we need two maps: 
H : NI(K)/No(K) x JJ --) N1 (K)/No(K) 
and 
G:Nt(WINoW) x JJ -+ NI(P)/No(P), 
defined by: 
I [f2”(fx”(~), (At))l if 
H([z,X],t) := I f”(z, A), . . . , f2n(x, A) E Nt \ NO and f°KW T(X, t)), . . . , f2vpb), r(k Q) E N \ No, 
( [No(K)1 otherwise, 
I 
1.f 2n(frfX,t) 0 f?(z), P>I if 
G([z, A], t) := 
f’(z, A), . . , f2n(x, A) E Nt \ No and 
fO(fr(x,t) 0 f?(x), P), 1.. , f2”(fr(~,t) 0 fx”(d, CL) E N \ No, 
I P'Jo(~u>l otherwise. 
Let us check their continuity. 
(a) The continuity of H can be proved by applying Lemma 4.1 for 
r, X, Y, f, 9, h, (NI, No), (N,‘, W,n 
equal to: 
fl, X x K, X x K, f, f, h, (Ni (K), No(W), (N (W, No(W), n 
(respectively), where h : (X x K) x II + X x K is defined by h((s, A), t) := (5, T-(X, t)). 
To check if the condition (4.1) is fulfilled, suppose that 
fi(z, A) = (f:(x), A) E Nt \ NO for i E (0,. . . ,2n}. 
Then, by (5.1) and diam K < E, 
(_fx”(+-(At)) = h(f”(z, 4J) E N1 \ No. 
Thus, (4.1) holds. If 
fi (h((z, A), t)) = (&t+), r(A r)) E NI \ No 
for i E (0,. . . ,2n} then, by (5.1), (f;(x), A) E Nt \ NO. Thus, (4.2) holds and H is 
continuous. 
(b) To prove the continuity of G, apply Lemma 4.1 for 
r,x,Y,f:g,h,(N~,No),(NI,N~),n 
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replaced with: 
6 X x K, X x pu, f, f> k (Nt (K), No(K)), (NI (PL), No(d), n 
(respectively), wherek: (XxK)xlI + Xxpisdefinedby k((s,X),t) := (frc~,t~(z),p). 
Suppose that 
fZ(zrC, A) = (f:(z), A) E Nr \ NO for i E (0,. . . ,2n}. 
By (5.11, 
(fr(AJ) O K(X)> kJ> = qfn(? %t> E Nl \ No. 
Thus, (4.1) holds. Similarly, if, for some (z, A) E Nl(K), 
.P(k((z,X),t)) = (f~of+t)(~),~) E N \No for i E (0,...,2n) 
then, by (5. l), (f;(z), A) = f”(z, A) E Nt \ NO. We have proved that the hypothesis of 
Lemma 4.1 is satisfied. Thus, G is continuous. 
Let 
i : Nl (PI/NO (PI -+ Nl (K),‘No(K) 
be the map defined by i( [z, ~1) := [z, ~1. Clearly, i is a homeomorphism onto its image. 
Since 
H(Nt(K)INo(K) x 1) c @(MVO(~L)), 
we can define a map 
g : NI W/No(K) + N~(P)INo(PL) 
by 
9([Gq) := qf([~Jl, 1)). 
Using the definition of H, one can obtain the following formula for g: 
kf2”(fx”(~), 1.~11 if 
fob, A), . . . , f2n(z, A) E NI \ NO and 
fO(f,n(+ p), . . . 7.f2n(fx”c4,P) E Nl \ No, 
[NO(P)1 otherwise. 
Let us prove a few properties of g. 
(i) i o g is homotopic to (fiv(~))‘~. (For the definition of fNcK), see Lemma 4.3(l). 
Note that N(K) is an index pair for S(K) with respect to f : X x K + X x K by 
Proposition 5.1.) 
For the proof, notice that i o g = H(., 1). Hence it is homotopic to H(.,O). But, as 
one can easily see, 
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fqb, PI7 0) = 
P(G X)1 iffO(z,X), ...,_f3n(z,X) E Nl\NO, 
[No(K)1 otherwise 
= (fN(K))3” ([x14) 
(ii) g 0 i = (f~(~))‘~. 
Compute: 
9 O qwl) = 
{ 
V %G PII if fO(x, IL), . . . , f3n(~, P) E NI \ No, 
PO(P)1 otherwise 
= (frv(P)P (Lx:, PI). 
(iii) g o IN and frjcP) o g are homotopic. 
Compute: 
V2n+1 (fx” (4~4 if 
fPJ(p) O 9(\T Xl) = 
fO(x,X), . . ,f2n(x,X) E NI \ NO and 
fO(fT(Z)> P), ‘. > f ‘“+‘(fx”(G4 E N1 \ No, 
W&)1 otherwise, 
[P(fx”+t (XL P)l if 
fO(x:, A), . . . 3 f2nf1 (x, A) E Nt \ NO and 
f”(f;+l(~),PL...> f2”(fX”+‘(+~) E Nt \ No, 
PWP)I otherwise. 
Consider the following four conditions: 
f’(x,X), . . . ,f2”(x,X) E Nt \ NO and 
f”(fx”(z),~),...,f2”+lo,/L) E NI \No, (5.2) 
jO(x, A), . . . ) jZn+l (z, A) E Nt \ NO and 
f”(f~+‘(&P),...~ f2”(fX”+‘(x),~) E NI \ No, (5.3) 
f”(x, A), . . , f2n(x, A) E Nt \ NO and 
f’(fxn+‘(~),~),...,f*~(~~+‘(~),~) E NI \No, (5.4) 
f’(x:, A), . . . , f2n(x, A) E Nt \ NO and 
f’ (fY(z), P), . . , f2%+’ (fx”b), P) E N1 \ No. (5.5) 
Obviously, (5.3) + (5.4) and (5.2) + (5.5). If (5.5) holds for some z E X, X E K 
then, by (5.1), 
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and thus (5.2) holds. Therefore, (5.5) and (5.2) are equivalent. Comparing the formulas 
for G and f~(~) 0 g gives G(., 1) = fNcpL) o g. 
Similarly, (5.1) implies that if (5.4) holds then 
f 2n+‘(x, A) = (f?(f:+W), A) E Nl \ No. 
(Notice that by (5.4), 
f”(f~+‘(~),~) = (.$(fx”+‘(~)),~) E Nl \No fori E {0,...,2n} 
and (_f~+‘(z), A) E Nl \ NO. The latter implies that f!+‘(z) E 7rz(N1).) Thus, (5.3) and 
(5.4) are equivalent and therefore, g o f~(~) = G(., 0). Hence (iii) is proved. 
(iv> 
[91374 E MOWtop, ( (NI (K)/No(K), IN), (NI b)/NohL), .h+))) 
is the inverse of 
[i, o] E MorHtop, ((Nl(~)lNO(~L),f~(~)), (N,(K)INO(K),fN(K))). 
By (iii), [g, 3n] is indeed a morphism in Htop,. Compute, using (i), (ii) and Propo- 
sition 2.1: 
[9,34 O [i, 01 = [9 0 i, 34 = [(~AQ))~~, 3n] = [idN,(p)/~o(p),O] = id, 
[CO] 0 [9,3751 = [i 0 9,3nl = [(.f~(q)~~, 3n] = [idN,(Kp,,(K),O] = id. 
To finish the proof, notice that N(p) = j-‘(N(K)). Thus, by Definition 4.1 and (iv), 
G&)(N(I1)> NW)) = LOI . IS an isomorphism. Proposition 2.4 proves that Cd(j) is an 
isomorphism. q 
Lemma 5.2. If (S, g, X) E Ob(Is) and A is a compact metric space then: 
(1) (S x A,g x idn,X x A) E Ob(Is). 
(2) For each ,u E -4, 
j, E Mw,((S,g,X),(S x A,9 x i&,X x -4)) 
where j, :X + X x A is defined by j@(z) := (z, ,u). 
(3) If A is contractible then Cd(jP) is an isomorphism for each p E A. 
Proof. (1) Clearly, TX is proper and g o TX = TX o (g x idx). Thus, we can apply 
Proposition 3.6. 
(2) Obviously, j, is proper and continuous and j;‘(S x A) = 5’. 
(3) Notice that if N = (Nl, N ) 0 is an index pair for S with respect to g then 
NxA=(N, xA,NoxA)=~~‘(iV) 
is an index pair for S x A with respect to g x idn. If p E A then the map 
i:N,/No+N, xA/NoxA 
defined by i([z]) := [z,~] is a homotopy equivalence, having the map 
k:N, xA/NoxA+N1/No 
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given by k( [z:, A]) := [ x as its homotopy inverse. For the proof, observe that k o i = ] 
id,,,NO and that the map 
defined by H([s, A], t) := [z, r(X, t)] (T : A x I[ + -4 is a contraction of A to p, i.e., 
r(., 1) = /J, T-(.,O) = ‘d ) 1 ,I IS a homotopy connecting the identity map and i o k. Thus, 
the morphism Cd(jp)(N, N x A) = [i, 0] IS an isomorphism, since [k, 0] is its inverse. 
To finish the proof, apply Proposition 2.4. q 
Now we are ready to prove the main theorem of this section. 
Theorem 5.1. Suppose A is contractible, (S, f, X x A) E Ob(Is), p E A and i, :X 4 
X x A is given by ilL(z) := (x,p). Then 
i, E MorIs ((sP, .fP, Xl, (S, f, X x A)) 
and Cd(ifi) is an isomorphism. 
Proof. DefinemapsF:XxAxII+XxAxlIandG:XxAxII 
F(z, A, t) := (f+)(z), At) 
and 
G(z, A, t) := (x, r(X, t)), 
- + X x A by: 
where T : A x II -+ A is a map such that T(., 0) = p and T(., 1) = idn. Notice that G is a 
proper continuous map and G o F = f o G. Put 3 := G-‘(S). One can easily see that 
3 is invariant with respect to F. Thus, by Proposition 3.6, (3, F, X x A x II) E Ob(Is). 
Notice that F(X x X x t) c X x X x t for each X E A and t E II. For F, we apply an 
analogous convention as for f, i.e., for which K c A x II we put z(K) := 3 n X x K 
and denote by F the restriction of F to X x K. It will always be clear from context 
what is meant by “F”. 
Since in the case of F both II and A x II can be treated as the parameter spaces, 
Lemma 5.1 implies the existence of E > 0 such that if 0 < tl < t < t2 < 1 and 
t2 - tl < E then the inclusions: 
(3(A x t), F, X x A x t) + (3(/i x [t,, t,]), F, X x A x [tl, tz]) 
and 
(T(p x t), F, X x p x t) + (s(p x [tl, tz]), F, X x ~1 x [tl A]) 
induce isomorphisms of the Conley indices. Let n be a natural number such that 1 /n < E. 
We prove inductively that the inclusions 
induce isomorphisms of the Conley indices for k E (0, . . . , n} 
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(1) For Ic = 0, we have the following commutative diagram: 
C&(P x 0), F, X x P x 0) 
Cd&IO) 
+C&(A x 0), F,X x _4 x 0) 
2 Cd(Q) 
I 
Cd(S) = 
1 
Cd($, f/U X) 
Cd(jP) 
z +Cd(SP x A, fP x idA,X x A) 
where: q, s and j, are morphisms in Is, defined by: 
q(z, CL, 0) := 2, s(z, A, 0) := (5, A), j,(x) := (&II). 
By Lemma 5.2, the last one induces an isomorphism of the Conley indices. Since the 
remaining two are isomorphisms in IS, all the arrows marked with “E” are isomorphisms. 
Thus, Cd(ie) is an isomorphism. 
(2) Suppose Cd(ik) is an isomorphism for some Ic E (0,. . . , n - 1). Consider the 
following diagram, in which all arrows are induced by inclusions 
Cd(l+tX [$, ~]),F,XXAX [pg]) 
A’\ 
c”(z’( > /lx: ,F,XxAx; ) C,(+x~),F,X.A.~) 
By the inductive hypothesis and l/n < E, all the arrows marked with “2” are isomor- 
phisms. Thus, so is the long vertical one. It follows that Cd(ik+i) is an isomorphism. 
We have proved that Cd(Ik) is an isomorphism for Ic E (0,. . . , n}. To finish the proof 
of the theorem, consider the following commutative diagram 
C@(P x l),F,X x 1-1 x 1) 
cd (in) 
s +_@(A x l), F,X x A x 1) 
= cd(4’) 
1 
Cd(S’) 2 
I 
cd(sp, .fp>x) 
Cd(iP) 
* cd(s, f, x x A) 
where q’, s’ are morphisms in Is, defined by: q’(z, p, 1) := z and s’(z, A, 1) := (2, A). 
Clearly, q’ and s’ are isomorphisms in Is. Thus, Cd(iP) is an isomorphism. 0 
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Corollary 5.3 (The continuation property for the hd index). Zf A is contractible and 
(S, f, X x A) E Ob(Is) then, f or each p E A, (S,, fP, X) E Ob(Is) and 
hd(S, f, x X A) = M$, f/m x). 
Thus, h,j(SP, fp, X) does not depend on p E A. 
Proof. Apply the above theorem and Proposition 2.4. q 
6. The discrete homotopy index and (15, T) indices 
In [4] a general procedure of constructing Conley-type indices is proposed. Below we 
give a slightly generalized version of this procedure and prove that the hd index is the 
strongest invariant of all that can be obtained by applying it. 
Let K be a category. Following [4] we define the category Endo as follows 
Ob(Endo(K)) := {(X,f): X E Oh(K) and f E MorK(X,X)} = Ob(K,), 
MOkndo(K) ((x, f), (x’, f’,) = (9 E MorK(X> x’): 9 O f = f’ O T-I}. 
The composition of morphisms in Endo is inherited from K. 
Suppose that C is a full subcategory of Endo( L is a category and F : C + L is a 
functor. The following definition extends Definition 1.3 in [4]. 
Definition 6.1. A functor F will be called a normal functor iff for each (X, f) E C, F 
maps the morphism 
f c MOrEndo(K) ((x7 f), (x, f)) 
into an isomorphism in L. 
The category of objects equipped with a morphism, introduced in Section 2, allows to 
construct an example of a normal functor. This can be done as follows. 
For a given category K we define the functor U : Endo + K, in the following 
way. For an object (X, f) E Ob(Endo(K)) and a morphism 
9 E MOrEndo(K) ((XT .f)? (x’, f’)) 
we put 
U(X, f) := (X, f), U(g) := [%W 
Observe that [idx, I] is the inverse for 
[f, 01 E MOW,,, ((X, f) > (x, .f>) 
and, therefore, U is a normal functor. The functor U will be called the universal normal 
functor over K, because of the following 
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Theorem 6.1. Suppose that C is a full subcategory of Endo( F : C -+ L is a normal 
functor and C’ is the full subcategory of K, such that Oh(C) = Ob( C’). There exists a 
functor F’ : C’ -+ L such that F = F’ 0 Ujc. 
Proof. For (X, f) E Ob(C’) we put F’(X, f) := F(X, f). Suppose that 
1g,4 E Mow((X,f), (X’,f’)). 
Then g E Marc ((X, f), (X’, f’)) and f E Morc((X, f), (X, f)). By the definition of a 
normal functor, F(f) is an isomorphism in L. Thus we can put 
F’([g, nl) := 
F(g) 0 F(Wn if F is covariant, 
F(.V 0 J’(g) if F is contravariant. 
One can easily see that F’ is a well-defined functor and F = F’ o Uj C. q 
Each (L, T)-Conley index defined in [4] is of the form 
$@, f, X) = [FPJI /No, f,)] 2 
where F : Endo(Comp) --t L is a normal functor in the sense of Definition 6.1, Comp 
is the full subcategory of Htop whose objects are compact Hausdorff pointed spaces, 
(S, f, X) E Ob(Is) and (Nl, N 0 ) . IS an index pair for S with respect to f (in fact, the defi- 
nition in [4] is not that general). By Theorem 6.1, there exists a functor F’ : Comp, + L 
such that F = F’ o U, where U is the universal normal functor over Comp. Since 
hd = h,, we get 
h,(S, f, X) = [F(NPo> f,)] = F’( [U(NINo, f,)]) = F’(h& f, X)). 
Thus, the h, index can be defined in terms of the discrete homotopy index. 
We finish with two examples. 
Example 6.1. Let 
x = (-qO] u (2% lc E z+}. 
Define the map f : X -+ X by 
2x f(x) = if 5 E (-oo,O], 
x/2 otherwise. 
It is easy to prove that (0) is an isolated invariant set with respect to f. Furthermore, 
N = (iv,, No) = (x n [-2,1], [-2, -11) 
is an index pair for (0) and no iterate of the map f,,, : IV1 /NO -+ Nl /NO is homotopic to 
the constant map. Thus, hd({O}, f, X) # 0. H owever, both the cohomological index [3,4] 
and the shape index [4,6] are trivial (notice that the inverse limit of the system whose all 
spaces are Nl /No and all bonding morphisms are appropriate iterates of fN is homotopy 
trivial). 
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Example 6.2. In [6] the Conley index theory is based on a less restrictive definition of an 
index pair. Recall that a compact pair N = (Nr , No) is an index pair for S with respect to 
f : X + X in the sense of [6] if and only if the condition (i) in Definition 3.4 is satisfied 
and the induced map fN : IV, /No + Nl/No defined by the formula in Lemma 4.3(l) 
is continuous. It is possible to build a functorial index theory along the lines of this 
paper based on the weak definition of the index pair mentioned above. However, the 
strong definition seems to be equally efficient in most applications and allows to avoid 
some technical problems, making the theory much simpler. One of the problems is that 
Lemma 4.4(2) fails for index pairs in the weak sense. To see this, put X := {2n: n E 
Z} u (0) and define f : X -+ X by f(z) = 2x. Let g : X t R be the inclusion map 
and f’ : IR + R be defined by f’(x) = 2x. Obviously, (0) is an isolated invariant set 
with respect to f and f’. Furthermore, g E MorIs(({O},f,X), ({O},f’,R)). It is easy 
to check that N = ([-l/3,1/3], {-l/3, l/3}) . 1s an index pair (in the sense of [6]) for 
(0) with respect to f’. Simultaneously, g-‘(N) IS not an index pair with respect to f. 
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