Novel experimental techniques and computational methods have provided new insight into the behavior of reactive intermediates in solution. The results of these studies show that some of the earlier ideas about how reactive intermediates ought to behave in solution were incomplete or even incorrect. This perspective summarizes what the new experimental and computational methods are, and draws attention to the shortcomings that their application has brought to light in previous models. Key areas needing further research are highlighted.
Introduction.

What is a Reactive Intermediate?
For most of the history of Physical Organic chemistry, reactive intermediates have constituted important subjects of investigation. 1 They have had their own taxonomy, with classes such as carbocations, carbenes, carbanions, and free radicals being familiar to all organic chemists. Until recently, they were typically not directly observable, which is what led them to be classified as "reactive." An unobservable intermediate is kinetically irrelevant unless it occurs at a branch-point in a mechanism. 2, 3 As a consequence, much of the historical discussion of reactive intermediates has concerned their invocation as the explanations for multiple product formation in reactions. Two key assumptions about the behavior of reactive intermediates have played significant roles in their study in the past. These assumptions are linked to the intermediates' association with mechanistic branch points. The first is that a reactive intermediate should proceed on to products in a way that is independent of its mode of generation. Hence, the product ratio from a putative intermediate should be the same no mat-ter how one generates it, provided the other parameters of the reaction (solvent, concentration, temperature, etc.) can be kept constant.
The second assumption is that the equilibrium geometry of the intermediate, particularly its symmetry, should be reflected in the product ratio. A classic example of the use of this second principle is the expectation that an achiral intermediate in an achiral environment should give achiral or racemic products under all circumstances. These assumptions may seem to be self-evidently correct, because a kinetic analysis of Scheme 1 gives [P1]/[P2] = k3/k4. The product ratio apparently does not depend on k1 or k2. Hence one could generate the intermediate purely from R1 (k2 = 0) or purely from R2 (k1 = 0), and the product ratio would be unaffected, supporting the first assumption. If there were a symmetry element in this Scheme, such that R1 and R2 were enantiomers, I were meso (achiral), and P1 and P2 were enantiomers, then the transition states between I and the two products would be enantiomeric, apparently making k3 = k4, and thereby supporting the second assumption. However, it has typically not been made explicit in the discussion and application of these principles that the kinetic analysis on which they depend presupposes the validity of the socalled statistical approximation, 4 which posits that intramolecular vibrational-energy redistribution (IVR) will always be much faster than any chemical event. In addition, it has typically been assumed that solvent reorganization would be sufficiently fast that any symmetry properties of the solute would be expressed in solution-phase reactions. Under conditions where the statistical approximation is valid an intermediate can carry no dynamical "memory" of its origins, and so its behavior should be deducible simply from the potential energy surface (PES) for the reaction. The only note of caution that one might add to this last claim is that there could still be chemical activation phenomena to be considered for a proper description of the mechanism; in other words an intermediate that was formed in an exothermic step might carry excess energy in vibrations, rotations and translation, which would need to be accounted for in the mechanism. Such effects could complicate the application of the first principle, but should have no influence on the second one. The Physical Organic Chemistry literature carries numerous reports of reactive intermediates apparently not adhering to the code of conduct elucidated in the previous section. 5 Such reports were especially prevalent in the years following the publication of the Woodward-Hoffmann rules for pericyclic reactions, 6 as experimentalists set about the task of assessing whether nominally pericyclic processes were actually singlestep, concerted reactions, or whether they occurred in a stepwise fashion, involving intermediates. [7] [8] [9] [10] [11] [12] [13] Attempts to test for intermediates by the symmetry criterion alluded to in Section 1.2 frequently led to ambiguous results. For many reactions, there was evidence of branching to more than one productan outcome seemingly inconsistent with a single-step mechanism but product ratios were often not consistent with the anticipated symmetries of the putative intermediates. Included were cases in which reactions occurring via supposedly achiral intermediates afforded optically active products. 5, 10 Such outcomes were typically explained by mixed mechanisms; suitable combinations of concerted and stepwise reactions (with the intermediates in the stepwise components being presumed to be well behaved in their branching ratios), or possibly combinations of "allowed" and "forbidden" concerted reactions, could generally be found that would match the observed results. 5 Nominally pericyclic reactions have not been the only ones for which it has been necessary to add previously unsuspected pathways in order to explain an observed product ratio. 14,15
Changes in the Code of Behavior
In the last two decades, or so, a number of developments in chemistry have caused the key principles described in Section 1.2 to be brought into question. The first is that ultrafast spectroscopies of various kinds have allowed a number of reactive intermediates to be detected directly and, in some cases, have additionally allowed an unambiguous tracking of the energy flow during the formation and reaction of these intermediates. This work is summarized in sections 3 and 4 below. The second important development has been the appearance of the hardware and software which, together, have allowed computation of credible, multidimensional PESs for organic reactions (or, at least, portions of them). These surfaces have often proven not to be consistent with the ad hoc mixedmechanism explanations described in Section 1.3. 16, 17 In addition, the calculations have shown the common occurrence of phenomena not previously considered in the mechanistic principles summarized above. Prominent among such phenomena are reaction-path bifurcations, which constitute branch-points in a mechanism that are not associated with the local minima on the PES normally considered to be prerequisites for the existence of intermediates. 18, 19 Except under special circumstances described below, kinetic models that depend on the validity of the statistical approximationnotably simple versions of Transition State Theory (TST)are incapable of making predictions about what the branching ratio will be at these bifurcations. A schematic representation of a bifurcating reaction path is shown in Fig. 1 .
Even when the branching of reaction paths does occur at a local PES minimum, classical molecular dynamics (MD) simulations have shown that one cannot rely on the validity of the statistical approximation for gas-phase reactions. 15, 16, [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] The physical mechanisms that lead to IVR in an isolated molecule are not very different from those that lead to chemical transformation, and so, with hindsight, perhaps it was questionable whether one should have assumed that the time required for the former could be very much smaller than for the latter, as the statistical approximation requires. But this Perspective concerns reactive intermediates in condensed phases. How, if at all, does the presence of a dense surrounding medium (typically a solvent) change the behavior of transient intermediates? It is probably fair to claim that the prevailing view in the organic chemistry community is that a solvent provides a highly efficient energy sink, and so the chemical activation phenomena described above need not be considered. In the gas phase, it has long been recognized that this is not always true: in the low-pressure limit of gas phase reaction kinetics, thermalizing collisions with other gas molecules can occur much slower than unimolecular bond-breaking and making. This was first suggested by Lindemann, in a comment 37 where he hypothesized that incomplete thermalization could most easily be detected in gas phase reactions at low pressure. However, he went on to state that: "In liquids of course no such effect could occur, since in these the Maxwell distribution must be rapidly re-established by collisions with the solvent molecules." If the solvent were perfectly efficient in removing excess energy from a reacting solute, then the reaction would always follow exactly the steepest-descent path on the PESin other words the Intrinsic Reaction Coordinate (IRC)and one would even be able to make predictions about branching ratios for reactions with bifurcating paths to products. The second prevailing view is that solvents can influence the behavior of reactive intermediates by effects that change the shape of the PES. These will usually be couched in polarity terms (with hydrogen bonding here being included as a special case of a polar effect). There is common discussion in the organic chemistry literature of the stabilization of ionic intermediates by polar solvents, and consequent effects of the solvent on the overall reaction mechanism. 38 In such discussions there is usually the implicit (sometimes explicit) assumption that the solvent can respond instantaneously to changes in solute polarity. 39 However, as this Perspective will seek to illustrate, there are reasons to believe that these common assumptions about the effects of solvents are incomplete and, in some cases, simply wrong. On the energy front, for example, it is notable that Baldwin 40 wrote the following in 1977: "One may anticipate that hot-molecule chemistry in solution will receive fresh attention; the conveniently simplifying generalization that collisional deactivation in solution always preempts thermal reactions of vibrational excited molecules can no longer be credited." He made that statement following his group's experimental verification of an earlier proposal by Brauman 41 and by Flowers and Frey 42 that an unusual rearrangement accompanying the ring opening of a strained hydrocarbon in solution could be the result of incomplete quenching by the solvent of the excess energy in the nascent product. However, it appears that Baldwin's anticipation of a change in view about solvent effects on reaction energetics has taken about four decades to be realized, and even now the new view is far from universally accepted. Even if one does accept the idea that intermolecular energy transfer from solute to solvent may not be perfectly efficient, there is a separate question about the influence of the medium on intramolecular energy transfer, i.e. IVR, within the solute. Is there reason to think that fluctuations (pseudo-collisions or rapid changes in local polarity, for example) imposed by the solvent on the solute will lead to enhanced IVR and hence closer adherence to the behavior anticipated by TST? There is not a complete answer to that question at hand yet; in fact there is not even complete agreement among the authors of this Perspective about the likely answer, but it seems to be a question worth asking. Finally, one may ask whether existing models used in the simulation of solvent effects on chemical reactions are adequate to capture all of the important phenomena in reactive intermediate behavior. Again, there is preliminary evidence that the answer may be "no," but a lot more work needs to be done. The remainder of this Perspective will provide brief summaries of what the current models for solvent effects on chemical reactions are, what the newly developing experimental techniques can offer, and then a summary of the evidence that there can be important effects in condensed-phase reactive intermediate chemistry which conventional views of solvent effects are not fully capturing.
Common Models for Solvent Effects on Organic Reactions
In experimental Physical Organic Chemistry, solvent effects have typically been treated by various kinds of linear free energy relationships, all of which focus on the polarity of the medium. 43 In special cases, such as in the discussion of caged radical pairs, there may additionally be consideration given to the viscosity of the medium as a controlling feature, 44 and properties such as the internal pressure of the solvent have also occasionally been considered, 45 but these are much less common than the discussions of solvent polarity. In computational chemistry, treatment of solvents broadly falls into two classes of approachimplicit and explicit. In the implicit models the solvent is typically represented by some dielectric continuum, which polarizes in response to the solute polarity. In explicit models one has representations of individual solvent molecules, often constrained in a periodic-boundary box, which may then be treated by Monte Carlo or molecular dynamics techniques. Early versions of the implicit solvent models were all based on some version of linear-response theory, 46 and indeed that remains the foundation of more modern versions. 47 The early versions also treated solvation as an equilibrium phenomenon i.e. assuming that the solvent could always respond instantaneously to changes in the solute. However, as nicely summarized in a review by Cramer and Truhlar, 48 there is now recognition that in the treatment of reaction dynamics, such models of solvation may be inadequate. There may be significant, specific interactions of the solute with atoms of the solvent in the first solvation shell occurring during the reaction. Attempts to reproduce such effects, while retaining the spirit of an implicit solvation model, have typically involved inclusion of microscopic viscosity terms for the solvent in the first solvation shell. 48 In principle, explicit solvation models could more readily handle non-equilibrium solvation effects in reaction dynamics than implicit solvation models do. However, as usually implemented, the explicit models are not really much better. The reason is that the typical approach is to compute a potential of mean force (PMF) or free energy profile for the reaction in the solvent. 49, 50 In this procedure one picks some reaction coordinate for the solute and then computes thermally equilibrated solvation energies for steps along that coordinate in order to find the free energy maximum. By so doing, one is giving primacy to the solute in determining the reaction coordinate, with the solvent playing a secondary, perturbative role. This is likely to be problematic for the rather common situation in which a reactive intermediate is formed in the ratedetermining step of a reaction and then goes on to give products in a set of parallel, low-barrier reactions. Under such circumstances it may not be possible for the solvent to equilibrate fully around the transition structures for the productforming steps. If that is indeed the case, then calculations of free energy barriers for the product forming steps, no matter how accurately the underlying thermodynamics may be modeled, will be unlikely to predict correct branching ratios. Changes in polarity of the solute during a reaction have formed the focus of most attempts to model solvent effects on kinetics. Changes in shape of the solute have received much less attention, but for reasons outlined below, may be important to consider. In the few studies that have considered changes in shape of the solute, the conclusion seems to have been that linear response theories are unlikely to be adequate. 51, 52 This is, at least in part, because the non-bonded terms that represent steric interactions are highly nonlinear, as exemplified by the Lennard-Jones potential with its inverse 6 th and 12 th power distance terms for attraction and repulsion, respectively. A R -12 repulsion can go from being all but negligible to completely dominant in a small range of R, and hence on small time scales during a reaction. In order to see why equilibrium solvation models are unlikely to be adequate for the description of condensed-phase dynamics of reactive intermediates, it will be useful to summarize what experimental methods are available now for studying such reactions, and what information has come out of them about time scales for energy flow and solvent reorganization.
Experimental techniques for studying solution phase reactive intermediates
Short lifetimes and low steady-state concentrations make reactive intermediates difficult to observe in reaction mixtures. The rapid loss of these species in solution might result from reactive removal, isomerization, fragmentation, recombination of radical pairs, or quenching of excited states. Nevertheless, various time-resolved spectroscopic techniques can capture in situ signatures of these elusive, but mechanistically important, intermediates and determine their rates of production and decay. Reactive intermediates can also be trapped for extended study by adsorption to a cold surface or by rapid condensation into a cryogenically cooled and chemically inert matrix. Recent breakthroughs in single-molecule imaging based on atomic force microscopy (AFM) and scanning tunneling microscopy (STM) are enabling the mapping of structures of reactive intermediates frozen on solid surfaces under ultra-high vacuum; for example, Pavlicek et al. recently reported AFM observation of arynes produced by elimination of two iodine atoms from a polycyclic aromatic ortho-diiodoarene molecule. 53 Rare-gas, 54, 55 and more recently para-hydrogen, 56 matrices have been extensively used in combination with infra-red absorption spectroscopy to characterize vibrational modes of the intermediates, and the development of superfluid helium nanodroplets as inert hosts now affords rotationally resolved spectra of exotic species. 57, 58 However, these experimental studies of isolated and trapped molecules do not generally reveal the chemical lifetimes of the intermediates or their reaction dynamics.
Time-resolved studies of reaction intermediates
Time-resolved spectroscopy can provide both chemical characterization and kinetic information on reactive intermediates, and can probe these species in situ without trapping or isolation steps. Flash photolysis of a precursor is a wellestablished method to generate radicals by homolytic bond cleavage, and reactions can also be initiated by the similar approach of photoexcitation to a reactive electronically excited state. These photo-initiation strategies form the basis of our discussion of experimental probes of reactive intermediates. The magnetic moments of radical intermediates make them accessible to study by electron paramagnetic resonance (EPR) on microsecond or longer timescales, 59, 60 and measurements of magnetic field effects are helping to unravel complex photochemical pathways involving radical pairs, such as those hypothesized to allow birds to navigate using the Earth's magnetic field. 61 The reacting species and their solvent environments will be equilibrated on these timescales because of thermalizing interactions with the solvent. However, time resolution in the femtosecond to picosecond regime is required if the non-equilibrium dynamics of reaction pathways are to be fully characterized, because these short intervals correspond to the timescales of bond cleavage, electron transfer, structural isomerization, excited state relaxation, and solvent reorganization to accommodate a reactive event. There is also valuable mechanistic information in the disposal of excess energy of exothermic processes into motions of the reactive intermediates, and its subsequent flow into the solvent bath. 25, 62 To access "ultrafast" time intervals, methods based on femtosecond optical (UV, visible and IR) or X-ray pulses are necessary and new technologies are rapidly expanding our scope to study chemical reactions under non-equilibrium conditions.
Transient absorption spectroscopy
An ultrafast transient absorption study of a chemical reaction is conceptually simple. 63 An ultraviolet or visible (actinic) "pump" laser pulse of duration shorter than 100 fs initiates reaction by inducing bond cleavage or excitation to a reactive state. A second pulse of similar duration probes the subsequent chemistry by absorption of infrared or UV/visible wavelengths. The pump and probe pulses are synchronized by generating them from the same output pulse of an amplified ultrafast laser, and the probe is then time-delayed with respect to the pump pulse using an optical delay stage of controlled and variable length (an additional 3 mm path introduces a delay of 10 ps). Selection of a set of delay times maps out a kinetic trace of the growth and decay of absorption bands associated with intermediate species. The laser pulses span a range of wavelengths as a direct consequence of their short durations, and the wavelength coverage can be further extended by nonlinear optical processes such as white-light continuum generation across the near-IR, visible and near-UV regions. 64 For example, a sub-100 fs duration mid-IR pulse centered at a wavenumber of 1700 cm -1 might span the entire range from 1500 -1900 cm -1 with sufficient intensity for spectroscopic measurements. 65 A spectrometer equipped with a grating and a multi-element array detector can simultaneously measure the transmission of all these wavenumber (or wavelength) components by a reaction mixture, allowing rapid identification of any intermediate species generated by the pump laser pulse.
The limiting time resolution of the measurements is determined by the cross correlation of the pump and probe laser pulses, and is commonly referred to as the instrument response function (IRF). With pulse compression and careful optical design to prevent stretching of ultrashort pulses, IRFs below 50 fs can be achieved. Transient vibrational absorption (TVA) spectroscopy uses ultrafast IR probe pulses to observe reactants, intermediates and products after initiation of reaction by an actinic pulse. An example is presented in Fig. 2 in which TVA spectra of a UV-excited -pyrone solution illustrate heterocyclic ringopening to a ketene photoproduct. 66 In the usual representation of TVA spectra, consumption of reactants appears as negative going, or "bleach" features, whereas bands deriving from intermediates and products are positive. 65 Stable products give absorption bands that show steady growth and remain over extended times, but the bands of reactive intermediates grow and decline as the intermediates are formed and lost. Vibrational cooling of initially hot molecules manifests as a shift of bands to higher wavenumber (because of vibrational anharmonicity), as seen in Fig. 2(b) , 67, 68 whereas solvent response towards equilibrium confers shifts to lower wavenumber that are most pronounced in hydrogen bonded systems. Absorption bands can readily be assigned to reactive intermediates by applying modest solvent shifts (generally to lower wavenumber) to known gas-phase or matrix-isolation spectra, or by comparison with electronic structure calculations of vibrational mode frequencies. 69 The bands observed in time-resolved UV/visible spectra are transient electronic absorption (TEA) features that tend to be broader and more overlapped than mid-IR TVA bands, and to exhibit larger solvent shifts, making decomposition into spectral components and assignment more difficult. 70 However, new bands can contribute to the spectra in addition to those between electronic states of the solute molecules. These additional spectral features can be advantageous; for example, bands corresponding to charge-transfer from/to the solvent, or distinct spectral signatures of solvent-complexed radicals help to characterize the solvation environment of a reactive species and its influence on reaction rates. [71] [72] [73] The time dependence of IR or UV/vis bands provides further evidence to support proposed assignments. A recent study of fluorine atom reactions in d-acetonitrile illustrates application of TVA and TEA methods to chemical dynamics in solution. 74 XeF2 dissolved in d-acetonitrile served as a precursor to F atoms, which were liberated by UV excitation using a 267-nm, 50 fs duration laser pulse. TEA spectroscopy of the resulting solution probed the XeF photoproduct via its B -X absorption band in the near UV. The close proximity of the partner F-atom broadened this band to longer wavelength, and the decay of this shoulder indicated loss of the F atoms with a time constant of 4 ps. 75 TVA measurements revealed the growth of product DF absorption bands in the 2350 -2650 cm -1 region, with spectral shifts indicating cooling of initially vibrationally excited DF and a slower response of the surrounding solvent to the changing chemical composition of the solute as well as the release of ~40 kcal/mol of energy from the reaction. 74 These TEA and TVA methods are also finding wide application in photochemical studies, for example of spin-crossover dynamics in transition metal complexes following excitation of a metal-to-ligand charge-transfer (MLCT) band, 76 or excited state reaction and relaxation pathways in solvated nucleobases, 77 nucleobase pairs, 69 and single and double strands of DNA. 78,79
Two-dimensional IR and UV spectroscopy
Two-dimensional versions of vibrational (2DIR) and electronic (2D visible and UV) spectroscopy provide information about couplings between vibrational or electronic states respectively of molecules on ultrafast timescales. [80] [81] [82] [83] [84] 2DIR has also been used to observe conformational exchange in fluxional molecules such as Fe(CO)5, 85 or chemical exchange in solution, 86 processes which are too fast to be followed by NMR. Fig. 3 shows measurements from our laboratory of ligand-site interconversion by pseudo-rotation in Fe(CO)5. These coherent 2D optical spectroscopies require a sequence of two or more ultrafast pulses, and are most commonly implemented with a 3-pulse sequence (two pump pulses and a probe pulse). If 2DIR is to be used to study reaction mechanisms, an additional actinic pulse must be introduced to generate reactive intermediates. This transient 2DIR (t-2DIR) approach remains experimentally challenging, with signals that are significantly weaker than normal TVA measurements, and only a few examples have been reported to date. 87 The hybrid 2DEV method examines the coupling between electronic and vibrational (i.e., nuclear) motions in molecules, 88, 89 and has the potential to examine reactive intermediates corresponding to photoexcited states. 
Time-resolved photoelectron spectroscopy
With the advent of technology to introduce liquids into high vacuum apparatus in the form of micro-jets, photoelectron spectroscopy has emerged as a viable method to probe solutes in aqueous and other solvent media, 90, 91 and to study photochemical and reactive intermediates in solution. Photoelectron spectroscopy of small clusters in molecular beams also examines solvent effects on reaction intermediates, and control of the number of solvent molecules in the solvation shell is possible using mass spectrometric selection of specific cluster sizes. To observe intermediate species and measure their lifetimes, photoelectron spectroscopy can be performed with ultrafast time resolution, using femtosecond laser pump and probe (ionization) schemes. 92 Recent examples include study of electron attachment to nucleobases in clusters, 93, 94 and charge-transfer-to-solvent reactions for Iin aqueous solution. 95 
Time-resolved X-ray spectroscopies
Substantial strides have been taken in recent years to develop spectroscopic probes of reaction intermediates using ultrafast X-ray pulses. 96, 97 These short wavelengths excite core electrons to valence orbitals or the ionization continuum, and are element specific and sensitive to the oxidation state and local chemical environment of the probed atoms. Measurements to date have mostly used synchrotron light sources, with time resolution reaching the picosecond range, although adapted synchrotrons and X-ray free electron lasers (XFELs) access picosecond and femtosecond timescales. 98-100 X-ray absorption spectroscopy (XAS) measures transitions from deep core (1s, 2s, 2p, etc.) orbitals to higher lying unoccupied orbitals or the ionization continuum. Just above the absorption edge corresponding to ionization of the core electron, XANES (X-ray absorption near edge structure) reveals bond distances and bond angles. To higher energy, EXAFS (extended X-ray absorption fine structure) yields atomic arrangements in the form of radial distribution functions around the probed atom. Variants such as X-ray fluorescence spectroscopy, 101 X-ray photoelectron spectroscopy and resonant inelastic X-ray scattering (RIXS) 102 have explored processes such as spin-crossover dynamics following photo-induced MLCT. Examples in the literature mostly focus on evolving electronic structure, changes in spin state and structural changes in coordination complexes of transition metals (TMs) and metalloproteins. 97 Access to synchrotron or XFEL beam time has so far limited the application of these X-ray based methods, but table-top laser sources of extreme ultraviolet (XUV) and X-ray radiation are becoming available for laboratory (rather than national facility) based studies, 96 and should lead to further exploitation of these powerful techniques. For example, Leone and coworkers recently showed that XUV pulses produced by high harmonic generation of 35-fs pulses from a titanium:sapphire laser could probe core-to-valence transitions in iodine atoms during the 266-nm induced dissociation of the C-I bond in methyl iodide. 103 
Ultrafast diffraction methods
Although spectroscopic probes provide incisive information about vibrational frequencies, electronic absorptions, and elemental composition of reactive intermediates, a long-held aspiration is to image the structures and motions of the interme-diates directly by diffraction methods. 104 Advances have therefore been sought in generating short pulses of electrons or X-rays for time-resolved diffraction studies. Electron pulses have been developed that are capable of imaging dynamical processes on the ~10 fs timescale, 105 but these and ultrafast Xray diffraction are only just beginning to be applied to studies of reactive intermediates.
Experimental Data on Solvent Response Timescales
As outlined in Section 1.4, the timescales for motion of solvent molecules, and for redistribution of their energy, are so short that it may seem appropriate to think of the solvent as responding instantaneously to any chemical change within its midst. Shortcomings to this model are quickly revealed by comparison of the timescales for passage of a reaction through a transition state, energy transfer to the solvent bath, and adjustment of the solvent molecules in response to changes in the chemical identity of the solute.
Restructuring of solvent molecules to accommodate changes to a solute molecule can be examined by a variety of timeresolved spectroscopies. Ultrafast studies of Stokes shifts of fluorescence wavelengths in photoexcited dye molecules show how quickly a solvent responds to a change in solute polarity. [106] [107] [108] Two-dimensional infra-red (2DIR) spectroscopy of solvents such as water, and solutes in a variety of media including ionic liquids, quantify molecular equilibration times from direct observation of ultrafast chemical exchange, vibrational relaxation, and spectral diffusion of lineshapes. 81 Terahertz spectroscopy can probe the cooperative dynamics of the molecules of a solvent around a solute molecule. 109, 110 The solvent response typically shows more than one timescale, corresponding to fast reorientation of molecules in the first few solvent shells, followed by longer range restructuring. 106 The fastest "inertial" component may have a time constant shorter than 100 fs in solvents such as water, acetonitrile and methanol, but require a few hundred femtoseconds in chloroform, DMSO or DMF. The slower "diffusive" components extend into the picosecond regime. To understand the effect of the solvent on reaction mechanisms, these timescales must be compared to the <100 fs passage of a chemical reaction through the region of a transition state, or the coupling of excess vibrational energy of a solute to the solvent bath over picosecond or longer intervals. 62 Direct measurements of HCl and HCN vibrational relaxation rates in chlorinated solvents show exponential time constants as long as a few hundred picoseconds to a few nanoseconds, 67, 111 whereas DF vibrationally cools in d-acetonitrile in 3 ps. 74 The rates of these processes depend sensitively on the molecular nature of the solvent, and the strength of coupling of solute and solvent modes. 112 Energy transfer to the solvent bath is accelerated by near-resonance of the solute vibrations and solvent motions. It is clear that these dynamical solute-solvent interactions will not be correctly captured in models that treat the solvent as a continuum with a dielectric constant to represent its polarity, and that make assumptions of thermal equilibrium throughout a reaction. Recent ultrafast infrared spectroscopy measurements of exothermic radical reactions in solution show that reacting solute molecules do not maintain equilibrium with the surrounding solvent. 67, 74 Moreover, the excess energy of reaction is efficiently channeled into vibrational modes of the reaction prod-ucts, after which it can take several hundred picoseconds to thermalize in weakly interacting solvents such as chloroform or dichloromethane. Accompanying computer simulations demonstrate the importance of correctly treating the molecularity of the solvent to reproduce experimental observations, and the need to take careful account of the coupling between the solute and solvent degrees of freedom. [112] [113] [114] An example trajectory from one such simulation (see also Section 6) is shown in Fig. 4 for DF from reaction of a fluorine atom with a molecule of the surrounding CD3CN solvent. 
Master Equation Treatment of Solution-Phase Reactions
As described in Section 4, experimental studies of vibrational cooling in solution show that thermalization timescales of the order of a few ps to a few tens of ps are typical. There are even extreme cases such as vibrational relaxation of molecular nitrogen in liquid nitrogen, 115 where dissipation of the energy of the v = 1 state into intermolecular modes has a timescale of 1.5 s. Thermalization can be conceptualized using the isolated binary collision model, 116 whereby molecules exchange energy with the solvent through isolated "collision" events, occurring every 10 -13 or 10 -12 s, and which each have the capacity to lead to a change of about 1 kcal/mol in the vibrational energy of the solute. The hydroboration reaction of terminal alkenes leads to mixtures of primary and secondary boranes. A π complex between the borane and the alkene is a key intermediate in this reaction. This is formed in an exothermic bimolecular step after disso-ciation of the ether solvent from the borane, and is thereby initially formed with excess internal energy, of roughly 11 kcal/mol. 117 From this common intermediate, reaction can proceed over two different transition states, one leading to the primary borane, and one to the secondary isomer. Because both barriers are very low, reaction proceeds very rapidly, in several ps. Indeed, there is some suggestion that the reaction has partial ballistic or dynamical character, with barrier crossing occurring impulsively immediately without any vibrational energy randomization within the intermediate. 117 This was suggested to account for the observed ratio of the two isomers, of roughly 9:1, which differs significantly from the 99:1 ratio expected for a thermal reaction, based on accurate quantum chemical calculations that yield a difference in standard free energies for the two competing TSs of 2.5 kcal/mol. However, it is also possible to account for the observed ratio of products by taking into account the incomplete thermalization of the intermediate. 118 By using RRKM energy-dependent reaction rates for crossing the two TSs, an initial internal energy distribution reflecting the exothermicity of formation of the intermediate, and a binary collision model for thermalization, excellent agreement with experiment was obtained with no need to further assume any role for dynamical behavior (though of course the latter could not be ruled out in this model).
Trajectory Calculations for Solution-Phase Reactions
As the results on hydroboration summarized in Section 5 illustrate, "hot molecule" effects can play an important role in determining product ratios for reactions in solution, and such effects are seen not only in the reactions of the exotic molecules for which they were first proposed; they apparently need to be considered in the "textbook" reactions of organic chemistry. The hydroboration studies also illustrate that one must be careful in trying to differentiate effects that are due to reactions occurring on a timescale similar to intermolecular energy transfer from solute to solvent from those that are due to reactions occurring on a timescale similar to intramolecular energy transfer within the solute. The former might still be treatable by statistical kinetic models, as the master-equation results showed. The latter, on the other hand, would signal a breakdown of the statistical approximation and would consequently require a different approach. Master-equation models describing energy transfer from one region of the reacting molecule to another can be constructed, though trajectory methods of some type would probably be preferable. Two questions arise naturally for the latter class of reactions. The first is whether there is any evidence that they even exist.
The second is how one would go about doing the calculations.
The methodological question will be dealt with first in what follows.
The obvious problem with conducting trajectory calculations on condensed-phase reactions is the size of the task. One will inevitably use direct-dynamics techniquesi.e. computing the potential energy and its derivatives as needed for each step of a trajectory rather than attempting to calculate a full PES ahead of timebut that can be a daunting challenge. A typical calculation on an organic system might involve a solute and a few hundred solvent molecules in a box with a periodic boundary representation. If there were 5000 atoms in total and if one wanted to run a 1 ps trajectory with 0.1 fs time steps then 5×10 7 potential energy calculations and 1.5×10 8 first de-rivatives would need to be calculated. And the result of all that is only a single trajectory. A typical simulation might require hundreds to thousands of trajectories in order to sample initial conditions in a meaningful way. It is apparent that one needs to be able to complete each energy and derivative calculation very rapidly for the task to be achievable in a reasonable time. In the explicit-solvent PMF simulations mentioned in Section 2, one can reduce the size of the calculation by using models of solvent molecules which mirror size, dipole moment, and perhaps polarizability and hydrogen bonding capability of the real thing but which do not have explicit representations of every atom. However, this approach is unlikely to be successful if one wishes to simulate properly the influence of the solvent on inter-and intramolecular energy flows. One can bring to bear very substantial computing power, notably these days through the use of Graphical Processing Units, 119 but even then the necessary calculations cannot yet be done at the levels of electronic-structure theory likely to give the most reliable results for the bonding changes during the reaction under study. At present, then, the only feasible option is to use a relatively low-level method for the solventtypically some semi-empirical quantum mechanics (QM) method or molecular mechanics (MM)and then a higher-level method for the solute (and perhaps the nearest few solvent molecules). These might be various versions of so-called QM/MM methods, such as ONIOM, 120 or they might be purely MM, with the force-field for the solute being modified in some way that permits it to treat bond breaking and formation. Among the latter class, methods that use an Empirical Valence Bond (EVB) approach to generate a reactive force-field have shown promise. 112, 121, 122 Finally, it might in special circumstances be possible to model the reaction in a "microsolvation" model in which only a first shell of solvent molecules is included. In such cases the whole solvent-solute complex might be small enough to be treated at a reasonably high level of theory (typically some kind of density functional theory (DFT)). Let us turn now to the results of such calculations. Two studies from Singleton's group suggest that there can be circumstances in which IVR within a reactive intermediate is incomplete prior to its progress on to products, even in solution. The first study involved ozonolyses of vinyl ethers with alkane side-chains of varying length. 31 The results have been reviewed in detail elsewhere, 123 and so will be summarized only briefly here. In short, Singleton's group measured product ratios for the ozonolysis of compounds of the class RO-CH=CH2 in CD3OD solution. The two products of interest arise by alternative cleavage pathways from a common intermediatethe primary ozonide generated by 1,3-dipolar addition of ozone to the vinyl ether. The transitions states for the competing cleavages are calculated at the G4 level to be 29 and 35 kcal/mol below that for the dipolar addition, and so this is one of those cases where the excess energy in the primary ozonide must be treated properly for the branching ratio to be calculated correctly. The next question is whether statistical models can handle that task. Singleton et al. found that they could not. They measured the product ratio as a function of the length of the alkyl side chain, R, and found that the variation was not consistent with models that assumed the excess energy in the intermediate to be fully distributed among all vibrational modes of the primary ozonide prior to the cleavage reactions occurring. They simulated their reaction by an ONIOM model, and found that they could get a good match to the experimental results. From the combined experimental results and simulations, they found that the energy flow within the alkyl side-chain could be reasonably well represented by a first-order process having a rate coefficient of ~4×10 11 s -1 .
In their second study, 124 Singleton's group again combined theory and experiment to model a solution-phase reaction. The reactant in this case was an aryldiazonium cation, which was undergoing nucleophilic substitution of the nitrogen by water. They measured 13 C kinetic isotopes for the reaction, and found that they were not readily explicable by either of the dissociative (SN1) or associative (SN2Ar) mechanisms that conventional organic chemistry would consider viable. However, when they used a microsolvation model for the reaction, with 10 water molecules being included in DFT directdynamics simulations, they found that the reaction appeared to be on a borderline between the two mechanisms. Further, it appeared that solvent motions played important roles in the reaction coordinate for the overall transformation. Such a finding perhaps serves as a further cautionary note about the use of PMF approaches for treating solvent effects, since they are intrinsically incapable of incorporating solvent motion into the reaction coordinate. A recent simulation of a reaction with a bifurcating reaction path has highlighted other solvent effects that cannot reasonably be approximated by equilibrium solvation models. 125 In this study the ring opening of a substituted cyclopropanylidene (generated from a diazo precursor) was simulated in three different organic solvents. The substituents were selected in such a way that the reactant would be meso, i.e. achiral, whereas the product allenes would be chiral. Each branch of the reaction path bifurcation led to one enantiomer of the product. The simulation was carried out by the EVB-MM method summarized above. The results showed clear evidence of strong, non-equilibrium solvent-solute interactions. These occurred as a result of the substantial change in shape of the solutewith the three carbons of the cyclopropyl ring opening to an extended linear structure and, of course, dragging their substituents along with them. The three solvents studied in the simulation -CHCl3, CHFClBr, and H3C-CH(OH)-CF3 (called TFIPA)each being slow to respond, at least on the timescale of the chemistry of the solute. From the rate-determining transition state to the bifurcation point in the reaction path, the solute dropped in potential energy by ~40 kcal/mol, according to the DFT calculations against which the EVB potential had been parameterized. This substantial drop in solute PE imparted considerable momentum to certain atoms in the solute, which then 'collided' with the solvent molecules in the first shell, leading to strong repulsive interactions. Crucially, these occurred before the "decision" about which enantiomer of the allene should be formed by a given trajectory (see Fig. 5 ). As a consequence, when enantiomerically pure TFIPA was used in the simulation, an enantiomeric excess of ~15% in the allene products was found. This is at least an order of magnitude bigger than any known optical induction caused by equilibrium solvation. The effects seen in this simulation reinforce the idea, outlined in Section 2, that solvent responses to changes in shape of the solute can be highly nonlinear. Possible consequences of this conclusion are outlined in the next Section.
Future Prospects
In the context of the themes of this Perspective, experiments that can report in real time on the dynamics of a reactive intermediate and simultaneously capture the concerted response of the solvent molecules will provide important new insights. Perhaps advances in coherent, multidimensional ultrafast spectroscopy will deliver this level of detail. Alternatively, the expected rapid advances in femtosecond X-ray and electron diffraction, building on recent developments in sources, may soon afford direct and time-resolved images of reactive intermediates and the surrounding solvent molecules. The topic of collision-induced IVR probably merits more attention than it has received to date. There is evidence that such a phenomenon exists, 126 but the details of how and when it occurs are still unclear. The relevance to the present Perspective is that the transfer into solution of a reaction known to experience significant nonstatistical dynamical effects in the gas phase might lead to more statistical behavior if collisioninduced IVR were prevalent. On the computational front, it appears that there is still room for improvement of solvent models. There is a real need for 'off the shelf' methods to simulate formation and decay of intermediates in solution in an accurate yet affordable way. Equilibrium solvation may well be a useful approximation for many simulations, but in the chemistry of reactive intermediates it is unlikely to be. The issue of slow response of solvents to changes in shape of a solute has received scant attention to date, but may turn out to be quite important. In particular, ongoing and still preliminary work suggests that this phenomenon can lead to the appearance of dynamical barriers to reaction, which do not necessarily occur at conventional saddle points on the PES. In general, the traditional view of solvents as relatively passive modifiers of the gas-phase PES may not turn out to be adequate, as the active participation of the medium in the overall reaction becomes clearer, both from experiment and simulation. Finally, we note that the very definition of a reactive intermediatethe topic with which we began this Perspectivemight require revision or refinement in the future as both experimental and computational methods continue to give us more detailed insights. For example, recent work has highlighted the existence of an "entropic intermediate" in a cycloaddition reaction. 127 The phenomenon observed in MD simulation is of a species having significant lifetime and yet not corresponding to a local minimum on the PES. 127 It occurs because of dynamical bottlenecks to product formation. In the cited example, these dynamical effects occur within the reacting molecule, but dynamical bottlenecks can occur within the solvent as well, 128 raising the possibility that "entropic intermediates" might occur in solution without any counterparts in the gas phase.
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