The interactions and activities of hundreds of millions of people worldwide are recorded as digital traces every single day.
Introduction
When investigating social phenomena, for decades, the empirical social sciences have relied on surveying samples of individuals taken from well-defined populations as one of their main data sources, e.g. general national populations. An accompanying development was the constant improvement of methods as well as statistical tools to collect and analyze survey data. These days, survey methodology can be considered an academic discipline of its own. It has distilled its history of research dedicated to identifying and analyzing the various errors that occur in the statistical measurement of collective behavior and attitudes as well as generalizing to larger populations. The Total Survey Error framework (TSE) provides a conceptual structure to identify, describe, and quantify the errors of survey estimates (Biemer, 2010; Groves and Lyberg, 2010; Weisberg, 2009; Groves et al., 2011) . While not existing in one single canonical form, the tenets of the TSE are stable and provide survey designers with a guideline for balancing cost and efficacy of a potential survey and, not least, a common vocabulary to identify error sources in their research design from sampling to inference. In the remainder, we will refer to the concepts of the TSE as put forth by Groves et al. (2011) , p. 48. Nowadays, digital traces of human behavior that have not been collected in a scientifically pre-designed process but are captured by web-based platforms and other digital technologies such as smartphones, fitness devices, RFID mass transit cards or credit cards become increasingly available to researchers. Research based on digital trace data is frequently referred to as "Social Sensing" -i.e., studies that repurpose individual users of technology and their traces as sensors for larger patterns of behavior or attitudes in a population Sakaki, Okazaki, and Matsuo, 2010) . It is especially the often easily accessible data from social media and other platforms on the World Wide Web that has become of heightened interest to scientists in various fields aiming to understand, explain or predict human behavior (Watts, 2007; Lazer et al., 2009; Salganik, 2017) . 2 Beside studying platforms per se to understand user behavior and societal implications of web platforms (see e.g. DiMaggio et al. (2001) ; Robinson (2011) ; Hampton and Wellman (2003) ), digital trace data promises inferences to broad target populations similar to surveys, but at a lower cost, with larger samples (Olteanu et al., 2019; Salganik, 2017; Boyd and Crawford, 2012) . In addition to increasing scale and decreasing costs, it is also generally available much sooner after or even during events (e.g. elections, disasters) compared to survey responses, which makes it particularly interesting for studying reactions to unforeseeable events which surveys can only ask about in retrospect. But digital trace data also comes with various challenges: the data is captured as people make use of specific platforms, data access is regulated by platform owners and is often nontransparent; "platform owners are usually not concerned with maintaining instrumentation consistency for the benefit of research" (Howison, Wiggins, and Crowston, 2011) ; the design and features of the platform, the community around the platform and their behavior, as well as the community around other similar platforms, may change over time and impact the behavior of users; lastly, humans and non-humans can self-select into the platform population (even multiple times). Therefore, this data may be incomplete and biased in many ways which raise epistemological concerns that are accompanied by ethical and legal concerns as well as typical methodological challenges of big data studies (Tufekci, 2014; Olteanu et al., 2019; Ruths and Pfeffer, 2014) . 3 While not all of these issues can be mitigated, they can be documented and examined for each particular study that makes use of digital traces, to understand the limits and generalizability of the study's insights. Only by developing a thorough understanding of the limitations of a study, can we make it comparable with other studies.
Our Contributions. In this work, we put forth a framework that allows to describe, analyze and mitigate errors that occur in digital trace based studies that aim to make inferences about a theoretical construct (see Figure 1 ) in a larger target population of entities beyond the platforms providing the digital traces. Our work adds to the growing literature on identifying errors in digital trace based research (Olteanu et al., 2019; Tufekci, 2014; Hsieh and Murphy, 2017; Ruths and Pfeffer, 2014; Lazer, 2015) , by highlighting these errors through the lens of survey methodology and leveraging its systematic approach. We believe that by establishing a connection between errors in digital trace based studies and the TSE, we can establish a shared vocabulary for social scien- (Groves et al., 2011) tists and computational social scientists and help them document, communicate and compare their research. Further, we can make use of error identification methods and solutions developed in survey methodology and increase its utility for researchers familiar with the TSE. To establish this connection, we map errors to their pertinent counterpart in the Total Survey Error framework where applicable, and on the other hand, describe new types of errors that can arise. To that end, we highlight the distinction between two main sources of errors -measurement and representation errors, as done in the TSE (cf. Figure 2) . Next, we link errors to the design decision steps inherent to conducting observational studies using digital traces: errors due to conceptualizations of theoretical constructs, selecting platforms that record users' behavior, data collection strategy, data preprocessing and data analysis as shown in Figure 1 . Finally, we give suggestions on how to avoid these errors and discuss the applicability of our error framework for digital trace data. Our framework is mainly inspired by -but not limited to -social media data such as Twitter, Facebook, and Reddit data as well as other data collected on web platforms such as search engine queries, used in "Social Sensing" studies.
Related Work
Our error framework for digital traces is inspired by insights from two disciplines: those that have been developed and refined for decades in (i) survey methodology as well as insights from the relatively new but rapidly developing field of (ii) computational social science, which has increasingly sought to understand the uses of newer forms data developed in the digital age. In this section, we discuss some of the main threads of research spanning these fields.
Survey Methods. The Total Survey Error Framework is an amalgamation of efforts to consolidate the different errors in the survey pipeline (Groves and Lyberg, 2010; Biemer and Christ, 2008) . Recently, researchers have tried to explore the efficacy of non-probability sampled surveys such as opt-in web surveys Rothschild, 2015, 2017) , where they find that adjustment methods can improve estimates even if there are representation errors. On a similar vein, Kohler, Kreuter, and Stuart (2019) find that nonprobability samples can be effective in certain cases. Meng (2018) poses the question "Which one should we trust more, a 5% survey sample or an 80% administrative dataset?" and introduces the concept of the 'data defect index' to make surveys more comparable. Researchers have also attempted to integrate survey data and digital traces to analyze and uncover social scientific questions (Stier et al., 2019) .
The Potentials of Digital Traces. Web and social media data has been leveraged to 'predict the future' in many areas such as politics, health, and economics (Askitas and Zimmermann, 2015; Phillips et al., 2017) . It is also considered as a means for learning about the present, e.g., for gaining insights into human behavior and opinions, such as using search queries to examine agenda-setting effects (Ripberger, 2011) , leveraging Instagram to detect drug use (Yang and Luo, 2017) , and measure consumer confidence through Twitter (Pasek et al., 2018) . Acknowledging the potential advantages of digital trace data, the American Association for Public Opinion Research (AAPOR) has commissioned reports to understand the feasibility of using digital trace data for public opinion research (Japec et al., 2015; Murphy and others, 2018) .
The Pitfalls of Digital Traces. There is some important work aimed at uncovering errors that arise from using online data or, more generally, various kinds of digital trace data. Recently, researchers have studied the pitfalls related to political science research using digital trace data (GayoAvello, 2012; Metaxas, Mustafaraj, and Gayo-Avello, 2011; Diaz et al., 2016) , with Jungherr et al. (2017) , especially focusing on issues of validity. Researchers have also analysed biases in digital traces arising due to demographic differences (Pavalanathan and Eisenstein, 2015; Olteanu, Weber, and Gatica-Perez, 2016) , platform effects (Malik and Pfeffer, 2016 ) and data availability (Morstatter et al., 2013; Pfeffer, Mayer, and Morstatter, 2018) . More generally, Olteanu et al., provide a comprehensive overview of the errors and biases that could potentially affect studies based on digital behavioral data as well as outlining the errors in an idealized study framework (Olteanu et al., 2019) , while Tufekci outlines errors that can occur in Twitter-based studies (Tufekci, 2014) . Recenty Jungherr (2017) calls for conceptualizing a measurement theory that may adequately account for the pitfalls of digital traces.
Addressing and Accounting for the Pitfalls of Digital Traces. Recently, researchers working with digital traces have used techniques typically used in surveys, to correct representation errors (Zagheni, Weber, and Gummadi, 2017; Fatehkia, Kashyap, and Weber, 2018; Wang et al., 2019) . Besides, addressing specific biases, researchers have also attempted to identify and document the different errors in digital traces as a first step to addressing them. In addition to an overview of biases in digital trace data, Olteanu et al. provide a framework using an idealized pipeline to enumerate various errors and how they may arise (Olteanu et al., 2019) . While highly comprehensive, they do not establish a connection with the Total Survey Error framework (Groves and Lyberg, 2010) , despite the similarities of errors that plague surveys as well. Ruths and Pfeffer prescribe actions that researchers can follow to reduces errors in social media data in two steps: data collection and methods (Ruths and Pfeffer, 2014) . We extend this work in two ways: (1) by expanding our understanding of errors beyond social media platforms to other forms of digital trace data and (2) by taking a deep dive at more fine-grained steps to understand which design decision by a researcher contributes to what kind of error. Hsieh et al., conceptualize the Total Twitter Error (TTE) Framework where they describe three kinds of errors in studying unstructured Twitter textual data, which can be mapped to survey errors: coverage error, query error and interpretation error (Hsieh and Murphy, 2017) . The authors also provide an empirical study of inferring attitudes towards political issues from tweets and limit their error framework to studies which follow a similar lifecycle. We aim to extend this framework to more diverse inference strategies, beyond textual analysis as well as for social media platforms other than Twitter and other forms of digital trace data. Finally, the AAPOR report on public opinion assessment from 'Big Data' sources (which includes large data sources other than digital trace data such as traffic and infrastructure data) describes a way to extend the TSE to such data, but cautions that a potential framework will have to account for errors that are specific to big data (Japec et al., 2015) . We restrict our error framework to digital trace data from the web which are collected based on a typical social sensing study pipeline, highlight where and how some of the new types of errors may arise, and how researchers may tackle them. Recent efforts to document issues in using digital trace data include "Datasheets for Datasets", proposed by Gebru et al. (2018) where datasets are accompanied with a datasheet that contains its motivation, composition, collection process, recommended uses. We propose a similar strategy to document digital trace based research designs to enable better communication, reproducibility, and reuse of said data.
In the following sections, we begin by discussing measurement and representation concerns of research based on digital trace data, before looking at the different phases of conducting such a study and outlining the respective sources of errors that may appear at each stage.
Surveys and Digital Traces: Similarities and Dissimilarities
It is crucial to understand the differences and commonalities between a typical survey and a typical digital trace data study of human behavior to develop an understanding of the limitations and strengths of both data types for social science research (cf. Figure 3) . The life-cycle of a survey from a quality perspective is explained by Groves et al. (2011) in Figure 2 . Researchers usually use a sampling frame as a stand-in for the target population of interest. The sampling frame is used to fur- Figure 3 : The divergence between survey estimates and digital trace data estimates. The primary point of difference is that digital trace data is entirely nonreactive due to the lack of a solicitation of responses. In surveys, users are surveyed, and their responses are used to construct the final estimate, whereas, in digital traces, a subset of entities (which are usually users) of a platform or their signals are used to construct the estimate. 4 ther sample potential respondents since it is not feasible to survey the entire population. Instead, to guarantee generalization to a well-defined population, the sampling design (the process of selecting the sample) should be probabilistic. The survey instrument or questionnaire is constructed so that the responses to it can allow the researchers to measure the theoretical construct they are interested in. Next, the sampled units are contacted with the questionnaire, and their responses are recorded. In this step, some of the sampled units may not respond to the questionnaire. Therefore the final set of respondents might deviate from the sample. Finally, the responses are processed, coded, and aggregated to the final survey estimate.
While digital traces are often used to measure the same things as surveys do, they proceed differently. Like in a survey, the researcher defines the ideal measurement which will measure the theoretical construct. She then picks the source of the digital traces, often one or more web platforms. In this case, the platform(s) chosen act(s) as the sampling frame. Depending on data accessibility, all entities on the platform as well as the signals produced by them, may be available to the researcher.
5 A specific distinction of digital traces and surveys is that researchers can often have access to the 'census' of a platform rather than its sample. Therefore, there is often no need for sampling due to logistical infeasibility (as is typically done in surveys). Though the entire sampling frame or census is available, the researcher may still sample signals due to restrictions imposed by data providers 6 4 Icons used in this image have been designed by Hadrien, Becris, Freepik, Smartline, Pixel perfect and prettycons from www.flaticon.com 5 Signals here refer to content (tweets on Twitter, posts on Facebook or Instagram, boards on Pinterest) or interactions (likes, retweets, friending) generated by entities on digital platforms. We use the term signals and traces interchangeably. 6 The best-known example: Twitter's restricted-access streamand/or other technical, legal or ethical restrictions. Therefore, depending on her needs as well as the construct being studied, the researcher devises a data collection or sampling strategy -which usually involves a set of queries that further subset the platform data, producing the final sample that will be used for the study. 7 The signals or the entities that make up the sample can be further filtered or preprocessed, before finally undergoing coding (usually automated) and being aggregated to produce the final estimate.
Note that while both processes have some overlapping stages (for example, coding and aggregation), the first, primary point of difference is that digital trace data is typically nonreactive due to the lack of a solicitation of responses. This has the advantage that researchers can directly observe how entities behave rather than asking them and therefore, only having access to self-reported data. It has the disadvantage that researchers may run the risk of misunderstanding these signals, which can be avoided in a survey by constructing more efficient questionnaires. Much of the divergence between surveys and digital trace based study rests on how we may effectively use potentially noisy, unsolicited signals to understand theoretical constructs while keeping in mind that these signals may not be effective proxies for that construct. The second point of divergence is the fact that the difference between units of observation and units of analysis in digital trace based studies is often more blurred than in surveys and their distinction harder to attain. Units of observation are the level at which data is collected and units of analysis are the level at which the inference is made (Sedgwick, 2014) . In survey based social science studies, the unit of observation and analysis is, in most cases, an individual, who is filling in a questionnaire. In digital trace based studies, even though the unit of analysis is also often an individual (i.e., researchers are interested in individuals' behavior, opinions, etc.), the units of observation is commonly not individuals. More commonly, the units of observation are various signals that although are produced by individual entities (e.g., Twitter users) are collected independently of the entities based on other query criteria, such as tweets collected by hashtags (Tufekci, 2014) , keywords (O'Connor et al., 2010) or location information (Bruns and Weller, 2016) . Failing to account for the difference between the two units may lead to ecological fallacies or reductionism (Freedman, 1999) . These pitfalls manifest even more strongly in studies using digital trace data since the unit of observation, and the units of analysis are often not clearly defined. In the next section, we explain the two main sources of errors in surveys and how we may extend them for digital traces.
A General Distinction: Measurement and Representation Errors
For surveys, the literature aimed at understanding and aggregating errors focuses on multiple dimensions, most prominently the source of errors: the distinction between meaing APIs. 7 We use the term 'platform data' to refer to entities or signals generated by entities on that particular platform for the rest of the paper. surement errors and representation errors, or the type of errors: the distinction between systematic errors (biases) and random errors (variance). For our framework, we focus on the former, following Groves et al.'s approach in making an overall distinction between errors in, firstly, defining and measuring a theoretical construct with chosen indicators (measurement errors) and, secondly, the errors arising when inferring from a (non-representative) sample population to the defined target population (representation errors) as illustrated in Figure 2 (Groves et al., 2011) . We adopt this specific distinction as it is helpful in conceptually untangling different fallacies potentially plaguing surveys as well as related research designs with non-designed, non-reactive, and non-probabilistic digital data. Further, note that errors can be both systematic (biased) or randomly varying at every step of the inferential process we describe in the remainder.
Measurement error pertains to "the extent to which a given test/instrumentation is an effective measure of a theoretical construct" (Straub, Boudreau, and Gefen 2004, highlight ours) . Accordingly, the first step of a survey-drivenand any similar study -requires defining the theoretical construct of interest and establishing a theoretical link between the captured data and the construct (Howison, Wiggins, and Crowston, 2011) . Survey researchers usually start by defining the main construct of interest (e.g., "political leaning", "personality", "attitude towards X", ) and potentially related constructs. This is followed by the development or reuse of scales (i.e., sets of questions and items) able to measure the construct adequately. In developing scales, content validity, convergent construct validity, discriminant construct validity, internal consistency, as well as other quality marks, are checked (cf. Straub, Boudreau, and Gefen (2004) ). The design of items usually follows a quite fixed pre-defined research question and theorized constructs (notwithstanding some adaptations after pre-testing), followed by fielding the actual survey. Groves et al. (2011) further point out response errors that arise when recording the response of survey participants even when an ideal measurement has been found, i.e., the solicitation of actual information in the field, which can be hampered by social desirability and other issues, and lastly processing errors introduced when processing data, such as coding textual answers into quantitative indicators and data cleaning. Besides validity, individual responses may also suffer from variability over time or between participants, contributing to low reliability.
At each design decision step of the research process with digital traces, investigators can likewise commit related measurement errors and must take similar precautions. In the remainder, we describe a process pipeline (see Figure 1) that researchers typically follow in digital trace based studies and link the decisions with the respective errors that are likely to arise. Note that in an ideal world, that design pipeline would be followed sequentially, whereas in reality, researchers will start their process at different points in the pipeline, e.g., get inspiration in form of an early-stage research question through a platform's available data and its structure, and then iteratively refine the several steps of their research process. This is a notably different premise vis-à-vis survey-based research, since data is largely given by what a platform stores and what is made available to the researcher -hence, the theoretical fitting often happens post hoc (Howison, Wiggins, and Crowston, 2011) . A major difficulty is hence that, to avoid measurement errors, instead of designing a survey scale, web trace studies must consider several steps of the process at once: (i) definition of a theoretical construct aligned with an ideal measurement (ii) the platform to be chosen, (iii) ways to extract (subsets of) data from the platform, (iv) ways to process the data, and (v) the actual measurement of the construct through manifest indicators extracted from the data (Lazer, 2015) . In the following sections, we will delve into each of those steps and detail the effect of each choice made by the researcher on the resulting measurement errors.
Representation errors, on the other hand, are made whenever conditions exist or are created that assign unequal chances to individual target population units to be represented in the eventual aggregated measurement/indicator statistics of interest, even if a theoretically perfect way of measuring a construct would be used.
Survey design begins its quest for unbiased representation by clearly defining the target population that the construct of interest should be measured for / inferred to, e.g., the national population of a nation-state. Then, a sampling frame is defined, the best approximation of all units in the target population, e.g., telephone lists or (imperfect) population registers, resulting in under-or over-coverage of population elements, constituting coverage error. Ineligible units might add noise to the sampling frame, such as business telephone numbers. Note that coverage error "exists before the sample is drawn and thus is not a problem arising because we do a sample survey" (Groves et al., 2011 ). Sampling error then comes into play when a subset of units is selected from the sampling frame giving some members of the frame lower chances to be chosen than others. Importantly, sampling error can only arise when random (or another strategy of) sampling has to be executed because there is no feasible way of reaching all elements in the sampling frameif one could access the complete frame with minimal cost, sampling (error) would not occur. Further, if chosen individuals drawn as part of the sample refuse to answer the whole survey, we speak of unit nonresponse errors, or item nonresponse errors if only certain items are not collected from certain respondents (e.g., if they break off the survey process after some questions). While in most cases providing insufficient responses to items hinders valid inferences regarding the topical research questions, nonresponse to demographic items can also hinder post-survey adjustment of representation errors.
8 Lastly, Groves et al. (2011) list adjustment error, occurring when reweighting is applied post-survey to under-or over-represented cases due to any of the representation errors described above. The reweighting is usually based on socio-demographic attributes of individuals and often their belonging to a certain stratum.
Again, working with digital trace data requires reflecting on representation errors in all process steps. Large differences in regard to representation compared to surveys lie in (i) the a priori given sampling frame that is restricted by the platform and usually induces a large coverage error if the target population is off-platform (non-probabilistic), and (ii) the lack of a specific request stimulus in found data (nonreactive). Also, often research studies based on digital trace data do not clearly define what their actual unit of analysis is, e.g., individual humans or organizations or separate signals (like posts, tweets, likes, etc.). This frequently limits the understanding of what the eventual aggregate statistic represents since it might either be an aggregate of signals without taking into account the entities that created them or take into account these entities, e.g., by aggregating Social Media posts per user profile. This can lead to methodological as well as epistemological issues. We want to highlight, in fact, that for any study with non-reactive, non-probabilistic digital trace data that aims to make inferences about a target population of entities (e.g. humans), what is regarded as "units of analysis" always should be these entities, not signals or single expressions of those entities. For most of these entities this usually corresponds to single user accounts on platforms as a digital representation. In the remainder, "entities" or "units of analysis" will in many cases refer to user accounts as proxies for the actual individuals of a target population, accordingly.
In the following sections, we will discuss the process steps of the research pipeline described in Figure 1 and will refer to the different kinds of measurement and representation errors lurking in each step.
Definition of Construct and Ideal Measurement
Constructs are abstract 'elements of information' (Groves et al., 2011 ) that a scientist attempts to quantify through the definition of the construct, minding its translation into an ideal measurement, followed by recording responses through the actual (survey) instrument and finally, by analysis of the responses. A non-definition or under-definition of the construct or a mismatch between the construct and the envisioned measurement corresponds to issues of validity. Given that digital trace data from any particular platform is not specifically produced for the inferential study, researchers must establish a link between the behavior that is observable on the platform and the theoretical construct of interest. The first step of transforming a construct into a measurement involves thinking about competing and related constructs, in the best case rooted in theory. Next, one has to deliberate whether a potential ideal measurement is feasible to extract from the given data and sufficiently captures the construct, and if the envisioned measurement does not also -or instead -capture other constructs, i.e., think about convergent vs. discriminant validity of a measurement . Since digital trace based studies might proceed in a nonlinear fashion, researchers may or may not begin their study with a theoretical construct and a pre-defined measurement in mind. Sometimes a researcher might start with a construct but re-evaluate it, and the corresponding measurement, throughout the study depending on the nature of the digital traces. Since the data is largely given by what the platform/system stores, what is available for the public and/or what can be accessed via Application Programming Interfaces (APIs), it may require rethinking the original construct and its definition. Another alternative, which Salganik (2017) describes as the "ready-made" approach, is to start with a platform or dataset, and then envision constructs that can be studied from that particular platform or dataset.
Example: Construct Definition An example of a construct that researchers aimed to measure with digital trace data is presidential approval. Whereas in a survey one expresses the defined construct as directly as possible in the questionnaire ("Do you approve or disapprove of the way Donald Trump is handling his job as president?", a ) a digital trace data researcher may consider the act of tweeting about the president positively to be equivalent to approval (O'Connor et al., 2010; Pasek et al., 2019) . While positive mentions may indicate approval, researchers should also investigate whether the tweets focus on the presidential role. Due to the unsolicited nature of Twitter data, it can be difficult to disentangle if the tweets are targeted towards presidential or private activities. While comments about the president's private life may indirectly impact approval ratings, they do not directly measure how the president is handling his job, thereby weakening the measurement.
a The survey question for presidential approval has remained largely unchanged throughout the years since its inception: https://news.gallup.com/poll/160715/gallupdaily-tracking-questions-methodology.aspx
Platform Selection
In selecting a platform, the researcher needs to ensure the general existence of a link between digital trace data that is observable on the platform and the theoretical construct of interest -irrespective of whether she begins the study with a theoretical construct and defined measurement, or defers that to later stages. She, however, also needs to account for the (almost guaranteed) divergence between the target population of interest and the platform population and the impact of the platform and its community on the observable traces. In this section, we discuss the errors that may occur due to the chosen platform(s).
Platform Coverage Error. The gap between the target population and the platform population is the platform coverage error, a representation error. It is related to coverage error in the TSE, as the "sampling frame"of a given platform is usually not aligned with the target population; the difference in digital trace based research being that it is set ex-ante and unchangeable by the researcher for a given platform. Different web and social media platforms, for in-stance, exhibit variable inclusion probabilities. 9 Twitter's demographics, as a particular example, tend to be very different from population demographics (Mislove et al., 2011; Blank, 2017) , while Reddit users are predominantly young, Caucasian and male.
10 Population discrepancy could be due to differences in internet penetration or social media adoption rates in different socio-demographic or geographical groups, independent from the particular platform (Wang et al., 2019) . Secondly, particular platforms attract specific audiences, for instance, because of topical or technological idiosyncrasies.
Example: Platform Coverage
To illustrate platform selection errors, we again turn to our running example of measuring presidential approval using social media data: Setting aside data collection abilities, if we have access to all posts about the president from social media platforms, our sampling frame is restricted to users who have chosen or self-selected to express their opinion on social media. These respondents may not be a uniform representation of the valid adult population. Indeed, those who are not on social media or do not express their political opinions on social media might have radically different views. If there is a systemic bias in opinion expression on social media, for example, that political conservatives are less likely to be vocal, then the nonresponse bias can lead to highly misleading estimates (Fischer and Budescu, 1995) .
A platform coverage error can be thought of as a counterpart to coverage error. Researchers, inspired by survey methodology, may reweight participants by sociodemographics (directly available or inferred) to potentially obtain a representative sample (Pasek et al., 2018; Locker, 1993; An and Weber, 2015 ) (see Section "Analysis and Inference"), though the efficacy of these correction methods depends on the nature of the self-selection of users (Schnell, Noack, and Torregroza, 2017) .
Platform Affordances Error. Platform-specific sociocultural norms -implicit ones or explicated as community guidelines -and the platform's design and technical constraints may impact the behavior of users and lead to measurement errors which we together summarize as platform affordances error. For example, Facebook recommends "people you may know" and therefore impacts the friendship links that people create (Malik and Pfeffer, 2016) , while Twitter enforces a 280-character limit on tweets can influence the writing style of Twitter users (Gligorić, Anderson, and West, 2018) ; perceived or explicated community norms can likewise influence what and how users post, for example politically conservative users being less open about their opinion on a platform they regard as unwelcoming of conservative statements. A major challenge for digital trace data-based studies is to disentangle what Ruths and Pfeffer (2014) call "platform-driven behavior" from psychological behavior.
Just as question-wording or social desirability in surveys may influence answers, users may alter their behavior as a response to technical and social changes of the platform. Changing norms or technical settings may also affect the validity of longitudinal studies (Bruns and Weller, 2016) since these changes may cause "behavioral drifts" (Salganik, 2017) , contributing to what Lazer (2015) describes as "construct instability".
Example: Platform Affordances
Platform norms such as the character limit (technical affordance) or terms of service and cultural norms can also inhibit how and to what extent users express their opinion about the president, leading to platform affordance errors. For example, users may have to write terse tweets or a thread consisting of multiple tweets to express their opinion on Twitter.
Data Collection
After choosing a platform, the next step of a digital trace based study consists of collecting data, e.g., through official APIs, web scraping, or collaborations with platform/-data providers. Then, even if the full data of recorded traces is in principle available from the platform, researchers often select a subset of signals, entities or both, by querying the data based on explicit features (e.g., keywords, cf. Table 1 ). This is usually done (i) to discard all signals (e.g., tweets) that are presumed not to carry any information relevant to the construct or (ii) to discard user profiles (or other representations of the units of analysis) that are not related to the elements in the target population. Additionally, if a researcher selects signals (say tweets with a certain keyword), she may have to collect additional information of the entity generating the signal (the author of the tweet).
Of course, different platforms have different data access policies: while for some platforms like Github or Stack Exchange, the entire history of signals ever generated are available and the researcher can make selections from this full set freely, others like Facebook Ads or Google Trends only share aggregated signals, And platforms such as Twitter feature access restrictions that impose a mandatory selection of a subset of their data instead of the researcher performing this selection solely based on self-defined features.
11
However, while the "forced" selection from the set of all recorded data of a system can happen, the voluntarily querybased reduction of data -on top of a potential forced selection -is the norm in digital trace studies of human behavior and attitudes, not seldom simply to reduce the data volume Predicting Influenza rates from search queries (Yuan et al., 2013) Understanding the use and effect of psychiatric drugs through Twitter (Buntain and Golbeck, 2015) Attribute Using attributes such as location or community affiliation to subset entities such as users who may have the relevant attribute in their biography
Inferring demographic information through mobility patterns on photosharing platforms (Riederer et al., 2015) Geographic Panels used to study responses to mass shootings and TV advertising (Zhang, Hill, and Rothschild, 2016) RDG Generating random digits and using them as identifiers of platform entities
Studying collective privacy behaviour of users (Garcia et al., 2018) Understanding the demographics and voting behaviour of Twitter users (Barberá, 2016) Structure Using structural properties of entities or signals to select data such as interactions (retweeting, liking, friending)
Understanding the influence of users (Cha et al., 2010) Predicting political affinity of Twitter users based on their mention networks (Conover et al., 2011) one has to process. We will, therefore, below discuss two main errors that follow from the deliberate selection process through queries and afterward address the problem of noncontrolled selection. Signal Selection Error. Typically, researcher-specified queries are used to capture signals broadly relevant to the construct of interest. When the data collection strategy is devised based on the research question or construct of interest (as is often the case in studies based on digital trace data), query choices may lead to measurement errors. The difference between the ideal measurement and collected signal is termed signal selection error. The signal selection error is related to measurement error 12 in the TSE, which is defined as the difference between the ideal measurement and the response obtained through a survey. Low precision and low recall of queries may directly impact the measurement which can be established from the subselection of platform data used. He and Rothschild examine different methods of obtaining relevant political tweets, establishing that bias exists in keyword-based data collection (He and Rothschild, 2016) affecting both the users included in the sample as well as the sentiment of the resultant tweets.
Example: Signal Selection
To illustrate, say we aim to capture all search queries about the US president through a search engine. If search phrases that mention the keyword "Trump" are collected, phrases unrelated to Donald Trump could also be collected -phrases which refer to Melania Trump or Donald Trump Jr. would be included and lead to noise. The presence of these ineligible signals would decrease the reliability and validity of the measurement. Likewise, relevant tweets might be excluded that simply refer to "president" or "the Donald".
12 Not all "measurement errors", but the specific "measurement error" box on the left side of Fig. 2 One way of assessing signal selection error is through analysis of precision and recall of the queries being used. Ruiz et al. attempt to quantify coverage for various keywords related to a single topic using exact and bounded approximation algorithms (Ruiz, Hristidis, and Ipeirotis, 2014) . While low precision can usually be addressed to some extent in subsequent filtering steps after the data collection is finished (see Section "Data Preprocessing"), the non-observation of relevant signals cannot be remedied without repeating the data selection step.
Entity Selection Error. While signals are filtered according to their estimated ability to measure the construct of interest, their exclusion can entail the filtering out of entities that produced them (think of Twitter profiles attached to tweets), if no other signals of an entity remain in the subset. 13 In this manner, entities with specific attributes (e.g., teenagers) might be filtered out simply because they do not produce specific signals (e.g., they use different terms to refer to the US president). The error incurred due to the gap between the selection of entities and the sampling frame is called the entity selection error. It is a representation error related to the sampling error in TSE. It is also related to the coverage error if one considers the researcher-specified query result set as a second sampling frame, 14 where entity selection error is the gap between the query boundaries and the platform population. Of course, this error occurs as well if entities are selected directly by their features (not via their signals), for instance, removing userprofiles deemed irrelevant for inferences to the target population as determined by their indicated race or age. This is especially critical when certain entities are less likely to correctly respond to demographic fields (e.g. female editors in 13 This is typically true for most data collection strategies except Random Digit Generation where entities are selected independent of their characteristics.
14 Collection of data through explicit features is equivalent to defining a boundary around the signals or entities to be used for analysis further on (González-Bailón et al., 2014). Wikipedia) (Pavalanathan and Eisenstein, 2015) .
There are many approaches to collecting data (cf. Table 1) and each comes with different types of signal and entity selection pitfalls. As keyword-based search is a popular choice, Tufekci analyzes how hashtags can be used for data collection on Twitter and finds that hashtag usage tapers down as time goes on -users continue to discuss a certain topic, they merely stop using pertinent hashtags (Tufekci, 2014) . For collecting data related to elections or political opinion, many studies use mentions of the political candidates to collect data related to them (Barberá, 2016; O'Connor et al., 2010; Diaz et al., 2016; Stier et al., 2018) . While this a high-precision query, it may have low recall, excluding users who refer to political candidates with nicknames, thereby reducing the sample's generalizability. On the other hand, it may also include ineligible users who might have been referring to someone with the same name as the politician, in case a candidate's name is common.
In addition to keyword selection, other sources for data selection are also in use, e.g., those based on attributes, such as location (Bruns and Stieglitz, 2014) or structural characteristics (Demartini, 2007) or affiliation to particular subcommunities or lists (Chandrasekharan et al., 2017) , and random digit generation (RDG) (Barberá, 2016) . Each method has different strengths and weaknesses, with random digit generation (RDG) being closest to the Random Digit Dialing method of conducting surveys, although the method may generate a very small sample of relevant tweets (Barberá, 2016) . Lists of users, subcommunity selection, as well as selection based on attributes, similar to keywords, restrict the dataset to entities who have either chosen to be on them, have been chosen by other entities to appear on them, or have opted (self-selected) to declaring that particular attribute (say, location), often leading to (additional) coverage error since the characteristics of selected entities may be systematically different from the target population (Cohen and Ruths, 2013) . Further, when network data is collected, different crawling and sampling strategies may impact the accuracy of various global and local statistical network measures such as centrality or degree (Galaskiewicz, 1991; Borgatti and Krackhardt, 2006; Kossinets, 2006; Wang et al., 2012; Lee and Pfeffer, 2015; Costenbader and Valente, 2003) , the representation of minorities and majorities in the sample network (Wagner et al., 2017) and the estimation of dynamic processes such as peer effects in networks (Yang, Ribeiro, and Neville, 2017) . This is especially important if the construct of interest is operationalized with structural measurements (e.g., if political leaning is assessed based on the connectivity between users and politicians or if extroversion is assessed based on the number of interaction partners).
For those platforms where data access is regulated to a provider-determined subset, researchers only get access to data that may or may not be a probabilistic sample of the whole set of digital traces in the system. As the most popular example, Twitter provides users with varying level of access. A popular choice of obtaining Twitter data is through the 1% 'spritzer' API, yet research has found that the free 1% sample is significantly different from the commercial 10% 'gardenhose' API (Morstatter et al., 2013) . Apart from errors introduced through deliberate querying by the researcher as discussed above -which still apply in this case -, these selection mechanisms devised by providers may lead to an additional representation error that can best be linked to actual sampling error in the TSE, when the given selection is non-probabilistic. An example of this is vocal users being assigned a higher inclusion probability than other users, simply because they produce more signals.
Example: Entity Selection
When studying political opinions on Twitter, vocal or opinionated individuals' opinions will be overrepresented, especially when data is collected based on signals (e.g., tweets), instead of individual accounts (e.g., tweets stratified by account activity) (Barberá, 2016; O'Connor et al., 2010; Pasek et al., 2018; Diaz et al., 2016) simply because they tweet more about the topic and have a higher probability of being included in the sample than others. Further certain groups of entities (e.g., teenagers or Spanish speaking people living in the US) may be underrepresented if keyword lists are generated that mainly capture how adult Americans talk about politics.
A potential solution to mitigating differences in activity due to this "sampling error" of entities could be: stratified sampling of specific accounts Lin et al., 2013) to explore how a user's activity level influences their efficacy as a 'social sensor. ' Finally, a researcher should assess the impact of their data collection strategy on the sample they obtain, either through a triangulation approach which compares different querying strategies (Denzin, 2012) or by comparison with a 'random' sample from that particular platform (Morstatter et al., 2013) .
Data Preprocessing
Data preprocessing refers to the process of removing noise in the form of ineligible units or items from the raw dataset as well as augmenting it with extraneous information or additionally needed meta-data.
Entity Preprocessing
Entity preprocessing is done since researchers may want additional information about the analysis units (augmentation) or may want to discard ineligible units mistakenly selected into the sampling frame due to data collection (reduction). These steps could lead to the following dissimilar but related representation errors.
Entity Augmentation Error. In their downstream analysis, researchers may want to reweight digital trace data by socio-demographic attributes and/or by activity levels of individuals. The former is traditionally also done in surveys to mitigate representation errors (discussed as 'Adjustment' in Section "Analysis and Inference"). However, since such attributes are rarely pre-collected and/or available in platform data, demographic attribute inference for accounts of individuals is a popular way to achieve such a task, often with the help of machine learning methods Rao et al., 2010; Sap et al., 2014; Wang et al., 2019) . Naturally, such demographic attribute inference itself is a task that may be affected by various errors (Karimi et al., 2016; McCormick et al., 2017) and can be especially problematic if there are different error rates from different groups of people (Buolamwini and Gebru, 2018) . Platforms may also offer aggregate information about their user base, which can potentially also be supplied through provider-internal inference methods and prone to the same kind of errors without the researcher knowing (Zagheni, Weber, and Gummadi, 2017) . The overall error incurred due to the efficacy of entity augmentation methods is denoted as entity augmentation error. Entity augmentation error may be quantified based on an error analysis of the methods used for annotating auxiliary information of the data, such as the accuracy of demographic inference. The reliability of multiple augmentation methods can also be assessed (González-Bailón and Paltoglou, 2015) .
Entity Reduction Error. In addition to entity augmentation, preprocessing steps usually followed in the literature include removing inactive users, spam users, and non-human users -comparable to "ineligible units" in survey terminology -or filter content based on various observed or inferred criteria (e.g., location of a tweet, the topic of a message). Similar to entity augmentation error, the methods for detecting and removing specific type of users can themselves have hidden biases depending on how they were built. Therefore this step confers an additional layer of representation errors, particularly entity reduction error. This error can be the result of researchers not removing ineligible units that contribute to noisy signals or filtering criteria that are too strict. As an approximate counterpart to this error one can consider coverage error in surveys. Previous research compares various methods for bot (De Cristofaro et al., 2018) and spam detection (Wu et al., 2018) , which are often used in preprocessing digital trace data, and find that different methods have varying performance depending on the characteristics of the data.
Example: Entity Preprocessing
Augmentation: Twitter users' age, gender, ethnicity, or location may be inferred to understand how presidential approval differs across demographics, as is typically done in surveys. It has been found that automated gender inference methods have higher error rates for African American faces (Buolamwini and Gebru, 2018) , therefore, gender inferred through such means would over-or underestimate approval rates among African American populaces due to an entity augmentation error. Reduction: While estimating presidential approval from tweets, researchers are usually not interested in posts that are created by bots or organizations. In such cases, one can detect such accounts or detect first-person accounts as done by An and Weber (2015) , even if the first selection process for data collection has retained them.
Entity reduction error can be assessed by understanding the criteria or definition chosen for exclusion, and researchers should note if their criteria could potentially exclude entities that act as effective "sensors".
Signal Preprocessing
In contrast to reducing or augmenting entities or units of analysis, signals in the form of content or produced expressions may also be preprocessed before the statistical analysis, i.e., the individual expressions are filtered or augmented. These steps could lead to the following measurement errors.
Signal Augmentation Error. A form of content augmentation comprises the generation of auxiliary information through sentiment detection or named entity recognition on a text post, the annotation of "like" actions with receiver and sender information, or the annotation of image material with recognized objects. This augmentation of content is done as part of measuring the theoretical concept and mainly pertains to the machine-reliant coding of usergenerated content. An error may be introduced in this step due to the precision and recall of the annotation method. If automated or semi-automated methods are used, algorithmic interpretability is yet another challenge. Just as survey responses are coded to ascertain categories and inadequately trained coders can cause processing or coding errors, signal augmentation error occurs due to inaccurate categorization (manual or automatic). A typical method for augmenting digital trace data is through sentiment or stance detection. Although there is a large body of research on sentiment analysis, specifically sentiment analysis for digital content, there are still many challenges related to it (Kenyon-Dean et al., 2018; Puschmann and Powell, 2018 ). An added layer of complexity is due to the multimodal nature of digital trace data: a post's sentiment may be strongly tied to its surrounding contexts such as links embedded in the post, the attributes of the author of the post or even multimedia content present in the post. For example, a tweet's sentiment may depend on the tweet it is replying to or quoting, often rendering automated sentiment analysis incorrect that is trained to make a decision solely based on the text of the tweet.
Signal Reduction Error. Finally, certain signals may be ineligible items for a variety of reasons such as spam, hashtag hijacking or because they are irrelevant to the task at hand. The error incurred due to the removal of ineligible signals is termed as signal reduction error.
Generally, for all types of preprocessing errors, researchers should note how different groups of users interact with the platform. For example, systemic biases could be introduced if certain groups of users are more willing to share information that makes metadata inference easier, impacting entity augmentation. Additionally, different styles and behaviors may affect how signals are produced (what Olteanu et al. (2019) describe as content biases), which in turn affects signal preprocessing errors since common tools for signal augmentation and reduction may have differential errors for different types of content (González-Bailón and Paltoglou, 2015) .
Example: Signal Preprocessing
Augmentation: Political tweets are often annotated with sentiment to understand public opinion (O'Connor et al., 2010; Barberá, 2016) . However, the users of different social media platforms might use very different vocabularies than those covered in popular sentiment lexicon approaches and even use words in different contexts, leading to misidentification or under coverage of sentiments for a certain platform or subcommunity on that platform. Reduction: Signal reduction errors occur when researchers decide, e.g., to remove Tweets that do not contain any textual content but only hyperlinks or embedded pictures/videos.
To overcome preprocessing errors, researchers should note if the methods or techniques used are suitable for the particular type of digital traces in question. In case methods have been developed for a different type of content, domain adaptation may also be used to improve the performance of methods trained on a data source different from the current data of interest (Yang and Eisenstein, 2017; Hamilton et al., 2016) 
Analysis and Inference
Finally, after having preprocessed the dataset, we move on to measuring a final indicator for the construct of interest based on the preprocessed data. As noted before, depending on the nature and availability of the digital traces, the construct and its corresponding measurement may be defined or redefined at this stage. We discuss the resulting errors below.
Adjustment Error. To draw conclusions about the target population, a researcher can attempt to account for coverage and selection errors. To do so, she may use techniques leveraged to improve the representativeness of estimates obtained from non-probabilistic samples, such as opt-in web surveys Rothschild, 2015, 2017) . These web-based surveys are usually not employing probability sampling, and researchers have suggested specific ways to handle their nonprobabilistic nature, which may also be applied to digital traces (Kohler, Kreuter, and Stuart, 2019) . Usually these methods constitute reweighting through techniques like raking or post-stratification. Due to the resources available as well as the availability of demographic information, the choice of method can also cause errors which we label adjustment error, in line with the adjustment error as pointed out by Groves et al. (2011) .
A few researchers have explored adjustment in digital trace based studies (Zagheni and Weber, 2015; Barberá, 2016; Pasek et al., 2018 Pasek et al., , 2019 Wang et al., 2019) using calibration or post-stratification. Broadly, there are two approaches to reweighting in digital trace based studies. The first approach reweights the digital trace data sample according to a known population distribution (Yildiz et al., 2017; Zagheni and Weber, 2015) (obtained through the census, for example). The second approach reweights the survey statistic according to the demographic distribution of the online platform (Pasek et al., 2018 (Pasek et al., , 2019 (found through social media, web usage surveys or provided by the platform itself). While the second method has the advantage of bypassing the use of biased methods for demographic inference (thus mitigating entity augmentation errors), the platform demographics might not apply to the particular dataset since all users are not equally active on all topics and the error introduced by this reweighting step is difficult to quantify. For the first method, while researchers often use biased methods for demographic inference, the errors of these methods can be quantified through error analysis.
Example: Adjustment
When comparing presidential approval on Twitter with survey data, Pasek et al. (2019) reweight the survey estimates with Twitter usage demographics but fail to find alignment between the two measures.
a In this case, the researchers assume that the demographics of Twitter users is the same as for a subset of Twitter users tweeting about the president, an assumption which might not be true. Previous research has shown that political users tend to have different characteristics than random Twitter users (Cohen and Ruths, 2013) and that they tend to be younger and have a higher chance of being white men (Bekafigo and McBride, 2013) , therefore using Twitter demographics as a proxy for political Twitter users may lead to adjustment errors.
a Cf. footnote 9 in Section "Platform Selection" for Twitter's demographic composition.
Signal Measurement Error. After we have obtained the augmented signals, either through manual coding or an automated process, they are aggregated to arrive at the final estimate. Just as the set of entities is adjusted through reweighting to correct for representation errors, different kinds of signals as well can be taken into account to different degrees in the final estimate, e.g., in order to account for differences in activity of the entities generating the signals (e.g. power users' posts) or their relevance for the construct to be measured. This can lead to erroneous final estimates, which we denote as signal measurement error. This error may arise due to the choice of modeling or aggregation methods used by the researcher as well as how the units of observation are mapped to units of analysis.
In particular, after augmenting signals with the required extraneous information, the researcher can calculate the final estimate through many different techniques, from simple counting to complex machine learning models. While simpler methods may be less powerful, they are often more interpretable and less costly (can work with less data). When machine learning methods are used, representation and mea-surement errors become connected since these methods are usually trained on the data that has been collected for this study (unless pre-trained models are used). If the data is not representative for the target population and the construct, i.e., not all dimensions of the construct are captured during the data collection process and/or the users in the training data deviate systematically from the users in target populations, the method cannot learn to accurately annotate signals with respect to the construct.
Finally, researchers should also account for the heterogeneity of digital traces: that the signals are generated by various subgroups of entities who may have different behavior. Aggregation may mask or even reverse underlying trends of digital traces due to signal measurement errors in the form of Simpson's paradoxes (a type of ecological fallacy Alipourfard, Fennell, and Lerman (2018) ; Howison, Wiggins, and Crowston (2011); Lerman (2018) ).
Example: Signal Measurement
Depending on the way the construct was defined (say, positive sentiment towards the president), and signal augmentation performance (lexicons which count words with a sentiment polarity), the researcher obtains tweets whose positive and negative words have been counted. Now the researcher may define a final link function which aggregates all the signals to a single aggregate. She may choose to count the normalized positive words in a day (Barberá, 2016) , the ratio of positive and negative words per tweet or add all the ratio of all tweets in a day (Pasek et al., 2019) . The former aggregate of counting positive words in a day may underestimate negative sentiments of a particular day, while in the latter aggregate tweets which report both negative and positive stances would be neutralized to having no sentiment. A user may have expressed varying sentiment in multiple tweets. The researcher faces the choice of averaging the sentiment across all tweets, taking the most frequently expressed sentiment or not aggregating them at all and (implicitly) assuming each tweet to be a signal of an individual entity (Tumasjan et al., 2010; O'Connor et al., 2010; Barberá, 2016) which may amplify some entities' voices at the cost of others. To avoid the vocabulary miss-match between predefined lexica and social media language, researchers may want to use machine learning methods that learn which words indicate positive sentiment towards the president by looking at extreme cases (e.g., tweets about the president from his supporter and critics). The validity of this measurement depends on the data it is trained on and to what extent this data is representative of the population and the construct. That means the researchers have to show that the selected supporters and critics expose positive and negative sentiment towards the president in a similar way as random users.
Application of the Error Framework
The aim of our error framework is to systematically describe and document errors in research designs making use of digital traces, and to so with a vocabulary shareable between disciplines. We hope that by systematizing the description of errors, computational social science studies become more comparable. To illustrate the practical applicability and the utility of the framework, we will now look at a typical computational social science study through the lens of our error framework. Future work will include further case studies to showcase the applicability of our framework.
Case Study: Nowcasting Flu Activity through Wikipedia Views
Our case study focuses on a study on predicting the prevalence of Influenza-like Illnesses (ILI) from Wikipedia usage by McIver and Brownstein (2014) , which stands as an illustrative example for a line of research on predictions based on aggregated digital trace data. With regard to construct definition, the construct is quite clearly defined as a case of ILI of a person as diagnosed by the CDC. The target population is described to be the "American Population", which could refer to all U.S. citizens residing in the U.S., all U.S. residents or simply the same population for which the Center for Disease Control and Prevention (CDC) data is collected that is used as the gold standard set. Typically the construct of interest here would be measured by reports from local medical professionals, and then be recorded by a central agency like the CDC in the US. The authors investigate whether Wikipedia usage rates would be an adequate replacement for reports by the CDC. In this case, the authors specifically use views on selected Wikipedia articles relevant to ILI topics to predict ILI prevalence. In terms of the ideal measurement for this construct envisioned, the important question is what the act of accessing ILI related Wikipedia pages implies about the person who looks at these pages: do we assume that these persons suffer from influenza or related symptoms themselves, or could this also be people with a general interest in learning about the disease, potentially also inspired by media coverage of a topic? To test construct validity in such cases, one option would be to survey a random sample of Wikipedia readers that land on the selected ILI-related articles to find out about their health status or alternative motivations. Further surveys and/or focus groups could help to learn about if, how, and where people search for advice online when being sick. Additionally, even if we assume that mainly people that feel sick consume ILI-related articles on Wikipedia, feeling sick does not necessarily mean that a viewer really has the flu. Only a medical expert can discern symptoms of flu from other diseases with similar symptoms.
People frequently arrive at Wikipedia articles coming from a Google search (McMahon, Johnson, and Hecht, 2017; Dimitrov et al., 2019) . This means that Google's rank-ing of Wikipedia's ILI-related articles with respect to certain search queries impacts the digital traces we observe in Wikipedia data as well. Also, if users do not use a search engine but navigate Wikipedia, past research has found that article structure and the position of links play an important role in the navigation habits of users (Lamprecht et al., 2017) . Such platform affordances can impact the way users arrive at and interact with the articles presented, thereby affecting viewing behavior. While it is impossible to control for all such factors, reflecting on them and describing them can help to make research more reproducible and comparable.
Errors of non-observation in using Wikipedia manifest in the form of platform coverage error due to the readers of Wikipedia not being representative of the target population.
Another issue occurs when only aggregated signals (here aggregated views that correspond to our unit of observation) are available is that the signals cannot be matched to the entities that produced them (here people that are our unit of analysis). This not only makes it difficult to identify if multiple units of observation are referring to the same unit of analysis (multiple views of ILI-related Wikipedia pages made by the same person) but also complicates accounting for all forms of representation errors.
The authors of the example paper curate a list of 32 Wikipedia articles that they identified to be relevant for ILI, including Avian influenza, Influenza Virus B, Centers for Disease Control and Prevention, Influenza Virus C, Common Cold, Vaccine, Influenza. This choice of query might lead to both measurement errors as well as representation errors. A signal selection error could potentially occur if the views for selected articles do not indicate a strong primary interest in ILI ('Centers for Disease Control and Prevention', 'Vaccine' are viewed for many other reasons), or other relevant articles' views are not counted.On the other hand, noisy article selection could lead to entity selection error where all selected articles might be primarily viewed out of interest in ILI, but only by a specific part of the target population, while another part of the population (e.g., elderly people) distribute their views over articles that are not a good indicator for "pure ILI interest" (and had, therefore, not be included in the signal selection).
A detailed explanation for the selection criteria of the particular set of Wikipedia articles would be useful for comparing the results with related approaches. For example, it could be mentioned if the selection process was informed by specific theory or by empirical findings from interviews or focus groups. Such information would help to assess the impact of signal selection errors. Another thing to keep in mind is the aspect of time, since existing articles may change, new articles may be added during the field observation, leading to unstable estimates.
Finally, daily flu rates are estimated using a Generalised Linear Model (GLM) on the article views. Since there is no information about the humans behind these views, it is difficult to ascertain if there should be a one-to-one mapping between views and people infected with influenza or another form of aggregation, leading to a signal measurement error, if for example views of power users of Wikipedia are counted much more often than the average readers'.
Conclusion
The use of digital trace data of human behaviors, such as web and social media data, has become of great interest for various research communities, including social sciences as well as other disciplines. Application areas of this type of data include, but are not limited to, real-time predictions, now-casting, and many other forms of Social Sensing, for example, for public opinion research. In some cases, digital trace data are considered to be a less time-consuming and less costly alternative or addition to surveys. One of the crucial challenges of digital trace data is identifying and disentangling the various kinds of errors that may originate in the unsolicited nature of this data, in effects related to specific platforms, as well as in data collection and analysis strategies. Multiple errors can potentially occur during the construction of a digital trace data research design, and it is difficult to pinpoint which error has what effect.
To make research on human behavior and opinions that are either based on digital trace data or survey data more comparable and to increase the reproducibility of digital trace data research, it is important to describe potential error sources and mitigation strategies systematically. Therefore, we add to the growing body of literature that aims at understanding errors in digital trace data research by conceptualizing a preliminary error framework for digital traces that identifies typical errors that may occur in such studies. We provided a suggestion for comparing these errors to their survey methodology counterpart based on the TSE, in order to (i) draw from methods developed in survey research to quantify and mitigate errors and (ii) develop a shared vocabulary to enhance the dialogue among all scientists from heterogeneous disciplines working in the area of computational social science.
Just as survey methodology has benefited from understanding potential limitations in a systematic manner, our proposed framework acts as a set of recommendations for researchers on what to reflect and on how they may use digital traces for studying social indicators. We recommend researchers not only to use our framework to think about the various types of errors that may occur in a planned study but to also use the framework to more systematically document errors or limitations. Such design documents should be shared with the collected data where possible. An error framework is the first step in delineating each source and type of error to prevent them, improve how studies and metrics that make use of digital traces can be documented or audited, and finally, draw better inferences from such data.
