Abstract. We show that every finite-dimensional p-adic Lie group of class C k (where k A N W fyg) admits a C k -compatible analytic Lie group structure. We also construct an exponential map for every k þ 1 times strictly di¤erentiable ðSC kþ1 Þ ultrametric p-adic Banach-Lie group, which is an SC 1 -di¤eomorphism and admits Taylor expansions of all finite orders a k.
Introduction
It is well known that every finite-dimensional real Lie group of class C k (where 1 a k a y) admits a C k -compatible analytic manifold structure making the group operations analytic ( [3] , [9] , [17] , [21] , [22] , [24] ; also [16, §4.4] ), and similar (slightly weaker) results are valid for real Banach-Lie groups [15] . It therefore su‰ces for all practical purposes to ignore the case of finite order di¤erentiability and restrict attention to smooth real Lie groups, or to analytic real Lie groups whenever this is profitable.
In this paper, we prove analogous results for p-adic Lie groups:
Theorem A. Let G be a finite-dimensional Lie group of class C k K (where k A N W fyg) over a valued field K which is a finite extension of Q p . Then there exists a K-analytic manifold structure on G making it a K-analytic Lie group, and which is C k K -compatible with the given C k K -manifold structure. Here, C k K -maps are understood in the sense of [2] , where a setting of di¤erential calculus over arbitrary non-discrete topological fields K is described. We recall that mappings between open subsets of finite-dimensional Q p -vector spaces are C 1 Q p if and only if they are strictly di¤erentiable (where strict di¤erentiability is a classical concept, [5] ). Thus, taking k ¼ 1, Theorem A subsumes as a special case that every strictly di¤erentiable finite-dimensional p-adic Lie group admits a compatible analytic structure making it a p-adic Lie group in the usual sense, as considered in [7] , (c) If charðKÞ ¼ 0 and K is a valued extension field of Q p for some p, then Z ! U, n 7 ! x n extends to a continuous homomorphism h x : Z p ! U which actually is C (or at least k þ 1 times strictly di¤erentiable). Then each continuous homomorphism Z p ! G is C k Q p , and we can achieve that, in local coordinates, exp G admits Taylor expansions of all finite orders a k.
Classical construction of the analytic structure. The exponential map exp G : LðGÞ ! G of a finite-dimensional smooth Lie group G over R can be obtained via exp G ðX Þ :¼ g X ð1Þ, where g X is the uniquely determined integral curve starting in 1, to the left invariant vector field X l on G with X l ð1Þ ¼ X . Here g X can also be described as the unique C 1 -homomorphism R ! G with g 0 X ð0Þ ¼ X . Due to smooth dependence of solutions on initial conditions, exp G is smooth and induces a local di¤eo-morphism at 0, giving rise to a chart for G (''coordinates of the first kind''). It turns out that the group operations are analytic with respect to this chart, because solutions to analytic di¤erential equations are analytic, and depend analytically on initial conditions and parameters. Using translations, the analytic structure can then be spread over all of G.
Di‰culties in the ultrametric case. It is impossible to adapt the classical construction just described to the ultrametric case. For example, integral curves stop to be useful, since neither can we assume their existence (nor local uniqueness), nor do they need to define homomorphisms (nor local homomorphisms) if they exist. For instance, consider a smooth injective map g : Z p ! Q p such that gð0Þ ¼ 0 and g 0 1 0 [21, Exercise 29.G].2 Any such g provides an example of a smooth integral curve for the invariant vector field X l 1 0 on ðQ p ; þÞ, such that g does not coincide with a homomorphism on any zero-neighbourhood in Z p , and fails to be analytic on any zeroneighbourhood. Furthermore, the germ of g is not determined by the initial value problem, because also h 1 0 is a solution.3
Strategy of proof. In view of the di‰culties just described, it is clear that a di¤erent strategy of proof is needed to construct an analytic structure on a finite-dimensional p-adic C k -Lie group G, which strictly avoids any recourse to di¤erential equations. Here, the crucial idea is to use Lazard's characterization of analytic p-adic Lie groups:
A topological group G can be given a (necessarily unique) finite-dimensional p-adic analytic Lie group structure if and only if G has an open, compact subgroup U such that:
L1 U is a pro-p-group; L2 U is finitely generated topologically, i.e., U ¼ hF i for a finite subset F J U; and L3 The set of p 2 -th powers of elements of U contains the commutator subgroup of U, ½U; U J fx (b) Show that Lazard's analytic Lie group structure on G is C k -compatible with the given C k -manifold structure.
Here, an open subgroup U of G satisfying L1 and L3 can be constructed as in the analytic case, based on Inverse Function Theorems for C k -maps (see [11] ) and Taylor expansions. In the Banach case, similar arguments also provide the filtration ðU s Þ s<r described in Theorem B (a), and show that fx p n : x A U s g J U p Àn s for each n A N in the situation of Theorem B (b) and (c), entailing that the homomorphism Z ! U, z 7 ! x z is continuous with respect to the p-adic topology and hence extends to a continuous homomorphism h x : Z p ! G (Section 2). We now assume that K is an extension field of Q p . To establish L2, a natural strategy is to try to intro-2 Typical examples of such maps send a p-adic integer P y j¼0 a j p j (where a j A f0; . . . ; p À 1g) to P y j¼0 a j p kj , where 0 < k 1 < k 2 < Á Á Á is an ascending sequence of integers going to y su‰-ciently fast. 3 Actually, the germs around 0 of smooth maps z : Z p ! Q p with zð0Þ ¼ 0 and z 0 1 0 form a duce coordinates of the second kind on U. So far, we only know that continuous p-adic one-parameter groups exist. In a first step (Section 3), we show that the oneparameter groups h x are C 1 Q p in fact, which enables us to define log G (as in Theorem B (c)), deduce its strict di¤erentiability by iterating first order Taylor expansions of the p-th power map, and to define exp G :¼ log À1 G . While it is not hard to see that every C 1 -homomorphism between smooth Lie groups modelled on real locally convex spaces is automatically smooth [12] , such a result is not available here. 4 It is therefore necessary to prove by hand that every one-parameter group Z p ! G is C k Q p . This is the most di‰cult problem we have to tackle. It is solved in Section 4 (the heart of the paper), where we express exp G as a limit of iterates of the inverse of the p-th power map t p : exp G ðxÞ ¼ lim and deduce that (in local coordinates) exp G admits Taylor expansions of all finite orders a k from the fact that so does t À1 p . To this end, we substitute the k-th order Taylor expansions of each t À1 p in the n-th iterate x 7 ! t Àn p ðp n xÞ into each other, multiply out, and then prove by tracking each individual term of the resulting sum that the homogeneous terms of each given order converge, and that the polynomials resulting as the limits actually provide a Taylor expansion for exp G with a remainder term vanishing of the required order. Now exp G possessing a k-th order Taylor expansion, so do the one-parameter groups Z p ! G, z 7 ! exp G ðzxÞ, whence they are In the case of a finite-dimensional p-adic C k Q p -Lie group, it is now straightforward to verify condition L2, whence a p-adic analytic Lie group structure on G exists. It only remains to show its C k Q p -compatibility with the given structure. After adapting the Trotter product formula and other classical ideas from the analytic case to p-adic C kLie groups, we prove compatibility by showing the existence of coordinates of the second kind which work simultaneously for both the analytic and the given C k -Lie group structure (Section 5).
In an appendix, we prove various lemmas compiled in a preparatory Section 1.
Directions for further research. Beyond Theorem A, one would expect that every C kþ2 K -Lie group G modelled on an ultrametric Banach space over a valued extension field K of Q p admits a C k K -compatible K-analytic Lie group structure. Two steps are still missing to achieve this goal: 1. Show that exp G is not only an SC 1 K -di¤eomorphism admitting finite order Taylor expansions, but actually a C k Kdi¤eomorphism. 2. Show that exp G induces an isomorphism of groups from some ball in LðGÞ, equipped with the Baker-Campbell-Hausdor¤ multiplication, onto a subgroup of G. Here, the quite complicated notion of higher order di¤erentiability makes it technically di‰cult to perform Step 1. Possibly, Step 2 might be based on an adaptation of the construction of the analytic structure on uniformly powerful pro-pgroups via coordinates of the first kind, as described in [8, §9.4] .
Recall that the finite extension fields of Q p occurring in Theorem A are precisely the local fields5 of characteristic 0 [25] . For local fields K of positive characteristic, Theorem A becomes invalid: As shown in [NEW] , there exists a smooth K-Lie group without a K-analytic Lie group structure compatible with the given topological group structure. Furthermore, there exist
Basic definitions and facts
In this section, we briefly recall some notations and basic facts from the papers [2] and [11] , which are our basic references for di¤erential calculus over non-discrete topological fields (see also [1] and [13] ). Then, various (new) lemmas are formulated, most of which are based on Taylor expansions and generalize classical facts from multivariable calculus over R. We recommend to take these lemmas on faith at this point; if desired, the proofs can be looked up later in Appendix A. Definition 1.1. Let K be a non-discrete (Hausdor¤ ) topological field, E and F be (Hausdor¤ ) topological K-vector spaces, and f : U ! F be a map on an open subset of E. We call f C 0 if it is continuous; it is C 1 if it is C 0 and if there exists a (necessarily unique) continuous map for uniquely determined maps a j : U Â E ! F of class C kÀj which are F -valued forms of degree j in the second argument, and where R k : U ½1 ! F is a continuous map such that R k ðx; y; 0Þ ¼ 0 for all ðx; yÞ A U Â E (see [2] , Thm. 5.1 and Thm. 5.4). If f is C l actually with l > k, then R k is C lÀk . Since d j x f ðyÞ ¼ j!a j ðx; yÞ, the Taylor expansion attains the familiar form when charðKÞ ¼ 0.
1.3.
If K is a valued field here (whose absolute value j:j : K ! ½0; y½ we shall always assume non-trivial), E a normed K-vector space and F a polynormed K-vector space (viz. a topological K-vector space F whose vector topology can be obtained from a family of continuous seminorms k:k g on F ), then it is also natural to consider R : U Â U ! F ; Rðx; yÞ :¼ R k ðx; y À x; 1Þ:
We call both R k and R the k-th order Taylor remainder; no confusion is likely.
1.4.
Let E and F be normed vector spaces over a valued field K, and f : U ! F be a map on an open subset of E. Given x A U, f is called strictly di¤erentiable at x if lim ð y; zÞ!ðx; xÞ k f ðzÞÀ f ð yÞÀ f 0 ðxÞ:ðzÀ yÞk kzÀ yk ¼ 0 for some (necessarily unique) continuous linear map f 0 ðxÞ : E ! F (where y 0 z). The map f is strictly di¤erentiable (or SC 1 ) if it is strictly di¤erentiable at each x A U. Then f is C 1 , and f 0 ðxÞ ¼ df ðx; Þ. Recursively, the map is called k times strictly di¤erentiable (or SC k ) if it is SC 1 and f ½1 is SC kÀ1 . The following can be shown (see [11] 
If K is locally compact and E is finite-dimensional, then f is C k if and only if f is SC k .
1.5. If ðE; k:kÞ is a normed space over a valued field ðK; j:jÞ, x A E and r > 0, we write B E r ðxÞ :¼ fy A E : k y À xk < rg and B E r ðxÞ :¼ fy A E : k y À xk a rg, or simply B r ðxÞ and B r ðxÞ, when E is understood. If the absolute value j:j on K satisfies the ultrametric inequality jx þ yj a maxfjxj; j yjg, we shall call ðK; j:jÞ an ultrametric field. In this case, if also k:k is ultrametric, then each ball B r ð0Þ or B r ð0Þ around 0 is an open and closed additive subgroup of E. Then B r ðxÞ ¼ x þ B r ð0Þ is a coset and hence also open and closed, and B r ðxÞ ¼ B r ðyÞ for each y A B r ðxÞ (and likewise for B r ðxÞ).
While in the case of a real normed space every non-zero vector v can be normalized, in general we cannot find r A K such that krvk ¼ 1 when working over a valued field ðK; j:jÞ whose value group jK Â j is a proper subgroup of 0; y½. As a substitute for normalization, in many of the proofs we shall fix some element a A K Â with jaj < 1, and then consider a Àk v where k A Z is chosen such that jaj kþ1 a kvk < jaj k .
The following lemmas will be needed later (for mappings into Banach spaces). Lemma 1.6. Let E be a normed space over a valued field K, F be a polynormed Kvector space, and f : U ! F be a C Here, we equip the K-vector space L k ðE; F Þ of continuous k-linear maps b : E k ! F with the vector topology determined by the family of seminorms
. . . ; x k A EÞ kbðx 1 ; . . . ; x k Þk g a Ckx 1 k Á Á Á kx k kg, where k:k g : F ! ½0; y½ ranges through the continuous seminorms on F (the double use of the symbol k:k g should not create confusion). We set LðE; F Þ :¼ L 1 ðE; F Þ and LðEÞ :¼ LðE; EÞ. 
The following partial converse will be used essentially: Lemma 1.10. Let E be a normed vector space over an ultrametric field K of characteristic 0, F be an ultrametric Banach space over K, k A N, and f : U ! F be a function on an open subset U J E. We assume that f can be written in the form f ðyÞ ¼ f ðxÞ þ P k j¼1 a j ðx; y À xÞ þ Rðx; yÞ for all x; y A U;
where a j : U Â E ! F is a continuous mapping for j A f1; . . . ; kg such that a j ðx; Þ : E ! F is a homogeneous polynomial of degree j for each x A U, R : U Â U ! F is a continuous mapping such that Rðz; zÞ ¼ 0, and (3) holds for each z A U and the norm k:
The maps a j , j ¼ 1; . . . ; k, are uniquely determined.
It is unknown whether any f as in Lemma 1.10 actually is C k K , unless E ¼ K.
Lemma 1.11. Let E; F be normed vector spaces over an ultrametric field K, with F ultrametric. Let n A N and b : E n ! F be a continuous n-linear map. Then, for all e > 0 and u i ; v i A E such that ku i k a 1, kv i k a 1, and ku i À v i k a e for i ¼ 1; . . . ; n, we have kbðu 1 ; . . . ; u n Þ À bðv 1 ; . . . ; v n Þk a kbke:
See [2] for the definition of C k -manifolds over a topological field K. Given k A N W fyg, a Lie group of class C k modelled on a topological K-vector space E is a group G, equipped with a C k -manifold structure modelled on E with respect to which the group multiplication and inversion are C k . We abbreviate LðGÞ :¼ T 1 ðGÞ; if k b 3, then LðGÞ has a topological Lie algebra structure with bracket ½X ; Y :¼ ½X l ; Y l ð1Þ obtained from the Lie bracket of the corresponding left invariant vector fields on G.
Filtrations and continuous one-parameter groups in ultrametric Banach-Lie groups
In this section, based on Taylor expansions and versions of the Inverse Function Theorem, we construct a basis for the filter of identity neighbourhoods in an ultrametric Banach-Lie group G, consisting of open subgroups of G which are di¤eo-morphic to balls in LðGÞ. In the process, we collect more and more information concerning the properties of these subgroups and the behaviour of various mappings on them. This enables us to prove the existence of a large supply of continuous p-adic one-parameter groups (which actually cover the above neighbourhoods). The later sections also hinge on the present investigations, which give us su‰cient control over all relevant maps, their di¤erentials and Taylor expansions to establish di¤erenti-ability properties for one-parameter groups, the logarithm, and the exponential map.
In the following, ðK; j:jÞ is a complete ultrametric field, with valuation ring A :¼ fz A K : jzj a 1g, the maximal ideal m :¼ fz A K : jzj < 1g of A, and residue field F :¼ A=m. We let p :¼ charðFÞ be the characteristic of F. If K is locally compact, we let q :¼ ½A : m be the module of K, and define a :¼ maxfjzj : z A mg; thus jK Â j ¼ a Z . Starting with Proposition 2.1 (h), in the case where charðKÞ ¼ 0, we shall assume for the rest of the proposition and all later results based on the proposition that the absolute value j:j of K is non-trivial on Q. Then 0 < jpj < 1, and after replacing j:j with a suitable power we may assume without loss of generality that jpj ¼ p À1 , entailing that the closure of Q in K is Q p , equipped with its usual absolute value.
Proposition 2.1. Let k A N W fyg, and E be an ultrametric Banach space over K. If K is locally compact and E is finite-dimensional, define k þ :¼ k; otherwise, define k þ :¼ k þ 1. Let G be a Lie group of class C k þ K modelled on E, and k:k be an ultrametric norm on LðGÞ G E defining its topology. Then there exists a C we obtain a group multiplication on B r ð0Þ making f an isomorphism of C k þ K -Lie groups. Let a A 0; 1½. Then, replacing k:k with a positive multiple and shrinking r if necessary, it can be achieved that the following holds:
(a) For each x A B r ð0Þ and s A 0; r, we have x Ã B s ð0Þ ¼ B s ð0Þ Ã x ¼ x þ B s ð0Þ. In particular, the left uniform structure on ðB r ð0Þ; ÃÞ, its right uniform structure, and the uniform structure on ðB r ð0Þ; þÞ coincide, and ðB r ð0Þ; ÃÞ is a complete topological group (whence so is G).
is an open, normal subgroup of ðB r ð0Þ; ÃÞ ¼: V r , for each s A 0; r.
(e) Define W s :¼ B s ð0Þ for s A 0; r½. Then analogues of (b) and (c) are valid for W s and W t in place of V s and V t ( provided we require furthermore s; t < r here).
(f ) V s =V as is abelian for each s A 0; r, and so is W s =V s for each s A 0; r½.
(g) For all e > 0, there exists d A 0; r such that kxy À x À yk a e maxfkxk; kykg for all x; y A B d ð0Þ, writing xy :¼ x Ã y now. Hence xy À x À y A B es ð0Þ, for all s A 0; d and x; y A B s ð0Þ. If k þ b 2, we can achieve that kxy À x À yk a akxk kyk for all x; y A V r , entailing that kxy À x À yk < as 2 and therefore xy A x þ y þ B as 2 ð0Þ, for all s A 0; r and x; y A V s .
(h) If K is locally compact, LðGÞ is of finite, positive dimension d, and k:k corresponds to the maximum norm on K d with respect to a suitable choice of basis of LðGÞ, then we can achieve that r ¼ a j 0 for some j 0 A N and
In particular, ½V a j : V a jþ1 ¼ q d for each j b j 0 , and U G V r is a pro-p-group. 
(k) kx n k a kxk, for every x A V r and n A N 0 .
(l) For all e > 0, there exists d a r such that kx n À nxk a ekxk for all x A V d and all n A Z. If k þ b 2, then furthermore kx n À nxk a akxk 2 , for every x A V r and n A Z.
(m) For each x A V r , the homomorphism Z ! V r , n 7 ! x n extends to a continuous homomorphism h x : Z p ! V r . Given x A V r and z A Z p , we abbreviate x z :¼ h x ðzÞ.
Proof. by an analogous argument. Since T 0 ðiÞ ¼ Àid LðGÞ , shrinking r even more if necessary, we can achieve that furthermore i is isometric and iðB s ð0ÞÞ ¼ B s ð0Þ for all s A 0; r; ð6Þ by [11] , Prop. 7.1 (a) 0 and (b) 0 . Because x þ B s ð0Þ ¼ B s ð0Þ for x A B s ð0Þ, we deduce from (4) and (6) that B s ð0Þ is closed under the operations m and i (which correspond to multiplication and inversion in G), entailing that f À1 ðB s ð0ÞÞ is a subgroup of G, whence V s :¼ ðB s ð0Þ; mj B s ð0ÞÂB s ð0Þ ; ij B s ð0Þ Þ is a Lie group, for each s A 0; r. In particular, (4) and (5), the subgroup V s of V r is normal. The assertion concerning uniform structures is clear from (4) and (5). Now completeness transfers from the open (and hence closed) subgroup ðB r ð0Þ; þÞ of ðLðGÞ; þÞ to ðB r ð0Þ; ÃÞ, U, and G.
(c) Assume k þ b 2 first. By Lemma 1.7, there exists a constant C > 0 and d < r such that kxyx À1 y À1 k a Ckxk kyk. For the norm k:k 0 :¼ sk:k, where s b maxf1; C=ag, the preceding inequality turns into
Hence, after replacing k:k with k:k 0 , the second assertion of (c) (and hence also the first) is satisfied.
Case
is strictly di¤erenti-able, with f ð0; 0Þ ¼ 0 and f 0 ð0; 0Þ ¼ 0 (using the maximum norm on LðGÞ Â LðGÞ). Given e > 0, we therefore find d A 0; r such that k f ðx; yÞk ¼ k f ðx; yÞ À f ð0; 0Þ À f 0 ð0; 0Þ:ðx; yÞk a ekðx; yÞk for all
(d) By the proof of (a) and (b), i : V r ! V r is a surjective isometry. Case k þ b 2: Since i 0 ð0Þ ¼ Àid LðGÞ , we deduce from Lemma 1.6 that there are r A 0; r and C > 0 such that kiðxÞ þ xk a Ckxk 2 for all x A V r . Replacing k:k with a suitable multiple (as in the proof of (c)), we may assume that C a a, whence the third (and hence also the second) assertion holds. If k þ ¼ 1, then i is strictly di¤erentiable with ið0Þ ¼ 0 and i 0 ð0Þ ¼ Àid LðGÞ , whence, given e, there is d A 0; r such that kiðxÞ þ xk a ekxk for all (g) Case k þ b 2: Since mðx; 0Þ ¼ x and mð0; yÞ ¼ y for all x; y A V r , applying Lemma 1.7 with l ¼ m ¼ id LðGÞ we find r A 0; r and C > 0 such that kxy À x À yk a Ckxk kyk for all x; y A V r . After replacing k:k with a suitable positive multiple, we may assume that C a a (cf. proof of (c)). Replacing now r with r, we have kxy À x À yk a akxk kyk for all x; y A V r , whence the second assertion holds and hence also the first. If k þ ¼ 1, then m is strictly di¤erentiable with mð0; 0Þ ¼ 0 and dmðð0; 0Þ; ðx; yÞÞ ¼ x þ y, from which the assertion readily follows.
(h) By (g), after shrinking r, we may assume that kxy À x À yk < a maxfkxk; kykg for all x; y A V r , and r ¼ a j 0 for some j 0 A N. The subgroup V a jþ1 being normal in V a j by (b), for each j b j 0 , we deduce that
for all x; y A V a j from (a) and the fact the kxy À x À yk < a jþ1 by the preceding. Hence the quotient V a j =V a jþ1 of ðV a j ; ÃÞ does not only coincide with the quotient B a j ð0Þ=B a jþ1 ð0Þ of ðB a j ð0Þ; þÞ as a set (see (a)), but also as a group. Here B a j ð0Þ=B a jþ1 ð0Þ G ðA=mÞ d G 
It su‰ces to prove the second assertion. We assume n A N 0 first and proceed by induction. The case n ¼ 0 is trivial. Now assume the assertion is correct for some n A N 0 . Then, exploiting the ultrametric inequality, we obtain
using that kx n x À x n À xk a akx n k kxk a akxk 2 by (g) and (k), and kx n À nxk a akxk 2 by the induction hypothesis. To complete the proof of the second assertion, observe that
for each n A N, using that kx À1 k ¼ kxk and kx À1 þ xk a akxk 2 by (d), and jnj a 1 since ðK; j:jÞ is an ultrametric field.
Case k þ ¼ 1: Given e > 0, choose d with the properties described in (d) and (g). Let n A N first; the case n ¼ 1 is trivial. For x A V d , we have kx n À nxk a ekxk by induction and kx n x À x n À xk a e maxfkx n k; kxkg ¼ ekxk, by (g) and (k). Thus
Given e A 0; r, there exists N A N such that a N r < e and p ÀN r < e. Then x n A V e for each n A Z such that jnj p a p ÀN . Indeed, any such n has the form n ¼ p j m, where j b N and m is either 0 or coprime to p. 
is continuous at 0 with respect to the topology on Z induced by Z p and therefore uniformly continuous, being a homomorphism. Now ðV r ; ÃÞ being complete by (a), we see that the homomorphism from (7) extends uniquely to a continuous homomorphism h x : Z p ! V r . r Remark 2.2. In the preceding situation, define w : V r ! 0; y via wð0Þ :¼ y, wðxÞ :¼ log r ðkxkÞ for x A V r nf0g. If k þ b 2, then w defines a filtration on V r G U (in the sense of [23] , Part I, Chapter II, Defn. 2.1), by Proposition 2.1 (e). The subgroups of V r associated to the filtration (see [23] , Part I, Chapter II, §2) are ðV r Þ l ¼ W r l , for each l A 0; y½.
Di¤erentiability of one-parameter groups
In this section, we show that the continuous one-parameter groups h x constructed above (by p-adic interpolation of power maps) are actually of class C
. This allows us to define a logarithm and an exponential map, which we then show to be strictly di¤erentiable. Proof. Let W J U be a symmetric open identity neighbourhood such that WW J U, and 
(o) For each x A V r , the homomorphism h x is of class C 
By the preceding, the limit h (q) Let x A V r be given; we want to show that log is strictly di¤erentiable at x. To this end, assume e > 0. The map h : V r Â V r ! LðGÞ; hðy; uÞ :¼ t p ðy þ uÞ [11, La. 3.5] (resp., [11, La. 4.5] where each summand involving r nÀk has norm a eky À xk, because kr nÀk k a e p nÀk k y À xk and the derivatives of t p have norm a p À1 , by (p). Since also p Àn r n has norm a eky À xk by (11), the ultrametric inequality shows that (12) holds.
We shall presently see that the sequence ðA n Þ n A N converges in ðLðLðGÞÞ; k:kÞ. Let A A LðLðGÞÞ denote the limit. Recall from (8) that p Àn t n p ðwÞ ! logðwÞ and p Àn t n p ðvÞ ! logðvÞ as n ! y. Letting pass n ! y in (12), we find that klogðwÞ À logðvÞ À A:ðw À vÞk a ekw À vk:
As v; w A B d 0 ðxÞ were arbitrary, this means that log is indeed strictly di¤erentiable at x, with log 0 ðxÞ ¼ A.
To see that the sequence ðA n Þ n A N converges, let e A 0; 1½. Part (p) provides 
Higher di¤erentiability of one-parameter groups
In this section, we perform the most di‰cult step of our construction: We show that the exponential map exp : V r ! V r (from Proposition 3.3 (r)) admits Taylor expansions of all finite orders a k. As a consequence, every p-adic one-parameter subgroup of G will be C k .
We start with a simple observation:
Lemma 4.1. Let X ; Y be metric spaces and f n : X ! Y homeomorphisms for n A N, which converge uniformly to a surjective isometry f :
Proof. For each y A Y , we have, using that f is an isometry: dð f À1 ð yÞ; f Having expressed exp in terms of a limit of iterates of a given map, the following proposition (our most di‰cult technical result) establishes Taylor expansions (and hence higher di¤erentiability properties) for exp. 
Proof of Proposition 4.2. In view of the uniqueness assertion in Lemma 1.10, it su‰-ces to show that every x 0 A B r ð0Þ has an open neighbourhood U x 0 on which f admits a k-th order expansion (by uniqueness, the individual a j 's on the sets U x 0 Â E then combine to a well-defined map a j on B r ð0Þ Â E).
Thus, fix x 0 A B r ð0Þ now. The proof proceeds in two stages. First, we show that certain limits exist, and define certain continuous maps b j and a j using these limits (Lemma 4.5 (a), Eqn. (26)). The maps a j are the natural candidates for the coe‰cients of a k-th order expansion for f , and b j ðx; Þ is the symmetric j-linear map corresponding to the homogeneous polynomial a j ðx; Þ. The second step, then, will be to show that these coe‰cients a j can be used to expand f , with a remainder R vanishing of order k (Lemma 4.6). The decisive tool for the proof is a notational formalism (set up in the proof of Lemma 4.6) allowing us to track each individual term in the sum obtained by substituting n times the k-th order Taylor expansion of g into itself to express g n (both the multilinear terms and each individual contribution to the remainder term). 6 We now begin the proof with a counterpart to the labelling of the contributions to the k-th order Taylor expansion of g n just mentioned: We describe a corresponding notational scheme allowing us to label certain compositions of the di¤erentials of g, which are then used to define the b j 's and a j 's.
Given n A N, consider an n-tuple ðs 1 ; . . . ; s n Þ, where, for each n A f1; . . . ; ng, s n : f1; . . . ; m n g ! f1; 2; . . . ; kg is a mapping on f1; . . . ; m n g for some m n A N, such that
s nÀ1 ðiÞ for n A f2; . . . ; ng:
Abbreviate m nþ1 :¼ P m n i¼1 s n ðiÞ. Given x A B r ð0Þ, we recursively define continuous m nþ1 -linear maps g x ðs 1 ;...; s n Þ : E m nþ1 ! E for n ¼ 1; . . . ; n using higher di¤erentials of g via 6 Of course, based on the symmetry of higher di¤erentials, many of these terms coincide and could be combined in one term, but this does not seem useful in the present context and would only make the presentation longer and more complicated. We let S n be the set of all s ¼ ðs 1 ; . . . ; s n Þ as before (with variable m 1 ; . . . ; m nþ1 depending on s), and S n; j :¼ fðs 1 ; . . . ; s n Þ A S n : P m n i¼1 s n ðiÞ ¼ jg, for each j A f1; . . . ; kg. For n A N and j A f1; . . . ; kg, we define h j; n : B r ð0Þ Â E j ! E; h j; n ðx; u 1 ; . . . ; u j Þ :¼ P
Then h j; n is continuous, and h j; n ðx; Þ : E j ! E is j-linear.
The mappings B r ð0Þ ! L j ðE; EÞ, x 7 ! d j gðx; Þ being continuous for each j A f1; . . . ; kg (Lemma 1.8), we find r 0 A 0; r such that C j :¼ supfkð j!Þ À1 d j gðx; Þk : x A B r 0 ð0Þg < y for each j A f1; . . . ; kg. There is N 0 A N such that p ÀN 0 r a r 0 and thus f ðp n x 0 Þ A B r 0 ð0Þ for all n > N 0 . For each n A f1; . . . ; N 0 g, we find r n A 0; r such that C n; j :¼ supfkð j!Þ À1 d j gðx; Þk : x A B r n ð f ðp n x 0 Þg < y for each j A f1; . . . ; kg. There is r A 0; r such that f ðp n xÞ A B r n ð f ð p n x 0 ÞÞ for all x A B r ðx 0 Þ and n A f1; . . . ; N 0 g. Choosing r a r 0 , we can achieve that furthermore f ð p n xÞ A B r 0 ð0Þ for all n > N 0 and all x A B r ðx 0 Þ, using that f is isometric and B r 0 ð0Þ ¼ B r 0 ð f ðp n x 0 ÞÞ.
After replacing the given norm k:k with a suitable positive multiple (and adapting r; r and the r n 's accordingly), we may assume that C j a 1 and C n; j a 1, for all j b 2 and n A f1; . . . ; N 0 g. Then kð j!Þ À1 d j gð f ð p n xÞ; Þk a 1; for all j A f2; . . . ; kg; n A N and x A B r ðx 0 Þ: ð15Þ
It is important to estimate the norms of the multilinear maps g x s . Given s A S n; j , where j b 2, there exists a largest integer l s A f1; . . . ; ng such that s l s ðiÞ > 1 for some i A f1; . . . ; m l s g (with notation as above). We now show by induction on n A N: 
If we are not in the special situation just described, then l s b 2 and t :¼ 
Here, passing to the second line we used (14) and (15) . For the next inequality, we used that kg (14) (used if j ¼ 1), we deduce:
for all x A B r ðx 0 Þ; n A N; j A f1; . . . ; kg; and s A S n; j :
Hence also kh j; n ðx; Þk a 1 for all x A B r ðx 0 Þ; j A f1; . . . ; kg and n A N; ð17Þ in view of the ultrametric inequality. 
for some A A LðEÞ with kAk < e, using that B ðid E Þ (cf. proof of (20)) and thus
by Lemma 1.11, in view of (16), kA l; n 0 k a 1, kBk a 1, and kB À id E k < e. Combining (23), (24) and (25), we see that 
Proof. First, we set up a notational formalism enabling us to explicitly label each term in the sum obtained by expanding every factor g of g n into its k-th order Taylor expansion:
n H x; y n; s ð p n ð y À xÞ; . . . ; p n ðy À xÞÞ for all x; y A B r ð0Þ:
Let P : B r ð0Þ Â B r ð0Þ ! E, Pðx; yÞ :¼ gðyÞ À gðxÞ
. . . ; y À xÞ be the remainder term of the k-th order Taylor expansion of g. To enable a unified notation for di¤erentials and remainder terms, for x; y A B r ð0Þ and j A f0; . . . ; kg we define x; y 0 ; they denote elements of E (not functions). Given n A N, we let S 0 n be the set of all ðs 1 ; . . . ; s n Þ where s n : f1; . . . ; m n g ! f0; 1; . . . ; kg for n ¼ 1; . . . ; n for certain m n A N 0 such that m 1 ¼ 1 and P m n i¼1 s n ðiÞ ¼ m nþ1 for n ¼ 1; . . . ; n À 1; set m nþ1 :¼ P m n i¼1 s n ðiÞ. Given x; y A B r ð0Þ, n A N, and s ¼ ðs 1 ; . . . ; s n Þ A S 0 n , where n A N with n a n, we define H here, we used the Taylor expansion of g around gðp 2 xÞ to pass to the second line, and then re-wrote gðp 2 yÞ À gð p 2 xÞ using the Taylor expansion of g around p 2 x, to pass to the third (the reader might write down all 13 summands to check this). Likewise, expanding each of the n factors of g n in turn, a moment's reflection shows that (28) holds, for all n A N. for all x A B d ðz 0 Þ; 2 a j a k; n b N 2 ; and 1 a n a n:
To establish (29), we prove estimates on the norms kH x; y n; s k, which will enable us to get rid of all summands involving remainder terms, or which are multilinear of order exceeding k: Proof of Claim 1. Fix n b N 2 ; the proof is by induction on n A f1; . . . ; ng. (14) and (32), whence (33) holds (we need not check (34), because s A S 1 ).
Induction step. Let n A f2; . . . ; ng, and suppose the assertion is correct for n replaced with n À 1. Given s A S n ðf0gÞ is a non-empty set; let j A f1; . . . ; m n g be its number of elements. As H x; y n; t is continuous m n -linear of norm kH x; y n; t k a p ðnÀ1Þm n by induction and H x; y n; s is obtained by inserting j times Pðg nÀn ðp n xÞ; g nÀn ðp n yÞÞ and ðm n À jÞ times multilinear maps of norms a p into H x; y n; t (see (14) , (32) ¼ ek y À xk m nþ1 Àk ky À xk k a ek y À xk k ;
using (33). r
To prove (29), we now fix x; y A B d ðz 0 Þ for the rest of the proof, assuming without loss of generality that x 0 y (the omitted case being trivial). Thus e :¼ ek y À xk k > 0. There exists N 3 b N 2 such that k f ðxÞ À g n ð p n xÞk a e, k f ðyÞ À g n ð p n yÞk a e, and kb j ðx; y À x; . . . ; y À xÞ À h j; n ðx; y À x; . . . ; y À xÞk a e for j A f1; . . . ; kg; ð37Þ for all n b N 3 . By the preceding and (36), we have f ð yÞ À f ðxÞ A g n ðp n yÞ À g n ð p n xÞ þ B e ð0Þ
for all n b N 3 and thus Rðx; yÞ A P k j¼1 ðh h j; n ðx; y À x; . . . ; y À xÞ À h j; n ðx; y À x; . . . ; y À xÞÞ þ B e ð0Þ;
by (37). Hence (29) will hold if we can show that kh j; n ðx; y À x; . . . ; y À xÞ Àh h j; n ðx; y À x; . . . ; y À xÞk a e ð38Þ for all j A f1; . . . ; kg and all su‰ciently large n. Repeating this argument, we arrive at h 1; n ðx; y À xÞ A h 1; N 4 ðx; y À xÞ þ B e ð0Þ for all n > N 4 . Similarly, we see thath h 1; n ðx; y À xÞ A pg 0 ðg nÀ1 ð p n xÞÞ Á Á Á pg 0 ðg nÀN 4 ð p n xÞÞ:ð y À xÞ þ B e ð0Þ, for all n > N 4 . Hence h 1; n ðx; y À xÞ Àh h 1; n ðx; y À xÞ A J n :ð y À xÞ þ B e ð0Þ for all n > N 4 ; where
Because g nÀn ð p n xÞ ! f ð p n xÞ as n ! y, because g 0 is continuous and also the composition map LðEÞ Â LðEÞ ! LðEÞ is continuous, we see that J n ! 0 as n ! y, whence there exists N b N 4 such that kJ n k a e for all n b N. Thus (38) holds for j ¼ 1 and all n b N. Now assume that j A f2; . . . ; kg. Repeating the proof of (23) with e instead of e, we see that h j; n ðx; u 1 ; . . . ; u j Þ A P s A S n; j; N g x s ð p n u 1 ; . . . ; p n u j Þ þ B e ð0Þ for all j A f2; . . . ; kg, n b N, and u 1 ; . . . ; u j A E of norm a 1 (in view of our choice of s and N 4 ). In view of (32), copying the proof of Lemma 4.4 we see that kg g x s ð p n ; . . . ; p n Þk a p Àl s for all n b N 2 , j A f2; . . . ; kg and s A S n; j , entailing that h h j; n ðx; u 1 ; . . . ; u j Þ A P x; x n; t . As a consequence, h j; n ðx; u 1 ; . . . ; u j Þ Àh h j; n ðx; u 1 ; . . . ; u j Þ is contained in for all j; l; s, and n as before. Since g nÀn ðp n xÞ ! f ðp n xÞ as n ! y for all n A N, we see that B l; n ! A l; N as n ! y and g x n; s ! g In this section, we complete the programme sketched in the Introduction. We prove that every finite-dimensional p-adic C k -Lie group satisfies the hypotheses of Lazard's Theorem, and show that Lazard's analytic structure is C k -compatible with the given C k -manifold structure. In a final step, we then pass from p-adic Lie groups to the case of Lie groups over finite extension fields of Q p .
Proposition 5.1. If K ¼ Q p in the situation of Proposition 3.3, G is finite-dimensional, and the given norm on LðGÞ is a maximum norm with respect to some basis e 1 ; . . . ; e d of LðGÞ, then we can achieve that, in addition to (a)-(r), also the following holds: using that, as just explained, the p n -th roots in U andŨ U occurring here coincide. By the preceding, the germs at 0 of x 3 and x 4 coincide. Thus ½x 3 ¼ ½x 4 , whence the sum ½x 1 þ ½x 2 is the same in GðGÞ and GðG GÞ. Hence GðGÞ and GðG GÞ coincide as Q p -vector spaces.
To see that GðGÞ and GðG GÞ coincide as topological vector spaces, consider the open 0-neighbourhoods
n ¼ x n for each n A Z, we deduce that g x ðzÞ ¼ exp G ðz log G ðxÞÞ for all z A Z p , and likewise g x ðzÞ ¼ expG G ðz logG G ðxÞÞ. As a consequence,
entailing that x 7 ! LogG G ðLog À1 G ðxÞÞ ¼ x is an SC 1 -di¤eomorphism (and hence a homeomorphism) from the open 0-neighbourhood Q :¼ Log G ðU XŨ UÞ in GðGÞ onto the open identity neighbourhood LogG G ðU XŨ UÞ in GðG GÞ. As a consequence, GðGÞ ¼ GðG GÞ as a topological Q p -vector space. Since Log G j
is an SC 1 -di¤eomorphism both on U XŨ U, considered as an open subset of G, and as an open subset ofG G, we readily deduce that both the homomorphism id : G !G G and its inverse id :G G ! G are of class SC 1 . r
Proof of Proposition 5.1, completed. (u) By Proposition 5.1 (t), there is a p-adic analytic manifold structure on G, compatible with the given topology, which makes G a finite-dimensional, p-adic analytic Lie groupG G. By Lemma 5.4 (c), the analytic Lie group structure onG G is C 1 -compatible with the given C k -manifold structure on G. By Part (s) of Proposition 5.1, the map
e n Þ for n A f1; . . . ; dg. Each z n is, in particular, a continuous homomorphism and hence analytic as a map intoG G by Cartan's Theorem ( [23] , Part II, Chapter V, §9, Thm. 2). Hence c is analytic as a map intoG G. Now, c being a C 1 -di¤eomorphism onto U considered as an open subset of G, the map c also is a C 1 -di¤eomorphism onto U considered as an open subset ofG G, the two manifold structures being C 1 -compatible. Being a C 1 -di¤eomorphism and analytic, c : ðZ p Þ d ! U JG G is an analytic di¤eomorphism (and hence a C k -di¤eomorphism), as a consequence of the Inverse Function Theorem for analytic maps [23, p. 73] . Thus both G andG G induce the same C k -manifold structure on the open identity neighbourhood U, whence the homomorphisms id : G !G G and id :G G ! G are C k , being C k on U (Lemma 3.1). r
We now prove our main result, Theorem A (from the Introduction):
Proof of Theorem A. Being a C k K -Lie group, G can also be considered as a C k Q p -Lie group. Thus Proposition 5.1 provides a finite-dimensional p-adic analytic manifold structure on G making it a p-adic analytic Lie groupG G, which is C k Q p -compatible with the given C k Q p -manifold structure on G. Then LðG GÞ ¼ T 1G G can be identified with LðGÞ, considered as Q p -vector space, in a natural way. Given x A G, consider the inner automorphism I x : G ! G, I x ðyÞ :¼ xyx À1 of the C k K -Lie group G and the corresponding K-linear tangent map Ad x :¼ LðI x Þ :¼ T 1 ðI x Þ : LðGÞ ! LðGÞ. Obviously the same mapping Ad x is obtained when considering I x as an automorphism ofG G, and so the given K-vector space structure on LðGÞ is compatible with the adjoint action ofG G. Furthermore, the Lie bracket on LðGÞ as the Lie algebra ofG G is Kbilinear with respect to the given K-vector space structure on LðGÞ. To see this, note that the image of the Q p -analytic homomorphism h :G G ! GL Q p ðLðGÞÞ, hðxÞ :¼ Ad x is contained in the closed subgroup GL K ðLðGÞÞ, whence the image of ad :¼ LðhÞ : LðG GÞ ! gl Q p ðLðGÞÞ is contained in the corresponding Lie subalgebra gl K ðLðGÞÞ of K-linear endomorphisms. Thus adðxÞ:y ¼ ½x; y is K-linear in y for each x A LðGÞ, and hence so it is in x, by antisymmetry of the Lie bracket. Applying [7] , Chapter III, §4.2, Cor. 2 to Thm. 2, we now obtain a unique K-analytic manifold structure on G making it a K-analytic Lie groupĜ G with K-Lie algebra LðGÞ, and Q p -analytically compatible with the p-adic analytic structure onG G. We let expĜ G : W !Ĝ G be a K-analytic exponential map for the K-analytic Lie groupĜ G, in the sense of [7] , Chapter III, §4. where df : U Â V Â E Â F ! H and the remainder R 1 : ðU Â V Þ ½1 ! H are of class C 1 K (see [2] ). Using the first order Taylor expansions of df and R 1 about ðð0; 0Þ; ð0; yÞÞ and ðð0; 0Þ; ð0; yÞ; sÞ, with remainders P 1 and Q 1 , respectively, we deduce from (44) that where inessential brackets were suppressed in the notation, the 6th term vanishes due to (2), the map b : E Â F ! H, bðu; vÞ :¼ d 2 f ðð0; 0Þ; ð0; vÞ; ðu; 0ÞÞ is continuous bilinear, and where the 5th, 7th and 8th terms are combined in an apparent way in the form stgðx; y; s; tÞ, where g : U Â V Â B 
, and s; t A K such that jsj; jtj a s. Let a A K Â be an element such that jaj < 1. Assume that x A E and y A F such that kxk; kyk < s 2 jaj ¼: d. If x ¼ 0 or y ¼ 0, then k f ðx; yÞ À f ð0; 0Þ À lðxÞ À mð yÞk g ¼ 0 by (1) and (2) with C :¼ kbk g þ ðjajsÞ À2 . r If f is merely C k but K a complete valued field and E finite-dimensional, then we pick a basis e 1 ; . . . ; e n of E and recall that K n ! E, ðt 1 ; . . . ; t n Þ 7 ! P n j¼1 t j e j is an isomorphism of topological vector spaces ( [6] If f is C k , K is locally compact and E finite-dimensional, let R k : U ½1 ! F be the remainder of the k-th order Taylor expansion. Choose r > 0 such that B 2r ðzÞ J U. Pick a A K Â such that jaj < 1. Since R k ðx; y; 0Þ ¼ 0 for all x A U and y A E, using the compactness of B r ðzÞ Â B 1 ð0Þ we find d A 0; r such that kR k ðx; y; tÞk g a ejaj k for all ðx; y; tÞ A B r ðzÞ Â B 1 ð0Þ Â B d ð0Þ J U ½1 . Given x; y A B jajd=2 ðzÞ, with x 0 y to avoid trivialities, there exists l A Z such that jaj lþ1 a ky À xk < jaj l . As Rðx; yÞ ¼ Rðx; x þ ðy À xÞÞ ¼ Rðx; 
