A novel framework based on graph theory for structure discovery is applied to audio to find new types of audio objects which enable the compression of an input signal. It converts the sparse time-frequency representation of an audio signal into a graph by representing each data point as a vertex and the relationship between two vertices as an edge. Each edge is labelled based on a clustering algorithm which preserves a quality guarantee on the clusters. Frequent subgraphs are then extracted from this graph, via a mining algorithm, and recorded as objects. Tests performed using a corpus of audio excerpts show that the framework discovers new types of audio objects which yield an average compression gain of 23.53% while maintaining high audio quality.
INTRODUCTION
Current object-based audio coding methods are parametric in that they describe a signal as a set of concise audio objects using prior knowledge about the structure of audio. A prime example of such objects is the harmonic sound: a combination of sinusoids neatly described by a single parameter, namely its fundamental frequency. The object-based coders proposed in [1] and [2] , and the standardized MPEG-4 Harmonic and Individual Lines plus Noise (HLIN) coder [3] , make use of this object. The standardized MPEG-4 Sinusoidal Coding (SSC) coder [4] and the coder presented in [5] are examples which make use of other object types. While these concise representations make for low data rates, the set of parameters available to model a signal must be defined a priori for each coder. The choice of parameters may not always be optimal and can lead to a significant loss of audio quality. Furthermore, the limited choice in the types of parametric objects currently available to describe a signal has made the development of object-based coders rare.
This paper proposes a new vision for object-based audio coding. In the proposed method, a graph is formed from the time-frequency representation of an audio signal. The extracted objects are combinations of coefficients which occur more than once in the time-frequency representation, here onwards referred to as Non-Parametric Objects (NPO). The usage of graph theory allows for the extraction of any recurring combination of coefficients, thereby allowing for the extraction and successful resynthesis of a broader class of audio objects than those found in current parametric object-based coders. In other words, no predefined parameterization space is imposed on the audio objects to be extracted. An audio object is instead defined as the discovery of a repeating sound which minimizes an external cost function unrelated to the shape of the object.
The focus of this paper is on the proposed object extraction process and not on a full end-to-end audio coder. Section 2 describes the front-end signal decomposition method used to obtain the time-frequency representation. Section 3 then discusses the proposed graph theory motivated audio object extraction scheme. Lastly, the performance is reported and discussed in section 4.
SIGNAL DECOMPOSITION
The sparse time-frequency representation of a signal is obtained using a variant of Matching Pursuit (MP) [6] , known as Perceptual Matching Pursuit (PMP) [7] . This representation, as shown in Fig. 1 , is dubbed a spikegram and the coefficients in it, as denoted by the dots in the figure, are known as spikes. To obtain such a spikegram, finite length kernel waveforms must be used. Gammatones are chosen as these kernels since they best approximate the impulse responses of the human ear. The number of kernels is equal to the number of frequency channels |H| in the spikegram. MP is an iterative algorithm where -at each iteration -the inner product is taken at all signal time instances with all kernels. The time instance s pos and frequency channel s chan corresponding to the largest coefficient along with the magnitude s mag and phase s ang of the coefficient form the components of the ith spike s i = s chan to be added to the spikegram [6] . The spike is extracted from the input signal using its associated kernel waveform and the residual becomes the input signal for the next MP iteration [6] . This repeats until a desired stopping criterion is met. In PMP, masking effects are factored into the iterative process such that only audible spikes exist in the spikegram [7] . An audio signal can be reconstructed from a spikegram by iteratively adding each spike using its corresponding kernel waveform to an initially all-zero waveform.
AUDIO OBJECT EXTRACTION
Fig. 2 summarizes the proposed object extraction scheme which is loosely based on the one used for image analysis in [8] . During the graph formation step, the spikegram is first converted to a graph G composed of a set of vertices V and a set of edges E. Each spike is represented as a vertex v and the relationships between the vertices are represented by placing edges e in the graph. An example of this is shown in Fig. 3 . It should be noted that, an edge is only placed between two vertices if the difference between the time instances of their spikes is less than or equal to a limit N prune . This is because, spikes which are spaced by more than this limit would not have any acoustic coherence (i.e. the human ear would not process the spikes jointly as they are too far apart). The graph formation step proceeds by assigning labels l to the edges in the graph. Similar edges are given the same label. This is comparable to what is done in [9] . The labelling process is further discussed in section 3.1. By labelling the edges in the graph as opposed to the vertices, the proposed scheme is capable of finding objects based both on the similarity of the vertices themselves and of the relationships between the vertices, rather than only based on the former. This gives the scheme greater flexibility. Fig. 4 shows the resulting graph once labelled for the example of Fig. 3 Fig. 4 . Labelled graph.
The subgraph extraction step then takes the labelled graph and mines it to extract frequent subgraphs. Each frequent subgraph is characterized by the recurring edge labels involved in its instances such as in Fig. 5 where the extracted frequent subgraph is characterized by the recurring edge labels 32, 17, and 4 in both its instances. Furthermore, each instance is characterized by its vertices such as in Fig. 5 where the first instance of the extracted frequent subgraph is characterized by vertices v 5 , v 6 , v 7 , and v 8 and the second instance is characterized by vertices v 16 , v 17 , v 18 , and v 19 . The mining algorithm is further Lastly, the audio object recording step takes each extracted frequent subgraph along with the spikes associated to its vertices and records it as an audio object. For audio object recording purposes, only stars (i.e. a subgraph where a central vertex is directly connected to every other vertex such as in the instances in Fig. 5 ) are considered valid objects. The audio object recording process is further discussed in section 3.3.
Graph Formation
In general, the graph can be formed using any of the spike components. However, in this paper, only the frequency and time components are used and all spike magnitudes and phases are sent as part of the residual. An edge in the graph is thus mathematically described by the three dimensional feature vector in (1) when linking the spikes associated with the ith and jth vertices, 
The edges in the graph are labelled by clustering their associated feature vectors. Quality Threshold (QT) clustering [10] is used so that all vectors which are assigned to a same cluster are guaranteed not to deviate from each other by more than one or more predefined thresholds. QT clustering also removes the need to predefine the number of clusters. The QT clustering algorithm is modified to work with feature vectors. This allows the discrepancy between two vectors to be evaluated on a per dimension basis versus using metrics which relate a single value (e.g. the l 2 norm). As such, each of the three vector dimensions in (1) have distinct thresholds. The thresholds for the first two dimensions of the feature vectors (i.e. the dimensions associated with the frequency components of the spikes) are each set to zero as no frequency movement is desired for the experiment presented in this paper. However, this need not be the case generally speaking. The threshold for the third dimension of the feature vector (i.e. the dimension associated with the time difference between two spikes) dictates the maximum allowable change in this time difference. Because Gammatone kernels have frequency dependent effective waveform lengths, the maximum allowable change depends on the frequency channels of the spikes involved in the feature vector of (1). Given a desired quality for a frequency channel, the maximum allowable change for the channel can be obtained using a curve which relates the amount of change to corresponding Signal to Noise Ratio (SNR) values. This curve differs for each frequency channel. For its part, the desired quality for each channel can be obtained by making use of the absolute threshold of hearing as an approximation to equal-loudness contour curves.
Frequent Subgraph Extraction
Frequent subgraphs are mined with an iterative star extraction algorithm and the help of a cost function C. One frequent star Q is extracted at each iteration. To qualify as frequent, a frequent star must contain a minimum number of instances r min . A star search first finds all frequent stars in the graph and computes an extraction cost for each of them. The one with minimal extraction cost is recognized and recorded as an object O where o i j is the vertex index of the jth constituent of the ith instance, as shown in the example of Fig. 6 . It is then removed from the graph, The frequent star search algorithm is based on the one in [11] . In this search algorithm, a frequent star with k vertices is referred to as a size-k frequent star. The algorithm uses a recursive depth first approach to find all frequent stars. As a starting point, each labelled edge in the graph is marked as a candidate instance. Based on the frequency of the candidate instance labels (i.e. the edges labels), all size-2 frequent stars (i.e. frequent single edges) are found in the graph. The algorithm then recurses for each sizek frequent star. Each instance of the size-k frequent star gives rise to many size-k+1 candidate instances, as shown in the example of Fig. 8 where the instances of a size-2 frequent star each generate two and four size-3 candidate instances respectively. Each candidate instance is described by two characteristics: a label sequence formed from its edge labels and a sequence formed from the vertex indices associated with the instance. All size-k + 1 candidate instances stemming from the instances of the same size-k frequent star are then considered together, thus forming a list of edge label sequences and respective associated vertices. The candidate instances which have the same edge label sequence are recognized as the instances of a new size-k + 1 frequent star if the edge label sequence in question is deemed frequent, as shown in Fig. 9 for the example of Fig. 8 where two new frequent stars are recognized. The above process then repeats for this new fre- quent star. Every frequent star found throughout the recursive search is assigned an extraction cost. As an optional step, an upper limit k max can be placed on the size of a frequent star in order to restrain the computational time of the algorithm. A lower limit k min , can also be placed on the size of frequent stars eligible for extraction. This simply means that frequent stars smaller than k min cannot be extracted regardless of their extraction cost. It does not affect the search process which still begins with size-2 frequent stars to build up candidate instances. A key factor in the above search algorithm is the usage of the monotonic decreasing observation for frequent stars. Logically, the number of instances of a size-k + 1 frequent star cannot exceed the number of instances of a size-k frequent star which resides within it. As such, only the instances of size-k frequent stars need to be verified when generating size-k + 1 candidate instances.
The employed cost function is based on a fixed-length bit coding scheme. The spike components are given costs based on the number of channels in the spikegram (i.e. C s chan = ⌈log 2 (|H|)⌉), the number of time instances (i.e. C spos = ⌈log 2 (N )⌉), the number of magnitude quantization levels (i.e. C smag = ⌈log 2 (Γ)⌉), and the two possible phase values (i.e. C sang = log 2 (2)). The recording functions associated with the discovered frequent stars are coded differentially (i.e. C ψ chan = ⌈log 2 (|H|)⌉ + log 2 (2) and C ψpos = ⌈log 2 (N prune )⌉). The recording functions are discussed in the next section. The resulting cost function is shown in (2),
Audio Object Recording and Reconstruction
Each extracted object is recorded as a representative object and a set of anchor points. Each anchor point represents the location of an instance of the object. The first constituents o 1 of the instances are chosen as the anchor points, as shown in the example of Fig 10 . This is because, due to the star topol- ogy of the instances, only they are directly connected via edges to all other constituents of their respective instances.
The frequency and time components of the spikes associated with the anchor points are recorded as is, while those of the spikes associated with the other object constituents are expressed as a function of the former via a recording function ψ. The recording functions for the frequency and time components of the spikes simply output the difference between two inputs (i. e. ψ chan (a, b) =  ψ pos (a, b) = b − a) . The goal is to have the relationship between a spike component of a particular object constituent and the same spike component of its respective anchor point be the same for all instances; here onwards referred to as a representative relationship δ. This is because, the edge linking both object constituents has the same label in all instances of the object, thereby implying the same relationship between the two constituents in all instances. The representative relationship is obtained by taking the arithmetic average across all instances as shown in (3) when computing the representative relationship for the qth spike component of the jth object constituent,
Together, the representative relationships for the frequency and time components of spikes associated with all object constituents other than the anchor points, form the representative object.
To reconstruct the spikegram, the audio objects and residual are first separated into two parts. The first part (i.e. the residual) contains the residual spikes in the spikegram and the magnitude and phase components of the spikes associated with the objects. The second part (i.e. the list of objects) contains the frequency and time components of the spikes associated with the anchor points and the representative relationships required to rebuild those of the other spikes associated with the instances of each audio object. The frequency and time components of the spikes corresponding to the anchor points of the first audio object, along with the corresponding representative relationships, are retrieved from the list of objects. Those of the spikes corresponding to the other constituents of the object instances are then obtained using a reconstruction function ζ. This is shown in (4) when computing the qth component of the spike associated with the jth object constituent of the ith instance,
The reconstruction functions for the frequency and time components of the spikes simply output the sum between two inputs (i.e. ζ chan (a, b) = ζ pos (a, b) = a + b). Once the frequency and time components of all spikes involved in the instances of an object are obtained, the corresponding magnitude and phase components are fetched from the residual to complete each spike. The above steps then repeat for the next object in the list. Once the spikes associated with all objects have been placed in the spikegram, the residual spikes are added to bring the final number of spikes in the reconstructed spikegram to that of the original spikegram.
PERFORMANCE
The testbed used for the tests is described in section 4.1 followed by the results and their discussion in section 4.2.
Setup
Five high-quality wideband audio excerpts, produced using a sampling frequency of 44.1 kilohertz, are used to test the framework on a wide range of sounds. The signal decomposition step uses a |H| = 25 channel Gammatone kernel set since it is shown in [12] that using more than 25 channels does not increase the performance of the signal decomposition process significantly. The minimum star size (i.e. minimum number of vertices) during the frequent star search is set to k min = 3 to guarantee that frequent stars are composed of co-occuring edges (i.e. more than a single edge). To limit the search space of the frequent star search such that it operates in reasonable time, a maximum star size of k max = 15 is set. The minimum star frequency is set to r min = 2 to guarantee the repetition of a particular sequence of co-occuring edges in more than one place in the graph. The pruning limit is N prune = 10000 and the number of magnitude quantization levels is Γ = 1024. The compression achieved by the proposed framework is evaluated by using the extraction cost function and by tracking an overall cost Λ. The overall cost tracks the cost associated with the cumulative extraction of the objects and the corresponding residual.It is initialized to be equal to the extraction cost of the original graph G 0 if no object is extracted from it (i.e. Λ 0 = C(∅, G 0 )). When the ith object O i is extracted, the overall cost is updated by replacing the cost of the ith graph G i as in (5),
This above process continues until the maximum number of objects is extracted. The overall gain (O) is then computed as one minus the ratio of the final overall cost to that of the initial overall cost.The relative gain (R), (i.e. the gain achieved with regards to the frequency and time components of the spikes) is computed just like the overall gain, but subtracting the cost of the magnitude and phase components of the spikes in the original graph G 0 from both the numerator and denominator of the ratio. Quality is assessed with the SNR, the Segmental Signal to Noise Ratio (SSNR), and the Perceptual Evaluation of Audio Quality (PEAQ) model [13] . The PEAQ model is meant to mimic the human auditory processing system when evaluating audio quality. It outputs a perceptual score ranging between 0 (i.e. best) and -5 (i.e. worse).
The testing procedure is as follows for each of the five audio excerpts. The spikegram of the initial audio file presented to the testbed is obtained and reconstructed into an audio signal. It should be noted that the spikegram yields a lossy reconstructed audio signal with respect to the original audio file. To account for this, the signal decomposition process is run until enough spikes are produced to yield a PEAQ score of at least -1 (i.e. broadcast quality) when comparing the reconstructed file with reference to the original file. This intermediate reconstructed signal then becomes the reference when evaluating the quality of the object extraction framework. The object extraction framework converts the corresponding spikegram into a 
Results and Discussion
From the performance reported in Table 1 , the framework achieves average overall and relative compression gains of 15.90% and 23.53% while maintaining an average PEAQ score of -0.395. The instances of one of the objects discovered in the castanet spikegram are shown in Fig. 11 . Based on a qualitative assessment, this spikegram contains 13 audio events, as denoted by the boxes in Fig. 11 . Each event is composed of an attack as illustrated by the vertical positioning of spikes inside each box, followed by a steady state as illustrated by the horizontal positioning of spikes in each box. The instances of the discovered object involve spikes from both the attack and steady state portions of the two events in which they are involved. The instances also involve spikes from the hybrid transition when moving from the attack portion to the steady state portion, resulting in an accurate depiction of the signal. In contrast, the parametric object-based methods in [4] and [5] would describe the attack portion and steady state portion separately due to their limited types of parametric objects, hence missing out on the hybrid transition.
From a visual inspection of the spikegram in Fig. 11 , it appears as though more spikes from the two events in which the instances are involved could be added to the instances since the events appear similar beyond the spikes involved in the instances. However, some of these additional spikes are not removed as part of the instances of the object because they simply do not sound the same. This important point is what differs audio analysis from audio compression: structures which appear to be identical in the spikegram may not entirely sound similar within a certain quality guarantee. This justifies the usage of QT clustering which has quality guarantees rather than any unsupervised learning algorithm when labelling the graph. It also illustrates the power of the graph theoretic framework: picking out only the spikes belonging to the subsets of the events which are guaranteed to sound similar within a quality guarantee rather than the entire events. 
CONCLUSION
A novel graph theoretic framework is applied to audio with the goal of discovering new types of frequent audio objects (i.e. sounds), dubbed NPOs. NPOs differ from objects currently found in existing parametric object coding schemes in that their shape is not restricted by any a priori psychoacoustic knowledge. Results show that the framework discovers new types of audio objects which yield average respective overall and relative compression gains of 15.90% and 23.53% while maintaining an average audio quality of -0.395 on a PEAQ score scale. In future work, the performance of the proposed framework will be further evaluated using informal/formal listening tests. A larger corpus of audio excerpts will also be used for the tests. Future work will also involve the creation of a full end-to-end highquality wideband audio coder centered around the proposed framework. At that point, it will be possible to make quantitative comparisons with other coders in industry.
