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Abstract— In this paper we evaluate ultrasound imaging as
a human-machine interface in the context of rehabilitation.
Ultrasound imaging can be used to estimate finger forces in
real-time with a short and easy calibration procedure. Forces
are individually predicted using a transducer fixed on the
forearm, which leaves the hand completely free to operate. In
this application, a standard ultrasound machine is connected
to a virtual-reality environment in which a human operator
can play a dynamic harmonium over two octaves, using either
finger (including the thumb). The interaction in the virtual
environment is managed via a fast collision detection algorithm
and a physics engine.
Ten human subjects have been engaged in two games of
increasing difficulty. Our experimental results, both objective
and subjective, clearly show that both tasks could be accom-
plished to the required degree of precision and that the subjects
underwent a typical learning curve. The learning happened
uniformly, irrespective of the required finger, force or note. Such
a system could be made portable, and has potential applications
as rehabilitation device for amputees and muscle impaired, even
at home.
I. INTRODUCTION
Standard ultrasound imaging as employed in hospitals
(also called medical ultrasonography, US imaging from now
on) is a non-invasive technique to visualise structures inside
the human body [9] exploiting the principle of wave reflec-
tion. Piezoelectric transducers are used to generate a focused
wave of ultrasound which penetrates the body part of interest;
partial reflection of the wave at the interfaces between tissues
with different acoustic impedance is converted to a grey-
scale 2D image (in the so-called B-mode). High values of
grey denote tissue interfaces. US imaging has no known side
effects [36] and is routinely used in hospitals. It can be used
in, e.g., recognition of skin cancer [18], tumor segmentation
[37], and anatomical landmarks detection in the foetus [27].
Recently, the usage of this technique as a human-machine
interface has been employed to visualise residual lower limbs
and to assess the ergonomy of lower-limb prostheses [26],
[11]. As a human-machine interface for control of upper-
limb prosthesis, ultrasound imaging has been explored by
Zheng and others [38], [8], [17] and Castellini and others
[5], [6], revealing that it can actually be used to reconstruct
the hand and wrist configuration to a remarkable degree of
precision. Sikdar et al. [34] have demonstrated a system
able to classify finger motions, and predict finger motion
velocities, based upon k-nearest-neighbours. In particular,
a very fast and realistic calibration procedure has been
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Fig. 1. The virtual-harmonium setup has three main components: an
ultrasound machine capturing images of the forearm, a magnetic tracker
to detect the hand movement and a realistic virtual reality environment.
developed in previous work to estimate finger forces of a
human hand by employing forearm US images [33]. The
system so obtained runs at 30Hz and can work incrementally,
meaning that the calibration can be updated at will whenever
required without the need of retraining.
As a human-machine interface for virtual reality, US imag-
ing enjoys a number of advantages with respect to standard
approaches to human-machine interfaces that are specifically
designed for the hand. They traditionally measure the hand
kinematic configuration rather than forces and torques: in-
strumented gloves [10], marker-based finger tracking [1] and
markerless optical tracking (Leap motion, Kinect, [23], [19]).
In some cases haptic feedback is provided, improving the
feeling of immersion [31] and the performance [15], [22].
Although many haptic devices and exoskeletons exist [12],
[32], dexterous finger feedback remains an open topic. In
contrast, US imaging can detect single finger forces as well
as positions to a remarkable degree of precision [6], [33]
and, since the only device needed in the online functioning
is the ultrasound transducer on the forearm, it leaves the
hand completely free to operate without any mechanical
hampering.
This leads naturally to one main application: to reconstruct
the desired finger positions and/or forces of an amputee
using the US images of the stump. It is well-known [4],
[35] that a remarkable amount of residual muscular activity
is present in the stump even decades after the operation;
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Fig. 2. (a) Ultrasound images of the human forearm are gathered using a standard ultrasound machine (a schematic right hand is shown); (b) Example
ROIs identified on each image; (c) The grey values of each region are approximated along the x and y directions; (d) For each ROI i, three coefficients
αi, βi, and γi are evaluated. These coefficients are the features used to estimate the finger forces. See [33].
muscular activity corresponds then to muscle/tendon/bone
internal displacement and deformation, which US imaging
is naturally suited to detect. Moreover, consolidated work on
phantom-limb pain [28], [7] shows that mirror therapy, that
is, the illusion of seeing one’s missing limb in motion, is
effective in reducing the pain. From this we claim that the
usage of US imaging to control one’s phantom/impaired limb
in a scenario suitable for the general public could constitute
a valid therapy for neuropathic pain.
In this paper, we demonstrate a virtual-reality system in
which finger forces predicted using US imaging (coupled
with a motion tracker to detect the hand motion) are used to
play a dynamic keyboard musical instrument (specifically a
harmonium, loaded with Hammond Organ original samples).
This system is instrumental to prove that US imaging enables
an extremely fine control over position of the hand and force
of the fingers with minimal sensor hampering, providing a
good feeling of immersion and an exciting experience. It also
enables multimodal VR interaction (sound, visuals, haptics).
In order to validate the approach, we performed a psy-
chophysical experiment involving several non-expert human
subjects engaged in two harmonium-playing exercises of
increasing difficulty. The results of this experiment confirm
that the subjects could smoothly use this novel interface
to play the instrument to the required degree of precision,
meaning using each finger, ranging over two full octaves, and
with different required forces — playing the full extension
of musical dynamics from piano to forte. Both objective and
subjective measures of performance are used and confirm
that the subjects uniformly learned to use the system as
the exercises progressed, reached a uniform standard of
performance, and found the test engaging and smooth.
The movie provided as supplemental material to this paper
shows the system as a whole, its components, and parts of
the experiment.
II. SYSTEM DESCRIPTION
The system consists of three main components: (i) a stan-
dard ultrasound machine, (ii) a standard magnetic tracking
device (Flock of Birds by Ascension Technologies1), and
(iii) a virtual reality environment, as shown in Figure 1.
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The probe of the ultrasound machine captures the images
of the forearm; based on these images, the finger forces
are estimated while the magnetic tracker detects the hand
movement. Both the predicted forces and the hand move-
ment are used in the virtual reality environment to play a
dynamic keyboard instrument. The virtual reality simulation
consists of a very fast collision detection algorithm [29] in
combination with the physics engine Bullet [25]. The virtual
reality also provides sound feedback with varying volume
depending on the measured finger forces. The simulation is
displayed on a LCD screen in 2D using the visualisation tool
InstantPlayer [3].
A. Ultrasound User Interface
We hereby employ a variant of the system described
in [33] — refer to this paper for a full description. Live
ultrasound images of the human forearm are gathered using
a standard ultrasound machine (General Electric Logiq-e2)
and a 12L-RS linear transducer fixed to the forearm using
a custom-built plastic cradle and a velcro strap (Figure 2-
a); images are captured at a rate of 30Hz using a standard
framegrabber. (For the details about the settings of the
ultrasound machine, the reader is referred to [33].) The probe
and cable weighs about 250 grams, which does not hinder
the movement of the subject.
On each image, a uniform grid of regions of interest
(ROIs) is identified, enabling a thorough although compact
representation of the deformations induced on each image
by the application of finger forces (see an example in
Figure 2-b). In our case, 181 ROIs were identified, as in
the above cited paper. A local spatial approximation of the
grey values of the pixels in each ROI i was evaluated using
linear regression along the x and y planes, resulting in three
coefficients αi, βi, and γi (Figure 2-c,d); the dimension of
each sample is therefore 181 ·3 = 543.
As it was first proved in [5], there is a linear relationship
between these features and the finger forces; therefore we
used Ridge Regression [14] to obtain, for each finger force
f j ∈ R, j = 1, . . . ,5, a linear predictor f j = wTj v, where
v ∈R543 are the features extracted from the US images. The
2www.gehealthcare.com
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regression weights are given by w j = (XT X+ λ I)−1XT y j,
where X ∈ Rn×543 and y j ∈ Rn accumulate all n (sam-
ple,target) pairs used for training. The regularisiation coef-
ficient λ ∈ R is uniformly set at the standard value of 1 in
this case, and I is the identity matrix. This approach has the
great advantage of being bounded in space and time (i.e., it
does not depend on the number of training samples but only
on their dimension, in our case 543) and of being exact,
therefore requiring no costly optimisation algorithm.
The Sherman-Morrison formula [13] is used to incremen-
tally update w j, enabling the system to incorporate new
knowledge at the subject’s will, for instance if the calibration
is deemed inaccurate for some position of the hand and
forearm. The update requires no matrix inversion and is
quadratic in the dimension of the input space leading to an
update time of a few milliseconds. This enables retraining on-
the-fly and de facto blurring the ominous distinction between
a training phase and a prediction phase.
The position of the operator’s hand is estimated using the
magnetic tracker, whose sensor is placed on the subject’s
forearm, as shown in Figure 1 and 2-a. Finger forces and
hand positions are streamed over UDP to the machine
running the VR environment.
B. Virtual Reality Environment
The VR environment enables visual and sound feedback
using fast collision detection and movement generation. We
use the visualisation tool InstantPlayer [3] to visualise the
environment and a standard sound player that is controlled
by the predicted finger forces f j for the audio feedback.
The collision detection is based on the Voxmap-Pointshell
Algorithm [21], [29], [2], suited for haptic rendering since it
computes collision forces within 1ms. The physics engine
Bullet [25] is used to solve the motion equations. The
combination of Bullet with the collision detection framework
enables realistic interaction with several complex virtual
objects at haptic update rates.
To detect the collisions, two types of data structures are
generated offline for each colliding object-pair: voxmaps
and pointshells (see Figure 3-a). Voxmaps are 3D grids that
contain distance fields: each voxel stores a discrete distance
value v ∈ Z to the surface. Hence, voxels on the surface
layer – the set of voxels that touch the surface of the object
– have v = 0, voxels in the nth inner layer have v = n, and
voxels in the nth outer layer have v =−n. The scalar voxmap
function V (P) yields the penetration of a point P in the
voxmap. A pointshell is a set of points uniformly distributed
on the surface of the object; each point Pi has additionally
an inwards pointing normal vector ni. Thus, the pointshell
can be described as P = {(Pi,ni)}. In this work, we use the
fast and accurate data structure generator presented by [30].
During collision detection (see Figure 3-a,b), the normal
vectors ni of colliding points Pi – those which are in voxels
with v ≥ 0 – are summed, after being weighted by their
penetration in the voxmap V (Pi), yielding the total collision
force Ftot. Torques Ti generated by colliding points are the
cross product between forces Fi and point coordinates Pi, all
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Fig. 3. (a) Voxelized (A) and point-sampled (B) colliding objects; (b)
Single-point force (Fi) computation according to the classic Voxmap-
Pointshell Algorithm; (c) Visualized objects are moved according to
Newton-Euler motion equations or Gauss’s least-constraint principle, to
avoid interpenetration.
magnitudes expressed in the pointshell frame, with its origin
in the center of mass. The torques Ti are then summed to
compute the total torque Ttot. This process is summarized in
(1) and (2):
Fi =V (x = Pi) ·ni→ Ftot = ∑
∀i|V (Pi)≥0
Fi (1)
Ti = Pi×Fi→ Ttot = ∑
∀i|V (Pi)≥0
Ti (2)
with
V (x = Pi) = max{〈ni,ei〉︸ ︷︷ ︸
(local)
+ v · s︸︷︷︸
(global)
,0}. (3)
The voxmap penetration function V (P) has two
components: global and local penetrations. The
force/penetration/contact information is used to compute the
appropriate (constrained) movement of the objects in the
scene, yielding the homogeneous transformation matrix of
each dynamic object corresponding to the next time step
(H′A in Figure 3-c). Since this haptic rendering algorithm is
penalty-based and we do not apply any kinematic restriction
to the real hand movement, Gauss’s least-constraint principle
is used to avoid finger-key overlap, similarly to the God-
Object method [24], [16]. Using this method, we correct
the homogeneous transformation matrix of each interaction
object (finger phalanges), defined as H′B in Figure 3-c.
The virtual scenario used for the user study consists of
a harmonium and a symbolic hand in which five cylindrical
structures denote the fingertips (see Figure 1 again as well as
the movie provided as supplemental material). The fingertip
movements are controlled using force control: q j = K · f j.
The finger flexion angle q j is evaluated using the estimated
finger force f j and a fixed stiffness K. The translational
motion of the virtual hand is enforced directly using the
magnetic tracking. We used a virtual model of a harmonium
loaded with Hammond Organ samples. The contact forces
between fingers and keys were used to set the the volume of
the corresponding notes in a preliminary round of tests.
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TABLE I
THE STATEMENTS ADMINISTERED TO THE SUBJECTS.
Questionnaires 1 and 2: general behaviour (after each game)
Q1 The behaviour of the virtual hand fully matched my expecta-
tions.
Q2 The interaction with the virtual hand in the remote environ-
ment was natural.
Q3 It was tiresome to work with the virtual hand.
Q4 I had the feeling that the virtual hand was my own hand.
Q5 The task was easy.
Q6 My performance improved along with time.
Q7 It was easy to control the single fingers.
Q8 It was easy to press with the required force.
Q9 I had the impression that there was a delay between the
movement of my hand and the virtual one.
Q10 I had the impression that my hand and the virtual one did not
match.
Questionnaire 3: fingers (at the end)
Q1-5 (for each finger) It was intuitive to control this finger (pinkie,
ring, middle, index and thumb).
Q6-10 (for each finger) This finger moved the way I wanted (pinkie,
ring, middle, index and thumb).
III. USER STUDY
A user study including 10 subjects (age 26.1± 3yrs, 1
woman and 9 men, all right-handed) was designed in order
to prove the usability of the system. Before the experiment,
each subject received a thorough oral and written description
of the experiment and signed an informed consent form. Ex-
periments with ultrasound imaging involving human subjects
were previously approved by the Ethical Committee of our
Institution.
A. Experiment Protocol
Each subject sat on a fixed chair (see Figure 1) in front of a
table on which a 46” monitor would display the virtual reality
environment. The US transducer was attached firmly to the
ventral side of the subject’s right forearm midway between
the elbow and the wrist after measuring the length of his/her
forearm. The magnetic tracking sensor was fixed on a velcro
strap wrapped around the forearm slightly down the forearm
with respect to the attachment of the US transducer. The
subject was then instructed to hold the hand on the table at a
height of a few centimeters, in order to press with the fingers
on the table as if hitting the keys of an imaginary keyboard.
Two pieces of tape on the table would denote the limits of
the virtual keyboard, that is, the limits of the required motion
range of the hand.
The subject was then instructed to follow a visual stimulus
on another monitor, a 3D hand model alone, which would
represent, in turn, the intended flexions of the five fingers;
this was done once for each finger at the two extremes of the
motion range. Soon after, a similar hand model would display
the finger forces estimated in both positions by the system.
If necessary, retraining was enforced in order to correct the
prediction. This procedure ensured that the prediction was
good at both extremes. (The procedure closely follows that
outlined in [33].) This procedure entails no usage of force
sensors — the ground truth for training is obtained by using
the values of the visual stimuli.
(a)
(b)
Fig. 4. (a) Game 1: The symbolic hand interacts with five keys of
the harmonium (C-D-E-F-G); hand movement is restricted to the direction
parallel to each key, so that each finger can reach only one key. (b) Game 2:
The symbolic hand interacts with two octaves of the harmonium (C-C-C).
The required finger/key combination is highlighted in green.
Two games were administered to each subject in increas-
ing order of difficulty. In the first game (Figure 4(a)), the
virtual hand was positioned so that its five fingers would lie
exactly on top of the first five notes of the keyboard (C-D-
E-F-G); motion parallel to the keys was allowed to enable
the thumb reach the C key. A random sequence of required
notes (C to G) and forces (ranging from 0 to 1 in arbitrary
units u) was established and the game would then start: the
key corresponding to the required note would be highlighted
in green and a coloured bar just above the keyboard would
show the required amount of force; the volume of the played
note was set in real-time according to the required force, in
order to give the subject an auditory cue as well as a visual
one. (A required note/finger/force will be from now called an
”attempt”.) Each attempt was considered successful once the
subject could hold the required note at the required volume
using the required finger for at least 650 milliseconds; a
tolerance range of ±0.2 arbitrary units was allowed for the
force. Immediately after, the next attempt would start. In
total, a randomised sequence of 49 attempts was required. In
order to train the ultrasound system, and to make the subject
acquainted with the procedure, a preliminary similar exercise
was administered, in which forces were set uniformly at
a value of 1; this exercise will be referred to as to the
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calibration phase for game 1. The second game was identical
to the first but this time the virtual hand could move across
the keyboard enabling the subject to play any note on the
two octaves (C-C-C) (Figure 4(b)); additionally, a particular
finger, highlighted in green as well, was needed to hit
the required key. In total, 74 note/key/force attempts were
requested. In this case too, a calibration phase preceded the
game. The calibration phases lasted on average 4’10” for the
first game and 5’35” for the second, needing on average 5
single-finger training repetitions.
B. Data Collection and Analysis
a) Objective Data: During both games, the forces
exerted by the subject, as estimated by the US system finger
by finger, as well as the virtual hand position, were recorded;
at the same time, for each step of the two games, the physical
interaction engine would record the required key/finger/force
combiantion, and the exact time at which the key was suc-
cessfully pressed. For each attempt this defines the reaction
time (RT) as the time difference between two attempts. Out
of the RTs for each game we only considered the lower
85% percentile in order to avoid outliers; besides that, a few
attempts (less than 1% of the total) were eliminated since
the subject could not make it within a reasonable amount of
time.
b) Subjective Data: After the first and second game,
and at the end of the experiment, questionnaires were admin-
istered to each subject. Each statement in the questionnaires
was to be judged with a Likert linear scale value [20] ranging
from 1 (complete disagreement) to 7 (complete agreement).
The statements regarded the easiness of control of the virtual
hand and single fingers, both as far as the required position
and force were concerned; moreover, we asked the subjects
how tiresome each game was and if they could clearly notice
whether they would get better as the game progressed.
Questionnaires 1 and 2 (identical copies) were adminis-
tered in turn after the first and second game, in order to
check whether the subjective judgment would change as the
difficulty of the exercise increased; these two questionnaires
dealt with the general behaviour of the system with respect
to hand control, feeling of immersion, learning, etc. The
third questionnaire evaluated the perceived feeling of control
for each single finger. Table I shows the statements on the
questionnaires.
IV. RESULTS
A. Reaction times and learning trend
The RTs obtained during both games are displayed for a
typical subject in Figure 5-a, and for all subjects in Figure
5-b. Consider panel (a): the RTs for the first game are 3.35±
1.03 s (mean value plus/minus one standard deviation), while
for the second game they are 5.40±1.50 s. The mean values
are stastically different from each other (Student’s two-tailed
t-test p-value smaller than 0.01) as it is to be reasonably
expected. An exponential fit of the two datasets (eαx+β )
yields α = −0.0071 for the first game and α = −0.0027
for the second, confirming the existence of a learning trend.
(a)
(b)
Fig. 5. Reaction times for each game. (a) Detail for a typical subject (red
curve: exponential fit); (b) Results for all subjects and for each game.
Consider now panel (b): a similar evaluation for all subjects
reveals that in general the RTs for game 1 are lower then
those for game 2 (mean values 3.92s and 5.25s), with a
statistically significant difference for 7 subjects out of 10 (3,
5 and 10 being the exceptions). A negative α coefficient is
present in 8 out of 10 cases for the first game, and in 7 out of
10 cases for the second game. No other significant statistical
deviations are detected. This confirms that in general, the
second game was harder to complete than the first and that
a learning trend occurred.
B. Correlation with Other Factors
Surprisingly, weak or no correlation exists between the
RTs and, in turn, the required finger (maximum Pearson
correlation coefficient over all subjects 0.42 for the first
game, 0.31 for the second), the required note (0.25 and
0.28), and the required force (0.42 and 0.31). Moreover,
there is weak or no correlation also between the RT and the
distance between the last and the current required note (0.40
and 0.30), which sounds counterintuitive, since the subject’s
hand must physically travel from the previous position to the
current one to accomplish the attempt.
These results indicate that the learning has happened
uniformly, irrespective of any other parameter required of
each subject.
C. Subjective Evaluation
Figure 6 shows the results of the subjective evaluation.
Consider the left panel: first and foremost, note that there
is no statistically significant difference between the values
related to game 1 and game 2 (Student’s two-tailed t-test p-
value larger than 0.05 for all 10 questions). This indicates
that, notwithstanding the increased difficulty of game 2 with
respect to game 1, no difference in the general behaviour
of the system was noticed. As far as single questions are
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Fig. 6. Subjective evaluation of the games, for all subjects, question by question. (left) General perceived behaviour of the system, after game 1 and game
2; (right) Intuitiveness and and easiness of control at the end of the experiment. Mean values of the answers (1-7 Likert scale) plus/minus one standard
error of the mean.
concerned, notice that the evaluation is high (around 5)
for Q1 (coherent behaviour of the hand) and Q2 (natural
interaction with the environment). The task was found to
be rather not tiresome (Q3, average value around 3), and it
was easy to control the system (Q5), the single fingers (Q7)
and the required force (Q8). A control question, regarding
the discrepancy between the subject’s hand and the virtual
hand received, coherently, a rather low score (Q10, average
around 2). It must be noted that some delay was perceived
between the movements of the real and virtual hand (Q9,
average value around 4); in fact the feeling of immersion
was not rated very high (Q4, average value lower than 4).
Lastly, notice that a learning effect was correctly uniformly
perceived (Q6, average value of about 5.5).
In the right panel, the subjective evaluation for single
fingers is displayed. All fingers were on average equally
perceived as intuitive and easy to control, with a slight
preference for the middle and index fingers with respect
to the others. No stastically significant difference between
the responses for the same question in the two games was
observed (Student’s t-test p-value always greater than 0.05).
V. CONCLUSION AND FUTURE WORK
In this paper we have described and practically demon-
strated an application of a human-machine interface based
upon medical ultrasound imaging. Ultrasound images are
used in real-time to estimate finger forces of a human hand.
This estimation, together with the hand position tracked with
a standard magnetic tracking device, is then used to control
a multifingered virtual hand playing a virtual harmonium.
The virtual harmonium allows to dynamically play two
full octaves with any of the five fingers. The system is
tightly integrated so that a fine control over the finger forces
and hand positon is enforced, enabling non-expert human
subjects to play this instrument without wearing any sensors
on the hand. A user study involving ten human subjects
reveals that the interface is easy to use, quickly calibrated and
intuitive; the integrated system provides realistic control of
the virtual hand, leading to an exciting experience. A learning
effect is present in the user study, confirmed both numerically
and subjectively; the learning happens irrespective of the
required finger to use, the required force to apply and the
required note to be played.
The system hereby presented enables fine control over
single finger forces using a device which is attached to the
proximal section of the forearm. Given that fine residual
muscular activity is left in an amputee’s stump even decades
after the operation [4], [35], we claim that its most interesting
application in the mid-term is to employ it with disabled
subjects who suffer from neuropathic pain (hand amputees
with phantom-limb pain, patients of Complex Regional Pain
Syndrome, etc.). In fact, playing a virtual instrument with the
missing/impaired limb can be seen as an exciting experience,
in which the defective sensorimotor loop is to some extent
restored, actually in a deeper way than what happens in
mirror therapy [28], [7], which has been proven to be
effective in countering such disabling conditions.
Future work includes a study of the interaction of the
different fingers in order to be able to detect multi-fingered
forces. The system is as well being optimised to reduce the
delay between the action of the subject and the response of
the VR environment. One current limitation of the system
is that it is very sensitive to wrist rotation, which limits the
applicability to tasks which happen on a planar range; in
order to counter this problem, we are studying an optimised
training strategy, as well as the usage of image transformation
techniques such as, e.g., the optical flow detection.
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