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Blind Source Separation (BSS) is a technique that can separate and extract 
individual signals from a bundle of observed mixtures without knowledge about 
the source signals nor the mixing channel. It is an important task for speech en-
hancement under noisy environments. There exist several BSS algorithms using 
different approaches such as Higher-Order-Statistics (HOS), which makes use 
of the second and fourth-order moments of the source signals, and Independent 
Component Analysis (ICA), which assumes the independency of source signals. 
In this M. Phil, thesis, we aim to develop an efficient method for extracting 
the separating matrix of the BSS system thereby obtaining the desired sig-
nals individually. We are particularly interested in separating different speech 
sources that might be picked up by a microphone array. By assuming the input 
speech signals to be statistically independent, we can separate the signals out 
of the mixtures by minimizing the Kullback-Leibler (K-L) divergence between 
the joint pdf of the output signals and pdf model of the sources. The separating 
matrix is adapted iteratively by using the Natural Gradient method to mini-
mize the K-L divergence, and this is commonly referred to as the Information 
Maximization (Infomax) algorithm. 
We have examined the Infomax approach for speech source separation thor-
oughly in the frequency domain rather than in the time domain. This is because 
the convolutive speech mixtures in a reverberation room environment become 
iii 
instantaneous mixtures in the frequency domain, which makes the implemen-
tation much easier. In order to enhance the Infomax separation performance, 
subband-based adaptation is proposed so that it can handle the case of a longer 
reverberation. In addition, an energy weighting process is proposed to whiten 
the signal frequency spectra which can further enhance the separation perfor-
mance. 
Extensive simulations have been conducted to validate the efficaciousness 
of the existing Infomax techniques and the proposed subband-based Infomax 
approach. In our experiments, the small room acoustics environment is modelled 
by the Image Method. Simulation results show that the interferer energy can be 
greatly reduced by the proposed subband-based Infomax BSS system. It also 
shows that the energy weighting process significantly improves the separation 
performance in terms of the de-noise and de-reverberation indices as well as 
the recognition accuracy of the separated speech outputs by a standard HMM 
based recognizer. 
From the simulation results, the proposed subband-based Infomax with en-
ergy weighting outperforms the conventional Infomax in both short and long 
reverberation cases. The improvement is noticeable especially for the separa-
tion of convolutive mixtures of two speech sounds. As a result, by making 
use of the proposed subband-based Infomax approach, the desired speech can 












用自然梯度（Natural Gradient)的自適應演算法來使K-L Divergence 
達到最小化，來達到從混合信號中分離出感興趣的信源信號的目的。這種 
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In many transmission and communication systems, signals, wanted or unwanted, 
will always interfere with each other in a noisy environment. The observations 
at the sensors or receivers are therefore mixtures of the desired signal together 
with interferences as well as noises. As a result, signal separation is necessary to 
separate or extract the desired signal from the noisy observations before further 
processing can be carried out. If the properties of the different signal sources 
and/or the channel characteristics are known a priori, the problem could be 
solved relatively easily. However, those properties are usually unknown and 
cannot be obtained readily. This is why blind signal separation (BSS) tech-
nique is needed, where "blind" refers to the condition that neither the channel 
characteristics nor the signal statistics are available. BSS can be formulated as 
the problem of separating or estimating the waveforms of the original sources 
from an array of sensors without knowing the characteristics of the transmission 
channels. 
BSS has received wide attention in various fields recently, such as biomedi-
cal signal processing (EEG, ECG), data mining, speech and image recognition 
and enhancement, and wireless communications [l]-[2]. Biomedical applications 
include the extraction of fetal heartbeat from maternal skin electrode measure-
ments [3]. Acoustic examples include the "cocktail party" problem, where the 
signals received from several microphones in a sound field is produced by sev-
eral speakers. The required task to pick up or track a particular speech sound 
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by performing BSS on the received speech mixtures [4]-[6]. While in a sonar 
problem, it is of practical value to separate the signals from several sources in 
an underwater sound field from the engine noises of different vessels [7]. Fur-
thermore, in a multiuser communication environment, it is desirable to extract 
the signal of a particular channel from the spectrally-overlapped interferences 
from adjacent channels and the additive terrestrial noises [8]. 
Due to its widespread practical applications, it is important to develop effi-
cient and effective methods in solving the signal separation problems blindly. A 
BSS problem can actually be formulated from a multiple-input-multiple-output 
(MIMO) system. In a MIMO system, the multiple input signals are generated 
from a number of independent sources and are mixed together through a nonlin-
ear system. Assume that there are N independent sources present, and they are 
collected by M sensors, where N < M. The received signals, Xp{n), 1 < p < M, 
at the sensors should be the summation of the signals that have undergone the 
channel impulse response between each pair of source and sensor and can be 
expressed mathematically in the following form 
N K-1 
咖 = 0 (1.1) 
q=l i=0 
where Sq{n) is the g认 source signal, apq{i) is the amplitude of the i认 multipath 
from the q^^ source to the p认 receiver and K is the channel length of the room 
impulse response, i.e. the number of multipaths between each pair of source 
and sensor. (1.1) can be reformulated in a matrix form: 
N 
= (1-2) 
where a.pg = [apg(O)，apg(l)’... , apg(K — 1)] is the channel impulse response 
between the q^ ^ source and the p仇 sensor. 
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Instantaneous Vs Convolutive Mixtures 
If the channel length K equals to one, each observed mixture reduces to a linear 
combination of the scaled versions of the source signals. They are so-called the 
instantaneous mixtures, since they do not encounter any delays. On the other 
hand, if the channel length K is greater than one, the observations will become a 
linear combination of scaled and delayed versions of the source signals. They are 
then called the convolutive mixtures, which involves convolution in the mixing 
process. 
The separation of instantaneous mixtures is easy and has been solved suc-
cessfully for many years by different researchers using second-order-statistics 
(SOS) method [9]-[ll]. However, the separation process will become much more 
complicated for the convolutive mixtures case, and high-order-statistics (HOS) 
are usually required for the separation task [12]. One of the disadvantages of 
HOS method is its exceptional computational complexity, not to mention its 
difficulty in implementation. 
Sub-Gaussian Vs Super-Gaussian Signals 
In general, the source signals can be classified into three different types according 
to their statistical properties, namely Gaussian signal, sub-Gaussian signal and 
super-Gaussian signal [13]. A Gaussian signal has a zero kurtosis, where kurtosis 
is the normalized fourth-order moment and defined as: 
= - 3 (L3) 
A sub-Gaussian signal has a negative kurtosis whereas a super-Gaussian sig-
nal has a positive kurtosis. Super-Gaussian distributions have heavier tails than 
the Gaussian distribution, for example, gamma distribution and speech signal 
whose distributions always have a peak in the center and a long tail, whereas 
sub-Gaussian distributions have lighter tails, for example uniform distributions. 
The definitions of the above signal distributions are important for BSS, since 
most of the BSS methods are developed by using the signal probability proper-
ties. 
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1.1 Blind Signal Separation (BSS) Methods 
In solving BSS problem, instead of estimating the source signals directly, it 
is usually more convenient to find a separation system, which is an inverse of 
the mixing or MIMO system, and then estimate the source signals by applying 
a suitable optimization procedure. If the signals are simultaneously linearly 
filtered and mutually mixed, it is desired to process the observations such that 
the original source signals are extracted by neural networks [4]. These processes 
are known as Independent Component Analysis (ICA), blind source separation 
(BSS), and blind extraction of source (BES) or multichannel blind deconvolution 
(MBD) [1]，[2],[9]. 
The extraction is based on the separated outputs as well as some a priori 
knowledge on the source signals. In addition, the estimation of the separating 
matrix is required to be adaptive, such that it can handle the non-stationary 
environment. However, the effectiveness of this method is somewhat restricted, 
the estimated outputs are often not exactly the same as the source signal wave-
forms, as they are either the distorted or filtered versions of the source signals. 
Recently, a number of efficient adaptive on-line learning algorithms of the 
separating system have been developed for ICA, BSS and MBD [1],[2]. Although 
their underlying principles and approaches are different, many of the techniques 
have similar form. By assuming the statistical independency between source sig-
nals and making use of the separated outputs, an appropriate lost/cost function 
can be formulated such that the global minimization or maximization of this 
function guarantees the correct separation or deconvolution. The block diagram 
of the on-line learning BSS algorithm is shown in Fig. 1.1. 
The cost function is generally based on entropy, mutual independence, high-
order decorrelations or divergence between the joint distribution of separated 
outputs and some models. Some researchers aim to achieve BSS by just using 
the second-order-statistics (SOS) of the signals, i.e. the decorrelation method 
[10],[14]. Although the computation efficiency is higher, its performance in 
convolutive mixing system is found to be not so good. As a result, HOS is pre-
ferred and widely used for source separation instead, such as the work reported 
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for blind extraction of sources (BES) [9]. 
BES aims to extract the signal one by one from the instantaneous mixtures 
by using the normalized kurtosis as the cost function when the number of sen-
sors is equal to or greater than the number of sources. However, this may lead 
to serious propagation errors, as the estimation errors occurred in the first stage 
will propagate to the next estimation stage and so on. Therefore, one of the 
commonly used and effective BSS algorithms, Information Maximization (Info-
max) is introduced [4]-[5]’ [11]，[15]. It intends to make the separated outputs as 
statistically independent as possible, by minimizing the Kullback-Leibler (K-L) 
divergence between the joint probability distribution function (pdf) of the sep-
arated outputs and the pdf model of the sources. K-L divergence is a natural 
measure of deviation between two probability distribution functions [1],[16]. In-
fomax is easy to implement and can achieve a high convergence rate if suitable 
gradient descent algorithm is being chosen. 
Source _ [ k Mixing J iv Separating _ k Separated 
Signals ~[K Channel ^ k^ Channel Outputs 
[ Pjlixtures � 
Unknown 'n p 
Cost 
Function 
Figure 1.1: Block Diagram of Blind Signal Separation Algorithm 
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1.2 Objectives of the Thesis 
In this thesis, we are interested to resolve the blind speech separation problem 
under a "cocktail party" scenario. A simple two-input-two-output system is 
assumed, where the configuration is shown in Fig. 1.2. In this case, the room 
acoustics characteristics, i.e. the channel impulse responses between speakers 
and sensors, are totally unknown. On the other hand, the speech properties of 
the two speakers are also varying with time and therefore not known a priori. 
The objective here is to estimate a separating channel, which is an inverse of the 
mixing system, such that the speech sounds can be extracted independently. 
r •； \ 
咖 41 ^：、咖 
I Z a j 2 \ ! � 
Mixing Channel A(z) 
Figure 1.2: A Two-Input-Two-Output Mixing System 
As mentioned earlier, most of the existing BSS algorithms are capable to 
combat the problem of instantaneous mixtures, so we shall concentrate on tack-
ling the difficulty of convolutive mixtures in this thesis, which will find more 
practical applications in the real world. We are particularly interested to see 
how BSS methods can be used to enhance the speech recognition accuracy of 
the received signal. It should be noted that blind separation of convolutive 
speech mixtures is equivalent to blind speech separation in a reverberant room 
environment and thus the reverberation effect plays an important role. 
6 
Chapter 1. Introduction 
The Infomax approach in the frequency domain will be studied extensively 
in this thesis because it is possible to convert a convolutive mixture in the 
time domain into an instantaneous mixture in the frequency domain, which 
makes the adaptation easier and faster. Although a number of literature has 
been published recently for solving the speech separation problem in a rever-
berant environment [17],[18], their de-noise and de-reverberation performances 
are unsatisfactory for certain scenarios, for example in a long reverberation 
room environment. Therefore, we shall examine the reverberation effects on 
speech recognition accuracy in addition to solving the BSS problem of convo-
lutive speech mixtures and enhancing the separation performance of the BSS 
techniques. A frequency-subband based approach is proposed together with a 
spectral energy weighting function, which can not only handle a longer rever-
beration environment, but also offer better speech enhancement results in terms 
of de-noising and de-reverberation. 
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1.3 Thesis Outline 
Firstly, before detailed examination of the Information Maximization method, 
the concept of blind adaptive frequency-shift (BA-FRESH) filter will be in-
troduced in Chapter 2. BA-FRESH filter is one of the BSS techniques which 
targets to separate the desired signal from spectrally overlapped interferences 
with the presence of additive background noise. Its performance will be eval-
uated by simulation results on both separation of communication signals and 
speech signals. 
Since our focus is in reverberant speech separation, the reverberation ef-
fect imposed on speech will be studied thoroughly in Chapter 3. Extensive 
simulations have been conducted to investigate the effect of reverberation in 
speech recognition of the received signal from the sensors. In Chapter 4, the 
commonly used information-theoretic BSS technique, Information Maximiza-
tion (Infomax), will be introduced, together with its relationship with ICA and 
Maximum Likelihood (ML). It will be found that Infomax works very well for 
separation of instantaneous sub-Gaussian signals. 
The underlying principle and implementation technique of Infomax in the 
frequency domain will be briefly described in Chapter 5. In addition, the 
frequency-subband based Infomax approach with spectral energy weighting will 
be proposed and explained. Its purpose, operation theory, implementation tech-
niques and limitations will also be explained in this chapter. A set of simulation 
experiments has been designed to validate the effectiveness of the proposed sub-
band approach on speech separation under different reverberant scenarios. The 
simulation results and performance analysis will be given in Chapter 6. Finally, 
conclusions will be made and future research directions are suggested. 
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Blind Adaptive Frequency-Shift 
(BA-FRESH) Filter 
Blind signal separation aims to separate the desired signal from mixtures of 
signal, interference and noise, without a priori knowledge of channel response 
and signal properties. In this chapter, one of the BSS methods, blind adaptive 
frequency-shift (BA-FRESH) filter will be introduced. It makes use of the cy-
clostationary properties to separate spectrally overlapped signals in a multiuser 
communication environment [19 . 
The cyclostationary properties of different signals can be employed to de-
sign a frequency-shift (FRESH) filter to separate the spectrally overlapped sig-
nals. However, for most practical applications, the blind adaptive FRESH (BA-
FRESH) filter is preferred because information of the desired signal is usually 
not available [20]. It has been shown that the BA-FRESH filter is able to 
converge asymptotically to the optimum Wiener solution, however, the com-
putational requirement is also substantial. On the other hand, it is easy to 
verify that the expression of the optimum BA-FRESH filter is consistent with 
that of the generalized sidelobe canceler (GSC) which has been widely studied 
in array signal processing [21]. By making use of this result, we reformulate 
the BA-FRESH filter into the mean-square error (MSE) domain that leads to 
a reduced-rank implementation of the BA-FRESH filter based on the subspace 
method. 
9 
Chapter 2. Blind Adaptive Frequency-Shift (BA-FRESH) Filter 
In Section 2.1, we will study the cyclostationarity properties. Then, the 
formulation of FRESH, BA-FRESH and reduced-rank BA-FRESH will be fol-
lowed. Finally, in Section 2.5, we will test its performance in separation of 
communication signals and speech sounds. 
2.1 Cyclostationarity Properties 
A stochastic signal x{t) is said to be cyclostationary in the wide sense if its 
mean and autocorrelation are periodic with some period T, i.e. 
E{xm=fjJfi = fi“t + T) (2 1) 
丑 { a ^ l � 3：2(力)} = Rxx{tut2) = Rxx{tl + Vti, t2 ‘ 
Let and 丑二(亡 i ,力2) be the Fourier expansion of fix(f) and 2^) at 
frequency a respectively, and are referred to as the cyclic mean and cyclic 
autocorrelation function of x{t) respectively. For a real discrete cyclostationary 
process x{n), the cyclic mean and cyclic autocorrelation functions are given by: 
= lim < " “ n ) e - ^ " " � w 
N-*oo 
1 N 
= j i m ^ V E 五 W 劝 顺 (2.2) 
n二 1 
K M = Jim <i?n(n，/c)e-"^.2漏〉" 
1 N =^ irn^  ^  E + 咖 ( 2 . 3 ) 
n=l 
where < . > n denotes time average over N samples. The set of a for which 
RxxW ^ 0 is called the cycle spectrum, and a is called the cycle frequency. 
It follows that a process is cyclostationary in the wide sense if and only if 
there exists nonzero correlation between some frequency-shifted versions of the 
process. R^xi^) is typically non-zero for banded signals, with a equal to the 
baud rate and its harmonics. And, for carrier-modulated signals, a is known to 
be twice of the carrier frequency, possibly plus or minus the baud rate and its 
harmonics. 
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A wide sense cyclostationary process is cycloergodic in mean if 
= < 询a" (2.4) 
And, it is cycloergodic in autocorrelation if 
kaXK N) =< x{n + (2.5) 
In the following sections, all the signals are assumed to be real, cycloergodic 
in mean and in autocorrelation, and are independent from sample to sample. In 
addition, we assume that the cycle frequencies of the desired signals are different 
from those of the interferences. 
2.2 Frequency-Shift (FRESH) Filter 
In the frequency domain, it is clear that signals can be separated from noise or 
interferences simply by filtering if their spectral contents lie in different bands. 
But another way to understand how a filter discriminates against corruption 
is to observe that if a signal is correlated with a time-shifted version of itself 
(i.e. cyclostationary properties), then, by adding a weighted version of the 
time-shifted signal to the original signal, the signal strength can be increased 
or decreased depending on the weights used. By choosing appropriate delays 
and weights, a signal can thus be enhanced while an interfering signal or noise 
can be suppressed. So, by making use of the cyclostationary properties of 
signals, a frequency-shift (FRESH) filter can be designed to reduce the spectrally 
overlapped interfering signals or noise. 
Given a real input x{n), the output of a FRESH filter [19] is governed by 
y{n) = Y^ hm{n) (8) [ : r (n )e ) . 2肌= h"x (n ) (2.6) 
m 
where (g) denotes the convolution operation, am is the cycle frequency parameter, 
H represents the Hermitian conjugate of a vector or a matrix, h is the impulse 
response of the FRESH filter with length L, and x(n) is an ML order vector 
whose components contain the frequency-shifted version of x{n). Here x{n) is 
11 
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Figure 2.1: Block Diagram of the FRESH Filter 
assumed to consist of the desired signal s(n), the interfering signal i(n) which 
is spectrally overlapped with s(n) and the white gaussian noise v(n). The 
structure of a FRESH filter is shown in Fig. 2.1. Similar to [20], we construct a 
reference signal d(n) = 冗for a �+ a爪’ m = 1,..., M. Of course, this 
reference signal also contains interferences that are spectrally overlapped with 
the desired signal plus background noise. 
2.3 Blind Adaptive FRESH Filter 
As signal information would not be always available in real world, we will blindly 
adapt the FRESH filter with priori knowledge of only its modulation type, 
carrier frequency and baud rate, it is so called a blind adaptive FRESH (BA-
FRESH) filter. Our goal is to adjust the coefficients of h so as to reduce 
the interferences embedded in d(n) to a minimum. This can be attained by 
minimizing the mean-square error (MSE) between d(n) and y(n) which is given 
by 
- y(n)|2} = 2h^r + h^Rh (2.7) 
where al = £;{|c/(n)|2}, r =丑{x(n)cf (n)} and R = E{x(n)x丹(n)}. 
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It is straightforward to find the optimum coefficient vector to be equal to 
Kpi = R - ' r (2.8) 
Substituting (2.8) into (2.7) yields the minimum MSE (MMSE): 
ML I // |2 
MMSE = <JI- r^Rr = - ^ (2.9) 
where A^  and v^  are the i仇 eigenvalue and its corresponding eigenvector of R 
respectively. Prom the standpoint of subspace analysis, the filtering process is 
the same as projecting the received data vector x(n) onto the signal subspace 
whose dimension, say D, is in general much smaller than that of the received data 
vector, i.e. D �M L This leads to the proposed reduced-rank BA-FRESH 
(RR BA-FRESH) filter. 
J Freq. Shift ^ ^ 
^ 
Freq. Shift x.{n) + 
‘ • \ 八 
Freq. Shift \ 一 
一 — 仅 2 — 、 
. [ y y i n ) 
^ L / 
_ ^ Freq. Shift / 
~~ZZI  
Figure 2.2: Block Diagram of the BA-FRESH Filter 
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2.4 Reduced-Rank BA-FRESH Filter 
The reduction of rank for BA-FRESH filter can be achieved by using subspace 
method. In subspace analysis, the basic vectors that span the desired signal 
subspace can be obtained by using the principal component analysis (PCA) 
22] or the cross-spectral (CSP) metric [23] method. 
2.4.1 CSP Method 
To minimize (2.9), the CSP method chooses the D eigenvectors to associate 
with the largest D values of the |vfrp/Ai. Thus, a different choice of these 
eigenvalues will minimize the mean-square error as a function of rank. It is 
desirable that the steady-state performance of the reduced-rank BA-FRESH 
be as close as possible to the optimal BA-FRESH filter for each value of the 
rank. Although the CSP method is the optimal eigen-based subspace selection 
rule of Gaussian signals in an information-theoretic sense, it requires a huge 
computational complexity to search for the full eigen-subspace in order that the 
cross-spectral components can be determined. 
2.4.2 PCA Method 
On the other hand, the PCA method only uses those eigenvectors corresponding 
to the first D largest eigenvalues of R to form the rank D signal subspace. The 
computational complexity of this method can be greatly reduced and it can be 
easily implemented by fast PCA algorithms [24 . 
2.4.3 Appropriate Choice of Rank 
Since the eigenvectors with the first D largest eigenvalues form the rank D signal 
subspace, the performance of BA-FRESH filtering also depends on the rank. 
Thus, D should be carefully chosen. In [25], Liavas proposed an effective method 
of using the Akaike's information theoretic criterion (AIC) and the minimum 
description length (MDL) criterion, which are based on the maximum likelihood 
estimates and the number of adjustable parameters in the model, to determine 
14 
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the dimension of the signal subspace in achieving blind channel identification. 
In our work, we propose a simpler and straightforward method to select the 
signal subspace dimension. 
We use the eigenvalue spread as an indicator to select a suitable D. Without 
A A A 
loss of generality, let Ai > A2 > ... > XML be the normalized eigenvalues in 
decreasing order with Ai = 1. The eigenvalue spread is given by, 
A5 = 1 - XML (2.10) 
The first D eigenvectors will be used if the (D + 1)仇 normalized eigenvalue is 
decreased to less than one-fourth of the D^^  eigenvalue or smaller than 20% of 
the eigenvalue spread. That is 
Ad+1 < 0.25AD or Xn+i < O.2A5 (2.11) 
In order to ensure signal information is adequately represented while the 
computational cost remains affordable, we apply the constraint that 3 < D < 
ML/^. Under these criteria, the subspace-based reduced-rank BA-FRESH filter 
almost always gives a better performance with lower computational complexity 
than that of using an arbitrary fixed rank D, which very often led to under or 
over modelling. 
Let YD denote the transformation matrix whose columns consist of the D 
eigenvectors obtained by the CSP or PCA method. Then, let the transformed 
data vector be 
x(n) = Vgx(n ) (2.12) 
such that 
y{n) = h^x(n) (2.13) 
where h denotes the D-dimensional coefficient vector of the reduced-rank BA-
FRESH filter and it is given by 
h = R " ' f (2.14) 
where R = VgRV^, and f = Vgr . Fig. 2.3 illustrates the block diagram 
of the proposed reduced-rank BA-FRESH filter. Clearly, the computational 
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requirement of h is greatly reduced when compared to the conventional BA-
FRESH filter h due to the condition that D�ML. Furthermore, a lower-
rank filter will converge faster because the adaptation characteristic of the least 
squares class of adaptive algorithm is a function of the filter order [20 . 
J Freq. Shift d ^ 
_ _ A 
Freq. Shift ；c,(«) � + 
,一 n “1 计•） 
' ^ \ 八 一 
Freq. Shift x i^n) x^ in) � \ 一 
— — \ — K — ^ 
• f ~ yyin) 
^ ^ • N / 
Freq. Shift � / 
“ — Vd 一 h M � 
^ I Z  
Figure 2.3: Block Diagram of the Proposed Reduced-Rank BA-FRESH Filter 
2.5 Signal Extraction of Spectrally Overlapped 
Signals 
Hereunder, we examine the performance of the proposed reduced-rank BA-
FRESH filter in comparison with the conventional BA-FRESH filter. We gen-
erated the desired signal and the interfering signal from [20], which are both 
BPSK signals, with 
OO 
sinTs) = Y^ bkpinTs - /cTw) cos(27r/inT,) (2.15) 
k——oo 
and OO 
i{nTs) = PkP{nT,—讯2) cos{2nf2nT,) (2.16) 
/c= —OO 
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where T51 and Tb2 denote the baud periods, j\ and /之 denote the carrier frequen-
cies of s(nTs) and i{nTs) respectively, and 7； is the sampling period, {bk} and 
{Pk} are stationary random binary sequences. The pulse shaping filter p{nTs) 
is the raised cosine filter with a 100% rolloflP factor. 
In the following two simulations, the baud rates of both the desired and 
interfering signals are equally set as 2kHz. The carrier frequency of the desired 
signal is fixed at = lOkHz, whereas the carrier frequency of the interference 
/2 changes from llkHz to 14kHz, which produced a spectral overlap of the two 
signals, that is clearly shown in Fig. 2.4. Both the input signal-to-interference 
ratio (SIR) and the signal-to-noise ratio (SNR) are OdB. The cycle frequencies 
are set as ai = 20kHz and = OHz. The filter order is fixed at ML = 
30. A total of 50 independent simulations of problem were performed for each 
simulation. 
2.5.1 Simulation 1: A Fixed Rank 
Fig. 2.4 shows the normalized power spectral density (PSD) of the received sig-
nal and the filtered signal for D is arbitrarily chosen to be 3. It can be observed 
that the spectrum of the desired signal can be separated from the received data 
with spectrally overlapped interference plus Gaussian white noise by using the 
reduced-rank BA-FRESH filter. It can also be seen that the proposed PCA-
based reduced-rank BA-FRESH filter outperforms the full-rank BA-FRESH fil-
ter (i.e. the signal subspace rank is chosen to be the filter order ML, no rank 
reduction) and the CSP-based one. 
However, there is an undesirable peak occuring in the low frequency band 
which has an amplitude comparable to the desired signal. This undesirable 
effect is probably due to an inappropriate choice of rank. If a larger D is 
chosen, noise would be wrongly projected to the signal subspace. On the other 
hand, if a smaller D is used, part of the signal would not be represented. So, 
spurious peaks may appear in the signal spectrum as shown in Fig. 2.4. Thus, 
an adaptive method for choosing rank D is needed as described in Section 2.4.3. 
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Figure 2.4: Normalized PSD with Different Spectral Overlaps between Desired 
and Interfering Signals using a Fixed Rank (D = 3) 
2.5.2 Simulation 2: A Variable Rank 
In simulation 2, we use (2.11) to choose the rank of the signal subspace D. 
The updating process of D is done from frame to frame adaptively with frame 
length equal to 30 time samples, i.e. the filter order. Prom Fig. 2.5，we found 
that the reduced-rank BA-FRESH filter with proposed rank selection method 
can reduce the interfering signal energy effectively even when the interferer is 
spectrally close to the desired signal, with a difference of IkHz only. And, the 
proposed PCA-based reduced-rank BA-FRESH filter still outperforms the full-
rank BA-FRESH filter and the CSP-based one for different spectrally overlapped 
interfering signals. When comparing with the one using a fixed rank in Section 
2.5.1’ the improvement is significant. 
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By applying (2.11), a smaller signal subspace rank D is used when the 
interfere! is closer to the signal, since the eigenvalue spread is greater. Thus, 
the unwanted peaks in the low frequency ranges can be greatly reduced in this 
case. 
The results show that in a multiuser environment, the energy of the inter-
fering signal is mainly contained within the PCA subspace which enables us 
to implement effectively the reduced-rank BA-FRESH filter. Unlike the CSP 
method, the PCA method only requires the calculation of the first D princi-
pal eigenvectors of R. Furthermore, many fast PCA algorithms are available. 
Therefore, the PCA-based reduced-rank BA-FRESH filter is preferred for prac-
tical applications due to its computational simplicity. 
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Figure 2.5: Normalized PSD with Different Spectral Overlaps between Desired 
and Interfering Signals using a Variable Rank D 
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2.6 Signal Separation of Speech Signals 
Lastly, we will examine the BA-FRESH filter performance in separation of 
speech signals. A female utterance with a pitch approximately equal to 215Hz 
is mixed with a male utterance with a pitch of about llOHz plus white Gaussian 
noise. The signals both have a length of 0.2s, and the signal-to-interference and 
signal-to-noise ratios are both set to OdB and the signal waveform are plotted 
in Fig. 2.6. 
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Figure 2.6: Desired Speech, Interfering Speech and Mixture Waveforms 
We try to separate the desired speech from the noise and interfering speech 
by BA-FRESH and RR BA-FRESH filters. As we know, for a vowel in an 
utterance, the signal is periodic within a pitch period, due to the vocal tract 
vibrations. Thus a voiced signal in a way does possess the cyclcostationay 
property. For simplicity, we let the cycle frequency ai to be the pitch period 
of the desired speech, i.e. 215Hz, and is set to OHz. By using the above 
settings, the normalized power spectral density of the filter output is given in 
Fig. 2.7. 
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We found that BA-FRESH and RR BA-FRESH filters can suppress the 
noise, but not the interfering speech. It may be due to the improper choice of 
cycle frequencies of speech signals. As speech is a short-time stationary signal, 
its cycle frequencies vary from time to time (context dependent) and person 
to person (speaker dependent), which are difficult to be extracted or estimated 
accurately during processing. In addition, for speech signal, we cannot assume 
independency between samples, which violates the assumption we made in the 
problem formulation of the BA-FRESH filter. Finally, since all speech occupies 
the whole baseband audio spectrum, we cannot ensure that the desired speech 
energy is mainly contained within the PCA subspace whereas the interfering 
signal is not. This makes the subspace filtering process impossible, and therefore 
fails to work properly for separation of speech signals. 
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Figure 2.7: Normalized PSD of Speech filtered by BA-FRESH Filter 
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2.7 Chapter Summary 
In this chapter, a reduced-rank blind adaptive frequency-shift (BA-FRESH) 
filter has been proposed. The PCA-based implementation of the BA-FRESH 
filter is able to separate effectively the desired signal from spectrally overlapped 
interfering signal and noise. An adaptive method to select an appropriate rank 
D signal subspace is introduced. It is based on the normalized eigenvalue spread 
of the signal covariance matrix and simulation results show that the performance 
is greatly improved than that of using an arbitrarily chosen fixed rank. The 
fast convergence and computational simplicity of the PCA algorithms can be 
employed to implement the reduced-rank BA-FRESH filter, and it is expected to 
find practical applications in multiuser communication environment since many 
man-made signals encountered in communications, such as telemetry, radar, 
and sonar systems are cyclostationary. 
However, we found that BA-FRESH filter cannot separate a mixture of 
different speech signals successfully although speech is known to be cyclosta-
tionary. It is because of its dependency between samples and the unavailability 
of a consistent cycle frequency for a particular speaker of a particular sound. 
In addition, the occupation of the entire frequency spectrum by speech leads 
to the failure of the subspace method. So, in the rest of this thesis, we will 
focus on using independent component analysis (ICA) based method to solve 
the blind signal separation problem, in which it is much applicable to speech 





As described in Chapter 1, the propagation of speech sound in room environment 
is not instantaneous, and there will be differences in the times of arrival between 
the sources in the mixtures. The acoustic environment imposes different impulse 
responses between each source speech and microphone. This kind of situation 
can be modelled as convolutive mixtures. Before we deal with the BSS problem 
on convolutive speech mixtures in room environment, we try to investigate the 
effects of reverberation in speech. 
In Section 3.1，the image method, which models small room acoustics, will 
be introduced. Then, simulation results will be given in Section 3.2, to examine 
the reverberation effects on speech recognition. Finally, a brief summary will 
be given. 
3.1 Small Room Acoustics Model 
In this section, the concept and implementation of the image method will 
be discussed. The image method is commonly used for analysis of acoustic 
properties of enclosures [26]. It can be used to simulate the impulse response 
between two points in a small rectangular room. So, we will use it to estimate 
the impulse responses between speakers and microphones in a small room 
environment. As a result, the reverberant speech performance can be examined. 
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The image method includes only those images contributing to the impulse 
response, where the contributing images are those within a radius given by the 
speed of sound times the reverberation time. For each image, it only contributes 
a pure impulse of known strength and delay. Thus, given the information of the 
speaker location {xs,ys,Zs), microphone location (rr爪，2/爪，爪)’ room dimension 
(L工,Ly�Lz)�reflection coefficients of each wall sound speed c, re-
verberation time RT and channel length K, the impulse response between the 
speaker and microphone a can be modelled accurately as [26]: 
a � =E f： 狄 X (3.1) 
p=o r=-oo 47r|K.p + Kr| 
where Rp is expressed in terms of an integer vector p = (g, j , k) as Rp 二 
— Zm + 2qXm, Vs-Vm^ 彻rru Zs - Zm + 2/c2爪)，R^ = 2lLy, 2mL,) 
with r = {n,l,m) is an integer vector. With sampling frequency /；，the time 
variable t in (3.1) can be discretized to k/f^, where k is positive integer. 
Then，the reverberant speech x{n) received by the microphone can be ex-
pressed as: 
K-L 
咖 ) = Y 1 几-/c) = a 0 s (3.2) 
fc=0 
w h e r e a = [a(0)，a(l)，... ’ — 1)]，s = [ s ( n - i ^ + l ) ,s (n —i^)’...，s(n)] and 
s{n) is the source speech. 
In the BSS problem, a typical scenario is a MIMO system with two speakers 
and two microphones in a small room (shown in Fig. 3.1), i.e. the desired 
speech is interfered by only one speech or noise source. Now, by using the 
image method, the strengths and delays of the direct paths (solid line) and 
reflected paths (dotted line) between each speaker and each microphone can be 
determined. Let a j^ denote the impulse response between the 产 speaker and 
the i仇 microphone, where a j^ = laij{0),aij{l), ...,aij{K - l)],ij = 1,2. The 
reverberant speech received by the microphones can be expressed as: 
0：1(71) = an (8)Si+ai2(8)S2 
(3.3) 
X2[n) = a2i 0 Si + a22 0 S2 
where s^  = [si{n - K-{-l), s j n — /Q’. . .，Si(n)],i = 1’ 2. 
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Figure 3.1: Configuration for Modelling Small Room Acoustics 
In order to study the relationship between reverberation and speech recogni-
tion, three indices are used to indicate the reverberation, noise and interference 
contributions to the source speech signal. Firstly, signal-to-noise ratio (SNR) is 
calculated as: 
讓 降 l O l o g i o (安， i : ; ) (3.4) 
which measures the power ratio of desired signal (including both direct and 
reflected/reverberant paths) to noise or interference. 
Secondly, the reverberation index 0? measures the power ratio of the direct 
path of the source speech to the reverberant paths of the source speech, i.e. 
(丑 m = ) (3.5) 
The reverberation is significant if the channel has a small reverberation index 
CR. 
Finally, the noise index Ov measures the power ratio of the direct path of 
the source speech to noise or interference (including both direct and reflected 
paths), i.e. 
Ov ldB] = m o g , J ^ ) (3.6) 
A smaller noise index Civ indicates a higher noise or interference power level. 
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For example, in a small room with a dimension of 4m x 4m x 4m, two 
speakers are located at (1, 2, 2) and (3, 2, 2), two microphones are located at 
(1’ 3, 2) and (3, 3, 2), with the top view of the configuration shown in Fig. 
3.2. With reflection coefficient of each wall equal 0.5 and the number of images 
contributed is 7, the impulse responses between speakers and microphones for 
different channel lengths are simulated by the image method. 
< 4m > 
-f-^^AI i i 1  
• ‘ I 
X \ i i 
i Speaker i Microphone 
(fljf'lj  
I (1,2,2) r 丨 〕 ’ 2) 
4 m I j 
i I i  
Speaker ! •？叫 Microphone 
— — " - I " — 
I (3,2,2)广 1(^3.2) 
” i ! i 
Figure 3.2: Small Room Environment Modelled by Image Method for Simula-
tions 
The channel length is varied from 4 to 128, and the four channel impulse 
responses (an, ai2, a2i and ^22) for each scenario are plotted in Fig. 3.3, with 
their corresponding SNRs, reverberation and noise indices calculated by (3.4) 
to (3.6) listed in Table 3.1. 
It is obvious that reverberation is serious when longer channel length is al-
lowed. The amplitude of the interfering channel (i.e. ai2 and a2i) also becomes 
larger when channel length is increased. We found that SNR, reverberation 
and noise indices decrease as the channel length increases from 4 to 64, i.e. the 
reverberation and noise levels are greater when the channel length is longer. It 
should be noted that for the case of K equals 128, the amplitude of the first re-
flected path is greater than that of the direct path. So, the first reflected path is 
treated as the dominant path. Its amplitude is put in the numerator in calcula-
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tion of reverberation and noise indices and a larger value is thus obtained when 
compared with K equals 64. The relationship between these three parameters 
and speech recognition performance will be presented in the following section. 
Channel Length SNR [dB] Reverberation Index [dB] Noise Index [dB] 
4 12.44 16.32 12.44 
8 8.03 6.97 7.31 
16 5.83 3.71 4.41 
64 4.69 -0.66 1.43 
128 4.21 2.15 
Table 3.1: SNR, Reverberation and Noise Indices of Small Room Impulse Re-
sponse modelled by the Image Method 
3.2 Effects of Reverberation to Speech Recog-
nition 
After discussing how we can simulate a small room acoustic impulse response, we 
can now examine the effects of reverberation to speech by looking at the speech 
recognition results. In order to investigate the effect of reverberation in speech 
recognition, 390 Cantonese utterances spoken by 5 males and 8 females are used 
to generate the reverberant speech sounds under different room environments. 
The reverberant speech is then recognized by the Stock Information Inquiry 
System in CUHK. The recognizer used is called CURec, which is trained by a 
20 hour CUSENT corpus [27]. It is a cross-word bi-IF HMM model, with 16 
Gaussian mixture components in each state and each state contains 13 MFCCs, 
its first and second derivatives and their log energy. 
3.2.1 Short Impulse Response 
In this section, we will consider the cases for channel lengths equal to 2 and 
4 respectively. For a short impulse response, we have not applied the image 
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Figure 3.3: Small Room Acoustics Impulse Responses Simulated by the Image 
Method with Different Channel Lengths K 
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method yet. The impulse responses a^, i j = 1’ 2’ are simply set to: ( \ 
an ai2 
a = 
乂 a2i a22 y 
= < [1 " … 严 - 1 ] {h hP …Z/严_ i ]� 
\[lf IfP … h P K - � [1 " … 严 - 1 ] / • 
where If is the loss factor, which is the strength of the first arrival path of the 
speaker to the microphone, (3 is the reflection coefficient and K is the 
channel length. Without loss of generality, the direct path from the i认 speaker 
to the i仇 microphone is normalized to 1. In this section, K will be chosen to 
be 2 and 4 to examine the short reverberation effects. 
By using different reflection coefficients which ranges from 0.3 to 0.9 with 
a step of 0.2 and with If equals 0.5, the word recognition accuracy of three 
reverberation cases are studied. The three cases are (a) one speech, (b) speech 
and noise and (c) two speech signals respectively. The noise used in case (b) is 
a white Gaussian noise collected from NOISE-ROM-0 database [28 . 
Reverberation of Desired Speech Only 
In this section, recognition result of mixture of reverberant speech and instan-
taneous noise or interference (equivalent to a 2-speaker-l-microphone system) 
will be given. The channel impulse response between the desired speech and 
microphone is an = And, the channel impulse response from the 
noise or interference to the microphone is ai2 = [0.5,0,0，0]. For P = 0, it re-
turns to the instantaneous case and it attains a word recognition accuracy of 
88.43%. Otherwise, they are the convolutive cases. Since ai2 is constant, so the 
experiment to be carried out here reduces to a fixed noise level case, with (^N 
=6.02dB. The recognition accuracy of the received mixtures in a small room 
environment with different reflection coefficients is in Table 3.2. 
Prom the table, for the one-speaker-one-microphone system (i.e. one speech 
case shown in the fourth column), the recognition accuracy decreased by 3.11% 
when the reflection coefficient increased from 0 to 0.9. However, when the noise 
or interference is present at a fixed power level (i.e. in this case, the loss factor is 
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fixed at 0.5), the speech recognition accuracy increases greatly when reflection 
coefficient increases, as the SNR increases from 6.02dB to 10.79dB, shown in 
Table 3.2. The improvement is much significant for speech and noise case than 
that of two speech sounds case. 
Reflection SNR Reverberation One Speech Two Speech 
Coefficient [dB] Index [dB] Speech and Noise Sounds 
0 6.02 oo 88.43 11.14 20.71 
0.3 6.43 10.05 87.78 17.53 27.16 
0.5 7.25 4.84 87.03 25.54 31.46 
0.7 8.69 0.72 86.12 35.85 38.77 
0.9 10.79 -3.01 85.32 43.47 44.17 
Table 3.2: Word Recognition Accuracy Percentage of 4-path Reverberant 
Speech with Fixed Noise Level (an = [l,^,/?^/?^], ai2 = [0.5,0,0,0] and CN 二 
6.02dB) 
Speech Two Speech 
Loss Factor SNR [dB] Noise Index [dB] and Noise Sounds 
0 oo oo 87.03 87.03 
0.3 9.97 8.74 33.63 34.05 
0.5 5.87 4.64 14.65 19.07 
0.7 3.05 1.81 7.69 10.26 
0.9 0.90 -0.33 5.59 3.27 
Table 3.3: Word Recognition Accuracy Percentage of 4-path Reverberant 
Speech (an = [1’ 0.5,0.25’ 0.125], ai2 = 0.5//, 0.25//, 0.125//] and (R = 
4.84dB) 
So, we may conclude that when noise or interference is absent, the reverber-
ation of speech degrades the speech recognition performance. However, when 
noise or interference is present, reverberation of the targeted speech enhances 
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the recognition performance. For the reverse case, results shown in Table 3.3, 
if a system with a fixed reverberation index of the desired speech, mixed with a 
reverberant noise or interference, the more reverberant the noise or interference 
is, the worse the speech recognition result. 
Reverberation of All Sources 
In this section, we will study the speech recognition performance of convolu-
tive mixture of speech and white noise, and convolutive mixture of two speech 
signals. The channel impulse response used here is shown in (3.7). By using 
different reflection coefficients, the recognition results for channel length of 2 
and 4 are tabulated in Table 3.4 and 3.5 respectively. 
Reflection Noise Reverberation One Speech Two Speech 
Coefficient Index [dB] Index [dB] Speech and Noise Sounds 
0 oo oo 88.43 11.14 20.71 
0.3 5.65 10.46 87.82 13.25 19.91 
0.5 5.05 6.02 87.24 13.16 19.05 
0.7 4.29 3.10 86.98 13.97 18.51 
0.9 3.44 0.92 86.49 13.53 19.28 
Table 3.4: Word Recognition Accuracy Percentage of 2-path Reverberant 
Speech (an = [1’例’ ai2 = [0.5,0.5/3] and SNR = 6.02dB) 
For the single speech source case, the recognition accuracy decreases as the 
channel length increases from 2 to 4. That means the reverberation of desired 
speech degrades the recognition performance, which is consistent with the ob-
servation in previous section. For the convolutive mixtures of speech and white 
noise, recognition accuracy increases slightly when the reflection coefficient in-
creases from 0 to 0.9. This is the overall effect imposed by reverberation of 
desired speech and reverberation of noise, as we have explained that reverber-
ation of desired speech enhances the recognition result whereas reverberation 
of noise degrades the performance. It is the same phenomenon for convolutive 
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mixtures of two speech sounds, where the recognition accuracy decreases from 
20.71% to 19.28% and 18.60% for channel length equal to 2 and 4 respectively. 
Reflection Noise Reverberation One Speech Two Speech 
Coefficient Index [dB] Index [dB] Speech and Noise Sounds 
0 00 oo 88.43 11.14 20.71 
0.3 5.61 10.05 87.78 13.37 19.51 
0.5 4.29 4.84 87.03 14.65 19.07 
0.7 3.35 0.72 86.12 15.14 18.93 
0.9 1.25 -3.01 85.32 15.14 18.60 
Table 3.5: Word Recognition Accuracy Percentage of 4-path Reverberant 
Speech (an = [l，/?’/?2，/?3]’ ^^ ^ = [ 0 . 5 ’ 0.5/3,0.5 /^2,0 5�3] ^nd SNR = 6.02dB) 
3.2.2 Small Room Impulse Response Modelled by Image 
Method 
Now, we will examine the reverberation effects in a small room environment 
modelled by the image method. The configuration of the room, speaker and 
microphone locations are the same as that shown in Fig. 3.2, while the simulated 
channel impulse responses were shown in Fig. 3.3. 
There are three different cases we would like to study: (a) one speech, (b) 
speech and white Gaussian noise and (c) two speech sounds, with room structure 
shown in Fig. 3.4. The recognition accuracy of speech received in the above 
three reverberant room environments is in Table 3.6. 
For the single speech source case, the recognition accuracy decreases as the 
reverberation index decreases, which has the same phenomenon as in the short 
impulse response case. For convolutive mixtures of speech and white noise, the 
recognition accuracy decreases significantly from 43.84% to 9.98% as the SNR 
drops from 12.44dB to 4.21dB when channel length increases from 4 to 128. 
This is also true for the convolutive mixtures of two speech sounds, in which 
the degradation in speech recognition performance is smaller. 
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Figure 3.4: Small Room Reverberant Speech Experiment Settings 
Channel SNR Reverberation Noise One Speech Two Speech 
Length [dB] Index [dB] Index [dB] Speech and Noise Sounds 
4 12.44 16.32 12.44 88.13 43.84 39.52 
8 8.03 6.97 7.31 88.15 15.87 20.59 
16 5.83 3.71 4.41 87.50 8.27 14.72 
64 4.69 -0.66 1.43 87.36 9.37 13.91 
128 4.21 1.94 2.15 86.87 9.98 13.25 
Table 3.6: Word Recognition Accuracy Percentage of 4-, 8-, 16-, 64- and 128-
path Reverberant Speech, modelled by Image Method 
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3.3 Chapter Summary 
In this chapter, a small room acoustics modelling method, the image method, 
is described. It only makes use of the room dimension, reflection coefficients, 
speaker and sensor locations and the number of images contributed in a small 
room, to simulate the channel impulse response between two points in a rectan-
gular room. Then, we have investigated the effects of reverberation on speech 
recognition. We found that when reverberation of desired speech becomes se-
rious, the speech performance is degraded when noise or interference is absent 
(i.e. single speech case) whereas it is enhanced when noise or interference is 
present at a fixed power level. Prom the simulation results, the enhancement or 
degradation of speech recognition performance can be indicated by the channel 
SNR. The speech recognition accuracy increases as the SNR increases and vice 
versa. 
In addition, it is sure that the recognition accuracy attains its best perfor-
mance of 88.43% when there is no reverberation, no noise and no interference. 
And, we found that in a noisy or interfering environment, if the reverberation 
index attains a constant, the recognition performance is greatly degraded when 
the reverberation of noise or interference increases. In other words, by only re-
ducing the noise or interference power, the recognition accuracy can already be 
improved greatly without considering the reverberation of desired speech. After 
investigation of reverberation effects on speech recognition, we will move on to 
the problem formulation of independent component analysis based blind speech 
separation in a small room environment with the objective of improving speech 
recognition accuracy under such scenario where both additive and convolutive 
interferences are present. 
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Information Theoretic Approach 
for Signal Separation 
Independent Component Analysis (ICA) based algorithm is widely-used for 
solving blind signal separation problem in recent years [4], [29]. It is a linear 
transform of multivariate data designed to make the resulting random data 
as statistically independent as possible. ICA is attractive since it is a linear 
model and is a conceptually simple problem, it can be used to transform any 
multivariate data. 
In this chapter, we will discuss ICA from an information theoretic point of 
view, as well as the Information Maximization (Infomax) method [4],[11]. The 
relationship between ICA, Infomax, entropy maximization and maximum like-
lihood will also be studied. In Section 4.2, we can see that by assuming the 
statistical independency between sources, blind separation can be achieved by 
ICA or Infomax method with accurate estimate of source probability distribu-
tions. 
4.1 Independent Component Analysis (ICA) 
As well as decorrelating data, ICA attempts to remove higher-order statistics, 
aiming for statistical independence between outputs [29]. Statistical indepen-
dent means that the joint probability density function (pdf) of the signals equals 
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the product of their marginal probability density functions, i.e.: 
N 
/ � ( 4 . 1 ) 
i=l 
where Sj, z == 1,2, • • • ,N are the signals, / (s) is their joint pdf and 从Si) is the 
marginal pdf of Si. 
We should note that decorrelation is different from independence. The only 
case that decorrelation implies independence is that the joint pdf / (s ) is a mul-
tivariate Gaussian distribution, i.e. it is fully represented by its first and second 
order statistics. Decorrelation can be easily achieved by whitening the sig-
nals, which is often implemented by principal component analysis (PCA). After 
whitening, the signals are uncorrelated with unit variances, i.e. the covariance 
matrix has in a full rank. Whereas independence can only be achieved if the 
data have been formed by linear mixing of independent variables. Moreover, 
whitening is a useful preprocessing technique for ICA. 
Unknown Mixing System Separation System 
r 1 I j 
S ( A 2 ) 4 > A > Q ) ; > x ( n ) 4 > w xp \ > y ( n ) 
‘ 八 [ • I I 八 , 
1 v(n) 1 ！ 
^ ― — — — — — — — — — — J — 
Figure 4.1: Mixing and Separation System Block Diagram 
Let us consider a simple mixing system illustrated in Fig. 4.1. Assuming 
the sources are statistically independent with zero mean, the number of sources 
equals the number of sensors and at most one source distribution is Gaussian. 
Then, the input-output relationship can be described in a matrix form of: 
x(n) = As(n) + v(n) (4.2) 
where s(n) = [si(n), S2(n), • • • , Siv(n)]^ is a source signal vector, 
x(n) = [a:i(n), X2(n)^  • • • , is a sensor signal vector, v ( n ) = 
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V2{n), • • • , is a noise vector and A is an unknown N x N mixing 
matrix with full rank. (4.2) is representing an instantaneous mixing system and 
the system noise v is always assumed to be negligible or has been removed by 
preprocessing [30]. 
Now, given a set of sensor signals x, we aim to transform this data set 
into a new system that satisfies the statistical independence criterion. The 
transformed signals or so-called the separated outputs, become: 
y(n) = Wx(n) + w(n) (4.3) 
where y(n) = [？/i(几)，2/2(…，•. • , ( 几 ) 厂 , W is an iV x iV transforma-
tion/separating matrix and w(n) is a noise vector which is always ignored. 
Then, the separated outputs become y(n) = Wx(n) = WAs(n). One of the 
cases that source signals are separated successfully as our system outputs is, 
when the separating matrix is an inverse of the mixing matrix, i.e. W = 
An information theoretic measure of how independent our outputs y(n) are 
is defined by: 
J(y)=卯 og u / ( 二 、 } = r f ( y ) log u / ( 乂 、 办 (4.4) 
l u = i f i ( y i ) J-oo U i = i f i [ y i ) 
To guarantee statistical independence between outputs, the above redundancy 
should approach to zero. So, the separating matrix W should be designed to 
minimze this redundancy, which is the aim and basic principle of ICA. This 
redundancy measure can be related to a well known measurement, Kullback-
Leibler (K-L) divergence, which measure the similarity between two probability 
distributions [16 . 
4.1.1 Kullback-Leibler (K-L) Divergence 
Kullback-Keibler (K-L) divergence is a natural measure of the deviation of two 
probability distributions. The K-L divergence between two pdfs, / ( y ) and q(y), 
is defined as: 
I ^ K L ( f ( y m y ) ) = [ / ( y ) l o g ^ d y (4.5) 
which, in other words, gives a measure of similarity between these two pdfs. 
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K-L divergence has the following properties: 
1. DKL{f{y)\\f{y)) = o 
2. DKL{f{y)My))>o 
3. DKL{f{y)My))j^DKL{q{y)\\f{y)) 
4. ^KL(/(y)lk(y)) = DKL{my))Mp{y))) 
where p(-) is an invertible nonlinear transformation. 
Prom the definition in (4.5), we know that K-L divergence is zero if and only 
if / (y) and q{y) are identical, i.e. they have the same probability distribution. 
K-L divergence is not a distance, in which triangle inequality does not hold and 
it is asymmetric. However, it is a statistical way of measuring the similarity be-
tween two probability distributions. Its nice property is that it is invariant with 
respect to invertible nonlinear transformation of variables, including amplitude 
rescaling and permutation, in which the variables yi are rearranged. 
So, the redundancy measure defined in (4.4) has a physical meaning of the 
similarity between / ( y ) and Hil i MVi)- It is zero if / ( y ) can be factorized into 
n二 1 fiiVi), which means that the outputs are statistical independent to each 
other. So, source separation can be achieved by ICA, which aims to minimize 
this redundancy measure, such that the outputs are as statistically independent 
as possible. 
^ 
x(n)——> W —r-> y(n) 
t z L 
Figure 4.2: Adaptive Learning Process of W in Independent Component Anal-
ysis 
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4.2 Information Maximization (Infomax) 
Although ICA is a simple concept and has many nice properties as described in 
previous section, it is difficult to implement. In real world signal processing, it is 
almost impossible to achieve true independency between data and it is hard to 
minimize the independence cost function defined in (4.4). So, we turn to solve 
an easier problem called Information Maximization (Infomax), which aims to 
maximize the input-output information and will show to be approaching ICA 
[11-
Infomax aims to maximize the mutual information between the input data 
X and an invertible nonlinear transform of x, u, which is shown in Fig. 4.3 and 
defined as: 
u = "(y) = " ( W x + w) (4.6) 
where g{-) is the invertible nonlinear function. The mutual information between 
X and u, / (u, x) is given by: 
/ (u ,x ) = / / ( u ) - i f ( u | x ) (4.7) 
As a result, in a noiseless environment, maximizing / (u ,x ) is equivalent 
to maximizing the output entropy H{u), as the last term vanishes when we 
differentiate (4.7) with respect to W. So, Infomax is equivalent to Entropy 
Maximization. On the other hand, if it is noisy, Infomax aims to minimize the 
H{u\x) term which is caused by noise. 
±   
x O ) ~ > W — g - T > u ( n ) 
7 ~  
Figure 4.3: Adaptive Learning of W by Information Maximization 
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By Papoulis 1984 [31], a relationship between pdf of x and u has been 
established as follows: 
(4.8) 
where J = det([|^]ij) is the determinant of the Jacobian matrix. By (4.8)，the 
output entropy H{u) can be re-expressed as: 
i f (u) = - £ ; { l o g / ( u ) } 
= - 耶 � g销 
= £ ; { l o g | J | } - £ ; { l o g / ( x ) } 
=£ ; { log|J|} + i / (x ) (4.9) 
where H{x)=-丑{log/(x)} = — / ^ / ( x ) log/(x)rfx is the input entropy 
which is independent of learning of the transformation W . So, the learning rule 
for W becomes: 
A W oc ^ - • { l o g I 邓 - m ^ M x (4 10) " 猜 - a w - E �_ � (4.10) 
For stochastic gradient process, we will update W at every time sample, so the 
expectation E{'} in (4.10) can be ignored. In addition, the log|J| term can be 
decomposed as: 
N 
log I J| = log(det(W)) + ^ log (4.11) 
i=l 
where u[ is the slope of of the output Ui. So, (4.10) becomes 
A W oc = W - T - (4.12) 
where <J>(y) = I(^i(m),(p2(y2)r •' , where (k�yi) = = 
log 丨 4 
40 
Chapter 4- Information Theoretic Approach for Signal Separation 
4.2.1 Stochastic Gradient Descent and Stability Problem 
By using various optimization techniques based on stochastic gradient descent 
algorithms, such as conjugate gradient algorithm, quasi-Newton method, etc., 
learning algorithms of W can thus be developed. S. Amari et al has developed 
a new stochastic gradient descent method called Natural Gradient (NG) [32], 
whose adaptation can be expressed as: 
W 时 1 = W f (4.13) 
where Q ( W ) is the cost function, i.e. - log \J\ in our case. So, by substituting 
(4.12) into (4.13), we get the learning rule of W for instantaneous mixtures: 
+ all - (4.14) 
The above learning algorithm is stable if and only if: 
mi + 1 > 0 
K i � 0 
ola^KiKj > 1 Vz,j (4.15) 
where of =五 { ? / ? } ’ = E{(l)[{yi)} and rm = E{yf(/)[(yi)}, ‘ denotes the first 
derivative operation [33]. The proof of stability conditions can be found in 
Appendix A. 
4.2.2 Infomax and ICA 
As described before, the Infomax objective is to maximize the entropy of the 
nonlinearly transformed outputs u. But it is not the same as ICA which aims 
to minimize the statistical independence between the linear outputs, y. Intu-
itively, the less redundancy between the elements of a random vector, the more 
information they can carry together. 
Let us review the redundancy measure in ICA, 
/ ( y ) = E{\og / ( 乂 } = r / ( y ) log - / ^ r f y (4.16) 
lli=ifi{yi) ^-oo nz=i fiivi) 
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which is the K-L divergence of the output joint pdf and the product of their 
marginal pdfs. It can be related to the output entropy as follows: 
H(u) = + (4.17) 
From the above equation, it is clear that Infomax is equivalent to ICA if 
= fiivi), i.e. \g{yi)'\ = /i(2/i),Vi. That means they are equivalent if the 
nonlinear function g(.) is an estimator of cumulative distribution function (cdf) 
of source. When the estimators are accurate, the learning rule introduced in 
(4.12) is same as performing ICA. We can regard the term log in (4.17) as 
interference because it has the potential to interfere with Infomax performing 
ICA. 
So, to perform signal separation by Infomax, we need an accurate estimate 
of source cdf as the nonlinear function g{-). For sub-Gaussian signals with 
negative kurtosis, we can select (j)i{yi) = mu + yilyi]"^  and for super-Gaussian 
signals with positive kurtosis, we can choose 4>i {yi )=哪 + tanh(7yi), where 
/i > 0 and 7 > 2. (Recall that = log Both of the above 
nonlinear functions had been proved to satisfy the stability conditions. In the 
cases that the mixtures contain both sub- and super-Gaussian signals, additional 
techniques are required to enable the system to adapt properly [34]-[36]. 
4.2.3 Infomax and Maximum Likelihood 
In [37], Cardoso has proved that the Infomax principle is equivalent to max-
imum likelihood (ML). When the invertible nonlinear function g in the Info-
max principle, are sigmoids going from 0 to 1, it has the form of a cdf and 
g'{xi) can be interpreted as a pdf on Xi. Similarly, in the multivariate case, 
I J(x)| = I det([|^]ij)| has the form of a pdf on the vector x. Now, consider the 
quantity H{u) we are maximizing. When g goes from 0 to 1, u is constrained 
in the unit hypercube, and the highest entropy occurs when u is uniformly 
distributed in this volume, in other words, when / ( u ) = 1 in the support of 
u. Looking at (4.8), we can see that in this case, | J(x)| = /(x). Therefore in 
maximizing H{u), we are attempting to make | J(x)| into an estimate as close 
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as possible to / (x ) . The estimate is parameterized by W and g, and may be 
written formally as: 
N 
/(x|W,p) = (de t (W) ) I ]> ;| (4.18) 
t=i 
This reasoning was used by Roth and Bar am (1996) in their independent deriva-
tion of these results. Thus the learning rule can be rewritten as: 
A W o c ^ l o g / ( x | W , p ) (4.19) 
and similarly for g, (4.19) is exactly in the form of a density estimation algo-
rithm maximizing a parameterized log-likelihood function. This explains the 
connection between the Infomax and maximum-likelihood approaches to source 
separation. Essentially, the two approaches are the same. 
4.3 Signal Separation by Infomax 
In order to examine the performance of information theoretic approach on sig-
nal separation, we will apply the Infomax method to separate sub-Gaussian 
signal mixtures (i.e. signal with negative kurtosis) in this section. The Infomax 
adaptation rules (4.12) and (4.13) for separating matrix W are used to separate 
a gaussian-distributed, a cosine, a triangular and a square pulse signals from 
their instantaneous mixtures received at four sensors. 
The four sources with data length 20000 are mixed instantaneously by the 
following arbitrarily chosen mixing system: 
( 1 0.1 0.3 - 0 . 2 � 
-0.15 1 0.11 0.4 I 
A = (4.20) 
0.3 0.2 1 -0 .1 
� - 0 . 2 0.23 0.35 1 J 
where a^ denotes the power contribution of the q仇 source to the p仇 sensor. 
By choosing (f^iyi) = Vi - tanh(?/i) as the nonlinear function in (4.14), 
the separating matrix W is adapted for every time sample. After the 20000 
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iterations, the following resultant matrix (convolution of A and W ) is obtained, 
(0 .0204 -0.0194 1.0000 - 0 . 0 8 1 7 � 
-0.0071 —0.0326 0.0029 -1.0000 
H = (4.21) 
1.0000 -0.0020 -0.0053 0.0825 
� 0 . 0 6 5 1 1.0000 -0.0173 0.2245 � 
The source signals, mixtures and separated outputs waveforms are plotted 
in Fig. 4.4. From either the resultant matrix or the signal waveforms, the 
signals are found to be extracted out from the separating system with significant 
suppression of interference power. It should be noted that the signal order of 
the system outputs is changed and different scales are applied on the signals. 
These are the so-called scaling and permutation problems in ICA or Infomax 
algorithm, which will be explained more in the next chapter. 
»i(<) � yi � 
2| 2|— 2|  
。iMikM¥^ " i i i l i l l 
-21 1 -2 ‘ 1 -2 I  
0 … 80 0 80 0 80 
⑴ X 2 ( t ) y，⑴ 
2 | 1 2 [ ] 2 | 1 
" W W W W " W V W W V � A N ^ 
一 21 1 -2 L 1 -21  
0 80 0 80 0 80 S3 � X3(t) y3 � 
2 | 1 2 | 1 2 | 1 
o i l i i i i i "liwwimi 'iimm 
-21 1 -2 L- 1 -21  
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S4(t) X4(t) y^ W 
2| 1 21 1 2| 1 
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Figure 4.4: Sub-Gaussian Signals, Instantaneous Mixtures and Separated Out-
puts by Infomax 
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From this simple experiment, we find that Infomax does work for signal 
separation, at least for sub-Gaussian signals. By using suitable nonlinear func-
tion for super-Gaussian signals, speech separation for instantaneous mixtures 
should also be solved by Infomax. However, we are more interested in speech 
separation in room environment, i.e. separation of convolutive speech mixtures. 
So, we will expand the Infomax method to BSS on convolutive mixtures in the 
next chapter. Separation process will be conducted in the frequency domain 
instead of in the time domain used in this section. 
4.4 Chapter Summary 
Independent Component Analysis (ICA) aims to make the system outputs as 
statistically independent as possible by linearly transforming the multivariate 
data. It is conceptually simple and is a linear model for all multivariate signals. 
ICA can be achieved by using various optimization approaches to minimize the 
independency between the distributions of the outputs, where the independency 
can be measured by a deviation called Kullback-Leibler (K-L) divergence. So, 
by assuming the statistical independency between sources, we can solve the BSS 
program by ICA, which aims to minimize the K-L divergence. 
However, Information Maximization (Infomax) is often used instead of ICA, 
because of its easy in implementation and optimization. Infomax aims to max-
imize the mutual information between the input signals and their invertible 
nonlinear transforms. It has been shown that Infomax is identical to Entropy 
Maximization in the noiseless environment and same as Maximum Likelihood 
(ML) in essence. In addition, it is equivalent to ICA if the nonlinear transform 
is an estimator of the cumulative distribution function (cdf) of the source. 
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As a result, BSS can be solved by either minimizing the input-output mutual 
information with accurate estimate of cdf or the K-L divergence between output 
probability distributions. Moreover, the learning rule of separating matrix for 
instantaneous mixtures has been already derived in this chapter together with 
its stability conditions. Prom the simulation results, we found that Infomax 
is applicable for signal separation on instantaneous mixtures. So, in the next 
chapter, we can expand the information-theoretic approach to solve the BSS 
problem for convolutive mixtures in the frequency domain. 
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Blind Signal Separation (BSS) in 
Frequency Domain 
In the last chapter, we have studied the Independent Component Analysis and 
Information Maximization approach for signal separation. We know that blind 
signal separation (BSS) can be achieved by ICA or Infomax, which aims to min-
imize the independency between the separated outputs [11]. In this chapter, we 
will examine the implementation of Infomax algorithm in the frequency domain 
in greater depths. BSS is chosen to be implemented in the frequency domain 
because convolutive mixtures in reverberation room environment become in-
stantaneous mixtures when they are transformed from the time to frequency 
domain, which essentially makes the separation process easier [17],[38 . 
In Section 5.1，we will study a more practical situation, whereby different 
speech signals having undergone a reverberation environment are being mixed 
together, this is usually referred as a convolutive mixing system. In Section 
5.2, the ICA-based frequency domain BSS algorithm will be briefly described. 
Since stochastic gradient descent method is needed in extracting the separat-
ing matrix, a performance analysis for both the standard and natural gradient 
methods will be given. An energy weighting process will also be introduced to 
enhance the BSS performance and a correlation-based method is used to solve 
the permutation problem in the frequency domain. Finally, three evaluation 
measures will be introduced for analyzing the simulation results. 
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5.1 Convolutive Mixing System 
In Chapter 4, we have discussed the ICA and Infomax algorithm being applied 
in an instantaneous mixing system. Now, let us study a more general mixing 
system where N sources, Si, S2,. •. , SN�are received by N sensors with mulit-
paths (for speech signals, it is called reverberation), this is called a convolutive 
mixing system. Here, we assume the number of sources is the same as the num-
ber of sensors, but often the number of sources might not be known and needs 
to be estimated before the BSS process. 
a,, I m > X2 
SN “~Ha-1 ^ ~ 
Figure 5.1: Block Diagram of the Convolutive Mixing System 
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From Fig. 5.1, the observed mixtures xi,x2, • ‘ • received at the sen-
sors/microphones can be expressed as: 
N K-l 
工 PW = XY^(hq{{)Sq�k—i� 
q=l t=0 
N 
= ( 5 . 1 ) 
g=i 
for p = 1，2,…,N, where 0 denotes convolution operation, sipg is the channel 
impulse response from the q^ ^ speaker to the p仇 microphone with channel im-
pulse response length K and apg ^ Sq = apq{i)sq{k - i). Each of the N 
received signals is actually a different weighted and delayed version of the N 
source signals and can be written in a matrix form instead. Therefore, 
/ , 7 �\ / \ / /M \ 
an ai2 ... am si{k) 
a2i a22 … a 2 7 v S2{k) 
• 二 . . ® 
• • • • . • 
\ y \ ayvi 3^N2 •…Slnn / 乂 
X = A(z)(S)s (5.2) 
where Rpg = [cipg(O)，apg(l),…，apg(K - 1)厂 s = [si(/c), S2(/c)’ …，SaK^O]了 is 
the source signal vector, x = lxi{k),X2{k), ‘ • • is the received signal 
vector and A(2) is a TV x TV mixing matrix containing the channel impulse 
responses between the speakers and the sensors ap^ , Vp, q. 
Recall that in BSS, it is necessary to find a separating matrix W(z ) such 
that the different sources can be extracted individually from the mixtures, i.e. 
y = W{z) 0 x = W � 0 A �( 8 ) s = s (5.3) 
In Chapter 4, we have introduced the Information Maximization method to 
solve the BSS problem by making the outputs y as statistically independent as 
possible in time domain without reverberation. In the following sections, we 
will describe the implementation and advantages of Infomax in the frequency 
domain. 
One additional advantage of performing BSS in the frequency domain rather 
than in the time domain is that we can implement the learning algorithm for 
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the separating matrix much easier. By changing (5.2) to the frequency domain 
using Fourier Transform, the following mixing process in matrix form can be 
obtained, 
X M = A(cj)S(a;) (5.4) 
where S(a;) = [ S i H , S 2 M ’ …，S^vM]? and X(a;) = [Xi(cj)’ X 2 M , . . . , 
are the frequency spectra of sources s{k) and mixtures x(/c) respec-
tively. Xp(cj) = [Xp{uJi),Xp{uj2),…,Xp{ujM)],p = 1 ,2 ’ . . . ,7V, and M is the 
number of frequency points taken in FFT. The matrix A � contains the chan-
nel frequency responses, in the form of: 
{ Aii(a;) A i 2 ( a ; ) … A i i v M � 
A2i(a;) A22M ... AsivM , … 
A(a;) = (5.5) 
• • » • 
• • • • 
y A7vi(a;) A7V2M … A滞 ( 0； ) j 
where Apq(A;) = [A^g(� 1), “的)，…，A^<7(WM)]’P’ 9 = 1,2, - • • ,iV. Equation 
(5.4) can be decomposed into a component form as follows: 
N 
Xp{uJm) = (5.6) 
i=l 
for p=l,2，...，iV and m = 1,2, ••• , M 
As we can see, the convolution operation in (5.2) becomes multiplication in 
(5.4), which indicates that the convolutive mixtures are instantaneous in the 
frequency domain. 
Same as in the time domain, we need to find a separating matrix W(a;) such 
that the system outputs Y(a;) gives the desired signals without interferences 
and reverberation. However, by minimizing the independency of the system 
outputs for each time sample or data block, scaling and permutation of signals 
may occur. So, in a strict sense, the system outputs should be a scaled and/or 
permutated version of sources S(a;). Mathematically, 
Y(a;) = W(a;)X(a;) = W(a;)A(cj)S(a;) = PDS(a;) (5.7) 
where Y(a;) = [Yi(a;)’ Y2M，...，¥"(0；)]了’ Y,{u;) = • • •, 
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F p — ) 1 ’ P = 1，2，-.. ,7V and 
^ W n H W 1 2 M … � 
W(a;) = . (5.8) 
• • • * 
\ W y v i ( a ; ) 哪 N 如、 … . W j v t v M y 
Here WpJcj) = [Wpqiui), Wpg(cj2)，…’ Wpg(a;M)l’P，9 = 1,2, • • • , AT and P is a 
permutation matrix, in which there is only one non-zero element in each row 
and column. If P is an identity matrix, it means that there is no permutation 
problem (i.e. the output signal order is the same as the incoming signal order). 
Moreover, the matrix D is a diagonal matrix that stores all the scaling 
factors, 
� 1 0 … 0 � 
0 d2 • . . ： 
D = 
： • • . ••• 0 
� 0 … 0 d ” 
where dp is the scale factor of the p 仇 signal, p = 1,2，... , N. 
The scaling problem occurring in the frequency domain can be easily solved 
by normalization of the channel magnitude response. However, the permutation 
problem is harder to tackle and is usually ignored in many BSS systems. If 
permutation problem occurs among frequency bins/bands, signals cannot be 
recovered. In a later section, a simple and straightforward algorithm using 
spectral correlation will be introduced to resolve this problem. 
The product of the separating matrix and mixing matrix is called the resul-
tant matrix or composite matrix, H(a;), which contains the resultant channel 
frequency responses and can be expressed as: 
H(cj) = W(a;)A(a;) 
or Hpq{Um) = Wpg{uJm)Apq{uJm) (5.9) 
where p,q = 1,2, • • • , N and H(2：) is defined as the resultant channel impulse 
response which is obtained by taking the inverse Fourier Transform on corre-
sponding frequency response contained in H(a;). The separated outputs y can 
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thus be obtained by taking the inverse Fourier Transform on the output spectra 
of Y(a;) obtained by W(a;) with overlap-add method [39]. The block diagram 
of the mixing and separating systems is shown in Fig. 5.2. 
Unknown Mixing System 
I ， 
-p> A(z) FFT — 
I — — — — — — — — 1 
； ^ ！ 
y { k ) <— IFFT <-Y(o))4r- W(^) 
Separation System 
Figure 5.2: Block Diagram of Blind Signal Separation in the Frequency Domain 
5.2 Infomax in Frequency Domain 
As described in Chapter 4，by assuming statistical independency between the 
sources, we can make use of the K-L divergence to achieve the BSS task. The 
methodology is applied in the frequency domain here, since K-L divergence 
is invariant to any invertible nonlinear transformations. In order to make the 
system outputs as statistically independent as possible, we need to minimize the 
K-L divergence between the joint pdf of the output spectra Y and the product 
of marginal pdfs of the output spectra. It is denoted by DKL(fj\\fM)-
DKLifjWfM) = [ fj{Y)\0gj^^dY (5.10) 
where fj(Y) is the joint pdf of the output spectra and /M(Y) = Ylf=i fiC^i) 
is the product of their marginal pdfs (for simplicity, u is omitted.). The K-L 
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divergence can be further decomposed as: 
DKLifjWfM) = �f A Y ) h g 工八了) dY 
/ •OO 





=-H{Y) - / fj{Y)\ogMY,)dY (5.11) 
t = i J-沈 
By using the fundamental relationship between the joint pdf and marginal 
pdf of Y , 
poo 
fi{Yi) = / fj(y)clYi (5.12) 
J —OO 
where Yf = [Yi，Y2，... ’Yi_i,Yi+i，... ’Y^v], the last term in (5.11) can be 
reformulated as: 
/ O O poo POO 
fjiY)logfi{Yi)dY = / / fj{Y)\ogMYi)d%dYi 
•OO J —OO J — O O 
poo poo 
= / log 綱 / fj{Y)d%dY, 
J — O O J — O O 
poo 
= / (log 綱 ) ( 肌 ) ) d Y � 
J —OO 
=-Hi{Yi) (5.13) 
which equals the negative of the marginal entropy. Substituting (5.13) back 
into (5.11), we obtain 
N 





= - H { X ) - log I det(W)| - ^ ^{ log( / , (Y, ) ) } (5.14) 
i=l 
Since H(X) is the source entropy, which is independent of the separating 
matrix W(a;), we can use the following equivalent cost function Q(W((j)) in-
stead of the above K-L divergence I)/CL(/J||/M) to update the separating matrix 
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W(a;). The cost function is in the form of: 
N 
Q ( W H ) 二 - l og|det (WH)| (5.15) 
i=l 
So, many different gradient search methods can be applied to minimize the 
above cost function Q(W(a;)) thereby extracting the optimum separating matrix 
W(a;) and retrieving the individual signals separately [40]. 
5.3 Adaptation Algorithms 
After derivation of the cost function for Infomax by using various optimization 
techniques based on stochastic gradient descent algorithm, such as the conju-
gate gradient algorithms, quasi-Newton method, etc., the learning algorithm of 
W(a;) can be developed. 
In this section, two commonly used gradient methods will be introduced 
and their performances will be compared in order to choose one to achieve a 
better adaptation of W(cj). Before examining the gradient descent method, the 
gradient of the BSS cost function Q(W(a;)) is evaluated first. 
By taking the derivative of (5.15) with respect to each element of W{uj) 
yields 
= - W M - " + cKY)X" (5.16) 
where ( . )" denotes Hermitian transpose, $ (Y) = 
[ 如 ( y i ) ， « Y 2 ) , . . . ^mynW =卜 
is a nonlinear function representing the negative of the first derivative of the 
logarithm of the system output spectrum probability distribution. Next, we 
shall consider different gradient search methods. 
5.3.1 Standard Gradient Method 
First of all, a simpler gradient descent method, the Standard Gradient (SG), 
will be introduced. By using SG, the learning rule of W(cj) in minimizing the 
cost function Q(W(a;)) is defined as 
w 善 W 於 a ^ l g g； ! ! (5.17) 
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where a is the learning parameter which controls the convergence speed and n 
is the iteration index. 
Then, substituting (5.16) into (5.17), we obtain the adaptation rule of the 
separating matrix W(a;) which is given by 
二 + - (5.18) 
where is Hermitian transpose and ^>(Y) is the nonlinear function defined 
in (5.16). 
5.3.2 Natural Gradient Method 
The second method is the so called Natural Gradient (NG) method. In the 
frequency domain, the NG learning algorithm can be expressed as 
= - / 二 二 ) ) W » " W “ a ; ) (5.19) 
where a is the learning parameter which controls the convergence speed. 
Combining (5.16) and (5.19), we obtain the following learning equation for 
w{uy. 
W N + L H = WN{UJ) + A [ I - < >]WN(CJ) (5.20) 
where Y = W(a;)X, ^>(Y) is the nonlinear function defined in (5.16) and < . > 
is the moving average operation. 
As shown above, for both learning algorithms, it requires an estimate of the 
source probability distribution as the nonlinear function. For super-Gaussian 
signals such as speech signal, which has positive kurtosis, the following nonlinear 
function is widely used, 
1 j 
少(Y) = l + exp(-i?e(Y)) + 1 + exp( - /m(Y) ) (^.叫 
where j is the complex number equals \/^，Re{-) and /m(-) are the real and 
imaginary parts of a complex number respectively. Or, we can use a polar-
coordinated based non-linear function in the following form, 
^>(Y) = tanh(7； • abs{Y)) exp(j arg(Y)) (5.22) 
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where 7] is the gain parameter. They both represent the negative of the first 
derivative of logarithm of the probability distribution of all super-Gaussian sig-
nals. It has been shown in the previous chapter that the following stability 
conditions are required: 
mp + 1 > 0 
Kp > 0 
(Tpa^ KpKg > 1 Vp,q (5.23) 
where c j �= E { Y l ] , � =a n d rup =丑 
5.3.3 Convergence Performance 
In this section, we shall examine the effectiveness of the two gradient descent 
methods, namely the SG and NG methods, based on their convergence per-
formance when applied to adapt the learning process of W{lj). Assuming the 
permutation problem does not exist during the adaptation, the following perfor-
mance factor is used to measure the convergence of each iteration of the learning 
process, 
where p is the signal index, n is the iteration index and H is the resultant channel 
impulse response. A small performance factor implies a better de-noise and de-
reverberation performance, i.e. the system outputs are approaching the desired 
signals. So, the performance factor can be used to measure the convergence of 
the learning process. 
We apply the frequency based Infomax method to separate signals from 
mixtures of sinusoid and binary sequence. The separating matrix is adapted 
for each time sample, using (5.18) and (5.20) separately. Fig. 5.3 shows the 
convergence performance of both SG and NG, where each curve is obtained 
by 1000 independent trials. We found that the natural gradient has a higher 
convergence rate. It converges after about 1000 iterations whereas the standard 
gradient requires 4000 iterations to come to steady-state. In addition, from the 
definition of NG and SG, we can see that NG method has a higher computational 
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efficiency than the SG method, as the matrix inverse operation is not required in 
the NG learning process as defined in (5.20). Amari also concluded that the NG 
learning is easier to get out of plateaus than conventional stochastic gradient 
learning algorithms [32]. As a result, the natural gradient learning algorithm 
will be used in the rest of this thesis. 
Convergence Performance of SG and NG Methods 
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Figure 5.3: Convergence Curves of Standard and Natural Gradient Methods 
5.4 Subband Adaptation 
After analyzing the convergence performance of the SG and NG, we then per-
form the adaptation process on W(a;). However, the BSS process can be done 
either at each frequency bin Um (m is the frequency bin index) or in a subband 
approach. For both cases, the separating matrix W(a;) is updated in a frame-to-
frame basis, with suitable frame shift. For speech signals, to ensure stationarity 
within a time frame, we will choose a frame length of 256 time samples 16ms 
for a sampling frequency equals of 16kHz) and a frame shift of half the frame 
length. 
Firstly, for frequency-bin based adaptation, let W{uj,n) be the learnt sep-
arating matrix after the n^ ^ time frame or iteration, X(cj,n) be the mixture 
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spectra and Y(a;, n) be the separated spectra at the corresponding time frame. 
Then, the separated outputs at the n*^  time frame, y(/c,n), can be obtained by 
taking inverse Fourier Transform on Y(cj, n), where Y(w, n) = W(cj, n)X(a;, n). 
Finally, the system output y{k) is obtained from y(A:,n), Vn by the overlap-add 
method. This kind of adaptation is much simpler and easier to be implemented 
For frequency subband-based adaptation, a separating channel frequency 
response (FIR filter) is learnt for each subband at each time frame [41]. Assum-
ing that the spectrum is divided into L subbands, then there will be L filter 
frequency responses for each channel. Let WpqiuJi, n) be the adapted I仇 separa-
tion frequency response between the q^ ^ speaker and the p仇 microphone after 
n iterations. Then, each subband of the separated output spectra is obtained 
by multiplying the filter frequency response with the mixture spectrum at the 
corresponding frequency range (subband), i.e. 
Yp(a;，n) = [Yp(a;i,n), Yp(a;2,n),- • • , 
N N 





Finally, the same process as in the frequency bin-based adaptation is done on 
Yp{uj, n). The separated outputs at the n访 time frame, yp(/c,7i), are obtained 
by taking the inverse Fourier Transform on Yp(w, n). Finally, the system output 
y{k) is again obtained from y(/c,n), Vn by the overlap-add method. 
Using the frequency subband-based adaptation, an FIR filter is learnt for 
each frequency subband and can thus handle mixing system with longer rever-
beration than that of using a frequency-bin approach. However, the number of 
subbands should be carefully chosen. If a larger number of subbands is used, the 
number of points in each subband will become smaller and will then degrade the 
BSS performance. So, there is a trade-off in choosing the number of subbands 
with fixed number of frequency points in the whole spectrum. 
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5.5 Energy Weighting 
In order to improve the BSS performance, a spectral energy weight is incor-
porated during the separating matrix learning process. The mixture frequency 
spectrum Xp is divided into L uniform linear subbands. The spectral energy 
weight added to each subband is equal to the square root of the ratio of the total 
spectral energy to the spectral energy of the mixture in a particular subband. 
Mathematically, the spectral weight added to the subband of the 产 mixture 
is defined as:  
，I = VSI (5.26) 
where E{p, I) = |Xp(c^，and ET{P) = J2ti 五(P, 0- That means a larger 
weight is used for the lower energy frequency band and vice versa. Then, the 
weighted mixture spectrum becomes 
Xp(a;) = [w;piXp(a;i), Wp2Xp(cj2),…’ Wpz^ Xp(WL)], (5.27) 
and, the separating matrix learning process (5.20) is done with Xp(co) instead 
ofXpM. 
Now, let us investigate the effect of spectral energy weighting on a speech 
signal. For a 16kHz female Cantonese voiced speech, we apply the above energy 
weighting to its spectrum with 16 linear uniform subbands. The original speech 
frequency spectrum and the spectrum after adding spectral energy weights are 
shown in Fig. 5.4 and the corresponding autocorrelation functions are plotted 
in Fig. 5.5. The autocorrelation function is calculated after taking an inverse 
Fourier transform on the signal spectrum. 
From the figures, the signal spectrum is flattened after the spectral energy-
weighting. And, the autocorrelation looks like an impulse and has its maximum 
at zero time shift. So, it is clear that the signal becomes uncorrelated from 
sample to sample after subband energy weighting. As a result, the spectral 
energy weighting process is similar to a whitening process, which should enhance 
the BSS performance. 
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Figure 5.4: Subband Energy Weighting 
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Figure 5.5: Signal Autocorrelation Function after Subband Energy Weighting 
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5.6 The Permutation Problem 
As discussed in Section 5.2, permutation is a serious problem in signal sep-
aration. If permutation occurs in adjacent frequency bins/bands during the 
learning process, reconstruction of individual signals is impossible and the BSS 
performance will be greatly degraded [42]. As a result, it is necessary to find 
a solution for this problem. In [43], Rahbar introduced a hypothesis test using 
cross-spectral density to solve the permutation problem. In this section, we 
will use a spectral correlation method to tackle the permutation problem in 
frequency domain instead. 
The permutation problem can be solved by looking at the cross-correlation 
between the adjacent frequency bins from the p认 to the g认 mixture spectrum. A 
spectral correlation coefficient Ppq{l) is defined as the cross-correlation between 
the 户 frequency bin in the p仇 mixture spectrum and the (/ + 1 产 frequency 
bin in the q仇 mixture spectrum, normalized by their average energy. 
= 28) 
一 ‘ 
where p�q 二 1’ 2，•.. ’ •/V, I = 1,2，…，M — 1 and that Yp{uJi,n) denotes the 
magnitude of the Z认 frequency bin in the p仇 output spectrum at 几亡“time 
frame. If the signals are mutually independent and no permutation problem 
exists, the spectral correlation coefficient, Ppq{l), should attain its maximum 
only when p = V/. 
In other words, the (I + 1)认 frequency bin in the p仇 signal spectrum is 
considered to be permuted in the m仇 mixture if the I仇 frequency bin in the p仇 
signal spectrum has a higher correlation with the {I + 1)认 frequency bin in the 
m*" mixture spectrum than that with other mixtures, i.e. 
Ppm{l) > Ppkil). k = …，N — m (5.29) 
As a result, m can be found by: 
M = ARGMAX(PPFC(；)) (5 .30) 
k 
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By repeating the above process for all frequency bins, we can work out the 
permutation sequence. That means we can find out which signal resides in 
a particular frequency bin, and a non-permutated signal can thus be recon-
structed. 
It is clear that increasing the frequency resolution of the signal spectrum 
can increase the reliability of the correlation coefficient. So, for an iV-point 
time frame, we propose to obtain AN frequency points from the FFT by using 
zero-padding. 
As described in Section 5.4, the learning process can also be subband-based. 
So, (5.28) is modified in order to check the permutation problem among fre-
quency subbands instead of frequency bins. The cross-correlation between the 
I仇 subband of the p^ ^ spectrum and the (I + 1)访 subband of the q仇 spectrum 
is calculated as: 
pq�) — x / E . E . I 彻 , E . • 
The above coefficient coefficient measures the cross-correlation of the average 
energy among adjacent frequency subbands. The same selection criterion as 
given by (5.30) is used for frequency subband case. 
In order to check the reliability of the proposed method, we have created 
some artificial permutations between two signal spectra. The results show that 
the proposed method can solve the permutation problem effectively. 
In the experiment, we permute the frequency bins in the signal spectra 
randomly to form the permuted signals. The signal length is chosen to be 256 
sample points, and 1024 frequency points are taken in doing FFT. In the first 
case, two signals, a female Cantonese speech and a white Gaussian noise, are 
mixed and permutated. The signal spectra are perfectly recovered after the 
process, as shown in Fig. 5.6. In the second case, two Cantonese utterances are 
mixed. After applying the proposed method, there is a change in signal output 
order which is allowed. The most important thing is that the permutation 
problem is completely resolved. 
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So, by using the correlation measurement between spectral components, we 
can trace out the permutation sequence easily and successfully. The permuta-
tion effect in BSS process can be removed. 
5.7 Performance Evaluation 
In this section, we shall define three performance evaluation parameters for 
BSS, which will be used for evaluating the BSS simulation results. In the 
following definitions, we assume the mixing matrix is known, and the resultant 
matrix equals the convolution between mixing and separating channel impulse 
responses or multiplication between mixing and separating channel frequency 
responses. The permutation problem is also assumed to be successfully tackled. 
5.7.1 De-reverberation Performance Factor 
First of all, it is the de-reverberation performance factor. It measures the 
power ratio of the direct path of the source to its reverberated paths. The 
de-reverberation performance factor of the p讯 separated output is defined as: 
M 网 = (5.32) 
where Hpp is the resultant channel impulse response between the p^ ^ source and 
the pth output and K is the channel length. 
5.7.2 De-Noise Performance Factor 
Similarly, a de-noise performance factor (i.e. the performance of suppression of 
interfere! power from the source) is calculated, which denotes the power ratio 
of the direct path of the source to the interfere! power, in the form of: 
OVW 隆 到 — 烧 ) (5.33) 
Both the de-reverberation and de-noise performance are better if Cfi(P) and 
Civ(p) are greater, respectively. 
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Figure 5.6: Solving Permutation Problem by Correlation Method 
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5.7.3 Spectral Signal-to-noise Ratio (SNR) 
Lastly, since the learning process is performed in the frequency domain, we 
define a spectral signal-to-noise ratio of the BSS system outputs. It measures the 
spectral distance between the source spectrum and separated output spectrum 
and averaged for all time frames, say L. That is 
SNR{p) m = 101og(i 亡 fi l-，(""'i,c?!2 ni�2) (5.34) 
A BSS scheme is considered to be good if the separating system has a high 
de-reverberation factor, a high de-noise factor and the separated signal has a 
high SNR as well. It means that noise, interference and reverberation are largely 
removed or suppressed by the separating system. 
5.8 Chapter Summary 
Blind signal separation aims to separate multiple signals from a set of mix-
tures received by multiple sensors which undergo an invertible mixing system. 
In this thesis, we are interested in the convolutive speech mixtures with equal 
number of sources and microphones. In order to solve the BSS problem of 
convolutive mixtures, we decided to use the frequency-based Information Max-
imization algorithm since the convolutive mixtures in the time domain become 
instantaneous in the frequency domain, and the problem is thus easier to deal 
with. 
By using Infomax, the learning process of the separating matrix is obtained 
by the Natural Gradient method since it has proved to have a higher convergence 
rate and lower computational cost. The adaptation algorithm is applied to 
various frequency subbands, of which an FIR filter is learnt for each channel 
subband. This method is capable of handling longer reverberation problem. In 
addition, a spectral energy weighting process is proposed before each iteration 
of separating matrix learning process. Energy weighting process is shown to be 
similar to a whitening process, and should enhance the BSS performance. 
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In BSS, permutation is a serious problem, and the signals cannot be re-
constructed once the permutation occurs among frequency bins or bands. A 
very simple and straightforward method using spectral cross-correlation is in-
troduced to resolve the problem. The permutation sequence can be found easily 
and the signals can thus be reconstructed. Finally, three performance factors, 
namely the de-reverberation factor, de-noise factor and spectral signal-to-noise 
ratio, are introduced for performance evaluation of the BSS process which will 
be elaborated in the next chapter by using extensive simulation results. 
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Simulation Results and 
Performance Analysis 
In previous chapters, the acoustics properties in a small room environment and 
the reverberation effect in speech recognition have been studied. The aims, 
working principle and learning algorithms of Infomax on blind signal separation 
for both instantaneous and convolutive mixtures in the time as well as frequency 
domains are also explained and described. In this chapter, simulation results of 
the frequency-based BSS under different scenarios will be studied and analyzed. 
It will be shown that the frequency subband-based Infomax approach using 
energy weighting outperforms the conventional Infomax method in terms of 
both recognition accuracy and de-noising performance. 
6.1 Small Room Acoustics Modelled by Image 
Method 
As described in Section 3.1，acoustic properties between two points in a small 
rectangular room can be modelled by the Image Method. Only the information 
of room dimension, speaker and microphone locations, wall reflection coeffi-
cients, number of image contributed and channel length are required for sim-
ulating the channel impulse responses for a MIMO mixing system accurately. 
In addition, the channel effect can be evaluated by its signal-to-noise ratio, de-
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reverberation performance factor and de-noise performance factor, which are 
defined in (3.4) to (3.6). 
In all our simulations, unless otherwise specified, the room acoustics are 
simulated by the Image Method with the following room settings, 
八 “ � ( � ) � � ( w ) -一 -
K、、, W 
4 m 丨 丨 • _ • 
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Figure 6.1: Small Room Setting for Simulations 
The room has a size of 4m x 4m x 4m, with two sources and two micro-
phones. Different BSS scenarios will be simulated and examined by varying 
the channel length K in the small room acoustics modelling and using different 
signal sources. 
6.2 Signal Sources 
Before looking at the simulation results, let us first specify the signal sources. 
Since we are interested in speech source separation in a small room environment, 
one of the sources in the two-input-twooutput system must be speech sound. 
On the other hand, the second source is an interference to the desired speech 
signal, which can be either a noise source or another speech sound. 
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6.2.1 Cantonese Speech 
For the input speech signals, they are extracted from the Stock Information 
Inquiry System Database [44] collected by CUHK. There are totally 390 Can-
tonese utterances spoken by 5 males and 8 females. The utterances are sampled 
at 16kHz and have an average length of 3 seconds. The Hidden Markov Model 
(HMM) based speech recognizer developed at CUHK [45] has been used to 
evaluate the recognition performance of the BSS separated speech outputs. 
6.2.2 Noise 
On the other hand, noise sources are extracted from the NOISE-ROM-0 
database [28]. In this database, there are totally 24 different noise types with 
brief descriptions on their corresponding properties, which includes the white 
noise, color noise and babble noise. In our simulations, only white noise and 
voice babble noise were used. Whilst white noise has a flat spectrum, the voice 
babble noise is a mixture of different speech sounds which acts as a noisy room 
environment. 
6.3 De-Noise and De-Reverberation Perfor-
mance Analysis 
In Chapter 4，Infomax performance on separation of instantaneous sub-Gaussian 
mixtures in the time domain has already been examined. In this section, it 
will show that the frequency-based Infomax can also work very well for the 
instantaneous mixtures. Then, the frequency-based BSS of convolutive speech 
mixtures in a small room environment will be examined. 
By using the above small room settings and different combinations of source 
signals, simulations of the frequency-based Infomax for BSS in different scenar-
ios have been conducted. The learning process of the separating matrix W(a;) 
will be done in either frequency-bin or frequency-subband based, and with or 
without spectral energy weighting, as explained in Chapter 5. This will facili-
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tate us to examine the effectiveness of the proposed subband approach and the 
spectral energy weighting process. By varying the channel length K and using 
different signal mixture combinations, their effects can be reviewed. There are 
two major scenarios we would like to study: (a) mixture of speech sound and 
noise, and (b) mixture of two speech sounds. 
In order to investigate the BSS performance for both short and long rever-
berations, the channel length K is varied from 4 to 1024. The mixing matrix 
containing the impulse responses modelled by the Image Method can be found 
in Fig. 3.3 in Chapter 3. 
For each case, the speech utterance is segmented into different frames using 
the Hamming window. Each frame will have a length of 256 samples with frame 
shift of 128 samples, i.e. 50% overlap. Individual time frame will be transformed 
into the frequency domain by performing a 1024-point FFT. And, the frequency 
adaptation rule (5.20) is applied to each frame thereby updating the separating 
matrix W(a;). Recall the learning equation, 
where the separating matrix is initialized to an identity matrix, i.e. 
w , � r 1，for p = q 
Wp“a;) = { (6.1) 
0， f o r p^q 
The channel frequency response of the p认 mixture to the separated output 
is set to one, otherwise it is zero. 
In order to ensure better convergence of W(a;) and to enhance the separa-
tion performance, the adaptation process has been performed twice for each BSS 
process. As shown in Fig. 6.2，the separated outputs obtained from the first 
BSS process is separated again by the same BSS process, with the adapted sep-
arating matrix of the first process as the initial separating matrix of the second 
process. The separation performance is then evaluated by the de-reverberation 
and de-noise performance factors of the separation system and the SNRs of the 
separated outputs. 
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Figure 6.2: Two Iterations of BSS Processes 
By using the frequency-bin based Infomax approach, i.e. each frequency 
point is treated as an entity, without energy weighting to separate the instanta-
neous mixtures of (a) speech and white noise and (b) two female speeches, the 
de-noise performance factors of the separated outputs at the first and the second 
iteration are listed in Table 6.1 respectively. The mixing matrix is arbitrarily 
chosen to be: 
( l 0.5\ , � 
A = (6.2) 
�o.5 1 y 
which has a SNR of about 6.02dB. 
De-Noise Factor Improvement [dB] Speech + White Noise Two Speeches 
I't Iteration 17.69 9.90 
Iteration 43.67 32.85 
Table 6.1: De-Noise Performance Factor of Separation of Instantaneous Mix-
tures by Frequency-Bin Based Infomax 
We found that the de-noise performance on separation of instantaneous mix-
tures is greatly enhanced with a gain of approximately 17dB and lOdB respec-
tively for the two cases after the first iteration of the adaptation. There is a 
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further 20dB improvement in the noise/interference reduction after the second 
iteration of the adaptation. It may be due to the relatively slow convergence 
rate of the gradient descent method on a non-stationary signal. By performing 
the BSS process twice, the first process acts like a training process of the adap-
tation algorithm, and as a result, the separation performance could be further 
enhanced. A two-stage BSS adaptation will be used for all simulations in the 
following section. 
In order to have better insight, the proposed BSS method will be examined 
by using four different Infomax approaches namely, (a) frequency-bin based 
without energy weighting, (b) frequency-bin based with energy weighting, (c) 
frequency-subband based without energy weighting and (d) frequency-subband 
based with energy weighting respectively. Their performances will be evalu-
ated and compared based on the de-noising and de-reverberation abilities. If 
frequency-subband based Infomax is applied, the 1024-point frequency spectrum 
is divided into 16 linear uniform subbands. 
The small room acoustics in Fig. 6.1, is simulated by the Image Method 
with channel length K equals 4, 16’ 128 and 1024 respectively. The correspond-
ing noise and reverberation indices are listed in Table 6.2. � and C i v � is 
the reverberation and noise index of the microphone respectively, which is 
calculated by (3.5) and (3.6). They will be used as the reference index for cal-
culating the improvement in de-noise and de-reverberation performance in the 
following sections. 
K CAT�[dB] CAT�[dB] ^ ^ �[ d B ] 0^(2) [dB] 
4 11.10 11.07 15.32 23.45 
16 3.19 3.12 2.34 2.65 
128 0.76 0.22 0.98 0.45 
1024 0.32 0.37 0.88 1.75 
Table 6.2: Noise and Reverberation Indices of Small Room Acoustics Modelling 
by Image Method 
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6.3.1 Speech and White Noise 
First of all, let us take a look on the separation of speech with interfering white 
noise. A female speech utterance of about 3.2 seconds is mixed convolutively 
with a white noise in the small room as shown in Fig. 6.1, with different channel 
length K. The mixing matrix is formed by the impulse responses modelled by 
the Image Method, as explained in Chapter 3, and the noise and reverberation 
indices are shown in Table 6.2. 
The de-noise performance factors are listed in Table 6.3 whereas the de-
reverberation results are given in Table 6.4. These results indicate that noise 
removal is better done on a frequency point-by-point basis together with spec-
tral energy weighting, for separation of speech and white noise. A noise re-
duction improvement of 12.35dB to 16.66dB is obtained for different rever-
beration conditions. It should be noted that the improvement in de-noising 
performance includes the degradation in both the direct path and reverberant 
paths of the noise/interference. However, there are not much improvement in 
the de-reverberation of the desired speech itself for all four different schemes. 
Frequency-Bin Frequency-Bin Prequency-Subband Frequency-Subband 
K Without Energy With Energy Without Energy With Energy 
Weight [dB] Weight [dB] Weight [dB] Weight [dB] 
4 12.24 16.66 11.19 11.86 
16 12.13 12.35 11.79 12.94 
128 13.61 13.17 9.23 12.32 
1024 15.41 15.45 9.56 11.57 
Table 6.3: De-Noise Performance Improvement of Separation of Female Speech 
and White Noise 
73 
Chapter 6. Simulation Results and Performance Analysis 
Frequency-Bin Frequency-Bin Prequency-Subband Prequency-Subband 
K Without Energy With Energy Without Energy With Energy 
Weight [dB] Weight [dB] Weight [dB] Weight [dB] 
4 -3.27 1.02 1.42 0.39 
16 0.10 0.66 -0.39 -0.30 
128 -1.35 -1.25 0.50 0.47 
1024 4.45 4.42 3.91 3.40 
Table 6.4: De-Reverberation Performance Improvement of Separation of Female 
Speech and White Noise 
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Figure 6.3: Resultant Matrix H(2：) of Frequency-Bin Based Infomax of Speech 
and White Noise with Energy Weighting for K = 1024 
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The resultant channel impulse responses and separated output waveforms 
for the best case, i.e. the frequency-bin based Infomax with energy weighting 
for K = 1024, are plotted in Fig. 6.3 and Fig. 6.4. By observing the signal 
waveforms, the noise is greatly suppressed after the BSS process. The amplitude 
of resultant channel impulse response between the noise source and the first 
microphone reduces to almost zero for both direct and multi- paths. However, 
the reverberation effect of the desired speech itself is not much reduced when 
looking at the channel impulse response. 
• • JihAik ‘ ‘ . ‘ ‘ ‘ m^ I 鐘 l _ 丨丨• l A 
i m i i i i i i g i i i i i g i i i i i j i i i j i i i i i i g i i i i i j i i i i i i i i i i i i i i i i i i i i j i i i i i i i i i i i i g i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i j i i i i i i i j i i i i 
x" p p 攀|___| ' i f p p p I P 1,111 
• • i l i ^ A j k �… ‘ 一 I - •一 I | 森 
Figure 6.4: Signal Waveforms of Frequency-Bin Based Infomax of Speech and 
White Noise with Energy Weighting for K = 1024 
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6.3.2 Speech and Voice Babble Noise 
In this section, the same female speech is mixed with the voice babble noise col-
lected from the NOISE-ROM-0 database. Four different room acoustic models 
are simulated by the Image Method, with again channel length varying from 4, 
16，128 to 1024 respectively. The improvement in de-noise and de-reverberation 
performance factors for each case are shown in Table 6.5 and Table 6.6 respec-
tively. 
It is apparent that by using the frequency-subband based Infomax with 
subband energy weighting, an improvement of 12.66dB to 22.29dB is achieved 
for different reverberating channel lengths. Same as the case for separation of 
speech and white noise, the de-reverberation performance is unsatisfactory. The 
reverberation of the desired speech still cannot be removed successfully by all 
the proposed BSS methods. 
The resultant channel impulse responses and signal waveforms for the longest 
reverberation case are plotted in Fig. 6.5 and Fig. 6.6 respectively. The 
speech signal is extracted successfully after the frequency-subband based In-
fomax approach with energy weighting, and there is a 12dB suppression in the 
noise power. Although the reverberation of the desired speech is suppressed by 
5.16dB, it is still significant and may be harmful to speech recognition, which 
will be elaborated in the next section. 
Frequency-Bin Frequency-Bin Prequency-Subband Prequency-Subband 
K Without Energy With Energy Without Energy With Energy 
Weight [dB] Weight [dB] Weight [dB] Weight [dB] 
4 12.56 18.75 3.01 22.29 
16 9.37 15.33 9.04 18.34 
128 4.50 9.03 7.57 14.07 
1024 7.95 11.28 7.69 12.66 
Table 6.5: De-Noise Performance Improvement of Separation of Female Speech 
and Voice Babble Noise 
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Frequency-Bin Frequency-Bin Frequency-Subband Prequency-Subband 
K Without Energy With Energy Without Energy With Energy 
Weight [dB] Weight [dB] Weight [dB] Weight [dB] 
4 -11.71 -8.11 4.66 -2.64 
16 0.46 2.36 -0.47 -0.35 
128 -0.79 -3.59 1.58 0.52 
1024 2.69 4.45 5.02 5.16 
Table 6.6: De-Reverberation Performance Improvement of Separation of Female 
Speech and Voice Babble Noise 
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Figure 6.5: Resultant Matrix H(z) of Prequency-Subband Based Infomax of 
Speech and Voice Babble Noise with Energy Weighting for K 二 1024 
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Figure 6.6: Signal Waveforms of Prequency-Subband Based Infomax of Speech 
and Voice Babble Noise with Energy Weighting for K = 1024 
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6.3.3 Two Female Speeches 
Lastly, the separation performance of two female speech sounds will be studied. 
Two female speech sounds spoken by two different speakers of about 3.2 seconds 
long, are mixed convolutively in the small room shown in Fig. 6.1. The mixing 
matrix is same as the one used in the above two cases. By applying the Infomax 
algorithm twice, the separated outputs are obtained and the de-noise and de-
reverberation performance factors for different approaches are calculated which 
are given in Table 6.7 and Table 6.8 respectively. 
Similar to the case for separation of speech and voice babble noise, the pro-
posed frequency-subband based Infomax with subband energy weighting per-
forms very well for separation of two female speech sounds. Irrespective of 
whether the signals are mixed under short or long reverberation environment, 
the de-noise factor can be improved with a gain varying from 12.15dB to 22.60dB 
after separation, which is better than that of the frequency-bin based approach. 
On the other hand, the de-reverberation performance gain is only marginal as 
in previous cases. 
Frequency-Bin Frequency-Bin Prequency-Subband Prequency-Subband 
K Without Energy With Energy Without Energy With Energy 
Weight [dB] Weight [dB] Weight [dB] Weight [dB] 
4 9.71 11.05 5.43 13.66 
9.33 8.20 15.19 22.60 
16 8.26 11.58 9.06 13.98 
10.49 12.17 16.39 17.42 
128 7.61 8.38 7.59 12.15 
10.20 9.24 10.14 14.27 
1024 9.12 9.96 7.87 12.66 
11.23 10.58 11.80 16.49 
Table 6.7: De-Noise Performance Improvement of Separation of Female Speech 
and Voice Babble Noise 
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Frequency-Bin Frequency-Bin Prequency-Subband Frequency-Subband 
K Without Energy With Energy Without Energy With Energy 
Weight [dB] Weight [dB] Weight [dB] Weight [dB] 
4 -5.36 -4.40 -6.69 -2.95 
-15.25 -14.29 -15.43 -13.06 
16 0.59 1.88 -0.04 -0.35 
-1.26 -0.04 -0.66 -0.23 
128 -1.86 -2.26 1.27 0.71 
-2.23 -2.66 0.86 0.32 
1024 4.01 4.28 5.34 5.63 
1.43 2.72 4.84 3.41 
Table 6.8: De-Reverberation Performance Improvement of Separation of Two 
Female Speeches 
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Figure 6.7: Resultant Matrix H(2；) of Prequency-Subband Based Infomax of 
Two Female Speeches with Energy Weighting for K = 1024 
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The resultant channel impulse responses and signal waveforms for K = 1024 
can be found in Fig. 6.7 and Fig. 6.8. Prom the time signal waveforms, even 
both speech sounds are spoken by the same gender, they can be separated 
successfully from their convolutive mixtures. Hence, it seems possible to use 
the Infomax algorithm to separate multiple speech mixtures by assuming the 
statistical independency of the input signals. 
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Female Speeches with Energy Weighting for K = 1024 
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In this section, the comparison of de-noise and de-reverberation perfor-
mances between the conventional and the proposed Infomax approaches are 
given, in addition of the analysis of the effect of energy weighting process on 
Infomax. Prom the simulation results, we can conclude that spectral energy 
weighting process is able to improve the de-noising performance under the three 
different scenarios, whether it is applied in the conventional frequency-bin based 
approach or the proposed subband based adaptation approach. Spectral energy-
weighting is similar to a whitening process on the mixtures, which lead to an 
easier adaptation of separating matrix and thus a better result is therefore 
achieved. 
On the other hand, for the cases of mixtures of two speech sounds and 
mixtures of speech and voice babble noise, the proposed subband-based Infomax 
method outperforms the conventional frequency-bin based Infomax in terms of 
the de-noising effect. By using subband adaptation technique, an accurate 
estimation on signal statistics can be obtained provided that there is sufficient 
number of frequency points in each frequency subband. Thus, a better de-
noising performance can be accomplished. 
However, the de-reverberation performance is not much improved by the pro-
posed subband adaptation algorithm. The reasons behind it will be explained 
in the next section. 
By using the Infomax approach with the best de-noising performance for 
each scenario (i.e. the frequency-bin based Infomax with energy weighting for 
separation of speech and white noise, and the frequency-subband based Infomax 
with energy weighting for separation of speech and voice babble noise and sep-
aration of two speech sounds), the speech recognition accuracy of the separated 
speech outputs will be calculated and discussed in the next section. This will be 
used to validate the effectiveness of subband adaptation and energy weighting 
process after applying to blind separation of different speech sources. 
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6.4 Recognition Accuracy Performance Analy-
sis 
In the previous section, the de-noise and de-reverberation performance of various 
combinations of speech signals and noises are examined and the best Infomax 
approach for each scenario is observed. In this section, word recognition accu-
racy of the separated outputs in the above scenario under long reverberation 
environment, i.e channel length equals 1024, will be given and compared to that 
of the conventional frequency-bin based Infomax without energy weighting. 
6.4.1 Speech and White Noise 
According to the simulation results in Section 6.3.1’ the frequency-bin based 
Infomax with energy weighting performs the best for separation of convolutive 
mixtures of speech sound and white noise. As a result, it will be applied for 
separation of 390 Cantonese utterances spoken by 5 males and 8 females re-
spectively as well as the conventional frequency-bin based Infomax (i.e. the one 
without spectral energy weighting process) for control experiment. The sepa-
rated speech sounds are recognized by the CUHK Stock Inquiry Information 
System, and the recognition accuracy of the separated speech outputs, together 
with that of the convolutive mixtures, are recorded and listed in the following 
table. 
The results showed that the word recognition accuracy increases to 80.71% 
when the frequency-bin based Infomax with energy weighting is used for BSS, 
which is 2.27% higher than that of the conventional approach. In addition, 
it attains an average de-noise factor improvement of about ll.lSdB. Based 
on both the de-noise performance and speech recognition performance, BSS 
performs better when spectral energy weighting is applied, which is consistent 
to the conclusion made in Section 5.5，where spectral energy weighting is similar 
to a whitening process and can enhance the BSS performance. 
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Convolutive Conventional Frequency-Bin Based 
Mixtures Frequency-Bin Based with Energy Weight 
Word Accuracy 50.43% 78.44% 80.71% 
Ov [dB] 0.32 10.77 11.45 
CH [dB] 0.88 1.91 2.06 
SNR [dB] -0.37 1.65 2.95 
Table 6.9: Word Recognition Accuracy, De-Noise, De-Reverberation Perfor-
mance Factor and SNR of Infomax on Convolutive Mixtures of Cantonese 
Speech and White Noise with Channel Length = 1024 
6.4.2 Speech and Voice Babble Noise 
On the other hand, the frequency subband-based Infomax with energy weighting 
is proposed for the separation of speech and voice babble noise under small room 
acoustics environment. The signal spectrum is divided into 16 uniform linear 
subbands with each subband contains 32 frequency points. Same as the BSS 
process for mixtures of speech and white noise, the recognition accuracy, average 
de-noise and de-reverberation performance factors and SNR are evaluated for 
the speech mixtures using the proposed method and the conventional Infomax 
respectively. Again, a channel length oi K = 1024 is used. The results are 
tabulated in Table 6.10. 
In the simulations, when the proposed method is applied, the de-noise factor 
and SNR are improved by 10.19dB and 5.90dB respectively. The improvement 
in de-reverberation performance factor is also quite significant, which is over 
5dB. Moreover, the recognition accuracy is greatly increased from 16.38% to 
77.94%, whereas an accuracy of only 26.55% is obtained when the conventional 
approach is performed instead. 
By using the proposed subband-based Infomax approach, an FIR filter is 
adapted for each frequency subband individually. The assumption of inde-
84 
Chapter 6. Simulation Results and Performance Analysis 
pendency between frequency subbands probably holds better and the spectral 
statistics can thus be estimated more accurately. As a result, the proposed 
frequency-subband based Infomax with energy weighting can really enhance 
the BSS performance and give a high recognition accuracy even in a long rever-
berant environment. 
Convolutive Conventional Frequency-Subband Based 
Mixtures Frequency-Bin Based with Energy Weight 
Word Accuracy 16.38% 26.55% 77.94% 
Ov [dB] 0.32 5.86 10.51 
CR [dB] 0.88 2.21 5.35 
SNR [dB] -3.02 -1.45 2.88 
Table 6.10: Word Recognition Accuracy, De-Noise, De-Reverberation Perfor-
mance and SNR of Infomax on Convolutive Mixtures of Cantonese Speech and 
Voice Babble Noise with Channel Length = 1024 
6.4.3 Two Cantonese Speeches 
Finally, the case for mixtures of two Cantonese utterances under a small room 
environment with channel response length of 1024 will be examined. Among 
the 390 Cantonese sentences, every two utterances spoken by different speakers 
and with similar data length will be paired up and mixed by the two-input-
two-output mixing system. The frequency-subband based Infomax with energy 
weighting is again chosen for separating the two observed speech mixtures. The 
de-noise, de-reverberation performance factors, SNR and recognition results are 
given in Table 6.11. 
When comparing the results between the proposed energy-weighted 
frequency-subband based Infomax and the conventional frequency-bin based 
Infomax, the proposed method further improves the recognition accuracy by 
29.11% tover that of the conventional approach. In addition, the de-noise perfor-
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mance has an improvement of over 9dB and both the SNR and de-reverberation 
performance factor are increased by around 4dB in average by the proposed ap-
proach. 
Convolutive Conventional Frequency-Subband Based 
Mixtures Frequency-Bin Based with Energy Weight 
Word Accuracy 14.91% 27.51% 56.62% 
Ov [dB] 0.32 4.04 9.50 
0.37 3.85 9.82 
0? [dB] 0.88 1.74 4.75 
1.75 0.91 5.51 
SNR [dB] 0.052 2.37 3.96 
-0.075 2.22 4.76 
Table 6.11: Word Recognition Accuracy, De-Noise, De-Reverberation Perfor-
mance and SNR of Infomax on Convolutive Cantonese Speeches Mixtures with 
Channel Length = 1024 
It is found that the increase in recognition percentage in this case is not as 
significant as that in the case of speech and voice babble noise. It is because the 
speech recognition is still sensitive to the degraded interfering speech, although 
there is a significant de-noising performance. This will lead to the insertion 
penalty in calculation of recognition accuracy and thus a lower recognition 
percentage is obtained. However, it should be noted that the de-noise and 
de-reverberation performance in the case of two speech mixtures are as good 
as that of the separation of speech and voice babble noise mixtures described 
in the previous section. 
From the simulation results of all three cases, the de-reverberation perfor-
mance of the desired speech is not good for both the proposed and the conven-
tional Infomax approaches. It is proved that the separating matrix W(a;) of 
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a two-input-two-output system acts like two adaptive beamformers [46]. Each 
beamformer can only attain one null towards the interfering signal, thus the 
reverberation of the desired signal itself cannot be removed successfully by In-
fomax in the frequency domain. It is a fundamental limitation of Infomax in 
the frequency domain, and thus cannot be removed by the proposed subband 
adaptation or spectral energy weighting process. 
6.5 Chapter Summary 
With the brief explanation of the proposed frequency-subband approach and 
spectral energy weight process in the last chapter, extensive simulation results 
are given in this chapter. In a small room environment, the major interferences 
to the source speech are the background noise and other speech source. So, the 
cases for mixtures of (a) speech and white noise, (b) speech and voice babble 
noise and (c) two speech signals are studied in this chapter. 
The adaptation algorithm of the separating matrix in Infomax is proposed 
to apply twice for each separation process. This can enhance the BSS per-
formance since the first iteration works as a training process for the second 
iteration. According to the simulation results, even in a long reverberation 
room environment, the proposed frequency-subband based Infomax with energy 
weighting outperforms the conventional Infomax approach (i.e. frequency-bin 
based approach without energy weighting), in terms of the de-noise and de-
reverberation performance factors as well as the recognition accuracy. By the 
frequency-subband adaptation approach, a FIR channel is adapted for each sub-
band. The enhancement is due to the accurate estimation on signal statistics 
as sufficient frequency points are contained in each subband. 
It is believed that there is a fundamental limitation on de-reverberation 
performance of Infomax in the frequency domain. So, based on only the de-
noise performance improvement and speech recognition results, the proposed 
frequency-subband based Infomax with energy weighting performs the best in 
separation of convolutive speech mixtures. 
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7.1 Conclusions 
In a noisy indoor environment, a particular speech signal may suffer from two 
types of distortions. On one hand, reverberation due to reflective and multipath 
could seriously degrade the received signal of the sensor. While on the other 
hand, interferences due to other signal sources (speech or non-speech), will also 
affect the perceptual quality of the speech sound. As a result, if a microphone 
or a microphone array is installed in a room, the signal received would be a 
mixture of the desired speech and interferences, when both have undergone 
reverberation. This is the so-called cocktail party problem and will greatly 
degrade the perceptual performance of the speech and affect the subsequent 
signal processing tasks. 
Signal separation technique is thus needed in order to extract the desired 
signal from the observed mixtures. However, due to the lack of knowledge of 
both the desired signal and the channel characteristics, blind signal separation 
(BSS) is required. BSS aims to extract the individual signals from the observed 
mixtures without the available information of the channel and source signals. 
It is useful and applicable to many communication systems, since the channel 
and signal properties are usually unknown to the receivers. 
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Blind adaptive frequency-shift (BA-FRESH) filter is one of the BSS tech-
niques, which makes use of the cyclostationary properties of the signal to extract 
the desired signal from the spectrally-overlapped interference and additive white 
Gaussian noise. However, it is more applicable to communication signals where 
modulation takes part in different carrier subbands, but not for speech signals 
where they have overlapped spectra. 
On the other hand, it has been proven that by assuming the statistical 
independency between the speech sources, Information Maximization (Infomax) 
can estimate a separating system, which is the inverse of the mixing system, 
successfully by using the separated outputs only. Infomax attempts to make 
the separated outputs as statistically independent as possible, by minimizing 
the Kullback-Leibler (K-L) divergence between the joint pdf of the separated 
outputs and source signal pdf model By choosing the K-L divergence as the 
cost function and using the natural gradient method, an adaptive algorithm for 
the separating matrix can thus be formed. 
The adaptation process of the separating matrix can be performed in both 
the time domain or the frequency domain by using appropriate gradient search-
ing algorithms. It is well known that Infomax in the time domain performs 
fairly well for the separation of instantaneous speech mixtures. For convolutive 
speech mixtures, we proposed to apply Infomax in the frequency domain for eas-
ier implementation and lower computational cost. In the frequency domain, the 
separation channel is adapted for every frequency bin. As Infomax is an easy, 
simple and effective approach for BSS of instantaneous mixtures, we continue 
to use this method to solve the BSS problems for convolutive speech mixtures 
in this thesis. 
A subband-based Infomax approach is also suggested in this thesis which 
can handle the BSS problem in a longer reverberation environment than that 
of the conventional frequency-bin based Infomax. In addition, a spectral en-
ergy weighting process is proposed before each adaptation process. It acts like 
a whitening process on the signals thereby enhancing the BSS performance. 
We also propose a novel spectral correlation method to solve the permutation 
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problem that exists in the frequency domain Infomax approach. 
Simulation results and performance analysis of speech source separation of 
mixtures in a small room environment with long reverberation (channel length 
=1024) are provided. It is found that the conventional frequency-bin based 
Infomax with proposed spectral energy weighting performs slightly better than 
other approaches in separating speech and white noise mixtures. However, 
for the separation of speech and voice babble noise mixtures, and the case 
of two Cantonese utterances, the proposed subband-based Infomax approach 
with energy weighting outperforms the conventional one. The de-noise factor 
and recognition accuracy are greatly increased when compared to that of the 
conventional Infomax method. 
However, the de-reverberation performance is poor for some instances. It 
is due to the fundamental limitation of the Infomax, as Infomax acts like an 
adaptive beamformer which can only form a null to the interfere!/jammer (but 
not for the reverberation of itself). Although the proposed subband-based ap-
proach results a slight increase in the de-reverberation performance factor, the 
de-reverberation performance is still limited and unsatisfactory. 
In conclusion, the proposed subband-based Infomax approach together with 
the spectral energy weighting process is capable to give an improvement in both 
the de-noising performance and recognition accuracy, when compared to that of 
the conventional frequency-bin based Infomax without energy weighting. The 
de-noise and speech recognition enhancement is due to the whitening effect 
caused by energy weighting and the accurate estimation of signal statistics by 
subband adaptation. 
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7.2 Suggestions for Future Research 
1. De-reverberation Enhancement by Single Channel De-
convolution 
From the simulation results and analysis, the de-reverberation performance of 
the desired signal itself is poor in both short and long reverberation environ-
ments. It is the limitation of the BSS by Infomax approach. So, it is suggested 
to perform a single channel deconvolution process on the separated outputs. 
There are many existing single channel deconvolution methods available for 
communication signals [47], and it should be possible to develop one for speech 
signals. 
2. Adaptation Performance 
In this thesis, the BSS algorithm is performed twice for training the adaptation 
process. Although the de-noise and recognition performance is enhanced by 
iterating the process twice, the computational cost is doubled. Instead of using 
the entire mixtures, we can use a smaller proportion of the mixtures to train 
the adaptation process, which may also achieve a significant enhancement but 
using less computation. 
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Appendix A 
The Proof of Stability 
Conditions for Stochastic 
Gradient Descent Algorithm 
(Ref. (4.15)) 
Let us review the expected version of the learning equation of separating matrix 
W for instantaneous mixing system: 
fTW 
= + ^ (A.l) 
= + aE{l — <l>(y)yT}W„ (A.2) 
By linearizing it at the equilibrium point, we have the variational equation 
《 ) = ， - 二 y)y �w (a.3) 
where implies ZX南M购 j . in component form. This shows that, only 
when all the eigenvalues of the operator has negative real parts, the 
equilibrium is asymptotically stable, where 
炉 Q(W) = d{E{I —喻]) 
dWdW dW ^ ‘ ’ 
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So, we need to calculate all the eigenvalues of the above operator. This can 
be done in terms of dX as follow. Since I — is derived from the gradient 
dQ, we need to calculate its Hessian (fQ, where 
一 （ A . 5 ) 
in terms of dX. The equilibrium is stable if and only if the expectation of 
(A.5) is positive definite. We calculate the second total differential, which is the 
quadratic form of the Hessian of Q, as 
d'Q = y'^dX'f(y)dy + f{y^)dXdy 
=y'^dX^f{y)dXy + f{y^)dXdXy (A.6) 
The expectation of the first term is 
E{y^dX^f{y)dXy} = J^E{yidxjj;(yj)dxjkyk} 
+ [ 五 ⑷ } ( 机 
i 
= a f K , j { d x j i Y + ^ rriiidxiif (A.7) 
Here, the expectation is taken at W = A_i where y/s are independent. 
Similarly, for the last term in (A.6), 
丑{/(yT)dXdXy} = Y^E{f{yi)dxijdxjkyk} 
= d x i j d x j i (A.8) 
id 
because E{yif{yi)} = 1. Hence, 
E{(fQ} = Kj(cbj�)2 + dxjjdxji} 
iH 
+ Y,{mi + l){dxiif (A.9) 
i 
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For a pair (z, j ) , i ^ j , the summation in the first term is rewritten as 
Kij = + a^K,i{dXijy + 2dxijdxji (A. 10) 
This kij{i — j) is the quadratic form in {dxij, dxji), and 
E{(fQ} = + + (A.ll) 
The kij is positive if and only if the following stability conditions hold. 
rrii + 1 > 0 
Ki > 0 
(Tia]hiiK,j > 1 Vz, j (A.12) 
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