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Abstract Camera pose estimation with respect
to target scenes is an important technology for
superimposing virtual information in augmented reality
(AR). However, it is difficult to estimate the camera
pose for all possible view angles because feature
descriptors such as SIFT are not completely invariant
from every perspective. We propose a novel method of
robust camera pose estimation using multiple feature
descriptor databases generated for each partitioned
viewpoint, in which the feature descriptor of each
keypoint is almost invariant. Our method estimates
the viewpoint class for each input image using deep
learning based on a set of training images prepared
for each viewpoint class. We give two ways to
prepare these images for deep learning and generating
databases. In the first method, images are generated
using a projection matrix to ensure robust learning in
a range of environments with changing backgrounds.
The second method uses real images to learn a given
environment around a planar pattern. Our evaluation
results confirm that our approach increases the number
of correct matches and the accuracy of camera pose
estimation compared to the conventional method.
Keywords pose estimation; augmented reality (AR);
deep learning; convolutional neural
network
1 Introduction
Since augmented reality (AR) toolkit [1] introduced
the superimposition of virtual information onto
planar patterns in images by real-time estimation
of camera pose, technologies for markerless camera-
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tracking technology have become mainstream [2,
3]. Markerless tracking needs to find a point of
correspondence between the input image and the
planar pattern for any camera pose.
Lowe’s SIFT [4] is one of the most famous
algorithms in computer vision for detecting
keypoints and describing local features in images.
SIFT detects keypoints using differences of
Gaussians to approximate a Laplacian of Gaussian
filter and describes them using a 128-dimensional
feature vector. Then, keypoint correspondences are
obtained using Euclidean distances between feature
vectors. Although SIFT is robust in the face of
scaling and rotation [5], when the input image is
distorted due to projection distortion of the planar
pattern, we cannot find keypoint correspondences.
Randomised trees (RT) [6] improve the problem by
training a variety of descriptors for each keypoint
using affine transformations, and generating a tree
structure [7] based on the resulting brightness
values, for real-time recognition of keypoint identity.
Viewpoint generative learning (VGL), developed
by Yoshida et al. [8], extends this idea to train
various descriptors for every keypoint by generating
images as if they were taken from various viewpoints
using a projection transformation, and generating a
database of keypoints and features from the images.
However, methods based on training feature
descriptors of keypoints, such as RT and VGL,
trade robustness of the various descriptors against
computation time when searching for matched
keypoints. For example, VGL compresses the
database of training descriptors using k-means
clustering [9] for fast search, but this sometimes
results in wrong keypoint matching, especially when
the camera angle is shallow. Because feature
descriptors of keypoints change significantly at a
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shallow angle, weak compression of the database is
required to allow such shallow camera angles, but
this increases the computation for keypoint search.
In this paper, we propose a novel method
for camera pose estimation based on two-stage
keypoint matching to solve the trade-off problem.
The first stage is viewpoint classification using a
convolutional neural network (CNN) [10–12], so
that the feature descriptors of every keypoint are
similar from the classified viewpoints. The second
stage is camera pose estimation based on accurate
keypoint matching, which is achieved in the classified
viewpoint using a nearest neighbor (NN) search for
the descriptor. To achieve this two-stage camera
pose estimation, in pre-processing, our method
generates the uncompressed descriptor databases of
a planar pattern for each partitioned viewpoint,
including a shallow angle, and trains a CNN to
classify the viewpoint of the input image.
A CNN can perform stable classification against
variations of a property for the same class by
learning from a large amount of data with variations
for each class. For instance, object recognition
which is stable under viewpoint changes can be
performed by learning from many images taken from
various viewpoints for each object class [13]. This
stable performance against viewpoint change is not
achieved by just the structure of the CNN, but
through the capability of a CNN to learn from
variable data for each class. For example, Agrawal
et al. [14] applied a CNN to estimate egomotion
by constructing a network model with two inputs
comprising two images whose viewpoints slightly
differ. In this paper, we apply a CNN to a viewpoint
classification for a single object.
Additional reasons for using a CNN for viewpoint
classification are as follows. Firstly, a CNN is robust
to occlusion. This is very important, as it widens
the range of applications. Secondly, computation
time is unchanged as the number of viewpoint classes
increases, enabling us to easily analyze the trade-off
relationship between accuracy and size.
We introduce two methods for generating a
database and preparing the images for deep learning,
under the assumption that those methods might be
used in different ways. The first one is robust for
a range of environments and is used to initialize
camera pose estimation, etc. The second method
learns the entire environment around the planar
pattern and is used in a learned environment.
The NN search in the second stage is not time-
consuming, because little variety is necessary in
the descriptors in the classified viewpoint in the
first stage. The camera pose of the input image
is computed based on correspondences between
matched keypoints.
2 Method
Figure 1 shows the flow of our proposed method,
which consists of three parts. The first part generates
databases of features for every viewpoint class, which
are partitioned into viewing angles from the entire
viewing angle range (−90◦ < θ < 90◦, −180◦ < φ <
180◦) with respect to a target planar pattern, as
shown in Fig. 2. The second part trains the CNN to
classify the viewpoint of the input image. The last
part estimates the camera pose of the input image.
We now explain each part in detail.
In particular, during database generation (Section
2.1) and CNN training (Section 2.2), we use two
methods to prepare images for database generation
and deep learning by the CNN, with the assumption
that these methods are to be used in different ways.
The first method uses only one image of the










Fig. 1 Flow of proposed method. Top: database generation, middle: deep learning by the CNN, bottom: camera pose estimation.
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Viewpoint class
Fig. 2 Generating databases: viewpoint class, virtual camera, and
angle definitions.
of projection matrices (P matrices). This reduces
the learning cost because it only uses a single image
and P matrices. Moreover, this enables the CNN to
be robust with changes in background of the input
image, because we can vary the backgrounds of the
images generated for deep learning. Viewpoint class
estimation will not be extremely accurate; however,
because the CNN only uses the appearance of the
planar pattern in the input image, so this first
method is not suitable for movies. On the other
hand, it can manage shallow angles better than
the conventional method, so it is useful for the
initialization of the camera pose, etc. From now
on, we call this method learning based on generated
viewpoints.
The second method uses real images by fixing the
planar pattern within the environment and taking
pictures with a camera. The CNN can learn not
only about the appearance of the planar pattern
but also the environment around it, including the
background, the lighting, and so on. Therefore, the
viewpoint class of the input image can be estimated
with almost perfect precision, so this method is
suitable for movies. However, the CNN can be only
used in the environment in which the planar pattern
is fixed when images for deep learning are taken. In
contrast to the first method, we call this method
learning based on example viewpoints.
2.1 Database generation
In this part, we generate one feature database per
viewpoint class. Each database is generated from
one image because features sampled from a certain
viewpoint are almost identical in the viewpoint
class, so one image is enough. As mentioned in
the introduction, we use two methods for preparing
images for database generation. Firstly, we will
explain the method using one image and a P
matrix, which is robust in various environments.
Secondly, we will explain the method using real
images taken by a camera, which is more robust
in the particular environment in which the pre-
processing is performed. This flow is shown in the
upper part of Fig. 1.
2.1.1 Learning based on generated viewpoints
Firstly, we partition the entire range of viewing
angles of the camera’s viewpoint with respect to a
target pattern. We call each partitioned viewpoint a
viewpoint class (see Fig. 2). Secondly, we compute
the projection matrices that transform the frontal
image to images which appear to have been taken
from the center of each viewpoint class, using
Eq. (1). From now on, we will denote the number
of viewpoint classes by N , the viewpoint classes by
Vi (i = 1, . . . , N), and the projection matrix for each
viewpoint class Vi by Pi. In Eq. (1), let the intrinsic
parameters of the virtual camera, the rotation matrix
for viewpoint class Vi, and the translation vector, be
A, Ri, and t, respectively. The matrix Ri is given
by Eq. (2), using θ, φ, and ψ defined as in Fig. 2.
Pi = A(Ri|t) (1)
Ri=
cosψ − sinψ 0sinψ cosψ 0
0 0 1

 cosφ θ sinφ0 1 0
− sinφ 0 cosφ

1 0 00 cos θ − sin θ
0 sin θ cos θ

(2)
Using the projection matrix Pi, we obtain an
image Ii for each viewpoint class Vi. Next, we
detect keypoints and describe their local features
for each image Ii, using the appropriate algorithm.
We denote the number of detected keypoints by Mi,
each keypoint by pij , and each feature by dij (j =
1, . . . ,Mi). Then we compute a homography matrix
Hi that transforms the image Ii, which represents
the viewpoint class Vi, to the frontal image. We
also generate the database in which the described
features dij and their coordinates p′ij in the frontal
image are stored. The coordinates p′ij are found
by transforming the coordinates of each detected
keypoint pij to the frontal image using the equation
p′ij = Hi pij . By performing this process on all
images that represent each viewpoint class, we obtain
one uncompressed descriptor database per viewpoint
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class.
2.1.2 Learning based on example viewpoints
For this method, we first use the camera to take
multiple viewpoints of the planar pattern that is
fixed in the environment. Next, for each image
Ii, we compute a homography matrix Hi that
transforms the image Ii to the frontal image. In this
computation, we use four points whose coordinates
in the frontal image are easily determined, like
corners. Equation (3) can be used to compute the
homography matrix Hi:
x˜′ ∼Hx˜ (3)
Here, we denote the coordinates in the frontal
image of the planar pattern by x˜′ ∼ (x′, y′, 1)T
and the coordinates in the taken image as x˜ ∼
(x, y, 1)T. Then, we detect keypoints and describe
their local features in the image Ii using the
appropriate algorithm. We denote the number of
detected keypoints by Mi, each keypoint by pij , and
each feature by dij (j = 1, . . . ,Mi). The keypoint
pij can be projected into p′ij , which represents the
coordinates in the frontal image, using p′ij = Hipij .
Finally, we generate the database for each image;
multiple sets of p′ij and dij are stored. By judging
whether the coordinates of p′ij are on the planar
pattern or not, we can eliminate features belonging
to the environment when we store features belonging
to the planar pattern in the database.
2.2 Deep learning by the CNN
We train a CNN for the purpose of classifying the
viewpoint of the input image. A CNN is a deep
neural network mainly used for object recognition.
We apply a CNN to viewpoint classification of a
single planar pattern. In this step, we only use
images, and do not use features for deep learning,
because we employ a CNN that only receives images
as input. As we do with database generation, we
will explain the two methods of preparing images for
deep learning. However, the deep learning processing
explained below should use the same method as that
used for the database generation step. This process
is illustrated in the middle row of Fig. 1.
2.2.1 Learning based on generated viewpoints
Firstly, we generate multiple images for each
viewpoint class Vi using Eq. (1). Then we randomly
change the background of every image and the
position and scale of the planar pattern. By using
these images for deep learning, the weight of the
background part is reduced and the CNN can classify
the viewpoint robustly. Here, we employ a softmax
function as the activation function of the output
layer and make its number of units coincide with the
number of viewpoint classes—this is the CNN design
recommended for classification problems. Finally,
we perform deep learning by teaching the CNN the
correct viewpoint class for each generated image
using the techniques of back-propagation [15], pre-
training [16], and drop-out [17]. In general, it is
a problem for deep learning to prepare images for
training, but our method uses images synthesized
from a single planar pattern, enabling us to reduce
the learning cost.
2.2.2 Learning based on example viewpoints
For each image Ii, we take multiple images of the
planar pattern for deep learning from the same
viewpoint as that used for image Ii. We then change
the scale and the rotation to help ensure that the
CNN is robust. Deep learning is performed as in
Section 2.2.1, i.e., we employ a softmax function
in the output layer, we make its number of units
coincide with the number of the viewpoint classes,
and we teach the CNN the correct viewpoint class
for every image.
2.3 Camera pose estimation
In this section, we explain the details of camera pose
estimation given the input image. This process is
shown at the bottom of Fig. 1. We detect keypoints
and describe their local features in the image using
the same algorithm as that used to generate the
databases. Next, we input the image to the CNN,
which has been tuned by deep learning. Because the
activation function of the output layer is a softmax
function, the percentage informs us which viewpoint
class the image belongs to (see Fig. 3). We select
the viewpoint class with the highest percentage and
compare keypoints in the database for that viewpoint
class with keypoints in the input image in terms of
the Euclidean distance of their feature descriptors.
Then we search for the nearest keypoint and the next
nearest as suggested by Mikolajczy et al. [18], so that
we can use the ratio to reduce mismatches between
keypoints. Only when the Euclidean distance to
the nearest keypoint is sufficiently smaller than the
Euclidean distance to the second one, there is a
match. Thus, DA and DB are matched only when





























Fig. 3 Viewpoint class estimation using CNN.
Eq. (4) is satisfied:
‖DA −DB‖
‖DA −DC‖ < t (4)
Here, DA, DB, and DC represent the feature
descriptor of the input image, the feature descriptor
of the nearest keypoint in the database, and the
feature descriptor of the second nearest, respectively.
If we set the threshold t large, the number of matches
increases as well as the number of mismatches;
conversely, if we set the threshold t small, the
number of matches reduces as well as the number
of mismatches.
By matching keypoints between the database and
the input image, we can obtain corresponding points
in the input image and the frontal image, as feature
descriptors and their coordinates in the frontal image
are stored in each database. After mismatches
are reduced by RANSAC [19], we estimate the
camera pose of the input image by computing the
homography that transforms the frontal image to
the input image using the coordinates of those
correspondinge points.
3 Experimental evaluation
In this section, we demonstrate the validity of our
method through experiments. In Section 2, we
introduce two methods of preparing images for
database generation and deep learning. Because
those methods have different uses, we evaluate
them with different datasets. We use VGL [8] as
a basis for comparison. Conventional methods of
camera pose estimation with CNN are typified by
PoseNet, as described by Kendall et al.; however,
such a method does not use SIFT-like point-
based features, while VGL does use point-based
matching. Furthermore, VGL is more robust than
other conventional methods that use point-based
matching like ASIFT [20] and random ferns [21].
Thus, we compare our method to VGL.
3.1 Experimental setup
The evaluation environment was as follows. CPU:
Intel Core i7-4770K 3.5 GHz, GPU: GeForce
GTX760, and RAM: 16 GB. The definition of
viewpoint class and the datasets are different for
the two methods, and will be explained separately.
The deep learning framework used in this evaluation
experiment was Chainer [22].
3.1.1 Learning based on generated viewpoints
For this method, we defined the viewpoint class Vi
by splitting the viewpoints for observing the planar
pattern as shown in Table 1. As features change more
at a shallow angle, we subdivided the viewpoint more
as angle θ increased. Thus, the number of viewpoint
classes was 4 + 8 + 12 + 12 = 36 in this experiment.
As for ψ, due to use of rotation invariant features
including SIFT, we obtained many keypoint matches
between the input image and the database for every
values of camera pose angle ψ for the input image.
Next, we generated images Ii to represent each
viewpoint class Vi using Eq. (1), using angles θ
and φ at the center of each viewpoint class Vi.
We used SIFT to detect keypoints pij and describe
their local features dij . We used network-in-network
(NIN) [23] to constitute the CNN. NIN is useful for
reducing classification time by reducing the number
of parameters while maintaining high accuracy. To
tune the parameters of the CNN by deep learning,
we generated about three thousand images for each
viewpoint class Vi. The background images were
prepared by capturing each frame from a movie taken
indoors. Furthermore, we randomly changed the
radius of the sphere (see Fig. 2) and the angle ψ when
we generated the images for deep learning. Doing
so allows estimation of the viewpoint class with the
trained CNN even if the camera distance and the
Table 1 Viewpoint class definition
Range of θ 0◦–19◦ 20◦–39◦ 40◦–59◦ 60◦–79◦
Partitions of φ 4 8 12 12
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camera orientation with respect to the input image
change.
We prepared 71 images of the planar pattern,
including ones taken from a shallow angle and ones
in which the planar pattern was occluded. Using
those images, we compared the accuracy of camera
pose estimation, the number of correct matches, and
the processing time with the corresponding values for
VGL. For VGL, we generated a database using the
same images as in our method and set the number of
clusters to five and the number of stable keypoints
to 2000.
3.1.2 Learning based on example viewpoints
In this method, we took 22 images Ii (N = 22)
of a planar pattern from multiple viewpoints after
fixing the planar pattern onto a desk. These images
define the viewpoint class Vi (see Fig. 2), so
there were 22 viewpoint classes in this experiment.
Using those images Ii, we generated 22 feature
databases containing the coordinates p′ij of all
detected keypoints and their local features dij . We
employed SIFT as a keypoint detector and a feature
descriptor, and used the coordinates of four corners
to compute Hi used to transform coordinates pij
to coordinates p′ij . We again employed NIN as the
network model for the CNN. Next, we generated
about 600 images for each viewpoint class Vi by
clipping every frame of movies that we took from
around the viewpoint of each of the 22 images Ii.
By teaching the correct viewpoint class for every
prepared image to the CNN using deep learning, the
CNN became able to estimate the viewpoint class
for each input image. Again in this method, we
randomly changed the camera distance and the angle
ψ when we prepared the images for deep learning
to make the CNN robust to changes in scale and
rotation.
For the evaluation experiment, we prepared a
movie of the fixed planar pattern, including frames
taken from a shallow angle, in the same environment
as the one used for database generation and image
preparation for deep learning.
In this experiment, we evaluated the estimated
camera pose from the re-projection error of the
corners of the planar pattern. Denoting the
coordinates of the corners observed in the test
image by Pk, and the coordinates of the corners re-
projected using the estimated homographyH by Qk,








E represents the average Euclidean distance of the
four corners between the ground-truth coordinates
and the estimated coordinates. Minimising E gives
the camera pose estimation.
To compare VGL with this method, we generated
a database with the same 22 images used for our
method and set the number of clusters to five and
the number of stable keypoints to 2000.
3.2 Results
We now describe the results of the experimental
evaluation of each method.
3.2.1 Learning based on generated viewpoints
Figure 4 shows the results of viewpoint class
estimation by the CNN, and camera pose estimation
using our method and VGL. The left image indicates
the viewpoint class estimated by the CNN for the
input image, the center image shows the result of
camera pose estimation by our method, and the right
image is the result from VGL. We visualize camera
pose estimation by re-projecting coordinates of the
four corners of the frontal image using the computed
homography and connecting them with red lines.
Images without red lines indicate lacked sufficient
matches to compute the homography. Figure 5 gives
the number of keypoint matches used to compute the
homography for each of the 71 images.
As Fig. 4 shows, our method estimated camera
pose more robustly for shallow angles than the
conventional method. Figure 5 shows that the
number of matches was higher for our method than
for the conventional method, for almost all images.
Because our method matches keypoints between the
input image and a database that was generated
using an image similar to the input image, matching
was more accurate with our method. Although
the planar pattern is occluded in some images in
Fig. 4, our method estimated the viewpoint class and
camera pose accurately. Because deep CNNs give
robust results in the presence of occlusion [13], and
the uncompressed descriptor databases of the planar
pattern are generated for each viewpoint class, our
method was robust to occlusion.
Regarding the accuracy of viewpoint classification,
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Fig. 4 Viewpoint class and camera pose estimation results using our method and VGL [8], using evaluation images. Left: estimated viewpoint
class, center: our method, right: VGL [8].
Fig. 5 Number of keypoint matches.
7 of 71 images were incorrectly classified. However,
4 of these 7 images were successfully classified
into the adjacent viewpoint class, so that keypoint
matching works well enough, and the camera pose
is estimated reasonably precisely. Features in the
adjacent viewpoint class are similar to features in
the correct one since the database for the next
viewpoint class is generated from an image taken
from a viewpoint next to the correct viewpoint. This
allows the second step of accurate localization to
still have a chance to correct the errors, making
the algorithm robust. In contrast, 3 of 7 images
were classified into a completely different viewpoint
class, so camera pose estimation failed. Overall,
viewpoint class estimation was about 90% accurate
because the CNN only uses the appearance of the
planar pattern in the input image. Therefore, this
method is not suitable for movies. On the other
hand, it copes with shallow angles (see Fig. 4), so
it is useful for initialization of the camera pose and
similar tasks. Furthermore, when using our method
in applications, we can easily combine it with a
conventional tracking method. By doing that, we
can estimate camera pose continuously while coping
with shallow angles.
Next, we consider processing time. Table 2 shows
the average processing time for our method and
VGL for all images, for each stage of camera pose
estimation, and in total.
The overhead for viewpoint class estimation in
our method is small. Detecting keypoints and
describing feature descriptors using SIFT account
for the most of the processing time. We could
easily apply our method to a binary algorithm
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Viewpoint class estimation 9 —
Matching 35 28
Homography computation 10 2
Total 255 244
like AKAZE [24] because it generates uncompressed
descriptor databases. Thus, we could reduce the
processing time spent on detecting keypoints and
describing features in our method.
3.2.2 Learning based on example viewpoints
Figure 6 shows some results of camera pose
estimation using our method and VGL, for a movie
that we prepared for this evaluation. The camera
pose was estimated using the method described in
Section 3.2.1. Figure 7 shows the re-projection error
computed with Eq. (5) for each frame of the movie.
The ground-truth coordinates of the corners were
detected manually. Figure 8 shows the number
of keypoint matches between the input image and
the estimated ones used for computation of the
homography.
As shown in Fig. 6, this method also estimated
camera pose for shallow angles more robustly than
the conventional method. In Fig. 8, the number
of matches fluctuates because the database used for
keypoint matching was changed by the CNN every
few frames. As shown by Figs. 6–8, the accuracy
of camera pose estimation using VGL decreased for
shallow angles and the features changed drastically,
because VGL compresses features using k-means for
fast computation. On the other hand, our method
estimates the camera pose more robustly because
the database that contains all features sampled from
images similar to the input image is appropriately
selected by the CNN.
With this method, viewpoint class estimation
accuracy is almost 100% (see Fig. 7), because the
CNN can learn not only the appearance of the planar
Fig. 6 Results of camera pose estimation using our method and VGL [8] using some evaluation frames. Left: our method, right: results from
VGL [8].
Fig. 7 Re-projection errors. Fig. 8 Number of matches.
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pattern but also the environment around it: the
background, the lighting, and so on. However, the
CNN can be only used in the same environment as
the one in which the planar pattern was given and
deep learning has been performed.
We next discuss processing time. Figure 9 shows
the processing frame rate. Again, the overhead for
viewpoint class estimation in the proposed method
is sufficiently small.
3.2.3 Number of viewpoint classes
The number of viewpoint classes affects the results
of camera pose estimation and the size of the
databases. Therefore, we generated 100 test images
with homographies and evaluated how the number of
viewpoint classes affected the results for the method
of learning based on generated viewpoints. Table 3
shows the re-projection error calculated by Eq. (5)
and the database size when changing the number of
viewpoint classes.
The re-projection error decreases with an
increasing number of viewpoint classes since
the input image and the matching image in the
database become closer by splitting the viewpoint
more finely. However, the size of the database is
also increased as the number of generated databases
is also increased. Thus, accuracy and size must be
traded-off according to the particular application.
4 Conclusions
We have proposed a method for robust camera pose
estimation using uncompressed descriptor databases
Fig. 9 Frame rate.
Table 3 Re-projection error and database size with respect to the
number of viewpoint classes
Viewpoint classes 12 36 52
Re-projection error 1.21 0.90 0.81
Database size 16.6 MB 49.4 MB 67.9 MB
generated for each viewpoint class. Our method
classifies the viewpoint of each input image using
a CNN that is trained by deep learning so that
keypoints of the input image can be matched almost
perfectly with the database. We gave two ways of
generating these databases and preparing the images
for deep learning. These methods have different
applications. The first is robust in a changing
environment, while the second allows the CNN to
learn the entire environment around the planar
pattern. We have experimentally confirmed that the
number of keypoint matches was higher, and the
accuracy of camera pose estimation was better, than
with a conventional method.
The application of our method to three-
dimensional objects is our future work.
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