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Abstract

Lung cancer has a high incidence and mortality rate. The five-year relative survival rate
for all lung cancers is 18%. Due to the high mortality and incidence rate of lung cancer worldwide,
early detection is essential. Low dose Computed Tomography (CT) is a commonly used technique
for screening, diagnosis, and prognosis of non-small cell lung cancer (NSCLC). The National Lung
Screening Trial (NLST) compared low-dose helical computed tomography (LDCT) and standard
chest radiography (CXR) for three annual screens and reported a 20% relative reduction in lung
cancer mortality for LDCT compared to CXR. As such, LDCT screening for lung cancer is an
effective way of mitigating lung cancer mortality and is the only imaging option for those at high
risk. Lung cancer screening for high-risk patients often detects a large number of indeterminate
pulmonary nodules, of which only a subset will be identified as cancer. As such, reliable and
reproducible biomarkers determining which indeterminate pulmonary nodules will be identified as
cancer would have significant translational implications as a therapeutic method to enhance lung
cancer screening for nodule detection.
Radiomics is an approach to extract high-dimensional quantitative features from medical
images, which can be used individually or merged with clinical data for predictive and diagnostic
analysis. Quantitative radiomics features (size, shape, and texture) extracted from lung CT scans
have been shown to predict cancer incidence and prognosis. Deep learning is an emerging machine learning approach, which has been applied to the classification and analysis of various cancers
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and tumors. To generate generic features (blobs, edges, etc.) from an image, different convolutional kernels are applied over the input image, and then those generic feature-based images are
passed through some fully connected neural layers. This category of the neural network is called
a convolutional neural network (CNN), which has achieved high accuracy on image data. With
the advancement of deep learning and convolutional neural networks (CNNs), deep features can be
utilized to analyze lung CTs for prognosis prediction and diagnosis.
In this dissertation, deep learning-based approaches were presented for lung nodule malignancy prediction. A subset of cases from the NLST was chosen as a dataset in our study.
We experimented with three different pre-trained CNNs for extracting deep features and
used five different classifiers. Experiments were also conducted with deep features from different
color channels of a pre-trained CNN. Selected deep features were combined with radiomics features.
Three CNNs were designed and trained. Combinations of features from pre-trained, CNNs trained
on NLST data, and classical radiomics were used to build classifiers. The best accuracy (76.79%)
was obtained using feature combinations. An area under the receiver operating characteristic curve
of 0.87 was obtained using a CNN trained on an augmented NLST data cohort.
After that, each of the three CNNs was trained using seven different seeds to create the
initial weights. These enabled variability in the CNN models, which were combined to generate a
robust, more accurate ensemble model. Augmenting images using only rotation and flipping and
training with images from T0 yielded the best accuracy to predict lung cancer incidence at T2 from
a separate test cohort (Accuracy = 90.29%; AUC = 0.96) based on an ensemble 21 models.
From this research, five conclusions were obtained, which will be utilized in future research.
First, we proposed a simple and effective CNN architecture with a small number of parameters
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useful for smaller (medical) datasets. Second, we showed features obtained using transfer learning
with all the channels of a pre-trained CNN performed better than features extracted using any
single channel and we also constructed a new feature set by fusing quantitative features with deep
features, which in turn enhanced classification performance. Third, ensemble learning with deep
neural networks was a compelling approach that accurately predicted lung cancer incidence at the
second screening after the baseline screen, mostly two years later. Fourth, we proposed a method
for deep features to have a recognizable definition via semantic or quantitative features. Fifth, deep
features were dependent on the scanner parameters, and the dependency was removed using pixel
size based normalization.
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Chapter 1: Introduction

1.1

What is Radiomics?
Radiomics is a multi-stage technique that assists clinical diagnosis and prognosis standard

medical images. Gillies et al. [1] defined Radiomics as “high-throughput extraction of quantitative
features that result in the conversion of images into mineable data and the subsequent analysis of
these data for decision support.”
Computer-aided diagnosis (CAD) is a tool that helps physicians and radiologists perceive
results from diagnostic images to diagnose or track a disease. Both radiomics and CAD use computed
tomography (CT) scan, magnetic resonance imaging (MRI), positron emission tomography (PET),
X-ray, etc. Yet radiomics is an extension of CAD that incorporates not only diagnostic and detection
details, but also derives high-dimensional features from medical images and uses these features to
interact with clinical outcomes, develop hypothesis testing and decision support models, detect,
diagnose, and monitor disease, etc. [1, 2]. Radiomics features may also be integrated with other
features such as clinical information (sex, smoking status, age, etc.) or gene expression to optimize
decision support analysis. Radiomics may be used for any disease, but radiomics has emerged in
the field of oncology mainly through the support of the National Cancer Institute (NCI) and the
Quantitative Imaging Network (QIN).
The Radiomics workflow includes collecting patient images, identifying and retrieving regions
of interest (Segmentation), generating high-dimensional features from the segmented area, and then
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deploying machine learning models for prediction or classification. Standard of care medical images
are obtained from a patient. A single or multiple regions of interest (ROI) is selected from the
patient images. The ROI may be the whole tumor area or a sub-region within the tumor (known
as habitats). Then high dimensional agnostic, semantic, or deep radiomics features can be obtained
from the ROI. Semantic features were described from the ROI by an experienced radiologist which
provides valuable information for tumor characteristic [3, 4, 5, 6]. Semantic features can be classified
into shape (e.g., lobulation, concavity, etc.), size (e.g., long-axis diameter, short-axis diameter, etc.),
margin (e.g., spiculation, border, etc.), external (e.g., pleural attachment, fissure attachment, etc.)
etc. Agnostic features (Quantitative radiomics feature) are generated using mathematical equations
from the ROI. These features can be classified into Laws’ features, wavelet features, histogram
features, first-order, and second-order statistics, etc. [1, 7]. Deep features are usually derived
from the last few layers (fully connected layers) of the deep neural network. After acquiring highdimensional features, machine learning models and statistical techniques can be used for further
analysis.
According to Lambin et al. [8], the development of radiomics is possible due to four advances:
the modernization of medical devices (more minute features can be generated), developments in
imaging agents (contrast agent for CT imaging or agents for PET scanning), the standardized
imaging protocol (may help with reproducibility across different medical centers), and advancement
in image analysis (better machine learning algorithms along with deep learning).
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1.2

What is Deep Learning?
Deep learning is an emerging area in the machine learning field where multiple layers are used

to generate high-level features from raw data continuously. The idea of deep learning is generated
from the artificial neural network (ANN). ANNs are inspired by the concept of the biological neural
network of the human brain. An ANN consists of multiple artificial neurons which will form a layer
(or level). Each of the connections from neurons has an assigned weight. The neurons in one level
are connected in various ways to the following level to form a multilevel representation or network,
and it is a fully connected network. An ANN consists of mainly three types of layers (each of these
layers have multiple neurons): input, hidden, and output layers. Multiple hidden layers can be in an
ANN. There are some issues when using ANNs. Every consecutive layer is interconnected; therefore,
the number of weights will rapidly increase with more layers, which, in turn, will affect the learning
rate. For image analysis, this problem can be dealt with by using several small filters (convolution
filter) on the input image and subsampling the space of filter activation until there are sufficient
high-level features. ANNs using convolution filters are called Convolutional Neural Network (CNN),
which are currently a highly effective approach for image classification and recognition tasks.
A CNN can be designed using a few convolutional layers, often followed by a max-pooling
layer, then fully connected layers and an activation function layer. The input to a CNN is an n * n
* m image, where n is the height and width, and m is the number of color channels, and there will
be k convolutional filters [9] of size a*a in the convolutional layer, where a < n. In the max-pooling
layer [10], subsampling is achieved by shrinking the resolution of the feature maps created by the
convolution filters. A non-overlapping (usually) max filter of size b*b where b< n, is applied over
the convolution feature map to reduce the resolution. Some activation function [11] is applied in
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the convolution layer to provide some non-linearity. After obtaining high-level features (e.g., shape,
size, etc.) using subsampling and convolution operations, the high-level features are fed through
the fully connected network. A CNN consists of many layers, it needs to learn many connection
weights, and for a big network, a lot of data are typically needed to avoid under- or overfitting.
The CNN model can be trained using a dataset or can be used to extract deep features (transfer
learning [12]) to classify using machine learning models.

1.3

What is Lung Cancer?
Worldwide, lung cancer is the most commonly diagnosed cancer comprising 13.3% of all

cancers reported. There were 2.1 million newly diagnosed cases of lung cancer, and 1.8 million
deaths in 2018 [13, 14]. In the US, the American Cancer Society estimates more than 228,000 new
cases to be diagnosed and nearly 142,000 people to die (which is the most in the United States in
2019) of lung cancer in 2019. The American Cancer Society also estimates 13% of new cancer cases
will be lung cancer cases for 2019, making it the second most detected cancer in the United States
[14].
Smoking is the leading cause of lung cancer, which induces 80-90% of all instances of lung
cancer. Apart from smoking, radon exposure, carcinogen exposure (asbestos, uranium, etc.) and
outdoor air pollution contribute 10%, 9-15%, and 1-2% of all lung cancers, respectively. Due to the
interactions between exposures, the combined lung cancer risk can exceed 100% [15, 16].
Lung cancers are classified mainly into two types: small cell lung cancer (SCLC) and nonsmall cell lung cancer (NSCLC). NSCLC, which typically progresses and develops more gradually
than SCLC, is the most common type of lung cancer (80% to 85% among all lung cancers). The
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progression of lung cancer can be categorized into stage I through stage IV, where stage I and stage
IV are the least and most severe, respectively. Most stages I and II of NSCLC can be treated and
removed with surgical procedures. Stage III and IV stages of NSCLC, where surgery cannot be
applied, is treated with chemotherapy, targeted therapy [17, 18, 19], immunotherapy [20, 21], etc.
SCLC can be treated with chemotherapy, radiation therapy to the brain [22, 23] (prophylactic cranial
irradiation [PCI]) etc. Overall, lung cancer has a 5-year survival rate of 18% [13, 14]. Nevertheless,
the survival rate for distant tumors (lung cancer spreading to some adjacent organs) is only 5% [24].
Lung cancers don’t typically show any discernible symptoms. But later, with cancer progression, breath shortness, chest pain, coughing, sudden weight loss, etc. are some possible symptoms.
Because lung cancer usually stays undetected during the initial stages (only 16% of instances of lung
cancer are detected during the initial stages), 75% of patients with lung cancer are first diagnosed
at the advanced stage (III / IV) [25]. Recently, the National Lung Screening Trial (NLST) [26]
was conducted to reduce the NSCLC mortality rate. The NLST study demonstrated that lung
cancer mortality was reduced significantly (20%) among high-risk individuals that were screened
using low-dose computed tomography (LDCT) versus a standard chest radiograph. However, in
the NLST, 96.4% of the intermediate pulmonary nodules (IPNs) identified by LDCT were false
positives. Thus, an accurate noninvasive approach is necessary as a clinical decision tool to better
identify problematic nodules, especially IPNs, in the lung cancer screening setting. Based on the
NLST study, the United States Preventive Services Task Force (USPSTF) recommends screening
with LDCT once a year for high-risk individuals [27].
Lung-RADS [28] is a tool designed by the American College of Radiology (ACR) to standardize lung cancer screening, monitoring, and management recommendations that also provides
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malignancy risk. The Lung-RADS score is subdivided into five categories, mainly (Category 0 to 4).
Category 0 means incomplete (parts or all of the lungs cannot be evaluated and needs additional
CT screening). Category 1 is the benign nodules and requires a follow-up CT screening after 12
months. Category 2 (benign occurrence-nodules with very low probability to become cancer due to
size) corresponds to negative screening, Category 3 corresponds to probably benign (low probability
of becoming active cancer and short follow up required), and category 4 corresponds to suspicious
for malignancy. Category 4 is further divided into three more categories 4A, 4B, and 4X. Pinsky
et al. [29] employed the Lung-RADS criteria on the NLST study. The NLST protocol considered
a nodule to be positively screened if a nodule was larger than 4mm [26]. Lung RADS had complimentary performance to the NLST protocol. Lung-RADS and NLST had a FPR (false positive
rate) of 12.8% and 26.6% respectively, whereas, sensitivity obtained using Lung-RADS and NLST
was 84.9% and 93.5% respectively at the baseline NLST study.

1.4

Why Deep Learning Matters for Lung Cancer Perspective?
Lung cancer is the most common type of cancer and the leading cause of death worldwide

[30]. Lung cancer screening has improved survival among patients with lung cancer. In the NLST
study, CT scans improved lung cancer mortality by 20%. Lung cancer screening finds if there are
any nodules in the lung and if those nodules can be malignant. Kumar et al. [31] showed that deep
features extracted from an autoencoder could be used to classify a lung nodule and suggested to
use the deep learning system as a second opinion to the decision of the radiologists. A deep learned
model is a non-invasive diagnostic tool and can be quickly integrated into standard medical imaging
procedures.
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1.5

Contributions
This dissertation is focused on the prediction of malignancy in the lung nodule using deep

learning. This work is an extension of Hawkins et al. [32] who used agnostic features (quantitative
radiomics features) to analyze malignancy. Consistently deep learning produced better results than
quantitative radiomics [33, 34].
This dissertation outlines a survival prediction model for lung nodules. This dissertation
aims to build on prior research that has already been shown to be working. Low-dose helical
computed tomography images and data were utilized from the NLST. The malignant and control
instances were divided into training and test cohorts.
The transfer learning approach was used to obtain deep features from a pre-trained CNN,
and 75.1% accuracy (0.78 AUC) was obtained by using the Random forests classifier. We then
generated a new feature set by merging the deep features and agnostic features and achieved a
higher accuracy of 76.79% (0.78 AUC). Later, three small CNN architectures were created to train
from scratch for classification and achieved 76% accuracy (0.87 AUC).
We also proposed to divide the lung nodules into groups with respect to size and clinical
information (e.g., smoking history, family history, etc.) and analyzed each of these groups separately.
We found improved classification performance by dividing nodules into groups.
We then introduced a multi-initialization based CNN ensemble approach. Each of three
CNN architectures was trained using seven different initialization. From each CNN, the pseudoprobability was taken to create an ensemble by averaging. We found improvement in our malignancy
prediction results by the multi-initialization CNN ensemble approach. The multi-initialization CNN
ensemble approach was able to predict whether a nodule would become cancerous within two years
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at 90% accuracy. Ensemble learning with deep neural networks is a strong approach that enabled
very accurate predictions for two years in the future, which are the best-known classification results.

1.6

Dissertation Organization
Chapter 2 provides a literature survey on the radiomics approach (both quantitative and

deep learning) for lung cancer analysis. Chapter 3 contains the background information on quantitative radiomics features, segmentation, feature selection, classification, and metrics for analysis.
Chapter 4 describes the dataset. Chapter 5 analyzes different methods to predict the malignancy
of lung nodules from screening CT scans. Chapter 6 explains the results. Chapters 7 and 8 discuss
the explainability of deep features and deep feature stability analysis. Chapters 9 and 10 set out
the concluding remarks and future research directions, respectively.
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Chapter 2: Literature Survey

2.1

Quantitative Features Based Radiomics Analysis
In 1999,McNitt-Gray et al. [35] conducted one of the earliest studies using quantitative

features to classify solitary pulmonary nodules (SPN). Size, shape, and, attenuation based features
were obtained from 31 cases (14 benign and 17 malignant). A 90.3% accuracy was achieved by
linear discriminant analysis.
In 2006, Way et al. [36] analyzed lung nodules (benign vs. malignant) in a fully automated
way. 3-D active contour segmentation was applied to segment the 96 lung nodule. Morphological
features (e.g., volume, surface area, etc.) and gray level intensity features (e.g., average, skewness,
etc.) were extracted. Using leave one out cross-validation, the authors achieved 0.83 AUC.
In 2010, Lee et al. [37] proposed a 2-step algorithm for pulmonary nodule classification.
216 radiomics features were generated from 125 pulmonary nodules. Genetic algorithms (GA) and
random subspace method (RSM) were used for feature selection separately along with the linear
discriminant analysis (LDA) as the classifier. The ensemble of GA and RSM yielded improved
results compared to analyzing them separately.
In 2010, Ganeshan et al. [38] found that texture features could stretch from the classification
of malignant and benign nodules to the staging of cancer and the metabolism of glucose. The study
was conducted on 17 patients with non-contrast enhanced CT scans. A Laplacian of Gaussian
filter was applied to the CT scans to generate filtered images: coarse, fine, medium, and unfiltered.
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The mean gray level intensity, entropy, and uniformity characteristics were produced from each of
these filtered regions. The author found these texture features were correlated with cancer staging
and tumor fluorodeoxyglucose uptake. This study suggested that the texture features could be a
biomarker for the analysis of lung cancer.
In 2013, Krewer et al. [39] analyzed pulmonary nodules using texture and shape features. In
order to classify malignant and benign nodules, several classifiers (e.g., nearest neighbors, decision
tree, SVM, etc.) were chosen. Using the nearest neighbor classifier and texture features, they found
a best classification accuracy of 90.91%. They also found that texture features (wavelet and laws
features) attained higher ranking during feature selection. This demonstrates the prognostic ability
of texture features for pulmonary nodule classification.
In 2013, Wu et al. [40] combined radiological and texture features to classify malignant and
benign SPN using CT scans. There were 12 radiological and 13 gray-level co-occurrence features
generated from 202 patients. The LASSO regression model was used for feature selection, and an
ANN was utilized as a classifier. After merging radiological and texture features, 0.91 AUC was
achieved, which was better than using radiological and texture features separately.
In 2013, Sun et al. [41] compared the performance of an SVM for lung cancer classification
with boosting, LASSO regression, random forests, nearest neighbors, and a neural network. 488
features were generated from the 5984 regions of interest. Using 10 fold cross validation, the SVM
classifier achieved the maximum AUC of 0.94. This study suggested the usage of SVM for lung
nodule analysis. The use of the Synthetic Minority Oversampling Technique (SMOTE) and SVM
for lung cancer were shown in another study of Sun et al. [42] in 2013. The dataset had 188
cases with a malignant vs. benign ratio of 5:1. Curvelet transformation texture features were
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extracted, and SMOTE was applied to make the malignant vs. benign ratio 1:1. This procedure
obtained an improved classification performance with the balanced dataset, using SVM in 10-fold
cross-validation. This study provided an indication of the need for a balanced dataset and showed
the difference in performance between an unbalanced and balanced dataset.
In 2014, Aerts et al. [43] analyzed tumor phenotype for lung and head & neck cancer. Four
hundred forty quantitative features were obtained from 1019 cases. Feature selection was done based
on stability and reproducibility. More quantitative features were found to have prognostic value,
which was not previously analyzed. They also observed a significant association between clinical
and quantitative features.
In 2014, Fried et al. [44] experimented with texture features for risk stratification of stage
III non-small cell lung cancer(NSCLC). Histogram, gray-level co-occurrence, gray-tone difference,
etc. were obtained from 91 patients. The authors found texture features along with conventional
prognostic factors (CPFs) had improved the risk stratification significantly over CPFs and texture
features alone.
In 2014, Balagurunathan et al. [45] analyzed the reproducibility of quantitative radiomics
features from the CT scan of NSCLC. Two CT scans were performed over 32 patients within 15
minutes. Two Hundred and nineteen quantitative radiomics features were obtained from the twotime points of CT scans for comparison. The concordance correlation coefficient (CCC) was used
for the evaluation of variability and reproducibility. Manual and semi-automated segmentation
was performed. Twenty-nine quantitative radiomics features were found to stable and reproducible
across different segmentations. They also found 23 reproducible quantitative radiomics features
across different segmentations and 2 CT scans.
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In 2015, Coroller et al. [46] evaluated the ability for quantitative features to predict distant
metastasis (DM) of lung adenocarcinoma. Six hundred thirty-five quantitative features were generated from both train (98 patients) and validation set (84 patients).To investigate the performance
of the quantitative features, univariate and multivariate analyses were conducted. They found that
35 and 12 quantitative features had prognostic value for DM and survival, respectively. The quantitative features predicted DM in the validation set with CI =0.61 and p= 1.79X 10− 17 . This study
suggested that the quantitative features would help in the early stage evaluation of DM.
In 2015, Fave et al. [47] explored the reproducibility of quantitative features for cone-beam
CT (CBCT) scans. Two CT scans were performed over ten patients within 15 minutes. Sixtyeight quantitative features were generated. Thirty-seven of these quantitative features had CCC
greater than 0.9. The authors also studied scatter and motion using the rubber and dense-cork
cartridges of a physical phantom. Twenty five out of thirty seven quantitative features found to be
reproducible after adding one layer of scatter material. Whereas 16 out of 37 quantitative features
were reproducible when the second layer of scatter material was added. Similarly, during motion
analysis, 14 out of 37 quantitative features were found to be reproducible with 4mm motion.
In 2016, Huang et al. [48] developed a radiomics signature for disease-free survival (DFS)
analysis for early-stage NSCLC. Various texture features were generated for 282 patients having a
baseline and follow-up scan. They found a significant association between radiomics signature and
DFS. The combination of radiomics signature, staging system, and clinical features improved the
DFS estimation.
In 2016, Geiger et al. [49] analyzed lung nodule malignancy with a change descriptor using
subsequent CT scans from the National Lung Screening Trial (NLST) study. The volume of a
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nodule would change over time and had prognostic value. Because of this, a new feature set was
created: delta features, which was the difference in quantitative features generated from successive
CT scans. Delta features had shown prognostic value for lung nodule malignancy analysis. They
also merged the delta features with quantitative features and achieved 83.71% accuracy.
In 2016, Hawkins et al. [32] experimented with lung nodule malignancy prediction two
years ahead of the baseline scan of the NLST study. Multiple classifiers and feature selectors were
analyzed. They achieved an accuracy of 76.79% (0.81) AUC for the prediction of malignancy 2-years
ahead.
In 2016, Dhara et al. .[50] classified malignant and benign nodules by combining shape and
texture features. Nodules were segmented using a semi-automatic approach. There were 57 shape
and texture features generated for 891 nodules. Each feature was analyzed separately using a 5-fold
cross-validation and SVM classifier. An optimal feature set was created by combining shape and
texture features and achieved better classification performance than other approaches.
In 2016, Liu et al. [51] used quantitative features to predict the epidermal growth factor
receptor (EGFR) mutation status on lung adenocarcinoma patients. Two hundred nineteen quantitative features were obtained from 298 surgically resected peripheral lung adenocarcinomas. They
attained a maximum of 0.647 AUC with five quantitative features. Further, they combined the
quantitative features with clinical features and achieved a better AUC of 0.709.
In 2016, Scrivener et al. [52] reviewed 22 studies for lung cancer analysis using quantitative
features. The authors highlighted the radiomics workflow as image acquisition, identifying and
segment ROI, extraction of features, and develop and validate machine learning models. They
concluded that radiomics study had a very high potential for lung nodule analysis and prognosis.
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They also pointed out that selecting the best features from the vast pool of features might be a
problem, and overfitting the machine learning model might be a problem due to the small number
of patients in the dataset.
In 2017, Van Timmeren et al. [53] analyzed the interchangeability of quantitative features extracted from CT and cone-beam CT scans. They also analyzed the survival prediction
of NSCLC. There were 149 (13.3%) quantitative features out of 1119 showing interchangeability
between intermodal imaging. This showed the stability of quantitative features among different
imaging modalities.
In 2019, by using intra-tumoral and peritumoral quantitative features, D’Antonoli et al.
[54] analyzed recurrence risk for NSCLC patients. There were 124 post surgery NSCLC patients
chosen for the study. The peritumoral region is an area surrounding the tumor parenchyma, which
has special clinical significance. Ninety-four quantitative features were extracted from both the
intra-tumoral and peri-tumoral region. By using the tumor-node-metastasis (TNM) stage, they
achieved 0.58 AUC for the local recurrence group (LR) and 0.672 AUC for the distant metastasis
(DM). The AUC for the LR and DM was 0.750 and 0.759, respectively, after combining TNM with
intra-tumoral and peri-tumoral features, which was a significant improvement. This study showed
the importance of peri-tumoral features for analyzing NSCLC recurrence risk.
In 2019, Wu et al. [55] compared the quantitative and semantic features for lung cancer
diagnosis. Forty-two quantitative and 13 semantic features were obtained from 238 patients (121
malignant and 117 control). Lasso was used for feature selection. Lasso selected 6 features from 42
quantitative features and obtained 0.86 AUC. Whereas, after combining clinical, quantitative, and
semantic features, LASSO chose seven features and achieved 0.89 AUC. They concluded that the
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use of semantic and quantitative features together can help and enable clinical decision-making for
lung cancer.

2.2

Deep Features Based Radiomics Analysis
In 1995, Lo et al. [56] analyzed Convolutional Neural Network (CNN) to detect lung nodules.

It is one of the earliest studies that used CNN for lung nodule detection. They compared their
approach with an Artificial Neural Network (ANN) and CNN with fuzzy training. The dataset
had 55 chest images, and Area Under the Curve (AUC) was used for evaluation. They found 0.65,
0.77, and 0.83 AUC from ANN, CNN, and CNN with fuzzy training, respectively. The performance
demonstrated the potential use of the proposed approach by a radiologist for a second reader.
In 1998, Penedo et al. [57] developed a system to identify lung cancer from the chest
radiographs. They developed a two-level approach based on ANN. On the radiograph images, the
first ANN was applied for the identification of dubious regions (curvature peaks). Curvature peaks
calculated for all pixels in each dubious region were the input to the second ANN. They utilized
60 radiograph images with 90 real and 288 simulated nodules for evaluation. Using the two-level
ANN, they achieved 89-96% true positive rate (TPR) and 5-7 false positive per image.
In 2000, Nakamura et al. [58] built a computer-aided diagnostic (CAD) procedure to classify
malignant and benign lung nodules. Fifty-six chest radiographs with 0.175 mm pixel size were chosen
for the study. An ANN was designed for classification. They used AUC to compare the performance
of ANN with radiologists and quantitative characteristics. They attained 0.854 AUC from the ANN,
which was better than the performance using quantitative features (0.761 AUC) and radiologists
(0.752 AUC).
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In 2002, Matsuki et al. [59] classified malignant and benign pulmonary nodules using an
ANN using high-resolution CT scans. The dataset consisted of 155 CT scans, where the size of
pulmonary nodules was 3 mm. They achieved 0.951 AUC from the study.
In 2003, Suzuki et al. [60] modified an ANN to a massive training artificial neural network
(MTANN) for reducing the false-positive rate of the ANN in CT scans. Their goal was to differentiate
the nodule region from non-nodules. MTANN was a multi-layer ANN, which could be applied
directly over an image. An image is divided into multiple sub-regions, and MTANN was trained
on both sub-regions and the original image. The capabilities of single MTANN were expanded to a
multi-MTANN to eliminate non-nodules regions. The dataset had 63 LDCT scans. They achieved
98.3% TPR. Multi-MTANN also improved the Fase positive rate (FPR) from 0.98 to 0.18. In
another study conducted by Suzuki et al. [61] in 2005, MTANN performance was analyzed with
very few training samples in chest CT images between nodules and non-nodules. There were 68
LDCT scans used for this study. They used three different sub-regions (1,9,361) from an image
and compared the performance. They obtained the best performance of 0.89 AUC from the 361
sub-regions, followed by nine sub-regions (0.73 AUC) and one sub-region (0.6 AUC).
In 2009, Oda et al. [62] used MTANN for rib suppression in the chest radiographs. The rib
suppressed radiographs were given to the radiologists for the detection of the pulmonary nodules.
They compared the detection rate of nodules in the rib suppressed chest radiographs with non-rib
suppressed chest radiographs. Sixty chest radiographs were used for performance evaluation using
AUC. Twelve radiologists were compared for performance analysis. They found the overall AUC of
nodule detection with and without rib suppression was 0.843 and 0.816. They concluded that with
chest radiographs, the suppression of ribs improved the overall diagnostic performance.
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In 2010, Chen et al. [63] classified the lung nodules using an ensemble of ANN using 32 CT
scans. Three radiologists with over ten years of experience were given the CT scans to classify each
nodule blindly. The radiologists obtained overall 0.82 AUC. There was 0.79 AUC achieved from
the ANN alone. They also compared the AUC of small nodules (size less than 10 mm) between an
ANN and radiologists. The performance of the ANN was 0.915 AUC for the small nodules, which
was better than radiologists 0.683 AUC.
In 2012, Flores et al. [64] analyzed lung cancer from high-risk people using principal component analysis (PCA) and ANN. From 150 patients, 14 biomarkers were selected that had previously
shown prognostic value. The number of biomarkers was reduced to 4 using PCA and ANN, and a
classification performance of 90% was achieved. Using these four bio-markers, the TPR had been
improved by 18.31% over the single bio-marker Cyfra 21.1.
In 2015 Kumar et al. [31] developed a CAD system using deep features to classify the malignant nodules from benign. The deep features were extracted from an autoencoder, and a decision
tree classifier was used to build a predictive model for the analysis. The Lung Image Database Consortium (LIDC) dataset [65, 66] was used for evaluation. Using a 10-fold cross validation, 75.01%
accuracy, 83.35% TPR, and 0.39/patient FPR were achieved.
In 2015, Shen et al. [67] proposed a multi-scale convolutional neural network to classify
malignant and benign nodules. LIDC-IDRI dataset was chosen for the analysis [65]. Three different
scales (32x32x32 , 64x64x64 , and 96x96x96 in pixels) were chosen to extract the nodule. They
compared the multi-scale CNN analysis with three single scale CNNs. They achieved the best
classification performance of 86.84%, which was better than the single scan CNN’s performance
(86.12%, 83.88%, and 79.00%).
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In 2016, Golan et al. [68] built a 3D CNN based lung nodule detection system. The LIDCIDRI dataset with 1018 scans was chosen for the study. The lung nodules were annotated by four
radiologists. A CNN was then used to obtain important volumetric features from input data and
detect lung nodules in CT image sub-volumes. Compared to other studies, the proposed approach
was assessed on a larger number of images. They achieved a TPR of 78.9% with 20 FPs per scan,
or 71.72% TPR with 10 FPs per scan, which was an improvement compared to other studies.
The CAD systems mostly depended on exact labeling for lung nodules. In 2016, Anirudh
et al. [69] proposed a 3D CNN approach where a point label and the largest expected size needed
to be provided by an expert. The SPIE-LUNGx dataset was used for the analysis.They classified
lung nodules as benign or malignant. Twenty scans were used for training and the remaining 47 for
testing. Even with weak labeling, 80% TPR and 10 FPs per scan were achieved. They showed high
TPR, and low FP could be achieved with weak labeling also.
In 2017, Shen et al. [70] classified the lung nodules using a multi-crop CNN. The LIDC-IDRI
dataset was utilized for the study. The nodules had different sizes, so for analysis, they extracted
the exact size of the nodules. HOG, and LBP, and multi-scale CNN were compared to the proposed
approach. This study, which was an improvement from previous studies, achieved 87.14 percent
accuracy and 0.93 AUC.
In 2017, Huang et al. [71] proposed a 3-D CNN to detect lung nodules. The LIDC dataset
was used for the study. The study excluded ground-glass nodules and nodules attached to the lung
boundary. Data augmentation (rotation and flip) was applied to enhance the size of the dataset.
The proposed approach was compared with quantitative features based approach and 2-D CNN.
The performance of the 3-D CNN was an improved over quantitative features and the 2-D CNN.
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In 2017, Hussein et al. [72] presented an end-to-end multi-view CNN for nodule characterization using the LIDC-IDRI dataset. A CT scan has three views: transverse, coronal, sagittal.
They first calculated the Median Intensity Projection (MIP) image for each view to combine all
three views of the CT scan. These 3 MIP images were concatenated and sent through a 3-channel
2-D CNN. Using 10-fold cross validation, this proposed approach achieved 92.31% accuracy. This
approach showed the utilization of a MIP image obtained from a 3-D scan for classification.
In 2018, Da Silva et al. [73] studied the reduction of FP for detecting lung nodules using
CNN and genetic algorithms. The LIDC-IDRI dataset was used. The CNN had lots of parameters.
Particle swarm optimization (PSO) was used to optimize CNN hyper-parameters. They attained
a state-of-the-art performance with 97.62% accuracy, 0.955 AUC, 92.2% TPR, and 98.64% TNR.
This study showed the usage of PSO to optimize CNN hyper-parameters.
In 2018, Braman et al. [74] explored the detection emphysema from the weakly annotated
CT scans. The 3D volumes were analyzed as a sequence of 2D images. They presented a CNNlong short term memory (LSTM) architecture for emphysema detection. The training and test
analysis were carried out on 6,631 un-annotated image volumes from 4,486 patients and 2,163 image
volumes from 2,163 patients, respectively. This proposed approach was compared with the 2D CNN
approach. They obtained the best AUC of 0.83 for emphysema detection using the CNN-LSTM
architecture.
In 2019, Ardila et al. [75] proposed an end-to-end approach to detect and classify pulmonary
nodules using CT scans. Current and prior CT scans for every patient from the NLST dataset [26]
and an independent dataset (under approval from the Northwestern University IRB) was used for
risk prediction. They achieved a state-of-the-art AUC of 0.944 for risk prediction two years ahead.
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In 2019, Shen et al. [76] presented an interpretable hierarchical semantic CNN (HSCNN)
architecture to analyze the semantic features and predict the malignant pulmonary nodule using CT
scans. 1018 CT scans from the LIDC-IDRI dataset were used for this study. The HSCNN generated
two output levels: revealed semantic feature output and malignancy score for the pulmonary nodule.
For evaluation, 4-fold cross-validation was selected. For predicting calcification, margin, subtlety,
texture, and sphericity, HSCNN secured an accuracy of 90.8%(0.93 AUC), 72.5% (0.776 AUC),
71.9% (0.803 AUC), 83.4% (0.85 AUC), and 55.2% (0.568 AUC) respectively. Using HSCNN,
84.2% accuracy with 0.856 AUC for predicting malignancy.
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Chapter 3: Background

3.1

1

Segmentation
The preliminary segmentation of the lung field region from the rest of the body was per-

formed using the Definiens software suite [77]. Following the lung field segmentation, the tumor
region was manually assessed by an experienced radiologist with expertise in lung cancer from H.
Lee Moffitt Cancer Center. After the identification of the tumor region, a semi-automatic region
growing algorithm developed by Gu et al. [78] was applied to segment the lung tumors. The region
growing algorithm required a seed point inside the identified tumor region. The seed point would
then develop until the threshold requirements for intensity were met. Due to human interaction,
this strategy can generate variable segmentations. To overcome this, an ensemble segmentation
approach was proposed by Gu et al. [78]. The ensemble strategy used the above-mentioned region
growing algorithm first, then selected some random seed points within the original region boundary. These new seed points would again grow a "children" boundary region. The new children
regions were compared for intensity, shape, standard deviation, and mean to the original tumor
with the initial segmentation. If the criterion was met by the new children regions, the new region
would be merged. This strategy decreased biases from seed point selection and made segmentation
1
Portions of this chapter were previously published in R. Paul, S. Hawkins, M. Schabath, R. Gillies, L. Hall,
D. Goldgof, “Predicting Malignant Nodules by Fusing Deep Features with Classical Radiomics Features”, Journal of
Medical Imaging, 5(1), 011021 (2018) and,
R. Paul, S. Hawkins, Y. Balagurunathan, M. Schabath, R. Gillies, L. Hall, D. Goldgof, “Deep Feature Transfer
Learning in Combination with Traditional Features Predicts Survival among Patients with Lung Adenocarcinoma”,
Tomography Journal, Special QIN Issue, 2016, v.2(4), pp. 388-395, 2016.
Permission is included in Appendix D.
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comparable among users.

3.2

Quantitative Radiomics Features
After extraction of the tumor region, several types of 3D quantitative image features were

generated in our study. From the CT scan, 219 3-D quantitative image features were extracted.
These quantitative features were partitioned into two classes: non-texture and texture features.
Definiens software suite [77] was used to implement most of the quantitative features, while some
quantitative features were been calculated using C / C++ and MATLAB.

3.2.1 Non-Texture Quantitative Radiomics Features
Three types of non-texture features were obtained: tumor size, shape, and location. Tumor
size provides information of the volume, longest diameter, shortest diameter, or area about a nodule.
Nodule volume has prognostic value for classifying malignant nodules from benign [49]. Tumor shape
features (e.g., compactness, tumor region’s largest elliptical fit, asymmetry, and density) analyze
tumor circularity. Tumor location features derive the position of a tumor within the lung lobes.

3.2.2 Texture Quantitative Radiomics Features
Typically, the texture is ascribed to the gray-level change in CT images. Texture provides
information about the spatial arrangement of the color intensities, structure, and appearance of the
region(s)-of-interest in an image [79]. Four types of texture features were generated: laws’ features,
wavelet features, gray level run-length features, and gray level size zone matrix. Histogram features
are calculated from the pixel intensities inside the region of interest (ROI). Continuous gray-level
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measurement along a specific orientation is called run length. Coarse and fine texture have longer
and shorter run lengths, respectively [80, 81].
Law’s texture measure [82] is a statistical approach to calculate various textures by using
local masks or filters from an image. Law’s texture images can be generated by applying five
different one-dimensional vectors of a fixed-size convolution window all over the image. These onedimensional filters are as follows: L5 = [+1 +4 6 +4 +1], E5 = [-1 -2 0 +2 +1], S5 = [-1 0 2 0
-1], R5 = [+1 -4 6 -4 +1] and W5 = [+1 -4 6 -4 +1]. Each of these filters measures different types
of texture within an image; L5: average gray value, E5: edges, S5: spots, R5: ripples and W5:
waves. L5 means applying the defined filter in a 5x5 window size all over an image to detect gray
levels. 2-Dimensional and 3 –dimensional filters can be created by outer products of two vectors or
3 vectors respectively, e.g., L5E5, R5L5, E5E5L5, L5E5L5, etc. Law’s features were generated by
using the following equation after applying the 3-dimensional filter,

Energy = 1/R

I−N
X

J−N
X

K−N
X

h2 (i, j, k)

(3.1)

i=N +1 j=N +1 k=N +1

where, I, J, and K are the dimension of a 3-D image, h(i, j,k) is the output after applying the
convolution filter over the image, R is the normalizing factor.
We implemented the discrete wavelet transform iteratively and decomposed an image into
four components to evaluate the frequency content at different scales in the image [83, 84, 85, 86].
During each iteration, four components (high pass-high pass, high pass-low pass, low pass-high
pass, and lowpass-low pass) are generated. Diagonal components and a blurred variant of the
original image are formed in the high pass-high pass components and low pass-low pass components,
respectively. Whereas horizontal and vertical structures can be generated from the low pass-high
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pass and high pass-low pass components, respectively. During the subsequent iterations on the low
pass-low pass component enhanced vertical, horizontal, and diagonal textures are generated. For
each of the components, energy and entropy were calculated. In the 3D LDCT scans, the 1D wavelet
transform can be applied in three directions (x, y, z). Features obtained at each level are referred
to as suffix L (e.g., L1) and level of decomposition with prefix C (e.g., C1 to 15). We obtained 15
decompositions of feature images from each of the 2 levels in this analysis.
To compute the size of the homogenous runs for every grey level, we implemented GreyLevel Run Length Matrix (GLRLM) features [87, 81], which were used to compute the matrix for
all 13 directions of the 3D DICOM images. The following 13 feature matrices plus 2 normalized versions were Short-Run Emphasis (SRE), Long-Run Emphasis (LRE), Low Gray-level Run Emphasis
(LGRE), High Gray-level Run Emphasis (HGRE), Short-Run Low Gray-level Emphasis (SRLGE),
Short-Run High Gray-level Emphasis (SRHGE), Long-Run Low Gray-level Emphasis (LRLGE),
Long-Run High Gray-level Emphasis (LRHGE), Gray-Level Non-Uniformity (GLN), Gray-Level
Nonuniformity Normalized (GLNN), Run Length Non-Uniformity (RLN), Run Length Nonuniformity Normalized (RLNN), Run Percentage (RP), Grey level variance (GLV), Run-length variance
(RLV), and Run entropy (RE).
In order to count the total number of zones of linked voxels, based on whether neighboring
voxels have the same discretized grey level, GLSZM features were implemented [88]. We created
a histogram of ROI, which would give the highest frequency for each pixel of the image, with the
largest slice of nodule area of the tumor. Sixteen features of GLSZM were computed for each
pixel. The features consisted of Small zone emphasis (SZE), Large zone emphasis (LZE), Low greylevel zone emphasis (LGLZE), High grey-level zone emphasis (HGLZE), Small zone low grey level
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emphasis (SZLGLE), Small zone high grey level emphasis (SZHGLE), Large zone low grey level
emphasis (LZLGLE), Large zone high grey level emphasis (LZHGLE), Grey level non-uniformity
(GLN), Grey level non-uniformity normalized (GLNN), Zone size non-uniformity (ZSN), Zone size
non-uniformity normalized (ZSNN), Zone percentage (ZP), Grey level variance (GLV), Zone size
variance (ZSV), Zone size entropy (ZSE). More details about the implementation of the abovementioned texture features can be found in [7].

3.3

Machine Learning Classifiers

3.3.1 Naive Bayes
The naïve Bayes classifier [89], which is based on Bayes’ theorem, is a simple probabilistic
classifier that does not have a complicated iterative parameter estimation. It makes an assumption
that the input features are independent of each other, given the class variable. For estimating the
classification result, it requires only a small amount of data in training and also performs well in
case of categorical variables, which we do not currently use.

3.3.2 Nearest Neighbor
The nearest neighbor classifier [90] is a lazy, non-parametric instance-based learning algorithm. The main idea behind this algorithm is to find out how close a new example and stored
examples are and to predict labels from the nearest examples. The closeness is measured using a
distance function (e.g., Euclidean distance, Manhattan distance, Minkowski distance, etc.), and the
classification of a new example is based on a vote of the k nearest neighbors. It is frequent to choose
the k value small and odd to break the ties. The impact of noise in the training set can be lowered
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using a larger k value. The selection of k can be made using a cross-validation approach. In this
approach, training is very fast, and it does not lose information, but more comparisons and larger
memory are required if there is a large training set.

3.3.3 Decision Trees
Decision trees [91] are a top-down, non-parametric classification algorithm. They are made
up of the following three types of nodes: root node (no incoming edges), internal node or test node,
and leaf node (decision nodes). The test at the root node splits the data set into smaller subsets of
internal (or leaf) nodes based on some test conditions, and examples at internal nodes will continue
being split by tests until a leaf node is created consisting of either pure or nearly pure examples.
Leaf nodes are the decision nodes and contain the class labels. A small to medium-size decision
tree is easy to comprehend and does not require any domain knowledge. Using information gain
or entropy, the test conditions for dividing the internal nodes can be measured. Entropy can be
calculated as the equation below,

H=−

X

p(x) log p(x)

(3.2)

The p (x) is the probability of each example assigned to each of n classes. The information
gain (IG) can be evaluated from the entropy as the equation below,

IG = parent_ entropy − [weighted_ average ∗ child_ entropy]

(3.3)
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3.3.4 Random Forests
Random forests [92] is a supervised classification and regression method that trains ensembles of decision trees and chooses the class by using majority voting among the trained trees. It uses
bagging (creation of a new training data set by selection with replacement) and random selection of
a test from the highest-ranked tests at an internal node of a tree. We used 200 trees and randomly
chose from log2 features. It works quite effectively on large data sets.

3.4

Feature Selectors

3.4.1 Relief-F
Relief-F [93, 94, 95] is a simple, noise-tolerant, effective feature selection algorithm for finding
features with strong class dependencies. This approach uses the nearest neighbor algorithm on both
the same class and the opposite class instances for ranking the features. It assigns more weight to
the features that help differentiate between distinct classes.

3.4.2 Symmetric Uncertainty
Symmetric uncertainty [96] is a feature selection approach that can be used to rank the
features by calculating the fitness between the features and the classes. It can be calculated using
the ratio between the information gain of 2 features and the summation of entropy of those 2 features
[97, 98].
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3.5

CNN Architectures
A Convolutional Neural Network [99] is a feed-forward network in the deep (multi-hidden

layer) neural network family, where outputs generated from the previous layer pass as inputs to the
next layer. CNNs usually consist of many layers, and a large quantity of training data is typically
required as well. As CNN consists of many layers, it needs to learn many connection weights, and
for a big network, a lot of data are typically needed to avoid under- or overfitting. The dataset
we were using has just 261 cases for training, which is rather small for a CNN. So, a transfer
learning approach was tried using a large network trained on the ImageNet set [100] of camera
images. Transfer learning [101, 102] is a method where previously learned knowledge is applied to
another task, and the task domains may be different. In our case, the domain is very different.
ImageNet consists of camera images of natural scenes and does not include any type of lung nodule
or cancer image. Our image set consists of only lung nodules in CT images. We experimented with
three different pre-trained CNN’s [vgg (visual geometry group)-m/vgg-f/vgg-s] [103] in this study
using a MATLAB toolbox named MATCONVNET [104]. Table 3.1 describes the architectures and
parameters used by the vgg pre-trained architectures. The f, m, and s after vgg- stand for fast,
medium, and slow and refer to training time (so partly the number of weights). We obtained deep
features from the outputs of the last fully connected layer after applying the activation function
using a rectified linear unit (post-ReLU), which changes all feature values less than 0 to be 0.
We further experimented with three different CNN architectures by training from scratch
(i.e., a random set of initial weights). We designed the architectures using Keras [105] with Tensorflow [106] as the CNN library. Tables 3.2 and 3.3 describe the CNN architectures and parameters
used. Figure 3.1 shows CNN architecture 3. The largest nodule size for Cohort 1 cancer cases and
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Table 3.1: Parameters of VGG-CNN architectures
Parameters
Conv1

VGG-F
VGG-M
VGG-S
64 X 11 X 11, St. 4,
96 X 7 X 7, St. 2,
64 X 11 X 11, St. 4,
pad 0, LRN, x 2 pool pad 0, LRN, x 2 pool pad 0, LRN, x 3 pool
Conv2
256 X 5 X 5, St. 1,
256 X 5 X 5, St. 2,
256 X 5 X 5, St. 1,
pad 2, LRN, x 2 pool pad 1, LRN, x 2 pool
pad 1, x2 pool
Conv3
256 X 3 X 3, St. 1,
512 X 3 X 3, St. 1,
512 X 3 X 3, St. 1,
pad 1
pad 1
pad 1
Conv4
256 X 3 X 3, St. 1,
512 X 3 X 3, St. 1,
512 X 3 X 3, St. 1,
pad 1
pad 1
pad 1
Conv5
256 X 3 X 3, St. 1,
512 X 3 X 3, St. 1,
512 X 3 X 3, St. 1,
pad 1, x 2 pool
pad 1, x 2 pool
pad 1, x 3 pool
Full 1
4096
4096
4096
dropout
dropout
dropout
Full 2
4096
4096
4096
dropout
dropout
dropout
Full 3
1000
1000
1000
softmax
softmax
softmax
Note:A x K x K means sub-images created using a KxK kernel, A is the number of convolution
kernel, st. indicates convolution stride; LRN indicates local response normalization; pad indicates
padding; pool indicates max-pooling, and ReLU indicates rectified linear units.
control cases were 104x104 pixels, and 82x68 pixels, respectively. So, we chose 100x100 as the input
image size for the designed CNN.
CNN architecture 1 had 2 convolution layers and two fully connected layers before the final
classification layer. The total parameters were 841,681. CNN architecture 2 had two convolution
layers, followed by one fully connected layer and one LSTM (Long short term memory) layer before
the final classification layer. LSTM is a type of recurrent neural network, which consists of memory
to remember for a long or short time and various gates to control the flow of information [107, 108].
In CNN architecture 2, we wanted to examine whether the advantage of remembering information
using a stateless LSTM had any effect on classification. In [109] a cascaded architecture was proposed
for face identification. In the main branch, the input image was fed through convolution and pooling
layers, and in another branch, re-sized input was added in the fully connected layer. Inspired by
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Table 3.2: Parameters for CNN architectures 1 and 2
CNN architecture 1
CNN architecture 2
Layers
Parameters
Layers
Parameters
Input
100 x100
Input
100 x100
Conv1
64x5x5,pad 0,st. 1
Conv1
64x5x5,pad 0,st. 1
Leaky ReLU
alpha=0.01
Leaky ReLU
alpha=0.01
Max Pool 1
3x3, st. 3, pad 0
Max Pool 1
3x3, st. 3, pad 0
Conv2
64x2x2,pad 0,st. 1
Conv2
64x2x2,pad 0,st. 1
Leaky ReLU
alpha=0.01
Leaky ReLU
alpha=0.01
Max Pool 2
3x3, st. 3, pad 0
Max Pool 2
3x3, st. 3, pad 0
Dropout
0.1
Dropout
0.1
FC 1+ ReLU
128
FC 1+ ReLU
128
FC 2+ ReLU
8
LSTM 1 + ReLU
8
L2 regularizer
0.01
L2 regularizer
0.01
Dropout
0.25
Dropout
0.25
FC 3+ Sigmoid
1
FC 3 + Sigmoid
1
Total parameters
841,681
Total parameters
845,033
Note:A x K x K means sub-images created using a KxK kernel, A is the number of convolution
kernel, st. indicates convolution stride; pad indicates padding; pool indicates max-pooling, and
ReLU indicates rectified linear units.
Table 3.3: Parameters of CNN architecture 3
Layers
Parameters
Left BRANCH
Input
100 x100
Max Pool 1
10x10
Dropout
0.1
Right BRANCH
Conv1
64x5x5,pad 0,st. 1
Leaky ReLU
alpha=0.01
Max Pool 2
3x3, st. 3, pad 0
Conv2
64x2x2,pad 0,st. 1
Leaky ReLU
alpha=0.01
Max Pool 3
3x3, st. 3, pad 0
Concatenate Left and Right Branch
Conv 3
64x2x2, pad 0, st. 1
Max Pool 4
2x2, st. 2, pad 0
L2 regularizer
0.01
Dropout
0.1
FC 1+ Sigmoid
1
Total parameters
39,553
Note:A x K x K means sub-images created using a KxK kernel, A is the number of convolution
kernel, st. indicates convolution stride; pad indicates padding; pool indicates max-pooling, and
ReLU indicates rectified linear units.
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Figure 3.1: Overview of CNN architecture 3

that architecture, we designed our CNN architecture 3, which was a cascaded architecture where
the left and right branches were concatenated into the same size 10x10 vector. Finally, we used
another convolution layer before the final classification layer. Adding image information directly will
create more specific information for each case. After merging, another convolution and max-pooling
layer before the final classification layer maintains the generic information about the image and can
provide more features of the image to enable a better classification result. The total parameters were
39,553. The total number of parameters was reduced by 100% in this architecture when compared
to the other two architectures.

3.6

Metrics
We used the area under the receiver operating characteristic (AUCROC) curve [110, 111, 112]

for performance measurement. For a ROC curve, at different cut-off points, the true-positive rate
(Y-axis) is plotted against the false-positive rate (X-axis). For each decision threshold, the point
on the ROC curve illustrates a true-positive/false-positive pair. The area under the ROC curve or
AUC is a measurement of how well a model can differentiate the lung cancer cases from the control
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nodules. The maximum possible area under the ROC curve is 1. So, AUC values closer to 1 signify
a better predictive model.
We assessed the significance of the improvement of the AUC values between the current and
previous best result by calculating the standard error (SE) of the area for each AUC score using
the equation 3.4,

r
SE =

A(1 − A) + (na − 1)(Q1 − A2 ) + (nn − 1)(Q2 − A2 )
na ∗ nn

(3.4)

where A is the calculated AUC, na and nn are the number of benign and malignant cases, respectively, and Q1 and Q2 are estimated by Q1 = A/(2-A) and Q2 = 2*(A*A)/(1+A).
We calculated the z value using the equation 3.5 using the SE values of the two AUCs,
AUC1 andAU C2 ,

|AU C1 − AU C2 |
z=q
2
2
SEAU
C1 + SEAU C2

(3.5)

From the z score, the p-value was obtained, and performance significance was evaluated at
p = 0.1 and p = 0.05.
We also assessed the accuracy or success rate as a performance analysis metric for our study.
The total number of examples that are predicted to be correct over the total number of examples
can be used to measure accuracy. Then we can turn the fraction into a percentage measurement.
Actually, accuracy is a single point on the AUCROC curve.
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Chapter 4: Description of the Dataset

2

We obtained data without any identifying information from the National Cancer Institute
Cancer Data Access System. The patient data were deidentified under an IRB-approved process.
The data included clinical information and LDCT images. The NLST was a multi-center trial
with subjects randomly assigned to be imaged by LDCT or x-ray (CXR). The NLST study was
conducted on 53,454 current or former smokers at 33 medical centers across the US. The study
compared LDCT versus x-ray (CXR) for early detection of lung cancer [113, 26] among high-risk
individuals who were current or former smokers with a minimum of 30-pack years of smoking and
an age range of 55-74 years. Former smokers had to have quit within 15 years [113, 26, 114].
Our overall study was a nested case-control approach, which included nodule positive controls and
screen-detected incident lung cancers with matched demographics from the NLSTs LDCT arm. The
NLST study had a baseline (T0) screening and two follow-up screenings 1 year (T1) and 2 years
(T2) after the baseline.
Based on prior work from Schabath et al. [115], we selected subsets of participants of screendetected lung cancers (SDLC) and nodule positive controls from the LDCT-arm of the NLST. We
chose two SDLC patient cohorts for this study, as depicted in Figure 5.1. The lung cancer cases
and the nodule positive controls were 1:2 frequency-matched on age at randomization, sex, and
smoking. At the baseline (T0) screen, both the lung cancer cases and the nodule positive controls
2

Portions of this chapter were previously published in R. Paul, S. Hawkins, M. Schabath, R. Gillies, L. Hall,
D. Goldgof, “Predicting Malignant Nodules by Fusing Deep Features with Classical Radiomics Features”, Journal of
Medical Imaging, 5(1), 011021 (2018).
Permission is included in Appendix D.
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Table 4.1: Demographic and clinical characteristics of the dataset
Characteristics
Age, mean ±SD, years
Sex (Male), N(%)
Sex (Female), N(%)
Race, N(%)
White
Black, Asian, other
Ethnicity, N (%)
Hispanic or Latino
Not Hispanic or Latino
and unknown
Smoking, N(%)
Current
Former
Pack-years smoked,
mean ±SD
Current smokers
Former smokers
Stage, N(%)
I
II
III
IV
Carcinoid, unknown
Histologic subtype, N(%)
Adenocarcinoma
Squamous cell carcinoma
Other, NOS, unknown
FH of Lung Cancer, N (%)
Yes
No
Self-Reported
History of COPD, N (%)
Yes
No

Lung cancer
cases (n=170)
63.7 ±5.11
94 (55.3)
76 (44.7)

Nodule positive
cases (n=328)
63.5 ±5.1
192 (58.5)
136 (41.5)

P-value

161 (94.7)
9 (5.3)

315 (96.0)
13 (4.0)

0.49

0 (0.0)

2 (0.6)

0.55

170 (100.0)

326 (99.4)

89 (53.4)
81 (47.6)

175 (53.4)
153 (46.6)

63.2 (25.8)
64.5 (27.6)

62.0 (21.3)
63.7 (26.8)

0.83

41 (24.1)
129 (75.9)

56 (17.1)
272 (82.9)

0.07

13 (7.6)
157 (92.4)

19 (5.8)
309 (94.2)

0.44

0.66
0.28

0.85

117 (68.8)
12 (7.1)
21 (12.3)
18 (10.6)
2 (1.2)
108 (63.5)
38 (22.4)
24 (14.1)

Abbreviations: COPD = chronic obstructive pulmonary disease; FH = Family history; P-values
calculated using Fisher’s exact test for categorical variables, Student’s t-test for continuous variables.
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had a positive screen that was not diagnosed as lung cancer. The lung cancer cases were diagnosed
at either the first (T1) or second (T2) follow-up screen while the nodule positive controls had three
consecutive positive screens (T0 to T2) not diagnosed as lung cancer. The lung cancer cases and
nodule positive controls were split into a training cohort and a testing cohort. For both cohorts,
we used cases from time T0, baseline screening, for training. The subset of cases from the baseline
screening was partitioned into two Cohorts: Cohort 1 or training set and Cohort 2 or test set, and
each cohort had two classes: incident lung cancer and control cases.
Cohort 1 included cases that had a positively screened nodule during the baseline scan (T0),
and after the first follow-up scan (T1), some of these positively screened nodules became malignant.
Cohort 1 had 85 incident lung cancer and 176 control cases. The Cohort 2 included cases where
some of the positively screened nodules from the baseline scan (T0) became malignant after the
second follow-up scan (T2), i.e., two years after the baseline scan. Cohort 2 had 85 incident lung
cancer and 152 control cases. Figure 5.1 shows a flowchart of the two cohorts. Nodule size was not
used in selecting cohorts. Dataset selection is described in more detail in Refs. [32, 115, 116]. Table
5.1 presents the demographics of the lung cancer cases and nodule positive controls. There were no
statistically significant differences between lung cancer cases and nodule positive controls for age,
sex, race, ethnicity, and smoking. The NLST dataset patient Ids are displayed in Appendix Tables
A.1- A.4.
The pixel size varied across the image set as follows. The average image pixel size was
0.6642 mm, the standard deviation was 0.072 mm, the min was 0.4844 mm, and the max was 0.8594
mm. Normalizing the pixel size can introduce artifacts, so we didn’t normalize the images. The
slice thickness in mm varied from 3.2 (maximum slice thickness) to 1 (minimum slice thickness)
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Table 4.2: Scanner parameters
Scanner Name
GE
SIEMENS
PHILIPS
TOSHIBA-CHOICE 1
TOSHIBA-CHOICE 2

Scanner Type
Standard
B30f
C
FC01
FC10

Reconstruction Kernel
Lung/Bone
B50f
D
FC30
FC51

across the image set. The majority of cases of both cohorts had a 2.5-mm slice thickness with the
rest mostly at 2 mm. The reconstruction field-of-view ranged between 248 and 460 mm. Tube
potential varied from 140 to 120 kVp. No corrections were made based on the variations, and this
is a potential limitation of this study. Other scanner parameters are shown in Table 5.2.

Figure 4.1: (a) NLST study,(b) flowchart of Cohort 1 and Cohort2 selection

The nodules that became cancer were larger in size in the baseline scan. The average +
SD of the longest diameters were: 8.06 + 3.45 mm and 8.6 + 3.85 mm for Cohort 1 and Cohort 2
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control cases respectively, and 12.07 + 5.35 mm and 12.086 + 9.89mm for Cohort 1 and Cohort 2
incidence lung cancer.
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Chapter 5: Experiments for Predicting Lung Nodule Malignancy

3

This section describes different experiments performed for analyzing lung nodule malignancy
prediction.

5.1

Deep Features Only
In our study, for each patient, we chose the single slice that had the largest nodule area.

We then extracted only the nodule region from each slice by taking a rectangular box of the image
that completely covered the nodule region. Since it would be resized to match the input size of a
CNN, as discussed in the proceeding, we called the resized nodule "warped". In Fig. 5.1, we show
a resized nodule along with the actual LDCT scan slice. While each nodule was a different size, the
input size required by the pre-trained CNN was 224 224 and, hence, a bi-cubic interpolation was
used for resizing the images.
Training a CNN typically requires a large amount of data (images here). Hence, transfer
learning is a possible solution with a small data set. Transfer learning is a procedure wherein a
previously learned model can be applied in another task domain. The domain where learning was
done and the domain the knowledge is applied in can be the same or different. In our study, we
used the vgg-f, vgg-m, and vgg-s CNNs pre-trained on the ImageNet data set [100] of 1000 classes
3

Portions of this chapter were previously published in R. Paul, S. Hawkins, M. Schabath, R. Gillies, L. Hall,
D. Goldgof, “Predicting Malignant Nodules by Fusing Deep Features with Classical Radiomics Features”, Journal of
Medical Imaging, 5(1), 011021 (2018).
Permission is included in Appendix D.
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Figure 5.1: (left) Lung with nodule outlined by red, (right) resized 224x224 nodule

of objects in color images. We extracted a deep feature vector of size 4096 from the second fully
connected layer after applying the ReLU activation function. The LDCT images were grayscale
(no color component and we changed the voxel intensities of LDCT images to 0-255 or 8 bit), but
the pre-trained network was trained on RGB images, so we normalized the images by the average
red, green, and blue channel images, and experimented by using each channel separately. The RGB
images have three color channels (24-bit image), but the grayscale image had only a single grayscale
image (8-bit image). In our previous experiment, we normalized the images of the pre-trained
network by each color channel separately. This approach lost the information provided by the other
two channels. Here, we used the same grayscale LDCT image for each channel to make it somewhat
analogous to an RGB image for CNN. Doing so engages all the weights and exploits all the learned
knowledge when extracting features from the pre-trained network.
We used the symmetric uncertainty feature selector to select the top (5/10/15/20) deep and
radiomics features. For classification, we compared four classifiers: Naive Bayes, decision trees,
nearest neighbor, and random forests [200 trees and log2(n) + 1 features].

39

5.2

Combining ImageNet Deep and Quantitative Radiomics Features
We further analyzed deep features by merging them with the quantitative radiomics features.

The correlation between the deep features and the quantitative radiomics features was less than 0.75.
For classification, features with minimal correlations are preferable. That’s why we created a new
feature set by merging quantitative radiomics and deep features. We selected the top 5/10/15/20
features using the symmetric uncertainty feature selector separately on both deep features and
classical radiomics features and merged them together to make a feature vector of 10/20/30/40
features.

5.3

Training CNN from Scratch
For building an effective CNN, even if it is small, large numbers of images are needed to

reduce overfitting. Our dataset had two cohorts: Cohort 1 was used as a training set (261 LDCT
screening participants), and the unseen Cohort 2 was used as a test set (237 LDCT screening
participants). We used 70% of the images from Cohort 1 in training the CNN and the 30% remaining
for validation randomly. We augmented our training set (Cohort 1) first by rotations of 15 degrees
and then flipping the images horizontally and vertically. By doing so, we generated 72 augmented
images for each nodule image. Three different CNN architectures were designed in Keras [105]
using Tensorflow [106] as the backend. The largest nodule size for Cohort 1 cancer cases and control
cases were 104x104 pixels, and 82x68 pixels, respectively, and the smallest nodules for Cohort 1
cancer cases and control cases were 8x10 and 8x8, respectively. So, we chose 100x100 as the input
image size for the designed CNN. We trained CNN for 200 epochs. RMSprop [117] was used as the
gradient descent optimization algorithm along with a constant learning rate of 0.0001. A batch size
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of 16 was used for both training and validation. In convolutional layers 1 and 2, leaky ReLU with
an alpha value 0.01 was applied. Doing so permits some negative values to propagate through the
convolution layer and provides non-linearity on the convolution layer output. As the classification
problem had two classes, binary cross-entropy was used as the loss function. Since our designed
CNN’s were shallow and small, we used L2 regularization [118] along with dropout [119] to reduce
overfitting. While training CNN, we only monitored the accuracy of the validation data (30% of
the augmented data of Cohort 1) and chose the model, which produced maximum accuracy on
the validation data to test on unseen Cohort 2 data. As deep neural networks are notoriously
affected by their many parameters, we designed several small CNN architectures trained on Cohort
1. There were three architectures tried with an attempt to progressively minimize the number of
weights. While more weights can provide more complex classifiers, with small data, they can overfit
or simply train poorly, but small networks may not give good accuracy. Hence, we designed 3 CNN
architectures for classification. Figure 5.2 shows a workflow diagram of this approach.

Figure 5.2: Workflow diagram for CNN training analysis

5.4

Combining Quantitative Radiomics and Deep Features of Our CNN
We also experimented by merging the deep features extracted from our trained CNN with the

quantitative radiomics features. CNN Architecture 3 was used as a pre-trained network, and 1024
features were extracted from the last layer (max pool 3: 4 X 4 after pooling and 64 convolutions)
before the classification layer. The symmetric uncertainty feature ranking algorithm was used to
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extract the top 5/10/15/20 deep features. Random forests, nearest neighbor, SVM, Naive Bayes,
and decision tree classifiers were applied on the extracted new deep features for classification.
We further investigated merging the new deep features with the classical radiomics features
to make a feature vector of size 10/20/30/40. We also merged deep features from the ImageNet
pre-trained CNN, our trained CNN, and quantitative radiomics together to make a feature vector
of size 15/30/45/60.

5.5

Splitting Nodules with Respect to Size and Clinical Features
Nodule size, especially the longest diameter, provides essential information regarding nodule

malignancy [120]. Chang-Zheng et al. [121] analyzed the nodule sizes for solitary pulmonary nodules
(SPN) in predicting malignancy. They found that large nodules (size >20mm) were more prone to
have lobulation. SPNs less than 10mm had a higher risk factor for air cavity density. Chang-Zhang
also correlated malignancy occurrence with respect to nodule sizes and found that larger lesions
(size >10mm) tend to be malignant while smaller nodules (size <10mm) were generally benign
lesions. Preliminary results from the NELSON trial [122], reported that small nodules (< 5mm)
had a 0.4% probability of lung cancer; large nodules (≥ 5 mm) needed prompt diagnostic attention
(15% probability of lung cancer) and intermediate nodules (≥5mm and < 10mm) had a lung cancer
risk (1.3% lung cancer probability) and needed to be addressed via a screening procedure.
Family history, smoking status, or gender provides essential clinical information regarding
nodule malignancy. Nitadori et al. [123] analyzed 102,225 middle-aged Japanese patients (male:
female ratio was almost 1:1) and concluded that a patient with a lung cancer family history was
more prone to lung cancer. Another study was conducted by Cassidy et al. [124] to investigate the
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family history and lung cancer risk in England. The study was conducted over 579 incident and
1157 control cases between 1998 and 2004. They found that lung cancer history among first-degree
relatives would significantly increase the risk of lung cancer before the age of 60. Cannon-Albright
et al. [125] evaluated the involvement of a family history of lung cancer with the risk of lung cancer.
The study was conducted on 5048 lung cancer cases. They observed a significant relationship
between lung cancer with the first, second- or third-degree relatives. The relative risk of lung
cancers increased for each additional case of first-degree relative (FDR) spanning from 2.57 relative
risk for 1 or more FDR to 4.44 relative risk for 3 or more FDR. Yoshida et al. [126] analyzed the
associations between family history of cancer and the risk of lung cancer. The study included 1733
lung cancer and 6643 control cases. Among males, the lung cancer history in siblings was associated
significantly with small cell carcinoma risk (2.28 odd’s ratio) and adenocarcinoma risk (2.25 odd’s
ratio). Whereas, the parental lung cancer history increased the adenocarcinoma risk (odd’s ratio=
1.72) among females.
Goodman et al. [127] analyzed the effect of smoking history on the lung cancer patient. The
analysis was conducted from 1979 to 1985 with 675 patients (male: female ratio was almost 2:1) in
Hawaii. They concluded that lung cancer risk among both past and present smokers was higher than
non-smokers, and both cigarettes smoked per day, and age from which the patient started smoking
was significantly related to the risk of lung cancer. Tanner et al. [128] analyzed the association
between mortality and smoking abstinence using the patients from the NLST study. Kaplan-Meier
survival curves were used to analyze survival differences. Current smokers had a lung cancer-specific
and all-cause mortality hazard ratio of (2.14-2.29) and (1.79-1.85), respectively, which was higher
than the former smokers. They also concluded that former smokers with more than seven years

43

of cessation from smoking would have mortality reduced by 20%. A study by Tindle et al. [129]
showed that the risk of lung cancer among current smokers is higher than a former heavy smoker,
and the risk would get lower within five years after quitting. But still, former smokers had three
times more risk of lung cancer than non-smokers. Remen et al. [130] conducted a case-control
study in Montreal to determine the association between risk of lung cancer and smoking history.
The study was organized between 1996-2000 and included 1203 lung cancer and 1513 control cases.
They discovered that the odds ratio for no-smoking vs. smoking was 7.82 for males and 11.76 for
females. They also found that 86% of lung cancer cases were associated with smoking and also
concluded that the lung cancer risk would increase with the duration and intensity of smoking.
The development of lung cancer in men differs from that in women. Sagerup et al. [131]
conducted a study on gender in lung cancer incidence and survival. They conducted the study over
40118 cases from 1988 to 2007. The study found that lung cancer incidence was higher in females
than males, but men were diagnosed with lung cancer in more advanced stages than women, and
due to this reason, men had a higher risk of death within 5 years than women. Novello et al. [132]
analyzed the lung cancer risk based on gender and smoking status. They concluded that the risk
of adenocarcinoma was higher in female smokers than males, while the risk of lung cancer was also
higher in females than in males. In a recent study by Schabath et al. [133], it was shown the lung
cancer incidence and mortality among males is more than females in the USA.
Due to these reasons, we analyzed the nodules by dividing with respect to size information
(longest diameter) and clinical features. According to the National Comprehensive Cancer Network
(NCCN) and American College of Radiology (ACR), the positively screened nodule should have
size > 6mm in diameter [134]. Based on the longest diameter, we have divided both Cohort 1 and
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Cohort 2 into three subsets: < 6mm (small nodules), ≥ 6mm, and < 16mm (intermediate nodules)
and ≥ 16mm (large nodules) [135]. The number of cases for the large nodules (≥ 16mm) was small,
so we merged the intermediate and large nodules into one class and continued our experiment with
two classes: < 6mm (small nodules) and ≥ 6mm (large nodules).
Another pulmonary nodule classification guideline was provided by the Fleischner society
[136]. The Fleischner guidelines are used for the follow-up of accidentally discovered intermediate
lung nodules and doesn’t extend for the lung cancer screening. The guideline has different guidelines
for nodules which are solid, non-solid or part-solid. We used the Fleischner criteria of solid nodules
and split the dataset into three groups according to the size: < 6 mm, ≥6, and < 8 mm and ≥ 8
mm (Split by 6 and 8). Table 5.1 shows the number of cases in each subset after splitting using
size.
Clinical features could be a predictor for lung cancer risk [123, 124, 127, 131]. Because of
that, we split both cohorts with respect to three clinical features: gender (male and female), family
history (yes and no), and smoking history (current and former). Table 5.2 shows the number of
cases in each subset after splitting using size. For each of the subsets, data augmentation was used
to generate more images, and each of the three CNNs was trained separately.
Splitting nodules based on sizes and clinical features made a change in the workflow. Figures
5.3 shows a workflow diagram of this aspect of of our study. Now for each subgroup, we had to train
a CNN and make a prediction on Cohort 2. Cohort 1 and Cohort 2 were divided using different
splitting criteria, and then for every criterion, 70% of the image from Cohort 1 was chosen randomly
for training, and the remaining 30% was used as a validation set. Image augmentation by rotating
each image 12 degrees and then flipping vertically was applied to Cohort 1. Along with the rotation,
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Figure 5.3: Workflow diagram of our analysis for size and clinical features
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elastic deformation (shifting each pixel value) was used to enhance the number of images for our
training set further. Elastic deformation [137, 138] can be illustrated as,

F (x1, y1) = m ∗ I(x, y) + D(a, b)

(5.1)

where, F is the new location of the original pixel after the shifting, I is the original pixel, D is the
displacement vector, and m is the strength of the displacement. To obtain the similarity (Structural
Similarity Index) between elastic augmented image and original images of 85%, in our study, a, b
and m were chosen empirically as 3. Elastic augmentation was performed over the original nodule
images, and then rotation and flipping were performed on the elastic augmented images. Hence, our
training set had original nodule images, rotated and flipped original images and elastic augmented
nodule images of the original nodule, and rotated and flipped nodules.
A completely separated Cohort 2 was used to evaluate performance using area under the
receiver operator curve and accuracy (AUCROC). Overall accuracy was computed by summarizing
the confusion matrices of each size group and the pseudo probability of each size group were merged
to obtain overall AUC.

5.6

Ensemble Approach
The machine learning procedure that integrates diverse classifier models to create a single

(better performing) learned model is called ensemble learning. The ensemble model is often more
stable, robust, and accurate than the base learners. Ensembles reduce variance among base learners
to produce an improved classification. In this study, we trained each CNN network using seven
different seed-points to obtain different starting random weights. For combination, we used an
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Table 5.1: Number of cases after splitting using various nodule size criteria
Splitting criteria

Cohort
C1

Splitting by 6 and 16
C2
C1
Splitting by 6 and 16
C2
C1
Splitting by 6 and 8
C2

Subset
<6
≥ 6 and < 16
> 16
<6
≥ 6 and < 16
> 16
<6
≥6
<6
≥6
<6
≥ 6 and < 8
>8
<6
≥ 6 and < 8
>8

Cancer
14
54
17
23
43
19
14
71
23
62
14
7
64
23
19
43

Non-Cancer
43
126
7
21
123
8
43
133
21
131
43
65
68
21
64
67

Total
57
180
24
44
166
27
57
204
44
193
57
72
132
44
83
110

Table 5.2: Number of cases after splitting using various clinical criteria
Splitting criteria

Cohort
C1

Gender
C2
C1
Family History
C2
C1
Smoking History
C2

Subset
Male
Female
Male
Female
Yes
No
Yes
No
Current
Former
Current
Former

Cancer
46
39
48
37
22
63
19
66
43
42
46
39

Non-Cancer
104
72
88
64
32
144
24
128
90
86
85
67

Total
150
111
136
101
54
207
43
194
133
128
131
106
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Figure 5.4: Nodule images: top row: original, bottom row: elastic deformed images

averaging approach (obtain pseudo probabilities from each base learner and then averaged them
to generate a final probability) to produce a final prediction from our ensemble. The correlation
between the CNN models was less than 0.75. We compared the ensemble approach result against
training individual models using various image augmentation strategies.
Training multiple CNNs with different seed points is time-consuming, even with a GPU.
To counter this problem, a snapshot ensemble was chosen for analysis. To reduce the training
complexity, we explored snapshot ensembles [139, 140]. We trained a CNN once and took models
from intermediate epochs for an ensemble. The triangular cyclic learning rate (step size 20) with
base and max learning rate of 0.00001 and 0.0001 was used for snapshot learning [141]. While
training a CNN, we chose 7 epochs (epoch 40 to 100 separated by a gap of 10) for an ensemble.
Seven such epochs were taken for the 3 CNNs, and the performance of the ensemble of 21 classifiers
was calculated over the test set with the outputs averaged to produce a final ensemble prediction.
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The class with the highest average was chosen.
Cohort 1 was used as the training set, which included 85 incident lung cancers and 176 nodule
positive control for deep neural network training. Data augmentation was applied to increase the
sample size of the training set before training the CNN. The dataset was augmented first by rotating
between 0-360 degrees with a gap of 12-degrees and flipping (vertically). Elastic deformation was
also utilized for image augmentation. Elastic deformation was conducted by shifting each pixel
value I (x, y) with a displacement vector D (a, b). Some original nodule images, along with elastic
augmented images, are shown in Figure 5.4.
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Chapter 6: Results for Predicting Lung Nodule Malignancy

4

This section contains an analysis of the results obtained using different approaches. The
area under the receiver operator characteristic (ROC) curve and accuracy on the unseen Cohort 2
test data are used for performance evaluation.

6.1

Deep Features Only
As the nodule images were gray-scale and input images for pre-trained CNN were color

(RGB), how to choose a single-color channel from red, green, blue, or whether to use all of them
is unclear. Here, we did a detailed analysis of the tradeoffs between color channels for extracting
features from pre-trained CNNs. We extracted deep features from an ImageNet trained CNN by
sending nodule images through different color channels (red/blue/green) separately, as well as used
the same gray-scale CT image for each channel to make it somewhat analogous to an RGB image
(24-bit image) for the pre-trained CNN and extract features. With just deep features from the
ImageNet pre-trained CNN, the best accuracy of 75.1% with a 0.74 AUC was obtained from warped
nodules using the deep features (from all three channels) obtained from vgg-s. The classifier used
to achieve the result was the nearest neighbor (11 neighbors) classifier. The accuracy is nearly as
good as quantitative radiomics features [32] yet based on features from a network trained on color
camera images. We noticed that features from the RGB outperformed the individual red, blue, and
4
Portions of this chapter were previously published in R. Paul, S. Hawkins, M. Schabath, R. Gillies, L. Hall,
D. Goldgof, “Predicting Malignant Nodules by Fusing Deep Features with Classical Radiomics Features”, Journal of
Medical Imaging, 5(1), 011021 (2018).
Permission is included in Appendix D.
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Table 6.1: Best results using each color channel using deep features only
Channel
Red
Blue
Green
RGB

Pre-trained
CNN
vgg-m
vgg-s
vgg-s
vgg-s

No. of features

Classifier

15
15
20
5

NN (7 neighbors)
NN (7 neighbors)
RF (200 trees)
NN (11 neighbors)

AUC (SE)
0.65
0.72
0.68
0.74

(0.0359)
(0.0329)
(0.0347)
(0.0318)

Accuracy
71.3%
73.4%
68.3%
75.1%

Abbreviations: RF= Random Forests, NN = Nearest Neighbor.

green channels. So, it shows that color channels can have a serious impact on performance while
using pre-trained CNNs to extract features from medical images. In Table 6.1, we show only the
best results obtained by using each color channel separately.

6.2

Combining ImageNet Deep and Quantitative Radiomics Features
We then merged the quantitative radiomics features with deep features extracted from

warped nodules. We selected the top 5/10/15/20 features using the symmetric uncertainty feature selector separately on both deep features and classical radiomics features and merged them
together to make a feature vector of 10/20/30/40 features. The best accuracy of 75.1% was obtained by merging the top 15 selected features from classical radiomics features and deep features
from a vgg-s pretrained network using a random forests classifier. The best AUC of 0.793 was
obtained by merging the top 20 selected features from classical radiomics features and deep features
from a vgg-m pretrained network. The classifier used to obtain the result was a random forests
classifier. The improvement of classification accuracy and AUC was not statistically significant. In
Table 6.2, we show only the best result obtained by merging deep features from each channel and
classical radiomics features.
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Table 6.2: Best results after merging deep and radiomics features
Channel
Red
Blue
Green
RGB

Pre-trained CNN
vgg-m
vgg-f
vgg-m
vgg-s

No. of features
20
5
15
15

Classifier
RF (200 trees)
RF (200 trees)
RF (200 trees)
RF (200 trees)

AUC (SE)
0.79 (0.0285)
0.79 (0.0287)
0.78 (0.0294)
0.78 (0.0294)

Accuracy
74.7%
74.2%
73%
75.1%

Abbreviations: RF= Random Forests.

Table 6.3: Results using different CNN architecture
CNN Architectures
CNN Architecture 1
CNN Architecture 2
CNN Architecture 3

6.3

Accuracy On 30% validation data
80%
81%
81%

AUC (SE)
0.82 (0.0266)
0.86 (0.0242)
0.87 (0.0224)

Accuracy
75.1%
75.5%
76%

Training CNN from Scratch
We designed three convolutional architectures and trained them on augmented images of

Cohort 1 and tested on an unseen Cohort 2. While training CNN, we choose the model, which had
the maximum validation accuracy. A maximum classification accuracy of 76% with AUC 0.87 was
obtained from Architecture 3. The AUC was significantly better compared to the previous best
result [32] of 0.81 (SE = 0.273). Table 6.3 shows show the maximum validation accuracy while
training the CNNs and using those models to obtain accuracy and AUC on Cohort 2 (unseen test
set). Loss and accuracy plots while training CNN Architecture 3 are shown in Figure 6.1. We were
tracking the validation accuracy and the maximum validation accuracy of 81% obtained is shown
(with a green circle) in Figure 6.1 (left). Figures 6.2 and 6.3 show the accuracy and loss graph for
CNN Architectures 2 and 1, respectively. Figure 6.4 shows some of the intermediate layer outputs
from CNN Architecture 3.
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Figure 6.1: (left)Accuracy plot and, (right) loss plot for CNN Architecture 3

Figure 6.2: (left)Accuracy plot and, (right) loss plot for CNN Architecture 2

Figure 6.3: (left)Accuracy plot and, (right) loss plot for CNN Architecture 1
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Original
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Figure 6.4: Intermediate layer outputs from the CNN 3

6.4

Combining Quantitative Radiomics and Deep Features of Our CNN
Generally, features that have at most small correlations are preferable for classification. We

checked the correlation between deep features (transfer learning features/CNN extracted features)
and traditional features and found the correlation between those features was low (in range [0.5,
0.5]). So, constructing a new feature column by fusing quantitative features with deep features potentially added more information to the newly constructed feature column to enhance classification
performance. We further investigated merging the new deep features with the classical radiomics
features to make a feature vector of size 10/20/30/40 and obtained 76.37% accuracy (AUC 0.75).
We obtained further improved accuracy of 76.79% (AUC 0.78) by merging new deep features, classical radiomics features, and deep features obtained from the pretrained vgg-s network (feature vector
size 15/30/45/60). In Table 6.4, we show the best result obtained by extracting features from our
CNN architectures and when combined with other features.
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Table 6.4: CNN 3 results after merging ImageNet deep and radiomics features
Features
Deep Features only
Deep + radiomics
Deep + radiomics + vgg-f
Deep + radiomics + vgg-m
Deep + radiomics + vgg-s

No. of features
15
20
15
15
10

Classifier
RF (200 trees)
RF (200 trees)
RF (200 trees)
RF (200 trees)
RF (200 trees)

AUC (SE)
0.62 (0.0369)
0.75 (0.0312)
0.77 (0.03)
0.76 (0.0306)
0.78 (0.0294)

Accuracy
68.7%
76.37%
75.1%
72.5%
76.79%

Abbreviations: RF= Random Forests.

Table 6.5: Overall results using CNNs for nodule size 6 mm only and 6-16mm
CNN
CNN1
CNN2
CNN3

6.5

6mm only
≥6
Overall
6mm
61.4% 79.3% 76%
0.78
0.92
0.89
61.4% 78.2% 75.1%
0.78
0.9
0.87
72.7% 79.8% 78.5%
0.82
0.89
0.89
<6

<6
61.4%
0.78
61.4%
0.78
72.7%
0.82

6-16 mm
bet
≥ 16
6-16
80.2% 96.3%
0.91
0.92
78.3% 77.8%
0.88
0.87
79.5% 77.8%
0.85
0.88

Overall
6-16mm
78.9%
0.9
75.1%
0.87
78.1%
0.87

Splitting Nodules with Respect to Size and Clinical Features
After splitting the nodules into various groups, we observed that classification performance

on large nodules (≥16mm) or (≥ 8mm) were better than small nodules (<6mm) for all 3 CNN
architectures. For the 6-mm and 16-mm split, CNN 1 obtained 96.29% accuracy with 0.92 AUC for
large nodules (>16 mm). CNN 1 also achieved 82.72% accuracy with 0.9 AUC for large nodules (>
8mm) in the 6mm and 8 mm split. For small nodules (< 6mm), 72.72% accuracy with 0.82AUC
was obtained from CNN 3. Small nodules were difficult to diagnose and mostly of low risk [32], and
we also found it difficult to predict them. The overall best accuracy of 78.9% and AUC of 0.9 was
obtained from CNN 1 using the 6mm and 16mm threshold. Detailed results from the size split are
shown in Tables 6.5 and 6.6.
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Table 6.6: Overall results using CNNs for nodule size 6 and 8 mm
CNN
CNN1
CNN2
CNN3

<6
61.4%
0.78
61.4%
0.78
72.7%
0.82

6-8
bet
6-8
77.1%
0.89
77.1%
0.88
77.1%
0.88

mm
≥8
82.7%
0.9
80%
0.9
80.9%
0.81

Overall
6-8mm
76.8%
0.88
75.5%
0.87
78.1%
0.83

Clinical features (gender, family history, and smoking history) were also utilized to split
the dataset. From our study, we found that by training using only female study participants, we
generated 78.43% accuracy with 0.86 AUC from CNN 1, which was better than with the male cases.
In a study conducted by Pinsky [142], lung cancer risk reduced gradually over time for 30+ packyear former smokers. Former smokers’ risk can change with time, so it is perhaps harder to predict
their risk, and good performance on that group will show the power of our approach. From CNN 3,
78.3% accuracy and 0.86 AUC were achieved for former smokers. Family history, a clinical feature,
is associated with lung cancer incidence. Most subjects had no family history of lung cancer. Our
model was most accurate on the no history group, 76.3% accuracy (0.84 AUC) using CNN 3. The
overall best accuracy of 76.79% and AUC of 0.88 was obtained from CNN 3 using a smoking history
threshold. Detailed results using clinical features to split examples are shown in Tables 6.7.
These clinical features can have interdependencies. For better prognosis and risk assessment,
multiple clinical factors should be considered together. To integrate the three clinical features into
a single model, an ensemble approach was chosen. For a given size split averaging the pseudo
probabilities from the ensemble of three CNN clinical models (smoking history, gender, family
history) provided a new classifier. The overall best accuracy of 81% and AUC of 0.9 was obtained
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from CNN 3 by an ensemble of three clinical features. Improved classification performance could
therefore be achieved by combining different clinical features together. Detailed results using an
ensemble of clinical features are shown in Table 6.7.
Some clinical features are dependent on each other and could provide more predictive information if we combine them [132, 143]. They are certainly used in combination by Physicians for
malignancy prediction. As nodule size is also a risk factor for lung cancer incidence, we made an
ensemble of all three clinical features and size categories to investigate if adding size and the clinical
features would further improve the result. This means, for example, with the 6mm split that there
will be 4 CNNs used to create a prediction for <6mm and ≥ 6mm. By doing so, we achieved 83.12%
accuracy with 0.9 AUC from CNN architecture 1 using three clinical features and 6 and 16mm size
threshold. Detailed results are shown in Table 6.8.
In [144] without splitting we achieved 75.1% (AUC 0.82), 75.5% (AUC 0.86) and 76% (AUC
0.87) from CNN architecture 1, CNN architecture 2, and CNN architecture 3 respectively. In another
study, using quantitative radiomics features [32] 76.79% accuracy with 0.81 AUC was achieved. We
compared the improvement by splitting using different criteria from our previous studies [144, 32].
From our current study, 78.9% accuracy with 0.9 AUC was achieved by splitting using the 6mm
and 16mm threshold using CNN architecture 1, which displayed an improvement of 4% in accuracy
and 0.08 in AUC. Similarly, splitting using smoking criteria showed an improvement of 0.79% in
accuracy and 0.01 in AUC using CNN architecture 3. After creating an ensemble, these results were
further enhanced. The McNemar test and standard error were to test significance improvement in
accuracy and AUCROC, respectively. Detailed statistical analysis is shown in Tables 6.9 and 6.10.
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Table 6.7: Overall results using CNNs for clinical features

CNN
CNN1
CNN2
CNN3

Family History
Yes
No
Over
72.1% 74.7% 74.3%
0.81
0.85
0.84
67.4% 74.7% 73.4%
0.76
0.84
0.82
72.3% 76.3% 75.5%
0.8
0.84
0.82

M
72.05%
0.82
70.6%
0.77
73.5%
0.83

Gender
F
78.4%
0.86
75.2%
0.83
77.2%
0.86

Over
75.1%
0.85
72.5%
0.82
75.1%
0.87

Smoking History
F
C
Over
74.5% 75.6% 75.1%
0.8
0.83
0.81
73.6% 75.6% 74.7%
0.8
0.82
0.82
78.3% 75.6% 76.8%
0.86
0.87
0.88

En.
Avg.
80.2%
0.89
77.2%
0.83
81%
0.9

Abbreviations: M=Male, F= Female, C= Current Smoker, F= Former Smoker, En. Avg. = Ensemble Average,
Over= Overall.

Table 6.8: Overall results using CNNs by ensemble of size and clinical features
CNN
CNN1
CNN2
CNN3

6.6

6mm + clinical feature
81.89%
0.89
78.05%
0.87
82.27%
0.89

6-16mm + clinical feature
83.12%
0.9
78.48%
0.88
82.7%
0.9

6-8mm + clinical feature
81.89%
0.89
78.05%
0.87
82.7%
0.87

Ensemble Approach
Each of the three CNN architectures was trained using seven different seed points, yielding 21

models. Figure 6.5 presents the variations for each CNN when training using different seed points
with two image augmentation approaches and without image augmentation. With the original
images only (no augmentations), the ensemble of these models achieved 74.68% accuracy with 0.78
AUC, as shown in Table 6.11.
Augmentation was performed by training each CNN architecture with the images generated
by flipping and rotation and seven different seed points for random initial weights. For each of the
seed points, the model with the best performance on the validation data was used for prediction on
Cohort 2. An ensemble result from the seven models was created using averaging for every CNN
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Table 6.9: Comparison of size and clinical analysis results with quantitative features
Significance Test
Quantitative features vs CNN1
ensemble of clinical features
Quantitative features vs CNN2
ensemble of clinical features
Quantitative features vs CNN3
ensemble of clinical features
Quantitative features vs CNN1
ensemble of clinical + 6mm size
Quantitative features vs CNN1
ensemble of clinical + 6-16mm size
Quantitative features vs CNN1
ensemble of clinical + 6-8mm size
Quantitative features vs CNN2
ensemble of clinical + 6mm size
Quantitative features vs CNN2
ensemble of clinical + 6-16mm size
Quantitative features vs CNN2
ensemble of clinical + 6-8mm size
Quantitative features vs CNN3
ensemble of clinical + 6mm size
Quantitative features vs CNN3
ensemble of clinical + 6-16mm size
Quantitative features vs CNN3
ensemble of clinical + 6-8mm size

AUC (Standard Error)
0.81 vs 0.89
Significant
0.81 vs 0.83
Not Significant
0.81 vs 0.9
Significant
0.81 vs 0.89
Significant
0.81 vs 0.9
Significant
0.81 vs 0.89
Significant
0.81 vs 0.87
Not Significant
0.81 vs 0.88
Not Significant
0.81 vs 0.87
Not Significant
0.81 vs 0.89
Significant
0.81 vs 0.9
Significant
0.81 vs 0.87
Not Significant

Accuracy (McNemar)
76.79% vs 80.16%
Not Significant
76.79% vs 77.2%
Not Significant
76.79% vs 80%
Not Significant
76.79% vs 81.9%
Not Significant
76.79% vs 83.1%
Significant
76.79% vs 81.9%
Not Significant
76.79% vs 78.05%
Not Significant
76.79% vs 78.5%
Not Significant
76.79% vs 78.05%
Not Significant
76.79% vs 82.3%
Not Significant
76.79% vs 82.7%
Not Significant
76.79% vs 82.7%
Not Significant

Significance was analyzed at p= 0.05
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Table 6.10: Comparison of size and clinical analysis results with CNNs
Significance Test
CNN1 vs CNN1 6mm
CNN1 vs CNN1
6-16 mm
CNN1 vs CNN1
6-8 mm
CNN2 vs CNN2 6 mm
CNN2 vs CNN2
6-16 mm
CNN2 vs CNN2
6-8 mm
CNN3 vs CNN3 6 mm
CNN3 vs CNN3
6-16 mm
CNN3 vs CNN3
6-8 mm
CNN1 vs CNN1
clinical fea. ensemble
CNN2 vs CNN2
clinical fea. ensemble
CNN3 vs CNN3
clinical fea. ensemble
CNN1 vs CNN1
clinical + 6mm ensemble
CNN1 vs CNN1
clinical + 6-16mm ensemble
CNN1 vs CNN1
clinical + 6-8mm ensemble
CNN2 vs CNN2
clinical + 6mm ensemble
CNN2 vs CNN2
clinical + 6-16mm ensemble
CNN2 vs CNN2
clinical + 6-8mm ensemble
CNN3 vs CNN3
clinical + 6mm ensemble
CNN3 vs CNN3
clinical + 6-16mm ensemble
CNN3 vs CNN3
clinical + 6-8mm ensemble

AUC (Standard Error)
0.82 vs 0.89 significant
0.82 vs 0.9
NS
0.82 vs 0.88
NS
0.86 vs 0.87 NS
0.86 vs 0.87
NS
0.86 vs 0.87
NS
0.87 vs 0.9 NS
0.87 vs 0.87
NS
0.87 vs 0.83
NA
0.82 vs 0.89
Significant
0.86 vs 0.83
NA
0.87 vs 0.9
Significant
0.82 vs 0.89
Significant
0.82 vs 0.9
Significant
0.82 vs 0.89
Significant
0.86 vs 0.87
NS
0.86 vs 0.88
NS
0.86 vs 0.87
NS
0.87 vs 0.89
NS
0.87 vs 0.9
NS
0.87 vs 0.87
NS

Accuracy (McNemar)
75.1% vs 76% NS
75.1% vs 78.9%
NS
75.1% vs 76.8%
NS
75.5% vs 75.1% NA
75.5% vs 75.1%
NA
75.5% vs 75.5%
NS
76% vs 78.5% NS
76% vs 78.05%
NS
76% vs 78.05%
NS
75.1% vs 80.2%
NS
75.5% vs 77.2%
NS
76% vs 80%
NS
75.1% vs 81.9%
NS
75.1% vs 83.1%
Significant
75.1% vs 81.9%
NS
75.5% vs 78.05%
NS
75.5% vs 78.5%
Significant
75.5% vs 78.05%
NS
76% vs 82.27%
NS
76% vs 82.7%
Significant
76% vs 82.7%
Significant

Significance was analyzed at p = 0.05; NS = Not Significant; NA = Not Applicable
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architecture. We found that the ensemble enhanced classification performance. We also made an
ensemble of 21 models (3 CNN architectures with seven different seed points) and observed a further
improvement in classification performance. The ensemble of 21 models with images augmented with
flipping and rotation achieved the best results of 90.29% accuracy with 0.96 AUC (95% confidence
interval, 0.93-0.98; False positive rate= 0.27). The results are shown in Table 6.11.
An elastic transformation was also applied for data augmentation, and each of the CNN
architectures was trained using seven different seed points. An ensemble was created for each CNN
architecture separately, and an ensemble of 21 models was also generated. Using an ensemble of
21 models, the best results achieved were 86.91% accuracy with 0.95 AUC by augmenting images
using elastic deformation followed by rotation and flipping.
A Snapshot ensemble was also created for all three CNN architectures after data augmentation. For every CNN, 7 epochs (epoch 40 to 100 with a gap of 10) were chosen for an ensemble.
Afterward, 21 models (7 models from 3 CNN architectures) were used for an ensemble, and the best
results achieved were 85.65% accuracy with 0.91 AUC by augmenting images using flipping and
rotation.
We compared the improvement in accuracy and AUCROC of our best result with previous
studies using only conventional radiomics approaches [32], ensembles of classifiers [145], and an
ensemble of CNNs without any image augmentation with the results are shown in Table 6.11. In
[145], we achieved 86.91% accuracy with 0.94 AUC using averaging after combining three CNNs.
The accuracy improvement here is over 3% from previous results, and a 0.02 AUC increase was
obtained. Using only quantitative features [32], we achieved just 76.79% accuracy with 0.81 AUC.
The McNemar test was applied for accuracy improvement analysis, where the AUROC significance
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Table 6.11: Results from various ensemble approaches
Approaches

No Augmentation
Rotation and Flipping
Elastic Deformation
Rotation and Flipping
Augmentation
(Snapshot)
Elastic
Deformation
(Snapshot)

CNN
1
Ensemble
of 7 models
Accuracy
(AUC)
70.46%
(0.74)
84.80%
(0.89)
82.30%
(0.9)
83.54%
(0.89)

CNN
2
Ensemble
of 7 models
Accuracy
(AUC)
70.04%
(0.74)
87.34%
(0.89)
83.50%
(0.92)
81.85%
(0.87)

CNN
3
Ensemble
of 7 models
Accuracy
(AUC)
69.62%
(0.72)
87.34%
(0.95)
79.32%
(0.86)
82.7%
(0.88)

Ensemble of
21 models
Accuracy
(AUC)

80.16%
(0.82)

79.32%
(0.82)

79.32%
(0.83)

83.96%
(0.86)

74.68%
(0.78)
90.29%
(0.96)
86.91%
(0.95)
85.65%
(0.91)

test was calculated by the standard error (SE). The statistical analysis outcomes are shown in
Table 6.12. The best ensemble performance was often statistically significantly better than other
approaches.
Our analyses revealed that using an ensemble of 21 models and augmenting images using
only rotation and flipping yielded the best accuracy of 90.29% (AUC = 0.96 AUC) to predict
which baseline nodules would be diagnosed as lung cancer at the second screen beyond the baseline,
mostly 2 years later. The next best approach used elastic deformation-based image augmentation
with an ensemble of 21 CNNs (Accuracy = 86.91% with AUC = 0.95). An ensemble of 21 CNNs
without any image augmentation yielded an accuracy of 74.68% accuracy (AUC = 0.78) Thus,
image augmentation enabled significant improvement in accuracy and AUC.
In [145], we utilized pseudo-probabilities from three CNNs to form an ensemble and obtained
enhanced performance. Motivated by this observation, more CNN models were generated for the
ensemble. Training each of the three CNN architectures with seven different seed points was our
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Figure 6.5: Box plots of variations for each CNN while training using different seeds
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approach to generate more dissimilar base learner models. This created an ensemble of twentyone models. A larger ensemble enabled the further enhancement of the classification performance.
Training a CNN with different seeds gives different weights, and then convolution operations generate different feature maps and the final calculations for classification change as well. This approach
generates different CNN models with variations in performance (Fig. 6.5), which helped in generating further improved classification performance when combined as an ensemble. Training multiple
CNNs with different seed points is time-consuming, even with a GPU. To counter this problem, a
snapshot ensemble was chosen for analysis.
Image augmentation by flipping and rotation keeps the original shape and size of the nodule,
whereas the elastic augmentation displaces each pixel, which generates a deformed nodule image.
We speculate that after elastic deformation, some nodules would no longer be clearly like those
that became malignant nor the control nodules. We found that with the flip and rotation image
augmentation, 85.65% accuracy (0.91 AUC) was achieved using the snapshot ensemble whereas,
83.96% accuracy (0.86 AUC) was obtained from elastic augmentation. These results showed improvement over no image augmentation and over a quantitative approach [32]. However, training
multiple CNNs with different seed points showed better classification performance than a snapshot
ensemble. The snapshot ensemble did have an advantage of 7 times reduction in wall clock time over
training multiple CNNs. To our knowledge, this is the first work to report on a snapshot ensemble
for radiomics analysis.
In a recent study by [75], proposed an end-to-end approach to detect and classify pulmonary
nodules using CT scans. They utilized a larger lung cancer screening dataset (N = 42,290) with an
end to end approach they found 0.944 and 0.873 AUC on the NLST dataset for predicting cancer
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Table 6.12: Statistical significance test among various approaches
Significance Test
Quantitative features vs ensemble of 21 CNN (rotation and flipping augmentation)
Quantitative features vs ensemble of 21 CNN (elastic augmentation)
Quantitative features vs ensemble of 21 CNN (snapshot
ensemble-rotation and flipping)
Quantitative features vs ensemble of 21 CNN (snapshot ensemble elastic deformation)
Ensemble of 21 CNN (without
augmentation) vs ensemble of 21
CNN (rotation and flipping augmentation)
Ensemble of 21 CNN (without
augmentation) vs ensemble of 21
CNN (elastic deformation)
Ensemble of 21 CNN (without augmentation) vs ensemble
of 21 CNN (snapshot ensemblerotation and flipping)
Ensemble of 21 CNN (without
augmentation) vs ensemble of 21
CNN (snapshot ensemble-elastic
deformation)
Ensemble of different models vs
ensemble of 21 CNN (rotation
and flipping augmentation)
Ensemble of different models vs
ensemble of 21 CNN (elastic deformation)
Ensemble of different models vs
ensemble of 21 CNN (snapshot
ensemble rotation and flipping
augmentation)
Ensemble of different models vs
ensemble of 21 CNN (snapshot
ensemble elastic deformation)

AUC comparison (Using
Standard Error)
0.81 vs 0.96 Significant

Accuracy comparison (Using McNemar test)
76.79% vs 90.29% Significant

0.81 vs 0.95 Significant

76.79% vs 86.91% Significant

0.81 vs 0.91 Significant

76.79% vs 85.65% Significant

0.81 vs 0.86 Not significant

76.79% vs 83.96% Not significant

0.78 vs 0.96 Significant

74.68% vs 90.29% Significant

0.78 vs 0.95 Significant

74.68% vs 86.91% Significant

0.78 vs 0.91 Significant

74.68% vs 85.65% Significant

0.78 vs 0.86 Significant

74.68% vs 83.96% Significant

0.94 vs 0.96 Not significant

86.91% vs 90.29% Not significant

0.94 vs 0.95 Not significant

86.91% vs 86.91% Not significant

0.94 vs 0.91 Not significant

86.91% vs 85.65% Not significant

0.94 vs 0.86 Not significant

86.91% vs 83.96% Not significant

Significance was analyzed at p= 0.05
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after one follow-up and two follow-ups (typically at 1 year and 2 years) respectively. From our study,
we obtained 0.96 AUC for predicting cancer will be discovered on the second follow-up (typically 2
years later), which was an improvement over the 0.8738 AUC in [75].
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Chapter 7: Explanation of Deep Features

7.1

5

Introduction
Convolution layers of CNNs, after learning, contain representations of edge gradients and

textures, and when propagated through fully connected layers, various high-level features are posited
to have been learned by the network. From fully connected layers, deep features (the outputs of
units in the layer) are extracted and denoted by the number of the feature from the learning tool
(the position of a neuron in a hidden layer row vector).
In this study, we tried to relate and explain deep features with respect to traditional quantitative features and semantic features. The analysis was conducted by replacing ≥1 deep features
with traditional quantitative or semantic feature(s). The goal was to show that equivalent classification performance can be achieved. That means those deep features contained information similar
to that of the semantic or traditional quantitative features.

7.2

Methodology

7.2.1 Dataset
For our study, we used only Cohort 2 (85 SDLC and 176 control positive cases) which had
available semantic features. From our initial cases, 76 cases were excluded due to one or more of
5
Portions of this chapter were previously published in R. Paul, M. Schabath, Y. Balagurunathan, Y. Liu, Q. Li,
R.Gillies, L. Hall, D.Goldgof, “Explaining Deep Features using Defined Semantic Features and Traditional Quantative
Features”, Tomography, 5(1), 192 (2019).
Permission is included in Appendix D.

68

the following reasons: multiple malignant nodules, not identifying the nodule, or unknown location
of the tumor. For this study, we finally used 185 cases (58 SDLC and 127 control positive cases).

7.2.2 Semantic Features
Semantic features were described from the CT scan of a lung tumor, by an experienced
radiologist. They can be used further for diagnosis. An experienced radiologist (Y.Liu) with 7 years
of experience from Tianjin Medical University Cancer Institute and Hospital, China, described 20
semantic features [3, 4, 5, 6] on a subset of cases that intersected Cohort 2. Semantic features can
be categorized into the following groups: shape, size, location, margin, external attenuation, and
associated findings. These features have been derived with respect to lung nodules by our group.
Tables 7.1 and 7.2 show a detailed description of our semantic features.

7.2.3 Quantitative Features
Definiens software, along with help from a radiologist, was used to segment lung nodules.
Then 23 Rider stable features [7] were extracted using Definiens software. Table 7.3 shows a detailed
description of the “traditional” quantitative features.

7.2.4 Deep Features from vgg-s Network
Deep features from vgg-s network was obtained using transfer learning approach. To extract
deep features from a CT scan, the 2-dimensional slice, which has the largest nodule area, was chosen
for every case. We extracted only the nodule region by incorporating the largest rectangular box
around the nodule. Bicubic interpolation was used to resize the nodule images to 224x224, which
was the required input size of the vgg-s network. The vgg-s network was trained using natural
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Table 7.1: Size, shape, attenuation, margin and location based semantic features
Characteristics
Location
1. Lobe Location

Definition

Scoring

Lobe location
of the

left lower lobe (5),
left upper lobe (4),
right lower lobe (3),
right middle lobe (2),
right upper lobe (1)

nodule
Size,
2. Long-Axis Diameter
3. Short-Axis Diameter

Shape,
4. Contour
5. Lobulation
6. Concavity
Margin,
7. Border Definition

8. Spiculation

Attenuation,
9. Texture

10. Cavitation

Longest diameter
of the nodule
Longest perpendicular
diameter of nodule
in the same
section

NA

Roundness of
the nodule
Wavy nodule’s
surface
Concave cut on
nodule surface

1, round; 2, oval;
3, irregular
1, none; 2, yes

Edge appearance
of the nodule
Lines radiating
from the margins
of tumor
Solid, non-solid,
part solid
Presence of air
in the tumor at
the time of diagnosis

NA

1, none; 2, slight concavity;
3, deep concavity
1, well defined;
2, slight poorly;
3, poorly defined
1, no; 2, yes

1, non-solid;
2, part solid;
3, solid
0, no; 1, yes
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Table 7.2: External semantic features
Characteristics
External,
11. Fissure Attachment
12. Pleural Attachment
13. Vascular Convergence
14. Pleural Retraction

15. Peripheral Emphysema

Definition

Scoring

Nodule attaches
to the fissure
Nodule attaches
to the pleural
Convergence of
vessels to nodule
Retraction of the
pleura towards
nodule
Peripheral emphysema
caused by nodule

0, no; 1, yes

16. Peripheral Fibrosis

Peripheral fibrosis
caused by nodule

17. Vessel Attachment

Nodule attachment
to blood vessel
Any nodules suspected
to be malignant
or intermediate
Any nodules suspected
to be malignant
or intermediate
Lymph nodes with
short- axis diameter
greater than 1 cm

18. Nodules in
primary Lobe
19. Nodules in non
-primary Lobe
20. Lymphadenopathy

0, no; 1, yes
0, no significant;
1, significant
0, absence of pleural
retraction; 1, present
1, emphysema absent;
2, slight present;
3 severely present
1, absence of fibrosis;
2, slight present;
3 severely present
0, no; 1, yes
0, no; 1, yes

0, no; 1, yes

0, no; 1, yes
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Table 7.3: Description of rider stable traditional quantitative features
Characteristics
Features
1. Long-axis diameter
2. Short-axis diameter
3. Long-axis diameter short-axis diameter
Size,
4. Volume (cm)
5. Volume (pixel)
6. Number of pixels
7. Length/width
Pixel Intensity Histogram
8. Mean (HU)
9. Stand deviation (HU)
10. 8a_ 3D_ is attached to pleural wall
11. 8b_ 3D_ Relative border to lung
Tumor location
12. 8c_ 3D_ Relative border to pleural wall
13. 9e_ 3D_ Standard deviation_ COG to border
14. 9g_ 3D_ max Dist_ COG to border
15. 9b-3D circularity
Tumor Shape (Roundness)
16. 5a_ 3D- MacSpic
17. Asymmetry
18. Roundness
Run-length and Co-occurrence
19. Avg_ RLN
20. E5 E5 L5 layer 1
Law’s Texture Feature
21. E5 E5 R5 layer 1
22. E5 W5 L5 layer 1
23. L5 W5 L5 layer 1

camera images, which were 3-channel (R, G, B), but the nodule images were grayscale (no color
component and voxel intensities of the CT images were converted to 0-255). So as before, the
same grayscale nodule image was used 3 times to mimic an image with 3 color channels and then
normalization was performed using the appropriate color channel image. The deep features were
generated from the last fully connected layer after applying the ReLU activation function. The size
of the feature vector was 4096.
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7.2.5 Deep Features from Our Trained CNN Network
We also experimented by extracting deep features from our designed CNN architecture 3.
Augmented nodule images of Cohort 1 were used to train our CNN architecture. The deep features
were extracted from the last layer before the classification layer. The size of the feature vector was
1024. After applying the ReLU activation function, some features will be all zeros because ReLU
truncates the negative feature values to zero. We removed such features, and as a result, the final
number of feature vectors from vgg-s pretrained CNN and our trained CNN became 3844 and 560,
respectively.

7.3

Experiments and Results
Wrapper feature selection [146] was applied on traditional quantitative or semantic features

of Cohort 2 to select the best subset of features with maximum accuracy. Backward feature selection
using the best first strategy and random forests classifier with 200 trees was applied using the
wrapper approach. Tenfold cross-validation was used for selecting the best subset of features. We
analyzed quantitative features and semantic features separately. A subset of 9 quantitative features
was chosen and it enabled a maximum accuracy of 84.32% (AUC 0.87), whereas a subset of 13
semantic features were selected, enabling a maximum accuracy of 83.78% (AUC 0.84). Here, we
aim to use semantic features or traditional quantitative features to interpret/explain deep feature(s).

7.3.1 Explaining Deep Features with Respect to Semantic Features
The chosen semantic features (13) were location, long-axis diameter, short-axis diameter,
lobulation, concavity, border definition, spiculation, texture, cavitation, vascular convergence, vessel
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attachment, perinodule fibrosis, and nodules in primary tumor lobe.
After selecting the best subset of semantic features, the correlation coefficient (Pearson
correlation coefficient) was calculated for each semantic feature with the deep features, and the 5
most correlated features for each semantic feature were selected. We then replaced each semantic
feature with the correlated deep feature(s) and checked whether the same classification accuracy of
83.78% was achieved.
Our purpose for the study was to determine if semantic features could explain deep features.
To do this, we replaced each semantic feature by 1 deep features to see if the same classification
accuracy could be achieved. We replaced 1 semantic feature at a time from the subset of 13 features
and substituted that semantic feature by, at first, the most correlated deep feature and, then 2nd
most correlated deep features and proceeded similarly to add features until the 5th most correlated
deep features had been used as replacements. The accuracy was calculated using a random forests
classifier with 200 trees using 10-fold cross-validation. Deep features from vgg-s pretrained CNN and
our trained CNN were examined separately. Figure 7.1 shows the approach taken for the analysis.
After replacing a feature with deep features extracted from the vgg-s pretrained CNN, we
secured the same original classification accuracy of 83.78% for the following 8 semantic features:
long-axis diameter, lobulation, concavity, spiculation, texture, cavitation, vascular convergence, and
peripheral fibrosis. Using the deep features acquired from our trained CNN, we achieved the same
original classification accuracy of 83.78% for the following 4 semantic features: long-axis diameter,
concavity, cavitation, nodules in primary tumor lobe. We found that 3 semantic features (long-axis
diameter, concavity, cavitation) could be used to explain both deep features from vgg-s and our
trained CNN. Five semantic features could be used to explain only deep features from vgg-s, and
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Figure 7.1: Overview of the approach taken for deep features explanation study
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Table 7.4: Classification performance after feature removal
Feature Type

Semantic Features

Traditional Quantitative Features

Feature names
Long-axis diameter
Lobulation
Concavity
Spiculation
Texture
Cavitation
Vascular convergence
Peripheral fibrosis
Nodules in primary lobe
9b-3D circularity
Roundness
L5W5L5 layer 1

Accuracy (AUC)
82.70 (0.82)
82.70 (0.83)
83.24 (0.83)
83.24 (0.83)
82.70 (0.83)
82.70 (0.83)
83.24 (0.84)
82.70 (0.83)
81.62 (0.83)
82.16 (0.86)
82.70 (0.87)
82.70 (0.87)

Note: These features were from our chosen subset of features, leaving 12 features for training/testing.

only 1 semantic feature could be used to explain deep features from our trained CNN. The vgg-s
network was trained on camera images from at least 1000 classes of objects, but not lung nodule
images. The large training set helped the network to develop general features and which in turn
were explained by texture, spiculation, lobulation, vascular convergence, and peripheral fibrosis.
The replacement of the first 3 and the last feature appear to result from training on lots of images
of different types.
Table 7.4 shows the performance of each semantic feature after removing 1 semantic feature
at a time from the subset of 13 features. So, we only calculated classification performance of 12
features at a time using a random forests classifier with 10-fold cross-validation, to check whether
by removing each feature, there was a change in classification accuracy. In Table 7.4, we show
only the semantic features out of the chosen 13 feature subsets that could be used to explain deep
feature(s). Table 7.5 shows the explainable deep features and their equivalent semantic feature(s).
We also show the correlation value of each deep feature with a semantic feature in Table 7.5.
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After replacing semantic features with deep feature(s), similar classification performance
was obtained for 9 semantic features. For example, 2 deep features (3353 and 526) from the vgg-s
network could achieve the same classification performance of 83.78% if used in place of cavitation.
The deep features 3353 and 526 had the correlation of 0.388 and 0.3551, respectively, with the
semantic feature cavitation. Whereas, the deep feature 395 from our trained CNN, which had a
correlation coefficient of 0.2748, was explained by cavitation. Similarly, 2 deep features (3353 and
2135) from the vgg-S network and 1 deep feature (230) using the features from our trained CNN
were explained long-axis diameter by providing equivalent performance.

7.3.2 Explaining Deep Features using Quantitative Features
The 9 traditional quantitative features that enabled the best accuracy were: Mean (HU),
8a-3D_ is_ attached to pleural wall, 8c-3D_ Relative border to pleural wall, 9b-3D circularity,
Asymmetry, Roundness, Volume, E5W5L5, and L5W5L5. The Pearson correlation coefficient was
calculated for each traditional quantitative feature with the deep features and the top 5 correlated
deep features were selected to replace each traditional quantitative feature. We replaced each
traditional quantitative feature by 1 deep features to try to achieve the same classification accuracy
of 84.32%. After replacing deep features extracted from the vgg-s pretrained CNN, we got the
same original classification accuracy of 84.32% for the following 3 traditional quantitative features:
9b-3D circularity, roundness, and L5W5L5 layer 1. Hence, they can be used to explain what the
deep features that replaced them have learned. Traditional quantitative features consist of tumor
size, tumor shape, Law’s texture features, tumor location, etc. As we have seen earlier for semantic
features, deep features can be explained by shape-based quantitative features. In Table 7.4, we only
show the 3 quantitative features that can be replaced (used to explain) deep feature(s). Table 7.5
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Table 7.5: Semantic and radiomics features and corresponding deep feature(s)
Feature
type

Feature
names

Long Axis
Diameter
Lobulation
Semantic

Concavity

Quantitative

Spiculation
Texture
Cavitation
Vascular
Convergence
Peripheral
Fibrosis
Nodules in
primary lobe
Roundness
9b-3d Circularity
L5W5L5 layer 1

Deep features from
vgg-s to explain
semantic and
quantitative feature,
correlation value
3353 (0.433);
2135 (0.42)

Deep features from
our trained CNN
to explain semantic
and quantitative feature,
correlation value
230 (0.3055)

3534 (0.57); 1372 (0.56);
2975 (0.56); 2111 (0.552)
3534 (0.5); 2975 (0.484);
1372 (0.4837); 2111(0.475)
3246 (0.4612)
2811 (0.4111)
1201 (-0.3119); 3350 (0.2936)
3353 (0.3888); 526 (0.355)
1464 (0.7052); 2115(0.701)

NA
547(0.178); 440(0.1514)

NA
NA
395(0.2748)
NA

3305 (0.2076); 3064 (0.2043)

NA

NA

425 (0.187); 57(0.1836)

1395 (0.3); 2510 (0.27);
1395 (0.24); 1757 (-0.234);
3401 (-0.2069); 2777(-0.2069)
51 (0.77); 66 (75);
163 (0.69); 476(0.69);
928 (0.69)

160 (0.16); 20 (0.13)
160(0.14); 20(0.13)
547(0.28); 169(0.27);
265 (0.26; 309 (0.26)

shows the quantitative features, their equivalent deep feature(s), and correlations.

7.4

Discussion and Conclusions
We attempted to explain deep features using semantic or traditional quantitative features. A

subset of features was chosen from the semantic or traditional quantitative features using a wrapper
with a random forests classifier. For the semantic features, the best subset had 13 features with an
accuracy of 83.78% (AUC 0.84), whereas from traditional quantitative features, the size of the best
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subset was 9 features with an accuracy of 84.32% (AUC 0.87). The Pearson correlation coefficient
was calculated with each of the chosen semantic features or traditional quantitative features and
the deep features. For every semantic or traditional quantitative feature, the top 5 most correlated
deep features were chosen. Now, from our chosen subset of semantic or traditional quantitative
features, 1 feature was removed, and it was substituted by the most correlated deep feature and
classification performance was calculated. With a single substituted deep feature, if we can achieve
the classification performance then done; otherwise, substitute that semantic feature or traditional
quantitative feature by the 2 most correlated features and continue this process until the 5 most
correlated deep features have been used. In total, 26 deep features from the vgg-s network and
12 deep features from our trained CNN were explained by 9 semantic features and 3 traditional
quantitative features. From this, we hypothesized that those deep features can have a recognizable
definition from semantic or quantitative features. That is, those deep features can be given some
meaningful definition.
We also trained our CNN on cohort 2 (all 237 cases) and extracted deep features for only
the subset of 185 cases for which semantic features were available. The deep feature vector size was
1024. We removed all zero features to get 699 features from Cohort 2. We used these deep features
to represent semantic and quantitative features. We found that some additional semantic features
could be used to explain deep features from our CNN trained on cohort 1 (Table 7.5) in addition to
the ones previously found useful. Lobulation, spiculation, vascular convergence, perinodule fibrosis
and border definition could explain features from our new deep feature set (CNN trained on cohort 2
data only). Among these semantic features, “border definition” was found to explain 4 deep features
and it could not explain any deep features from vgg-s or our CNN (trained on cohort 1).
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For this study, we extracted only the nodule region from a CT slice. As the nodule region
was extracted the information regarding pleural wall attachment, fissure attachment, relative border
to the lung, or distance was lost. However, deep features from our trained CNN were explained
by only 1 location-based semantic feature (nodules in primary lobe). For training the CNN, we
performed data augmentation by rotation and flipping, which enabled the extracted deep features
to achieve comparable accuracy. The deep features capture the boundary and shape information
quite well because that information could be obtained from the extracted nodule region, and thus,
2 traditional quantitative features (9b-3D-circularity and roundness) and 3 semantic features (lobulation, concavity, and spiculation) were able to explain deep features. Deep features are known
to capture texture-based information as well. As a result, L5W5L5 Law’s texture feature and cavitation were useful for explaining deep features. We also found out that deep features 3353, 3534,
1372, 2975, and 2111 from the vgg-s network were correlated with and explained by >1 semantic
features, and feature 1395 was correlated with and explained by 2 traditional quantitative features
(roundness and 9b_ 3D_ circularity). Deep features 160 and 20 from our trained CNN network
were explained by 2 traditional quantitative features (roundness and 9b_ 3D_ circularity).
In this work, the 5 most correlated features were used to replace a semantic or radiomics
feature. Our requirement was some nonzero correlation. Now, with all the comparisons, there will
potentially be some spurious correlations. Hence, the Bonferroni correction was used to look at the
significance of correlations between deep features and every semantic (or radiomics) feature. As
an example, cavitation could be replaced by 2 deep features from the vgg-s network. Fea 1 (3353)
had an original P value = 4.8651e-08 and fea 2 (526) had an original P value = 7.0822e-07. After
the Bonferroni correction, the P value of fea 1 was 9.73e-08 and that of fea 2 was 1.4164e-06. Now
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both Bonferroni-corrected P-values were less than the more rigorous significance level. However,
when combined, they added more information to our model and hence appear to be associated with
cavitation.
After using the Bonferroni correction, we found some of the features with the 5 highest correlation values did not have a significant correlation with a semantic or radiomics feature. Nonetheless,
the weakly correlated features were able to explain some CNN features. We interpret this to mean
that insignificant, but nonzero, correlations taken together can provide insight into (some) deep
features.
In total, 26 deep features from the vgg-s network and 12 deep features from our trained
CNN were explained by 9 semantic features and three traditional quantitative features.
There were 2 limitations in our study, first, only 10-fold cross-validation was used to evaluate the performance as we had a limited set of expensive to obtain semantic information. The
second limitation of our study was using a single slice for every patient to extract deep features,
whereas semantic information was generated from multiple slices. In the future with more semantic
annotated data, we will investigate deep features from a 3D CNN.
Although there has been some research [147, 148, 149, 150] regarding semantic understanding
of natural scenes using deep CNN features, to our knowledge, this is the first work to explain deep
features with respect to traditional quantitative features and semantic features extracted from a
lung nodule. In the future, deep features with semantic meaning can be included in biomarkers for
tumor prognosis and diagnosis of lung nodules from CT scans, along with semantic features and
traditional quantitative features.
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Chapter 8: Deep Features Stability Analysis

8.1

Introduction
In medical research, imaging plays an important role in identifying abnormalities by creating

a visual depiction of the internal organs of the human body for clinical analysis. Radiomics [8, 151]
refers to the extraction of quantitative features from medical images to discover prognostic or
diagnostic disease markers. These features may have the ability to enable building classifiers for
effective detection, diagnosis and therapy outcome prediction of cancer.
Computed tomography (CT) scans are used extensively in cancer diagnosis and treatment.
CT scans between patients may have different acquisition and reconstruction parameters. These
parameters vary among scanner vendors as well. In addition, every institution follows its own scan
protocols; therefore, scans for the same body part may differ among institutions. As a result,
a radiomics prediction model generated on one institution’s data may not be usable or may not
generate acceptable performance with another institution’s data. Hence, it is necessary to analyze
the stability of features under varying imaging parameters to assess the impact of the latter on the
former.
Most reports on the stability and robustness of radiomics features with the variation of image
acquisition parameters have been done on patient’s CT scans. In a previous study [152], we analyzed
the variability and stability of radiomics features across different image acquisition parameters using
8 scanners from three different manufacturers. The acquired images had seven different pixel sizes
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ranging from 0.39 to 0.98 mm, and the slice thickness varied from 1.25 to 3.75 mm. It was found
that some radiomics features were voxel size dependent, but with a proper normalization approach
this dependency could be reduced or eliminated. Galavis [153] analyzed the variability of texture
features under various acquisition and reconstruction parameters using twenty patients with solid
tumors. Fifty texture features were extracted and further classified into three groups based on
variation range: small variability features (range ≤ 5%), intermediate variability features (10% ≤
range ≤ 25%) and large variability features (≥30%). Hunter [154] analyzed radiomics features that
were stable and informative across different machines using 56 NSCLC patients from three CT scan
machines of two institutions. The Jaccard index and Dice similarity coefficient were utilized to
analyze the stability of radiomics features across multiple machines. He found that redundancy
and stability of features depended on the CT image type and CT scanner. Balagurunathan [45]
analyzed the stability of features from CT scans of 32 NSCLC patients. Baseline and follow–up
scans were obtained of the patients within a gap of 15 minutes using the same CT scanner and
imaging protocol. There were 23 stable features out of a total 219 features extracted. To show
the prognostic potential of these 23 features, another independent NSCLC data set with 59 lung
adenocarcinomas was used.
Every scanner has its own set of image acquisition and reconstruction parameters. The
variability of image acquisition and reconstruction parameters across different machines could be
measured to enable adjustments by scanning a given patient multiple times with different sets
of imaging parameters for each machine. However, scanning the same patient multiple times is
ethically questionable due to the accumulated ionizing radiation dose. To address this problem,
a physical phantom can be used to acquire multiple scans while varying imaging parameters for
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different machines. Zhao et al., [155] analyzed 22 phantom lesions for exploring slice thickness
and reconstruction kernel variation using 14 radiomics features. Three different slice thicknesses
(1.25, 2.5 and 5mm) and two reconstruction kernels were used to obtain the scans. They observed
that all features were significantly different when imaged at 1.25mm versus 5mm slice thickness
and suggested that thinner (1.25 and 2.5 mm) and thicker (5mm) slice images should not be used
concurrently. Mackin et al. [156] investigated the inter-scanner variability of radiomics features
using phantoms by obtaining scans from 17 different scanners. Twenty NSCLC patients were also
used to measure the variability of features from tumors. They concluded that the variability of
some radiomics features extracted from NSCLC tumors was comparable to the variability of the
same radiomics features obtained from CT scans of phantoms across different CT scanners. We also
previously studied the variation of feature values across different scanners from several manufacturers
[152].
In recent years, with the advancement of neural networks [99], deep features have been proposed for analyzing cancerous tumors alone or in combination with conventional radiomics features.
One of the most crucial traits of deep features to qualify as a potential imaging biomarker is stability across scans. Until now, there was not much work regarding deep features’ variability over
scanner parameters other than our previous work [157], where, pre-ReLU (pre-rectified linear units)
features (deep features from the layer before the outputs of a pre-trained CNN before applying the
ReLU activation function) were used for analysis of deep feature variability. Our current work is an
extension of our previous work on deep feature stability analysis. In this paper, we have made the
following contributions using CT radiomic phantom images:
I. Eight different scanners from three different manufacturers were investigated in our study.
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II. As post-ReLU features have shown better classification performance [98], along with the
pre-ReLU features, post-ReLU features were also examined for stability analysis.
III. In our previous work, only the rubber cartridge, which showed textural similarity to
NSCLC tumors, was used. The dense cork cartridge also showed textural similarity to NSCLC
tumors [47]. In this study, we examined dense cork and natural cork cartridges in addition to the
rubber cartridge.
IV. As the rubber cartridges had HU values similar to those of NSCLC tumors, the stable
deep features for the rubber cartridge were also tested on the two other cartridges for classification
analysis.
The goal of this study was to analyze the stability of deep features extracted from CT
scans (images) from three different manufacturers with different image acquisition parameters and
evaluate the stable features utility in building accurate classifiers.

8.2

Materials and Methods

8.2.1 Image Acquisition and Reconstruction
The Credence Cartridge Radiomics (CCR) phantom reported by Mackin [156] was used in
image acquisition. Eight different scanners from three different manufacturers (GE, Philips, and
Siemens) were used to obtain scans using the CCR phantom at the H. Lee. Moffitt Cancer Center
Research Institute, Tampa, FL. Slice thicknesses for the GE scanners were 1.25 mm, 2.5 mm and
3.75 mm; and for the Philips and Siemens scanners were 1.5 mm, 2 mm and 3 mm. The adjacent
reconstruction interval or zero inter-slice gap was used for all CT phantom scans. For every slice
thickness, the reconstruction field of view (FOV) was varied from 200 to 500 mm, corresponding
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Table 8.1: CT scanners and scanner parameters used in this study
Scanner

kVp

mAs

GE1
GE2
P1
P2
S1
S2
S3
S4

120
120
120
120
120
120
120
120

250
250
250
250
250
250
250
250

Scan
type
Helical
Helical
Helical
Helical
Helical
Helical
Helical
Helical

Pitch
0.984
0.984
1.024
1.024
1.0
1.0
1.0
1.0

Rotation
time (sec)
1.0
1.0
1.0
1.0
1.0
1.0
1.0
1.0

Reconstruction
kernel
Standard
Standard
Standard (B)
Standard (B)
I31f-2
B31f
B31f
B31f

Detector
configuration (mm)
Det. Coverage =40
Det. Coverage =40
16 x 0.75
64 x 0.625
64 x 0.625
64 x 0.625
40 x 0.625
16 x 0.75

Abbreviations: GE1: GE Discovery STE; GE2: GE Lightspeed 32 Pro; P1:Philips Big Bore; P2:
Philips Brilliance 64; S1: Siemens Definition As; S2: Siemens Sensation 64; S3: Siemens Sensation
40; S4: Siemens Sensation 16.
to pixel sizes ranging from 0.39 to 0.98 mm. The pixel size was calculated as FOV/matrix size
and a matrix size of 512 by 512 was kept constant for all scans. Parameters for each scanner are
shown in Table 8.1. CT (HU) numbers and standard deviations for different cartridges within the
CCR phantom are reported in the Appendix (Appendix Table C.1-C.3). The noise power spectrum
(NPS) of the rubber cartridge using 5 different scanners was reported in a recent paper [158] for
the same pixel sizes and slice thicknesses. The noise power spectrum provides the noise texture of
a CT image and this texture can be affected by various reconstruction kernels. The investigation of
the impact of noise on deep features could be significant and thus needs future evaluation. For the
same pixel size and slice thickness, CT images might provide the same NPS and thus similar noise
texture. However, for different kernels, the NPS, as well as the noise texture, will be different.

8.2.2 Convolutional Neural Networks and Transfer Learning
Training a CNN from scratch requires a large amount of data (preferably hundreds of images
per class, e.g., ImageNet dataset). In medical imaging, obtaining a large amount of data (i.e., a very
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large number of images) is often difficult. To counter this problem, a transfer learning approach
[159] has been utilized. Utilizing previously learned knowledge to solve a new task is known as
transfer learning. In this study, we chose one CNN VGG-S (visual geometry group-slow) [103]
already trained with natural camera images from the ImageNet dataset [100]. The VGG-S CNN
architecture is shown Figure 8.1. This pre-trained CNN has five convolution layers followed by three
fully connected layers. We obtained deep features from the penultimate layer of the CNN before
(pre-ReLU) and after (post-ReLU) applying the ReLU (rectified linear units) activation function.

Figure 8.1: VGG-S architecture: 5 convolution, and three fully connected layers
[Note: A x K x K means a sub-image created using a KxK kernel, st. indicates convolution stride;
LRN indicates local response normalization; pad indicates padding; pool indicates max-pooling,
and ReLU indicates rectified linear units.]

8.2.3 Contouring and Feature Extraction
The phantom had ten different cartridges, from which we chose rubber, dense cork and
natural cork cartridges for our experiments. We analyzed the rubber and dense cork cartridges
because of the similarity of their Hounsfield Units (HU) to NSCLC HU values [47], and natural cork
was also investigated due to some visible textural patterns. Throughout the scanning procedure, a
512 x 512 image size was used. Contouring the ROIs was done with the help of Mirada software
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[152]. As this was a 2-D approach, for every scan of the phantom using a different pixel size and
FoV, one slice from each of the three cartridges was chosen for analysis.
The input image size for the pre-trained network was 224 x 224, so a sub-image of the
required size was extracted from the center of the 512 x 512 scanned image. The pre-trained CNN
was trained using color camera images (24-bit images), whereas, the phantoms were greyscale. So,
deep features were extracted by feeding phantom images through the red channel only (zeros were
sent through green and blue channel). The vector size of the extracted deep features was 4096.
After extraction, deep features were normalized between 1 and -1. Figure 8.2 shows a phantom
image slice of a rubber cartridge and 224 x 224 extracted sub-regions from different cartridges.

Figure 8.2: Example of phantom cartridges.
(a) Phantom slice of rubber cartridge; 224 x 224 region from (b) Rubber, (c) Dense-Cork, and (d)
Normal-Cork cartridge.

8.2.4 Feature Normalization
Using one cartridge of the phantom at a time (rubber, dense-cork or normal cork) for every
scanner we obtained scans of three different slice thicknesses and, for each slice thickness, seven
different pixel sizes. For every cartridge, 21 different scans were generated with the intent to
analyze the stability of each deep feature across these scans.
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The deep features were normalized by pixel area, and voxel size using the equations 8.1 and
8.2 according to our previous studies [3,11],

fn = p2 ∗ f

(8.1)

fm = p2 ∗ f ∗ t

(8.2)

Here, fn and fm are the normalized feature value by pixel area and voxel size, respectively,
p is the pixel size, t is the slice thickness, and f is the original feature value.
For each of the 4096 features, the concordance correlation coefficient (CCC) [160] across the
21 scans was calculated with respect to the pixel size before and after feature normalization. The
maximum CCC after feature normalization was around 0.8 for some deep features, whereas those
same features had much lower CCC (approx. 0.3) before feature normalization. As the CCC values
could be low even after normalization, improvements in the CCC values after normalization were
noted. Each CCC value was converted to a z value (using Fisher’s transformation equation 8.3
[161]), and the improvement was calculated by equation 8.4.

z = 0.5 ∗ ln

zd = q

1+r
1−r

z1 − z2
1
n−3

+

(8.3)

(8.4)

1
m−3

where, r is the CCC value, z is the transformed z value obtained from a CCC, z1, and z2 are
the transformed z values obtained from the CCC of the original deep feature and the normalized
deep feature, respectively, n and m are the numbers of data points for every feature (here it is 21,
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7-pixel sizes and three slice thicknesses). After that, the z value was converted to a p-value and
the improvement significance was checked at the 95% significance level, p=0.05. If any feature was
found to be improved with a p value more than 0.05, then that feature was not evaluated further.
After using CCC for further filtering, the standard deviation was also computed for each
feature after normalization. Stability was determined using thresholds as follows. A threshold value
of 0.25 was chosen for the standard deviation. If a feature value had a standard deviation of less
than 0.25, that feature value was considered stable across different pixel sizes. The chosen threshold
value encompassed 12.5% of the feature range. The standard deviation threshold will mostly rule
out features that have widely disparate values but vary little on average. After normalization, a
feature would be called stable with respect to a change of pixel size, if it had a p-value for its CCC
and standard deviation of less than 0.05 and 0.25, respectively.

8.3

Experiments and Results
In this section, the results of multiple scans of cartridges are analyzed for deep feature

stability. If a feature varies with the change of pixel size or voxel size, then a radiomics model
built with such features on one institution’s data may not work on another institution’s data.
Stable features are needed across different scanner parameters. We called a feature stable if, after
normalization, the feature had a similar value within a chosen threshold limit independently of
scanner parameters, that meant, the feature was stable across variations of parameters.
Based on both standard deviation and improvement in CCC, we grouped the deep features
into two different groups. Group 1 consisted of features whose improvement in CCC resulted in pvalue and standard deviation values less than 0.05 and 0.25, respectively. These features showed less
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variability with the change of pixel sizes, and slice thicknesses, and they were considered stable across
pixel sizes. Group 2 was comprised of unstable features that didn’t become stable after applying
normalization (i.e, showed variability before and after normalization). We analyzed the stability of
deep features for both pre-ReLU and post-ReLU features extracted from three different phantom
cartridges. Figures 8.3 and 8.4 show examples of a feature that improved after normalization and a
feature that didn’t improve after normalization, respectively. Figure 8.5a shows stability results of
VGG-S pre-ReLU and post ReLU features, respectively, obtained from the rubber cartridge. Figure
8.5b shows an analysis of dense cork and Figure 8.5c describes results from normal cork.

Figure 8.3: Feature improvement by normalization.
(a) Before normalization (standard dev. = 0.49), (b) after normalization using pixel area
(standard dev. =0.1, and FDR corrected p= 0.045) (post-VGG-S features from Philips Brilliance
64 scanner and Dense-Cork cartridge.

We observed that normalization using pixel area helped to obtain more stable features (reducing variations and increasing stability across different pixel sizes) better than normalization using
voxel size. After analyzing intra-scanner dependency (investigating features from every scanner separately), we analyzed features from different scanners jointly (inter-scanner dependency). Only 1
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Figure 8.4: Feature that did not improve by normalization.
(a) Before normalization (standard dev. =0.38), (b) after normalization using pixel area (standard
dev. =0.48) [pre-VGG-S features from Philips Brilliance 64 scanner and Dense-cork cartridge.]

pre-ReLU feature obtained from different scanners was found to be stable across three cartridges.
Whereas, for post-Relu features, 19 features were found to be stable across three cartridges. Figure
8.6 shows the results obtained by comparing all 4096 features obtained from the different scanners
with respect to different pixel sizes (inter-scanner dependency analysis). Figure 8.7 shows a feature
found to be stable after normalization (inter-scanner dependency).

8.4

Discussion
CT imaging plays a critical role in current NSCLC treatment and research. The field of

view can vary from scan to scan depending on the size, location and stage of the NSCLC tumor and
the size of the patient. Slice thickness is another important parameter selected before obtaining a
scan. How these image acquisition parameters affect features extracted from a convolutional neural
network (CNN) remains unexplored. Hence, the main focus of this study was to evaluate how deep
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Figure 8.5: Stable features (a) Rubber, (b) Dense-cork, and (c) Normal-cork cartridge
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Figure 8.6: Stable features for the inter-scanner stability analysis

Figure 8.7: Inter-scanner dependency: feature improvement after normalization.
Post-ReLU 4096th feature using Rubber cartridge (a) before normalization (std. dev. = 0.28), (b)
after normalization using pixel area (std. dev. =0.1 and FDR corrected p-value = 0.0024) [GE1 =
GE Discovery STE, GE2= GE Lighspeed 32 Pro, P1= Philips Big Bore, P2= Philips Brilliance
64, S1= Siemens Definition As, S2= Siemens Sensation 64, S4= Siemens Sensation 40, and S4=
Siemens Sensation 16.]
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features behave with the variation of image acquisition parameters. There has been recent work
[162] on finding semantic meaning for deep features suggesting that meaning may be ascertained
for stable deep features. To our knowledge, this is the first work analyzing the stability of deep
features with varying slice thickness and FoV. In this paper, only pixel size and slice thickness
dependency and variability were chosen for analysis. The goal was to gain a better understanding
of the variability and allow focus on ways to remove or reduce variability.
In our previous study [144], deep features extracted from different color channels of a pretrained CNN were analyzed and variations in classification accuracies were obtained as well. Deep
features were extracted from the red channel of the pre-trained CNN (VGG-S) for our current study.
VGG-S was chosen for our study because deep features from VGG-S showed good classification for
NSCLC nodules [144].
From this study, we observed that some deep features were stable as shown in Figure 8.4
(small variability with the variation of pixel size) within a chosen threshold. These stable features
didn’t appreciably change with the change of pixel sizes. Some of the deep features were pixel
size dependent. These features showed variation with the change of pixel size. Robust and stable
features across different reconstruction kernels and image acquisition parameters are desirable in
radiomics. To try to make these features stable across the variability of pixel size, we proposed two
normalization procedures using pixel area and voxel size. In some cases, features become stable after
being normalized by pixel area or voxel size. However, some of these pixel size-dependent features
showed variability even after normalization. They were not stable with pixel size. So, we found
that some deep features also had pixel size dependencies like the conventional radiomics features,
and a similar correction approach could be utilized to reduce the dependency.
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Normalization using pixel area generated a greater number of stable features (less variability
across pixel size changes) than using voxel size. In fact, voxel size normalization by itself was of
minimal help, perhaps because we are dealing here with planar images (2D), one slice per scan. It
only added a couple more stable features, in some cases, to the set found with pixel area normalization. Since voxel size is a volume, that may explain the lack of improvement when normalizing by it.
Inter-scanner dependency (analysis of features obtained from different scanners) was also explored.
Each of these three cartridges (rubber, dense-cork, and natural-cork) had different HU values and
textures, yet one pre-ReLU and nineteen post-ReLU features from a VGG-S pre-trained CNN were
found to be stable across different scanners for all three cartridges.
Previously in [98, 144] we found that using post-ReLU features provided better classification
performance than with pre-ReLU features for lung nodules. Post ReLU features lack negative values
(all the negative values were made 0), due to the ReLU activation function. Pre-ReLU features had
negative feature values. Both sets of features (pre and post ReLU) were investigated in order to
gain our understanding of feature stability. From our current study, we found more post-ReLU deep
features could be made stable than pre-ReLU features.
For the stability analysis, 4096 deep features were extracted from the pre-trained CNN.
This large number has the problem of multiple comparisons potentially showing spurious results. In
order to avoid this, false discovery rate [163] (FDR) was applied to the discovered stable features to
adjust their p-value. Now the features with corrected p-value were compared against p=0.05. After
the FDR correction, the number of stable features was reduced. Inter-scanner dependency (analysis
of features obtained from different scanners) was also explored. Each of these three cartridges had
different HU values and textures. Only one post-ReLU feature [feature column 299] from the CNN
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was found to be stable across different scanners for all three cartridges after p values were corrected
using FDR. The stability of features changed significantly with the change of cartridges. Hence,
the question of stability on a cartridge was examined. The results obtained after applying FDR are
shown in Figures 8.8 and 8.9.

Figure 8.8: FDR stable features (a) Rubber,(b) Dense-cork,and (c) Normal-cork cartridge

8.5

Discussion
We found that the features also changed significantly when using different scanners with

different protocols. Our analysis also showed that more deep features from the dense cork and
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Figure 8.9: Stable features for the inter-scanner stability analysis after FDR

normal cork cartridges were stable than features from the rubber cartridges. This happened because
the texture of dense cork and normal cork cartridge is more uniform than the rubber cartridge.
One dataset was chosen to analyze the relevant utility of the stable deep features for prognostic analysis. De-identified data from the National Lung Screening Trial (NLST) was obtained
via the data access system of the National Cancer Institute. A detailed description of the dataset
can be found in the dataset section (Chapter 4). Deep features from the CNN were extracted using
the red color channel. In our previous study [144], we experimented with the original deep features
(without choosing any stable features) and the top 5/10/15/20 deep features were selected using
symmetric uncertainty [96] feature selector. In [144] using VGG-S deep features from the red color
channel gave the best classification accuracy of 65.4% with 0.66 AUC using 15 features.
The deep features (49) that were found to be stable on rubber cartridges over different
scanners and parameters were evaluated further to determine whether the use of stable features
could lead to improved classification performance. The classification performance was evaluated
with respect to accuracy and AUCROC [110]. We also choose the top 5/10/15/20 deep features
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Table 8.2: Malignancy prediction results using NLST dataset
No. of
Features
Top 5
Top 10
Top 15
Top 20
Top 49
or All 49

Original Deep
Features (All 4096 features)*
Accuracy (Auc)
62.02 (0.643)
63.71 (0.66)
65.4 (0.66)
64.97 (0.66)
66.24 (0.68)

Stable deep
features only #
Accuracy (Auc)
64.135 (0.62)
63.71 (0.66)
65.82 (0.66)
66.24 (0.66)
67.08 (0.68)

Stable deep features
normalized by pixel area#
Accuracy (Auc)
62.02 (0.6)
65.4 (0.64)
65.4 (0.66)
67.08 (0.67)
68.77 (0.68)

*Top 49 features were chosen here using feature selector.
#All 49 features were stable deep features obtained from rubber cartridge.
from our stable features using the symmetric uncertainty feature selector, as well as utilizing all 49
features to classify using random forests classifier [92]. We found that using pixel area normalized
deep features enabled 67.08 % accuracy with 0.67 AUC, which was an improvement over our previous
analysis using all 4096 features. The classification performance was further enhanced to 68.77%
(0.68 AUC) by using all 49 stable features a 2% accuracy increase over using unnormalized features.
Detailed results are shown in Table 8.2. From this study, we observed the importance of the deep
feature’s stability assessment prior to prognostic evaluation. By choosing the stable features we
may avoid using the unreliable and irrelevant features.
For further analysis of stability, deep features were extracted from all three color channels of
the vgg-s pretrained network. Inter-scanner variability was analyzed only. Deep features obtained
using all three channels of a pre-trained CNN showed more stability than extracting deep features
using a single channel. After applying FDR, the number of stable features improved. Detailed result
is shown in Figure 8.10.
Finally, in this study, pre- and post-ReLU features were obtained from a transfer learning
approach, which was a limitation of the study because the VGG-S CNN was not trained on any
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Figure 8.10: Stable features using all three channels of vgg-s

type of medical images or any medical imaging modality. We used transfer learning because we do
not yet have the large number of medical images needed to train a complex CNN and to explore
the utility of transfer learning. In a future study, deep features from a CNN trained on CT images
will be investigated. Even though phantoms were made of different materials with different texture,
an analysis using real human scans would be useful. No scans from human subjects were used for
stability analysis, which was a limitation of this study. In future work, more analysis using the
patient data will be analyzed for the prognostic evaluation after using the proposed pixel size-based
normalization. The deep features could be analyzed further using different scanner parameters and
various reconstruction kernels.

8.6

Conclusions
The goal of this study was to analyze whether deep features were stable across different

scanner parameters and manufacturers. Stability is one of the essential characteristics of deep
features to qualify as a potential imaging biomarker. From this study, we found that many deep
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features were dependent on pixel size, as are many conventional radiomics features. It was found
this dependency could be removed, for some, by normalizing the deep features using pixel area and
voxel size. We found that the stability of deep features changed significantly when using different
phantom cartridges (49, 71, and 70 deep features were stable on rubber, dense-cork and normal-cork
cartridges, respectively). We also looked for deep features that were stable across three physical
phantom cartridges for post-ReLU and found 1 feature. The three cartridges were made of different
components and had difference in texture uniformity and HU values. It is therefore advisable to
analyze the stability of deep features among different cartridges independently. The stable and
normalized deep features achieved improved classification performance compared to the original
deep features chosen by the symmetric uncertainty feature selector, which shows the usefulness of
stable features for prognosis analysis. Based on this study, some deep features may be candidates
for future imaging biomarkers, but researchers must be cautious because most deep features show
dependence on image acquisition parameter variations.
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Chapter 9: Conclusions

Detecting lung cancer in early stages using LDCT scans can improve the survival rate and
lower medical expenses [164]. However, current screening methodology also generates a high number
of false positives. So, we need to reduce the false positive rate by utilizing improved approaches.
This dissertation gives an overview of radiomics and convolutional neural networks. Old and
new papers on both radiomics and neural networks were reviewed. I concentrated my research on the
use of the convolutional neural network for lung nodule malignancy prediction problems. Initially,
the best result obtained using only deep features extracted from the vgg-s pretrained network was
75.10% (AUC 0.74) with three channels using the nearest neighbor classifier. Using an ensemble of
CNN approach, the best result from my current work was 90.29% accuracy with 0.96 AUC (95%
confidence interval, 0.93-0.98) which was significantly better than our radiomics approach of 76.79%
accuracy with 0.81 AUC [32] and a single CNN model of 76% accuracy with 0.87 AUC [144].
We do acknowledge some limitations of this study. We utilized 2-D slices. Our training
and test data sets were fairly small. Given the modest limitations to this work, we applied a
rigorous training and testing analysis to identify an ensemble that is highly predictive of lung
nodules becoming cancer in the future for the lung cancer screening setting. Our study utilized
a semiautomatic segmentation approach, which was a limitation of our study. Radiomics and
deep neural networks showed promise for future research. This work has resulted in the following
publications:
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1. R. Paul, M. Schabath, Y. Balagurunathan, Y. Liu, Q. Li, R.Gillies, L. Hall, D.Goldgof,
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Chapter 10: Future Work

10.1

Multimodal Lung Cancer Analysis
An immediate yet interesting extension of my current methodological work on lung cancer

will be to design a multimodal Neural Network using CT and pathology images for nodule malignancy prediction and classification. Pathology images consist of histo-morphological characteristics
of lung tumors. CT Scans show the size, shape, and position of a lung tumor. My research direction is to combine both imaging modalities together to create a multi-modal CNN to enhance
the tumor classification in regard to survival time and response to treatment. Similarly, a positron
emission tomography (PET) scan is an imaging test that helps reveal how your tissues and organs
are functioning. A PET scan uses a radioactive drug (tracer) to show this activity. This scan can
sometimes detect disease before it shows up on other imaging tests. A PET scan is useful in revealing or evaluating several conditions, including many cancers, heart disease, and brain disorders. A
PET scan or a combined CT-PET scan enables your doctor to diagnose illness better and assess
your condition. In the future, combining PET and CT in a multimodal strategy to train CNNs for
better cancer assessment would be an exciting strategy.
During the work on deep features explanation, only CT scans were utilized. We found
an explanation for some deep features with respect to semantic and quantitative features. In the
future, analyzing how the quantitative features from PET or histology images associate with the
deep features would be an exciting research direction.
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10.2

Delta-Radiomics Analysis on Lung Cancer using Deep Learning
During lung cancer screening, the lung nodule can change its size and shape in a follow-up

scan from its initial scan (baseline). As a result, there will be a change in traditional radiomics
features extracted from the nodules as well. The difference between the radiomics features is called
delta -radiomics and provides essential information for cancer prognosis. Alahamri et al. [114]
achieved 0.822 and 0.773 AUC using both delta and quantitative features and quantitative features
only respectively. He showed the significance of integrating delta features with standard quantitative
features to enhance lung cancer screening efficiency.
In the future, it would be interesting to investigate multiple scans from a patient to analyze
the change in size and shape to predict malignancy using deep learning. Such research has the
potential to enhance clinical care and help the doctors and radiologists for better analysis and
monitoring of cancer.

10.3

Revealing Tumor Habitats from Texture Heterogeneity Analysis
A tumor consists of multiple cells with varying gene expression, cell morphology, etc. Tumor

heterogeneity depicts the presence of varying morphological and genetic expression of different tumor
cells. So, tumor heterogeneity is one well-known cancer feature for analyzing the aggressiveness of
lung cancer malignancy. Based on the tumor heterogeneity, the tumor region can have multiple
regions with varying texture. Cherezov et al. [165] analyzed lung cancer malignancy by revealing
tumor habitats from texture heterogeneity. NLST and an in-house adenocarcinoma dataset were
used separately for the analysis. From the NLST and the in-house dataset, 81.64% accuracy with
0.85 AUC and 85% accuracy with 0.80 AUC were obtained, respectively. Similarly, tumor habitats
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can be analyzed using deep learning. We will use the tumor habitats to train CNNs and try to
analyze and understand if there is an association between tumor habitat and cancer aggressiveness.
Tumor habits can also be generated using deep learning approaches for further analysis.

10.4

Adversarial Attacks on Lung Nodule Images
Adversarial images raise a concern about the security and robustness of CNN. Small distor-

tions in the pixel value or adding noise in the image (adversarial image) can fool the CNN. Pixel
distortion can also happen with the lung nodule images and can also reduce malignancy prediction.
Making malignancy prediction, explainability, and stability analysis robust is an important criterion
in radiomics. Exploring the deep feature stability parameters and explainability after adversarial
attacks would be interesting and an immediate extension of my current work on lung cancer analysis.
Cybersecurity is a very important issue nowadays, and this research would enhance data protection
and identify if an adversarial attack occurs. At the same time, this research would help to explain
the adversarial attack in the healthcare domain. We recently published a paper on this topic [166].
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Appendix A: NLST Cases for Our Study

Table A.1: NLST patient IDs (PIDs) for Cohort 1 incidence lung cancer

100012,100147,100913,100954,101068, 102488,102658,104208,104386,104683,
104815,105340,105974,107058,107434, 107682,108352,109345,109573,109589,
110253,110987,111835,112258,112575, 112901,115174,116279,116289,116837,
117025,117820,118681,119358,119743, 119924,120790,120954,121169,121999,
122364,123515,124436,124864,125378, 126792,126955,127400,127619,129553,
130033,131174,131486,131979,133786, 134257,200056,200397,201979,204694,
204711,205687,205900,206359,207584, 207647,207782,207857,208801,209029,
209095,209512,209831,212222,213413, 213544,213630,213754,214728,215151,
216160,216940,217245,217877,218391
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Table A.2: NLST patient IDs (PIDs) for Cohort 2 incidence lung cancer
100658,100681,101192,101428,101692, 103359,103621,104999,105165,106194,
106553,107211,107910,108061,109965, 111454,112506,113820,115020,115571,
117950,118297,118553,118602,118719, 119129,120070,120393,120573,121852,
122117,122376,122590,123810,123891, 124323,125727,126823,128899,129511,
129534,131611,131963,132313,132823, 133076,134491,134503,200129,200221,
200628,200925,202611,202748,202814, 202822,203536,203759,204513,206737,
206870,207830,209119,209445,210090, 210419,210612,210653,210754,211965,
212202,212522,212718,213439,213442, 213734,214553,214672,214700,215316,
215325,216422,216973,217203,218510
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Table A.3: NLST patient IDs (PIDs) for Cohort 1 control cases
100186,100965,101012,101444,101467, 101859,101996,102038,102082,102140,
102315,102371,102516,102607,102620, 102629,103303,103361,103458,103721,
104250,104302,104705,105042,105071, 105085,105148,105205,105526,105808,
105941,105949,106058,106990,107232, 107237,107955,108392,108474,108504,
108527,108577,108714,108834,108937, 109237,109389,109538,109878,109897,
109957,110522,110846,110878,111121, 111200,111702,112183,112390,112957,
113308,113665,113857,114263,114323, 114958,115017,116329,116332,116420,
117453,117947,118012,118145,118226, 118743,119173,119343,119958,120358,
120378,120556,120762,121130,121341, 121438,121738,121967,122352,122392,
122492,122541,122549,122652,122766, 122836,122965,123018,123344,123459,
123559,123740,123909,125923,125982, 126144,126254,126265,127000,127414,
127886,128024,128275,128564,128829, 129140,129741,130139,130231,130352,
130544,130689,130692,130869,131122, 131124,131465,131537,131800,132526,
132529,132969,133700,134120,200525, 201632,201701,202570,203168,203231,
203372,203512,203578,203852,203981, 204335,204438,204604,204836,204859,
205415,205617,205806,206344,206483, 206809,208107,208287,208794,209676,
210231,210528,211423,211696,212827, 212831,212849,213038,213769,214097,
214377,214487,214632,216308,218248,218666
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Table A.4: NLST patient IDs (PIDs) for Cohort 2 control cases
100005,100095,100414,100629,100727,101321,101563,101694,102154,102641,
102691,103239,103874,104355,104377,104769,104792,104871,105617,105632,
106226,106957,107579,107725,108320,108461,108539,108600,108921,109031,
109127,110286,110775,110802,110919,110994,111452,112180,112220,112606,
112786,112961,113014,113871,114517,114656,114796,115123,115175,115772,
115794,116383,117406,117490,117610,118243,118745,119485,119533,119568,
119894,119934,120593,120885,121588,121657,121854,122078,122159,122378,
122577,123062,123281,123884,124607,124913,125028,125413,125697,125898,
126101,126581,126622,126718,126814,126928,127048,127731,127996,128033,
128535,128601,128714,128852,129703,129734,130117,130173,130896,130950,
131986,132535,132885,133207,133308,133789,133991,134309,200268,200834,
201368,201446,201737,201890,202709,202873,203344,203921,203930,204238,
204377,204494,205023,205964,206925,208147,209137,209318,209852,210198,
210362,210483,210700,211092,212200,213139,213215,214270,215213,215446,
215626,215687,216089,216411,216666,216790,217021, 217676,218217,218320,
218383,218662
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Appendix B: Detailed Results using Pre-trained CNNs

Table B.1: Results using deep features only from red color channel
Pre-trained CNNs
VGGF

VGGM

VGGS

Classifiers
NB
NN
J48
RF
NB
NN
J48
RF
NB
NN
J48
RF

5 features
59.5 (0.58)
67.1 (0.62)
59.5 (0.59)
62.9 (0.6)
68.3 (0.63)
67.1 (0.62)
67.1 (0.62)
69.2 (0.63)
57.8 (0.61)
64.1 (0.6)
57.4 (0.51)
62 (0.64)

10 features
57.8 (0.61)
68.3 (0.64)
60.8 (0.6)
62.4 (0.62)
69.6 (0.63)
67.1 (0.62)
67.1 (0.62)
68.3 (0.62)
50.2 (0.6)
64.1 (0.6)
64.1 (0.5)
63.7 (0.66)

15 features
57.4 (0.57)
66.6 (0.64)
61.2 (0.61)
65.8 (0.68)
69.6 (0.61)
71.3 (0.65)
69.6 (0.64)
68.3 (0.64)
50.6 (0.57)
63.7 (0.6)
62.9 (0.52)
65.4 (0.66)

20 features
57.4 (0.56)
65 (0.62)
60.8 (0.59)
65.8 (0.68)
67.1 (0.61)
69.6 (0.64)
68.3 (0.63)
65.4 (0.62)
51 (0.57)
67.1 (0.62)
62.9 (0.52)
65 (0.66)

Abbreviations: RF= Random Forests, NN = Nearest Neighbor, NB = Naive Bayes, J48= Decision Tree.

Table B.2: Results using deep features only from blue color channel
Pre-trained CNNs
VGGF

VGGM

VGGS

Classifiers
NB
NN
J48
RF
NB
NN
J48
RF
NB
NN
J48
RF

5 features
54.85 (0.58)
65.8 (0.63)
66.6 (0.64)
66.6 (0.65)
63.3 (0.69)
67.5 (0.66)
68.4 (0.67)
69.2 (0.7)
59.1 (0.67)
69.2 (0.7)
68.8 (0.65)
64.1 (0.7)

10 features
53.16 (0.59)
65.8 (0.59)
63.3 (0.54)
67.9 (0.67)
67.1 (0.7)
67.5 (0.64)
72.2 (0.64)
71.7 (0.72)
53.6 (0.65)
71.3 (0.71)
67.5 (0.64)
69.6 (0.68)

15 features
50.2 (0.6)
65.8 (0.59)
61.2 (0.62)
68.4 (0.67)
53.6 (0.68)
65 (0.67)
69.6 (0.7)
67.5 (0.69)
54.4 (0.55)
73.4 (0.72)
63.2 (0.6)
69.2 (0.66)

20 features
51.1 (0.56)
65 (0.58)
60.33 (0.58)
66.6 (0.67)
56.5 (0.68)
65.8 (0.6)
67.9 (0.68)
66.6 (0.7)
55.3 (0.56)
72.15 (0.69)
67.5 (0.64)
68.8 (0.7)

Abbreviations: RF= Random Forests, NN = Nearest Neighbor, NB = Naive Bayes, J48= Decision Tree.
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Table B.3: Results using deep features only from green color channel
Pre-trained CNNs
VGGF

VGGM

VGGS

Classifiers
NB
NN
J48
RF
NB
NN
J48
RF
NB
NN
J48
RF

5 features
56.5 (0.6)
67.5 (0.63)
59.1 (0.59)
64.1 (0.63)
57.8 (0.63)
66.7 (0.66)
56.5 (0.61)
63.3 (0.66)
57.8 (0.61)
64.1 (0.65)
64.1 (0.5)
65 (0.64)

10 features
54.4 (0.61)
66.2 (0.65)
65.8 (0.61)
65.4 (0.66)
56.3 (0.63)
60.7 (0.57)
57.4 (0.5)
64.6 (0.65)
50.2 (0.6)
64.1 (0.66)
64.1 (0.5)
65.4 (0.64)

15 features
49.8 (0.57)
66.6 (0.65)
68.4 (0.61)
65.8 (0.68)
58.23 (0.61)
64.1 (0.6)
61.2 (0.65)
65.8 (0.67)
50.6 (0.57)
63.7 (0.64)
62.9 (0.52)
67.9 (0.66)

20 features
49.4 (0.56)
65 (0.58)
68.4 (0.61)
65.8 (0.68)
57.8 (0.61)
64.1 (0.64)
62.4 (0.65)
65.4 (0.66)
51 (0.57)
67.1 (0.63)
62.9 (0.52)
68.3 (0.68)

Abbreviations: RF= Random Forests, NN = Nearest Neighbor, NB = Naive Bayes, J48= Decision Tree.

Table B.4: Results using deep features using all three color channels
Pre-trained CNNs
VGGF

VGGM

VGGS

Classifiers
NB
NN
J48
RF
NB
NN
J48
RF
NB
NN
J48
RF

5 features
68.4 (0.65)
68.8 (0.67)
68.8 (0.58)
67.5 (0.63)
62.8 (0.66)
65.8 (0.61)
62 (0.54)
62.4 (0.57)
53.2 (0.62)
75.1 (0.74)
63.3 (0.59)
67.1 (0.7)

10 features
61.2 (0.63)
70.1 (0.67)
65 (0.53)
66.6 (0.67)
62.8 (0.62)
67.1 (0.67)
62 (0.58)
63.7 (0.61)
62.9 (0.62)
70.8 (0.72)
63.7 (0.56)
68.8 (0.69)

15 features
54.4 (0.62)
70.04 (0.65)
65 (0.55)
66.6 (0.67)
59.9 (0.62)
67.9 (0.68)
63.71 (0.5)
66.6 (0.63)
48.9 (0.59)
70.5 (0.72)
63.7 (0.57)
68.8 (0.68)

20 features
52.3 (0.56)
69.2 (0.64)
63.7 (0.56)
65.8 (0.66)
57.4 (0.61)
67.1 (0.68)
67.5 (0.54)
66.6 (0.66)
48.5 (0.57)
72.1 (0.73)
63.3 (0.54)
69.6 (0.68)

Abbreviations: RF= Random Forests, NN = Nearest Neighbor, NB = Naive Bayes, J48= Decision Tree.
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Table B.5: Results by combining radiomics and deep features of red channel
Pre-trained CNNs
VGGF

VGGM

VGGS

Classifiers
NB
NN
J48
RF
NB
NN
J48
RF
NB
NN
J48
RF

5 features
72.2 (0.72)
73.8 (0.73)
70.04 (0.63)
72.1 (0.76)
73 (0.75)
74.3 (0.76)
69.2 (0.7)
73 (0.78)
70.04 (0.77)
74.7 (0.78)
67.1 (0.65)
72.5 (0.78)

10 features
72.6 (0.71)
73.4 (0.72)
70.9 (0.66)
74.7 (0.76)
73.4 (0.72)
73.8 (0.73)
68.8 (0.69)
73.4 (0.78)
70.9 (0.75)
73 (0.71)
70.04 (0.7)
73.4 (0.77)

15 features
73 (0.71)
74.7 (0.7)
69.2 (0.69)
74.7 (0.76)
72.2 (0.71)
73 (0.72)
69.6 (0.66)
74.3 (0.79)
72.2 (0.75)
72.5 (0.74)
67.9 (0.63)
73.8 (0.76)

20 features
73.4 (0.71)
74.68 (0.71)
72.15 (0.68)
73 (0.75)
74.3 (0.71)
73 (0.72)
69.6 (0.65)
74.7 (0.79)
72.5 (0.75)
73.8 (0.73)
67.1 (0.63)
73 (0.76)

Abbreviations: RF= Random Forests, NN = Nearest Neighbor, NB = Naive Bayes, J48= Decision Tree.

Table B.6: Results by combining radiomics and deep features of blue channel
Pre-trained CNNs
VGGF

VGGM

VGGS

Classifiers
NB
NN
J48
RF
NB
NN
J48
RF
NB
NN
J48
RF

5 features
63.3 (0.7)
72.1 (0.76)
70.9 (0.72)
74.2 (0.79)
71.3 (0.72)
70.5 (0.72)
70.5 (0.7)
73.4 (0.76)
72.1 (0.72)
72.1 (0.75)
66.6 (0.66)
71.7 (0.77)

10 features
66.6 (0.72)
71.3 (0.72)
67.5 (0.57)
73.4 (0.76)
71.7 (0.75)
71.7 (0.7)
68.8 (0.66)
73.8 (0.77)
68.8 (0.7)
71.7 (0.73)
69.2 (0.67)
73 (0.76)

15 features
59.9 (0.71)
70.5 (0.72)
63.3 (0.62)
73.4 (0.76)
70.04 (0.75)
72.1 (0.72)
67.9 (0.72)
72.6 (0.77)
68.4 (0.69)
73 (0.72)
69.2 (0.67)
72.2 (0.77)

20 features
54.4 (0.69)
70.5 (0.71)
66.2 (0.58)
72.2 (0.77)
72.2 (0.75)
72.1 (0.67)
65.8 (0.69)
72.6 (0.76)
70.9 (0.69)
74.2 (0.69)
72.1 (0.7)
72.1 (0.76)

Abbreviations: RF= Random Forests, NN = Nearest Neighbor, NB = Naive Bayes, J48= Decision Tree.
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Table B.7: Results by combining radiomics and deep features of green channel
Pre-trained CNNs
VGGF

VGGM

VGGS

Classifiers
NB
NN
J48
RF
NB
NN
J48
RF
NB
NN
J48
RF

5 features
66.6 (0.66)
71.7 (0.71)
64.5 (0.62)
68.35 (0.66)
65.4 (0.69)
71.7 (0.72)
65.4 (0.65)
68.3 (0.69)
66.6 (0.67)
68.3 (0.69)
68.3 (0.62)
66.6 (0.66)

10 features
64.5 (0.65)
70.04 (0.7)
69.3 (0.65)
68.35 (0.67)
64.1 (0.67)
66.6 (0.67)
67.9 (0.65)
70.5 (0.71)
63.3 (0.64)
69.6 (0.69)
68.8 (0.63)
69.3 (0.69)

15 features
63.3 (0.61)
70.04 (0.7)
71.3 (0.7)
70.04 (0.7)
66.6 (0.68)
69.6 (0.7)
67.9 (0.68)
73 (0.78)
63.7 (0.64)
67.9 (0.68)
68.8 (0.63)
69.3 (0.7)

20 features
63.3 (0.61)
68.3 (0.68)
71.7 (0.69)
70.9 (0.7)
66.6 (0.69)
70.04 (0.7)
70.04 (0.68)
71.7 (0.74)
65.4 (0.66)
71.7 (0.72)
69.6 (0.65)
71.3 (0.72)

Abbreviations: RF= Random Forests, NN = Nearest Neighbor, NB = Naive Bayes, J48= Decision Tree.

Table B.8: Results by combining radiomics and deep features of all color channels
Pre-trained CNNs
VGGF

VGGM

VGGS

Classifiers
NB
NN
J48
RF
NB
NN
J48
RF
NB
NN
J48
RF

5 features
71.3 (0.68)
71.3 (0.71)
72.1 (0.7)
73 (0.73)
70.5 (0.68)
66.6 (0.62)
65.8 (0.62)
69.3 (0.68)
67.9 (0.63)
75.1 (0.76)
66.6 (0.64)
72.1 (0.72)

10 features
68.3 (0.67)
73.4 (0.74)
70.5 (0.67)
71.7 (0.7)
71.3 (0.69)
67.1 (0.67)
66.6 (0.65)
67.5 (0.66)
69.6 (0.66)
72.1 (0.73)
70.5 (0.68)
74.3 (0.76)

15 features
68.3 (0.67)
72.1 (0.74)
69.3 (0.67)
70.5 (0.7)
68.4 (0.64)
69.3 (0.68)
66.6 (0.65)
72.1 (0.71)
63.3 (0.63)
71.7 (0.72)
70.5 (0.68)
75.1 (0.78)

20 features
66.6 (0.65)
69.2 (0.69)
68.4 (0.65)
68.4 (0.69)
66.6 (0.62)
69.3 (0.68)
69.3 (0.67)
71.3 (0.7)
66.3 (0.63)
72.1 (0.72)
68.3 (0.65)
73 (0.73)

Abbreviations: RF= Random Forests, NN = Nearest Neighbor, NB = Naive Bayes, J48= Decision Tree.
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Appendix C: Mean and Standard Deviation of Different Cartridges

Table C.1: Mean and standard deviation of HU value for Rubber cartridge.
Scanners
GE STE (GE1)
GE 32 (GE2)
Philips Big Bore (P1)
Philips Brilliance 64 (P2)
Definition AS (S1)
Siemens Sensation 64 (S2)
Siemens Sensation 40 (S3)
Siemens Sensation 16 (S4)

Mean
-62.16
-66.67
-67.05
-73.59
-80.66
-83.18
-84.71
-76.23

Standard Deviation
110.44
90.50
95.44
87.93
103.13
105.04
107.90
102.03

Table C.2: Mean and standard deviation of HU value for Dense-Cork cartridge.
Scanners
GE STE (GE1)
GE 32 (GE2)
Philips Big Bore (P1)
Philips Brilliance 64 (P2)
Definition AS (S1)
Siemens Sensation 64 (S2)
Siemens Sensation 40 (S3)
Siemens Sensation 16 (S4)

Mean
-677.88
-681.32
-677.02
-679.35
-686.15
-688.76
-689.23
-682.43

Standard Deviation
35.45
28.30
32.10
29.75
33.10
34.50
34.94
32.83
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Table C.3: Mean and standard deviation of HU value for Normal-Cork cartridge.
Scanners
GE STE (GE1)
GE 32 (GE2)
Philips Big Bore (P1)
Philips Brilliance 64 (P2)
Definition AS (S1)
Siemens Sensation 64 (S2)
Siemens Sensation 40 (S3)
Siemens Sensation 16 (S4)

Mean
-507.20
-508.74
-506.15
-506.60
-512.36
-516.28
-518.11
-511.47

Standard Deviation
49.65
43.51
44.98
42.96
47.19
47.58
48.29
46.12
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