Preliminary design of a complex system often involves exploring a broad design space. This may require repeated use of computationally expensive simulations. To ease the computational burden, surrogate models are built to provide rapid approximations of more expensive models. However, the surrogate models themselves are often expensive to build because they are based on repeated experiments with computationally expensive simulations. An alternative approach is to replace the detailed simulations with simplified approximate simulations, thereby sacrificing accuracy for reduced computational time.
-Page 2 -and they are used to build a model based on a Gaussian process. The fitted model is then 'adjusted' by incorporating a small amount of data from detailed simulations to obtain a more accurate prediction model.
The effectiveness of this approach is demonstrated with a design example involving cellular materials
for an electronics cooling application. The emphasis is on the method and not on the results per se.
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FRAME OF REFERENCE
Preliminary design of a complex system often involves exploring a broad design space or region of design variable values. Many detailed analysis programs are available for use in the latter stages of design, but they can be extremely expensive for exploring broad regions. One solution has been to simplify the simulations and obtain data from more approximate simulations. For these approximate simulations, accuracy is sacrificed to reduce computational time. However, when it is desirable to explore a large design space that includes broad ranges of design variables, repeated approximate simulations still generate substantial computational loads.
Another approach is to create surrogate models to replace individual simulations. These surrogate models have been used widely in design. Computer experiments in which the design variables cover a carefully chosen range of values are used to create the surrogate models. Values of the design variables are chosen in specific patterns called experimental designs [1] [2] and performance is simulated at these points.
The responses and input values are combined statistically to create functional relationships between input variables and performance; these functional relationships are the surrogate models. The surrogate models can be used for robust design 3 or linked to optimization routines, or they can serve as a bridge for integration across multiple functions 4 or across different levels of abstraction 5 .
Familiar methods for creating surrogate models include response surface modeling 6 and kriging [7] [8] [9] an example of their use in design is presented by Chen and coauthors 3 . However a wide variety of techniques are available 10 . In addition to the choice of the metamodeling method, the accuracy of a surrogate model is determined by the experimental design used to select data points, the size of the design space or range of explored values of design variables, the accuracy of the simulation at each data point and the numbers of data points available to compute the surrogate model 10 .
In the last decade, methods for improving the accuracy and computational efficiency of metamodeling procedures have been actively studied. One approach has been to successively reduce the design space, thus simultaneously reducing the extent of the approximation of the metamodels. There are several ways to accomplish this, including the use of trust regions [11] [12] [13] [14] , heuristics 15 , move limits 16 and by using an adaptive response surface method in which the design space is systematically reduced by discarding regions with large objective function values at each modeling-optimization iteration [17] [18] . Entropy maximization has also been studied [19] [20] . Wang and Simpson propose an intuitive metamodeling method based on hierarchical fuzzy clustering which helps a designer reduce metamodels to regions of interest to a designer 21 .
Another way of reducing the design space is by reducing its dimensionality 22 . Typically, the design space is screened to identify and remove design variables which are less important. However, it can be difficult to obtain substantial reductions of dimensionality for large-scale problems 23 . Super-efficient screening methods for removing less important design variables are also available. Both group-screening 24 and sequential bifurcation [25] [26] must be applied cautiously for designs in which multiple responses are considered; screening using supersaturated statistical experimental designs is preferable for situations with multiple responses [27] [28] .
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We believe that the choice of metamodeling method must take into consideration both computational time and metamodel accuracy because different aspects of metamodeling may be important in different circumstances. Our method involves creating metamodels based on both approximate and detailed (accurate) simulations and thus using information that is developed necessarily when creating the simulations; a preliminary report of our approach has appeared 29 . In this paper, we develop a framework in which we can combine results from both detailed simulations and approximate simulations to create surrogate models, which are as accurate as possible, given the resources available. Since the approximate simulations form the bulk of the data, they are used to build a model based on a Gaussian process that assumes a simple mean part with a flexible "residual" part. The fitted model is then "adjusted" by incorporating information from the detailed simulations.
In Section 2, we briefly review our approach along with the procedure of Gaussian process modeling that is foundational to it. As an illustration, we apply this approach for designing linear cellular alloys in Section 3. Discussions and possible extensions of our approach are presented in Section 4.
BUILDING A SURROGATE MODEL BASED ON DETAILED AND APPROXIMATE
SIMULATIONS
Integration of results from detailed simulations (DS) and approximate simulations (AS) is not a straightforward task because the two sets of results have significantly different distributional assumptions.
One possible way to combine the AS and DS data is to link them by a simple structure and then build a prediction model for DS directly. This one-step approach has one major disadvantage. Due to the paucity of the DS runs, the resulting surrogate model can be very imprecise and can lead to inaccurate predictions. 
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The modeling part of the procedure consists of the following two steps:
(1) Fit a Gaussian process model using only AS data.
(2) Adjust the fitted model in step 1 with DS data.
Since AS results form the bulk of the data, AS results can be used to fit a smooth response surface in the first step. In the second step, this fitted surface is adjusted by DS data, so that the resulting model is close to DS data. The detailed description of these two steps is given in Sections 2.3 and 2.4, respectively.
Gaussian Process Modeling
Gaussian process modeling provides the mathematical foundation for much of the work presented here.
Therefore, we start with the rationale for using Gaussian Process modeling and a description of the relevant statistics. The computer experiments considered in this paper are deterministic; there is no random error associated with them, that is, repeated simulations with identical starting points will yield identical results. 
where f h ( ) are pre-specified functions of x, β h 's are unknown coefficients and ε(x) is assumed to be a realization of a stationary Gaussian process.
Often a very simple parametric form of ),
The correlation function ( ) . If p h = 1, the associated processes become the OrnsteinUhlenbeck process. Typically, p h is restricted in the interval [1, 2] . Moreover, in this interval, as p h becomes larger, the sample paths of processes become smoother. The Gaussian correlation fixes p h at 2 and this simplification reduces the complication of calculating estimates for correlation parameters. As a result, the Gaussian correlation is often adopted in the modeling [34] [35] . In the example given in Section 3, we will follow this convention.
The unknown parameters that need to be estimated for the model are θ, p and 2 σ . The maximum likelihood method has been adopted in many cases [34] [35] . The log-likelihood, up to an additive constant, is:
where R is the ( ) n n × matrix with entries ( , ) i j R x x for i, j = 1,…,n, which depend on θ and p, F is the
and β is a Given the values of θ and p, the maximum likelihood estimate (MLE) of β and 2 σ can be computed easily:
Substituting β and 2 σ into Eq. (4), we obtain a simplified form:
where 2 σ and R are both functions of θ, p and the data. The maximization of Eq. (7) is an optimization problem in the space of θ and p and there may possibly be multiple local maxima. In the example in Section 3, we use the optim function 36 to estimate θ (with p set at 2). The optim function is based on a limited memory algorithm for bounded constrained optimization 37 . We verified empirically that this optim function produces almost the same results as the powerful optimization function fmincon in Matlab using the Sequential Quadratic Programming (SQP) algorithm.
The best linear unbiased predictor (BLUP) 33 is adopted to predict ( *)
where r is the vector of correlations between ε(x*) and (ε(x 1 ), … ,ε(x n )), and
vector of regressors at x*. Moreover, it can be shown that ˆ( ) i y x equals i y . Thus, the BLUP smoothly interpolates all the observed data points. In addition to this interpolating property, it has been well demonstrated that the BLUP can approximate fairly complex functions 33 .
Modeling the Approximate Simulation Data
Using the Gaussian process modeling described in Section 2.1, we now develop an approach for building surrogate model. We first build a surrogate model based on the approximate simulations only.
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This model will be further refined later. Usually only a constant term (i.e.
in Eq. (1)) is used in the main part of the Gaussian process model 35 . However, in some circumstances it is reasonable to assume that the factors considered in the experiment have linear effects on the output [38] [39] . 
where a f , ˆa r , ˆa R and ˆa F are defined as in Section 2.2. Throughout the remaining part of this paper, we shall refer to the model in Eq. (10) as the base surrogate model.
Adjustment Based on Detailed Simulation Data
Because AS and DS are generated based on distinct assumptions, their values can be quite different.
This is the case in the example analyzed in Section 3. The same input values are used for some of the AS and DS, these data can be used to adjust the base surrogate model. 
However, some cases may also exhibit a non-linear discrepancy between AS and DS. As an extension of the above procedure, a more sophisticated adjustment can be obtained by making the following two changes in Eq. (11): (a) substitute the constant ρ with a linear regression function ( ) ρ x , (b) replace the constant δ by a Gaussian process ( ) δ x . These modifications lead to the following model: An assumption is made here to simplify the modeling and the adjustment procedure. We will treat ( ) a i y x value from step 1 as fixed. Thus, with the Gaussian process assumption of ( )
is normal and the log likelihood of d y , up to an additive constant, can be written as
where d F is the regression matrix
is the collection of unknown parameters associated with the mean part in Eq. (12) . The estimates α and ˆδ θ can be obtained by maximizing the function in Eq. (14) . The optimization procedure is very similar to the one described in Section 2.1, so its details are omitted.
For given values of ˆi
, we can compute the values of
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is the fitted regression function for the scale adjustment.
At an untried point * x , a BLUP predictor can be constructed as
whereˆδ r and ˆδ R are defined in Section 2.2, and 0 δ is obtained previously as part of α . The predictor ˆ( *) δ x in Eq. (17) is used as a building block to establish the final surrogate model.
Building and Evaluating the Final Surrogate Model
Based on the base surrogate model in Eq. (10) and the adjustments results in Eqs. (16) and (17) How can such a prior be chosen realistically? The use of a fully Bayesian approach (as described by Currin and coauthors 40 ) can solve this problem but the computational price will be prohibitive for engineering problems. To be fair, our approach also needs to specify the values of some process parameters, e.g., the choice of the correlation structure in Eq. (2) with p h =2. However, our procedure only requires using the maximum likelihood method to estimate k scale parameters for a Gaussian process. This can be computed quickly by using efficient optimization tools such as the optim function in R
36
.
To illustrate our approach, in the next section we consider the design of a linear cellular material, which is used to dissipate heat from a microprocessor.
DESIGNING LINEAR CELLULAR MATERIALS WITH THE SURROGATE MODEL BUILDING APPROACH
Consider the design of a heat exchanger for a representative electronic cooling application. As illustrated in Fig. 2 , the device is used to dissipate heat generated by a heat source such as a To analyze the impact of these factors on heat transfer rates, we use two types of simulationscomputationally expensive FLUENT finite element simulations and relatively fast but more approximate finite difference simulations. Details of the two approaches are available in the literature, but it is important to highlight the costs and benefits of the two approaches in terms of accuracy and computational time. FLUENT is a commercial software package for analyzing fluid flow and heat transfer problems with a computational fluid dynamics (CFD) solver 45 . The finite difference approach is an approximate numerical technique for solving two-or three-dimensional heat transfer problems 46 . Both the finite difference method and FLUENT simulations have been used to simulate the thermal behavior of prismatic cellular materials 4, 47 . For examples similar to the present one, each FLUENT simulation requires two to three orders of magnitude more computing time than the corresponding finite difference simulation. For example, the first data point in Table 2 Our objective is to build a surrogate model that can be used in the design process and represents the functional relationship between design factors and the total rate of steady state heat transfer. To build the surrogate model, we utilize results from both FLUENT and finite difference simulations. A large number of data points are generated using the finite difference simulation with fewer data points obtained from the FLUENT simulation. We show that even a limited amount of data from FLUENT simulations can be used to improve the accuracy of surrogate models based on approximate finite difference models alone. This is demonstrated in the following subsections.
Generating Design Points for Detailed and Approximated Simulations
An orthogonal array-based Latin Hypercube design 33 with a run size of 64 data points is used to determine the appropriate set of approximate (finite difference) simulations. The assumed ranges of design variables are shown in Table 1 . The Latin Hypercube design has good space-filling properties. This can be seen in Fig. 3 in which the four-variable design is projected onto spaces of two variables. For each pair of variables the data points are uniformly distributed in each of the 64 reference square bins. Also, if we divided each bin in Fig. 3 
Building a Base Surrogate Model
The first step is to build a surrogate model using the approximate simulation results only. Based on background knowledge of the physics of this problem, we know that a linear relationship may exist in this case between the response and the four factors. As a result, a linear structure is included when modeling the mean part of the Gaussian process in Eq. (9). As described in Section 2, the maximum likelihood method is used for estimation. Because 2 a σ = 3.352 is quite small, we have a good fit. Table 3 
Validation of the Final Surrogate Model
In order to test and validate the method, 14 additional experiments are performed. In order to test the prediction performance of the final surrogate model in a larger space, some of these validation experiments are selected beyond the original ranges shown in Table 1 . For each experimental point, both detailed and approximate simulations are performed. Table 4 lists the factor levels for these experiments, the y a and y d values, the predicted ˆd y obtained using Eq. (18) and the predicted ˆa y obtained using Eq. (10). The proposed method provides a significant improvement in terms of prediction accuracy. proposed method is both effective and efficient. By gathering only a few additional detailed simulation data points (beyond the number typically required for validating the approximate model) and by strategically choosing their locations, it is possible to assess the accuracy of an approximate model and reduce its predication error using the proposed method.
Maximize the Total Rate of Steady State Heat Transfer
Note that one of the design objectives is to maximize the total heat transfer rate. The ranges of design variables are listed in Table 1 . Tables 2 and 4 , except for run 11 in Table 4 . This can be explained by noting that the design values for this run are outside the ranges defined in Table 1 . 
Closure
In summary, we have presented an approach for building surrogate models based on data from both detailed and approximate simulations. From a design perspective, surrogate models reduce the computational cost of exploring large regions of the design space by replacing detailed simulations.
However, there is still substantial computational cost involved in using detailed simulations to generate data from which surrogate models can be built. Using the approach presented in this paper, it is possible to build accurate surrogate models by supplementing relatively few data points from computationally expensive detailed simulations with abundant data from inexpensive but less accurate approximate simulations. Thus, it is possible to explore a design space with surrogate models that are nearly as accurate but much less computationally expensive than similar surrogate models based exclusively on detailed simulations.
As illustrated with the heat exchanger design example, surrogate models based on approximate and detailed simulations are more accurate than surrogate models based on approximate simulations alone for predicting responses in design regions of interest. Furthermore, the computational effort required to construct a final surrogate model is limited compared with the cost of using detailed simulations exclusively to support the design process. In addition, surrogate models can be adaptively modified when new simulation results are available. The updating of surrogate models only involves refitting the model with old and new data, which requires negligible computational cost.
Another computational advantage of the proposed method is that it does not suffer from the "curse of dimensionality;" therefore, it can be scaled easily to problems with large numbers of design variables.
Since only linear terms and constant terms are assumed in modeling the mean part of the process and the dependence among different design points is represented by a correlation function, the number of required design points increases linearly with the number of variables. As a result, for the proposed method the designer does not need to restrict the number of design variables as severely.
In the proposed approach, the final surrogate model interpolates the observed detailed simulation data.
This feature is desirable for modeling data from computer experiments, but it implies that the fit of the model is relatively sensitive to individual observations. In some applications, the data may be noisy and include outliers, in contrast to the deterministic, noise-free results encountered for the example problem. If outliers exist in the data, it is important to detect them and remove them from the data set. A simple cross validation procedure can be used to check for outliers. The basic idea is to remove one observation, say (x i ,
