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ABSTRACT 
The Vandermonde matrix reduces by congruence the Bezoutian matrix when the 
zeros of the highest degree associated polynomial are simple. In this paper a 
generalization of this result to the case of multiple zeros is presented. 
1 INTRODUCTION 
Given two arbitrary complex polynomials p(z) and q(z) such that 
degreeq(z) ,<degreep(z) = n, (1) 
the Bezoutian of p(z) and q(z) is the twovariable polynomial given by 
k,Z=l 
(2) 
The symmetric n x n matrix B,, 4 = [ckl] is called the Bezoutian matrix 
associated to p(z) and 9( 2). 
Bezoutians have a lot of properties related to qualitative problems of 
polynomials. For a more detailed exposition we refer the reader to the books 
of Bamett [l] and Heinig and Rost [S] and the survey articles of Householder 
[6] and Krein and Naimark [7]. For some of their applications in this field, a 
useful property of Bezoutians is related to Vandermonde matrices. To explain 
this relation, let us suppose that the zeros (~i,. . . , a, of p(z) are simple. Then 
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it is clear that if i z j we have 
7r(CTi, cXj) = 0, (3) 
and, on the other hand, it is easy to see that for each i we have as well 
~(~i,(yi)=P’(oLi)q((yi). (4) 
By writing the above expressions together in matrix form we obtain the 
formula 
V’BpJ= diag{ p’(ai)q(o,),-.., p’(a,Mo,)}, (5) 
where V is the Vandermonde matrix associated with the zeros of p(z), 
namely, 
Equation (5) shows the relation of the zeros of p(z) to the signature of the 
Bezoutian matrix, and this connection can be used to determine the number 
of zeros of a given polynomial in certain regions of the complex plane. 
When the polynomial p(z) has multiple roots, the method can be adapted 
as is done in Fiedler [3], but a direct generalization of the formula (5) cannot 
be found in the current bibliography. Only in a recent paper of Fiedler and 
Ptgk [4] is a similar characterization of Bezoutian matrices given. In our work 
we give a more direct approach to the posed problem, and the final formula 
is expressed in a more precise form in terms of the zeros of the polynomial 
P(Z). 
In the general case it is necessary to deal with the so-called confluent (or 
generalized) Vandermonde matrix related to the zeros of p(z), which we still 
denote by V. If p(z) has ai,..., (Y, as zeros with respective multiplicities 
vi,. . . , vr, the confluent Vandermonde matrix is the n x n matrix given by 
&--l)(al) 
(vl- l)! **’ 
&-l)(aJ 
**. (v,-l)! I ’ 
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where ~(a) is the column matrix 
(8) 
Our aim is to obtain the explicit expressions for the elements of the matrix 
M 
P.9 =v’Bv,qv. (9) 
In order to do so the essential idea is to notice that these elements are given 
by the partial derivatives of the Bezoutian polynomial, evaluated at the 
zeros of p(z). In fact the element in row h=v,+ ... +~~_~+lc+l, with 
0 < k < vi, and column p= vi + . . . + vi-1 + I + 1, with 0 < I < vi, is given 
by 
1 ak+l 
------+x9 Y> 
k! Z! dxk dy’ 00) x=q, y=a, 
In the general case the computation of these derivatives is involved. Fortu- 
nately it is possible to reduce the problem to the case in which q(z) = 1, 
where the necessary calculations are simpler. We develop this particular case 
in Section 2 and work out the reduction of the general case in Section 3. 
2. A PARTICULAR CASE 
Let us consider the Bezoutian matrix when q( z ) = 1. The Bezoutian 
polynomial of p( z ) and 1 is 
+, Y) = 
P(X) - P(Y) 
x-y ’ (11) 
and if p(z) is given by 
p(Z)=a,z”+a,z”-‘+ -.* +a,_,z+a,, 02) 
the Bezoutian matrix of p(z) and 1 is given by the upper triangular Hankel 
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matrix 
a n-l an-2 . . . a, a, 
a n-2 an-3 . . . a0 0 
BplZ ; ; ‘.* ; 1 . 
a1 a0 . . . 0 0 
a0 0 . . . 0 0 
(13) 
As we have shown in the introduction, we need the partial derivatives 
ak+’ P(X) -P(Y) 
aXk ayl X-Y 
O<k<vi, O<kvj. (14) 
x=u,,y=u, 
By using the Leibnitz formula to derive a product and the fact that 
p’k’( q) = 0, O<i<Vi, (15) 
it can be easily obtained that 
ak ~(4 -P(Y) = k! P(Y) 
axk 
~y_ai~k+l’ oQk<vi, 06) 
X-Y x = a, 
and using the same formula again, we obtain when i # j that 
a1 P(Y) 
aY’ (y--(Yi)k+l r_n,=o, 
o< 1 <Vi. 
I 
(17) 
On the other hand, if we use in (16) the Taylor expansion of p(y) in powers 
of y - LY~, we get for the case i = j that 
a1 P(Y) 
aY’ (YmaiJktl y_a, 
(18) 
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To sum up, we can write that 
1 ak+l P(X) - P(Y) p(k+‘+ l)(o) -____ 
k!l! aXkay’ r-Y x=a,,y=a, 
= % (k + I + l)! ’ (19) 
where 6,, is 1 when i = j and 0 when i # j. In this way we have obtained 
that M,,, is a block diagonal matrix: 
M,,r=diag{P,,...,P,} (20) 
where each block Pi is a vi x pi lower triangular Hankel matrix given by 
Pi = 
0 . . . 
0 . . . 
P’““( ffi) 
Vi! 
. . . 
0 
p’“J( q) 
Vi! 
p’“‘g-“‘(ai) 
(2Vi - 2)! 
p’““(ai) 
Vi! 
P (vt+l’(&) 
(Vi + l)! 
p(2qaJ 
(2Vi - l)! 
(21) 
3. THE GENERAL CASE 
To deal with the general case, let us suppose that p(z) is a manic 
polynomial. That is, a, = 1 is assumed in (12). This restriction does not lead 
to any loss of generality, as is easily verified. The companion matrix of p(z) is 
then defined as the n x n matrix 
1 
0 1 . . . 0 0 
0 0 *.. 0 0 
c= ; ; 
0 0 ... 0 
: 1. 
; 
(22) 
-a, -a2 .*. -an-2 -a,_, 
As is well known, p(z) is the characteristic polynomial of C, and the 
confluent Vandermonde matrix V associated with p(z) reduces C to its 
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Jordan normal form: 
cv = VI, (23) 
where J=diag(J,,...,J,}, and each block ./, is a vi x vi matrix given by 
I= 
ai 1 0 . . 
0 ai 1 . . 
0 0 ai . . 
. . . 
. . . 
(j 0 ;, . . 
0 0 0 . . 
0 0 
0 0 
0 0 
. . 
. . . . 
ai 1 
0 ai 
(24) 
We need also an important relation between Bezoutian and companion 
matrices, due to Bamett [2]: 
The general case is reduced to the case in which q(z) = 1 by means of the 
following: 
PROPOSITION. M,,, = M,,,q(]). 
Proof. It follows from Bamett’s formula (25) that 
(26) 
and using now the identity (23), we get easily 
4(C)V=Vq(J). (27) 
This formula completes the proof. n 
The Jordan normal form J is a block diagonal matrix, and so is the matrix 
q(l) =diag{Q,,...,Q,}, (28) 
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where each block Qi is a vi X vi upper triangular Toeplitz matrix given by 
Qi=9(Ji)= 
9’Cai> 
9(ai) T ‘.’ 
9 (%-l)(“i) 
(Vi - I)! 
0 96%) 9 (@‘( f_L) *.. 
(Vi - Z)! 
0 0 . . . 96%) 
(29) 
By putting the above proposition together with Equations (20) and (28) 
we get 
M p,g=diag{P,Q,,...,P,Q,}, (30) 
which provides a first generalization of (5). 
Now it is interesting to notice that each block Pi in (21) can be written 
like Qi in terms of the value of a certain polynomial at the Jordan block .I,. 
This is done by introducing the block reversion vi-order matrix 
Ri= 
and the polynomial given by 
0 0 .** 0 1 
0 0 ..* 1 0 
. . . . 
. . . . 
(j ; . . . 0 (j 
1 0 *.. 0 0 
Then it is easily obtained that 
Pi=Ripi(Ji)> 
and in this way we can write for the general case 
(31) 
(32) 
(33) 
V’BV= die{ Rlpl(Jl)9(J1)....,R,p,(J,)9(J,)), 
which provides a more natural generalization of (5) than (30). 
(34) 
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