where a completely discretized variational problem corresponding to a two-dimensional nonlinear second order parabolic-elliptic initial-boundary value problem was analyzed.
Our problem reads as follows: Let ft C U N be a bounded domain with a Lipschitz continuous boundary in the sense of Necas (see [3] or [6, Definition 1] 
M = E, P).
We have to find a bounded linear extension operator V: V P -•> V; this means an operator V with the following properties:
(4) V(ciu P + c 2 v P ) = c\Vu P 4-c 2 Vv P VLr ,c 2 e R, Vu P ,v P G Vp, (5) II^PIUI^) ^ CHUPII^I^) VIXP G Vp, (6) 7>tip| np =tip Vt/pGVP.
In [4, Lemma 3 .9] the existence of such an extension operator was proved under the restrictive assumption
(7)
an n dn E n an P c r x or dn E n dn P n r x = 0 ;
in [5, Theorem 44 .3] the two-dimensional situation with dQ E (1 dU P C\ Vi being a one point set was also studied. (It should be noted that assumption (7) and [4, Lemma 3 .9] do not depend on the dimension 1V.) In this paper the two-dimensional considerations are completed and generalized to the three-dimensional case.
In our considerations we shall need first of all the following form of the Nikolskij extension theorem (formulated first with this name in [2] ): We note that we use the usual brief notation H X (G) = H 1, 2 (G) and Ho (Go) = Ho' 2 (Go) for the corresponding Sobolev spaces (see [1] ). The proof of Lemma 1 is a special case (for k = 1) of the proof of [6, Theorem 1.4 and Lemma 1.6]. The following lemma can be obtained by a simple modification of this proof: 
The following theorem is valid for both N = 2 and N = 3.
be domains satisfying (1) . Then there exists a bounded linear extension operator V: Vp -¥ V, i.e., an operator satisfying (4)-(6).
Proof. First we note that part A3a of the proof of [4, Lemma 3.9] is not correct; thus we choose a quite different and more general way of proving. We shall consider several situations, most of them being indicated in Figs. la-3b. (Shadowed parts of the boundary dft denote the set Vi C dft.) In parts A-E of this proof the two-dimensional case is studied. Changes in the proof when N = 3 are introduced in part F.
A) In the case of We define
Hence by (8) IIPwplkn^CIMkfip. We define Hence by (9) ||£up||l,G"^o||up||l,fip.
' up
in fip,
||^tip||i,n<o||«p||i,n P .
D) Now we shall consider the cases where 9ft # H dQp fl Vi ^ 0. Let ft* = ft U Hi U ... U H m , Hi being the "holes" in ft. Let 9If be a closed simple curve with the property dK n ft = 0 and such that dif and 9ft* form the boundary of a strip fti with a positive width: 9fti = dK U 9ft*. Let Go be such a domain that G C Go. Moreover, if QE is not simply connected then we choose Go in such a way that Go H Hi = 0, where Hi (i = 1,..., n) are Then the function
satisfies, according to (11) and (10),
Hence the function u given by (12) is the desired extension, u = Vup. 2. Let now T\ 7-dtt* and dfi, n df}/^ n 5ilp C Vi; see, for example, Fig. 2a . It suffices to explain the idea of the proof for the circle and boundary conditions from 
Again, as in part 1, relation (10) holds and we can repeat all considerations from that part and obtain also in this case the desired extension Vup. 3. Now let us consider the case that the set dQ. n 8Q,E H dftp consists only of the point A (see, e.g., Fig. 3a ). Let the point Ai have the same meaning as in part 2 and let D* G dK be the point of dK closest to the point D (which is sketched in Fig. 4b ). Let us cut the domain fti into two parts Q 3 and ft 3 by segments A\ A\ and D*D: Qi = Q 3 U ft 3 , Q 3 n Q. 3 and let the function
Relation (10) again holds. Let G 0 be such a domain that G C G 0 and GQ n Hi = 0, where Hi are the "holes" in fij5. Now we can apply Lemma 1 to the function v and repeat the construction of Vup introduced in part 1.
3a. Let us note that we could use the segment A 2 A 2 instead of the segment D*D, where A 2 is the second end-point of the arc 7A and A\ G dK. This approach has a modification (whose three-dimensional generalization will be useful in part F of this proof): Let u € C 0,1 be a domain with the following properties: u n O = 0 and
Hence G = u U ftp and we can construct the extension Vup in the same way as in part 3. 4. We should mention also the case dilp\(8QE^dQp) C I\: it suffices to exchange the notation of the subdomains SIE and Op in Fig. 4a ; the rest is clear.
5. If 7A n (dQ,E \ I) = 0, 7B n (8QE \ 7) = 0, where I is the relative interior of 8QE H dftp, then we proceed in the same way as in part C.
6. At the end of part D of the proof let us consider the case j A H (89,P \ 7) = 0, 7B n (dftp \ I) = 0, where I = dftp n OKIE-For a greater simplicity, let 75 = 0 and Ti = 7^ U A where A C dQ P \I (A n j A =0); further, let dft be again a circle. We obtain a modification of Fig. 3a Let 5 be the width of the domain Q E . Let us use Lemma 1 with G = Q l P in such a way that G 0 n Q E is a strip of the width 6/3. Further, let us use Lemma 2 with G = fip in such a way that D n Q, E is a strip of the width 6/3. Let us set This note completes the considerations and results of [4] where a completely discretized variational problem corresponding to a two-dimensional nonlinear second order parabolic-elliptic initial-boundary value problem was analyzed.
Our problem reads as follows: Let Ω ⊂ N be a bounded domain with a Lipschitz continuous boundary in the sense of Nečas (see [3] or [6, Definition 1]). Let equations, respectively.) We define
We have to find a bounded linear extension operator P : V P → V ; this means an operator P with the following properties:
In [4, Lemma 3.9] the existence of such an extension operator was proved under the restrictive assumption
in [5, Theorem 44.3] the two-dimensional situation with ∂Ω E ∩ ∂Ω P ∩ Γ 1 being a one point set was also studied. (It should be noted that assumption (7) and [4, Lemma 3.9] do not depend on the dimension N .) In this paper the two-dimensional considerations are completed and generalized to the three-dimensional case.
In our considerations we shall need first of all the following form of the Nikolskij extension theorem (formulated first with this name in [2] ):
and N = 3 is sufficient) and let G 0 ∈ C 0,1 be such a domain that G ⊂ G 0 . Then there exists a bounded linear operator E :
where
We note that we use the usual brief notation H
0 (G 0 ) for the corresponding Sobolev spaces (see [1] ). The proof of Lemma 1 is a special case (for k = 1) of the proof of [6, Theorem 1.4 and Lemma 1.6]. The following lemma can be obtained by a simple modification of this proof:
which is multiply connected. Let H 1 , . . . , H n be the "holes" in G with boundaries ∂H 1 , . . . , ∂H n . Let ∂L 0 be such a closed simple curve (or surface) that ∂G = ∂L 0 ∪ ∂H 1 ∪ . . . ∪ ∂H n . Further, let ∂L 1 , . . . , ∂L n be such closed simple curves (or surfaces) that ∂S i = ∂H i ∪ ∂L i form the boundary of a strip (or layer) S i ⊂ H i with a positive width (S i ∈ C 0,1
). Let us define a closed domain D = G ∪ S 1 ∪ . . . ∪ S n . Then there exists a bounded linear operator F :
be domains satisfying (1). Then there exists a bounded linear extension operator P : V P → V , i.e., an operator satisfying (4)- (6) .
First we note that part A3a of the proof of [4, Lemma 3.9] is not correct; thus we choose a quite different and more general way of proving. We shall consider several situations, most of them being indicated in Figs. 1a-3b. (Shadowed parts of the boundary ∂Ω denote the set Γ 1 ⊂ ∂Ω.) In parts A-E of this proof the two-dimensional case is studied. Changes in the proof when N = 3 are introduced in part F.
A) In the case of Fig. 1a we apply Lemma 1 with G = Ω P and G 0 = Ω P ∪ Ω E . B) In the case of Fig. 1b we apply Lemma 2 with G = Ω P , H 1 = Ω E and n = 1. By Lemma 2 we have
We define
Hence by (8) Figure 1a and Figure 1b . Figure 2a and Figure 2b. C) In the case of Fig. 2b , where ∂Ω E ∩∂Ω P ∩Γ 1 = ∅, we use Lemma 1 with G = Ω P and choose a domain
Hence by (9) Pu P 1,Ω C u P 1,ΩP .
D) Now we shall consider the cases where
Let ∂K be a closed simple curve with the property ∂K ∩ Ω = ∅ and such that ∂K and ∂Ω * form the boundary of a strip Ω 1 with a positive width: Figure 3a and Figure 3b . 1. First, let us consider the case Γ 1 = ∂Ω (or at least Γ 1 = ∂Ω * ). Let us define a closed domain G by the relation
We have
Let G 0 be such a domain that G ⊂ G 0 . Moreover, if Ω E is not simply connected then we choose G 0 in such a way that G 0 ∩ H i = ∅, where H i (i = 1, . . . , n) are the "holes" in Ω E . Applying Lemma 1 to the function v we obtain a function
Let us setũ
Then the function
Hence the functionũ given by (12) is the desired extension,ũ = Pu P . 
where Q 2 lies along a part of ∂Ω P . The domain Ω 2 is sketched together with Ω in Fig. 4a .
Let us define a closed domain G by the relation
and let the function v ∈ H 1 (G) satisfy
Again, as in part 1, relation (10) holds and we can repeat all considerations from that part and obtain also in this case the desired extension Pu P . 3. Now let us consider the case that the set ∂Ω ∩ ∂Ω E ∩ ∂Ω P consists only of the point A (see, e.g., Fig. 3a) . Let the point A 1 have the same meaning as in part 2 and let D * ∈ ∂K be the point of ∂K closest to the point D (which is sketched in Fig. 4b ). Let us cut the domain Ω 1 into two parts Q 3 and Ω 3 by segments A *
where the closed strip Q 3 contains the point B.
The domain Ω 3 is sketched together with Ω in Fig. 4b . Let us define a closed domain G by the relation
Relation (10) again holds. Let G 0 be such a domain that G ⊂ G 0 and G 0 ∩ H i = ∅, where H i are the "holes" in Ω E . Now we can apply Lemma 1 to the function v and repeat the construction of Pu P introduced in part 1.
3a. Let us note that we could use the segment A *
where A 2 is the second end-point of the arc γ A and A * 2 ∈ ∂K. This approach has a modification (whose three-dimensional generalization will be useful in part F of this proof): Let ω ∈ C 0,1 be a domain with the following properties: ω ∩ Ω = ∅ and
Hence G = ω ∪ Ω P and we can construct the extension Pu P in the same way as in part 3. 4. We should mention also the case ∂Ω P \(∂Ω E ∩∂Ω P ) ⊂ Γ 1 : it suffices to exchange the notation of the subdomains Ω E and Ω P in Fig. 4a ; the rest is clear.
where I is the relative interior of ∂Ω E ∩ ∂Ω P , then we proceed in the same way as in part C.
6. At the end of part D of the proof let us consider the case γ A ∩ (∂Ω P \ I) = ∅, γ B ∩ (∂Ω P \ I) = ∅, where I = ∂Ω P ∩ ∂Ω E . For a greater simplicity, let γ B = ∅ and Γ 1 = γ A ∪ λ where λ ⊂ ∂Ω P \ I (λ ∩ γ A = ∅); further, let ∂Ω be again a circle. We obtain a modification of Fig. 3a with A 1 ≡ A, where A 1 again denotes the lefthand end-point of the arc γ A . Let R 1 be the upper end-point of λ and R 2 the lower end-point of λ. Let τ 1 be a (piecewise) smooth arc connecting the points R 1 , A 1 and τ 2 a (piecewise) smooth arc connecting the points R 2 , A 2 . Let τ 1 , τ 2 have no common points with ∂Ω (except for the end-points R i , A i ). Let S be the strip with ∂S = τ 1 ∪ τ 2 ∪ λ ∪ γ A ∪ ∂K. Let us set G = Ω P ∪ S. It is always possible to choose the arcs τ 1 , τ 2 such that G ∈ C 0,1 . The domain G is a domain with two "holes". Let
Relation (10) again holds. Applying Lemma 2 we obtain the required result in this case.
E) It remains to analyze the case from Fig. 3b , where we sketch the situation which appears in applications very often: the domain Ω 1 P is the rotor of an electromachine, the domain Ω 2 P is the stator of an electromachine and the narrow domain between them (the domain Ω E ) represents an air crevice. In this case
is not a domain. Also in this case we can define the space H which we wanted to prove.
F) The above presented method of proving can be easily extended to three dimensions. Only the case not covered by assumption (7) deserves a special attention: Let σ 1 , . . . , σ n with meas 2 σ i > 0 (i = 1, . . . , n) and σ j ∩ σ k = ∅ be the parts of Γ 1 such that σ i ∩ (∂Ω E ∩ ∂Ω P ) = ∅ (i = 1, . . . , n). Let ∆ i (i = 1, . . . , n) be parts of a three-dimensional layer (which is a three-dimensional generalization of the strip Ω 1 appearing at the beginning of part D) such that ∆ j ∩ ∆ k = ∅ and ∆ i ∩ Ω = σ i (i = 1, . . . , n) .
Hence G = ∆ ∪ Ω P and the construction of the extension Pu P is a straightforward modification of part D3. . The results presented in this paper play an important role connected with the theory of electromagnetic fields in electromachines and generally in the theory of parabolic-elliptic equations (see, e.g., [4] ). Without using them one cannot present correct proofs of some related results (as it happened, for example, in [7] and [8] ).
