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1. Electricity prices forecasting 
 
Electricity price forecasting is a branch of energy forecasting which focuses on predicting the 
spot and forward prices in wholesale electricity markets. Over the last 15 years electricity price 
forecasts have been considered one of the most relevant factors for companies during decision-
making process at the corporate level. 
In the early 1990s power sectors in Europe, North America and Australia started being 
reshaped. Until then power sectors were controlled by the governments and highly 
monopolised. Resulting from the process of deregulation and the introduction of competitive 
electricity markets electricity is now traded under market rules using spot and derivative 
contracts. However, regarding to the special nature of electricity as a commodity, there are 
additional laws, that electricity market is subjected to. [1] [2] 
In contrast to other goods, electricity is economically non-storable. In order to maintain power 
system stable, a constant balance between  demand and supply is required. Factors like 
weather condition(temperature, wind, rain, etc.), intensity of human - business and everyday - 
activities during the day which shape the  peak and valley hours, day of the week (working days 
vs. weekends, holidays, etc.), actual fuel cost affect the electricity consumption. [3] The 
example of daily electric power demand curve in Spain is exhibited in figure 1.1. 
 
Fig. 1.1 Electric power demand in Spain on 19th January, 2019 [4] 
The unique characteristics of electricity as a commodity results in daily, weekly and often 
annual seasonality. What is more, the price spikes are  sudden, short-lived and mostly 
unpredictable. In order to create economically the most beneficial bidding strategy (minimizing 
risk and maximizing profits) or production / consumption schedule of a company it should be 
adjusted to the electricity price forecasts prepared from a few hours to a few months ahead. 
[5] 
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Since the competitive electricity markets were introduced,  a variety of methodologies for 
prices prediction have been developed, for example [1] [6]: 
Multi-agent models - simulate the behaviour of a system of heterogeneous agents (generating 
units, companies) interacting with each other, and build the price process by matching the 
demand and supply on the market. [6] 
Fundamental models - try to capture the basic physical and economic relationships which are 
present in the production and trading of electricity. [7]  
Reduced-form models - characterize the statistical properties of electricity prices over time. 
Their main intention is not to provide accurate hourly price forecasts, but rather to replicate 
the main characteristics of daily electricity prices. [2] [5] [6] 
 Statistical models - forecast the current price by using a mathematical combination of the 
previous prices and/or previous or current values of external factors, typically consumption and 
production figures, or weather variables. The two most important categories are: additive -  the 
predicted price is the sum of a number of components and multiplicative models - the predicted 
price is the product of a number of factors. [1] [5] 
Computational intelligence models - combine elements of learning, evolution and fuzziness to 
create approaches that are capable of adapting to complex dynamic systems, and may be 
regarded as "intelligent" in this sense. The major strength is the ability to handle complexity 
and non-linearity. [1] [8] [9] 
Hybrid models - combining techniques from the groups listed above. [1]  
Electricity price forecasts can be classified into 3 groups depending on the forecasting horizons, 
which is shown in the table 1.1. [1] 
Table 1.1 Classification of electricity price forecasts 
Forecasting horizon Period ahead Application 
Short-term from a few minutes 
up to a few days 
day-to-day market 
operations 
Medium-term from a few days to 
a few months 
risk management and 
derivatives pricing, balance 
sheet calculations 
Long-term months, quarters, 
years 
investment profitability 
analysis and planning 
 
In the process of peak occurrences or spot price variability prediction one of the most impactful 
variables is the reserve margin, also called surplus generation. Reserve margin is the relation 
between the available capacity (generation, supply) and the demand (load) at a given moment 
in time. [3] 
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2. Spanish Electricity Market 
 
Day-ahead and intraday spot electricity markets in Spain and Portugal and also billing and 
settlements for Energy purchased and sold  in these markets are managed by the OMIE 
company (Operador do Mercado Ibérico de Energia).  
OMIE is regulated by an international agreement between Spain and Portugal. Half of OMIE’s 
stock is owned by the Spanish company OMEL, with the other half held by the Portuguese 
company OMIP SGPS, S.A. OMIE runs the spot electricity market in the Iberian Peninsula under 
the Spanish jurisdiction. [10] [11] 
The daily market 
In the daily market electricity prices are set on a daily basis at 12 noon, for the twenty-four 
hours of the day ahead. Crossing point of supply and demand  for electricity  assigns the price 
and volume of energy for each hour according to the marginal pricing model based on the 
algorithm EUPHEMIA (acronym of Pan-European Hybrid Electricity Market Integration 
Algorithm). This algorithm is an efficient tool for price-setting and solving electricity market 
coupling problems and it is accepted in all European markets. 
Agents from both Spain and Portugal can trade on the Spanish electricity market. Their 
purchase and sale bids are accepted according to their economic merit order, until the 
interconnection between Spain and Portugal is fully occupied. The price for the specific hour is 
equal  for Spanish and Portuguese market as long as the capacity of the interconnection permits 
the flow of the electricity traded. If the interconnection is fully occupied, EUPHEMIA algorithm 
is applied separately for the coupling markets, which results in unequal prices on those markets. 
Although the free trade is economically the most efficient solution, electricity trading is 
subjected to an additional rule – the whole process needs to be physically feasible. The 
institution responsible for validation of the electricity trading results is System Operator. Its role 
is to ensure that the market results do not exceed the technical limitations of the system. Such 
analysis conducted by the System Operator in order to make the daily programme executable, 
can affect around 4-5% of the Energy traded. [10] [12] 
The intraday market 
Apart from trading on the daily market, agents can also purchase and sell electricity on the 
intraday market according to the different rules. There are six trading sessions based on 
auctions such as those described for the daily market, where the volume of energy and each 
hourly price are determined by the point where supply and demand curves meet. Those trading 
sessions take place some hours earlier than real time. On the intraday markets buying and 
selling agents are allowed to readjust their purchase offers and selling bids up to four hours 
ahead of real time. The purpose of the intraday market is to respond, through the presentation 
of electricity power sale and purchase bids by market agents, to adjustments made to the Final 
Viable Daily Schedule. [10] 
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3. Methodologies used in the assignment 
 
The purpose of the assignment was to test and compare the results of different machine 
learning methods for electricity price prediction. The input data set contains hourly electricity 
prices in Spanish electricity market in spot market during the period 01.01.2016 – 07.04.2017 
(463 days). Electricity prices for selected hour during each day were forecasted based on prices 
for the previous day and the name of the weekday. In the assignment three following machine 
learning methodologies were used: K-nearest neighbours, Support Vector Machine and 
Artificial Neural Networks. For estimating continuous variables regression algorithms were 
used and therefore only those were elaborated in sections below. 
K-nearest neighbours 
The K-Nearest Neighbours algorithm is widely used for identifying patterns and regularities in 
data, so called pattern recognition. The algorithm may be applied for both classification and 
regression problems. [13] 
The k- nearest neighbour method is based on selection a predefined number of training 
samples in the closest distance to the new point in the feature space and then predict the 
output value from these. Neighbours-based regression can be used in cases where the data 
labels are continuous rather than discrete variables. In the KNN regression the label for the 
query point is calculated as the average of the labels of its k closest neighbours.  
The number of samples can be a user-defined constant (k-nearest neighbour learning), or vary 
based on the local density of points. The distance can be any metric measure, however standard 
Euclidean distance represented in the equation (3.1) is the most common choice. [14] [15] 
𝑑𝑖𝑠𝑡(𝐴, 𝐵) = √
∑ (𝑥𝑖 − 𝑦𝑖)2
𝑚
𝑖=1
𝑚
 
Where A = (x1, x2, …, xm) and B = (y1, y2, …, ym) – feature vectors, m - dimensionality of the 
feature space 
The basic nearest neighbours regression uses uniform weights point in the local neighbourhood 
contributes uniformly to the calculation of a query point label. Under some circumstances, it 
can be advantageous to weight points such that nearby points contribute more to the 
regression than faraway points. [15] 
Support Vector Regression 
 
Support-vector machines are supervised learning models with associated learning algorithms 
that analyse data used for classification and regression analysis.  
(3.1) 
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In order to make the paragraph more understandable the linear function will be the example. 
However the general methodology can be applied for all other type of regression (non-linear, 
polynomial). 
The general idea of SVM is to construct a hyperplane or set of hyperplanes in a high- or infinite-
dimensional space and to define support vectors. For linear case hyper plane can be defined as 
line used to predict the continuous value (regression case) or target value (classification case). 
In SVM there are two boundary lines - lines other than Hyper Plane - which create a margin. 
Data points which are in the closest distance to the boundary are called support vectors. Kernel 
is a function used for mapping lower dimension data into higher dimension data. The main goal 
of SVR is to minimize error and individualize the hyperplane so it maximizes the margin. The 
simplest SVR case is presented in the picture below. [16] [17] 
 
 
Fig. 3.1 Linear Support Vector Regression scheme [17] 
There are two possible approaches to acceptable errors. 
 
In first approach the goal of ε-SV regression is to find a function that has at most ε deviation 
from the actually obtained targets yi for all the training data, which is provided in (3.3) 
condition. Any error larger than ε is not acceptable. 
 
At the same time the function should be as flat as possible, which means the coefficient w is as 
small as possible – (3.2) condition.  
 
This case can be described as a convex optimization problem: 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
1
2
‖𝑤2‖ 
 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 {
𝑦𝑖 − 〈𝑤, 𝑥𝑖〉 − 𝑏 ≤ 𝜀
〈𝑤, 𝑥𝑖〉 + 𝑏−𝑦𝑖 ≤ 𝜀
 
 
Where xi - training sample,  yi – target value of xi,  <w, xi> +b - prediction for that sample, ε - 
deviation threshold. 
(3.2) 
(3.3) 
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 In the second approach some errors may be acceptable. The conditions (3.2) and (3.3) have to 
be changed as it is presented below: 
 
𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 
1
2
‖𝑤2‖ + 𝐶 ∑(𝜉𝑖 + 𝜉𝑖
∗
𝑙
𝑖=1
) 
 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 {
𝑦𝑖 − 〈𝑤, 𝑥𝑖〉 − 𝑏 ≤ 𝜀 + 𝜉𝑖
〈𝑤, 𝑥𝑖〉 + 𝑏−𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗
𝜉𝑖,𝜉𝑖
∗ ≥ 0
 
 
Where C- positive constant that determines the trade-off between the flatness of f and the 
amount up to which deviations larger than ε are tolerated, ξ– loss function described by the 
relations below. [16] 
 
|𝜉| = {
0 𝑖𝑓 |𝜉| ≤ 𝜀
|𝜉| − 𝜀 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
 
Artificial Neural Networks 
 
Artificial neural networks are machine learning tools inspired by animal brains. The neural 
network is rather a structure, not an algorithm, within which the input data is processed on 
different complexity levels. Neural network structure consists of input, output  and mostly but 
not necessarily, hidden layers (Fig. 3.2). [18] [19] [15] 
 
Fig. 3.2 Artificial neural network scheme [20] 
The basic unit of computation in a neural network is the perceptron - a simple model of a 
biological neuron,   often called a node. Based on inputs received from other nodes or external 
source the output is computed. Each input has an associated weight (w), which is 
(3.4) 
 
(3.5) 
(3.6) 
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corresponding to its relative importance to other inputs. Weighted sum of the inputs is 
calculated and an activation function ƒ  is applied. If the obtained ƒ value  exceeds a certain 
threshold it  returns a signal, otherwise remains “silent”.  The perceptron scheme is shown in 
the figure 3.3. [19] 
 
Fig. 3.3 Perceptron scheme [20] 
Types of the most popular activate functions are presented in the figure 3.4. 
 
Fig. 3.4 Examples of activation function [21] 
There are different types of learning, such as supervised or unsupervised learning 
or reinforcement learning, in which the network learns for itself by trying to maximize its score. 
In case of supervised learning weights of the perceptrons are adjusted in the training process 
when the predicted values are compared with the target values. [20] 
4. Results 
 
In the assignment 72 models were obtained: K-nearest neighbours, Support Vector Regression 
and Artificial Neural Networks for each hour. The input data set was at the same time training 
set and test set. In order to develop aforementioned models Python module Scikit-learn, which 
contains sklearn.neighbors.KNeighbors, Regressorsklearn.svm.SVR and 
sklearn.neural_network.MLPRegressor classes, was used. For each method an attempt to set 
hyperparameters (parameters whose values are set before the learning process begins) which 
provide the best models was made.  
Parameters selection is presented in the table below. The table contains hyperparameters 
which values are different from default or are significant for the model. The complete list of 
hyperparameters is available in the sci-kit learn documentation. 
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Table 4.1 Values of selected hyperparameters 
Hyperparameter Value 
KNN 
number of nearest neighbours k 3 
weighs uniform 
metric minkowski* 
SVR 
Kernel linear 
Epsilon (specifies the epsilon-tube within which no penalty is 
associated in the training loss function with points predicted 
within a distance epsilon from the actual value) 
0,1 
Penalty parameter C of the error term  1 
ANN 
Hidden layer sizes 
1 hidden layer with 90 
perceptrons 
Activation function for the hidden layer 
Identity - no-op activation, 
returns f(x) = x 
Alpha – L2 penalty (regularization term) parameter 0,0001 
Max_iter - maximum number of iterations; the solver iterates 
until convergence or this number of iterations 
500 
*minkowsky distance is calculated according to the formula: ∑ (|𝑥𝑖  −  𝑦𝑖|
𝑝)1/𝑝𝑛𝑖=1 , where p -power parameter for 
the Minkowski metric. For p=2 (default value applied in the model)  it is equivalent to the standard Euclidean 
metric. [15] 
The complete analysis contains plots and tables with calculations such as correlation coefficient 
and mean errors, which allow to compare obtained results easily. In the paper example model 
for the 22nd hour is analysed. In the plot 4.1 general comparison of electricity prices obtained 
from different models and original spot market prices is shown. 
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Fig. 4.1 General comparison original and predicted electricity prices 
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For each model scatter plot presenting relation between predicted and original prices was 
generated (Fig 4.2, 4.3, 4.4).  
 
Fig 4.2 Scatter plot for KNN model 
 
 
Fig 4.3 Scatter plot for SVR model 
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Fig 4.4 Scatter plot for ANN model 
Based on above presented plots it is quite difficult to unambiguously state which model returns 
values corresponding at most with the original prices. Therefore for each model Pearson 
correlation coefficient was calculated according to the formula (4.1): 
𝑟𝑥𝑦 =
∑ (𝑥𝑖 − ?̅?)(𝑦𝑖 − ?̅?)
𝑛
𝑖=1
√∑ (𝑥𝑖 − ?̅?)2
𝑛
𝑖=1 √∑ (𝑦𝑖 − ?̅?)
2𝑛
𝑖=1
 
Results for the analysed case are presented in the table 4.2. It is easy to observe that all the 
models exhibit accidentally the same correlation value which is equal to 0,97. 
Table 4.2 Correlation coefficients for analysed methods 
  Y KNN SVR ANN 
Y 1,00 0,97 0,97 0,97 
KNN 0,97 1,00 0,98 0,98 
SVM 0,97 0,98 1,00 1,00 
ANN 0,97 0,98 1,00 1,00 
 
Values of coefficient of determination R2 (4.2), which is one of the basic tools used for 
evaluation how well observed outcomes are replicated by the model were also accessed.  
𝑅2 =
∑ (?̂?𝑡 − ?̅?)
2𝑛
𝑖=1
∑ (𝑦𝑡 − ?̅?)2
𝑛
𝑖=1
 
(4.1) 
(4.2) 
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Where ?̂?𝑡-theoretical value of the predicted variable Y, 𝑦𝑡-the actual value of variable Y at time 
t,  ?̅?-the arithmetic mean of the empirical values of the predicted variable. 
 
Their values are equal to 0,94 for KNN, 0,94 for SVR and 0,93 for ANN. Although R2 coefficient 
values are very high, it is not difficult to achieve such results when working on time series data. 
Therefore high values of R2 do not necessarily mean that models are good. 
 
Another way to evaluate accuracy of each model were its MAPE (mean average percentage 
error) and RSMPE (root square mean percentage error) values, which were calculated 
according to the formulas (4.2) and (4.3): 
𝑀𝐴𝑃𝐸 =
100%
𝑛
∑ |
𝐴𝑡 − 𝐹𝑡
𝐴𝑡
|
𝑛
𝑡=1
 
. 
𝑅𝑀𝑆𝑃𝐸 = 100%
√∑ (
𝐴𝑡 − 𝐹𝑡
𝐴𝑡
)
2
𝑛
𝑡=1
𝑛
 
Where At – actual value, Ft – forecasted value. 
Results are presented in the table 4.3. The lowest MAPE and RSMPE values were obtained for 
k-nearest neighbors. The largest MAPE value was observed for artificial neural network, RSMPE 
value – for support vector regression. 
Table 4.3 MAPE and RSMPE values 
  MAPE [%] RSMPE [%] 
KNN 8,43 14,11 
SVR 10,79 18,74 
ANN 10,96 18,10 
 
To access the stability and quality of a model k-fold cross validation was conducted. In k-fold 
cross-validation, the original data set was divided into k (10) subsets. One subset was used as a 
validation (test) subset, the rest subsets serve as training data. The process was repeated 10 
times, each time with different subset used as test data.  
The goal of cross-validation is to evaluate the behaviour of the model while independent 
dataset is used as an input. Cross-validation results can indicate problems with the model like 
overfitting (overtraining; model corresponds too exact with only particular data) or selection 
bias (selection of data for analysis in such a way that proper randomization is not achieved). 
For each iteration MAPE and RSMPE were calculated and obtained values are presented in 
charts 4.5 and 4.6. 
 
(4.3) 
(4.4) 
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Fig. 4.5 MAPE values for cross-validation subsets 
 
 
Fig. 4.6 RSMPE values for cross-validation subsets 
 
It can be easily observed, that quality of developed models could be more satisfying.  Maximal 
and minimal errors values are very similar for all analysed tools. Minimal MAPE values are equal 
to around 8%, maximal – around 14-16%. Minimal RSMPE values are equal to  around 13% and 
maximal – around  27-30%. Also variations of MAPE and RMSPE values for 10 analysed subsets 
are equally strong and significant for all methods. 
Finally for all three methods for 24 hours Pearson correlation coefficients, R2 coefficients, MAPE 
and RSMPE were accessed to test if for each hour models maintain the same quality. All results 
are exhibited in charts 4.7-4.11. 
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Fig. 4.7 Pearson correlation coefficients for 24 hours - all models 
Pearson correlation coefficients for all obtained models remain at high level – always above 
0,9. The average values for analysed methods are equal to 0,95 for KNN and 0,94 for both SVR 
and ANN. 
 
Fig. 4.8 R2 coefficients for 24 hours - all models 
Also R2 coefficients for all developed models exhibit good or very good fit – the average 
values are: 0,9 for KNN and 0,88 for both SVR and ANN. However, as it was already stated – in 
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the case of time series even such high results alone may not be a sufficient measure for the 
quality evaluation. 
 
 
Fig. 4.9 MAPE and RSMPE values for 24 hours - KNN model 
 
 
 
Fig. 4.10 MAPE and RSMPE values for 24 hours - SVR model 
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Fig. 4.11 MAPE and RSMPE values for 24 hours - ANN model 
Based on the charts 4.7-4.9 it can be stated that MAPE reaches similar maximal and minimal 
values for all methods (respectively around 20% and around 10%). So does RSMPE:  maximal 
value is equal to around 50% and minimal to around 20%. What is interesting, error peaks and 
valleys form in approximately the same hours: peaks – 7-8 and 16-17 hour; valleys: 12 and 22 
hour.  
5. Conclusions 
 
Electricity price forecasting is one of the most impactful factors in companies’ decision making 
processes - proper forecasts with adequate prediction horizon lead to reasonable economical 
decisions. However, due to special characteristic of electricity as a commodity its price is 
difficult to predict . For this purpose machine learning tools, which offer high level of complexity 
and flexibility, are recently popular and widely applied and therefore surely will be further 
developed. 
The goal of this assignment was to compare three different machine learning tools for price 
prediction: k-nearest neighbours, support vector regression and artificial neural networks. The 
obtained models would not be satisfying for industrial purposes, but provide interesting 
observations for educational ones.  
Each model was characterized by very high correlation coefficient and R2 coefficient values, 
which however could be caused by the fact, that developed models were based on time series 
data.  By contrast MAPE and RSMPE reached significant values – maximal average values for no 
matter which method were equal to around 20% and 50% respectively. This leads to the 
conclusion, that created models are not bad, but could be more satisfying, which was also 
confirmed by the example cross validation results.  
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Possible factors which possibly could improve the quality of the models are more properly 
selected features (for example weather, time of the year), larger training data set or different 
combination of hyperparameters.  
This assignment proves that creating an optimal model is not a task that can be done 
automatically. Multiplicity of existing approaches and parameters requiring determination 
makes an individual approach the one which gives the best results. The quality of the model is 
not just a matter of choosing the optimal algorithm. However in reality, where models are 
much more complex than those proposed in the assignment, simply checking all the 
possibilities is extremely difficult and time-consuming. 
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