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COMPLEMENTARY PROBLEMS WITH POLYNOMIAL DATA
TIEˆ´N-SO
.
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Dedicated to Professor Boris Mordukhovich on the occasion of his 70th birthday
Abstract. Given polynomial maps f, g : Rn → Rn, we consider the polynomial comple-
mentary problem of finding a vector x ∈ Rn such that
f(x) ≥ 0, g(x) ≥ 0, and 〈f(x), g(x)〉 = 0.
In this paper, we present various properties on the solution set of the problem, including
genericity, nonemptiness, compactness, uniqueness as well as error bounds with exponents
explicitly determined. These strengthen and generalize some previously known results, and
hence broaden the boundary knowledge of nonlinear complementarity problems as well.
1. Introduction
We consider the polynomial complementary problem (PCP) of finding a vector x ∈ Rn
such that
f(x) ≥ 0, g(x) ≥ 0, and 〈f(x), g(x)〉 = 0, (1)
where f, g : Rn → Rn are polynomial maps. We denote this problem by PCP(f, g) for
short. This is just the nonlinear complementarity problem and reduces to the classical linear
complementarity problem (LCP) when f is the identity map and g is an affine map. With
an extensive theory, algorithms, and applications, the linear complementarity problem has
been well studied in the optimization literature; for more details, we refer the reader to the
comprehensive monographs [5, 7] with the references therein. Note, too, that PCPs contain
tensor complementarity problems which has received considerable attention in recent years,
see e.g., [1, 8, 17, 24, 27].
Let SOL(f, g) denote the solution set of the PCP(f, g) and define the naturalmapm : Rn →
Rn by
m(x) := min{f(x), g(x)},
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where the min operator denotes the componentwise minimum of two vectors. Then it is clear
that SOL(f, g) is precisely the zero set of the natural map m. In other words, we have
SOL(f, g) = {x ∈ Rn : m(x) = 0}.
We first assume that f is the identity map Id. The literature on PCPs (in particular,
LCPs) in this case is vast and we confine ourselves to quoting a few that are relevant to our
study. Some generic properties of complementarity problems are known; for example, Saigal
and Simon [26] have shown that for almost all maps g, the corresponding complementarity
problem has a discrete solution set.
The existence, boundedness, and uniqueness of solutions of LCPs are well-studied topics;
see [5, 7]. Very recently, Gowda [10] (see also [11, 28]) establishes results connecting the
polynomial complementarity problem PCP(Id, g) and the tensor complementarity problem
PCP(Id, g∞), where g∞ is the homogeneous part of highest degree of g. In particular, he
shows some properties on the solution set of PCPs, including nonemptiness, boundedness
and uniqueness.
An important topic in the study of complementarity problems concerns error bounds for
estimating the distance from an arbitrary point x ∈ Rn to the solution set SOL(Id, g) in
terms of the natural map. When g is an affine map, it is well-known that a local Lipschitzian
error bound holds due to Robinson [25] (see also Theorem 5.2 in Section 5 for a different
proof) and, under some assumptions, a global Lipschitzian error bound holds; for more
details, we refer the reader to Chapter 6 in the monograph [7] by Facchinei and Pang with
the references therein. Very recently, assume that g is a quadratic map satisfying a certain
additional condition, Hu, Wang and Huang [14] derive some local Ho¨lderian error bound
results with explicit exponents.
However, there has, to the best of our knowledge, been no attempt to extend the results
mentioned above to the case where f is not the identity map. In this paper, we undertake
this study for the PCP(f, g) with f and g being arbitrary polynomial maps. Our main
contributions are as follows:
(i) We show that the solution set of PCPs is finite generically. Here and in the following,
we say that a given property holds generically, if it holds in an open and dense
(semialgebraic) set of the entire space of input data.
(ii) We provide a necessary and sufficient condition for the compactness of the solution
set of the PCP(f, g) in terms of the natural map m.
(iii) We show that under appropriate conditions, the PCP(f + p, g + q) has a nomempty
compact solution set for all polynomial maps p and q of degrees less than those of f
and g, respectively.
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(iv) We establish some (local and global) Ho¨lderian error bound results for the solution
set of the PCP(f, g) in terms of the natural map m with exponents explicitly deter-
mined by the dimension n of the underlying space Rn and the degree of the involved
polynomial maps f and g. Furthermore, it is shown that, generically, PCPs have a
global Lipschitzian error bound.
Consequently, the results presented in this paper strengthen and generalize some previously
known results, and hence broaden the boundary knowledge of nonlinear complementarity
problems as well.
The rest of the paper is organized as follows. Section 2 covers some preliminary materials.
In Section 3, genericity properties for PCPs are addressed. In Section 4, various properties
on solution sets for PCPs, including the nonemptiness, compactness and uniqueness are
presented. Finally, in Section 5, error bound results via the natural map with explicit
exponents is established.
2. Preliminaries
2.1. Notations. We shall use the following notations throughout the paper. Fix a number
n ∈ N, n ≧ 1, and abbreviate (x1, . . . , xn) by x. The space Rn is equipped with the usual
scalar product 〈·, ·〉 and the corresponding Euclidean norm ‖ · ‖. As usual, dist(x, S) denotes
the Euclidean distance from x ∈ Rn to S ⊂ Rn, i.e.,
dist(x, S) := inf{‖x− y‖ : y ∈ S},
where, by convention, the infimum is 1 if S is empty.
For a vector x := (x1, . . . , xn) ∈ Rn we write x ≥ 0 when xi ≥ 0 for all i = 1, . . . , n.
For two vectors x and y in Rn, we write min{x, y} for the vector whose ith component is
min{xi, yi}. Observe that
min{x, y} = 0 ⇔ x ≥ 0, y ≥ 0, and 〈x, y〉 = 0.
A polynomial map f : Rn → Rn is homogeneous of degree d (which is a natural number)
if f(tx) = tdf(x) for all x ∈ Rn and all t ∈ R.
Consider a polynomial map f : Rn → Rn, which is expressed, after regrouping terms, in
the following form:
f(x) = Ad(x) +Ad−1(x) + · · ·+A0(x),
where each term Ak is a polynomial map, homogeneous of degree k. We assume that Ad is
nonzero and say that f is a polynomial map of degree d. Let f∞ := Ad denote the “leading
term” of f.
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2.2. The notion of degree. In this paper we use systematically the topological degree as
it is presented in [5, Chapter 6], [7, Chapter 2] and [19]. Here is a short review of what we
need in our development.
Suppose Ω is a bounded open set in Rn, f : Ω→ Rn is a continuous map, and y 6∈ f(∂Ω),
where Ω and ∂Ω denote, respectively, the closure and boundary of Ω. Then an integer called
the degree of f at y relative to Ω is defined. This number, denoted by deg(f,Ω, y), gives
an estimation and the nature of the solution(s) of the equation f(x) = y in Ω. When this
degree is nonzero, the equation f(x) = y has a solution in Ω. Suppose f(x) = y has a unique
solution, say, x∗ in Ω. Then, deg(f,Ω′, y) is constant over all bounded open sets Ω′ containing
x∗ and contained in Ω. This common degree is called the local (topological) degree of f at
x∗ (also called the index of f at x∗ in some literature); it will be denoted by deg(f, x∗). In
particular, if g : Rn → Rn is a continuous map such that g(x) = y ⇒ x = x∗, then, for any
bounded open set Ω in Rn containing x∗, we have
deg(g, x∗) = deg(g,Ω, y);
moreover, deg(g, x∗) = 1 (resp., deg(g, x∗) = ±1) when g is the identity map (resp., a
homeomorphism map).
Let H : Rn × [0, 1] → Rn, (x, t) 7→ H(x, t), be a continuous map (in which case, we say
that H is a homotopy) and assume that the zero set
{x ∈ Rn : H(x, t) = 0 for some t ∈ [0, 1]}
is bounded. Then, for any bounded open set Ω in Rn that contains this zero set, we have
the homotopy invariance property of degree:
deg(H(·, 1),Ω, 0) = deg(H(·, 0),Ω, 0).
2.3. Error bounds for polynomial systems. In this subsection we recall an error bound
result with explicit exponents for polynomial systems over compact sets.
To state the result, let us begin with some notation. Given a real number a, we define
[−a]+ := max{−a, 0} as usual, so a ≥ 0 if, and only if, [−a]+ = 0. Following D’Acunto and
Kurdyka [6], for two positive integer numbers n and d, we let
R(n, d) :=

d(3d− 3)
n−1 if d ≥ 2,
1 if d = 1.
The following result will be used in Section 5.
Lemma 2.1. Let gi as i = 1, . . . , l and hj as j = 1, . . . , m, be real polynomials on R
n of
degrees at most d, and let
S := {x ∈ Rn | g1(x) = 0, . . . , gl(x) = 0, h1(x) ≤ 0, . . . , hm(x) ≤ 0} 6= ∅.
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Then for any compact set K ⊂ Rn, there is a constant c > 0 such that
c dist(x, S)R(n+l+m−1,d+1) ≤
l∑
i=1
|gi(x)|+
m∑
j=1
[hj(x)]+ for all x ∈ K.
Proof. See [12, Theorem 3.3] or [17, Theorem 3.5]. 
3. Generic properties
In this section we show that for a generic set of polynomial maps (f, g), the corresponding
complementarity problem PCP(f, g) has a finite solution set. To this end, we fix some
notation. Given positive integers d1, . . . , dn, let P(d1,...,dn) denote the set of polynomial maps
f := (f1, . . . , fn) from R
n to itself with deg fi ≤ di for i = 1, . . . , n. If κ = (κ1, . . . , κn) ∈ N,
we denote by xκ the monomial xκ11 · · ·xκnn and by |κ| the sum κ1 + · · · + κn. For each i ∈
{1, . . . , n}, by using the lexicographic ordering on the set of monomials xκ, |κ| ≤ di, we may
identify each polynomial function fi(x) :=
∑
|κ|≤di
ui,κx
κ, with its vector of coefficients, i.e.,
fi ≡ (ui,κ)|κ|≤di ∈ Rsi, where si := #{κ ∈ Nn : |κ| ≤ di}. Then P(d1,...,dn) is identified with
the Euclidean space Rs1 × · · · × Rsn .
The following result is inspired by the work of Saigal and Simon [26].
Proposition 3.1. Let di, d
′
i, i = 1, . . . , n, be positive integer numbers. There exists an open
dense semi-algebraic set U in P(d1,...,dn)×P(d′1,...,d′n) such that for all (f, g) ∈ U , the following
statements hold:
(i) The solution set for the corresponding complementarity problem PCP(f, g) is finite
and has at most (2d)n elements, where d := maxi=1,...,n{di, d′i}.
(ii) If x is a solution of PCP(f, g) then fi(x) + gi(x) > 0 for all i = 1, . . . , n.
(iii) SOL(f∞, g∞) = {0}.
Proof. Indeed, by definition, we have
SOL(f, g) ⊂
⋃
I
{x ∈ Rn : fi(x) = 0 for i ∈ I and gi(x) = 0 for i 6∈ I},
where the union is taken over all subsets I of the set {1, . . . , n}. Clearly, the desired conclusion
follows immediately from the next lemma. 
Lemma 3.1. For each index set I ⊂ {1, . . . , n}, there exists an open dense semi-algebraic
set UI ⊂ P(d1,...,dn) × P(d′1,...,d′n) such that for all (f, g) ∈ UI , the following two assertions
hold:
(i) The set
{x ∈ Rn : fi(x) = 0 for i ∈ I and gi(x) = 0 for i 6∈ I}
is finite and has at most
∏
i∈I di ×
∏
i 6∈I′ d
′
i elements.
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(ii) For all h ∈ {gi for i ∈ I and fi for i 6∈ I}, the set
{x ∈ Rn : fi(x) = 0 for i ∈ I, gi(x) = 0 for i 6∈ I, and h(x) = 0}
is empty.
(iii) The system of homogeneous equations
f∞i (x) = 0 for i ∈ I and g∞i (x) = 0 for i 6∈ I
has a unique solution x = 0.
Proof. Without loss of generality we may assume that I = {1, . . . , n}.
(i) Consider the polynomial map
Φ: P(d1,...,dn) × Rn → Rn, (f, x) 7→ f(x).
For each polynomial map f := (f1, . . . , fn) ∈ P(d1,...,dn), let us write fi(x) =
∑
|κ|≤di
ui,κx
κ for
i = 1, . . . , n. Since each polynomial fi is identified with its vector of coefficients (ui,κ)|κ|≤di,
a simple calculation shows that (
∂Φj
∂ui,κ
)
|κ|=0, i,j=1,2,...,n
is the unit matrix of order n, and so the Jacobian of Φ has rank n at every point in P(d1,...,dn)×
Rn. In particular, 0 ∈ Rn is a regular value of Φ. By the Sard theorem with parameter (see,
for example, [12, Theorem 1.10]), there exists an open dense semi-algebraic set V ⊂ P(d1,...,dn)
such that for all f ∈ V , either the set Φ−1f (0) is empty or for any x ∈ Φ−1f (0), the derivative
map
DxΦf : R
n → Rn
is surjective, where Φf denotes the map
Φf : R
n → Rn, x 7→ f(x).
By the inverse function theorem, then the zero set Φ−1f (0), which is the set f
−1(0), is discrete,
and so is finite (possibly empty). Furthermore, since the Jacobian
(
∂fi
∂xj
(x)
)
i,j=1,2,...,n
has
rank n at every point x in f−1(0), it follows from Bezout’s theorem (cf., for instance, [3,
Appendix B] or [4, Chapter 9]) that the set f−1(0) has at most
∏n
i=1 di elements.
(ii) Fix i ∈ I = {1, . . . , n}. We will show that there exists an open dense semi-algebraic
set U (i) ⊂ P(d1,...,dn) ×P(d′1,...,d′n) such that for each (f, g) ∈ U (i), the polynomial equations
f1(x) = 0, . . . , fn(x) = 0, gi(x) = 0
have no common solutions. To this end, consider the polynomial map
Ψ: P(d1,...,dn) ×P(d′1,...,d′n) × Rn → Rn × R, (f, g, x) 7→ (f(x), gi(x)).
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Following the same procedure as in (i), we obtain an open dense semi-algebraic subset U (i)
of P(d1,...,dn) × P(d′1,...,d′n) such that for all (f, g) ∈ U (i), either Ψ−1(f,g)(0) = ∅ or for any
x ∈ Ψ−1(f,g)(0), the derivative map
DxΨ(f,g) : R
n → Rn × R
is surjective, where Ψ(f,g) stands for the map
Rn → Rn × R, x 7→ Ψ(f, g, x).
But the latter case is impossible since dimRn = n < n+1 = dim(Rn×R). So, Ψ−1(f,g)(0) = ∅;
i.e., the solution set of
f1(x) = 0, . . . , fn(x) = 0, gi(x) = 0
is empty.
(iii) Let H(d1,...,dn) denote the set of polynomial maps f := (f1, . . . , fn) ∈ P(d1,...,dn) such
that each component fi is homogeneous of degree di. For each i ∈ {1, . . . , n}, by using the lex-
icographic ordering on the set of monomials xκ, |κ| = di, we may identify each homogeneous
polynomial fi(x) :=
∑
|κ|=di
ui,κx
κ with its vector of coefficients, i.e., fi ≡ (ui,κ)|κ|=di ∈ Rti ,
where ti := #{κ ∈ Nn : |κ| = di}. Then H(d1,...,dn) is identified with the Euclidean space
Rt1 × · · · × Rtn .
Let Sn−1 denote the unit sphere in Rn and consider the polynomial map
Γ: H(d1,...,dn) × Sn−1 → Rn, (f, x) 7→ f(x).
Take any f := (f1, . . . , fn) ∈ H(d1,...,dn) and assume fi ≡ (ui,κ)|κ|=di for i = 1, . . . , n. Take
any x ∈ Sn−1. Without loss of generality, we may assume that x1 6= 0. A simple calculation
shows that
(
∂Γj
∂ui,κi
)
κi=(di,0,...,0), i,j=1,2,...,n
=


xd11 0 · · · 0
0 xd21 · · · 0
...
...
. . .
...
0 0 · · · xdn1

 .
Consequently, the Jacobian of Γ has rank n at (f, x) ∈ H(d1,...,dn) × Sn−1. In particular,
0 ∈ Rn is a regular value of Γ. By the Sard theorem with parameter (see, for example, [12,
Theorem 1.10]), there exists an open dense semi-algebraic set W ⊂ H(d1,...,dn) such that for
all f ∈ W , either the set Γ−1f (0) is empty or for any x ∈ Γ−1f (0), the derivative map
DxΓf : TxS
n−1 → Rn
is surjective, where TxS
n−1 is the tangent space of the sphere Sn−1 at x and Γf denotes the
map
Γf : S
n−1 → Rn, x 7→ f(x).
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But the latter case is impossible since dim Sn−1 = n− 1 < n = dimRn. So, Γ−1f (0) = ∅ and
hence (by homogeneity of the polynomial functions fi)
{x ∈ Rn : f1(x) = 0, . . . , fn(x) = 0} = {0}.
Now we can see that the semi-algebraic set
U
(n+1) := {(f, g) ∈ P(d1,...,dn) ×P(d′1,...,d′n) : f∞ ∈ W }.
is open dense in P(d1,...,dn)×P(d′1,...,d′n), and furthermore, for every (f, g) ∈ U (n+1) the system
of homogeneous equations
f∞1 (x) = 0, . . . , f
∞
n (x) = 0,
has a unique solution x = 0.
Finally, it is easy to check that the set
UI := (V ×P(d′
1
,...,d′n)) ∩U (1) ∩ · · · ∩U (n) ∩U (n+1)
has the desired properties. 
4. Nonemptiness, compactness, and uniqueness
In this section, various properties on solution sets for polynomial complementarity prob-
lems, including nonemptiness, compactness, and uniqueness are established. Some results
presented below extend those of Gowda [10] and Karamardian [15, 16].
Given two polynomial maps f, g from Rn to itself, recall that the solution set of the
PCP(f, g) is denoted by SOL(f, g), i.e.,
SOL(f, g) := {x ∈ Rn : f(x) ≥ 0, g(x) ≥ 0, 〈f(x), g(x)〉 = 0}.
By definition, SOL(f, g) is a closed and semialgebraic set, and so it has finitely many con-
nected components (see, for example, [4]). Recall also that the natural map m : Rn → Rn is
given by
m(x) := min{f(x), g(x)}.
It is easy to see that the map m is locally Lipschitz and semialgebraic, and satisfies the
relation
SOL(f, g) = {x ∈ Rn : m(x) = 0}.
Proposition 4.1. Let f, g : Rn → Rn be polynomial maps. The following conditions are
equivalent:
(i) The set SOL(f, g) is compact (possibly empty).
(ii) There exist constants c > 0, R > 0, and α ∈ Q such that
‖m(x)‖ ≥ c‖x‖α for all ‖x‖ ≥ R.
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Proof. Clearly, it suffices to show the implication (i) ⇒ (ii). To this end, define the function
ϕ : [0,+∞)→ R by
ϕ(t) := min
‖x‖=t
‖m(x)‖.
Then ϕ is non-negative and ϕ(t) > 0 for all t > 0 sufficiently large. Furthermore, by the
Tarski–Seidenberg theorem [12, Theorem 1.5], the function ϕ is semi-algebraic. So, thanks
to the monotonicity theorem [12, Theorem 1.8], we can find a constant R > 0 such that ϕ is
either constant or strictly increasing or strictly decreasing on [R,+∞).
If the function ϕ is constant on [R,+∞), say c, then we have for all x ∈ Rn with ‖x‖ ≥ R,
‖m(x)‖ ≥ min
‖u‖=‖x‖
‖m(u)‖ = ϕ(‖x‖) = c,
establishing (ii) with the exponent α = 0.
Assume that the function ϕ is not constant on [R,+∞). In view of the growth dichotomy
lemma [12, Lemma 1.7], we can write
ϕ(t) = a tα + terms of lower degree
for some a > 0 and α ∈ Q. Consequently, there exists a constant c > 0 such that
ϕ(t) ≥ c tα for all t ≥ R
(after perhaps increasing R). Now we have for all x ∈ Rn with ‖x‖ ≥ R,
‖m(x)‖ ≥ min
‖u‖=‖x‖
‖m(u)‖ = ϕ(‖x‖) ≥ c‖x‖α,
which completes the proof of (i) ⇒ (ii). 
Proposition 4.2. Let f, g : Rn → Rn be polynomial maps. The following conditions are
equivalent:
(i) The set SOL(f, g) is unbounded.
(ii) The set
{x ∈ Rn : f(x) ≥ 0, g(x) ≥ 0, 〈f(x), g(x)〉 = 0, min
I
| det JacI(x)| = 0}
is unbounded, where for each index set I ⊂ {1, . . . , n}, JacI stands for the Jacobian
of the map
Rn → Rn, x 7→ (fi(x), gj(x))i∈I,j 6∈I .
Proof. (ii) ⇒ (i): Obviously.
(i)⇒ (ii): Assume that SOL(f, g) is unbounded. By the curve selection lemma at infinity
[12, Theorem 1.12], we can find an analytic curve φ : (0, ǫ) → Rn such that ‖φ(t)‖ → +∞
as t → 0+ and φ(t) ∈ SOL(f, g) for all t ∈ (0, ǫ). Then for each i ∈ {1, . . . , n}, we have
(fi ◦ φ)(t) · (gi ◦ φ)(t) = 0 for all t ∈ (0, ǫ). By the monotonicity theorem [12, Theorem 1.8],
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we can assume that the functions fi ◦φ and gi ◦φ are either constant or strictly increasing or
strictly decreasing on (0, ǫ) (after perhaps shrinking ǫ). Hence, either fi ◦φ ≡ 0 or gi ◦φ ≡ 0.
Therefore, there exists an index set I ⊂ {1, . . . , n} such that
fi ◦ φ ≡ 0 for i ∈ I and gj ◦ φ ≡ 0 for j 6∈ I.
Consequently, we have for all t ∈ (0, ǫ),
〈∇fi(φ(t)), dφ(t)
dt
〉 = 0 for i ∈ I and 〈∇gj(φ(t)), dφ(t)
dt
〉 = 0 for j 6∈ I,
or equivalently,
JacI(φ(t))
dφ(t)
dt
= 0. (2)
On the other hand, since ‖φ(t)‖ → +∞ as t → 0+, the monotonicity theorem [12, The-
orem 1.8] gives us that the function (0, ǫ) → R, t 7→ ‖φ(t)‖2, is strictly increasing (after
perhaps shrinking ǫ again). We deduce that for all t > 0 sufficiently small, d‖φ(t)‖
2
dt
> 0
and hence that dφ(t)
dt
6= 0. It follows immediately from (2) that det JacI(φ(t)) = 0 for t > 0
sufficiently small, which completes the proof. 
Proposition 4.3. Let f, g : Rn → Rn be polynomial maps of positive degrees df and dg,
respectively. Then SOL(f∞, g∞) = {0} if, and only if, for any polynomial maps p, q : Rn →
Rn of degree at most df − 1 and dg − 1 respectively, the PCP(f + p, g + q) has a compact
solution set.
Proof. Necessity. By contradiction, suppose that there exist polynomial maps p, q : Rn → Rn
of degrees at most df − 1 and dg − 1 respectively such that the set SOL(f + p, g + q) is
unbounded. Then there exists a sequence {xk} ⊂ Rn such that ‖xk‖ → ∞ as k →∞ and
min{f(xk) + p(xk), g(xk) + q(xk)} = 0 for all k.
Equivalently,
min
{
f(xk) + p(xk)
‖xk‖df ,
g(xk) + q(xk)
‖xk‖dg
}
= 0 for all k.
Let k →∞ and assume (without loss of generality) lim xk
‖xk‖
= x. Then it is not hard to see
that
f(xk)
‖xk‖df → f
∞(x),
p(xk)
‖xk‖df → 0,
g(xk)
‖xk‖dg → g
∞(x),
q(xk)
‖xk‖dg → 0.
Therefore, min{f∞(x), g∞(x)} = 0, or equivalently, x ∈ SOL(f∞, g∞). By the assumption,
then x = 0. As ‖x‖ = 1, we reach a contradiction.
Sufficiency. By definition, p := f∞− f and q := g∞− g are polynomial maps of degree at
most df−1 and dg−1, respectively. By the assumption, the PCP(f∞, g∞) = PCP(f+p, g+q)
has a compact solution set. This, in turn, implies that SOL(f∞, g∞) = {0} because the
polynomial maps f∞ and g∞ are homogeneous. 
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Remark 4.1. As the leading terms f∞ and g∞ are homogeneous, SOL(f∞, g∞) contains 0
and is invariant under multiplication by positive numbers. Moreover, it is clear that
SOL(f∞, g∞) = {0} ⇐⇒ [min{f∞(x), g∞(x)} = 0⇔ x = 0].
In particular, when f is the identity map and g is an affine map (i.e., g is a polynomial map
of degree 1), the condition that SOL(f∞, g∞) = {0} means that the matrix associated to
the linear map g∞ is an R0-matrix (see [5]).
Proposition 4.4. Let f, g : Rn → Rn be polynomial maps of positive degrees df and dg,
respectively, and let m∞(x) := min{f∞(x), g∞(x)}. Suppose the following conditions hold:
(i) m∞(x) = 0⇒ x = 0; and
(ii) deg(m∞, 0) 6= 0.
Then, for any polynomial maps p, q : Rn → Rn of degree at most df−1 and dg−1 respectively,
the PCP(f + p, g + q) has a nonempty compact solution set.
Proof. Let p, q : Rn → Rn be polynomial maps of degree at most df−1 and dg−1 respectively.
Consider the homotopy
H(x, t) := min {(1− t)f∞(x) + t(f(x) + p(x)), (1− t)g∞(x) + t(g(x) + q(x))} ,
where (x, t) ∈ Rn × [0, 1]. Then
H(x, 0) = m∞(x) and H(x, 1) = min{f(x) + p(x), g(x) + q(x)}.
Since the condition (i) holds, a standard argument (as in the proof of Proposition 4.3) shows
that the set
{x ∈ Rn : H(x, t) = 0 for some t ∈ [0, 1]}
is bounded, hence contained in some bounded open set Ω in Rn. Then, by the homotopy
invariance property of degree, we have
deg(H(·, 1),Ω, 0) = deg(H(·, 0),Ω, 0) = deg(m∞, 0) 6= 0.
So, H(·, 1) has a zero in Ω. This proves that the PCP(f+p, g+q) has a solution. Finally, the
compactness of the solution set SOL(f + p, g+ q) follows immediately from Proposition 4.3.

Proposition 4.5. Let f, g : Rn → Rn be polynomial maps of positive degrees df and dg,
respectively, and let m∞(x) := min{f∞(x), g∞(x)}. Suppose there exists a vector xref ∈ Rn
such that the set
{x ∈ Rn : 〈x− xref ,m∞(x)〉 ≤ 0}
is bounded. Then, for any polynomial maps p, q : Rn → Rn of degrees at most df − 1 and
dg − 1 respectively, the PCP(f + p, g + q) has a nonempty compact solution set.
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Proof. It suffices to show that all the assumptions of Proposition 4.4 are satisfied. Indeed,
note, by assumption, that the set {x ∈ Rn : m∞(x) = 0} is compact. Since the polynomial
maps f∞ and g∞ are homogeneous, this implies that
m
∞(x) = 0 ⇒ x = 0.
We next prove that deg(m∞, 0) = 1. To see this, consider the homotopy
H(x, t) := (1− t)(x− xref) + tm∞(x), (x, t) ∈ Rn × [0, 1].
Then H(x, 0) = x− xref and H(x, 1) = m∞(x).
Let
X := {x ∈ Rn : H(x, t) = 0 for some t ∈ [0, 1]}.
We have X is bounded. In fact, if it is not the case, then there exist sequences {xk} ⊂ Rn
with limk→∞ ‖xk‖ = +∞ and {tk} ⊂ [0, 1] such that H(xk, tk) = 0 for all k. Then
(1− tk)‖xk − xref‖2 + tk〈xk − xref ,m∞(xk)〉 = 〈xk − xref , H(xk, tk)〉 = 0,
which is impossible since limk→∞ ‖xk − xref‖ = +∞ and 〈xk − xref ,m∞(xk)〉 > 0 for all k
sufficiently large.
Therefore, the set X is contained in some bounded open set Ω in Rn. Since H(x, 0) =
x− xref and xref ∈ Ω, it follows that deg(H(·, 0),Ω, 0) is well defined and equal to unity. By
the homotopy invariance property of degree, then
deg(m∞, 0) = deg(H(·, 1),Ω, 0) = deg(H(·, 0),Ω, 0) = 1.
From Proposition 4.4, we get the stated conclusion. 
Remark 4.2. Let f, g : Rn → Rn be polynomial maps of positive degrees df and dg, respec-
tively, and let m∞(x) := min{f∞(x), g∞(x)}. Then it is not hard to see that the following
conditions are equivalent:
(i) m∞(x) = 0⇒ x = 0.
(ii) There exists a constant c > 0 such that
‖m∞(x)‖ ≥ c‖x‖min{df ,dg} for ‖x‖ ≥ 1.
(iii) There exists a constant c > 0 such that
‖m∞(x)‖ ≥ c‖x‖max{df ,dg} for ‖x‖ ≤ 1.
In particular, if one of the above equivalent conditions is satisfied, then for all y ∈ Rn with
y ≥ 0, the set
{x ∈ Rn : 0 ≤ m(x) ≤ y}
is compact. As we shall not use these facts, we leave the proof as an exercise.
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The next proposition is inspired by the results in [16] and [10].
Proposition 4.6. Let f, g : Rn → Rn be polynomial maps of positive degrees df and dg,
respectively. Suppose the following two conditions hold:
(i) SOL(f∞, g∞) = {0} = SOL(f∞, g∞ + d) for some vector d > 0 in Rn; and
(ii) The local (topological) degree of the polynomial map f∞ : Rn → Rn at 0 is well-defined
and nonzero.
Then, for any polynomial maps p, q : Rn → Rn of degree at most df−1 and dg−1 respectively,
the PCP(f + p, g + q) has a nonempty compact solution set.
Proof. By Proposition 4.4, it suffices to show that the local (topological) degree of the (con-
tinuous) map
m
∞ : Rn → Rn, x 7→ min{f∞(x), g∞(x)},
at 0 is well-defined and nonzero. To see this, consider the homotopy
H(x, t) := min {f∞(x), (1− t)g∞(x) + t(g∞(x) + d)} ,
where (x, t) ∈ Rn × [0, 1]. Then
H(x, 0) = m∞(x) and H(x, 1) = min{f∞(x), g∞(x) + d}.
Since SOL(f∞, g∞) = {0}, by a normalization argument (as in the proof of Proposition 4.3),
we see that the zero set
{x ∈ Rn : H(x, t) = 0 for some t ∈ [0, 1]}
is bounded, hence contained in some bounded open set Ω in Rn. In particular, we get
m
∞(x) = 0 ⇒ x = 0.
Furthermore, by the homotopy invariance property of degree, we have
deg(m∞, 0) = deg(H(·, 0),Ω, 0) = deg(H(·, 1),Ω, 0).
On the other hand, it is clear that when x is close to zero, f∞(x) and g∞(x) + d are,
respectively, close to 0 and g∞(0) + d = d > 0. Hence, for all x close to zero,
H(x, 1) = min{f∞(x), g∞(x) + d} = f∞(x).
This, together with the condition (ii), implies that deg(H(·, 1),Ω, 0) 6= 0. Therefore,
deg(m∞, 0) = deg(H(·, 0),Ω, 0) 6= 0.
From Proposition 4.4, we get the stated conclusion. 
The following result, which is inspired by [7, Proposition 2.2.3], gives a sufficient condition
under which the PCP(f, g) has a nonempty compact solution set.
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Proposition 4.7. Let f, g : Rn → Rn be polynomial maps. If there exists a vector xref ∈ Rn
such that the set
{x ∈ Rn : 〈x− xref ,m(x)〉 ≤ 0}
is bounded, then the PCP(f, g) has a nonempty compact solution set.
Proof. Consider the homotopy
H(x, t) := (1− t)(x− xref) + tm(x), (x, t) ∈ Rn × [0, 1].
Then H(x, 0) = x− xref and H(x, 1) = m(x).
We first show that the set
X := {x ∈ Rn : H(x, t) = 0 for some t ∈ [0, 1]}
is bounded. Indeed, if it is not the case, then there exist sequences {xk} ⊂ Rn with
limk→∞ ‖xk‖ = +∞ and {tk} ⊂ [0, 1] such that H(xk, tk) = 0 for all k. Then we have
(1− tk)‖xk − xref‖2 + tk〈xk − xref ,m(xk)〉 = 〈xk − xref , H(xk, tk)〉 = 0,
which contradicts to the facts that limk→∞ ‖xk − xref‖ = +∞ and 〈xk − xref ,m(xk)〉 > 0 for
all k sufficiently large.
Therefore, the set X is contained in some bounded open set Ω in Rn. Since H(x, 0) =
x− xref and xref ∈ Ω, it follows that deg(H(·, 0),Ω, 0) is well defined and equal to unity. By
the homotopy invariance property of degree, then
deg(H(·, 1),Ω, 0) = deg(H(·, 0),Ω, 0) = 1.
So, H(·, 1), that is m has a zero in Ω. This proves that the PCP(f, g) has a solution. Finally,
the compactness of the solution set SOL(f, g) follows immediately from our assumption. 
The following notion generalizes the well-known notion of P -functions [5, 7, 23].
Definition 4.1. A pair map (f, g) : K ⊂ Rn → Rn × Rn is said to be a P -function if for
every x, y in K with x 6= y, there exists an index i such that
(
fi(x)− fi(y)
)(
gi(x)− gi(y)
)
> 0.
Proposition 4.8. Let f, g : Rn → Rn be polynomial maps. If the restriction of the map
(f, g) on the set
K := {x ∈ Rn : f(x) ≥ 0, g(x) ≥ 0}
is a P -function, then the PCP(f, g) has at most one solution.
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Proof. Suppose that the pair map (f, g) is P -function on K. If x 6= x′ are two distinct
solutions of the PCP(f, g), we have for all i = 1, . . . , n, that(
fi(x)− fi(x′)
)(
gi(x)− gi(x′)
)
= fi(x)gi(x) + fi(x
′)gi(x
′)− fi(x′)gi(x)− fi(x)gi(x′)
= −fi(x′)gi(x)− fi(x)gi(x′) ≤ 0,
which contradicts our assumption. 
The example below shows that even for a P -function, the corresponding complementarity
problem may have no solution.
Example 4.1. Consider the problem PCP(f, g), where
f(x, y) = g(x, y) := (x, xy − 1) for (x, y) ∈ R2.
It is easily seen that the restriction of (f, g) on the set
{(x, y) ∈ R2 : x ≥ 0, xy − 1 ≥ 0}
is a P -function. Nevertheless the PCP(f, g) has no solution.
On the other hand, it is clear that the two component maps of a P -function must be
injective. This observation leads to the next result.
Proposition 4.9. Let f, g : Rn → Rn be polynomial maps. The PCP(f, g) has a nonempty
compact solution set under either one of the following two conditions:
(i) the map f is injective and the set
{x ∈ Rn : f(x) ≥ 0 and 〈f(x), g(x)〉 ≤ 0}
is bounded;
(ii) the map g is injective and the set
{x ∈ Rn : g(x) ≥ 0 and 〈f(x), g(x)〉 ≤ 0}
is bounded.
Proof. Without loss of generality, assume (i) holds. Since the map f is injective, it follows
from [2] that f is surjective. Consequently, we can see that f is a homeomorphism from Rn
into itself.
Consider the homotopy
H(x, t) := min {f(x), (1− t)f(x) + tg(x))} ,
where (x, t) ∈ Rn × [0, 1]. Observe that
H(x, 0) = f(x) and H(x, 1) = min{f(x), g(x)}.
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We first show that the set
X := {x ∈ Rn : H(x, t) = 0 for some t ∈ [0, 1]}
is bounded. Indeed, if it is not the case, then there exist sequences {xk} ⊂ Rn with
limk→∞ ‖xk‖ = +∞ and {tk} ⊂ R such that H(xk, tk) = 0 for all k. Clearly, the follow-
ing facts hold:
f(xk) ≥ 0, (1− tk)f(xk) + tkg(xk) ≥ 0, 〈f(xk), (1− tk)f(xk) + tkg(xk)〉 = 0.
Since the map f is homeomorphism, f(xk) 6= 0 for all k sufficiently large. On the other
hand, the assumption that the set
{x ∈ Rn : f(x) ≥ 0 and 〈f(x), g(x)〉 ≤ 0}
is bounded implies that 〈f(xk), g(xk)〉 > 0 for all k sufficiently large.
Therefore, for all k sufficiently large, we have
0 = 〈f(xk), (1− tk)f(xk) + tkg(xk)〉 = (1− tk)‖f(xk)‖2 + tk〈f(xk), g(xk)〉
≥ min{‖f(xk)‖2, 〈f(xk), g(xk)〉} > 0,
which is impossible.
Therefore, the set X is contained in some bounded open set Ω in Rn. Since f is a homeo-
morphism, there is a unique x∗ ∈ Rn such that f(x∗) = 0, and then deg(f, x∗) is equal to 1
or −1. By the homotopy invariance property of degree, we get
deg(H(·, 1),Ω, 0) = deg(H(·, 0),Ω, 0) = deg(f, x∗) = ±1.
So, H(·, 1), that is min{f(x), g(x)} has a zero in Ω. This proves that the PCP(f, g) has a
solution. Finally, the compactness of the solution set SOL(f, g) follows immediately from
our assumption. 
The next two propositions may be considered generalizations of [15, Theorems 3.2 and 3.3].
Proposition 4.10. Let C ⊂ Rn be a nonempty compact set such that for every x ∈ Rn \ C
there exists a y ∈ C satisfying 〈x − y,m(x)〉 > 0. Then, the PCP(f, g) has a nonempty
compact solution set.
Proof. For each u ∈ Rn let
Du := {x ∈ C : 〈u− x,m(x)〉 ≥ 0}.
It is clear that Du is compact. Next, we will prove that the intersection of any finite of the
Du’s is nonempty, i.e, for arbitrary u
i ∈ Rn, i = 1, . . . , m we have ∩mi=1Dui 6= ∅.
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To see this, let D be the convex hull of C ∪ {u1, . . . , um}. Obviously D is a nonempty
compact convex subset in Rn. Hence, it follows from [15, Theorem 2.1] that there exists
x¯ ∈ D such that
〈x− x¯,m(x¯)〉 ≥ 0 for all x ∈ D. (3)
In particular, 〈ui − x¯,m(x¯)〉 ≥ 0 for i = 1, . . . , m.
If x¯ /∈ C then it follows from our assumption that there exists y ∈ C such that
〈x¯− y,m(x¯)〉 > 0,
which contradicts (3). Hence x¯ ∈ C and so x¯ ∈ Dui for all i = 1, . . . , m. From the finite
intersection property of compact sets we have ∩u∈RnDu 6= ∅, which yields the existence of a
point x∗ ∈ C satisfying the condition
〈u− x∗,m(x∗)〉 ≥ 0 for all u ∈ Rn.
This implies easily that m(x∗) = 0 and so x∗ ∈ Sol(f, g).
Finally, it follows easily from the assumption that the solution set Sol(f, g) is contained
in the set C and so it is a compact. 
Corollary 4.1. If there exists a real number c > 0 such that
〈x,m(x)−m(0)〉 ≥ c‖x‖2 for ‖x‖ > ‖m(0)‖
c
,
then the PCP(f, g) has a nonempty compact solution set.
Proof. Let
C :=
{
x ∈ Rn : ‖x‖ ≤ ‖m(0)‖
c
}
.
Clearly C is compact and contains 0. Take any x /∈ C, i.e.,
c‖x‖ > ‖m(0)‖.
This, together with Schwartz’s inequality, implies that
c‖x‖2 > ‖x‖ · ‖m(0)‖ ≥ −〈x,m(0)〉.
By assumption, then
〈x,m(x)〉 ≥ 〈x,m(0)〉+ c‖x‖2
> 〈x,m(0)〉 − 〈x,m(0)〉 = 0.
Therefore,
〈x− 0,m(x)〉 = 〈x,m(x)〉 > 0.
From Proposition 4.10, we get the desired conclusion. 
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Proposition 4.11. Let C be a nonempty, compact and convex subset in Rn such that the
origin 0 belongs to the interior of C and that 〈x,m(x)〉 ≥ 0 for all x ∈ ∂C-the boundary of
C. Then, the PCP(f, g) has a solution.
Proof. By [15, Theorem 2.1], there exists x¯ ∈ C such that
〈x− x¯,m(x¯)〉 ≥ 0 for all x ∈ C. (4)
Since C contains the origin we also have
〈x¯,m(x¯)〉 ≤ 0. (5)
We consider two cases:
Case 1: x¯ ∈ ∂C. It follows from the assumption that
〈x¯,m(x¯)〉 ≥ 0.
Combining this with (5) we obtain 〈x¯,m(x¯)〉 = 0.
On the other hand, for every i = 1, . . . , n, there exist scalars αi > 0 and βi < 0 such that
αie
i ∈ ∂C and βiei ∈ ∂C, here ei is the ith unit vector in Rn. Substituting x = αiei into (4)
we obtain
〈αiei,m(x¯)〉 ≥ 〈x¯,m(x¯)〉 = 0,
which implies that
αi ·min{fi(x¯), gi(x¯)} ≥ 0.
Consequently, min{fi(x¯), gi(x¯)} ≥ 0 because αi is positive. Therefore,
m(x¯) ≥ 0.
Similarly, since βi is negative, we also have
m(x¯) ≤ 0.
Hence m(x¯) = 0 and so x¯ ∈ Sol(f, g).
Case 2: x¯ /∈ ∂C. Then for all i = 1, . . . , n and for all |t| small enough, we have x¯+ tei ∈ C,
which together with (4) gives
〈tei,m(x¯)〉 ≥ 0.
Clearly, this implies that m(x¯) = 0 and so x¯ ∈ Sol(f, g). The proof is completed. 
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5. Error bounds
In this section, we establish some error bound results for the solution set of polynomial
complementarity problems in terms of the natural map with explicit exponents.
Recall that, given polynomial maps f, g : Rn → Rn of degree at most d ≥ 1, the solution
set SOL(f, g) of the PCP(f, g) is the set of vectors x ∈ Rn satisfying the following constraints
f(x) ≥ 0, g(x) ≥ 0, and 〈f(x), g(x)〉 = 0.
Clearly, this is a polynomial system with one equality and 2n inequalities and with the
maximum degree 2d. By Lemma 2.1, for any compact set K ⊂ Rn, we may find a constant
c > 0 satisfying the Ho¨lderian error bound
c dist(x, SOL(f, g))α ≤
n∑
i=1
([−fi(x)]+ + [−gi(x)]+) + |〈f(x), g(x)〉| for all x ∈ K,
where α := R(3n, 2d+1). On the other hand, using the natural map m, we can improve this
error bound, and also strengthen and generalize the recent result of Hu, Wang and Huang
[14].
Theorem 5.1. Let f, g : Rn → Rn be polynomial maps of degree at most d ≥ 1. For any
compact set K ⊂ Rn, there exists a constant c > 0 such that
c dist(x, SOL(f, g))α ≤ ‖m(x)‖ for all x ∈ K, (6)
where α := R(3n− 1, d+ 1).
The proof of this theorem is done in several steps. We start with the following simple
lemma.
Lemma 5.1. For any real numbers a, b, the following inequality holds
min{|a|+ [−b]+, [−a]+ + |b|} ≤ 2|min{a, b}|.
Proof. By interchange of a and b, we may assume that
|a|+ [−b]+ ≤ [−a]+ + |b|.
There are two cases to be considered.
Case 1: a > 0. In this case, we have from the above inequality that
0 < a + [−b]+ = |a|+ [−b]+ ≤ [−a]+ + |b| = |b|.
Then it is easy to see that a ≤ b. Consequently, we have
|a|+ [−b]+ = a = |min{a, b}| < 2|min{a, b}|.
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Case 2: a ≤ 0. If b ≥ 0, then
|a|+ [−b]+ = −a = −min{a, b} = |min{a, b}| ≤ 2|min{a, b}|.
Finally, assume that b < 0. In this case, we have
|a|+ [−b]+ = −a− b ≤ −2min{a, b} = 2|min{a, b}|.
The lemma is proved. 
For each (possibly empty) set I ⊂ {1, . . . , n}, we define the function ΦI : Rn → R by
ΦI(x) :=
∑
i∈I
(|fi(x)|+ [−gi(x)]+) +
∑
i 6∈I
([−fi(x)]+ + |gi(x)|).
Lemma 5.2. For all x ∈ Rn, the following inequality holds
min
I
Φ(x) ≤ 2√n‖m(x)‖.
Proof. Take any x ∈ Rn and let I ′ ⊂ {1, . . . , n} be an index set such that
ΦI′(x) := min
I
ΦI(x).
We have
|fi(x)|+ [−gi(x)]+ ≤ [−fi(x)]+ + |gi(x)| for all i ∈ I ′.
Indeed, if this fails to hold at some index i ∈ I ′, then, with I ′′ := I ′ \ {i}, we would have
min
I
ΦI(x) = ΦI′(x) > ΦI′′(x) ≥ min
I
ΦI(x),
which is a contradiction. Similarly, we also have
[−fi(x)]+ + |gi(x)| ≤ |fi(x)|+ [−gi(x)]+ for all i 6∈ I ′.
By Lemma 5.1, therefore
ΦI′(x) =
∑
i∈I′
(|fi(x)|+ [−gi(x)]+) +
∑
i 6∈I′
([−fi(x)]+ + |gi(x)|)
≤
∑
i∈I′
2|min{fi(x), gi(x)}|+
∑
i 6∈I′
2|min{fi(x), gi(x)}|
= 2
n∑
i=1
|min{fi(x), gi(x)}|
≤ 2√n‖m(x)‖,
which proves the desired inequality. 
Remark 5.1. Analysis similar to that in the proof of Lemma 5.2 shows that
‖m(x)‖ ≤ min
I
ΦI(x) for all x ∈ Rn.
As we shall not use this inequality, we leave the proof as an exercise.
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The next lemma is an intermediate step toward the desired error bound in Theorem 5.1.
Lemma 5.3. For any compact set K ⊂ Rn, there exists a constant c > 0 such that
c dist(x, SOL(f, g))α ≤ min
I
Φ(x) for all x ∈ K,
where α := R(3n− 1, d+ 1).
Proof. We first assume that SOL(f, g) = ∅. By convention, dist(x, SOL(f, g)) = 1; further-
more, by definition, we have
min
I
Φ(x) 6= 0 for all x ∈ Rn.
Therefore, the desired conclusion holds with the constant c := minx∈K minI Φ(x) > 0.
Now assume that the solution set SOL(f, g) is not empty. Recall that, for each (possibly
empty) set I ⊂ {1, . . . , n}, the function ΦI : Rn → Rn is defined by
ΦI(x) :=
∑
i∈I
(|fi(x)|+ [−gi(x)]+) +
∑
i 6∈I
([−fi(x)]+ + |gi(x)|).
By definition, ΦI is nonnegative on R
n and, furthermore, a point x belongs to the zero set
Φ−1I (0) if, and only if, it satisfies the following constraints
fi(x) = 0, gi(x) ≥ 0 for i ∈ I and fi(x) ≥ 0, gi(x) = 0 for i 6∈ I.
Note that this is a polynomial system with n equalities and n inequalities and with the
maximum degree d. By Lemma 2.1, we may find a constant cI > 0 satisfying the following
error bound
cI dist(x,Φ
−1
I (0))
α ≤ ΦI(x) for all x ∈ K. (7)
Note that, since K is a compact set, the error bound (7) holds even when Φ−1I (0) is an empty
set.
On the other hand, we have SOL(f, g) = ∪I∈IΦ−1I (0), where I denotes the family of all
subsets I of {1, . . . , n} for which the zero set Φ−1I (0) is not empty. Then it is easily seen that
dist(x, SOL(f, g)) = min
I∈I
dist(x,Φ−1I (0)) for all x ∈ Rn.
Furthermore, since the function Rn → R, x 7→ dist(x, SOL(f, g)), is continuous and the set
K is compact, there exists a constant M ≥ 1 such that
dist(x, SOL(f, g)) ≤ M for all x ∈ K.
It follows that
dist(x, SOL(f, g)) ≤ M min
I 6∈I
dist(x,Φ−1I (0)) for all x ∈ K,
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because, by convention, we set dist(x, ∅) = 1. Therefore
dist(x, SOL(f, g)) ≤ M min
I
dist(x,Φ−1I (0)) for all x ∈ K,
where the minimum is taken over all subsets I of {1, . . . , n}. Letting c := minI cIMα > 0, we
get for all x ∈ K,
c dist(x, SOL(f, g))α ≤ cMαmin
I
dist(x,Φ−1I (0))
α
= Mαmin
I
c dist(x,Φ−1I (0))
α
≤ Mαmin
I
cI
Mα
dist(x,Φ−1I (0))
α
= min
I
cI dist(x,Φ
−1
I (0))
α
≤ min
I
ΦI(x),
where the last inequality follows from (7). 
Proof of Theorem 5.1. This is an immediate consequence of Lemmas 5.2 and 5.3. 
The following example indicates that in general the error bound (6) cannot hold globally
for all x ∈ Rn.
Example 5.1. Consider the problem PCP(f, g) with
f(x, y) = g(x, y) := (y − 1, xy − 1) for (x, y) ∈ R2.
It is easily seen that SOL(f, g) = {(1, 1)}. Consider the sequence zk := (k, 1
k
) for k ≥ 1. As
k → +∞, we have
m(zk) =
(
1
k
− 1, 0
)
→ (−1, 0),
dist(zk, SOL(f, g)) =
√
(k − 1)2 +
(
1
k
− 1
)2
→ +∞.
It turns out that there cannot exist any positive scalars c and α such that
c dist(zk, SOL(f, g))α ≤ ‖m(zk)‖
for all k sufficiently large. Thus, a global error bound with the natural map m, even raised
to any positive power, cannot hold in this case.
The next result shows that for the PCP(f, g), where f, g are affine maps, the validity
of a Lipschitzian error bound for the solution set SOL(f, g) over compact sets in terms
of the natural map m can be completely characterized. This is possible because, in this
case, the solution set SOL(f, g) can be described as the solution set of a finite number of
linear equalities and inequalities and so the well-known Hoffman’s error bound analysis is
applicable.
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Theorem 5.2. Assume f, g : Rn → Rn are affine maps. For any compact set K ⊂ Rn, there
exists a constant c > 0 such that
c dist(x, SOL(f, g)) ≤ ‖m(x)‖ for all x ∈ K.
Proof. By assumption, for each index set I ⊂ {1, . . . , n}, the zero set Φ−1I (0) is given by a
system of linear equalities and inequalities. By Hoffman’s error bound for polyhedra [13], if
Φ−1I (0) is not empty then we can find a constant cI > 0 such that
cI dist(x,Φ
−1
I (0)) ≤ ΦI(x) for all x ∈ K.
Since K is a compact set, it is easy to see that this fact also holds when Φ−1I (0) is an empty
set. The rest of the proof is similar to the one of Theorem 5.1 given above. The details are
left to the reader. 
Remark 5.2. At this point we would like to mention that Theorem 5.2 can also be deduced
from a result of Robinson [25] (see also [21, 20]) on a locally upper Lipschitzian property
of polyhedral multifunctions1. More precisely, when f, g : Rn → Rn are affine maps, the
inverse of the natural map m is a polyhedral multifunction and thus, by Robinson’s result
[25, Proposition 1], is locally upper Lipschitzian at the origin, that is, there exist scalars
c > 0 and ǫ > 0 such that
m
−1(y) ⊂ m−1(0) + c‖y‖B,
for all y ∈ Rn with ‖y‖ ≤ ǫ, where B denotes the unit closed ball in Rn. This statement
implies easily Theorem 5.2.
The next result, which is inspired by the works of Gowda [9], Mangasarian and Ren [22],
and Facchinei and Pang [7, Theorem 6.3.12], provides a global Ho¨lderian error bound in
terms of the natural map for a broad class of PCPs.
Theorem 5.3. Let f, g : Rn → Rn be polynomial maps of degree at most d ≥ 1. If SOL(f∞, g∞) =
{0} then there exists a constant c > 0 such that
c min{dist(x, SOL(f, g)), dist(x, SOL(f, g))α} ≤ ‖m(x)‖ for all x ∈ Rn,
where we put
α :=

R(3n− 1, d+ 1) if d > 1,1 otherwise.
In order to prove this theorem we need the following lemma.
Lemma 5.4. If SOL(f∞, g∞) = {0}, there exist constants c > 0 and R > 0 such that
‖m(x)‖ ≥ c ‖x‖ for all ‖x‖ ≥ R.
1A multifunction is polyhedral if its graph is the union of finitely many polyhedral convex sets.
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Proof. By contradiction, assume that there exists a sequence {xk} ⊂ Rn such that ‖xk‖ → ∞
as k →∞ and
‖m(xk)‖ < 1
k
‖xk‖ for all k ∈ N.
Since the number of all subsets of {1, . . . , n} is finite, we can assume that there exists a
(possibly empty) set I ⊂ {1, . . . , n} such that for all k ∈ N,
fi(x
k) ≤ gi(xk) for i ∈ I,
fi(x
k) > gi(x
k) for i 6∈ I.
Consequently, we have for all k ∈ N,
|fi(xk)| < 1
k
‖xk‖ for i ∈ I,
|gi(xk)| < 1
k
‖xk‖ for i 6∈ I.
Let k →∞ and assume (without loss of generality) lim xk
‖xk‖
= x. Write
f∞(x) := (f∞1 (x), . . . , f
∞
n (x)) and g
∞(x) := (g∞1 (x), . . . , g
∞
n (x)),
where f∞i and g
∞
i are either zero or homogeneous polynomials of degrees df and dg, respec-
tively. Assume that we have proved:
min{f∞i (x), g∞i (x)} = 0 for i = 1, . . . , n. (8)
This, of course, implies from the assumption that x = 0. As ‖x‖ = 1, we reach a contradic-
tion.
So we are left with proving (8). To see this, we first observe that
f∞i (x) = lim
k→∞
fi(x
k)
‖xk‖df = 0 for i ∈ I,
g∞i (x) = lim
k→∞
gi(x
k)
‖xk‖dg = 0 for i 6∈ I.
(Recall that f and g are polynomial maps of degrees df and dg, respectively.) Take arbitrarily
i ∈ I. If the polynomial gi is nonnegative on some subsequence of the sequence {xk} then
g∞i (x) ≥ 0 and so min{f∞i (x), g∞i (x)} = 0.Otherwise, if, for all k sufficiently large, gi(xk) ≤ 0
then fi(x
k) ≤ gi(xk) ≤ 0 (because of i ∈ I), and hence
−1
k
‖xk‖ < fi(xk) ≤ gi(xk) ≤ 0,
which, in turn, implies easily that g∞i (x) = 0, and hence min{f∞i (x), g∞i (x)} = 0.
Similarly, we also have min{f∞i (x), g∞i (x)} = 0 for all i 6∈ I, and so (8) is proved. 
We are now in a position to prove Theorem 5.3.
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Proof of Theorem 5.3. By Proposition 4.3, the solution set SOL(f, g) is compact, and so it
is contained in some ball with radius R ≥ 1 centered at the origin. Consequently,
dist(x, SOL(f, g)) ≤ 2 ‖x‖ for all ‖x‖ ≥ R.
By Lemma 5.4 and by increasing R (if necessary), we can find a constant c1 > 0 satisfying
c1 ‖x‖ ≤ ‖m(x)‖ for all ‖x‖ ≥ R.
Therefore,
c1
2
dist(x, SOL(f, g)) ≤ ‖m(x)‖ for all ‖x‖ ≥ R.
On the other hand, by Theorems 5.1 and 5.2, we have
c2 dist(x, SOL(f, g))
α ≤ ‖m(x)‖ for all ‖x‖ ≤ R
for some c2 > 0. Letting c := min{ c12 , c2}, we get the desired result. 
Remark 5.3. Consider the function r : Rn → R by
r(x) :=
n∑
i=1
(
[−fi(x)]+ + [−gi(x)]+ +
√
|fi(x)gi(x)|
)
.
Clearly, SOL(f, g) = {x ∈ Rn : r(x) = 0}. On the other hand, it is not hard to check that
|min{a, b}| ≤ [−a]+ + [−b]+ +
√
|ab|
for all real numbers a, b. Hence ‖m(x)‖ ≤ r(x) for all x ∈ Rn. Consequently, Theorems 5.1,
5.2 and 5.3 still hold if we replace ‖m(x)‖ by r(x).
We finish this section with the following result, which states that, generically, PCPs have
a global Lipschitzian error bound.
Proposition 5.1. Let di, d
′
i, i = 1, . . . , n, be positive integer numbers. For some open dense
semi-algebraic set of (f, g) in P(d1,...,dn) × P(d′1,...,d′n), the solution set for the corresponding
complementarity problem PCP(f, g) has a global Lipschitzian error bound: There exists a
constant c > 0 such that
c dist(x, SOL(f, g)) ≤ ‖m(x)‖ for all x ∈ Rn.
Proof. Let U be the open and dense subset of P(d1,...,dn)×P(d′1,...,d′n) for which the conclusion
of Proposition 3.1 holds. Take any (f, g) ∈ U . Then SOL(f∞, g∞) = {0}. As in the proof
of Theorem 5.3, we can find constants c1 > 0 and R > 0 such that
c1 dist(x, SOL(f, g)) ≤ ‖m(x)‖ for all ‖x‖ ≥ R.
So it remains to prove that
c2 dist(x, SOL(f, g)) ≤ ‖m(x)‖ for all ‖x‖ ≤ R.
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for some constant c2 > 0. To do this, it suffices to show that for each x
∗ ∈ SOL(f, g), there
exist constants c > 0 and ǫ > 0 such that
c dist(x, SOL(f, g)) ≤ ‖m(x)‖ for all ‖x− x∗‖ ≤ ǫ.
Indeed, let x∗ ∈ SOL(f, g). Then there exists a subset I of {1, . . . , n} such that the
following conditions hold:
(a) The Jacobian of the map
Φ: Rn → Rn, x 7→ (fi(x), gj(x))i∈I,j 6∈I ,
at x∗ is non-degenerate; and
(b) fi(x
∗) = 0 and gi(x
∗) > 0 for all i ∈ I, and fi(x∗) > 0 and gi(x∗) = 0 for all i 6∈ I.
By the condition (a), Φ is a diffeomorphism on some neighbourhood of x∗. Let Ψ be its local
inverse. Then the map Ψ is locally Lipschitz in a neighbourhood of the origin 0 = Φ(x∗). In
particular, there exists a constant c > 0 such that for all y near 0,
‖y − 0‖ ≥ c ‖Ψ(y)−Ψ(0)‖ = c ‖Ψ(y)− x∗‖.
Consequently, there exists a constant ǫ > 0 such that
‖Φ(x)‖ ≥ c ‖x− x∗‖ for all ‖x− x∗‖ ≤ ǫ.
On the other hand, by continuity, it follows from the condition (b) that
Φ(x) = m(x) for all ‖x− x∗‖ ≤ ǫ.
(Perhaps, after reducing ǫ.) Therefore, we have for all x ∈ Rn with ‖x− x∗‖ ≤ ǫ,
‖m(x)‖ ≥ c ‖x− x∗‖ ≥ c dist(x, SOL(f, g)),
which completes the proof. 
Added note. After this paper had been completed, the authors learned that some results
on PCPs (nonemptiness and compactness of the solution set, basic topological properties,
and global Lipschitzian error bounds for the solution set) were obtained recently in [18].2
However, the approaches and techniques in the paper cited differ from ours, and furthermore,
the following properties were not considered: genericity, uniqueness as well as error bounds
with exponents explicitly determined.
2We would like to thank Hongjin He for showing us this reference.
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