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Abstract
A PDE-based control concept is developed to deploy a multi-agent system into desired formation profiles. The dynamic model
is based on a coupled linear, time-variant parabolic distributed parameter system. By means of a particular coupling structure
parameter information can be distributed within the agent continuum. Flatness-based motion planning and feedforward control
are combined with a backstepping-based boundary controller to stabilise the distributed parameter system of the tracking
error. The tracking controller utilises the required state information from a Luenberger-type state observer. By means of an
exogenous system the relocation of formation profiles is achieved. The transfer of the control strategy to a finite-dimensional
discrete multi-agent system is obtained by a suitable finite difference discretization of the continuum model, which in addition
imposes a leader-follower communication topology. The results are evaluated both in simulation studies and in experiments
for a swarm of mobile robots realizing the transition between different stable and unstable formation profiles.
Key words: Multi-agent system, partial differential equation, flatness, backstepping, motion planning, feedback stabilization,
tracking, observer, deployment, formation control, mobile robots.
1 Introduction
In general multi-agent systems consist of interconnected
dynamic subsystems which share information. This el-
ementary concept opens up a wide field of applications
such as consensus and synchronisation problems, deci-
sion making, crowd dynamics, formation control, coop-
erative multi-vehicle control, or complex oscillators net-
works (Olfati-Saber et al., 2007; Murray, 2007; Mesbahi
and Egerstedt, 2010; Easley and Kleinberg, 2010; Do¨rfler
and Bullo, 2014; Bullo, 2018).
Different approaches have been proposed to model
and to control the dynamic behaviour of multi-agent
systems. Behaviour-based approaches are discussed in
Reynolds (1987); Balch and Arkin (1998) while Leonard
and Fiorelli (2001) make use of artificial potential and
virtual leaders. Graph theory is a widespread concept
to model the behaviour of multi-agent system, complex
networks, or swarms by studying ODE representations
(Olfati-Saber et al., 2007). However, continuum models
in terms of partial differential equations (PDEs) have
increasingly been used to describe the dynamics of many
interacting participants, see, e.g., Frihauf and Krstic
(2011); Meurer and Krstic (2011); Meurer (2013); Qi
et al. (2015); Pilloni et al. (2016); Freudenthaler and
Meurer (2016); Freudenthaler et al. (2017). The motiva-
tion comes from the fact, that certain semi-discretised
PDEs match the pattern of important graph-based
dynamic models, e.g., the Graph-Laplacian consensus
protocol. This can be exploited to develop PDE-based
control and estimation algorithms. Following this pro-
cess consisting of (i) first imposing a desired PDE dy-
namics for the multi-agent continuum, (ii) performing
PDE based control design and then (iii) realizing the
transfer to discrete multi-agent systems by proper PDE
discretization, characterises an inverse design approach
that is in principle independent of the number of agents
and their communication topology (Meurer and Krstic,
2011; Meurer, 2013).
The basic idea is illustrated schematically in Fig. 1.
Herein, 11 agents in a so-called leader-follower configu-
ration are arranged in the plane. The two types of agents
refer to active and collaborative roles, however leaders
may have to fulfil more sophisticated tasks than follow-
ers. By moving from the discrete set of agents denoted
by coloured dots to an agent continuum the formation
is visualized by the line with z being interpreted as a
virtual communication path. The formation is thereby
obtained by the superposition of solutions of PDEs in
the individual directions x1 and x2.
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Fig. 1. Formation profile of 11 agents in the
(
x1, x2
)
-plane;
• refer to the leader agents, • denote the followers.
This contribution addresses the design of a two-degrees-
of-freedom (2DOF) boundary control concept. The ap-
proach combines motion planning and feedforward con-
trol with stabilising tracking control for a multi-agent
continuum model in terms of coupled linear, time-variant
diffusion-reaction equations. It is shown that this setting
allows us to recover a wide range of common multi-agent
dynamics and enables us to realise various formation
shapes. This extends the previous work (Freudenthaler
and Meurer, 2016) of the authors in several directions:
(i) a state observer for the continuum model is included
into the control loop; (ii) the stability of the closed-loop
control is rigorously assessed using Lyapunov’s stabil-
ity theory; (iii) the decentralised distribution and syn-
chronisation of in particular parameter values through
the multi-agent network is addressed; (iv) a first experi-
mental verification of the theoretical results is provided
using a small swarm of mobile robots.
Motion planning and feedforward control design are
based on the flatness property of the continuum model,
which is exploited by taking into account results from
Meurer and Kugi (2009b); Freudenthaler and Meurer
(2016) to use the formal integration of the coupled
PDEs. The continuum model is composed of two PDEs
with the state of the first PDE referring to the spatial
location of an agent element. The second PDE couples
into the first PDE and governs the spatial-temporal dis-
tribution of its reaction parameter. By controlling this
reaction parameter evolution desired parameter adap-
tations can be conducted, which results in a rich class
of possible formation profiles. Formations herein corre-
spond to steady state solutions of the continuum model.
To address the deployment into unstable formations
the flatness-based feedforward control is extended by
an error state feedback to obtain a tracking controller
involving a Luenberger-type state observer. The design
of both the controller and the observer makes use of
the backstepping technique, which has been extensively
studied for different types of PDEs, see, e.g., Krstic
and Smyshlyaev (2008). For diffusion-reaction equa-
tions the linear, time-invariant case is addressed, e.g.,
in Smyshlyaev and Krstic (2004, 2005); Baccoli et al.
(2015) with extensions to the time-varying case pro-
vided, e.g., in Meurer and Kugi (2009a); Jadachowski
et al. (2012); Meurer (2013). In addition to simulation
studies this contribution presents first experimental re-
sults for the considered PDE-based formation control
concept by using a small swarm of mobile robots. It is
shown that the combined flatness- and backstepping-
based tracking controller enables us to experimentally
achieve transitions even into unstable formation profiles
with a spatial relocation of the swarm.
The article is organized as follows: Section 2 introduces
the model of the agent dynamics involving the spatial-
temporal parameter evolution and defines steady state
formation profiles. The 2DOF control concept is dis-
cussed in the two subsequent sections including the
flatness-based feedforward control approach in Section 3
and the observer-based stabilisation of the tracking er-
ror dynamics in Section 4. The formal transfer to the
discrete setup imposing the communication topology
and simulations studies are provided in Section 5. The
implementation at a test-rig and experimental results
are presented in Section 6. Some final remarks in Sec-
tion 7 conclude the paper.
2 Problem formulation
In the following a continuum formulation using PDEs is
introduced to model the agent dynamics. For this the
connection between the continuum model and the re-
lated ODE formulation of a multi-agent system under
next-neighbor communication is addressed, which is also
utilized in Sections 5.2 and 6 for the implementation in
the simulation and the experimental environment.
2.1 Multi-agent system model
Taking into account the undirected line graph G(V,E)
of Fig. 1 with node set V and edge set E. Nodes j, k ∈ V
can share information if (i, j) ∈ E, i.e., i ∼ j. Let
(x1j (t), x
2
j (t)) denote the position of agent j at time t
in the (x1, x2)-plane. Let N + 1 denote the number of
nodes in V . Nodes j ∈ V are numbered consecutively
starting from 0 to N with j ∈ {0, N} denoting leaders
and j ∈ {1, N − 1} representing followers. The multi-
agent system is considered under the (time-varying)
next-neighbor protocol
x˙ij(t) = a
i
∑
k∼j
(
xik(t)− xij(t)
)
+ cij(t)x
i
j(t) (1a)
c˙ij(t) = b
i
∑
k∼j
(
cik(t)− cij(t)
)
+ dij(t)c
i
j(t) (1b)
for all follower agents j = 1, 2, . . . , N − 1. The param-
eters satisfy ai > 0, bi > 0, dij(t) ∈ R with ai, bi in
2
general showing some proportionality to 1/(N + 1) by
means of the adjacency matrix (Mesbahi and Egerst-
edt, 2010) or particular influence functions in opinion
dynamics (Motsch and Tadmor, 2014). While (1a) de-
scribes the motion of the agents the variable cij(t), as it
couples into (1a), enables us to distribute parameter in-
formation, which directly influences the agent dynamics.
It is shown subsequently that this broadens the applica-
bility of the setup in particular for motion planning and
formation control. If dij = 0, then this information pro-
cessing requires only relative data, i.e., cik(t)− cij(t) for
k ∼ j. The protocol includes the graph-Laplacian con-
trol to achieve consensus (Olfati-Saber et al., 2007).
To control agent motion and parameter information ex-
ternal control signals are imposed at the leader agents
j ∈ {0, N} in terms of
x˙i0(t) = u
i
0(t), x˙
i
N (t) = u
i
N (t) (1c)
c˙i0(t) = v
i
0(t), c˙
i
N (t) = v
i
N (t). (1d)
At the time t = t0 the agents are at the initial state
xij(t0) = x
i
j,0, c
i
j(t0) = c
i
j,0. (1e)
2.2 From discrete to diffusion-like continuum model
When considering a large-scale multi-agent system it is
reasonable to map the discrete agent set j ∈ V into an
agent continuum defined on the continuous coordinate
z ∈ [0, `] representing the agent index in the continuous
communication topology. In view of this, the states xij(t)
and cij(t) approach x
i(z, t) and ci(z, t) and the next-
neighbor configuration (1) translates into the coupled
diffusion-reaction system (DRS)
∂tx
i(z, t) = ai∂2zx
i(z, t) + ci(z, t)xi(z, t) (2a)
∂tc
i(z, t) = bi∂2zc
i(z, t) + di(z, t)ci(z, t) (2b)
defined on the domain D(`) := {(z, t) ∈ (0, `)× (t0,∞)}
with the boundary controls
∂tx
i(0, t) = ui0(t), ∂tx
i(`, t) = ui`(t) (2c)
∂tc
i(0, t) = vi0(t), ∂tc
i(`, t) = vi`(t) (2d)
and the initial conditions
xi(z, t0) = x
i
0(z) c
i(z, t0) = c
i
0(z). (2e)
Remark 1 Since the problem formulation (2) is inde-
pendent for each tuple (xi(z, t), ci(z, t)) the superscript i
referring to the coordinate axis is subsequently omitted.
The following proposition addresses a remark by Enrique
Zuazua concerning collective dynamics using mean field
and diffusion-like PDE approaches (Zuazua, 2018).
Proposition 2 (Discrete vs. continuum dynamics)
Consider a next-neighbor configuration on a line graph
with N + 1 nodes. Denote by ∆z = `/N the step size
and introduce the location (agent index) zj = j∆z
with j = 0, 1, . . . , N < ∞. The discrete formulation
(1) and the continuum formulation (2) can be formally
exchanged at any zj with error O
4(∆z) up to the scal-
ing t 7→ r(N, `)t, c 7→ c/r(N, `), d 7→ d/r(N, `) with
r(N, `) = (`2a)/(N2a).
The claim is supposed to provide a principal connection
and makes use of classical smooth solutions of (2) to
allow for a Taylor series expansion.
PROOF. Assuming regularity of solutions set cj(t) =
c(zj , t), xj(t) = x(zj , t) and consider the Taylor series
expansion
xj±1(t) = x((j ± 1)∆z, t)
= x(j∆z, t)± ∂zx(j∆z, t)∆z
+ ∂2zx(j∆z, t)
(∆z)2
2!
±O3(∆z).
Replacing x by c yields the respective expansion for
cj±1(t). Substitution into (1) for a two-neighbor config-
uration yields
∂tx(zj , t) = a(∆z)
2∂2zx(zj , t) + c(zj , t)x(zj , t) (3a)
∂tc(zj , t) = b(∆z)
2∂2zc(zj , t) + d(zj , t)c(zj , t) (3b)
with errorO4(∆z). With ∆z = `/N the proposed scaling
in terms of r(N, `) transfers (3) to
∂tx(zj , t) = a∂
2
zx(zj , t) + c(zj , t)x(zj , t) (4a)
∂tc(zj , t) = b∂
2
zc(zj , t) + d(zj , t)c(zj , t) (4b)
with b = ba/a. The computation above addresses the
transfer from the discrete to the continuum model, the
reverse can be obtained, e.g., by a finite difference dis-
cretization of (2) or similarly the substitution of the Tay-
lor series expansion. Comparing (4) with (2) illustrates
the formal relationship. Note that alternatively ` can be
adjusted for unscaled t.
To further interpret the result let cj(t) = c(zj , t) = 0. In
this case the discrete formulation is the graph-Laplace
protocol (Olfati-Saber, 2006). Hence, as the number of
nodes N + 1 increases (thus 1/(N + 1) decreases) all
non-zero eigenvalues of the system matrix tend to zero.
For N →∞ the system rests in the initial state. This is
contrary to the dynamical behavior of the structurally
corresponding heat equation (2) obtained for c(z, t) = 0.
Taking into account the time scaling t 7→ (`2a)/(N2a)t
for N →∞ reproduces the discrete case.
3
2.3 Formation control problem
The deployment of the multi-agent system into desired
formation profiles and the finite time transition between
different formation profiles is addressed by developing a
combined feedforward-feedback control strategy for the
leader agents (1c), (1d) in the discrete setting or (2c),
(2d) in the continuum setting, respectively.
Definition 3 (Steady state) Let d(z, t) be continuous
in z, smooth in t but locally non-analytic with d(z, t) =
d¯(z) and ∂nt d(z, t) = 0 for all n ≥ 1 at some fixed t. The
tuple
(x¯(z), c¯(z)) = (x¯(z; x¯0, x¯`), c¯(z; c¯0, c¯`, d¯(z))). (5)
with x¯(z), c¯(z) ∈ C2([0, `]) is a steady state of (2) if
a∂2z x¯(z) + c¯(z)x¯(z) = 0, b∂
2
z c¯(z) + d¯(z)c¯(z) = 0 (6a)
for z ∈ (0, `) and
x¯(0) = x¯0, x¯(`) = x¯`, c¯(0) = c¯0, c¯(`) = c¯` (6b)
hold true for some x¯0, x¯`, c¯0, c¯` ∈ R.
The constant boundary values x¯0, x¯`, c¯0, and c¯` can be
freely assigned since under steady state conditions (2c),
(2d) reduce to u0(t) = u`(t) = v0(t) = v`(t) = 0.
Remark 4 For the sake of simplicity no distinction be-
tween different boundary values x¯0, x¯`, c¯0, and c¯` is made.
This is, of course, implicitly included.
Definition 5 (Set of steady states) Let d(z, t) be
continuous in z, smooth in t but locally non-analytic
at discrete time instances tj, 1 ≤ j < ∞ with 0 ≤ t0,
tj−1 < tj so that d(z, tj) = d¯tj (z) and ∂
n
t d(z, t)|t=tj = 0
for all n ≥ 1. The set of steady states endowed with the
C2 topology is denoted by S = ⋃j{(x¯tj (z), c¯tj (z))} with
the tuple (x¯tj (z), c¯tj (z)) solving (6) for d¯(z) = d¯tj (z).
With these preparations the considered type of forma-
tion profiles and spatial-temporal formation transitions
can be properly introduced:
(i) Formation profiles denoted by the tuple (x¯∗(z), c¯∗(z))
are steady states according to Definition 3 so that
x¯∗(z)= x¯(z; x¯∗0, x¯
∗
` ), c¯
∗(z)= c¯(z; c¯∗0, c¯
∗
` , d¯
∗(z)). (7)
(ii) Denote by (x¯∗tj−1(z), c¯
∗
tj−1(z)) and (x¯
∗
tj (z), c¯
∗
tj (z))
two different formation profiles belonging to the
same connected component 1 of S. The transition
1 Let (x¯∗tj−1(z), c¯
∗
tj−1(z)) ∈ S and (x¯∗tj (z), c¯∗tj (z)) ∈ S refer
from (x¯∗tj−1(z), c¯
∗
tj−1(z)) to (x¯
∗
tj (z), c¯
∗
tj (z)) in the
finite time interval t ∈ [tj−1, tj ] is achieved, if in-
puts u0(t), u`(t), v0(t), v`(t) exist for t ∈ [tj−1, tj ]
so that starting from (x(z, tj−1), c(z, tj−1)) =
(x¯∗tj−1(z), c¯
∗
tj−1(z)) the solution (x(z, tj), c(z, tj)) =
(x¯∗tj (z), c¯
∗
tj (z)) is obtained.
Remark 6 The inclusion of the second state c(z, t) into
the problem formulation extends the possible set of for-
mation profiles. To illustrate this consider the computa-
tion of the steady state (only c¯-contribution) according to
(6) for (i) d¯0(z) = 0, i.e., c¯(z) = c¯0 + z(c¯` − c¯0) and (ii)
d¯0(z) = pi
2, c¯0 = c¯` = 0, i.e., c¯(z) = k sin(piz), k 6= 0.
Since there are obviously smooth functions d(z, t) with
d(z, t0) = 0, d(z, t1) = pi
2 for some t1 > t0, locally non-
analytic at t ∈ {t0, t1} this example confirms that the
c-dynamics can be controlled by d(z, t) and the bound-
ary inputs v0(t) and v`(t) to connect different families of
steady states. The explicit constructive solution of this
trajectory planning problem is presented in Section 3.
While in general a numerical solution of (6) is required,
analytic expressions can be determined for special cases.
For d¯(z) = 0 (6) yields
a∂2z x¯(z) +
(
c¯0 + (c¯` − c¯0)z
`
)
x¯(z) = 0, z ∈ (0, `)
x¯(0) = x¯0, x¯(`) = x¯`,
(8)
whose solution, without imposing additional conditions
on the coefficients, can be determined by means of Airy
functions. Let in addition c¯0 = c¯`, then steady state
formation profiles x¯(z) can be written as
x¯(z) = k1 exp (s1z) + k2 exp (s2z) . (9)
For a > 0 three scenarios are possible: (i) If c¯0 < 0, then
the solution is (9) with {s1, s2, k1, k2} ∈ R; (ii) if c¯0 > 0,
then the solution reads
x¯(z) = k′ cos (θz) + k′′ sin (θz) k′, k′′ ∈ R; (10)
and (iii) if c¯0 = 0 one obtains x¯(z) = k1 + k2z. The
explicit computation of the coefficients k1 and k2 relies
on the values x¯0 and x¯` of the leader agents in (6). Par-
ticular examples are shown in Fig. 2 when solving the
boundary value problem as described before individu-
ally for the x1- and the x2-direction given the parame-
ters of Tab. 1. In general the overlay of solutions (9) in
to the formation profiles for d¯tj−1(z) and d¯tj (z), respectively.
Let r(z, α) be given so that r(z, 0) = d¯tj−1(z) and r(z, 1) =
d¯tj (z), e.g., r(z, α) = d¯tj−1(z) + α[d¯tj (z)− d¯tj−1(z)]. It can
be shown that (x¯∗tj−1(z), c¯
∗
tj−1(z)) and (x¯
∗
tj (z), c¯
∗
tj (z)) belong
to the same connected component of S, if the solution of
(6) with d¯(z) replaced by r(z, α) is defined on [0, `] for any
α ∈ [0, 1] (see Coron and Tre´lat (2004) for a related setting
in the context of steady state controllability).
4
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Fig. 2. Formation profiles from the overlay of solutions to
(6) for parameter values according to Tab. 1.
Table 1
Parameters for the formation profiles in Fig. 2.
Profile Coord. a c¯0, c¯` x¯0 x¯`
circle
x1 : 1 (2pi/`)2 10 10
x2 : 1 (2pi/`)2 0 0
gull-like
x1 : 1 −(7/`)2 −1 1
x2 : 1 (2pi/`)2 1 1
the two dimensional plane generates shapes of the well-
known Lissajous curves. Note that for the circle forma-
tion the parameter configuration for the x2-coordinate
allows an arbitrary setting for k′′ but with k′ = 0 in (10).
Consequently, the steady state solution is not uniquely
determined but can be freely scaled in k′′.
3 Trajectory planning for agent continuum
Trajectory planning refers to the determination of the
input trajectories so that the system state or output
follows a certain predefined path. This problem is sub-
sequently solved by exploiting the flatness property of
multi-agent continuum model (2).
3.1 Formal state and input parametrisation
To differentially parametrise the system state η(z, t) =
[x(z, t), c(z, t)]T and the boundary controls κ0(t) =
[u0(t), v0(t)]
T at z = 0 and κ`(t) = [u`(t), v`(t)]
T at
z = ` formal integration as proposed in Meurer and
Kugi (2009b); Meurer (2013) is extended to the multi-
input case with inputs on opposite boundaries of the
domain. Let
f(η, z, t) =
[
1
a
(
∂tx(z, t)− c(z, t)x(z, t)
)
1
b
(
∂tc(z, t)− d(z, t)c(z, t)
)]
and solve (2a), (2b) for [∂2zx(z, t), ∂
2
zc(z, t)]
T . Integrating
the resulting expression twice in z yields
η(z, t) = η(ξ, t) + (z − ξ)∂zη(z, t)|z=ξ
+
∫ z
ξ
∫ χ
ξ
f(η, σ, t)dσdχ. (11)
for arbitrary but fixed ξ ∈ [0, `]. As a result
y1(t) = η(ξ, t), y2(t) = ∂zη(z, t)|z=ξ (12)
serve as degrees-of-freedom. This enables us to im-
plicitly express η(z, t) and thus the boundary inputs
(κ0(t),κ`(t)) in terms of (y1(t),y2(t)) according to
η(z, t) = y1(t) + (z − ξ)y2(t)
+
∫ z
ξ
∫ χ
ξ
f(η, σ, t)dσdχ (13a)
κ0(t) = ∂tη(0, t), κ`(t) = ∂tη(`, t) (13b)
An explicit expression can be obtained either by itera-
tion or successive approximation. For the latter consider
the functional series
η(z, t) =
∞∑
n=0
ηn(z, t), (14)
whose substitution into (13a) motivates the computa-
tional rule
η0(z, t) = y1(t) + (z − ξ)y2(t)
ηn(z, t) =
∫ z
ξ
∫ χ
ξ
f(ηn−1, σ, t)dσdχ, n ≥ 1.
(15)
In other words (y1(t),y2(t)) defined in (12) for arbitrary
ξ ∈ [0, `] can be considered a flat output for the multi-
agent continuum model (2). The explicit evaluation of
(14), (15) thereby relies on the convergence of the ob-
tained expressions, which, as is shown below, reduces to
a problem of trajectory assignment for the flat output.
3.2 Convergence analysis
For the convergence analysis the notion of a Gevrey class
function is required (Rodino, 1993).
Definition 7 (Gevrey class functions) The func-
tion y(t) is in GDα (R), the Gevrey class of order α, if
y ∈ C∞(R) and ∃D ∈ (0,∞) so that supt∈R
∣∣∂kt y(t)∣∣ ≤
Dk+1(k!)α holds true for all k ∈ N ∪ {0}.
Definition 8 Let GDα (R;X) denote the class of X-
valued Gevrey class functions GDα (R) of order α and
let Ω1 ⊂ R, Ω2 ⊂ R. By CGk,α(Ω1,Ω2;R) we de-
note the class of functions f : Ω1 × Ω2 → R such
5
that f(·, t) ∈ Ck(Ω1;R) for every fixed t ∈ Ω2 and
f(z, ·) ∈ GDα (Ω2;R) for every fixed z ∈ Ω1.
The main convergence result reads as follows.
Theorem 9 Let d ∈ CG0,α([0, `],R;R) and let
y1, y2 ∈ (GDα (R))2 with α ≤ 2. Then η(z, t) deter-
mined from the series (14) with coefficients (15) fulfills
η ∈ (CG2,α([0, `],R;R))2 and the series (14) converges
absolutely and uniformly for all z ∈ [0, `] if α ∈ [1, 2).
The proof of this result follows in principle from the anal-
ysis 2 in Meurer and Kugi (2009b) but with the modifi-
cation that the flat output is located at some fixed but
arbitrary in-domain 3 position ξ ∈ [0, `].
PROOF. For the convergence analysis the cascaded
structure of the PDEs (2) is exploited by first analyz-
ing the differential parametrization of η2(z, t) = c(z, t).
Taking into account the assumptions on y1(t), y2(t) and
d(z, t) and the recursion (15) it can be rather straight-
forwardly verified by induction that the N ∪ {0} 3 l-th
time derivative of η2,n(z, t) = cn(z, t) fulfills
sup
t∈R
|∂ltcn(z, t)| ≤ Dl+n+1(l + n)!αMngn(z, ξ) (16)
with Mn =
1
bn
∏n
j=1(1 +
1
jα ), M0 = 1 and gn(z, ξ) =
|z − ξ|2n/(2n)! + |z − ξ|2n+1/(2n+ 1)!. Observing
bnMn =
∏n
j=1(1+j
α)/
∏n
j=1 j
α ≤ (n+1)α the estimate
(16) for l = 0 implies
sup
t∈R
|cn(z, t)| ≤ Dn+1(n)!αMngn(z, ξ)
≤ D
(
D
b
)n
(n+ 1)!αgn(z, ξ)
In view of (14) and gn(z, ξ) = |z− ξ|2n/(2n)!× (1 + |z−
ξ|)/(2n + 1)) ≤ (1 + `)(z − ξ)2n/(2n)! this yields the
upper power series estimate on the functional series
|c(z, t)| ≤ D
∞∑
n=0
(
D
b
)n
(n+ 1)!αgn(z, ξ)
≤ D(1 + `)
∞∑
n=0
(n+ 1)!α
(2n)!
κn =
∞∑
n=0
βnκ
n
2 The fact that the same constants D are used does not re-
strict generality since one may take D = max{Dd, Dy} with
Dd and Dy the individual Gevrey class constants for d(z, t)
and y(t). The same holds true for α which is considered as
α = max{αd, αy}.
3 Note that in-domain flat outputs have been addressed al-
ready in Rudolph et al. (2005); Meurer and Krstic (2011)
taking into account power series. The approach considered
here generalizes these results since d(z, t) is not assumed to
allow a power series expansion in z.
with κ = D|z−ξ|2/b. Absolute and uniform convergence
with infinite radius of convergence for α ∈ [1, 2) hence
follows from the Cauchy-Hadamard theorem applied to
the coefficient βn.
By proceeding similarly with cn(z, t) replaced by
∂ltcn(z, t) and the construction in terms of formal
integration it can be deduced that c(z, t) obtained
from (14), (15) fulfills c ∈ CG2,α([0, `],R;R). This re-
sult directly implies that the convergence analysis for
η1(z, t) = x(z, t) follows exactly the lines above for
c(z, t), which proves the claim. 2
3.3 Trajectory assignment
Based on the flatness analysis above desired trajecto-
ries for the flat outputs y1(t) and y2(t) can be assigned
independently to achieve prescribed finite time tran-
sitions between formation profiles. According to Sec-
tion 2.3 these are completely determined by solving the
boundary-value problem (6). Let (x¯∗0, x¯
∗
` ) and (c¯
∗
0, c¯
∗
` ) de-
note the desired boundary values (6b) of the formation
(x¯∗(z), c¯∗(z)). With (7) and (12) the resulting formation
profile can be translated into steady state values of the
flat outputs according to
y∗1 =
[
x¯∗(ξ; x¯∗0, x¯
∗
` )
c¯∗(ξ; c¯∗0, c¯
∗
` )
]
, y∗2 =
[
∂zx¯
∗(ξ; x¯∗0, x¯
∗
` )
∂z c¯
∗(ξ; c¯∗0, c¯
∗
` )
]
. (17)
By changing (x¯∗0, x¯
∗
` ) and (c¯
∗
0, c¯
∗
` ) different formation pro-
files are obtained, which can be connected by properly
assigning the temporal transition path for the flat out-
put. To illustrate this let y∗1,0, y
∗
2,0 and y
∗
1,τ , y
∗
2,τ de-
note steady state values determined from (17) corre-
sponding to two formation profiles (x¯∗t0(z), c¯
∗
t0(z)) and
(x¯∗t1(z), c¯
∗
t1(z)) to be attained at times t = t0 and t =
t1 = t0 + τ , respectively. The transition between these
two profiles within the finite time interval t ∈ [t0, t0 + τ ]
can be realized by assigning
y∗j (t) = y
∗
j,0 +
(
y∗j,τ − y∗j,0
)
Φτ (t− t0) (18)
for j ∈ {1, 2}. Herein, Φτ (·) has to be a Gevrey class
function according to Def. 7 being locally non-analytic
at t = t0 and t = t0 + τ , i.e., Φτ (0) = 0, Φτ (τ) = 1
with ∂ltΦτ |t∈{0,τ} = 0 for l ∈ N. The latter requires a
Gevrey order α > 1 with α < 2 being imposed from
Thm. 9. Examples for functions Φτ (·) are provided, e.g.,
in Rodino (1993); Laroche et al. (2000).
Moreover, given an arbitrary formation profile x¯d(z),
which does not fulfill (6) the presented approach can be
extended to approximately obtain the desired profile.
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For this, the static optimization problem is formulated
min
c¯0,c¯`,d¯(z)
J
[
x¯(z)− x¯d(z)]
s.t. x¯(z) fulfills (6) for x¯0 = x¯
d(0), x¯` = x¯
d(`).
(19)
Herein, J [·] is a positive definite functional to be cho-
sen suitably depending on the problem to minimize the
difference between the steady state x¯(z) and the desired
formation profile x¯d(z).
3.4 Feedforward control
Given the desired flat output trajectories the corre-
sponding feedforward control signals follow from (13b)
with η(z, t) replaced by η∗(z, t) computed in terms of
the series (14) with recursively evaluated coefficients
(15) in terms of y∗1(t), y
∗
2(t). This yields
κ∗0(t) = ∂tη
∗(0, t), κ∗` (t) = ∂tη
∗(`, t). (20)
4 Observer-based tracking control
Since formation profiles may correspond also to un-
stable steady states of the PDE a stabilizing feedback
control is required. In view of motion planning and the
resulting feedforward control subsequently the spatial-
temporal tracking error is stabilized using a backstep-
ping approach involving a distributed parameter state
observer. This results in a so-called two-degrees-of-
freedom (2DOF) control approach with the desired
motion induced by the feedforward control and the
stabilization provided by the feedback control.
4.1 Stabilisation of tracking error dynamics
The state c(z, t) is used to distribute information to the
PDEs (2a) governing the agent position x(z, t).
Assumption 10 The solution to (2b), (2d) with initial
state (2e) fulfills ci(z, t) ∈ CG2,α([0, `],R;R), α ≤ 2.
This assumption can be fulfilled in a straightforward way
by a proper choice of di(z, t), see also the main conver-
gence result in Theorem 9, and implies that ci(z, t) is
bounded. In view of Assumption 10 and the cascaded
structure consisting of (2a) and (2b) the sub-dynamics
for c(z, t) is subsequently assumed to be only controlled
by the feedforward control (v∗0(t), v
∗
` (t)). To emphasize
this fact c∗(z, t) is written subsequently when referring
to this solution. Contrary the sub-dynamics for x(z, t) is
controlled using a combined feedforward-feedback strat-
egy. Since flatness-based motion planning by construc-
tion fulfills the PDE (2a) with (x(z, t), u0(t), u`(t)) re-
placed by (x∗(z, t), u∗0(t), u
∗
` (t)) the tracking error dy-
namics in the error state e(z, t) = x(z, t)−x∗(z, t) reads
∂te(z, t) = a∂
2
ze(z, t) + c
∗(z, t)e(z, t)
∂te(0, t) = u0(t)− u∗0(t) = ∆u0(t)
∂te(`, t) = u`(t)− u∗` (t) = ∆u`(t).
(21)
Herein, ∆u0(t) and ∆u`(t) are used to establish state
feedback control. For this backstepping is used by in-
troducing the invertible time-varying Volterra integral
transformation
v(z, t) = e(z, t)−
∫ z
0
k(z, s, t)e(s, t) ds, (22)
with the integral kernel k(z, s, t) defined on (z, s, t) ∈
Tk(`) :=
{
(z, s, t) ∈ R2 × R+t0 | s ∈ [0, `], z ∈ [s, `]
}
to
invertibly map (21) into the target system
∂tv(z, t) = a∂
2
zv(z, t)− µ(t)v(z, t)
− a∂sk(z, 0, t)v(0, t), z ∈ (0, `), t > t0
∂tv(0, t) = −µ(t)v(0, t) ∂tv(`, t) = −µ(t)v(`, t)
v(z, t0) = v0(z), z ∈ [0, `].
(23)
with the time-varying design parameter µ(t), see also
Frihauf and Krstic (2011) for a related but time-
invariant case. Differentiating (22) once with respect
to t and twice with respect to z followed by the sub-
stitution of (23) leads, after some interim but straight-
forward calculations (see, e.g., Meurer (2013)), to the
well-known kernel equations
∂tk(z, s, t) = a∂
2
zk(z, s, t)− a∂2sk(z, s, t)
− (c∗(s, t) + µ(t))k(z, s, t)
k(z, z, t) = − 1
2a
∫ z
0
{c∗(s, t) + µ(t)} ds
k(z, 0, t) = 0.
(24)
For the determination of the solution k(z, s, t) of (24)
using either formal integration and successive approx-
imation or a suitable numerical scheme the reader is
referred to, e.g., Meurer and Kugi (2009a); Jadachowski
et al. (2012). With Assumption 10 it can be shown
that k(z, s, t) is a strong solution to (24) with k ∈
CG2,α(Γ,R;R), Γ = {(z, s) ∈ R2 | s ∈ [0, `], z ∈ [s, `]}
(Vazquez et al., 2008; Meurer and Kugi, 2009a).
The state feedback controllers ∆u0(t) and ∆u`(t) follow
by evaluating (22) and its time derivative at the bound-
aries together with (21) and (23). With this, the con-
troller at z = 0 reads
∆u0(t) = −µ(t)e(0, t). (25a)
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The evaluation at z = ` yields a more complex expression
∆u`(t) = − [µ(t) + a∂sk(`, `, t)] e(`, t)
+
∫ `
0
kI(`, s, t)e(s, t) ds+ ak(`, `, t)∂ze(`, t)
+ a∂sk(`, 0, t)e(0, t)
(25b)
with kI(`, s, t) = [µ(t) + c(s, t)] k(`, s, t) + ∂tk(`, s, t) +
α∂2sk(`, s, t). This expression results from the evaluation
of the boundary condition for z = ` in (23) taking into
account (21), (22) and using partial integration twice.
The existence of the derivatives ∂tk(`, s, t), ∂sk(`, s, t)
and ∂2sk(`, s, t) in (25b) follows from k(z, s, t) being a
strong solution having Gevrey properties in t.
4.2 Closed-loop stability analysis
Subsequently well-posedness and stability of the target
dynamics (23) are analysed by considering the governing
equations in the space X = H1(0, `) equipped with the
norm ‖h‖X =
√〈h, h〉X induced by the inner product
〈h1, h2〉X = h1(0)h2(0)+h1(`)h2(`)+〈∂zh1, ∂zh2〉L2 for
h, h1, h2 ∈ X. It is also referred, e.g., to Liang et al.
(2003) for a general Banach space analysis in the non-
autonomous case.
By (i) introducing the transformation v(z, t) =
exp(− ∫ t
t0
µ(τ)dτ)y(z, t) to remove the terms involving
µ(t) from (23) followed by (ii) homogenizing the bound-
ary conditions using x(z, t) = y(z, t) + b0(z)v0(0) +
b`(z)v0(`) with b0(z) = z/` − 1, b`(z) = −z/` one
obtains ∂tx(z, t) = a∂
2
z x(z, t) − a∂sk(z, 0, t)v0(0), z ∈
(0, `), t > t0 subject to x(0, t) = x(`, t) = 0,
x(z, t0) = x0(z) = v0(z) + b0(z)v0(0) + b`(z)v0(`). The
solution of the resulting inhomogeneous PDE can be
determined using separation of variables and Fourier
expansion. After reverting steps (ii) and (i) this yields
the solution
v(z, t) = e
−
∫ t
t0
µ(τ)dτ
(
S(t)v0(z)− b0(z)v0(0)
− b`(z)v0(`)−
∫ t
t0
S(t− τ)a∂sk(z, 0, t)v0(0)dτ
)
,
where
S(t)h =
∞∑
k=1
eλk(t−t0)〈h, φk(z)〉Xφk(z), h ∈ X
with λk = −a(kpi/`)2, φk(z) = Ak sin(kpiz/`),
Ak =
√
2`/(kpi) for k ∈ N is a C0-semigroup on X.
By applying the Gram-Schmidt orthogonalisation pro-
cedure the functions φ−1(z) = 1/
√
2, φ0(z) = (z/` −
1/2)/
√
1/`+ 1/2 can be determined from b0(z), b`(z)
so that B = {φ−1(z), φ0(z), φ1(z), φ2(z), . . . , φk(z), . . .}
is an orthonormal set, i.e., 〈φi, φj〉X = δi,j for i, j ∈ N∪
{−1, 0}. Since b0(z) = −1/
√
2φ−1(z)+
√
1/`+ 1/2φ0(z)
and b`(z) = −1/
√
2φ−1(z) −
√
1/`+ 1/2φ0(z) it fol-
lows that 〈bj(z), φk(z)〉X = 0 ∀k ∈ N, j ∈ {0, `},
which is used to simplify S(t)x0(z) when solving for
v(z, t). Moreover it can be shown that 〈h, φj〉X = 0,
j ∈ N ∪ {−1, 0} implies h = 0. Hence B is maximal and
as a consequence is a complete orthonormal basis of X,
see, e.g. (Kubrusly, 2011, Prop. 5.36, 5.38). For the ho-
mogeneous problem with a∂sk(z, 0, t) = 0 the orthonor-
mality property enables us to show in a straightforward
way that ‖v‖X ≤ exp(−
∫ t
t0
µ(τ)dτ)‖v0‖X . This con-
firms the continuous dependence of the solution on the
initial state and hence well-posedness in the sense of
Hadamard. Depending on the regularity of the inho-
mogeneity ∂sk(z, 0, t) classical or mild solutions can be
defined. In fact ∂sk(z, s, t) ∈ CG1,α(Γ,R;R) so that for
any v0 ∈ X one has v ∈ C([t0,∞);X) ∩ C1((t0,∞);X)
with v(z, t) fulfilling (23) pointwise. Furthermore the
analysis supports the following stability result, which
generalizes the approach in Frihauf and Krstic (2011)
to the considered time-varying setup.
Lemma 11 Let 0 < − < µ(t) ≤ + <∞ for all t ≥ t0.
Then the zero equilibrium of the target dynamics (23) is
exponentially stable in the norm ‖ · ‖X , i.e., there exists
M > 0 so that the inequality holds true
‖v‖X(t) ≤Me−
1
2
∫ t
t0
µ(s)ds‖v‖X(t0)
≤Me− 
−
2 (t−t0)‖v‖(t0). (26)
PROOF. Consider the Lyapunov functional
V (t) =
1
2
[
pv2(0, t) + v2(`, t)+‖∂zv‖2L2(t)
]
(27)
with p ≥ 0 to be determined below. There exist positive
constants 0 < β− < β+ so that
β−‖v‖2X(t) ≤ V (t) ≤ β+‖v‖2X(t). (28)
A possible choice is β− = min{1/2, p/2} and β+ =
max{1, p/2}. The rate of change of V (t) along a solution
of (23) results in 4
∂tV = pv(0)∂tv(0) + v(`)∂tv(`) +
∫ `
0
∂t∂zv∂zvdz.
Interchanging ∂t∂zv = ∂z∂tv, integrating by parts and
4 To simplify expressions the explicit dependency of the vari-
ables on z and t is omitted when clear from the context.
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substituting (23) using f(z, t) := a∂sk(z, 0, t) gives
∂tV =
∫ `
0
∂2zv
[
a∂2zv− µ(t)v− fv(0)
]
dz
− µ(t)[∂zv(`)v(`)− ∂zv(0)v(0) + pv2(0) + v2(`)]
=− µ(t)[pv2(0) + v2(`) + ‖∂zv‖2L2]
− a‖∂2zv‖2L2 +
∫ `
0
fv(0)∂2zvdz.
Application of Cauchy-Schwarz and Young inequality to
the last term, i.e.,
∫ `
0
fv(0)∂2zvdz ≤
∫ `
0
|f ||v(0)||∂2zv|dz ≤
ρ
2v
2(0)‖f‖2L2 + 12ρ‖∂2zv‖2L2 for ρ > 0, together with
the boundedness of the kernel Ks = maxt≥t0 ‖f‖2L2 =
maxt≥t0
∫ `
0
(a∂sk(z, 0, t))
2dz implies
∂tV ≤ −
(
µ(t)− Ksρ
2p
)
pv2(0)− µ(t)v2(`)
− µ(t)‖∂zv‖2L2 −
(
a− 1
2ρ
)
‖∂2zv‖2L2 .
The inequalities µ(t) − Ksρ/(2p) ≥ µ(t)/2 and a −
1/(2ρ) ≥ 0 are in view of the assumption 0 < − <
µ(t) ≤ + <∞ for all t ≥ t0 fulfilled, if p ≥ ρKs/− and
ρ ≥ 1/(2a). Thus, one obtains V˙ (t) ≤ −µ(t)V (t). Tak-
ing into account (28) the previous estimate implies (26)
with M =
√
β+/β−. 2
Note that the proof of Lemma 11 can be performed iden-
tically for p = 1 in V (t) if the introduced constant ρ can
be bounded as 1/(2a) ≤ ρ ≤ +/Ks. Lemma 11 can be
improved to verify pointwise exponential stability.
Corollary 12 Let 0 < − < µ(t) ≤ + < ∞ for all
t ≥ t0. Then the zero equilibrium of the target dynamics
(23) is exponentially stable in the sup-norm ‖ · ‖∞, i.e.,
there exists M > 0 so that
sup
z∈[0,`]
|v(z, t)| ≤Me−
1
2
∫ t
t0
µ(s)ds‖v‖1(t0)
≤Me− 
−
2 (t−t0)‖v‖1(t0) (29)
holds true with ‖h‖21 = h2(0) + h2(`) + ‖h‖2L2 + ‖∂zh‖2L2
for h(z) ∈ H1(0, `).
PROOF. Taking into account the definition of the
norm ‖ · ‖1 there exist constants 0 < γ− < γ+ so that
the Lyapunov functional V (t) introduced in (27) can be
bounded according to
γ−‖v‖21(t) ≤ V (t) ≤ γ+‖v‖21(t).
The constants herein follow as γ− = 1/2 min{p, 1 −
r/(2`), r/(4`2), 1− r} and γ+ = 1/2 min{1, p} with 0 <
r < min{1, 2`}. While γ+ can be directly deduced the
determination of γ− requires to split the term ‖∂zv‖2L2 =
(1 − r)‖∂zv‖2L2 + r‖∂zv‖2L2 with 0 < r < 1 in V (t) and
to take into account the Poincare´ inequality providing
‖∂zv‖2L2 ≥ 1/(4`2)‖v‖2L2 − 1/(2`)v2(`).
Noting that the analysis of V˙ (t) from the proof of Lemma
11 carries over to the present case, i.e., V˙ (t) ≤ −µ(t)V (t)
with p and ρ as before, one obtains using Agmon’s and
Young’s inequality that
max
z∈[0,`]
|v(z, t)|2 ≤ v2(0) + 2‖v‖(t)‖∂zv‖(t)
≤ ‖v‖21(t) ≤
1
γ−
V (t) ≤ 1
γ−
e
−
∫ t
t0
µ(s)ds
V (t0)
≤ γ
+
γ−
e
−
∫ t
t0
µ(s)ds‖v0‖21.
Substituting M =
√
γ+/γ− verifies the claim. 2
Proceeding similar to, e.g., Meurer and Kugi (2009a);
Meurer (2013) one can by a direct computation
determine the inverse to (22) given in the form
e(z, t) = v(z, t) +
∫ z
0
g(z, s, t)v(s, t) ds. Kernel equations
for g(z, s, t) can be derived and it can be shown us-
ing straightforward arguments that the differentiability
properties of k(z, s, t) carry over to the kernel g(z, s, t).
With Lemma 11 it is a rather standard procedure tak-
ing into account the boundedness of the kernel and the
inverse kernel as well as the Cauchy-Schwarz inequality
to deduce the stability of the closed-loop control system
consisting of (21), (25a) and (25b) (see, e.g., Frihauf
and Krstic (2011); Meurer and Kugi (2009a); Meurer
(2013)). In particular there exist constants C0, C1 > 0
so that the following sequence holds true
‖e‖X(t) ≤ C0‖v‖X(t) ≤ C0e−
1
2
∫ t
t0
µ(s)ds‖v‖X(t0)
≤ C0C1e−
1
2
∫ t
t0
µ(s)ds‖e‖X(t0). (30)
Corollary 12 implies a similar result for ‖e‖1(t).
4.3 State observer design
The realization of the state feedback control composed
of (25a) and (25b) requires to estimate the spatial-
temporal evolution of x(z, t) or e(z, t) = xˆ(z, t)−x∗(z, t),
respectively. Given (2) the state observer is composed
of a simulator and a correction part with the latter
injecting the considered output
o(t) = [x(0, t), x(`, t), ∂zx(`, t)]
T . (31)
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This results in
∂txˆ(z, t) = a∂
2
z xˆ(z, t) + c
∗(z, t)xˆ(z, t)
+ L(z, t)(x(`, t)− xˆ(`, t))
+M(z, t)(∂zx(`, t)− ∂zxˆ(`, t))
∂txˆ(0, t) = u0(t) + l0(t)(x(0, t)− xˆ(0, t))
∂txˆ(1, t) = u`(t) + l`(t)(x(`, t)− xˆ(`, t))
xˆ(z, t0) = xˆ0(z),
(32)
where xˆ(z, t) denotes the estimated state. The weights
L(z, t), M(z, t), l0(t), and l`(t) are designed to ensure
exponential convergence of the observer error dynamics.
Introducing the observer error state x˜(z, t) = x(z, t) −
xˆ(z, t) and taking into account (2), (32) the observer
error dynamics is described by
∂tx˜(z, t) = a∂
2
z x˜(z, t) + c
∗(z, t)x˜(z, t)
− L(z, t)x˜(`, t)−M(z, t)∂zx˜(`, t)
∂tx˜(0, t) = −l0(t)x˜(0, t)
∂tx˜(1, t) = −l`(t)x˜(`, t).
(33)
Similar to the control design subsequently a backstep-
ping approach is utilized in terms of
x˜(z, t) = w(z, t)−
∫ z
0
l(z, s, t)w(s, t) ds (34)
with the kernel l(z, s, t) defined on (z, s, t) ∈ Tl(`) :={
(z, s, t) ∈ R2 × R+t0 | s ∈ [0, `], z ∈ [0, s]
}
to map (33)
into the target dynamics
∂tw(z, t) = a∂
2
zw(z, t)− ν(t)w(z, t)
∂tw(0, t) = −ν(t)w(0, t)
∂tw(`, t) = −ν(t)w(`, t)
w(z, t0) = w0(z) .
(35)
Proceeding as in Section 4.1 the kernel equations are
obtained as
∂tl(z, s, t) = a∂
2
z l(z, s, t)− a∂2s l(z, s, t)
+ (γ(z, t) + ν(t))l(z, s, t)
l(s, s, t) =
1
2a
∫ s
0
{γ(z, t) + ν(t)} dz
l(`, s, t) = 0
(36)
implying the weights
L(z, t) = −a(l(z, `, t)l(`, `, t) + ∂sl(z, `, t))
M(z, t) = al(z, `, t).
(37)
Evaluation of (34) at the boundaries z ∈ {0, `} taking
into account (33), (35), and (36) leads to
l0(t) = l`(t) = ν(t). (38)
The solution of the PDE (36) and the strong solution
properties can be determined as in Section 4.1. Similarly
the stability analysis of Section 4.2 carries over to ver-
ify the exponential convergence of the observer error dy-
namics (33) with (37), (38) to the zero state. The stabil-
ity of the combined observer and feedback control struc-
ture follows by making use of the separation principle
in view of the cascaded structure (Frihauf and Krstic,
2011; Meurer, 2013).
5 Simulations results
Simulation results are presented for the proposed trajec-
tory planning and tracking control scheme for the for-
mation control of a multi-agent system.
5.1 Relocating formation profiles
By construction formation profiles (9) are typically ar-
ranged around some centre point in the (x1, x2)-plane,
mostly about the origin. To achieve a relocation of the
profile an exogenous system can be added, e.g., in terms
of the heat equation
∂txe(z, t) = a∂
2
zxe(z, t) ,
∂txe(0, t) = w0(t), ∂txe(`, t) = w`(t) ,
xe(z, t0) = xe,0(z).
(39)
In view of the trajectory planning results from Section
3 it can be in a straightforward way deduced that fi-
nite time transition between steady state solutions of
(39) can be realized by interpreting the boundary values
w0(t) = w
∗
0(t) and w`(t) = w
∗
` (t) as feedforward con-
trols and suitably assigning their temporal path, e.g., by
exploiting again the flatness property of (39). Note that
these steady states are given in the form x¯e(z) = p0+p1z
with p0 = x¯e(0) and p1 = (x¯e(`) − x¯e(0))/` with the
value x¯e(0), x¯e(`) being freely assigned.
Remark 13 Similar to the multi-agent system model
(2) with c(z, t) enabling the information propagation
adding the exogenous system (39) allows for a decen-
tralised distribution of the relocation profile. For this,
the state of any agent at z ∈ [0, `] is described in terms
of three states, i.e., [x, c, xe](z, t), or six states, i.e.,
[x1, c1, x1e, x
2, c2, x2e](z, t), respectively, when taking into
account the planar motion in the (x1, x2)-domain.
With (39) manipulated only by means of the feedforward
controls w0(t) and w`(t) providing the open-loop state
evolution xe(z, t) the tracking error fulfils
e(z, t) = x(z, t)− x∗(z, t)
= x(z, t) + xe(z, t)− (x∗(z, t) + xe(z, t))
= xs(z, t)− x∗s(z, t).
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As a result, the feedback control and the observer de-
sign without any modification apply in the relocation
setting. Hence, subsequently no distinction is made be-
tween x(z, t) and xs(z, t). The resulting control-loop is
shown in the block diagram in Fig. 3.
Traj. planning
feedforw. control
Relocation
Observer-based state feedback
Multi-agent continuum model
Σκ∗ (20)
Σw∗ (41)
Σ∞ (2) Σˆo (33)
Σˆ∞ (34)Σˆc (25)
κ∗
w∗
u o
∆u
Fig. 3. Block diagram of the tracking control scheme
with profile relocation. Herein the abbreviations
w∗(t) = [w∗0(t), w
∗
` (t)], κ
∗(t) = [(κ∗0(t))
T , (κ∗` (t))
T ]T and
∆u(t) = [∆u0(t),∆u`]
T are used.
5.2 Communication topology
The transfer from the continuum description to the dis-
crete formulation is obtained by using a finite difference
discretization for the arising PDE models (2), (32) and
(39). For the x- and c-dynamics (and similarly for the xe-
or xs-dynamics) this results in the formulation (1) tak-
ing into account Proposition 2 and its proof. This refers
to either time-scaling for fixed value of ` or vice versa.
Subsequently, the latter is chosen by keeping t unscaled
and setting ` = N given N + 1 agents so that ∆z = 1.
For this choice the reader is also referred to Remark 15.
The observer (32) requires at least the availability of
the values x(z, t) at z ∈ {0, `} and ∂zx(z, t) at z = `.
Since the observer state is in the considered setting only
used to evaluate the feedback controller ∆u`(t) defined
in (25b) it is reasonable to evaluate the discretized ob-
server equations at the node z = `. Alternatively, a dis-
tributed evaluation is possible provided that any node
has access to the boundary values. The arising integral
in (25b) is approximated using the Simpson’s rule.
5.3 Simulation studies
Two transitions are performed in each of the three sim-
ulation scenarios for N + 1 = 11 agents (` = 10) illus-
trated in Fig. 4. In all studies (a)-(c) the agents start
with the same line formation at t = 0 and then move to
a circular formation. During the second transition the
deployments change from a circle to a gull-like shape.
Table 2
Desired steady state transition parameters to be taken at
time instances t = τ1 and t = τ2.
x1(z, t) x2(z, t)
t: 0 τ1 τ2 0 τ1 τ2
x¯∗0: −1 1 −1 0 0 1
x¯∗` : 1 1 1 0 0 1
c¯∗: 0 (2pi/`)2 −(7/`)2 0 (2pi/`)2 (2pi/`)2
x¯∗e : 0 0 1 0 0 0
Note that the line formation is stable by design while
the circular formation is open-loop unstable for both co-
ordinates. For the gull-like formation the x2-coordinate
remains open-loop unstable but the coefficient c1(z, t)
in the PDE governing x1(z, t) becomes negative, i.e., it
changes from an open-loop unstable to a stable forma-
tion profile in x1(z, t). In Fig. 4(c) the formation addi-
tionally moves to the virtual centre (1, 0) using the relo-
cation approach proposed in Section 5.1. Each of the two
transitions lasts 50 s and the entire simulation time is set
to 120 s. The diffusion coefficient in (2) is set to ai = 1
for all scenarios. These differ in their problem setup:
• Fig. 4(a) shows the transitions obtained with the
2DOF controller with ci(z, t) = c∗i(t) directly as-
signed as a Gevrey function, equivalently to (18) with
steady state data according to Tab. 2. The position
data for the evaluation of (25b) is estimated by the
developed state observer.
• The scenario in Fig. 4(b) is identical to the previ-
ous study but implements the PDE (2b) for the dis-
tributed computation of the reaction coefficient c(z, t)
by imposing di(z, t) = 0, bi = (N + 1)/2 = 11/2 and
vi0(t) = v
∗i
0 (t), v
i
`(t) = v
∗i
` (t) according to the second
elements of the vectors in (20). Note that bi > ai is
chosen to obtain a faster convergence of ci(z, t) com-
pared to xi(z, t).
• In Fig. 4(c) additionally the information of the centre
point is propagated in a decentralized way through the
agent topology by means of the relocation procedure
using (39) for w0(t), w`(t) designed as feedforward
terms following the procedure of Section 3.
The corresponding steady state parameters can be stud-
ied from Tab. 2. Controller and observer gains are as-
signed as µ(t) = 0.5 and ν(t) = 0.6, respectively, for
both coordinates. To test the robustness of the approach
towards the real-time application in Section 6 the fol-
lowing deviations from the nominal case are introduced
into any simulation scenario:
• First, the sample time of the boundary control inputs
and the observer is set to tos = 10 ms, while the update
interval of the exogenous system (39) and the subsys-
tem for c(z, t) is specified as tes = 20 ms.• Second, the propagation of information of the ex-
ogenous system (39) and the c(z, t)-subsystem re-
quire (wireless) communication messages between
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(a) Observer-based 2DOF control with
c(z, t) assigned explicitly.
(b) Observer-based 2DOF control with
c(z, t) as in (2) but computed in a dis-
tributed fashion by PDE (2b).
(c) Previous scenario (b) but with relo-
cation of final formation center to vir-
tual centre (1, 0).
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(d) L2-norm of tracking error in (a).
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(e) L2-norm of tracking error in (b).
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(f) L2-norm of tracking error in (c).
Fig. 4. Consecutive finite time transitions of N + 1 = 11 agents from a line formation to an intermediate circle and to a final
gull-like formation. The symbols ◦ and × refer to the leader agents at z = 0 and z = ` while • denote follower agents. Black
lines indicate the initial and the reached final formation, green dashed lines illustrate desired intermediate formation profiles.
Top row: spatial-temporal transition paths from the overlay of x1(z, t) and x2(z, t); bottom row: tracking errors with ‖e1‖L2(t)
in blue and ‖e2‖L2(t) in red (dashed).
the agents. For the simulations information drop-outs
are induced to model the loss of messages. The con-
sequences of these drop-outs are randomly lagging
values of c(z, t) and xe(z, t) for the followers.
• Third, the multi-agent system does not start in its
intended line formation but a random initial control
and observation error is induced. The error is lim-
ited to ±5 % of the formation amplitude, e.g., here
|x˜(z, t)| ≤ 0.05 given the circle radius is 1.
Under these circumstances the performance of the con-
trol concept can be evaluated by studying Figs. 4(d)-4(f)
which show the L2-norm of the tracking errors e1(z, t)
and e2(z, t) for the three simulation scenarios. Despite
the imposed errors the 2DOF control concept is in any
studied case capable of realizing stable transitions be-
tween the different formations profiles. The introduction
of the c-subsystem (2b), (2d) to distribute parameter
information involving simulated information drop-outs
and the relocation of the centre point from (0, 0) to (1, 0)
as expected yield slightly larger tracking errors during
transient behavior.
6 Experimental results
Experimental results are presented from a laboratory
test rig at the Chair of Control, Kiel University. To the
best knowledge of the authors this represents the first
real-time implementation of the backstepping method-
ology based on parabolic PDEs for the formation control
of multi-agent systems using continuum models.
6.1 Multi robot test rig
Basically the multi-agent system is built upon small
caterpillar robots which are shown Fig. 5, where in ad-
dition the basic features of the used robot are listed to
give an impression of the available computational power
and memory capacity. The real-time implementation of
the 2DOF control concept introduced in Sections 3 and
4 demands to access the position of each robot agent
in the two dimensional plane either by measurement
or by using the state observer. To address this a suit-
able hard- and software environment has been set up to
perform controlled transitions between different forma-
tions including their relocation. The used environment
is schematically illustrated in Fig. 6 and basically con-
sists of the four main subsystems:
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Type Features
Processor ARM Cortex-M4F 120MHz
RAM 2× 64kB
Flash 512kB
Communication USB, nRF24, Bluetooth
Motors 2 DC motors with 75 : 1 gearbox
Periphery
6 axis IMU, 2 LEDs, Buzzer,
Magentic quadrature encoders,
IR sensors, Arduino header, etc.
Dimensions approx. 10cm × 10cm × 4cm
Fig. 5. The agent: a wheeled caterpillar robot (Styger, 2016).
(1) Ceiling-mounted camera or a camera system for op-
tical position detection.
(2) Computer for OpenCV application (Bradski, 2000).
(3) Development board with a radio module.
(4) Caterpillar robots equipped with AruCo codes
(Garrido-Jurado et al., 2014).
Fig. 6. Basic scheme of the mobile robot test rig.
In the test environment a ceiling-mounted camera is used
for global position measurement and subsequently emu-
lates the induced communication topology of the multi-
agent system. For this, a work station runs an image pro-
cessing application which uses OpenCV and includes the
so-called AruCo library. The latter is used to detect the
individual AruCo codes, which are fixed on top of each
agent (Garrido-Jurado et al., 2014). The image data is
processed and is sent via a serial interface to an elec-
tronic development board, which is equipped with a ra-
dio module. The electronic board runs a software which
broadcasts messages with the position information of all
agents via radio to the caterpillar robots. The caterpillar
robots, serving as agents, are equipped with two DC mo-
tors and a radio module. From the broadcast each robot
only extracts its specific position information according
to the underlying communication topology, which is in-
duced by the input protocol (1a).
Remark 14 It should be emphasised that the used
caterpillar robot represents a non-holonomic system. Its
kinematic model has the form x˙1r(t) = vr(t) cos(φr(t)),
x˙2r(t) = vr(t) sin(φr(t)), φ˙r(t) = ωr(t) with vr(t) the
translational velocity and ωr(t) the angular velocity
defining the robot orientation φr(t) in the 2D plane.
Obviously the model has to satisfy the non-holonomic
constraint x˙2r(t) cos(φr(t)) = x˙
1
r(t) sin(φr(t)). This be-
haviour, induced by the robot kinematics, somewhat
counteracts the modeling assumptions, where the agents
are in principle represented as ideal mass points. More-
over, it provides a significant challenge for the developed
2DOF controllers to compensate this difference hence
imposing a benchmark for robustness analysis.
6.2 Test scenario
The experimental results for N + 1 = 11 robots are
based on the follower protocol (1a) and the leader proto-
col (1c) imposed by the discretization described in Sec-
tion 5.2. The time-variant reaction term cij(t), i = 1, 2,
j = 0, 1, . . . , 10 is for ease of implementation configured
off-line for each agent. The synchronisation of the tem-
poral evolution of the parameter for all agents is reached
through a trigger signal, which is broadcasted via radio.
The implementation of the leader protocol involves the
2DOF controller consisting of the flatness-based feedfor-
ward term (20) and a measurement-based backstepping
controller according to (25a), (25b), respectively.
Remark 15 In the numerical simulations it is possible
to fix ` and to adjust N so that the discretization step-
size ∆z = `/N in principle becomes arbitrarily small for
N  1. For a numerically stable integration of the result-
ing ODEs this necessitates to choose a sufficiently small
time step ∆t for numerical stability. This is no longer
possible at the experimental setup since the time step is
imposed by the minimal sampling time, which depends
on the used sensor, actuation, communication, and pro-
cessing devices involved in the control loop. To address
this, ` = N is chosen both in the simulation and the ex-
perimental results. Note that this choice is in line with
exposition in Proposition 2.
The obtained experimental results are shown in Fig. 8(a)
for the twofold transition: first from the initial line con-
figuration passing through the point (−150, 0) cm to an
intermediate half circle formation of radius R = 150 cm
within the time interval t ∈ [0, τ ] and secondly to a de-
sired circle formation of radius R within the time inter-
val t ∈ (τ, 2τ ] (see also Fig. 7). Herein, the feedforward
term and the integral kernel (24) are computed off-line
and are implemented using linear interpolation. The pa-
rameter setting for the experiment is listed in Tab. 3. In
view of the parameter values and the ansatz (10) the de-
sired steady state solutions for t = 2τ can be written as
x¯1,∗(z) = −R cos(ωz), x¯2,∗(z) = −R sin(ωz)
with ω = 2pi/(`+ 1). Differing from the simulation
studies before the spatial period ω of the sin- and cos-
functions is reduced from 2pi/` to 2pi/(`+1) and the val-
ues for x¯i,∗0 , x¯
i,∗
` , i = 1, 2 are shifted appropriately. Since
no explicit collision avoidance algorithm is used during
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Table 3
Parameters for the test scenario with a = 0.5, ` = 10 and
τ = 80 s. Geometric values are given in cm.
t 0 τ 2τ
Coord. 1:
x¯∗0 150 0 −150
x¯∗` 150 0 −150 cos(2pi`/(`+ 1))
c¯∗ 0 a(pi/`)2 a(2pi/(`+ 1))2
Coord. 2:
x¯∗0 −150 −150 0
x¯∗` 150 150 −150 sin(2pi`/(`+ 1))
c¯∗ 0 a(pi/`)2 a(2pi/(`+ 1))2
the transitions this choice of ω implies that the leader
nodes z = {0, `} are separated (for ω = 2pi/` in both
leaders will be located at the same point in the circular
formation). For comparison reasons and to illustrate the
performance of the 2DOF control concept in Fig. 8(b)
experimental results are provided for the combination of
the flatness-based feedforward control with proportional
error control at the leader agents in the form (25a), i.e.,
∆u0(t) = −µ(t)e(0, t) and ∆u`(t) = −µ(t)e(`, t) with
µ(t) = 0.15. The mean distance error
r˜m(t) =
1
N + 1
N∑
j=0
r˜i(t) (40)
with (r˜i(t))
2 = (x1j (t)− x∗,1j (t))2 + (x2j (t)− x∗,2j (t))2.
between desired and measured position values is shown
in Fig. 8(c) and Fig. 8(d). Analysing the results of Fig. 8
clearly reveals that the 2DOF controller including the
backstepping-based error feedback is able to stabilise
the transitions while the simple proportional error feed-
back fails and the desired formation falls apart.
7 Conclusion
Based on a continuum model in terms of coupled PDEs
a 2DOF control concept is developed for the deploy-
ment of multi-agent systems into desired formation
profiles. Diffusion-reaction equations are set up to gov-
ern the spatial-temporal agent dynamics in the plane
and simultaneously enabling us to also distribute (de-
centralized) parameter information. Based on the PDE
model flatness-based trajectory planning is addressed
and combined with backstepping-based state feedback
control to achieve the stable tracking of desired spatial-
temporal profiles. For the required state estimation a
backstepping-based Luenberger observer is designed
and integrated into the closed-loop control. With this,
finite time transitions between desired formation pro-
files, which are determined as possibly unstable steady
state solutions of the governing PDEs, can be realized.
Due to inclusion of time variant parameters this includes
the connection between different families of steady
states. The distribution and propagation of parameter
values between the agents is directly incorporated into
the setting in terms of a feedforward control approach.
Furthermore the incorporation of an exogenous system
enables us to achieve the spatial relocation of the for-
mation. The transfer of the determined controller and
estimation algorithms to the finite-dimensional discrete
multi-agent network is achieved using finite difference
discretization. Depending on the PDE model this may
even result in a decentralised implementation and di-
rectly imposes the necessary chain-like communication
topology. Simulations studies show the tracking per-
formance and the robustness of the concept even in
view of rather challenging deviations from the expected
behaviour. These findings are confirmed also in first
experimental results conducted with a small swarm of
caterpillar robots. By means of the developed 2DOF
control concept transitions between different and also
unstable (with respect to the considered PDEs) for-
mation profiles are achieved. To the best knowledge of
the authors the presented results are the first real-time
implementation of the backstepping methodology for
parabolic PDEs and the use of controllers based on
continuum models for multi-agent systems.
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