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(Received November 2, 1970) 
1. INTRODUCTION 
1,1. Denote by J the closed interval [—1, 1]. Let a > — 1, fi > —1 and let u(x) 
be a real function integrable and bounded on J. (The integrals in this paper are 
those of Lebesgue.) 
Put 
(1,1a) J(x) = (l - x)*(l + xY 
and 
(1,1b) Q(x) = J(x) e«x). 
Let for n = 0, 1,2,... 
(1,1c) QJL*)~i*im)*~k 
k = 0 
with 
(l,ld) a(0
n) > 0 
be the orthonoimal polynomial associated with the function Q(x) on the interval 7, 
i.e. 
(Ue) [Qm(x)Qn(x)Q(x)dx = 5mtn. 
Here 
m * n => 8mtn = 0 , 8mtm = 1 . 
The function Q(x) is called the weight of the polynomials Qn(x). 
By a well-known theorem there exists for every n one and only one polynomial 
Qn(x) satisfying (l,le) and (l,ld). (See [5] p. 66.) 
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1.2. Let 
(1,2a) J„(x) = £ bl"V-* 
*=-0 
where b0
w) > 0 be the orthonormal polynomial associated with the function J(x) 
defined by (1,1a) on the interval I. 
Jn(x) is a special case of the polynomial Qn(x) for u(x) = 0. Jn(x) is the normalized 
Jacobi's polynomial. (See [1] p. 42.) 
Therefore the polynomials Qn(x) represent a generalization of the Jacobi's poly-
nomials. 
1.3. This paper is the first part of a treatise dealing with the above defined genera-
lized Jacobi's polynomials Qn(x). 
The main object of this paper is to establish the differential equation (4,2b) for 
a certain class of the polynomials Qn(x). This equation is a very useful tool for solving 
many problems connected with the polynomials in question. 
J. KOROUS has derived a differential equation for a more general class of poly-
nomials. His equation, however, is non-homogeneous. (See [2], [3], [4].) 
For a class of the polynomials Qn(x) we derive the inequality (2,9b) which is an 
extension of the well-known inequality for Jacobi's polynomials. 
We shall also establish a relation between Qn(x) and <?n(x). (See Section 3,4.) 
2. SOME PROPERTIES OF THE POLYNOMIALS Qn(x) 
2.1. Throughout this paper the following notation is used: 
1. n ^ 0 is an integer. 
2. {P} is the degree of the polynomial P(x). 
{P} = -co , if P(x) = 0 , 
P(x) = n„ if {P} ^ n. 
3. / i s the closed interval [— 1, 1]. 
4. ct (i = 1,2,...) are positive constants independent of x e J and of n. 
c((x) (i = 1, 2,...) is a function of x e I and n such that |c4(x)| < c,. 
The numbering of cf a ct(x) is independent for every section. 
r 
2.2. If P(x) = Y, akxk> ar * 0, then by a well-known theorem 
* = o 





(See [5] p. 73.) 
Hence 
(2,2c) n > r => f P(x) Qn(x) Q(x) dx = 0 
and 
(2,2d) fp (x )Q, (x )Q(x)dx=^ , 
J/ ao 
where a0
r) > 0 is defined by (1,1c). 
2.3. Let 
fl(»-D 
(2,3a) g0 = 0, n > 0 = > g n = - ^ r . ao 
By (2,2d) for n > 0 
(2,3b) 4„ = f x Qn(x) en_ ,(x) G(x) dx 
and 
(2,3c) nq;1 = f Qn(x) e„-i(x) Q(x) dx . 
Hence for n = 1, 2, . . . 
(2,3d) 0 < <zn < 1. 
Proof. From (2,3b) we see at once 
9n < J |Q„(*) Q„-i(*)| Qto dx =><-»<[ <£(*) Q(*) dx f Qn
2-i(x) Q(x) dx - 1. 
2.4. The equation 
(2,4a) qn+1 Qn+1(x) + (jn - x) Qn(x) + gn Q ^ x ) = 0 , 
where 
(2,4b) j„ = f x C2(x) Q(x) dx => |/J < 1 
is the well-known recurrence formula for orthonormal polynomials. (See [5] p. 77.) 
2.5. For x * t 
(2,5a) & ( * . * ) - ! Q*(*)Q*W-
*=-o 
= (x - r)"1 ̂ [ o ^ x ) Q9(t) - &(.-) Q,+1(0] • 
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Similarly for the polynomials Jn(x) defined by (l;2a) 
(2,5b) Jjp, 0 = 1 Jk(x) Jk(t) -= (x - t)-
1 «i:+1[J,+1(*) Jn(t) - Jn(x) Jn+1(t)] , 
k = 0 
holds where x =j= t and 
(2,5c) , : + 1 - ^ 
fc(ow+1) 
(2,5a) is the Christoffel's formula. (See [5] p. 79.) 
Applying (2,2b) we can write the formula (2,2a) in the form 
(2,5d) P(x) = [p(t)Qr(x,t)Q(i)At 
or 
(2,5e) P(x) = J P(i) Jr(x, t) J(t) dt. 
2,6. We introduce the following sets of functions: 
Let fx(t) be a real function of t which depends on the parameter xel and is defined 
for all t e [— 1, 1] with the possible exception t = x. The functions fx(t) exist for 
every value of x e I. Put 
(2,6a) y = min (a, j8) . 
gy denotes the set of the functions fx(t) such that for y ^ — \ 
(2,6b) fx(t) B S r o | ( l - t
2)-1'2 \fx(t)\ dt -- ct(x) . 
Here 
(2,6c) f (1 - t*)-1'2 \fx(t)\ dt = lim f (1 - t>)-
1/2 \fx(t)\ *< + 
+ lim f(l-r2)-1/2|AW|dt. 
y-+*+Jy 
The integrals in (2,6c) are those of Lebesgue. 
If y < —\, then fjt) e %Y if and only if there exists a constant c > 0 independent 
of x e I and t e J such that 
(2,6d) 1/̂ )1 < c. 
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The inequality (2,6d) implies 
(2,6s) iinT|L(f)|<c 
t-*x 
for every xel. 
Remark. It is easily seen that q>(t) e 5y for y ^ - £ , if j t (1 - t
2)~if2 \<p(t)\ At < 
< + oo for we may write fjt) = cp(t) for every xel. 
Similarly <p(t) e $y for y < —\, if <p(f) is bounded on L 
Clearly, if yt < - \ and y2 ^ ~ i , then gyi c gy2. 
2.7. Let <p(f) be a real function defined on I. Then we shall use the following nota-
tion 
(2,7a) Axcp(t) = (x - *)-'[>(*) - <K')] • 
It is easily seen that Axcp(t) e gy => <p(f) e gy. 
2.8. In the notation of Sections 1,2 and 2,1, 
(2,8a) ? = min (a, /?) = - * => ^((1 - x
2) J2(x)) Jn(x) = c,(x) . 
Proof. See e.g. [2] p. 9. In this paper (2,8a) is proved for y > % but a slight modi-
fication of the proof establishes (2,8a) also for y = — \. 
2.9. Let in the notation of Sections 2,7 and 2,6 
(2,9a) y = - \ and Axu(t) e gy. 
Then 
(2,9b) ^ ( N x ^ ^ ^ H ^ ) . 
Proof. We shall use a method of J. Korous. (See [2] p. 9.) Applying (2,5e) we 
deduce that 
(1) Q„(x) = anJn(x) + R„(x). 
Here 
<*„ = (Qn(t)J„(t)J(t)dt. 





Jn-i(x,t) = 1tm.t 
with respect to f, 
(3) 
K(x) = f Q„(t) J„-t(x, 0 J(t)d. = f Qn(t) Jn-,(x, i) [J(t) - *-"<*> e(0] dr. 
Applying (2,5b) we obtain for the integrated function Ln(t, x) in the second integral 
in (3) 
(4) \Ln(t, x)\ < qt\Qn(t)\ \x - t\~
l |1 - exp [«(0 - «(*)]|. 
.{\Jn(x)J„-1(t)\ + \Jn-l(x)J„(t)\}j(t). 
It is easily seen that 
(5) |1 - exp [«(0 - «(x)]| < c2\x - t\ Ax«(0 . 
Let 
(6) S = sup.y((l-x
2)J2(x))|QB(x)| 
XGl 
and x0 e I a point in which the above function assumes the value s. 
Further let 8 > 0 and 
(7) I0 = (x0 ~ 5 , x0 + 8)nl. 
Since u(x) is bounded in J (see Section 1,1) AXou(t) is bounded on the interval J — J0. 
Making use of (4), (5), (2,8a) and (2,3d) we deduce that 
(8) 1V((1 - xl) J\x0)) f | I4 , x0)| dt<cA |e,,(0| {\Jn.t(t)\ + 
J/-/0 J / 
+\Jnm j(t) d.<c4 [£o,
2(0e--('> Q(t)dtJ2 {J w-i(o+mi m d '}1 /2 < '* • 
Further, (3), (4), (5), (2,8a), (2,9a) and (2,6b) yield 
(9) iy((l - xl) J\x0)) f |L„(r, x0)| dt < c6s f (1 - t
2)-112 M 0 | d» 
J/o J/o 
if we choose 5 in (7) sufficiently small. 
It follows from (8) and (9) that 





(1), (2), (10) and (2,8a) yield 
s = y((l - xl) J\x0)) \QH(x0)\ < {\an\\Jn(x0f+ 
+ KM}t/((l-xS)J2(x0))<c8 + i . 
Hence 
(11) s < c9 . 
As for x e I 
Q(x) = e«x>J(x)£c10J(x)9 
(2,9b) follows from (11). 
3. LEMMAS 
3.1. We shall use the following notat ion: 
If q>(t) is integrable on 7, then for m = 0, 1, ..., n = 0, 1 , . . . 
(3,1a) ImMt)li = i <P(t) Qm(t) Qn(i) Q(t) dt. 
Remark, t on the left-hand side of (3,1a) indicates that the integration variable is t. 
3.2. Let in the notation of Section 2,6 
(3,2a) fx(t)e%y. 
Then for m ^ n 
(3,2b) IM,B[L(0] = Ci(x). 
Remark 1. The integral (3,2b) is meant in the sense of (2,6e). 
Remark 2. If q>(t) does not depend on x we put 
fx(t) = q>(t)9 
so that 
(3̂ 2C) |'m,n[<H')]| < *1 
provided that <p(t) e g r 




KM)]\ < -3J(- - <T1/2 ILWIdt < c4 
in virtue of (2,6b). 
2. If y < -i, we have by (2,6d) and (2,6a) 
IIm,„[L(t)]| < c5 f |Qm(t) Qn(t)\ Q(t) dt < 
< c6 r f Ql(t) Q(t) dt f <2
2(f) Q(*) dfT / a = c6 . 
3,3. Let *l/(t) be integrable in I. We put 
(3,3a) A(x, #) = q;l( *(*) Q„(i) Q„_ .(x, t) Q(t) dt, 
where Qn-i(x, t) is defined by (2,5a). 
Further put 
(3,3b) A.(t) = 1 , X2(t) = t, X3(t) = 1 - t
2 , 
Ut) = *i(0 <Kt) (' = 1, 2, 3) . 
Let 
(3,3c) A-^(*)eg,. 
Then for i = 1, 2, 3 
(3,3d) _l(x, *,) = {af(x) + J - , ,^ ) A^(i)]} e„- i(x) + 
+ {/?f(x) - I^-Mt) A^(t)]} 6„(x) . 
Here 
(3,3e) a.(x) = jS^x) = j82(x) = 0 , 
a2(x) = <p(x) , a3(x) = - ( x + jn) <p(x) , j?3(x) = qn <p(x) , 
where j„ is defined by (2,4b). 
Further 
(3,3f) A(x, *,) = c.(x) C._.(x) + c2(x) 6-(*) • 
Proof. 1. The existence of the integrals on the right-hand side of (3,3d) is made 
evident by (3,2b). Further, (3,3d) and (3,2b) verify (3,3f) provided that (3,3a) is true. 
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2. Since 
Q»-x(x, t) = nn^.1 with respect to the variable t we have for 
i/>(0 = i , r ( 0 = <K0-<K*)> t**(t) = x-t 
the equations N 
(1) A(x9f) = 09 A(x9<p) = A(x9i/,*) 
and in virtue of (2,5a), 
(2) A(x,^*) = - & _ • ( * ) . 
3. As a consequence of (2,5a), (1) yields 
(3) Afa) = A(x, q>) = /B>B[A^(t)] e„-i(*) - /B,B-i[A^(0] Q„(x) . 
4. Since 
<A2(0 = 2̂ W + ( ' -*) <K*) + 4>(0 - ?(*)] 
we deduce from (1) and (2) that (3,3e) holds also for i = 2. 
5. It can be easily seen that 
(4) <A3(0 = *3(*) + (1 - *
2) [9(0 - *(*)] + (x2 - r2) <?(*). 
Hence, if we put <pt(t) = f, <p2(f) = x + t then owing to (1), 
A(x9 </t3) = /«,«[A3(0 4rf>(0] A.-i(x) -
- WiL^CO A ^ ( 0 ] &(*) + [/„-i[^i(0] &(*) - J „ [ > 2 ( 0 ] e - iW] <?(*). 
From this equation (3,3e) follows for f = 3 by applying (2,3b) and (2,4b). 
3,4. Let 
(3,4a) A,M '(0eSy and A [ A y (0} e gy. 
For v = 0, 1, ..., n 
(3,4b) y v = -/..,[*,(.*) «'( ')]. 
where A3(f) is defined by (3,3b). 
(3,4c) [1 + e^x)]-1 = 1 + (2n)"I{a + j8 + 1 + (jn + x) u'(x) _ 
- In,„[X3(t) Axu'(t)]} , 
where j„ is defined by (2,4b). 
(3,4d) d„(x) = i [ l + eB(x)] {x - j„ - (2«)
_1 [(« + )? + 2)j„ + 
+ a - 0 + y„ - 2q2„ u'(x) + 2q„ /».»-1p3(l) Axu'(tJ]} . 
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Then 
(3,4e) qn G,-,(x) = (2«)"
1 [1 + en(x)] (1 - *
2) QH(x) + d„(x) Q„(x), 
(3,4f) ' ej^^n-'c^x), 
(3,4g) dH(x) = c2(x), 
(3,4h) etfx) - n-1 c3(x) . 
Proof. 1. The existence of integrals on the right-hand sides of (3,4b), (3,4c) and 
(3,4d) as well as the existence of 
• ^ - 7 . ^ ( 0 4r«'(0] 
dx 
is a consequence of (3,4a) and (3,2b). Since by (3,4a) u"(x) e %v en(x) exists in the 
interval I. 
(3,4f), (3,4g) and (3,4h) follow then from (3,2b). 
2. It is easily seen that 
Un(x) - (1 - x
2) Qn(x) + nx Qn(x) = nn . 
Hence by (2,2a) 
0) Un(x) = £avQv(x), 
v=-0 
where by (2,2b) 
(2) av =- f [(1 - t
2) Qn(t) + nt Qn(ij] Qv(t) Q(t) dt. 
Integrating by parts we obtain 
(3) «v = - J V - t2) Qn(t) 6,(0 Q(t) dt + /BV|>4(.)], 
where 
^4(0 - (a - P) + (a + /} + 2 + n)t - (1 - t
2)u'(t). 
3. (3) enables us to establish the following results: 
(4) v < n - 1 =-> a, = yv, 
where yv is defined by (3,4b). 
Adding (2) to (3) for v =- n we obtain 
(5) «„ - *[(« + J8 + 2n + 2);,, + a - 0 + 7 | | ] . 
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Since 
* 2 e;.i(x) = (n - 1) x Q^^x) + w^t , 
(3) yields 
(6) a^! = (2n + a + 0 + 1) ^B + y--. . 
4. By means of (2,5d) we obtain 
(7) (1 - x2) Q'n(x) = <x.__ Qn.t(x) + (a„ - nx) Q„(x) - g„/l[x, A3«'] . 
(3,4e) is a consequence of (7), (5), (6) and (3,3d). 
3.5. Provided that (3,4a) holds, 
(3,5a) I f (1 - x2)2 Q'2(x) Q(x) dx < c,n2 . 
\Ji 
Proof. (3,5a) is a consequence of (3,4e). 
3.6. The following equation holds: 
(3,6a) Kn = qH f (x + <) e„(<) 6„_ .(<) Q(t) d< = nx + s<">. 
Here $<"> is the sum of the zeros of the polynomial Qn(x). Since all these zeros are 
contained in the interval (—1,1), it is 
(3,6b) |s<">| < n . 
Proof. 1. 
(1) x 2 g„(x) = nx[a^xn + fl^x""1] -
- afx" + ;.„_. = nx[QH(x) + ;r„_2] + 
+ sffa^x" + ;.„_,] = nx S„(x) + Tt... + 
+ siB)[e»(x) + Tt-.J = [nx + s f ] G„(x) + *„_. . 
2. Making use of (2,4a) and (1) we deduce that 
KH - f (x + <) e;(<) [(< - ;•„) e„(<) - qn+1 e» + i(0] e(0 d< = 
= nx + f {[n< + s<">] &,(<) - jnt QH(t)} QH(t) Q(t) d< = 
= П(X + j„) + S(!"> - Пjн = ПX + S? 00 
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3,7. Let 
(3.7a) ^ A^'WeS-. 
Then 
(3,7b) L„ = <-„ £(1 - t2) Axu'(t) Q'n(t) fi...(0 g(0 d. = „ c,(*) . 
Proof.• 1. Let y ^ - f Then in virtue of (3,4e), (3,4f) and (3,4g), 
l(i-*2)e;(x)|<clB[|a,.1(x)| + |fll(x)|]. 
Hence by (2,9b) 
(1) (1 " *2) IfiiWI V[6W] < c2n(l - x
2yl>* . 
From (3,2b) and (1) it follows that 
|L„| < c3» J (1 - t
2)-1'2 \Axu'(t)\ dt < c*n . 
2. Let y < - i . Then in virtue of (3,5a) and of (2,6d), 
W < c5 [ [ a - t
2)2 Q;2(0 e(0 d< f G2-I(O G(0 dtj/2< c6n . 
3,8. Le< 
(3,8a) A,«'(06 8y and (1 - t
2) - Axu'(t) e $v. 
For ffte safce of brevity, put 
(3,8b) 9>.(0 = Q-'(<) £ [(1 ~ t2) Ax«'(0 fi(0] = 
- 0 - *2) | A*"'(0 - [(« + /* + 2) t + a - /? + (1 - t2) M'(0] A,«'(0 
Then in the notation (3,7b) 
(3,8c) B(x) = f (1 - t2) u'(t) Qn(t) &,_ .(*, 0 6(0 d* = (1 - x
2) «'(*) G#t) -
- {« «'(*) + iJBiJ>i(0]} *. G.-i(*) + {[nx + s<">] «'(*) - L„} &,(*) . 
Here s^ is defined in Section 3,6. 
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Proof. 1. As a consequence of (3,8a) there exists u"(x) in the interval I. 
Therefore u'(x) is continuous on J and consequently 
(1) u'(t)Axu'(t)e$y. 
By (1) combined with (3,2b) the existence of IHtU[q>l(t)] is made evident. 
2. Clearly 
(2) (1 - t2) u'(t) = (1 - x2) «'(x) + (x2 - t2) u'(x) + 
+ (1 - t2) [«'(0 - u'(x)] . 
Making use of (2,5a), (3,6a) and (3,7b) we may write 
B(x) = (1 - x2) «'(x) Qn(x) + lKn u'(x) - Ln] Qn(x) -
- Qn Qn- l(x) f [* «'(*) - (1 - t2) Ax«'(0] QnW G#) fi(0 <-' . 
Integrating by parts, we deduce that the last integral is equal to 
(3) nx u(x) + iInJi<Pi(t)] . 
(3) and (3,6a) complete the proof. 
4. THE DIFFERENTIAL EQUATION OF THE POLYNOMIAL Qn(x) 




f(t)\ e gy a«d u'"(x) exists in the interval [ - 1 , 1], then 
(4,1b) f [A-"'^)]**,. 
OX 
Proof. 1. Clearly 
A^ , 2(0 = [« ' (0+ «'(*)] A M 0 e 8 y 
as u'(t) is continuous on I in virtue of the existence of u"(x). 
2. It is easily seen that 
(1) L [Axu'
2(t)] = «"(x) A,«'(0 + [«'(0 + u'(x)] f [Ax«'(0] • 
ox ox 
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There exists ( between x and t such that 
A,ti'(0 = «"(£)• 
In virtue of the existence of uf"(x), the function w"(x) is continuous on / and 
consequently 
(2) |AJtu'(0|<c1->A,ii'(06 8T-
From (1) and (2) it follows that (4,1b) is true. 
4,2. Let 
(4,2a) (l-t2)Axu"(t), (l-t
2)^Axu'(t) and Axu'(t) 
ot 
be elements of gy. 
Then 
(4,2b) QT\X) ± [(i - x2) e;(x) e(x)] + (1 - x2) bn(x) e;(x) + 
ax 
+ pB
2 + a„(x)]e„(x) = 0. 
Here 
(4,2c) X„ = ^(n + a + p + l)] , 
(4,2d) an(x) = n c.(x) , 
(4,2e) 6„(x) = n"1 c2(x) . 
I/(4,2a) is true and, moreover, the functions 
(4,2f) (i-t
2)£[Ay(ty], ( i - i -)JL[V ' (0] . £AX«'(0 
are elements of gy, then fc^(x) exfsfs m the interval [^ 1, 1] and 
(4,2g) b'„(x) = n"1 c3(x) . 
Proof. 1. It is easily seen that 
D-M = e_ 1(*)£ [(i - *2) £(*) e « ] - (i - *2) a'(x) e;w + A2 gB(x) = «„... 
By (2,2a) 
(1) ->„(*) = I/*vßv(xY 
И - l 
v = 0 
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Making use of (2,2b) and integrating by parts we obtain 
J8V + J (1 - x
2) u'(x) Q'K(x) Qy(x) Q(x) dx -
- - J a - *2) Q-W a;(x) Q(X) dx = J e„(x) 4(1 - x2) e;(x) e(x)] 
- J (1 - x2) u'(x) Q„(x) e;(x) Q(x) dx . 
Hence 
(2) /?, = J (1 - x2) «'(x) Ql(x) Q(x) d [ | | | ] -
_ _ 2 J (1 - x2) u'(x) Q'„(x) Qv(x) Q(x) dx - J o,„(x) Q,(x) d[(l - x
2) u'(x) Q(x)] . 
For the sake of brevity, put 
Ut) = Q-\t)^m-t2)w(t)Q(t)] = 
at 
- (1 - t2) [u"(t) + u'2(f)] - [(a + p + 2) t + a - /J] u'(t) . 
From (1), (2), (2,5d), (3,3a) and (3,8c) it follows that 
(3) Dn(x)^-q„A(x,^o)-2B(x). 
2. For the sake of brevity, put 
(4) <p2(t) - (1 - t
2) A,[tt'(0 + «'2(0] - [(« + J8 + 2) t + (a - /?)] A,u'(0 
and let <pi(t) be defined by (3,8b). 
Making use of (3,3d) and (3,8c) we obtain from (3) 
(5) Dn(x) - -2(1 - x
2) u'(x) Q'a(x) + 2» u'(x)qn &_.(x) + 
+ q« Qi(x) 6»-i(x) + <?2(x) 6»(x) . 
Here 
(6) Qi(x) = (x + jn) [u"(x) + u'
2(x)] + (a + /? + 2) u'(x) + /„)11[<p1(0 - </>2(0] 
and 
(7) e2(x) = -q
2„[u"(x) + u'2(x)] - 2[nx + s<">] u'(x) + q^-Mt)] + 2Ln, 
where si"' is defined in Section 3,6 and Ln by (3,7a). 
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The existence of the integrals in (6) and (7) is guaranteed by (4,2a) combined With 
(4,1a). 
3. Replacing qn Qn-\(
x) by the right-hand side of (3,4e) we may write (5) in the 
form 
(8) D„(x) = - (1 - x2) [u'(x) + bn(x)-] Q'n(x) - an(x) Qn(x) . 
Here 
(9) bn(x) = - i - [1 + en(x)~] Ql(x) - en(x)u'(x) 
and 
(10) an(x) = -Q2(X) - [In u'(x) + Ql(x)~\ dn(x) . 
4. (4,2d) and (4,2e) may be derived from (6), (7), (8), (9) and (10) by employing 
(3,4f) and (3,4g). 
If (4,2f) is true, then (4,1b) holds and b'n(x) exists. (4,2g) is then deduced similarly 
as (4,2e) if we take (3,4h) into consideration. 
4,3. Sufficient conditions for (4,2a) and (4,2f). 
I. Lety = - £ . 
1. (4,2a) holds, if there exists e > 0 such that 
(4,3a) x e l , teI=> \u"(x) - u"(t)\ < ct\x - t\
e. 
2. (4,2f) holds, if 
(4,3b) xel, tG/ => \uf,,(x) - um(i)\ < c2\x - t\
e. 
II. Ify< — i, the assertion is true if we put in (4,3a) and (4,3b) 6 = 1 . 
Proof. I. 1. Let (4,3a) be satisfied. Then u"(x) is continuous on the interval I 
and consequently 
(1) lA^V)) ^ sup |ti"(x)| => Axu'(0 e Sy • 
xel 
Further 
(2) |AX(.)| < c3|x - t\->- => f
1 (1 - ff }\Axu"(t)\ dt < 
< - c4[(x + iy + (i - xy~\ < c5. 
e 
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There exists T between the numbers x and t such that 
^ A ,/ \ (t — X) U"(t) — \u'(t) — U'(xX] , \-\ r „t \ „/ \-i 
- Axu'(t) = i '
 K! L " K-JA = (t~x) ' [u"(t) - U"(T)] . 





Axu'(t) <c6\t - x l
- 1 li - T|£ < c7 It - x | -
1 + t 
ľ ( l - ř 2 ) 3 / 2 
Ôt 
A,«'(t) dř < cя 
(1), (2) and (3) show that Axu'(t),(l - t
2) Axu"(t) and (1 - t
2) (djdt) Axu'(t) are 
elements of gy 
2. Let (4,3b) be satisfied. Then there exists ^ (i = 1, 2, ...) between x and t such 
that 
őx 
[AxUW = ( * - t K ( * ) - [ « ' ( * ) - « ' ( Q ] = i B . ( í i ) . 











= ^ u p | M ' " ( x ) | 
2 JCЄ/ 
ц'"(x) - u"(Ç2) 
x — t 
< c9\x - t\
 l\x - Цe < cí0\x - ř| -l+є 
dxdt 
[A,«'(0] 
u'"(U) - u"'(t3) 
X - t 
< c 1 1 | x - r | -
1 | ^ - ^ 3 |
£ < c 1 2 | x - t | -
1 + e . 
From (4), (5) and (6) we may derive that 
i -AXO), 0 - <2) f A,«"(0 and (1 - t>) -f- Axu'(t) 
ox ax ox ot 
are elements of gy. 
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II. The proof for y < — \ may be carried out by a similar argument. 
Remark. It is obvious that the above condition may be replaced by a more general 
one. For irlstance |x — t\g in (4,3a) and (4,3b) may be replaced by |lg_1""e|x — t\\. 
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