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Geo-Located Content in Virtual and Augmented Reality 
Abstract:  
A three-dimensional (3D) world representation is used to place virtual objects that 
represent geolocalized content into a virtual reality (VR) or augmented reality (AR) environment.  
Browsing navigation may then be performed in 3D by touching, pointing, or focusing on the virtual 
object to reveal its corresponding media content.  The media content may be static and/or 
interactive content based on video, audio, images, and/or texts.  Rather than being presented on 
flat surfaces, the content surrounds the user in a more-immersive mode, and more-natural VR or 
AR techniques can be used to select, expand, move, and interact with the content. 
 
Keywords: virtual reality, augmented reality, content, browsing, searching, navigating, immersive 
navigation, gaze, point, touch, geolocation, geolocalized content  
 
Background:  
Virtual reality (VR) environments rely on display, tracking, and VR-content systems.  
Through these systems, realistic images, sounds, and sometimes other sensations simulate a user’s 
physical presence in an artificial environment.  Each of these three systems are illustrated below 
in Fig. 1.  
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The systems described in Fig. 1 may be implemented in one or more of various computing 
devices that can support VR applications, such as servers, desktop computers, VR goggles, 
computing spectacles, laptops, or mobile devices.  These devices include a processor that can 
manage, control, and coordinate operations of the display, tracking, and VR-content systems.  The 
devices also include memory and interfaces.  These interfaces connect the memory with the 
systems using various buses and other connection methods as appropriate. 
The display system enables a user to “look around” within the virtual world.  The display 
system can include a head-mounted display, a projection system within a virtual-reality room, a 
monitor, or a mobile device’s display, either held by a user or placed in a head-mounted device.   
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The VR-content system provides content that defines the VR environment, such as images 
and sounds.  The VR-content system provides the content using a host server, a network-based 
device, a mobile device, or a dedicated virtual reality device, to name a few. 
The tracking system enables the user to interact with and navigate through the VR 
environment, using sensors and user interfaces.  The sensors may include image sensors such as a 
wide-angle camera, a narrow-angle camera, a user-facing camera, and a depth sensor.  Non-image 
sensors may also be used, including gyroscopes, magnetometers, accelerometers, GPS sensors, 
retina/pupil detectors, pressure sensors, biometric sensors, temperature sensors, humidity sensors, 
optical or radio-frequency sensors that track the user’s location or movement (e.g., user’s fingers, 
arms, or body), and ambient light sensors.  The sensors can be used to create and maintain virtual 
environments, integrate “real world” features into the virtual environment, properly orient virtual 
objects (including those that represent real objects, such as a mouse or pointing device) in the 
virtual environment, and account for the user’s body position and motion. 
The user interfaces may be integrated with or connected to the computing device and enable 
the user to interact with the VR environment.  The user interfaces may include a touchscreen, a 
keyboard, a pointing device, a mouse or trackball device, a joystick or other game controller, a 
camera, a microphone, or an audio device with user controls.  The user interfaces allow a user to 
interact with the virtual environment by performing an action, which causes a corresponding action 
in the VR environment (e.g., raising an arm, walking, or speaking). 
The tracking system may also include output devices that provide visual, audio, or tactile 
feedback to the user (e.g., vibration motors or coils, piezoelectric devices, electrostatic devices, 
LEDs, strobes, and speakers).  For example, output devices may provide feedback in the form of 
blinking and/or flashing lights or strobes, audible alarms or other sounds, songs or other audio 
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files, increased or decreased resistance of a control on a user interface device, or vibration of a 
physical component, such as a head-mounted display, a pointing device, or another user interface 
device. 
Fig. 1 illustrates the display, tracking, and VR-content systems as disparate entities in part 
to show the communications between them, though they may be integrated, e.g., a smartphone 
mounted in a VR receiver, or operate separately in communication with other systems.  These 
communications can be internal, wireless, or wired.  Through these illustrated systems, a user can 
be immersed in a VR environment.  While these illustrated systems are described in the VR 
context, they can be used, in whole or in part, to augment the physical world.  This augmentation, 
called “augmented reality” or AR, includes audio, video, or images that overlay or are presented 
in combination with the real world or images of the real world.  Examples include visual or audio 
overlays to computing spectacles (e.g., some real world-VR world video games or information 
overlays to a real-time image on a mobile device) or an automobile’s windshield (e.g., a heads-up 
display) to name just a few possibilities.   
In typical configurations of the VR and AR systems described in Fig. 1, the browsing 
experience is served via a two-dimensional (2D) paradigm.  This represents a challenge for VR 
and AR users, who must use VR techniques, such as a controller, a touch, or a gaze (and sometimes 
a virtual keyboard to aid in searching), to navigate a flat and static interface that mimics a 
conventional mobile or desktop interface.  This means that the VR/AR user may have to break 
away from what is intended to be a virtual experience to engage in 2D interactions in a three-
dimensional (3D) environment, which can be tiring and frustrating for users seeking an immersive 
and intuitive VR experience.  
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Description:  
To address the problem of requiring a VR/AR user to engage in two-dimensional (2D) 
interactions in a three-dimensional (3D) environment, a 3D world representation is used to place 
virtual objects that represent geolocalized content into a virtual reality (VR) or augmented reality 
(AR) environment.  The 3D world representation may be a partial or full representation and may 
include both real and imaginary elements.  Browsing navigation may then be performed in 3D by 
touching, pointing, or focusing on the virtual object to reveal its corresponding media content.  The 
media content may be static and/or interactive content based on video, audio, images, and/or texts.  
Rather than presenting flat surfaces for clicking on, the content surrounds the user in a more-
immersive mode.  The user can move around the objects and, as the content is revealed, interact 
with the different media using more-natural VR or AR techniques to further select, expand, move, 
and interact with the content.  
Selected content can be presented in a 360° view, as appropriate for the application and the 
environment.  For example, in a VR environment, content can surround the user so that however 
the user moves, the appropriate content will be viewable in 360°.  In an AR environment, content 
can be viewable over 360° by using area learning, so that the AR application remembers where 
objects are, and the gyroscope in the AR device can keep track of the device’s position and be able 
to smoothly display content properly situated with respect to the user’s position in the physical 
world.  In some cases, an AR user can switch to VR mode to maintain 360° views.  
Geolocalized content is content that is relevant to the real or virtual location associated 
with the VR or AR environment the user is exploring.  For example, a VR user might want to 
browse trending news.  Instead of a flat panel display to click a point on, the VR user can interact 
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with the news by standing on a virtual globe or map and having various topics present in a 3D 
surround view.  
Fig. 2 illustrates an example of this application that includes thumbnail images, displayed 
in a semi-circle around the user, that the user can touch, gaze at, or select with a user interface 
(e.g., a VR controller) to interact with in more detail.  
 
Economic Headlines:
   GDP Improving; more growth predicted
   New Jobs: 156,000; forecast reduced
   Uptick in Unemployment; now 4.4%
   Oil Prices Flat; shale holding its own
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Fig. 3 shows another example of a VR application.  In the example of Fig. 3, a VR map is 
presented to the user.  The VR map includes multiple objects that can be accessed to display 
content.  By using the VR controller (e.g., the pointing device of Fig. 1), the user can aim the 
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Fig. 4 illustrates the concept in an example AR environment.  In the example of Fig. 4, an 
AR user sees a virtual globe showing geolocated places in the physical world.  The user can gaze 
at, or reach out and virtually touch, the object or an AR element associated with the place or object 
(e.g., the images or numbers shown on the globe).  This selection presents, in the AR display, 
content associated with the place or object, such as news or information, hours of operation, or 




Because the content is associated with a geolocation, the spatial context of the content can 
be used to curate the content.  The spatial relationships between geolocated objects in a VR or AR 
environment, and between the geolocated objects and the VR/AR user, allow the content to be 
curated to be relevant to the user’s physical or virtual location, or to more closely match trending 
searches or activity related to the place or object with which the content is related.  
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