For the normalized Gaussian hypergeometric function zF (a, b; c; z) given by
Introduction
Let A denote the class of analytic functions in the unit disk with the normalization f (0) = f (0) − 1 = 0. Also let S, S * ( ) and K( ) denote the subclasses of A consisting of functions which are univalent, starlike of order and convex of order in , respectively. For details regarding these subclasses and various other classes we refer to [10] . In particular, the classes S * (0) = S * and K(0) = K are the familiar ones of starlike and convex functions in , respectively. We note that, for 0 < 1, Several basic geometric properties of this operator are known in the literature, for example see [20, 21] . Note that zF (1, b; c; z) are known as the incomplete beta function.
In particular, the restriction b = 1 + , c = 2 + with Re > − 1 on the operator L(b, c)(f )(z) gives the Bernardi operator
which reduces to the Alexander and Libera transforms, respectively, for = 1 and = 2. It is interesting to note that these operators are all examples of the zero-balanced case Re(c − a
For ∈ C\{0}, the class P ( ), with 0 < 1 and < 1 as
was introduced by the author in [28] . Let = e i cos , where − /2 < < /2. Then we have P ( ) =: P ( ), which can be written as the following simple analytic characterization:
We write P ( ) := P 0 ( ). For 1, a condition on is given in [18, p. 44] , so that P ( ) is univalent. In this paper we are interested in studying the properties of the operator H a,b;c (f )(z) for various choice of the function f, and in particular when f ∈ P ( ). We also establish that if f, g are in P ( ) then f * g is in P ( ) for a particular .
For f ∈ A, and a nonnegative real valued weight function (t), normalized by 1 0 (t) dt = 1, we define the integral transform
This operator was introduced by Fournier and Ruscheweyh [8] and has been studied by many authors for various choices of (t). For f ∈ P ( ), the operator given by (1.3) has been studied by many authors for particular values of . For details we refer to [1] [2] [3] 6, 9, 13, 14, 20, 21] and references therein.
A particular choice of (t) given by
gives the following result.
Lemma 1.4 (Choi et al. [6] , Kiryakova et al. [15] ). If f ∈ A and c − a
where
This result exhibits the importance of the relation between the integral transform given by (1.3) and the Hohlov operator given by (1.1).
The estimate is sharp.
An important subclass of A is described in the following classical result of Fejér [7] which we state as a lemma.
Lemma 1.7 (Fejér [7] , Ruscheweyh [26] ). Assume a 1 = 1 and a n 0 for n 2, such that {a n } is a convex decreasing sequence, i.e., 0 a n+2 − 2a n+1 + a n 0, for all n ∈ N. Then Re{
This lemma is an important tool in proving various results of the form (Re
There are some interesting class of functions f such that Re(
In particular, for U 2 = {f ∈ U : f (0) = 0}, Re(
in , but the converse is not true, not even if the coefficients of f are real and positive. On the other hand, the closed convex hull of the convex functions (coK) is known to be equal to the class of functions in A with Re(
These functions have very nice property with respect to convolution as described in the following lemma.
Lemma 1.8 (Ponnusamy and RZnning [22]). If p is regular in
The above lemma follows by using the Herglotz' representation formula and also can be regarded as a special case of a general convolution result given in [26, Theorem 2.4] .
We state a lemma due to [13] which will be an useful tool in proving Theorem 2.4. [13] ). Let < 1 and 0 < 1 be given, and define = ( , ) by
Lemma 1.9 (Kim and RZnning
If f ∈ P ( ) then for some ∈ R, we have
The value of is sharp.
Main results
We are mainly concerned with the following problem.
Proposition 2.1. Let F 1 and F 2 be two subclasses of A. We are interested in finding when
Problem 2.1 is supported by many known results. For example, in the case of Bernardi transform given by (1.2), it is observed in [26, p. 67 ] that whenever f is in S * ( ) or K( ) the corresponding Bernardi transform is self-admissible.
Our interest is to see whether Problem 2.1 can be extended for various other classes. We find that H a,b;c (f )(z), when f ∈ P ( ), belongs to H ∞ , the class of bounded regular functions in . Explicitly we have the following result.
We are also interested in proving the following problem.
Problem 2.3.
Find conditions on such that for f ∈ P ( 1 ) and g ∈ P ( 2 ) implies that f * g ∈ P ( ) for some
Solution to Problem 2.3 will be useful in solving many problems related to the integral transform given by expression (1.3). We will answer this problem partially in Theorem 2.4 using convolution techniques. Lemma 1.9 that we have used in the proof of Theorem 2.4 is valid for = 0 [13, p. 472] . Since = 0, we are not able to have a result equivalent to Theorem 2.6 of [13, p. 472] . Hence a result equivalent to Theorem 2.7 of [13] for the case = 0 will solve Problem 2.3 completely. Moreover, if Theorem 2.4 is true for = 0, then by Corollary 3.12, we have that for 5, L(3, 3+ )(f )(z) ∈ P ( ) whenever f ∈ P ( ) and will support a conjecture due to Kim [12] 
It is interesting to observe that for f ∈ P ( 1 ) and g ∈ P ( 2 ) with = 0, then for 1 it is proved in [18] that f * g is starlike under condition involving 1 and 2 . But a result for < 1 in this direction does not seem to be available in the literature. This discussion leads to the fact that Problem 2.3 has a reasonable challenge in itself.
We now give the theorem that answers Problem 2.3 partially.
Theorem 2.4. Let 0 < 1 and 0 i 1 for i = 1, 2. Then for f ∈ P ( 1 ) and g ∈ P ( 2 ), we have f * g ∈ P ( ), where < 1 is given by the relation
5)
The value of given is sharp.
Inclusion property of 2 F 1 (a, b; c; z)
We are interested in finding conditions on the triplet (a, b, c) so that the normalized Gaussian hypergeometric function is in P ( ) for 0 1 and < 1. This is proved using Lemma 1.7 as a tool. We need to have some preliminary lemmas.
Lemma 3.1. Let
, and
and
Proof. The proof follows by direct computation.
Lemma 3.2. Let
and c max{0,
where The proof of the following lemma will once follow by direct computation. Hence we give only its statement.
Lemma 3.4. Define
and 0 1. Let T j (a, b, ) for j = 1, 2 be defined as
We will present an important theorem using Lemma 1.7. 
Assume also that the triplet (a, b, c) satisfies the condition
Further, define the sequence {B n } as B 1 = 1 and for n 2,
Then, the sequence {B n } is convex decreasing for n 1.
We will present the following result which is a consequence of Theorem 3.5. Remark. Note that = 1 in Theorem 3.8 cannot reduce to the result given in [20] . When = 0, this result reduces to the case F (a, b; c; z) is in P ( ). The corresponding result given in [20, Theorem 4.1] is true with less hypotheses than Theorem 3.8. But the result in [20] is not applicable for the normalized cases. In theorem 3.8, for 0 1, if we take a=1, it is easy to see that 1, b) . Hence, we state this result separately. 
The T j (1, b, ) , j = 1, 2, are given as in Lemma 3.4. Assume also that b and c satisfy the condition
Then, the incomplete beta function given by zF (1, b; c; z) is in P ( ).
Even though, we are not solving Problem 2.1, we give the following theorem in support of that claim. 
where < 1 is given by the relation 
where f ∈ P ( 1 ) and < 1 is given by relation (3.11) given in Corollary 3.10.
The following result can be obtained directly from Theorem 3.8. belongs to P ( 0 (−2, −2, c) ).
Remark. This result can be generalized for the case a = −m and b = −m, to find conditions on c and 0 defined in (3.7), so that the general polynomial of the form zF (−m, −m; c; z) can be obtained. Since, for c → ∞, the polynomial zF (−m, −m, c; z) reduces to the identity function, we claim that our result is close to the best possible one. But we do not have the sharpness in Theorem 2.4 and hence we omit this generalization. However, substituting = 1 in Corollary 3.13 gives the conditions on univalency for these polynomials. We also note that such a result similar to Corollary 3.13 cannot be reduced from Theorem 4.2. 
Confluent hypergeometric transform
Further, let c max{0, a, 1 , 2 }, 0 and a, b, c satisfy the condition 2c 2 + a 2 − 4ac + 2c − 5a + 14 0.
Define D 1 = 1 and for n 2,
.
Then {D n } is a convex decreasing sequence for n 1.
The idea of the proof of Theorem 3.8 can easily be applied to the confluent case and we obtain the following result which we state without proof. 
Proofs of Theorems given in
A n a n z n , where
Now using Lemma 1.6 and 1 + n > n for 0 and n ∈ N,
Since [4, p. 57, Eq. (5)]
we have
and hence we see that a n z n ∈ P ( 1 ),
and for
By Lemma 1.8, The right-hand side of this expression (5.5) is the Bernardi transform B 1/ (k)(z). Since k(z) ∈ P ( ), from Lemma 1.9, we find that (f * g)(z) is in P ( ) and gives the required result. 
