We are interested in the rate of convergence of the Euler scheme approximation of the solution to a stochastic differential equation driven by a general (possibly discontinuous) semimartingale, and by the asymptotic behavior of the associated normalized error. It is well known that for Itô's equations the rate is 1/ √ n ; we provide a necessary and sufficient condition for this rate to be 1/ √ n when the driving semimartingale is a continuous martingale, or a continuous semimartingale under a mild additional assumption; we also prove that in these cases the normalized error processes converge in law.
Introduction. The classical Itô-type stochastic differential equation (SDE) is of the form
with a, b matrices of functions and W a multidimensional Brownian motion. By replacing dW t and dt with a vector of semimartingales dY t we consider the more general equation
where f denotes a matrix f = f ij of functions. In applications one often wants to solve (1.2) numerically, when possible. Because of simulation difficulties, and because one often combines a numerical solution of (1.2) with a (slow) Monte Carlo technique, it is usually advisable to solve (1.2) numerically with an Euler scheme, rather than a more complicated, faster one. (See the survey paper of Talay [16] for a discussion of this issue.)
Without loss we will take the time interval to be 0 1 rather than 0 T for some (nonrandom) T > 0. We will assume 0 1 is partitioned by n = 0 = t 0 < t 1 < · · · < t n = 1 with t i = i/n, 0 ≤ i ≤ n. Rates of convergence will thus be given relative to this partition scheme. For equation (1.1) if a ≡ 0, then the rate of convergence of the Euler scheme is classically 1/n; if a does not vanish, then it is also classical that the rate is 1/ √ n. The distribution of the (normalized) asymptotic error, however, is not at all classical and was established only recently for (1.1) (see [8] ).
In this paper we mainly aim to give a class of equations of type (1.2) that converge at the rate 1/ √ n and determine their asymptotic error, although we also examine some equations providing the rate 1/n. To give a flavor of our results in a very simple setting, consider the one-dimensional case (for Y and X as well) when Y is continuous and is either (1) nondecreasing or (2) a local martingale. Denote by X n the "continuous" Euler approximation for (1.2) and by X n the "discretized" one (see Section 3 for the definitions), so the error processes are, respectively, U n = X n − X and U n = X n − X.
The first situation corresponds to a purely deterministic problem: where W is a standard Brownian motion, independent of Y.
Note that in (1.4) we have some "additional" randomness provided by the extra Brownian motion W: this is a typical feature of the limiting error process, when the driving term Y itself is random.
Surprisingly, the situation is very different when the driving term Y is discontinuous. Consider, for example, the case where Y is a one-dimensional discontinuous Lévy process. Then two situations occur. First, if there is no Brownian part, then √ n U n and √ n U n converge in law to 0, which means that the rate is faster than 1/ √ n (but we do not know the correct rate, or even if there is a rate at all). Second, if there is a Brownian part in Y, then √ n U n converges to a limit U, but √ n U n does not converge in the usual sense (i.e., for the Skorohod topology on the set of càdlàg functions). It does converge to U, however, for weaker topologies: the one induced by convergence in (Lebesgue) measure, which is known as the Meyer-Zheng topology [11] , and also the new S-topology introduced by Jakubowski [5] .
The paper is organized as follows: In Section 2 some preliminaries are given, and this section may be skipped at first reading [except for the definitions of the so-called stable convergence and of the property ( )]. Section 3 is devoted to general results (extending [8] ) on rates of convergence. We have given in Section 4 some results in the case Y is of finite variation, because this is simpler than the general case while it shows already all the pathologies of this problem; this section may also be skipped, although it contains the proof of Theorem 1.1. Section 5 is devoted to continuous semimartingales, and this is the most useful part of this paper as far as applications are concerned, and it contains the proof of Theorem 1.2. Finally, the case of Lévy processes is considered in Section 6.
Preliminaries.
In this paper we will mainly be dealing with weak convergence in the Skorohod topology: weak convergence for this topology is denoted by "⇒". We need to give a review of and some complements to weak convergence.
First we recall some facts about stable convergence. Let X n be a sequence of random variables with values in a Polish space E, all defined on the same probability space ‫ކ‬ P . We say that X n converges stably in law to X, written "X n ⇒ stably X", if X is an E-valued random variable defined on an extension ˜ ‫ކ‬ P of the original space and if lim n E Uf X n =Ẽ Uf X (2.1) for every bounded continuous f E → R and all bounded measurable random variables U. This convergence was introduced by Rényi [13] and studied by Aldous and Eagleson [1] ; see also [4] . It is obviously stronger than convergence in law.
If Y is another variable with values in another Polish space F, we have the following equivalence:
Conversely, if Y X n weakly converges to a limit, we can realize this limit as Y X with X defined on an extension of the space on which Y is defined, and X n ⇒ stably X as soon as Y generates the σ-field ‫ކ‬ .
Proof. The first claim is trivial. Conversely, assume that Y X n weakly converges to a limit Y X . Call Q y dx a version of the regular conditional distribution of X given Y . Set˜ = × E, and‫ކ‬ = ‫ކ‬ ⊗ ‫ޅ‬ , where ‫ޅ‬ is the Borel σ-field of E, andP dω dx = P dω Q Y ω dx . We thus define an extension of the original space, with the "canonical" variable X ω x = x, and the pairs Y X and Y X clearly have the same law.
Observe that (2.1) holds for all U = g Y , where g is continuous and bounded on F, and what we need to prove is that it holds when g is measurable and bounded. However, we then can find a sequence g q of bounded continuous functions such that g q Y → g Y in L 1 P , and the result readily follows. ✷ Note that all this applies when X n , X are R d -valued processes with càdlàg paths, as well as Y: we can then view them as random variables with values in the Skorohod space D. However, in this situation we should be careful: the stable convergence of X n implies the weak convergence of the pair Y X n for the product topology on D R q × D R d , which is not the Skorohod topology on D R q+d , and we do not have in general weak convergence of Y X n in the usual sense.
Next, we prove a result on weak convergence and discretization which might be well known, but we could not find it in the literature. First, a standard result asserts that if x is a function belonging to D and if η n is a sequence of increasing piecewise constant and right-continuous functions from 0 1 into 0 1 which converges to the identity, then the sequence of "discretized" functions x • η n converges to x. More generally, we have the following lemma. Lemma 2.2. If a sequence X n of (possibly multidimensional) processes weakly converges to X, then the processes X n η n weakly converge to the same limit.
Proof. By the Skorohod representation theorem, we can replace weak convergence by a.s. convergence, so that we only need to prove that if x n → x in D, then the sequence y n = x n • η n also converges to x. There are timechanges λ n converging to the identity and such that x n − x • λ n goes uniformly to 0. Then y n − x • λ n also goes uniformly to 0, where λ n = λ n • η n . Now we have recalled before stating the lemma that x • λ n → x in D; since for the Skorohod topology we have z n + z n → z + z as soon as z n → z and z n → z and z is a continuous function, we are clearly finished. ✷ Next, we recall some facts about convergence of stochastic integrals, coming from the work of [6] and [7] . See [9] for an expository account. First recall that, for every δ > 0, any semimartingale can be written as
where A δ is a predictable process with finite variation, null at 0, M δ is a local martingale null at 0, and X s denotes the jump size of X at time s. As usual M M denotes the predictable bracket of two local martingales M and N, if it exists. All these notions are relative to some filtration ‫ކ‬ t on our probability space. We also write, for any (possibly multidimensional) process V:
1≤i≤d be a sequence of R d -valued semimartingales, with A δ n i and M δ n i associated with X n i as in (2.2). We say that the sequence X n satisfies ( ) if for some δ > 0 and for each i the sequence
is tight. This notion does not depend on the particular choice of δ > 0 [recall that our time interval here is 0 1 ; it is important to emphazise that this notion does depend on the underlying filtrations ‫ކ‬
It turns out that this property is equivalent to the notion of uniform tightness (UT) as introduced by Jakubowski, Mémin and Pagès [6] (see, e.g., [10] for the equivalence). Since the time interval here is 0 1 , it is also equivalent to the condition of uniformly controlled variation (UCV) in [9] . Its usefulness derives from the following fundamental set of results (see, e.g., [9] ). Below, we denote by H · X the stochastic integral process of H w.r.t. X, and it is understood that these two processes have matching dimensions. 
We finally turn our attention to stochastic differential equations. General results are available (see, e.g., [9] , [14] and [15] ), but we confine ourselves to linear equations of the type
where Y is a given semimartingale, J is an adapted càdlàg process and H is a predictable process. All these terms can be multidimensional, with matching dimensions.
Let us begin with a comparison lemma, where X is the solution of another equation (2.4) associated with J and H , and with the same semimartingale Y. Lemma 2.4. For all ε > 0, A > 0, there is a constant K depending on ε and A and on the semimartingale Y such that for all η > 0, u > 0, v ∈ 0 A , w ∈ 0 u we have
Proof. Let us first introduce notation: if Z is a càdlàg process and T a stopping time, we write Z T− for the process Z T− t = Z t 1 0 T t + Z T− 1 T 1 t . We will use the "slicing technique" of Doléans-Dade (see [12] ), which says three things. First, for any semimartingale Y and any α > 0, ε > 0, there is a stopping time T such that the semimartingale Y T− is α-sliceable and that
Third, if Y is α-sliceable for some α and if we consider (2.4) with H ≤ A, then E X ≤ K A Y E J for a constant K A Y depending on A Y, provided α ≤ C A for some C A > 0 depending on A only. Now we fix A > 0 and ε > 0, and we take α = C A . Then we choose a stopping time T such that P T ≤ 1 ≤ ε and that Y = Y T− is α-sliceable. Then we set S = inf t H t > A or J t > u or H t − H t > v or J t − J t > w ∧ T and J = J S− , J = J S− , and we define the ith component of H as H i = H i ∧ A ∨ −A, and similarly for H . These last two processes are predictable, and we can consider the solutions X and X of (2.4), associated with J H Y and J H Y , respectively. Note that
Note also that X = X − X is the solution of (2.4) associated with J H Y , where J t = J t − J t + t 0 H s − H s X s− dY s . Using the properties of sliceable semimartingales recalled above, we get the following if v ≤ A and w ≤ u:
where K only depends on A and Y, so indeed on A and ε and Y. Relation (2.5) readily follows from these estimates and from (2.6), once we observe that P S ≤ 1 is smaller that the sum of the first four terms on the right side of (2.5). ✷ Now we consider a sequence of SDE's like (2.4):
all defined on the same filtered probability space and with the same dimensions. Also let ρ n be an auxiliary sequence of random variables with values in some Polish space E, all defined on the same space again. 
Statement (a) has been proved by Słomiński [15] , while (b) and (c) are variations on the so-called stability results for SDE's [(c) is due again to Słomiński [14] , while (b) has a slightly new formulation], and we give the proof for the reader's convenience. We have stated this theorem in a simple form, which is enough for our purposes, but it still holds for nonlinear equations with Lipschitz-continuous coefficients. Also Y might be replaced by a sequence Y n : in this case it is necessary to add the assumption that the sequence Y n has ( ), which implies that in fact it is "uniformly" sliceable in some sense.
Proof of Theorem 2.5. (a) Relation (2.5) applied with J = 0 and H = 0 yields
where K ε A is a constant depending on ε, A and Y. If we choose first ε arbitrarily, then A u big, then η big, we obtain that the left side of (2.8) is smaller than 2ε, hence (a) holds.
(b) Similarly,
So we obtain the result by choosing first ε, η arbitrarily, then A u big, then v w small, then n big.
(c) The assumptions ensure that the sequence V n has ( ). Thus if we do not introduce the variables ρ n and if we replace stable convergence by ordinary (weak) convergence, this result is well known (see, e.g., [9] ). Since stable convergence is just weak convergence of U J n V n ρ n to J V ρ for any random variable U on the original probability space, our statement is proved. ✷ 3. The fundamental result on the error distribution. We let Y = Y i 1≤i≤d be a semimartingale on a stochastic basis ‫ކ‬ ‫ކ‬ t P . We always assume that Y 0 = 0 (this is of course not a restriction here). The time interval is 0 1 . We consider the q-dimensional SDE:
Here x 0 ∈ R q and f is a continuously differentiable function from R q into R q ⊗ R d with linear growth [i.e., f x ≤ K 1 + x for some constant K]. One knows that (3.1) has a unique (strong) solution. We consider the Euler continuous approximation X n given by
where ϕ n t = nt /n if nt ∈ N and ϕ n t = t − 1/n if nt ∈ N, and the Euler discontinuous approximation X n given by
The corresponding error processes are denoted by
Theorem 3.1. If f is locally Lipschitz continuous and with linear growth, then U n and U n tend to 0 in probability.
This result is known when f is globally Lipschitz [14] or when f is bounded [8] , but we need this general form below.
Proof of Theorem 3.1. The second statement follows clearly from the first one. For the first claim, we consider functions h m ∈ C 1 b R q with 1 x ≤m ≤ h m x ≤ 1 x ≤m+1 , and set f m x = f x h m x . Let X m be the solution of (3.1) with the coefficient f m and X n m be the corresponding Euler approximations.
Observe that X = X m is X < m and that X n = X n m if X n m < m. Hence U n = X n m − X m on the set X < m − 1 X n m − X m ≤ 1 , and thus for ε ∈ 0 1 we get
Since X n m → X m in probability uniformly on 0 1 as n → ∞ for each m ≥ 1 (see, e.g., [8] ) and since lim m P X ≥ m − 1 = 0, the result follows. ✷ Next, let us examine rates of convergence. By this, we mean a sequence α n of constants going to +∞, such that the processes α n U n or α n U n are tight, with nontrivial limiting processes. If this is the case, we also are interested in the "error processes" which are the limits of either one of these two sequences. Indeed, as far as applications are concerned, the usual Euler scheme gives us X n and thus we would prefer to have results on U n , but mathematically speaking the processes U n are easier to handle. Here we give an improvement on a result by Kurtz and Protter [8] , who essentially proved the implication (a)⇒(b) below. For this, we need to introduce some notation. For any process V we write
For any two semimartingales U V, we write In this case, we can realize the limits Z and U above on the same extension of the space on which Y is defined, and they are connected by
and also the sequence U n stably converges in law to U.
Remark 3.1. In view of Lemma 2.1, in (a) and (b) above we also have stable convergence in law of α n Z n and α n U n , but these stable convergences are not enough to imply the convergences in (a) and (b).
Note also that we do not have Y α n U n ⇒ Y U (except when Y or Z is continuous) in the last claim.
Remark 3.2. We will see later that when Y is continuous, then assumption (a) is satisfied under mild hypotheses on Y. It is also satisfied when Y has jumps and each jump time is contained in an interval of constancy of Y, provided the "continuous part" of Y satisfies again the mild assumptions referred to above. In all other cases, we conjecture that indeed either the limits in this theorem are all 0 (i.e., the rate α n is not the correct rate) or the sequence α n Z n is not even tight for the Skorohod topology. This conjecture is supported by the results of Sections 4.2 and 6. Remark 3.3. As we shall see in the proof, (a) is in fact equivalent to the property (b) stated for a single (judiciously chosen) equation; namely, let λ ∈ R \ 0 be such that
Then it is enough to have (b) for the d 2 -dimensional equation
Proof of Theorem 3.2. (i) The implication (a)⇒(b), as well as (3.7), is proved in [8] in the case when ∇f is bounded. The fact that α n U n satisfies ( ) immediately follows from (3.21) in [8] and from the fact that α n Z n satisfies ( ). When f is C 1 with linear growth, let f m and X m be defined as in Theorem 1.1, and let U n m be associated with X m by (3.4). Then ∇f m is bounded. We know that Y α n Z n α n U n m weakly converges to Y Z U m for all m, where U m is the solution of (3.7) written for f m and X m .
Denote by U the solution of (3.7) for f and X. As in Theorem 3.1 we have U = U m and U n m = U n on the set 
Observe that, for each i, X ii = ‫ޅ‬ λY i (the Doléans-Dade or stochastic exponential). Thus (3.8) implies that a.s. X ii does not vanish, and X n ii does not vanish either on 0 1 for n large enough (because of Theorem 3.1). Hence (3.10) can be "inverted" to yield
One deduces from the hypothesis that Y α n U n X n n· /n ⇒ Y U X , and the pair Y α n U n has ( ), so (a) readily follows from Theorems 2.3 and 3.1. ✷
In view of Remark 3.2, the following result has some interest: although not providing the limit of the error process, it actually gives the convergence rate (recall that if a sequence V n has ( ), then a fortiori the sequence V n is tight). Note that Słomiński has proved the implication (a)⇒(b) when f is globally Lipschitz (see [15] ). Proof. Assume first (b) and consider (3.9) for a λ having (3.8), so (3.11) holds. We have seen that 1/X n ii ϕ n s goes to 1/X ii s uniformly in s, in probability, while X ii does not vanish, hence the sequence 1/X n ii ϕ n · is tight. Then ( ) for U n yields that U n ii /X n ii ϕ n · also is tight, and Theorem 2.3(a) applied to the first part of (3.11) yields that Z n ii has ( ). Then apply the same result to the second part of (3.11) to get that Z n ij has ( ) for i = j, and (a) holds. For the converse, we need to introduce the equation satisfied by U n , which is (with matrix notation)
Now, with any càdlàg process V we set
which is left-continuous. Apply Taylor's expansion and the fact that X n t− − X n ϕ n t = f X n ϕ n t Y t− − Y ϕ n t to get the following, whereX n t− is in between X t− and X n t− :
The sequence k X n n is tight by Theorem 3.1, so the sequence
has ( ) as soon as (a) holds by Theorem 2.3. Since the sequence ∇f X n is also tight, Theorem 2.5 gives the tightness of the sequence α n U n , and another application of Theorem 2.3 yields (b). ✷ 4. Processes with finite variation. We treat here the case where the driving process Y in (3.1) is of finite variation, with the rate 1/n in view. In this case (3.1) is truly an "ω-wise" (or deterministic) equation, and the reason for looking at this case is not practical importance but rather methodological implications. When Y is continuous, we find a necessary and sufficient condition for getting this rate 1/n, and this seems to be new even though it concerns only "ordinary differential equations."
However, when Y has jumps together with a nontrivial continuous part, the picture changes radically: the rate is still 1/n, in the sense that nU n and nU n remain tight, but in the deterministic case these processes have no limit. In the random case, rather mild conditions imply the convergence of these processes to a limit involving "additional randomness." For simplicity we only consider the one-dimensional case. Extensions to several dimensions are straightforward and left to the reader.
The continuous case.
Here we assume that Y is of finite variation and continuous. Remember that Y 0 = 0. We write Z n = Z n Y Y [see (3.6) ]. An integration by parts shows that Note that (e) and the last claim imply condition (a) of Theorem 3.2, with α n = n, while the latter implies (c); hence the above result completely solves the question of whether the rate for U n is 1/n or not, for processes Y as above. Note also that all statements above are "ω-wise" (a.s.), that is, this result is deterministic in nature, and indeed we begin with two lemmas which are concerned with the deterministic case. Proof. Consider the following measures on 0 1 : λ dt = dt, µ dt = dY t , µ dt = dY t ; and set ρ = 1 + µ 0 1 . Then ν = 1/ρ µ + λ is a probability measure, and we introduce the Radon-Nikodym derivatives:
Let ‫އ‬ n be the σ-field of 0 1 generated by the intervals j/n j + 1 /n , and set
These are finite-valued functions, with V n = ν V ‫އ‬ n and U n = ν U ‫އ‬ n . A simple computation yields L n s = n n i Y for s ∈ i − 1 /n i/n , so by (4.1):
The sequences U 2 n and V 2 n are uniformly integrable ν-martingales w.r.t. the filtration ‫އ‬ 2 n , converging ν-a.s. to U and V, hence 4) ; hence the first half of (4.2) holds true with y = L; another application of (4.4) yields the second half of (4.2). Conversely, assume (4.2): we have L = y, which belongs to L 2 dλ , and L n = λ L ‫އ‬ n ; hence sup n nZ Proof. We have y s = u i for t i−1 < s < t i , where 0 = t 0 < · · · < t k = 1. Let C = sup i u i and τ n s = s − ns /n. We have Y n s ≤ C/n, and also Y n s = u i τ n s if t i−1 < ns /n ≤ s < t i . Hence 
where T 0 = 0, T j is 0 1 ∪ ∞ -valued, nondecreasing in j and with T j < T j+1 if T j < 1, and also K = inf j T j+1 = ∞ is a.s. finite and b j = 0 if j ≤ K.
When A = 0, the situation is particularly simple:
Proof. Let ω be fixed. For n large enough, each interval i − 1 /n i/n contains at most one jump time of B, in which case the property Z n t ω = 0 is readily verified. ✷ In the above situation, Theorem 3.2 readily applies, but we have even more, namely, that U n = U n = 0 as soon as n is large enough.
The situation when A = 0 is more surprising, and we will find out that the sequences nZ n and nU n do not converge in law for the Skorohod topology, unless the process A is constant on a neighborhood of each T j . However, under mild assumptions the processes nU n and nZ n indeed converge, where
We need some additional notation below:
We are not especially interested in the processes nZ n , but they are simpler than nU n and so we start with them. on n ∩ T + n j ≤ 1 (4.13) (i) Assume (a). By (4.9) and the continuity of A, we have γ n j /n → 0 for each j. We also have n → . Now, (a) implies tightness for each sequence (4.13) (j fixed), and since b j = 0 we deduce that each sequence γ n j is tight. Then (4.12) yields that the sequence D n is tight, which in turn yields together with (a) again that the sequence C n 1 = C n 1 is tight. At this point, Theorem 4.1 gives that A satisfies (4.2) and that C n converges a.s. uniformly to C t = 1 2 t 0 a 2 s ds. By well-known properties of stable convergence, we deduce from this, from the fact that n → and from (a) that D n ⇒ stably Z − C. In view of (4.12), this gives the second half of (b) and the relation (4.11).
(ii) Assume (b). By Theorem 4.1, C n converges a.s. uniformly to C, as given above, so it is enough (using n → again) to prove that the right-hand side of (4.12) stably converges: in view of (4.8) this readily follows from the second part of (b).
(iii) It remains to prove the last claim. Exactly as before, it is enough to prove that the processes D n stably converge in finite-dimensional laws to the process defined by the last sum in (4.11). Since D n is constant over each interval T + n j T − n j + 1 , this is clearly equivalent to the stable convergence of the sequence D n finite-dimensionally in law along J, and this property readily follows from the stable convergence (for Skorohod topology) of D n to D, as seen before, because J is exactly the complements of the fixed times of discontinuity of D. ✷ Now we turn to U n and U n , for which we give only a sufficient condition. Observe that another way of writing (4.14) is as follows:
Before giving the proof, let us provide some comments and examples. Remark 4.1. Equations (3.7) and (4.14) are different, unless b j β j = 0 for all j. This means in particular that the convergence of nU n described above is not in the Skorohod sense, otherwise one could apply Theorem 3.2, and similarly for nZ n in Theorem 4.5. In fact, what prevents Skorohod convergence is that in each interval T j T + n j we have for these processes a "big" jump at T j and also a continuous part with a nonvanishing increment.
In fact, the results obtained in (b) above show that the sequence nU n converges to U in the topology of convergence in measure for functions on 0 1 (also called Meyer-Zheng topology), and indeed this sequence also converges in the S-topology introduced by Jakubowski [5] . The same holds for nZ n . For these topologies, a result like Theorem 2.3 does not hold, explaining why the limit U satisfies another equation than (3.7).
Remark 4.2. In a sense, the most interesting aspect of this subsection consists in "negative" results (no Skorohod convergence for nU n , no convergence at all if the conditions above are not met). However, if one is interested in "positive" results, one can check as a by-product of the following proof that the sequence nU n is (Skorohod)-tight and the sequence nU n is tight as soon as A satisfies (4.2) and all sequences α n j and β n j are tight, even if we do not have convergence.
Observe that we may have (4.2) for A and yet the tightness above may fail: take, for example, T 1 = A + B. However, the conditions of Theorem 4.6 do not hold because α n 1 takes successively all values 0 1/− 1 /q as n varies. In fact the functions nU n and nU n have q distinct limit functions, solutions of the (nonrandom) differential equations for i = 0 1 q − 1:
Remark 4.4. In fact the existence of a limit for the sequences α n j and β n j is connected with the asymptotic behavior of the fractional part of the variables nT j . This fractional part is known to converge (even stably) if T j admits a density regular enough (see, e.g., [2] ), while of course it does not converge if T j is deterministic. Another factor which might ensure convergence is enough randomness in the density a s . In all these cases, the limit U features "more randomness" than Y, as seen from the fact that U (or sometimes even Z) is defined on genuine extensions of the original space.
Here is an example where convergence comes from the randomness of T j : suppose that Y is as in Remark 4.3, but T is uniform on 0 1 . Then nZ n tends ω-wise to Z as above, while nU n stably converges to the solution of the following equation, where α denotes a random variable, uniform and independent of T:
Here is another example, where convergence comes from the randomness of a s : let W be a standard Brownian motion and set
Observe that a s ≤ 1. It is easy, by a scaling argument, to check that here nZ n converges stably to Z = A + UB, where U is a standard normal variable, independent of Y.
Remark 4.5. We have left out the case when Y has infinitely many jumps on 0 1 : nothing is known in general for this case; see, however, Section 6 when Y has in addition independent increments.
Proof of Theorem 4.6. (i) First we prove that the sequence nZ n is ( ). Since Z n is of finite variation, it suffices to show that n 1 0 dZ n t forms a tight sequence.
With the notation of the proof of Theorem 4.5, nZ n = C n + D n on n , so a simple computation shows that .6)]. In view of Theorem 3.3 it then follows that nU n is ( ), and in particular the sequence nU n is tight. (ii) Recall that nU n is the solution of (3.13), with α n = n, and introduce the solution V n of the following linear equation: Also let U be the solution of (4.14), on an extension of the original probability space which supports the limits α j β j . Let us introduce the processes
Let us also write ρ n for the double sequence α n j β n j j≥1 and ρ = α j β j j≥1 . Consider the following property:
By hypothesis H 0 holds. If H j holds for all j, then (a) follows, because K < ∞ a.s.
(iii) Suppose that H j holds. First if H n j is the interval T + n j T j+1 we deduce from (4.17) that Now, X is continuous on the interval T j T j+1 , so L n − L → P 0 and the last term in (4.21) converges uniformly in probability to t 0 f X s f X s 1 T j T j+1 s dC s and since this process is continuous, as well as L, it follows from H j that J n L n ρ n ⇒ stably J L ρ . Hence Theorem 2.5(c) yields that W j n ρ n ⇒ stably W j ρ Using Lemma 2.2 and the fact that W j n and W j are constant on T j+1 1 , we finally deduce that if W j n t = W j n nt /n , then
By (3.13) we have δ n = u n + v n on the set n ∩ T j+1 ≤ 1 , where
First, the sequences V n and k X n are tight, so one deduces that u n → P 0. However,
while W j + 1 = W j ·∧T j+1 − + δ1 T j+1 1 . Thus (4.24) yields H j+1 , and the proof of (a) follows by induction on j.
(v) Finally, on the set T + n j < t < T − n j + 1 we have V n t = W j n t and U t = W j t . Since W j n ⇒ stably W j and since U is continuous outside all T j 's, the first claim of (b) is obvious, and we are finished. ✷ .3) is well defined. We divide the proof into several steps. Proof. Observe that dC t = c t dA t for some increasing continuous process A and some d × d symmetric nonnegative matrix-valued process c. This last property readily implies that (a) is equivalent to the fact that each C ii satisfies (4.2). So indeed to prove our lemma we can and will suppose that Y, hence Z n and D n as well, are one-dimensional. (i) Set S n p = inf t √ n Z n t ≥ p and T n p = inf t D t ≥ p , and alsoZ
goes to 0 uniformly in n as q → ∞, and (c) holds. Conversely (c) yields that sup n P T n p < 1 → 0 as p → ∞, while Doob's inequality yields E Z n T n p 2 ≤ 4p, so we deduce (b) exactly as above. (ii) From now on we assume (b) and (c). Note that T p = inf t C t ≥ p has P T p < 1 → 0 as p → ∞. If we stop the process Y at time T p , the corresponding processes C, Z n , D n are also stopped at T p . So clearly it suffices to prove (a) for the stopped processes: in other words we can and will assume that C 1 is bounded by a constant.
For every stopping time T set ξ n i T = n On the other hand a Burkholder-Gundy inequality yields a universal constant K such that
C t∧ i/n − C t∧ i−1/n 2 we deduce from (5.5) that E n T n p ≤ 6Kp.
Finally, let γ n = n n i=1 n i C 2 . Since γ n = n T n p on the set T n p ≥ 1 , we have P γ n > q ≤ P T n p < 1 + P n T n p > q
We have lim p sup n P T n p < 1 = 0 by (c); hence (3.6) yields that the sequence γ n is tight, and (a) follows from Theorem 4.1. ✷ Now we assume (5.2), and we let σ be a d × q matrix-valued process such that c = σσ † , for some q. Up to enlarging the space, we can assume that there is a Wiener process W = W i 1≤i≤q such that
By virtue of [3] , if we prove that for all t ∈ 0 1 and all i j ≤ d and k ≤ q we have, with notation (5.1) and (5.4),
then the processes √ n Z n will converge stably in law to the process Z of (5.3): we deduce that the pair Y √ n Z n converges in law to Y Z for the product We begin with a lemma. (ii) Let us fix r and t such that 0 < t ≤ t r+1 − t r . We have So it is enough to prove that
(iii) Setting s n = nt r + 1 /n, we have s n → t r and n t r +t
by (5.10). So it remains to prove that
Using (5.10) and 0 ≤ τ n u ≤ 1/n and the boundedness of B r , we get q , so by (5.14) we get the first part of (5.8). The second part of (5.8) is proved similarly (it is in fact a bit simpler). ✷ Let us now state a corollary of the previous result, which contains Theorem 1.2 as a particular case. 
By Theorem 4.1 the sequence K n tends in variation to 0, a.s., and a fortiori has ( ) (more precisely, the variations of the processes √ n K n ii are bounded a.s. uniformly in n, for each i, and a simple extension of Theorem 4.1 shows that this is also true for √ n K n ij ). is tight, and it follows (see, e.g., [4] ) that the sequence H n ij is tight and has ( ), and of course all its limiting processes are continuous.
Then, using part (i) above and Theorem 2.3(a), we see by difference that the sequence F n + G n is also tight and has ( ). Then the quadratic variation processes, which are the same as the quadratic variations of the processes F n , are also tight; in other words, the local martingale M satisfies condition (c) of Theorem 5.1, and (a) follows.
(iii) Now we assume that (5.2), as well as (5.15), holds. In view of part (i) and of Theorem 5.1, it remains to prove that both sequences G n and H n have ( ) and weakly converge to 0. Since this is a componentwise property, we can and will assume that d = 1, and exactly as in Theorem 5.1 we also can and will assume that both random variables Next consider G n . Let ε > 0 and let S and T be two stopping times such that T ≤ S ≤ T + ε and S ≤ 1. We have by the Cauchy-Schwarz inequality Since we have lim ε→0 w ε = 0 and w ε ≤ α, then E w ε → 0 and we can apply Aldous's criterion (see, e.g., [4] ) and deduce that the sequence of variation processes of the processes G n is tight, which implies in particular that the sequence G n has ( ).
It remains to prove that G n ⇒ 0. In a first step we set G n t = t 0 √ n M n s ds, which is the process G n above when a t = 1 (i.e., A t = t). So the sequence G n is tight, and we also have
Since M is a martingale, E M It follows from all these that G n ⇒ 0.
In a second step, we assume that a is of the form (5.9). Then
so G n ⇒ 0 by the first step. Finally, in the general case there is a sequence a p of processes of the form (5.9) such that
Setting A p t = t 0 a p s ds and G p n = √ n Z n M A p , we have G p n ⇒ 0 for every p. On the other hand, 6. Lévy processes. In this last section we suppose that the driving process Y is a Lévy process, and to simplify we assume that it is one-dimensional (an extension to the multidimensional situation is rather straightforward). The characteristics of Y are b c F , where b ∈ R, c ≥ 0 and F is a positive measure on R with F 0 = 0 and x 2 ∧ 1 F dx < ∞. We denote by µ the jump random measure of Y, and we set ν dt dx = dt ⊗ F dx , so Y has the form (see [4] )
where Y c is the continuous martingale part of Y: it is 0 if c = 0 and Y/ √ c is a standard Brownian motion otherwise, and its quadratic variation process is ct. Further, the " " in (6.1) indicates the stochastic integral of a predictable function w.r.t. a random measure (see [4] ). Set
Here, if F = 0 the process Y is a continuous semimartingale, to which the results of the previous section readily apply. On the contrary, when F = 0 the situation resembles that of Section 4 for discontinuous processes: we do not have convergence of √ n Z n and √ n U n in the Skorohod sense (unless Y c = 0), but only finite-dimensional convergence in law, while the sequences √ n Z n and √ n U n weakly converge.
Let us first describe the limiting processes Z and U. We take (possibly on an extension of the space on which Y is defined) the following:
1. a standard Brownian motion W; 2. two sequences V n n≥1 and V n n≥1 of standard normal variables; 3. a sequence χ n n≥1 of uniform variables on 0 1 ; in such a way that all these terms are mutually independent, and are independent of Y as well. We also set
which gives another sequence of independent standard normal variables.
Let us also denote by S n n≥1 an arbitrary ordering of all jump times of Y, consisting of stopping times taking values in 0 1 ∪ ∞ : if F R < ∞, we may choose the sequence S n to be increasing and the variable K = inf n S n > 1 is a.s. finite; otherwise the S n 's cannot be ordered as an increasing sequence. Now we are ready to describe the limiting processes for √ n Z n and √ n U n . First, the limit of √ n Z n will be
Note that Z = 0 if c = 0. Since n≥1 Y S n 2 < ∞ a.s., it is not difficult to check that the last sum in (6.4) converges in L 2 , conditionally on the σ-field ‫ކ‬ , and so converges in probability. There is another (more abstract) way of describing Z: it is, conditionally on ‫ކ‬ , a Gaussian martingale null at 0 and with angle bracket [this bracket is not an ‫ކ‬ t -predictable process, but conditionally on ‫ކ‬ it becomes deterministic]
or, equivalently, it is a Gaussian centered process with covariance function s t ❀ Z Z s∧t as given in (6.5). That these two descriptions characterize the same process (conditionally on ‫ކ‬ ) is easy, and it shows in particular that (6.4) does not depend on the particular choice of the sequence S n . Next the limit of √ n U n will be the unique solution of the following linear equation:
Exactly as in (4.14), we may also write Z f as
As in (6.4), the series on the right side of (6.7) and (6.8) are converging in measure. As for Z, another more abstract way of describing Z f is that,
Since our theorem holds for each Y p , it follows that it also holds for Y.
Therefore, from now on we assume that the jumps of Y are bounded by a constant, that is, the measure F has compact support.
Step 2 [The ( ) property]. For a moment, let M and N be two martingales with angle brackets M M t = αt and N N t = βt, and set A t = at. Then
Let us come back to Y. Since F has compact support, we can set
The two sequences of local martingales √ n Z n M M and √ n Z n B M have ( ) by (6.10) and (6.11) , and the two sequences of processes with finite variation √ n Z n M B and √ n Z n B B have ( ) by (6.12) and (6.13). Hence the sequence √ n Z n has ( ), as well as √ n U n by Theorem 3.3.
Step 3 Then if U ε is the solution of (6.6) with Z ε f instead of Z f , we also have, by (6.22 ) and Theorem 2.5, lim ε→0 P U − U ε > η = 0 ∀ η > 0 (6.23) Putting together (6.18), (6.21), (6.22) and (6.23), we see that in order to obtain (a), it is enough to prove that for each ε > 0 and if F n ε t = F n ε nt /n and V n ε t = V n ε nt /n , then F n ε V n ε ⇒ stably Z ε U ε (6.24) F n ε V n ε stably converges in finite-dimensional law to Z ε U ε . (6.25)
Step 4. From now on we fix ε > 0. We denote by 0 < T 1 < · · · < T n < · · · the successive jump times of Y with size bigger than ε. In fact it is even enough to prove (6.31) when w depends only on the k first jump times and sizes of A ε , and g depends only on S n and on the k first variables α n j and β n j . Further, the set n (depending also on k) on which each interval i − 1 /n i/n contains at most one T j tends to ; hence we can put the indicator function in the left expectation of (6.31). So it remains to prove that × g H n ε c t j /n ζ j x j c 1 − t j /n ζ j x j 1≤j≤k
Now we can use the property H n ε ⇒ stably H and the uniform continuity of g to get that the above has the same limit as × g H c t j /n ζ j x j c 1 − t j /n ζ j x j 1≤j≤k Clearly L n −L → P 0, while the sequence k X n t is bounded (in n and t) by a finite random variable and converges to ff X s− at each continuity point of Y, while the sequence H n ε has ( ) and these processes are continuous. So W j + 1 n = W j n ·∧T − n j+1 + δ n 1 T + n j+1 1 F j + 1 = F j ·∧T j+1 − + γ j+1 1 T j+1 1 W j + 1 = W j ·∧T j+1 − + δ1 T j+1 1 Thus (6.36) yields H j+1 , and the proof of (6.24) follows by induction on j.
(iv) Finally, on the set T + n j < t < T − n j+1 we have F n ε t = F j n t , Z ε t = F j t , V n ε t = W j n t and U ε t = W j t . Since F j n W j n ⇒ stably F j W j and since Z ε and U ε have no fixed times of discontinuity, we deduce (6.25), and the proof of Theorem 6.1 is complete. ✷
