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Abstract
While Reinforcement Learning (RL) approaches lead to sig-
nificant achievements in a variety of areas in recent history,
natural language tasks remained mostly unaffected, due to the
compositional and combinatorial nature that makes them no-
toriously hard to optimize. With the emerging field of Text-
Based Games (TBGs), researchers try to bridge this gap. In-
spired by the success of RL algorithms on Atari games, the
idea is to develop new methods in a restricted game world and
then gradually move to more complex environments. Previ-
ous work in the area of TBGs has mainly focused on solv-
ing individual games. We, however, consider the task of de-
signing an agent that not just succeeds in a single game,
but performs well across a whole family of games, shar-
ing the same theme. In this work, we present our deep RL
agent—LeDeepChef—that shows generalization capabilities
to never-before-seen games of the same family with different
environments and task descriptions. The agent participated in
Microsoft Research's First TextWorld Problems: A Language
and Reinforcement Learning Challenge and outperformed all
but one competitor on the final test set. The games from the
challenge all share the same theme, namely cooking in a mod-
ern house environment, but differ significantly in the arrange-
ment of the rooms, the presented objects, and the specific
goal (recipe to cook). To build an agent that achieves high
scores across a whole family of games, we use an actor-critic
framework and prune the action-space by using ideas from
hierarchical reinforcement learning and a specialized module
trained on a recipe database.
Introduction
”You are hungry! Let’s cook a delicious meal. Check the
cookbook in the kitchen for the recipe. Once done, enjoy
your meal!”, that’s the starting instruction of every game
in Microsoft’s First TextWorld Problems: A Language
and Reinforcement Learning Challenge; a competition
that evaluates an agent on a family of unique and unseen
text-based games (TBGs). While all the games share a
similar theme—cooking in a modern house environment—
they differ in multiple aspects like the number of rooms,
connection, and arrangement of rooms, the goal of the
game (i.e., different recipes), as well as actions and tools
needed to succeed. TBGs are computer games where the
sole modality of interaction is text. In an iterative process,
the player issues commands in natural language and, in
return, is presented a (partial) textual description of the
environment. The player works towards goals that may or
may not be specified explicitly and receives rewards upon
completion. To frame it more formally, both the observation
and action-space are comprised of natural language and,
thus, inherit its combinatorial and compositional properties
(Coˆte´ et al. 2018). Training an agent to succeed in such
games requires overcoming several common research
challenges in reinforcement learning (RL), such as partial
observability, large and sparse state-, and action-space and
long term credit assignment. Moreover, the agent needs
several human-like abilities including understanding the
environment’s feedback (e.g., realize that some command
had no effect on the game’s state), and common sense
reasoning (e.g., extracting affordance verbs to an object in
the game) (Fulda et al. 2017).
While TBGs reached their peak of popularity in the 1980s
with games like Zork (Infocom 1980), they provide an in-
teresting test-bed for AI agents today. Due to the dialog-like
structure of the game and the goal to find a policy that
maximizes the player’s reward, they show great similarity to
real-world tasks like question answering and open dialogue
generation. Games like Zork are usually contained in a
single environment that requires a variety of complex
problem-solving abilities. The TextWorld framework (Coˆte´
et al. 2018) instead, generates a family of games with
different worlds and properties but with straightforward
and, most importantly, similar tasks. One can argue, that
it is, therefore, more similar to human skill acquisition:
once learned, a skill can easily be performed even in a
slightly different environment or with new objects (Yin
and May 2019b). Recent research has mainly focused on
either learning a single TBG to high accuracy (Narasimhan,
Kulkarni, and Barzilay 2015; He et al. 2015; Ammanabrolu
and Riedl 2018) or generalization to a completely new
family of games (Kostka et al. 2017) with only very poor
performance. Microsoft’s First TextWorld Problems: A
Language and Reinforcement Learning Challenge aims to
cover a new research direction, that is in-between the two
extremes of the single game and the general game setting.
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To succeed here, an agent needs to have generalization ca-
pabilities that allow it to transfer its learned cooking skills to
never-before-seen recipes in unfamiliar house environments.
In this work, we present our final agent—LeDeepChef—
that achieved the high score on the (hidden) validation
games and was ranked second in the overall competition.
The code to train the agent, as well as an exemplary walk-
through of the game (with the agent ranking next moves),
can be found on GitHub1. In order to design a successful
agent, we make the following contributions:
• We design an architecture that uses different parts of the
context to rank a set of commands, that is trained within
an actor-critic framework. Through recurrency over time-
steps, we construct a model that is aware of the past con-
text and its previous decisions.
• We improve generalization to unseen environments by ab-
stracting away standard to ”high-level” commands similar
to feudal learning approaches (Dayan and Hinton 1993).
We show that this reduces the action-space and therefore
accelerates and stabilizes the optimization procedure.
• We incorporate a task-specific module that predicts the
missing steps to complete the task. We train it supervised
on a dataset based on TextWorld recipes augmented with
a list of the most common food items found in freebase to
make it resilient to unseen recipes and ingredients.
The paper is organized as follows. Section ”Related Work”
gives an overview of the current state of research in the field
of TBGs. In section ”Gameplay”, we explain the TextWorld
challenge in more detail and provide an exemplary walk-
through. The architecture, as well as the RL training proce-
dure of our final agent, is described in section ”Agent”. Sec-
tion ”Command Generation” presents our command gener-
ation approach. Finally, the section ”Results” compares the
performance of our agent to several reasonable baselines.
Related Work
Since the pioneering work of (Mnih et al. 2013) that com-
bines deep neural networks with reinforcement learning
techniques to successfully play Atari games, there has been
an increasing interest to modify these algorithms to a va-
riety of problems. However, due to the combinatorial and
compositional property of natural language, resulting in
huge action- and state-spaces, no major improvements have
been made in this area. Text-based games are regarded as
a good testbed for research at the intersection of RL and
NLP (Coˆte´ et al. 2018). Even though they heavily sim-
plify the environment—compared to, e.g., a real-world open
dialogue—they present a broad spectrum of challenges for
learning algorithms.
Deep RL for TBGs To solve TBGs, (Narasimhan, Kulka-
rni, and Barzilay 2015) developed a deep RL model that
utilizes the representational power of the hidden state of
Long Short-Term Memory (Hochreiter and Schmidhuber
1https://github.com/leox1v/FirstTextWorldProblems
1997) to learn a Q-function. An adaption of this approach
by He et al. (2015), uses two separate models to encode the
context and commands individually, and then uses a pair-
wise interaction function between them to compute the Q-
values. Since then, a variety of researchers (Ammanabrolu
and Riedl 2018; Ammanabrolu and Riedl 2018; Yin and
May 2019b; Yin and May 2019a) used some form of DQN to
solve TBGs; however, we find that an advantage-actor-critic
approach (Mnih et al. 2016) helps to improve performance
and speeds up convergence. Using Narasimhan, Kulkarni,
and Barzilay (2015)’s LSTM-DQN or He et al. (2015)’s ad-
justed DRRN on the family of games of the TextWorld chal-
lenge leads to extremely slow convergence due to the huge
combinatorial action-space that arises from games with dif-
ferent objects and the combinatorial nature of natural lan-
guage (Ammanabrolu and Riedl 2018).
Large action-space Text-based games can be divided by
their type of input-interaction: (i) parser-based, where the
agent issues commands in free form and (ii) choice-based,
where the agent is presented a set of admissible commands
at every turn. Assuming a fixed maximum length of the com-
mands as well as a fixed-size vocabulary, a parser-based
game is a special instance of a choice-based game with the
set of all possible combinations of words in the vocabu-
lary as the set of admissible commands. This illustrates the
problem arising from combinatorial action spaces: they re-
sult in a huge set of possible options for the agent, which
it cannot possibly explore in a reasonable amount of time.
Hence, the major challenge is the generation of a small set
of reasonable commands for a given context. Using a su-
pervised learning approach with a pointer-softmax model
Vinyals, Fortunato, and Jaitly (2015), Tao et al. (2018) as
well as Yuan et al. (2018b) are able to generate admissible
commands given a context for a specific TBG. A more gen-
eral approach by (Fulda et al. 2017) learns to map nouns
to affordant verbs by extracting replacement vectors from
word embeddings using canonical examples. Zahavy et al.
(2018), on the other hand, start from an over-complete set
of actions and learn a binary action-elimination network by
using the feedback provided by the game engine. Similarly,
Ammanabrolu and Riedl (2018) also prune the available ac-
tions but using a fixed scoring function on top of a graph
representation of the game’s state. As far as we know, our
model is the first in the area of TBGs to consider grouping
commands together to ’high-level’ actions as a way to re-
duce the action-space.
Gameplay
This section provides an overview of the structure of the
games in the TextWorld challenge and explains the problems
an agent needs to overcome to succeed. Figure 1 shows an
example of a straightforward game which helps understand
the basic structure. The agent starts at a random room around
the house with the instruction to find the cookbook and pre-
pare the meal therein. The initial description of the surround-
ing exemplifies one of the key challenges, namely filtering
the vital information from the text: sentence like you hear
You are hungry! Let's cook a delicious meal. Check the cookbook in the kitchen
for the recipe. Once done, enjoy your meal!
-= Kitchen =- You're now in the kitchen. I guess you better just go and list everything
you see here. You hear a noise behind you and spin around, but you can't see
anything other than a fridge. The fridge is empty! This is the worst thing that could
possibly happen, ever! You see a closed oven. You make out a table. The table is
massive. On the table you can make out a cookbook. You can make out a counter.
The counter is vast. On the counter you can make out a sliced fried red hot pepper,
a red apple, a yellow bell pepper and a knife. You smell an intriguing smell, and
follow it to a stove. You shudder, but continue examining the stove. But the thing is
empty, unfortunately. Hm. Oh well.
> examine recipe
You open the copy of "Cooking: A Modern Approach (3rd Ed.)" and start reading:
Recipe #1
---------
Gather all following ingredients and follow the directions to prepare this tasty
meal.
Ingredients:
red hot pepper
Directions:
slice the red hot pepper
fry the red hot pepper
prepare meal
> inventory
You are carrying nothing.
> take red hot pepper
You take the red hot pepper from the counter.
Your score has just gone up by one point.
> inventory
You are carrying:
a sliced fried red hot pepper
> prepare meal
Adding the meal to your inventory.
Your score has just gone up by one point.
> eat meal
You eat the meal. Not bad.
Your score has just gone up by one point.
*** The End ***
Figure 1: Simple game that shows the basic structure of the
task. The player’s commands are highlighted in yellow.
a noise behind you and spin around, ... or This is the worst
thing that could possibly happen, ever! provide no useful in-
formation for the game and make it harder to understand the
context.
Once the agent finds the room with the cookbook (in the
example in Figure 1, it is in the starting room already), the
examine recipe reveals the recipe. It consists of two parts:
the ingredients, and the directions. While the ingredients
part lists the items that need to be collected, the directions
give information about the status they need to be in to pre-
pare the meal. In our example, the pepper needs to be sliced
and fried. Here, the agent needs to be careful, because the
initial description of the surrounding states that the pepper
is already sliced and fried and additional frying, for exam-
ple, would lead to burning the pepper and hence losing the
game. The agent, therefore, needs to remember and recog-
nize states of ingredients mentioned in the context. With the
inventory command the agent can list all items it is currently
carrying. Once all ingredients, in their correct state, are in
the inventory, the agent can prepare and then eat the meal.
Agent
We train an agent to select, at every step in the game,
the most promising command (in terms of discounted fu-
ture score) from a list of possible commands, given the ob-
served context. Building a successful agent—not just for
TBGs but for a wide range of sequential decision-making
applications—is primarily determined by the presented set
of choices at each time-step. Therefore, one of the most cru-
cial questions is about how to generate the list of possible
commands. The smaller this set is, the less time and ef-
fort the agent wastes in its exploratory phase on ”useless”
strategies. To effectively reduce the size of the action-space,
we use an approach inspired by hierarchical reinforcement
learning, that we explain in the next section about ”Com-
mand Generation”. In the current section, we outline the ar-
chitecture and training procedure of the agent, acting on a
given set of commands.
Model
Model context We build a textual context as an approxi-
mation for the (non-observable) game’s state. It consists of
the following text-based features:
1. Observation: The response from the game engine at the
current time-step. It can either be a description of what
the agent sees in this room or a direct response to its last
command.
2. Missing items: The list of items that are in the recipe but
not yet in the inventory. This information is constructed
using the neural recipe model described in Section ”Com-
mand Generation”.
3. Unnecessary items: The list of items that are in the inven-
tory but are not needed to execute the recipe. We extract
this information from the last response to the inventory
command.
4. Description: The description of the current room. It is the
output of the last look command.
5. Previous commands: The list of the ten previously exe-
cuted commands.
6. Required utilities: The list of kitchen appliances needed
for the recipe, e.g., knife or stove. This list is a result of
the prediction by the recipe model described in Section
”Command Generation”.
7. Discovered locations: The list of previously visited loca-
tions.
8. Location: The name of the current location, extracted
from the last observation (if it included a location).
The architecture of the model is shown in Figure 2. It con-
sists of four building blocks: context encoding, commands
encoding, computation of the value of the current state, and
the command scoring.
Context Encoding The input to the context encoding are
the eight text-based features described above. Each of them
is a sequence of words that we embed using a trainable 100-
dimensional word embedding, initialized with pre-trained
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<latexit sha1_base64="LnDO3i4sW8+AWkOzdVvqHF2jDpg=">AAACAnicbVDJSgNBEO1xjXEb9SReGoPgKczE9RgMiAcPUUwiZEL o6VRik56F7hoxDMGLv+LFgyJe/Qpv/o2d5aCJD4p6vFdFdz0/lkKj43xbM7Nz8wuLmaXs8srq2rq9sVnVUaI4VHgkI3XrMw1ShFBBgRJuYwUs8CXU/G5p4NfuQWkRhTfYi6ERsE4o2oIzNFLT3vYQHjA9L/U9L7tXODqmg34Nl5WmnXPyzhB0mrhjkiNjlJv2l9eKeBJAiFwyr euuE2MjZQoFl9DPeomGmPEu60Dd0JAFoBvp8IQ+3TNKi7YjZSpEOlR/b6Qs0LoX+GYyYHinJ72B+J9XT7B92khFGCcIIR891E4kxYgO8qAtoYCj7BnCuBLmr5TfMcU4mtSyJgR38uRpUi3k3YN84eowVzwbx5EhO2SX7BOXnJAiuSBlUiGcPJJn8krerCfrxXq3PkajM9Z4Z4 v8gfX5A+zHlS4=</latexit>
256
<latexit sha1_base64="FXAEHbFbCj7aMIfH74sUk7p9yN0=">AAAB8HicbVBNT8JAEJ36ifUL9ehlIyHxRFr8PBK9ePCAxgIGGrJ dtrBhu212tyak4Vd48aAxXv053vw3LtCDgi+Z5OW9mczMCxLOlHacb2tpeWV1bb2wYW9ube/sFvf2GypOJaEeiXksWwFWlDNBPc00p61EUhwFnDaD4fXEbz5RqVgsHvQooX6E+4KFjGBtpMfq2bldvqe3XrdYcirOFGiRuDkpQY56t/jV6cUkjajQhGOl2q6TaD/DUjPC6djup IommAxxn7YNFTiiys+mB49R2Sg9FMbSlNBoqv6eyHCk1CgKTGeE9UDNexPxP6+d6vDSz5hIUk0FmS0KU450jCbfox6TlGg+MgQTycytiAywxESbjGwTgjv/8iJpVCvuSaV6d1qqXeVxFOAQjuAYXLiAGtxAHTwgEMEzvMKbJa0X6936mLUuWfnMAfyB9fkDnuSO/A==</latex it>
ReLU
<latexit sha1_base64="oWFrsF3LmRJ4rDrXsSQp4zqyhr0=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04sFDFdMW2lA22027dHcTdjdCCf0LXjwo4tU/5M1/46bNQVsfDDzem2FmXphwpo3rfjsrq2vrG5ulrfL2z u7efuXgsKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjm9yv/1ElWaxfDSThAYCDyWLGMEmlx7ond+vVN2aOwNaJl5BqlCg2a989QYxSQWVhnCsdddzExNkWBlGOJ2We6mmCSZjPKRdSyUWVAfZ7NYpOrXKAEWxsiUNmqm/JzIstJ6I0HYKbEZ60cvF/7xuaqKrIGMySQ2VZL4oSjkyMcofRwOmKDF8YgkmitlbERlhhYmx8ZRtCN7iy8ukVa9557X6/UW1cV3EUYJjOIEz8OASGnALTfCBwAie4RXeHOG8OO/Ox7x1xSlmjuAPnM8fq+ON/g==</latexit>
↑ ↑ vt
<latexit sha1_base64="zFrDWKar3zPnchwHAHah95uF6pA=">AAAB6nicbVBNS8NAEJ34 WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLupFBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbw Wju5nfGnNtRKyecJJwP6IDJULBKFrpcdzDXqnsVtw5yCrxclKGHPVe6avbj1kacYVMUmM6npugn1GNgkk+LXZTwxPKRnTAO5YqGnHjZ/NTp+TcKn0SxtqWQjJXf09kNDJmEgW2M6I4NMveT PzP66QY3viZUEmKXLHFojCVBGMy+5v0heYM5cQSyrSwtxI2pJoytOkUbQje8surpFmteJeV6sNVuXabx1GAUziDC/DgGmpwD3VoAIMBPMMrvDnSeXHenY9F65qTz5zAHzifP29+jeU=</l atexit>
R<latexit sha1_base64="wtzDpgMEkoib/lVyKXcE2J+zpHU=">AAAB8XicdVBNTwIxFHyLX4hfqEcvjcTE02YXFuFI9OIRjYARNqRbCjR0u5u2a0I2/AsvHjTGq//Gm//GLm CiRidpMpl5L503QcyZ0o7zYeVWVtfWN/Kbha3tnd294v5BW0WJJLRFIh7J2wArypmgLc00p7expDgMOO0Ek4vM79xTqVgkbvQ0pn6IR4INGcHaSHe9EOtxEKTXs36x5NjVqud6Z8iQSt2teQvilD3k2s4cJVii2S++9wYRSUIqNOFYqa7rxNpPsdSMcDor9BJFY0wmeES7hgocUuWn88QzdGKUARpG0jyh0Vz9vpHiUKlpGJjJLKH67WXiX1430cO6nzIRJ5oK svhomHCkI5SdjwZMUqL51BBMJDNZERljiYk2JRVMCV+Xov9Ju2y7Fbt85ZUa58s68nAEx3AKLtSgAZfQhBYQEPAAT/BsKevRerFeF6M5a7lzCD9gvX0CK2uRQQ==</latexit>
Command 1
Command k
…
 
em
be
dd
in
g 
text sequence 1 
…
 
…
 
↑
↑
↑
↑
…
 
R32<latexit sha1_base64="sltRoZe8AR32coPsyz8DVZYYo5I=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5CktY9d0Y3LKrYV2lgm00k7dPJgZiLUkC9x40IRt36KO//GSVpBRQ8MHM65l3vmuBGjQprmh1 ZYWV1b3yhulra2d3bL+t5+T4Qxx6SLQxbyGxcJwmhAupJKRm4iTpDvMtJ3Z+eZ378jXNAwuJbziDg+mgTUoxhJJY308tBHcuq6yVV6m1TtdKRXTKNuV09bVaiI2bBqjZzUW00LWoaZowKW6Iz09+E4xLFPAokZEmJgmZF0EsQlxYykpWEsSITwDE3IQNEA+UQ4SR48hcdKGUMv5OoFEubq940E+ULMfVdNZjHFby8T//IGsfSaTkKDKJYkwItDXsygDGHWAhxTTrBkc0UQ5lRlhXiKOMJSdVVSJXz9FP5PerZhVQ37slZpny3rK IJDcAROgAUaoA0uQAd0AQYxeABP4Fm71x61F+11MVrQljsH4Ae0t08e45Nn</latexit>
R32<latexit sha1_base64="sltRoZe8AR32coPsyz8DVZYYo5I=">AAAB+HicdVDLSsNAFJ3UV62PRl26GSyCq5CktY9d0Y3LKrYV2lgm00k7dPJgZiLUkC9x40IRt36KO//GSVpBRQ8MHM65l3vmuBGjQprmh1 ZYWV1b3yhulra2d3bL+t5+T4Qxx6SLQxbyGxcJwmhAupJKRm4iTpDvMtJ3Z+eZ378jXNAwuJbziDg+mgTUoxhJJY308tBHcuq6yVV6m1TtdKRXTKNuV09bVaiI2bBqjZzUW00LWoaZowKW6Iz09+E4xLFPAokZEmJgmZF0EsQlxYykpWEsSITwDE3IQNEA+UQ4SR48hcdKGUMv5OoFEubq940E+ULMfVdNZjHFby8T//IGsfSaTkKDKJYkwItDXsygDGHWAhxTTrBkc0UQ5lRlhXiKOMJSdVVSJXz9FP5PerZhVQ37slZpny3rK IJDcAROgAUaoA0uQAd0AQYxeABP4Fm71x61F+11MVrQljsH4Ae0t08e45Nn</latexit>
text sequence k 
Rcmdlen1⇥100<latexit sha1_base64="HOpgSOQB25+5q81mROk4PZc112A=">AAACEHicdVDLSgNBEJz1GeMr6tHLYBA9hd24P o5BLx5VjArZGGYnHR0yO7vM9Iph2U/w4q948aCIV4/e/BsnD0FFCxqKqm66u8JECoOu++GMjU9MTk0XZoqzc/MLi6Wl5TMTp5pDnccy1hchMyCFgjoKlHCRaGBRKOE87B70/fMb0EbE6hR7CTQjdqVER3CGVmqVNoKI4XUYZif5ZRYg3 GLGo7YElbc8GqCIwFDPdfNWqexWtrd9z9+hlmztebv+kLhVn3oVd4AyGeGoVXoP2jFPI1DIJTOm4bkJNjOmUXAJeTFIDSSMd9kVNCxVzG5qZoOHcrpulTbtxNqWQjpQv09kLDKmF4W2s3+++e31xb+8RoqdvWYmVJIiKD5c1EklxZj206 FtoYGj7FnCuBb2VsqvmWYcbYZFG8LXp/R/clateFuV6rFfru2P4iiQVbJGNolHdkmNHJIjUiec3JEH8kSenXvn0XlxXoetY85oZoX8gPP2CT+tnVU=</latexit>
Rseqlen8⇥100<latexit sha1_base64="Chi1ocw/yzJgN7jd5/nIk5sFV3Y=">AAACEHicdVA9SwNBEN3z2/gVtbRZDKJVuIunp hRtLFWMCrkY9jYTXbK3d+7OieG4n2DjX7GxUMTW0s5/4+ZDUNEHA4/3ZpiZFyZSGHTdD2dkdGx8YnJqujAzOze/UFxcOjVxqjnUeCxjfR4yA1IoqKFACeeJBhaFEs7Czn7PP7sBbUSsTrCbQCNil0q0BWdopWZxPYgYXoVhdpxfZAHCL WYGriWovFmlAYoIDPVcN28WS255a8v3/G1qyWbV2/EHxK341Cu7fZTIEIfN4nvQinkagUIumTF1z02wkTGNgkvIC0FqIGG8wy6hbqlidlMj6z+U0zWrtGg71rYU0r76fSJjkTHdKLSdvfPNb68n/uXVU2xXG5lQSYqg+GBRO5UUY9pLh7 aEBo6yawnjWthbKb9imnG0GRZsCF+f0v/JaaXsbZYrR35pd28YxxRZIatkg3hkh+ySA3JIaoSTO/JAnsizc+88Oi/O66B1xBnOLJMfcN4+AWwDnXE=</latexit>
Rcmdlenk⇥100<latexit sha1_base64="pywXXvOg/fJBNQyGqM2A/0CVfMI=">AAACEHicdVDLSgNBEJz1GeMr6tHLYBA9hd24P o5BLx5VjArZGGYnHR0yO7vM9Iph2U/w4q948aCIV4/e/BsnD0FFCxqKqm66u8JECoOu++GMjU9MTk0XZoqzc/MLi6Wl5TMTp5pDnccy1hchMyCFgjoKlHCRaGBRKOE87B70/fMb0EbE6hR7CTQjdqVER3CGVmqVNoKI4XUYZif5ZRYg3 GLGo7YElbe6NEARgaGe6+atUtmtbG/7nr9DLdna83b9IXGrPvUq7gBlMsJRq/QetGOeRqCQS2ZMw3MTbGZMo+AS8mKQGkgY77IraFiqmN3UzAYP5XTdKm3aibUthXSgfp/IWGRMLwptZ/9889vri395jRQ7e81MqCRFUHy4qJNKijHtp0 PbQgNH2bOEcS3srZRfM8042gyLNoSvT+n/5Kxa8bYq1WO/XNsfxVEgq2SNbBKP7JIaOSRHpE44uSMP5Ik8O/fOo/PivA5bx5zRzAr5AeftE5pNnY8=</latexit> GRUc
<latexit sha1_base64="hwHnnEwjQkVDC0uA2YfAhs0scMI="> AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj0oMcqpi20oWy2m3bpZhN2J0Ip/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEph0HW/ nZXVtfWNzcJWcXtnd2+/dHDYMEmmGfdZIhPdCqnhUijuo0DJW6nmNA4lb4bDm6nffOLaiEQ94ijlQUz7SkSCUbSSf/vgd1m3VHYr7gx kmXg5KUOOerf01eklLIu5QiapMW3PTTEYU42CST4pdjLDU8qGtM/blioacxOMZ8dOyKlVeiRKtC2FZKb+nhjT2JhRHNrOmOLALHpT8T+ vnWF0FYyFSjPkis0XRZkkmJDp56QnNGcoR5ZQpoW9lbAB1ZShzadoQ/AWX14mjWrFO69U7y/Ktes8jgIcwwmcgQeXUIM7qIMPDAQ8wyu 8Ocp5cd6dj3nripPPHMEfOJ8/V0uOYA==</latexit>
GRUc
<latexit sha1_base64="hwHnnEwjQkVDC0uA2YfAhs0scMI="> AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj0oMcqpi20oWy2m3bpZhN2J0Ip/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemEph0HW/ nZXVtfWNzcJWcXtnd2+/dHDYMEmmGfdZIhPdCqnhUijuo0DJW6nmNA4lb4bDm6nffOLaiEQ94ijlQUz7SkSCUbSSf/vgd1m3VHYr7gx kmXg5KUOOerf01eklLIu5QiapMW3PTTEYU42CST4pdjLDU8qGtM/blioacxOMZ8dOyKlVeiRKtC2FZKb+nhjT2JhRHNrOmOLALHpT8T+ vnWF0FYyFSjPkis0XRZkkmJDp56QnNGcoR5ZQpoW9lbAB1ZShzadoQ/AWX14mjWrFO69U7y/Ktes8jgIcwwmcgQeXUIM7qIMPDAQ8wyu 8Ocp5cd6dj3nripPPHMEfOJ8/V0uOYA==</latexit>
ef1
<latexit sha1_base64="/N8t0kFxIzETlV0VU8F sMU4PEu0=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2k3btZhN2N0IJ/Q9ePC ji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTc CO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUwn4WetN+ueJW3TnIKvFyUoEcjX75qzeIWRqhNExQ rbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NopObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rp ia89jMuk9SgZItFYSqIicnsdTLgCpkRE0soU9zeStiIKsqMDahkQ/CWX14lrVrVu6jW7i8r9Zs8jiKcwC mcgwdXUIc7aEATGDzCM7zCmxM7L86787FoLTj5zDH8gfP5A3Yajw0=</latexit>
ef8
<latexit sha1_base64="o25ko281o4FCC6eEPHx jmfYB3T8=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqYI9FLx4r2FpoQ9lsJ+3azSbsboQS+h+8eF DEq//Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4 EdhKFNAoEPgTjm5n/8IRK81jem0mCfkSHkoecUWOlNvazsD7tlytu1Z2DrBIvJxXI0eyXv3qDmKURSsME 1brruYnxM6oMZwKnpV6qMaFsTIfYtVTSCLWfza+dkjOrDEgYK1vSkLn6eyKjkdaTKLCdETUjvezNxP+8b mrCup9xmaQGJVssClNBTExmr5MBV8iMmFhCmeL2VsJGVFFmbEAlG4K3/PIqadeq3kW1dndZaVzncRThBE 7hHDy4ggbcQhNawOARnuEV3pzYeXHenY9Fa8HJZ47hD5zPH4C9jxQ=</latexit>
ec1
<latexit sha1_base64="Fv1s0lJr6QxWSm2 YmBn9TsmwGjw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2k3btZh N2N0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUwn7GvGm/XHGr 7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9VKNCWVjOsSupZJGqP1sfu2UnFllQM JY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe+xmXSWpQssWiMBXExGT2OhlwhcyIiSWUKW5 vJWxEFWXGBlSyIXjLL6+SVq3qXVRr95eV+k0eRxFO4BTOwYMrqMMdNKAJDB7hGV7hzYmdF+fd +Vi0Fpx85hj+wPn8AXGIjwo=</latexit>
eck
<latexit sha1_base64="loIt/kooc+UaXuO Pu/I2JcOV73I=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2k3btZh N2N0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nG qGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUwn7GxtN+ueJW 3TnIKvFyUoEcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NopObPKgI SxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsdTLgCpkRE0soU9z eStiIKsqMDahkQ/CWX14lrVrVu6jW7i8r9Zs8jiKcwCmcgwdXUIc7aEATGDzCM7zCmxM7L867 87FoLTj5zDH8gfP5A8mqj0Q=</latexit>
c1
<latexit sha1_base64="bxLhQ885cIXIOA7SAduGcGiC4fY=">AAAB6nicbVBNS8NAEJ3Ur1 q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3 n1BpHstHM0nQj+hQ8pAzaqz0wPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXv sZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vklat6l1Ua/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwDs8Y2P</latexit>
ck
<latexit sha1_base64="9jPiyMYc+vUXqSHeoxb8juiTH1M=">AAAB6nicbVBNS8NAEJ3Ur1 q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3 n1BpHstHM0nQj+hQ8pAzaqz0wPrjfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzUKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvP YzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa1a1buo1u4vK/WbPI4inMApnIMHV1CHO2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gBE6I3J</latexit>
…
 
c1
<latexit sha1_base64="bxLhQ885cIXIOA7SAduGcGiC4fY=">AAAB6nicbVBNS8NAEJ 3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCG gUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShszV3xMZjbSeRIH tjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vklat6l1Ua/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3 A+fwDs8Y2P</latexit>
h⇤t
<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSKIh5J UQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKVWsPH816Gk16p7FbcG cgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler 9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>
h⇤t
<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSKIh5J UQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UCIUjKKVWsPH816Gk16p7FbcG cgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmDOXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler 9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>
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Figure 2: Illustration of the model. From a textual description of the context, together with k different possible commands, it
computes a categorical distribution over the commands, as well as a scalar representing the value of the current game’s state.
GloVe (Pennington, Socher, and Manning 2014). This re-
sults in eight matrices of shape (seqleni × 100 for i =
1, . . . , 8) that are fed into eight separate bi-directional GRUs
(GRUfi). Using the last hidden vector of each GRU, we con-
struct a fixed size encoding of size 32 for every feature input
sequence. By concatenating the individual vectors, we ob-
tain a representation for the full context with a fixed size of
256. To obtain the final context encoding h∗, we pass this
representation into another GRU (GRUs) that has its recur-
rency over time, i.e., it takes as hidden state the context en-
coding from the previous time-step (Yuan et al. 2018a).
Commands Encoding At every time-step, the model has
a set with varying length kt of different possible commands
to choose from. Each command is embedded using the same
embedding matrix as the context, resulting in a set of k ma-
trices of size (cmdleni × 100)2. A single GRU (GRUc) is
used to encode the k different commands individually to
fixed-size representations ci ∈ R32 for i = 1, . . . , k.
Value Computation As described in more detail in the
upcoming subsection, we use an advantage-actor-critic ap-
proach to train the agent. This approach requires a critic
function that determines the value of the current state. In
our model, we compute this scalar value by passing the en-
coded context h∗ through an MLP with a single hidden layer
of size 256 and ReLU activations.
Scoring and Command Selection For each possible com-
mand, we compute a scalar score by feeding the concatena-
tion of the encoded context h∗ and the encoded command
ci for i = 1, . . . , k into an MLP with a single hidden layer
of size 256 and ReLU activations. We obtain a score vector
st ∈ Rk that ranks the k possible commands. On top of the
2The sequence lengths of commands vary since the commands
range from single words, e.g., inventory, to short sentences, e.g.,
cook the red hot pepper with grill.
score vector, we apply a softmax to turn it into a categorical
distribution pt. Based on pt, we sample the final command
from the presented set of input commands.
Training the agent with the Actor-Critic method
We use an online actor-critic algorithm with a shared net-
work design to optimize the agent. We compute the return
Rt of a single time-step t in the session of length T by us-
ing the n-step temporal difference method (Sutton and Barto
2018, ch. 7)
R(st, at) = γT−tv(sT ) +
T−t∑
τ=0
γτr(st+τ , at+τ ) (1)
where γ denotes the discount factor, and v(sT ) denotes the
value of the state, determined by the critic network, that
depends on the state sT . The game-environment determines
the score r, based on the state s, and the chosen action a.
From Rt we compute the advantage At at time-step t by
subtracting the state value from the critic network, i.e.
A(st, at) = R(st, at)− vt(st). (2)
While the value function from the critic v captures how good
a certain state is, the advantage informs us how much extra
reward we obtain from action a compared to the expected
reward in the current state s. For the sake of brevity, we will
drop the indication of dependence of the state s and action a
from now on.
Objective The full objective L consists of three individ-
ual terms: the policy loss, the value loss, and the entropy
loss. The policy term optimizes the parameters of the actor-
network while keeping the critic’s weights fixed. It encour-
ages (penalizes) the current policy if it led to a positive (neg-
ative) advantage. The policy loss is given by the following
formula
Lp = − 1
T
T∑
t=1
A∗t log pt[at] (3)
where A∗t is the advantage At removed from the computa-
tional graph, and pt[at] is the probability of the chosen com-
mand at determined by the actor.
The value term uses a mean squared error between the re-
turnR and the value of the critic vt to encourage them to be
close, i.e.
Lv = 1
2T
T∑
t=1
(Rt − vt)2. (4)
Finally, the entropy loss penalizes the actor for putting a lot
of probability mass on single commands and therefore en-
courages exploration:
Le = − 1
T
T∑
t=1
pTt log pt. (5)
The final training objective is chosen as a linear combination
of to three individual terms.
Command Generation
One of the primary challenges in TBGs is the construction
of possible—or rather reasonable—commands in any given
situation. Due to the combinatorial nature of the actions, the
size of the search space is vast. Thus, brute force learning
approaches are infeasible, and RL optimization is extremely
difficult. We solve this problem by effectively generating
only a small number of the most promising commands, as
well as combining multiple actions to a single high-level
command. We find that this step of reducing the action-space
is the most important to guarantee successful and stable
learning of the agent. To this end, we train a helper model—
called Recipe Manager—that effectively extracts from the
game’s state which recipe actions still need to be performed.
By comparing the state of the ingredients in the inventory
with the given recipe and the description of the environment,
it generates the next commands in the cooking process.
Recipe Commands
The task of this model is to determine, from the raw descrip-
tion of the inventory and the recipe, the following informa-
tion for every listed ingredient:
• Does it still need to be collected?
• Which cooking actions still need to be performed with it?
Figure 4 (b) in the Appendix shows an example of how the
model extracts from the raw textual input the structured in-
formation needed. To achieve this, we train a model in a su-
pervised manner with a self-constructed dataset. The dataset
consists of recipes and inventories similar to those of the
training games but augmented with multiple additional in-
gredients and adjectives to foster its generalization capabil-
ities. Here, we query the freebase database to obtain a large
selection of popular food items to make our classifier more
resilient to ingredients not present in the training games.
Model The input to the recipe model is the individual
recipe directions and the current inventory of the agent. We
do a binary classification of each direction about whether
or not it needs to be performed. The necessary information
about the state of the ingredient is present in the inventory.
Hence, we need to map and compare each direction to it. The
names of the ingredients are of varying length and can have
multiple adjectives describing it, e.g., a sliced red hot pepper
or some water. Therefore, we treat each direction and the in-
ventory as a variable-length sequence that we encode using
a GRU, after embedding it with pre-trained GloVe (Penning-
ton, Socher, and Manning 2014). Using pre-trained embed-
dings not just speeds up the convergence of the model but
also helps to make it generalize across unseen ingredients,
because all food-related items are close in the embedding
space (Pennington, Socher, and Manning 2014). As can be
seen in Figure 4 (c) in the Appendix, each of the encoded
recipe directions is concatenated with the encoded inventory
to serve as the input to an MLP. The network outputs a sin-
gle value for each of the inputs that represent the probability
of the given direction still being necessary to perform.
Adding recipe actions to the possible commands The
recipe manager adds two high-level commands to the
action set. First, the take all required ingredients from here
command, grouping all the necessary ’take’ commands, that
can be performed in the current room. We construct this list
by the intersection of needed ingredients (determined by the
recipe model) and ingredients present in the current context
description. Second, the drop unnecessary items command
that lists ’drop’ commands for all the ingredients labeled as
unnecessary from the learned recipe model. It is indeed cru-
cial to learn to drop unwanted items because the inventory
has a fixed capacity. In addition to the abstract high-level
commands, it adds all action commands—specified by the
recipe model—if the specific ingredient is in the inventory
and the corresponding utility in the room. Figure 4 (a) in the
Appendix provides an example for how the mapping from
high-level to low-level commands is constructed based on
the room description, the inventory, and the output from the
neural recipe model.
Navigation Commands
Another crucial challenge for an agent in a TBG is to effi-
ciently navigate through the game-world; an especially hard
task when presented with unseen room configurations at test
time. This process can be divided into two tasks, namely
(i) understanding from the context in which direction it is
possible to move, and (ii) the planning required to move
through the rooms efficiently. While the latter is learned by
the model as part of its policy, the challenge of extracting
the movement directions from the unstructured text remains.
Moreover, in the TextWorld environment, every connected
room can be blocked by a closed door that the agent has
to explicitly open before going into this direction. There-
fore, it is necessary not only to understand in which cardi-
nal direction to move for the next room but also to identify
all closed doors in the way. For this task, we learned the
Navigator model, that is supervised trained on augmented
walkthroughs to identify (i) cardinal directions that lead to
connected rooms, and (ii) find all closed doors in the cur-
rent room. The model takes any room description as input
and encodes the sequence with a GRU to obtain a fixed-size
vector representation. This is fed into four individual MLPs
that make a binary prediction on whether the correspond-
ing cardinal direction leads to a connected room. To obtain
the closed doors in the room, the hidden representation from
each word of the description is fed into a shared binary MLP
that predicts whether or not a particular word is part of the
name of a closed door. This approach is necessary because
there can be multiple different closed doors in a room, and
the name of each door can consist of multiple words, e.g.,
sliding patio door.
The navigator adds for every detected cardinal direction
(east, south, west, north) the respective go command to
the list of possible commands. Additionally, it adds open
<doorname> for every closed door in the room’s descrip-
tion.
Other Commands
Besides the commands that handle the navigation and the
cooking, there are a few additional actions that are neces-
sary to succeed in the game. Since the number of these com-
mands is minimal, they are either added at every time-step to
the set of possible commands or based on very simple rules.
We provide the list of additional commands and their rules
in Table 1.
Command Rule
look,
inventory
Added at every step, except if they
were just performed in the previous
command.
prepare meal Added once the recipe manager does
not output any recipe direction as miss-
ing anymore and the agent’s location is
the kitchen.
eat meal Added if meal is in agent’s inventory.
examine cook-
book
Added if the cookbook is in the room’s
description.
Table 1: Rules for additional commands to be added to the
list of possible commands.
Results
First and foremost, the model was evaluated quantitatively
against more than 20 competitors in Microsoft’s TextWorld
challenge, where it scored 1st on the (hidden) validation
set and 2nd on the final test set of games. To show that
our agent improves upon existing models for TBGs on
never-before-seen games of the same family, we compare
it against several baselines on the competition’s training,
validation, and test set.
Method
valid test
% steps % steps
Random WL 0.1 97.5 0.0 98.9
±.04 ±.27 ±.03 ±.02
LSTM-DQN 2.2 97.0 1.0 99.3
±.00 ±.00 ±.00 ±.00
Random AC 11.7 43.7 12.8 50.1
±.59 ±1.67 ±.64 ±.31
DRRN 14.0 39.3 13.2 50.2
±.12 ±1.65 ±.25 ±.05
Random Pruned 33.5 90.6 39.6 95.8
±.66 ±.81 ±.14 ±.36
DRRN Pruned 34.3 89.8 44.1 92.2
±.31 ±.41 ±2.01 ±1.80
Yin and May (2019b) 583 30 - -
- - - -
LeDeepChef 74.4 24.1 69.3 43.9
±.18 ±.23 ±.20 ±.19
Table 2: Results on the unseen set of validation and test
games from the TextWorld Challenge. We report the mean
and standard deviation over ten runs with different random
seeds of each best performing model on the training set.
As a metric, we always report the points per game relative
to the total achievable points. A single game terminates upon
successful completion of the task or when the agent fails, by
either damaging an item or reaching the maximum number
of a hundred steps.
Baseline Figure 3 (a) demonstrates that standard base-
lines for TBGs are not able to learn generalization capabil-
ities to sufficiently solve a whole family of games. Both,
LSTM-DQN (Narasimhan, Kulkarni, and Barzilay 2015)
and DRRN (He et al. 2015), do not exceed the 20% mark
of points per game relative to total achievable points4 during
3 epochs of training. The input to both of these models is the
concatenated game’s state, consisting of the room’s descrip-
tion, the agent’s inventory, the recipe, the feedback from the
last command, and the set of previously issued commands.
The main difference between DRRN and LSTM-DQN is
that the former ranks the provided admissible commands,
while the latter ranks (pre-selected) verbs and objects, from
which a command is formed then. Due to the combinatorial
nature of possible commands from the LSTM-DQN, the ef-
fective action-space is significantly larger than for DRRN.
Thus, a random agent on this word-level task—Random
WL—performs much worse than an agent that selects ran-
3Result on their own validation set, which is hold-out data from
the official training set of games. However, the dynamics and diffi-
culty of both sets of games are comparable.
420% would be equivalent to 12th place in the competition if
the admissible commands are known at every step, as for DRRN
(= handicap 5), or 9th place if not (= LSTM-DQN).
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(a) Training games scoring percentage of DRRN and LSTM-
DQN over three epochs. The two baselines Random AC and
Random WL show the performance of a random agent on the
admissible commands (like for DRRN) and the word-level (like
LSTM-DQN), respectively.
(b) Training games scoring percentage of LeDeepChef com-
pared to a DRRN model and a random baseline on the same
pruned commands, generated by the recipe module.
Figure 3: Comparison of our model to several baseline models on the TextWorld challenge games, as points per game relative
to total achievable points throughout the training of 3 epochs with 10 different random seeds. Each shown point is an average
over the past 80 games. The model details of the baselines can be found in Table 3 in the Appendix.
domly from the admissible commands, Random AC. Both
DRRN and LSTM-DQN significantly outperform their ran-
dom counterpart over the course of the training but are not
able to learn to solve the games to a sufficient degree. The
big scoring difference between the two random agents un-
derlines the importance of effective action-space reduction.
Comparison on pruned commands In a second exper-
iment, we use the same DRRN architecture as before, but
with a pruned version of the admissible commands to ex-
actly match the commands presented to our model; though,
without the grouping to high-level actions. As we see in Fig-
ure 3 (b), the reduced set of possible commands massively
improves both the random and the DRRN model to up to
50%5. However, the DRRN model is still not capable of im-
proving a lot upon the random model and—as before—does
not show a steady upward trend throughout the training pro-
cedure. Our model, on the other hand, improves its percent-
age significantly over the training iterations to its final score
of around 87%. We believe that the advantage of our model
over this specific baseline is mainly due to (i) the grouped
high-level commands that let the agent learn a strategy more
efficiently in an abstract space, (ii) the improvements in the
neural architecture that acts on a more sophisticated version
of the input features, and (iii) the superiority of the actor-
critic over the DQN approach.
Comparison on Test Set Table 2 shows the quantitative
results of different models on the (unseen) validation set,
as well as the final test set of Microsoft’s TextWorld chal-
lenge. As expected, our model generalizes best to the unseen
550% is equivalent to the 5th place in the competition.
games with a mean percentage of 74.4 and 69.3 for the re-
spective sets of games. The standard baselines are not able
to exceed the 15% mark, indicating that they are not suit-
able to be applied ”out-of-the-box” on the specific task of
solving families of TBGs. A recent model by Yin and May
(2019b), designed explicitly for the TextWorld environment,
uses a curriculum learning approach to train a DQN model
and achieves 58% on their validation set (hold-out data from
the challenge’s training set).
Conclusion
In this work, we presented how to build a deep RL agent
that not only performs well on a single TBG but generalizes
to never-before-seen games of the same family. To achieve
this result, we designed a model that effectively ranks a set
of commands based on the context and context-derived fea-
tures. By incorporating ideas from hierarchical RL, we sig-
nificantly reduced the size of the action-space and were able
to train the agent through an actor-critic approach. Addition-
ally, we showed how to make the agent more resilient against
never-before-seen recipes and ingredients by training with
data augmented by a food-item database. The performance
of our final agent on the unseen games of the FirstTextWorld
challenge is substantially higher than any standard baseline.
Moreover, it achieved the highest score, among more than
20 competitors, on the (unseen) validation set and beat all
but one agent on the final test set.
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Illustrations of the Recipe Manager
Ingredient Is missing Action to perform
carrot False slice & roast
red hot pepper True fry
white onion True None
Ø look
-= Kitchen =-
You arrive in a kitchen. A typical one. You decide to just list off a 
complete list of everything you see in the room, because hey, why 
not? You see a fridge.  The fridge contains a white onion, a carrot, a 
red onion and a raw pork chop. Wow, isn't TextWorld just the best? 
You bend down to tie your shoe.  When you stand up, you notice an 
oven. You can see a table. Wow, isn't TextWorld just the best? The 
table is massive. The table appears to be empty. This always happens, 
here in TextWorld! You lean against the wall, inadvertently pressing a 
secret button. The wall opens up to reveal a counter. The counter is 
vast. On the counter you make out a red hot pepper, a red apple, an 
orange bell pepper, a raw purple potato, a cookbook and a knife. You 
scan the room, seeing a stove.
Inventory
carrot, 
white onion, 
salt, 
water
High-level command Low-level command
take required items from here take red hot pepper
take white onion
drop unnecessary items drop salt
drop water
take knife take knife
cook carrot with oven cook carrot with oven
cook red hot pepper with stove cook red hot pepper with stove
↑
Recipe Manager
Ø examine cookbook
Recipe #1 
---------
Gather all following ingredients and follow 
the directions to prepare this tasty meal. 
Ingredients:
carrot
red hot pepper 
white onion 
Directions: 
slice the carrot 
roast the carrot 
fry the red hot pepper 
fry the white onion 
prepare meal 
Ø inventory
You are carrying: 
a fried white onion 
a carrot
Ingredient Is missing Action to perform
carrot False slice & roast
red hot pepper True fry
white onion False None
recipe model
↑
↑Translate to commands
take red hot pepper
slice carrot with knife
cook carrot with oven
(a) Based on the output from the neural recipe
model, the inventory, and the room description the
recipe manager constructs the mapping from high-
level commands to parsable low-level commands.
(b) The neural recipe model takes the raw strings
of the recipe and the inventory as input and outputs
a structured table specifying for every ingredient
in the recipe if it still needs to be collected and
which (cooking) action to perform with it. From
this structured table the recipe manager constructs
the parsable commands.
Observation
Location
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<latexit sha1_base64="LnDO3i4sW8+AWkOzdVvqHF2jDpg=">AAACAnicbVDJSgNBEO1xjXEb9SReGoPgKczE9RgMiA cPUUwiZELo6VRik56F7hoxDMGLv+LFgyJe/Qpv/o2d5aCJD4p6vFdFdz0/lkKj43xbM7Nz8wuLmaXs8srq2rq9sVnVUaI4VHgkI3XrMw1ShFBBgRJuYwUs8CXU/G5p4NfuQWkRhTfYi6ERsE4o2oIzNFLT3vYQHjA9L/U9L7tXODqmg34Nl5WmnXPyzh B0mrhjkiNjlJv2l9eKeBJAiFwyreuuE2MjZQoFl9DPeomGmPEu60Dd0JAFoBvp8IQ+3TNKi7YjZSpEOlR/b6Qs0LoX+GYyYHinJ72B+J9XT7B92khFGCcIIR891E4kxYgO8qAtoYCj7BnCuBLmr5TfMcU4mtSyJgR38uRpUi3k3YN84eowVzwbx5EhO 2SX7BOXnJAiuSBlUiGcPJJn8krerCfrxXq3PkajM9Z4Z4v8gfX5A+zHlS4=</latexit>
256
<latexit sha1_base64="FXAEHbFbCj7aMIfH74sUk7p9yN0=">AAAB8HicbVBNT8JAEJ36ifUL9ehlIyHxRFr8PBK9eP CAxgIGGrJdtrBhu212tyak4Vd48aAxXv053vw3LtCDgi+Z5OW9mczMCxLOlHacb2tpeWV1bb2wYW9ube/sFvf2GypOJaEeiXksWwFWlDNBPc00p61EUhwFnDaD4fXEbz5RqVgsHvQooX6E+4KFjGBtpMfq2bldvqe3XrdYcirOFGiRuDkpQY56t/jV6c UkjajQhGOl2q6TaD/DUjPC6djupIommAxxn7YNFTiiys+mB49R2Sg9FMbSlNBoqv6eyHCk1CgKTGeE9UDNexPxP6+d6vDSz5hIUk0FmS0KU450jCbfox6TlGg+MgQTycytiAywxESbjGwTgjv/8iJpVCvuSaV6d1qqXeVxFOAQjuAYXLiAGtxAHTwgEM EzvMKbJa0X6936mLUuWfnMAfyB9fkDnuSO/A==</latexit>
ReLU
<latexit sha1_base64="oWFrsF3LmRJ4rDrXsSQp4zqyhr0=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04sFDFdMW2lA22027dHcTdjdCCf0LXjwo4tU/5M1/46bNQVsfDDzem2FmXphwpo3rfj srq2vrG5ulrfL2zu7efuXgsKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjm9yv/1ElWaxfDSThAYCDyWLGMEmlx7ond+vVN2aOwNaJl5BqlCg2a989QYxSQWVhnCsdddzExNkWBlGOJ2We6mmCSZjPKRdSyUWVAfZ7NYpOrXKAEWxsiUNmqm/JzIstJ6I0HYKbEZ60cvF/7xuaqKrIGMySQ2VZL4oSjkyMcofRwOmKDF8YgkmitlbERlhhYmx8ZRtCN7iy8ukVa9557X6/UW1cV3EUYJjOIEz8OASGnALTfCBwAie4RXeHOG8O O/Ox7x1xSlmjuAPnM8fq+ON/g==</latexit>
↑ ↑ vt
<latexit sha1_base64="zFrDWKar3zPnchwHAHah95uF6pA=">AAAB6nicbVBNS8 NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLupFBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03TZxqxhsslrFuB9Rw KRRvoEDJ24nmNAokbwWju5nfGnNtRKyecJJwP6IDJULBKFrpcdzDXqnsVtw5yCrxclKGHPVe6avbj1kacYVMUmM6npugn1GNgkk+LXZTwxPKRnTAO5YqGnHjZ/NTp+TcKn 0SxtqWQjJXf09kNDJmEgW2M6I4NMveTPzP66QY3viZUEmKXLHFojCVBGMy+5v0heYM5cQSyrSwtxI2pJoytOkUbQje8surpFmteJeV6sNVuXabx1GAUziDC/DgGmpwD3Vo AIMBPMMrvDnSeXHenY9F65qTz5zAHzifP29+jeU=</latexit>
R<latexit sha1_base64="wtzDpgMEkoib/lVyKXcE2J+zpHU=">AAAB8XicdVBNTwIxFHyLX4hfqEcvjcTE02YXFuFI9OIRjYARNqRbCjR0u5u2a0I2/AsvHj TGq//Gm//GLmCiRidpMpl5L503QcyZ0o7zYeVWVtfWN/Kbha3tnd294v5BW0WJJLRFIh7J2wArypmgLc00p7expDgMOO0Ek4vM79xTqVgkbvQ0pn6IR4INGcHaSHe9EOtxEKTXs36x5NjVqud6Z8iQSt2teQvilD3k2s4cJVii2S++9wYRSUIqNOFYqa7rxNpPsdSMcDor9BJFY0wmeES7hgocUuWn88QzdGKUARpG0jyh0Vz9v pHiUKlpGJjJLKH67WXiX1430cO6nzIRJ5oKsvhomHCkI5SdjwZMUqL51BBMJDNZERljiYk2JRVMCV+Xov9Ju2y7Fbt85ZUa58s68nAEx3AKLtSgAZfQhBYQEPAAT/BsKevRerFeF6M5a7lzCD9gvX0CK2uRQQ==</latexit>
Command 1
Command k
…
 
em
be
dd
in
g 
text sequence 1 
…
 
…
 
↑
↑
↑
↑
…
 
R32<latexit sha1_base64="sltRoZe8AR32coPsyz8DVZYYo5I=">AAAB+HicdVDLSsNAFJ3U V62PRl26GSyCq5CktY9d0Y3LKrYV2lgm00k7dPJgZiLUkC9x40IRt36KO//GSVpBRQ8MHM65l3vmuBGjQprmh1ZYWV1b3yhulra2d3bL+t5+T4Qxx6SLQxbyGxcJwmhAupJKRm4iTpDvMtJ3 Z+eZ378jXNAwuJbziDg+mgTUoxhJJY308tBHcuq6yVV6m1TtdKRXTKNuV09bVaiI2bBqjZzUW00LWoaZowKW6Iz09+E4xLFPAokZEmJgmZF0EsQlxYykpWEsSITwDE3IQNEA+UQ4SR48hcdK GUMv5OoFEubq940E+ULMfVdNZjHFby8T//IGsfSaTkKDKJYkwItDXsygDGHWAhxTTrBkc0UQ5lRlhXiKOMJSdVVSJXz9FP5PerZhVQ37slZpny3rKIJDcAROgAUaoA0uQAd0AQYxeABP4Fm7 1x61F+11MVrQljsH4Ae0t08e45Nn</latexit>
R32<latexit sha1_base64="sltRoZe8AR32coPsyz8DVZYYo5I=">AAAB+HicdVDLSsNAFJ3U V62PRl26GSyCq5CktY9d0Y3LKrYV2lgm00k7dPJgZiLUkC9x40IRt36KO//GSVpBRQ8MHM65l3vmuBGjQprmh1ZYWV1b3yhulra2d3bL+t5+T4Qxx6SLQxbyGxcJwmhAupJKRm4iTpDvMtJ3 Z+eZ378jXNAwuJbziDg+mgTUoxhJJY308tBHcuq6yVV6m1TtdKRXTKNuV09bVaiI2bBqjZzUW00LWoaZowKW6Iz09+E4xLFPAokZEmJgmZF0EsQlxYykpWEsSITwDE3IQNEA+UQ4SR48hcdK GUMv5OoFEubq940E+ULMfVdNZjHFby8T//IGsfSaTkKDKJYkwItDXsygDGHWAhxTTrBkc0UQ5lRlhXiKOMJSdVVSJXz9FP5PerZhVQ37slZpny3rKIJDcAROgAUaoA0uQAd0AQYxeABP4Fm7 1x61F+11MVrQljsH4Ae0t08e45Nn</latexit>
text sequence k 
Rcmdlen1⇥100<latexit sha1_base64="HOpgSOQB25+5q81mROk4PZc112A=">AAACEHicdVDLSgNBEJz1GeMr6tHLY BA9hd24Po5BLx5VjArZGGYnHR0yO7vM9Iph2U/w4q948aCIV4/e/BsnD0FFCxqKqm66u8JECoOu++GMjU9MTk0XZoqzc/MLi6Wl5TMTp5pDnccy1hchMyCFgjoKlHCRaGBRKOE87B70/fMb0EbE6hR7CTQjdqVER3 CGVmqVNoKI4XUYZif5ZRYg3GLGo7YElbc8GqCIwFDPdfNWqexWtrd9z9+hlmztebv+kLhVn3oVd4AyGeGoVXoP2jFPI1DIJTOm4bkJNjOmUXAJeTFIDSSMd9kVNCxVzG5qZoOHcrpulTbtxNqWQjpQv09kLDKmF4W 2s3+++e31xb+8RoqdvWYmVJIiKD5c1EklxZj206FtoYGj7FnCuBb2VsqvmWYcbYZFG8LXp/R/clateFuV6rFfru2P4iiQVbJGNolHdkmNHJIjUiec3JEH8kSenXvn0XlxXoetY85oZoX8gPP2CT+tnVU=</latexit >
Rseqlen8⇥100<latexit sha1_base64="Chi1ocw/yzJgN7jd5/nIk5sFV3Y=">AAACEHicdVA9SwNBEN3z2/gVtbRZD KJVuIunphRtLFWMCrkY9jYTXbK3d+7OieG4n2DjX7GxUMTW0s5/4+ZDUNEHA4/3ZpiZFyZSGHTdD2dkdGx8YnJqujAzOze/UFxcOjVxqjnUeCxjfR4yA1IoqKFACeeJBhaFEs7Czn7PP7sBbUSsTrCbQCNil0q0BW dopWZxPYgYXoVhdpxfZAHCLWYGriWovFmlAYoIDPVcN28WS255a8v3/G1qyWbV2/EHxK341Cu7fZTIEIfN4nvQinkagUIumTF1z02wkTGNgkvIC0FqIGG8wy6hbqlidlMj6z+U0zWrtGg71rYU0r76fSJjkTHdKLS dvfPNb68n/uXVU2xXG5lQSYqg+GBRO5UUY9pLh7aEBo6yawnjWthbKb9imnG0GRZsCF+f0v/JaaXsbZYrR35pd28YxxRZIatkg3hkh+ySA3JIaoSTO/JAnsizc+88Oi/O66B1xBnOLJMfcN4+AWwDnXE=</latexit >
Rcmdlenk⇥100<latexit sha1_base64="pywXXvOg/fJBNQyGqM2A/0CVfMI=">AAACEHicdVDLSgNBEJz1GeMr6tHLY BA9hd24Po5BLx5VjArZGGYnHR0yO7vM9Iph2U/w4q948aCIV4/e/BsnD0FFCxqKqm66u8JECoOu++GMjU9MTk0XZoqzc/MLi6Wl5TMTp5pDnccy1hchMyCFgjoKlHCRaGBRKOE87B70/fMb0EbE6hR7CTQjdqVER3 CGVmqVNoKI4XUYZif5ZRYg3GLGo7YElbe6NEARgaGe6+atUtmtbG/7nr9DLdna83b9IXGrPvUq7gBlMsJRq/QetGOeRqCQS2ZMw3MTbGZMo+AS8mKQGkgY77IraFiqmN3UzAYP5XTdKm3aibUthXSgfp/IWGRMLwp tZ/9889vri395jRQ7e81MqCRFUHy4qJNKijHtp0PbQgNH2bOEcS3srZRfM8042gyLNoSvT+n/5Kxa8bYq1WO/XNsfxVEgq2SNbBKP7JIaOSRHpE44uSMP5Ik8O/fOo/PivA5bx5zRzAr5AeftE5pNnY8=</latexit > GRUc
<latexit sha1_base64="hwHnnEwjQkVDC0uA2YfAhs0scM I=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj0oMcqpi20oWy2m3bpZhN2J0Ip/Q1ePCji1R/kzX/jts1BWx8MPN 6bYWZemEph0HW/nZXVtfWNzcJWcXtnd2+/dHDYMEmmGfdZIhPdCqnhUijuo0DJW6nmNA4lb4bDm6nffOLaiEQ94ijlQUz7S kSCUbSSf/vgd1m3VHYr7gxkmXg5KUOOerf01eklLIu5QiapMW3PTTEYU42CST4pdjLDU8qGtM/blioacxOMZ8dOyKlVeiRK tC2FZKb+nhjT2JhRHNrOmOLALHpT8T+vnWF0FYyFSjPkis0XRZkkmJDp56QnNGcoR5ZQpoW9lbAB1ZShzadoQ/AWX14mjW rFO69U7y/Ktes8jgIcwwmcgQeXUIM7qIMPDAQ8wyu8Ocp5cd6dj3nripPPHMEfOJ8/V0uOYA==</latexit>
GRUc
<latexit sha1_base64="hwHnnEwjQkVDC0uA2YfAhs0scM I=">AAAB7HicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj0oMcqpi20oWy2m3bpZhN2J0Ip/Q1ePCji1R/kzX/jts1BWx8MPN 6bYWZemEph0HW/nZXVtfWNzcJWcXtnd2+/dHDYMEmmGfdZIhPdCqnhUijuo0DJW6nmNA4lb4bDm6nffOLaiEQ94ijlQUz7S kSCUbSSf/vgd1m3VHYr7gxkmXg5KUOOerf01eklLIu5QiapMW3PTTEYU42CST4pdjLDU8qGtM/blioacxOMZ8dOyKlVeiRK tC2FZKb+nhjT2JhRHNrOmOLALHpT8T+vnWF0FYyFSjPkis0XRZkkmJDp56QnNGcoR5ZQpoW9lbAB1ZShzadoQ/AWX14mjW rFO69U7y/Ktes8jgIcwwmcgQeXUIM7qIMPDAQ8wyu8Ocp5cd6dj3nripPPHMEfOJ8/V0uOYA==</latexit>
ef1
<latexit sha1_base64="/N8t0kFxIzETlV0 VU8FsMU4PEu0=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0oWy2k3btZhN 2N0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqG DZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+hQ8pAzaqzUwn4WetN+ueJW3Tn IKvFyUoEcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6qUaE8rGdIhdSyWNUPvZ/NopObPKgISxs iUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia89jMuk9SgZItFYSqIicnsdTLgCpkRE0soU9zeSti IKsqMDahkQ/CWX14lrVrVu6jW7i8r9Zs8jiKcwCmcgwdXUIc7aEATGDzCM7zCmxM7L86787FoL Tj5zDH8gfP5A3Yajw0=</latexit>
ef8
<latexit sha1_base64="o25ko281o4FCC6e EPHxjmfYB3T8=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqYI9FLx4r2FpoQ9lsJ+3azSb sboQS+h+8eFDEq//Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUM WyxWMSqE1CNgktsGW4EdhKFNAoEPgTjm5n/8IRK81jem0mCfkSHkoecUWOlNvazsD7tlytu1Z2 DrBIvJxXI0eyXv3qDmKURSsME1brruYnxM6oMZwKnpV6qMaFsTIfYtVTSCLWfza+dkjOrDEgYK 1vSkLn6eyKjkdaTKLCdETUjvezNxP+8bmrCup9xmaQGJVssClNBTExmr5MBV8iMmFhCmeL2VsJ GVFFmbEAlG4K3/PIqadeq3kW1dndZaVzncRThBE7hHDy4ggbcQhNawOARnuEV3pzYeXHenY9Fa 8HJZ47hD5zPH4C9jxQ=</latexit>
c1
<latexit sha1_base64="Fv1s0lJr6QxW Sm2YmBn9TsmwGjw=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0o Wy2k3btZhN2N0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ 2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+ hQ8pAzaqzUwn7GvGm/XHGr7hxklXg5qUCORr/81RvELI1QGiao1l3PTYyfUWU4Ezgt9 VKNCWVjOsSupZJGqP1sfu2UnFllQMJY2ZKGzNXfExmNtJ5Ege2MqBnpZW8m/ud1UxNe +xmXSWpQssWiMBXExGT2OhlwhcyIiSWUKW5vJWxEFWXGBlSyIXjLL6+SVq3qXVRr95e V+k0eRxFO4BTOwYMrqMMdNKAJDB7hGV7hzYmdF+fd+Vi0Fpx85hj+wPn8AXGIjwo=< /latexit>
eck
<latexit sha1_base64="loIt/kooc+Ua XuOPu/I2JcOV73I=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Ae0o Wy2k3btZhN2N0IJ/Q9ePCji1f/jzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ 2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHssHM0nQj+ hQ8pAzaqzUwn7GxtN+ueJW3TnIKvFyUoEcjX75qzeIWRqhNExQrbuemxg/o8pwJnBa6 qUaE8rGdIhdSyWNUPvZ/NopObPKgISxsiUNmau/JzIaaT2JAtsZUTPSy95M/M/rpia8 9jMuk9SgZItFYSqIicnsdTLgCpkRE0soU9zeStiIKsqMDahkQ/CWX14lrVrVu6jW7i8 r9Zs8jiKcwCmcgwdXUIc7aEATGDzCM7zCmxM7L86787FoLTj5zDH8gfP5A8mqj0Q=< /latexit>
c1
<latexit sha1_base64="bxLhQ885cIXIOA7SAduGcGiC4fY=">AAAB6nicbVBNS8N AEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2D TcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9bH7qlJxZZUDCWNmShs zV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vklat6l1Ua/eXlfpNHkcRTuAUzsGDK6jDHTSgCQyG8Ayv8OYI 58V5dz4WrQUnnzmGP3A+fwDs8Y2P</latexit>
ck
<latexit sha1_base64="9jPiyMYc+vUXqSHeoxb8juiTH1M=">AAAB6nicbVBNS8N AEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2D TcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPrjfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72fzUKTmzyoCEsbIlDZ mrvycyGmk9iQLbGVEz0sveTPzP66YmvPYzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa1a1buo1u4vK/WbPI4inMApnIMHV1CHO2hAExgM4Rle4c0R zovz7nwsWgtOPnMMf+B8/gBE6I3J</latexit>
…
 
c1
<latexit sha1_base64="bxLhQ885cIXIOA7SAduGcGiC4fY=">AAAB6nicbVBN S8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGL VCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPpev1xxq+4cZJV4OalAjka//NUbxCyNUBomqNZdz02Mn1FlOBM4LfVSjQllYzrErqWSRqj9b H7qlJxZZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMTXvsZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTsiF4yy+vklat6l1Ua/eXlfpNHkcRTuAU zsGDK6jDHTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwDs8Y2P</latexit>
h⇤t
<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOX xSKIh5JUQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UC IUjKKVWsPH816Gk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmD OXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>
h⇤t
<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOX xSKIh5JUQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UC IUjKKVWsPH816Gk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmD OXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>
ck
<latexit sha1_base64="9jPiyMYc+vUXqSHeoxb8juiTH1M=">AAAB6nicbVBN S8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGL VCahGwSU2DTcCO4lCGgUC28H4dua3n1BpHstHM0nQj+hQ8pAzaqz0wPrjfrniVt05yCrxclKBHI1++as3iFkaoTRMUK27npsYP6PKcCZwWuqlGhPKxnSIXUsljVD72 fzUKTmzyoCEsbIlDZmrvycyGmk9iQLbGVEz0sveTPzP66YmvPYzLpPUoGSLRWEqiInJ7G8y4AqZERNLKFPc3krYiCrKjE2nZEPwll9eJa1a1buo1u4vK/WbPI4inMAp nIMHV1CHO2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gBE6I3J</latexit>
FC
<latexit sha1_base64="LnDO3i4sW8+AWkOzdVvqHF2jDpg=">AAACAnicbVDJSgNBEO1xjXEb9SReGoPgKczE9RgMiA cPUUwiZELo6VRik56F7hoxDMGLv+LFgyJe/Qpv/o2d5aCJD4p6vFdFdz0/lkKj43xbM7Nz8wuLmaXs8srq2rq9sVnVUaI4VHgkI3XrMw1ShFBBgRJuYwUs8CXU/G5p4NfuQWkRhTfYi6ERsE4o2oIzNFLT3vYQHjA9L/U9L7tXODqmg34Nl5WmnXPyzh B0mrhjkiNjlJv2l9eKeBJAiFwyreuuE2MjZQoFl9DPeomGmPEu60Dd0JAFoBvp8IQ+3TNKi7YjZSpEOlR/b6Qs0LoX+GYyYHinJ72B+J9XT7B92khFGCcIIR891E4kxYgO8qAtoYCj7BnCuBLmr5TfMcU4mtSyJgR38uRpUi3k3YN84eowVzwbx5EhO 2SX7BOXnJAiuSBlUiGcPJJn8krerCfrxXq3PkajM9Z4Z4v8gfX5A+zHlS4=</latexit>
256
<latexit sha1_base64="FXAEHbFbCj7aMIfH74sUk7p9yN0=">AAAB8HicbVBNT8JAEJ36ifUL9ehlIyHxRFr8PBK9eP CAxgIGGrJdtrBhu212tyak4Vd48aAxXv053vw3LtCDgi+Z5OW9mczMCxLOlHacb2tpeWV1bb2wYW9ube/sFvf2GypOJaEeiXksWwFWlDNBPc00p61EUhwFnDaD4fXEbz5RqVgsHvQooX6E+4KFjGBtpMfq2bldvqe3XrdYcirOFGiRuDkpQY56t/jV6c UkjajQhGOl2q6TaD/DUjPC6djupIommAxxn7YNFTiiys+mB49R2Sg9FMbSlNBoqv6eyHCk1CgKTGeE9UDNexPxP6+d6vDSz5hIUk0FmS0KU450jCbfox6TlGg+MgQTycytiAywxESbjGwTgjv/8iJpVCvuSaV6d1qqXeVxFOAQjuAYXLiAGtxAHTwgEM EzvMKbJa0X6936mLUuWfnMAfyB9fkDnuSO/A==</latexit>
ReLU
<latexit sha1_base64="oWFrsF3LmRJ4rDrXsSQp4zqyhr0=">AAAB63icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04sFDFdMW2lA22027dHcTdjdCCf0LXjwo4tU/5M1/46bNQVsfDDzem2FmXphwpo3rfj srq2vrG5ulrfL2zu7efuXgsKXjVBHqk5jHqhNiTTmT1DfMcNpJFMUi5LQdjm9yv/1ElWaxfDSThAYCDyWLGMEmlx7ond+vVN2aOwNaJl5BqlCg2a989QYxSQWVhnCsdddzExNkWBlGOJ2We6mmCSZjPKRdSyUWVAfZ7NYpOrXKAEWxsiUNmqm/JzIstJ6I0HYKbEZ60cvF/7xuaqKrIGMySQ2VZL4oSjkyMcofRwOmKDF8YgkmitlbERlhhYmx8ZRtCN7iy8ukVa9557X6/UW1cV3EUYJjOIEz8OASGnALTfCBwAie4RXeHOG8O O/Ox7x1xSlmjuAPnM8fq+ON/g==</latexit>
Rk⇥32+256<latexit sha1_base64="W9Dm3WVp84AJShC0ACG8nkQmg5c=">AAACBXicdVDLSsNAFJ34rPUVdamLwSIIQknSpq27ohuXVewDmlom00k7dPJgZiKUkI0bf8WNC0Xc+g/u/BsnbQUVPX DhcM693HuPGzEqpGF8aAuLS8srq7m1/PrG5ta2vrPbEmHMMWnikIW84yJBGA1IU1LJSCfiBPkuI213fJ757VvCBQ2DazmJSM9Hw4B6FCOppL5+4PhIjlw3uUpvkjF0JPWJgCXrxLIraV8vGMVytWbbFlSkUjJtc0YM8xSaRWOKApij0dffnUGIY58EEjMkRNc0ItlLEJcUM5LmnViQCOExGpKuogFSy3rJ9IsUHillAL2QqwoknKrfJxLkCzHxXdWZ3Sx+e5n4l9eNpVfrJTSIYkkCP FvkxQzKEGaRwAHlBEs2UQRhTtWtEI8QR1iq4PIqhK9P4f+kZRXNUtG6LBfqZ/M4cmAfHIJjYIIqqIML0ABNgMEdeABP4Fm71x61F+111rqgzWf2wA9ob59VppfR</latexit> ↑ Rk<latexit sha1_base64="+e2lTg3BTS6xDy2+y8EYuL2jNtM=">AAAB9XicdVDLSgMxFL1TX7W+qi7dBIvgapjpw9Zd0Y3LKvYB7bRk0rQNzTxIMkoZ5j/cuFDErf/izr8x01ZQ0QOBwzn3ck+OG 3ImlWV9GJmV1bX1jexmbmt7Z3cvv3/QkkEkCG2SgAei42JJOfNpUzHFaScUFHsup213epn67TsqJAv8WzULqePhsc9GjGClpX7Pw2riuvFN0o+nySBfsMxytVapFJEmZyW7Yi+IZZ8j27TmKMASjUH+vTcMSORRXxGOpezaVqicGAvFCKdJrhdJGmIyxWPa1dTHHpVOPE+doBOtDNEoEPr5Cs3V7xsx9qScea6eTFPK314q/uV1IzWqOTHzw0hRnywOjSKOVIDSCtCQCUoUn2mCiWA6KyITLDBRuqicL uHrp+h/0iqadsksXpcL9YtlHVk4gmM4BRuqUIcraEATCAh4gCd4Nu6NR+PFeF2MZozlziH8gPH2CXmNkyk=</latexit> st
<latexit sha1_base64="xKzS3FUg3v60AKlDLg3UkfVJlfc=">AAAB83icbVDLSsNA FL3xWeur6tLNYBFclaQKuiy6cVnBPqApZTKdtEMnkzBzI5TQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk 3URzGgWSd4LJXe53nrg2IlaPOE14P6IjJULBKFrJ9yOK4yDMzGyAg0rVrblzkFXiFaQKBZqDypc/jFkacYVMUmN6nptgP6MaBZN8VvZTwxPKJnTEe5YqGnHTz+aZZ+TcKkMSxto+ hWSu/t7IaGTMNArsZJ7RLHu5+J/XSzG86WdCJSlyxRaHwlQSjEleABkKzRnKqSWUaWGzEjammjK0NZVtCd7yl1dJu17zLmv1h6tq47aoowSncAYX4ME1NOAemtACBgk8wyu8Oanz 4rw7H4vRNafYOYE/cD5/AImXkgI=</latexit>
↑
h⇤t
<latexit sha1_base64="N+3Rz9g3a4v3WIdPWiPGJb5sXmk=">AAAB7nicbVBNS8NAEJ34WetX1aOX xSKIh5JUQY9FLx4r2A9oY9lsN+3SzSbsToQS+iO8eFDEq7/Hm//GbZuDtj4YeLw3w8y8IJHCoOt+Oyura+sbm4Wt4vbO7t5+6eCwaeJUM95gsYx1O6CGS6F4AwVK3k40p1EgeSsY3U791hPXRsTqAccJ9yM6UC IUjKKVWsPH816Gk16p7FbcGcgy8XJShhz1Xumr249ZGnGFTFJjOp6boJ9RjYJJPil2U8MTykZ0wDuWKhpx42ezcyfk1Cp9EsbalkIyU39PZDQyZhwFtjOiODSL3lT8z+ukGF77mVBJilyx+aIwlQRjMv2d9IXmD OXYEsq0sLcSNqSaMrQJFW0I3uLLy6RZrXgXler9Zbl2k8dRgGM4gTPw4ApqcAd1aACDETzDK7w5ifPivDsf89YVJ585gj9wPn8AOkmPfw==</latexit>
R256<latexit sha1_base64="WHL/1e/zuyLJ0mCErylZBoRNLr0=">AAAB+XicdVDLSsNAFJ34rPUVdelmsAiuQpK+d0U3LqvYB7SxTKaTdujkwcykUEL+xI0LRdz6J+78GydpBRU9MH A4517umeNGjAppmh/a2vrG5tZ2Yae4u7d/cKgfHXdFGHNMOjhkIe+7SBBGA9KRVDLSjzhBvstIz51dZX5vTrigYXAnFxFxfDQJqEcxkkoa6frQR3Lqusltep/Y1Vo60kumUbPL1WYZKmLWrUo9J7Vmw4KWYeYogRXaI/19OA5x7JNAYoaEGFhmJJ0EcUkxI2lxGAsSITxDEzJQNEA+EU6SJ0/huVLG0Au5eoGEufp9I0G+EAvfVZNZTvHby8S/vEEsvYaT0CCKJQnw8pAX MyhDmNUAx5QTLNlCEYQ5VVkhniKOsFRlFVUJXz+F/5OubVhlw76plFqXqzoK4BScgQtggTpogWvQBh2AwRw8gCfwrCXao/aivS5H17TVzgn4Ae3tE55tk6k=</latexit>
context encoding
commands encoding
value
↑
score & action
↑
↑
so
ft
m
a
x
<latexit sha1_base64="UlsYCVrn5OkJHnGX0Bw6VXqMX4U=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBA8hd0o6DHoxWME84AkhtnJbDJkHstMryYs+Q8vHhTx6r9482+cJHvQxIKGoqqb7q4wFtyC7397K6tr6xubua389s7u3n7h4LBudWIoq1EttGmGxDLBFasBB8GasWFEhoI1wuHN1G88MmO5VvcwjllHkr7iEacEnPTQBjaC1OoIJBlNuoWiX/JnwMskyEgRZah2C1/tnqaJZAqoINa2Aj+GTkoMcCrYJN9OLIsJHZI+azmqiGS2k86unuBTp/RwpI0rBXim/p5IibR2LEPXKQkM7KI3Ff/zWglEV52UqzgBpuh8UZQIDBpPI8A9bhgFMXaEUMPdrZgOiCEUXFB5F0Kw+PIyqZdLwXmpfHdRrFxnceTQMTpBZyhAl6iCblEV1RBFBj2jV/TmPXkv3rv3MW9d8bKZI/QH3ucPeoWTJQ==</latexit>
pt
<latexit sha1_base64="tPAZUtKgUdKwnJDEs8XuU8FvPNQ=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQKuiy 6cVnBPqApZTKdtEMnkzBzI5TQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE14P6IjJULBKFrJ9yOK4yDMktkAB5WqW3PnIKvEK0gVC jQHlS9/GLM04gqZpMb0PDfBfkY1Cib5rOynhieUTeiI9yxVNOKmn80zz8i5VYYkjLV9Cslc/b2R0ciYaRTYyTyjWfZy8T+vl2J408+ESlLkii0OhakkGJO8ADIUmjOUU0so08JmJWxMNWVoayrbErzlL6+Sdr3mXdbqD1fVxm1RRwlO4QwuwI NraMA9NKEFDBJ4hld4c1LnxXl3Phaja06xcwJ/4Hz+AIUCkf8=</latexit>
Rk<latexit sha1_base64="+e2lTg3BTS6xDy2+y8EYuL2jNtM=">AAAB9XicdVDLSgMxFL1TX7W+qi7dBIvgapjpw9Zd0Y3LKvYB7bRk0rQNzTxIMkoZ5j/cuFDErf/izr8x01ZQ0QOBwzn3ck+OG 3ImlWV9GJmV1bX1jexmbmt7Z3cvv3/QkkEkCG2SgAei42JJOfNpUzHFaScUFHsup213epn67TsqJAv8WzULqePhsc9GjGClpX7Pw2riuvFN0o+nySBfsMxytVapFJEmZyW7Yi+IZZ8j27TmKMASjUH+vTcMSORRXxGOpezaVqicGAvFCKdJrhdJGmIyxWPa1dTHHpVOPE+doBOtDNEoEPr5Cs3V7xsx9qScea6eTFPK314q/uV1IzWqOTHzw0hRnywOjSKOVIDSCtCQCUoUn2mCiWA6KyITLDBRuqicL uHrp+h/0iqadsksXpcL9YtlHVk4gmM4BRuqUIcraEATCAh4gCd4Nu6NR+PFeF2MZozlziH8gPH2CXmNkyk=</latexit>
Sample from the 
commands with pt
<latexit sha1_base64="tPAZUtKgUdKwnJDEs8XuU8FvPNQ=">AAAB83icbVDLSsNAFL3xWeur6tLNYBFclaQKuiy6cVnBPqApZTKdtEMnkzBzI5TQ33DjQhG3/ow7/8ZJm4W2Hhg4nHMv98wJEikMuu63s7 a+sbm1Xdop7+7tHxxWjo7bJk414y0Wy1h3A2q4FIq3UKDk3URzGgWSd4LJXe53nrg2IlaPOE14P6IjJULBKFrJ9yOK4yDMktkAB5WqW3PnIKvEK0gVCjQHlS9/GLM04gqZpMb0PDfBfkY1Cib5rOynhieUTeiI9yxVNOKmn80zz8i5VYYkjLV9Cslc/b2R0ciYaRTYyTyjWfZy8T+vl2J408+ESlLkii0OhakkGJO8ADIUmjOUU0so08JmJWxMNWVoayrbErzlL6+Sdr3mXdbqD1fVxm1RRwlO4QwuwINraMA9NKEFDBJ4hld4c1 LnxXl3Phaja06xcwJ/4Hz+AIUCkf8=</latexit>
↑
at
<latexit sha1_base64="NEPo5GzEtMMd5WnjyyEdwkQ2q8k=">AAAB6nicbVBNS8NAEJ3Ur1q /qh69LBbBU0mqoMeiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1E bF6xEnC/YgOlQgFo2ilB9rHfrniVt05yCrxclKBHI1++as3iFkacYVMUmO6npugn1GNgkk+LfVSwxPKxnTIu5YqGnHjZ/NTp+TMKgMSxtqWQjJXf09kNDJmEgW2M6I4MsveTPzP66YYXvuZUEmKXLH FojCVBGMy+5sMhOYM5cQSyrSwtxI2opoytOmUbAje8surpFWrehfV2v1lpX6Tx1GEEziFc/DgCupwBw1oAoMhPMMrvDnSeXHenY9Fa8HJZ47hD5zPH0+AjdA=</latexit>
text sequence 
slice the carrot
roast the carrot
a big sliced carrot
a red hot pepper 
Recipe directions Inventory
↑
embed &
encode
↑
embed &
encode
↑
erec,1
<latexit sha1_base64="+0OXeiWYgudw1AdO 1L23AYHm5XE=">AAAB+nicbVDJSgNBEO2JW4xbokcvjUHwIGEmCnoMevEYwSyQDENPp5I06Vnorl HDOJ/ixYMiXv0Sb/6NneWgiQ8KHu9VUVXPj6XQaNvfVm5ldW19I79Z2Nre2d0rlvabOkoUhwaPZ KTaPtMgRQgNFCihHStggS+h5Y+uJ37rHpQWUXiH4xjcgA1C0RecoZG8Ygm8tIvwiKkCnp1SJ/OKZ btiT0GXiTMnZTJH3St+dXsRTwIIkUumdcexY3RTplBwCVmhm2iIGR+xAXQMDVkA2k2np2f02Cg92 o+UqRDpVP09kbJA63Hgm86A4VAvehPxP6+TYP/STUUYJwghny3qJ5JiRCc50J4wD6McG8K4EuZW yodMMY4mrYIJwVl8eZk0qxXnrFK9PS/XruZx5MkhOSInxCEXpEZuSJ00CCcP5Jm8kjfryXqx3q2P WWvOms8ckD+wPn8AHbuT5Q==</latexit>
erec,2
<latexit sha1_base64="13k2xouCW32P60ZY FJ92rHtBy9s=">AAAB+nicbVDJSgNBEO2JW4xbokcvjUHwIGEmCnoMevEYwSyQDENPp5I06Vnorl HDOJ/ixYMiXv0Sb/6NneWgiQ8KHu9VUVXPj6XQaNvfVm5ldW19I79Z2Nre2d0rlvabOkoUhwaPZ KTaPtMgRQgNFCihHStggS+h5Y+uJ37rHpQWUXiH4xjcgA1C0RecoZG8Ygm8tIvwiKkCnp3SauYVy 3bFnoIuE2dOymSOulf86vYingQQIpdM645jx+imTKHgErJCN9EQMz5iA+gYGrIAtJtOT8/osVF6t B8pUyHSqfp7ImWB1uPAN50Bw6Fe9Cbif14nwf6lm4owThBCPlvUTyTFiE5yoD1hHkY5NoRxJcyt lA+ZYhxNWgUTgrP48jJpVivOWaV6e16uXc3jyJNDckROiEMuSI3ckDppEE4eyDN5JW/Wk/VivVsf s9acNZ85IH9gff4AH0CT5g==</latexit>
einv
<latexit sha1_base64="/rtLiRv0VBUQm92ADF X8lSqKyCU=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBA8hd0o6DHoxWME84BkDbOT3mTI7IOZ3mhY9j+8 eFDEq//izb9xkuxBEwsaiqpuuru8WAqNtv1trayurW9sFraK2zu7e/ulg8OmjhLFocEjGam2xzRIEUI DBUpoxwpY4EloeaObqd8ag9IiCu9xEoMbsEEofMEZGukBemkX4QlTEY6zrFcq2xV7BrpMnJyUSY56r/ TV7Uc8CSBELpnWHceO0U2ZQsElZMVuoiFmfMQG0DE0ZAFoN51dndFTo/SpHylTIdKZ+nsiZYHWk8AznQ HDoV70puJ/XidB/8o1H8UJQsjni/xEUozoNALaFwo4yokhjCthbqV8yBTjaIIqmhCcxZeXSbNacc4r1 buLcu06j6NAjskJOSMOuSQ1ckvqpEE4UeSZvJI369F6sd6tj3nripXPHJE/sD5/AIR0kyw=</latexi t>
↑
↑
↑
erec,1
<latexit sha1_base64="+0OXeiWYgudw1AdO 1L23AYHm5XE=">AAAB+nicbVDJSgNBEO2JW4xbokcvjUHwIGEmCnoMevEYwSyQDENPp5I06Vnorl HDOJ/ixYMiXv0Sb/6NneWgiQ8KHu9VUVXPj6XQaNvfVm5ldW19I79Z2Nre2d0rlvabOkoUhwaPZ KTaPtMgRQgNFCihHStggS+h5Y+uJ37rHpQWUXiH4xjcgA1C0RecoZG8Ygm8tIvwiKkCnp1SJ/OKZ btiT0GXiTMnZTJH3St+dXsRTwIIkUumdcexY3RTplBwCVmhm2iIGR+xAXQMDVkA2k2np2f02Cg92 o+UqRDpVP09kbJA63Hgm86A4VAvehPxP6+TYP/STUUYJwghny3qJ5JiRCc50J4wD6McG8K4EuZW yodMMY4mrYIJwVl8eZk0qxXnrFK9PS/XruZx5MkhOSInxCEXpEZuSJ00CCcP5Jm8kjfryXqx3q2P WWvOms8ckD+wPn8AHbuT5Q==</latexit>
einv
<latexit sha1_base64="/rtLiRv0VBUQm92ADF X8lSqKyCU=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBA8hd0o6DHoxWME84BkDbOT3mTI7IOZ3mhY9j+8 eFDEq//izb9xkuxBEwsaiqpuuru8WAqNtv1trayurW9sFraK2zu7e/ulg8OmjhLFocEjGam2xzRIEUI DBUpoxwpY4EloeaObqd8ag9IiCu9xEoMbsEEofMEZGukBemkX4QlTEY6zrFcq2xV7BrpMnJyUSY56r/ TV7Uc8CSBELpnWHceO0U2ZQsElZMVuoiFmfMQG0DE0ZAFoN51dndFTo/SpHylTIdKZ+nsiZYHWk8AznQ HDoV70puJ/XidB/8o1H8UJQsjni/xEUozoNALaFwo4yokhjCthbqV8yBTjaIIqmhCcxZeXSbNacc4r1 buLcu06j6NAjskJOSMOuSQ1ckvqpEE4UeSZvJI369F6sd6tj3nripXPHJE/sD5/AIR0kyw=</latexi t>
einv
<latexit sha1_base64="/rtLiRv0VBUQm92ADF X8lSqKyCU=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBA8hd0o6DHoxWME84BkDbOT3mTI7IOZ3mhY9j+8 eFDEq//izb9xkuxBEwsaiqpuuru8WAqNtv1trayurW9sFraK2zu7e/ulg8OmjhLFocEjGam2xzRIEUI DBUpoxwpY4EloeaObqd8ag9IiCu9xEoMbsEEofMEZGukBemkX4QlTEY6zrFcq2xV7BrpMnJyUSY56r/ TV7Uc8CSBELpnWHceO0U2ZQsElZMVuoiFmfMQG0DE0ZAFoN51dndFTo/SpHylTIdKZ+nsiZYHWk8AznQ HDoV70puJ/XidB/8o1H8UJQsjni/xEUozoNALaFwo4yokhjCthbqV8yBTjaIIqmhCcxZeXSbNacc4r1 buLcu06j6NAjskJOSMOuSQ1ckvqpEE4UeSZvJI369F6sd6tj3nripXPHJE/sD5/AIR0kyw=</latexi t>
erec,2
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Binary classification for each action
encode
individually
(c) The binary Recipe Model classifier that predicts
for each recipe direction if it needs to be performed
by the agent.
Figure 4: Illustration of the recipe manager.
Baseline Model Details
For the two baseline models, LSTM-DQN and DRRN, we did a grid-search over a reasonable set of parameters. The best
performing parameters are reported in Table 3 and used throughout the experiments.
LSTM-DQN DRRN
Training parameters
Optimizer Adam Adam
Learning rate 0.001 0.005
Replay batch-size 32 32
Discount factor 0.5 0.9
Model parameters
Embedding size 64 100
Encoder hidden size 192 256
MLP hidden size 128 256
Table 3: Parameters of the best baseline models.
