A direct application of the unsteady output adjoint method for error estimation is not possible for chaotic flows due to their inherent sensitivity to the initial conditions and the exponential growth of their corresponding adjoint solutions. A method that has proven to provide accurate and usable output adjoints for chaotic flows is the least squares shadowing method (LSS), which was originally developed for sensitivity analysis. However, this approach has been shown to be costly, especially for larger simulations. Another method, the approximate time-windowing approach, has been shown to be cheaper to implement and execute. However, this method produces results that are not as accurate as that of LSS. In this paper, we choose to concentrate on reducing the computational cost associated with LSS by using reduced-order modeling (ROM) and hyper-reduced-order modeling (HROM). We first present a study on how accurate ROM and HROM can be for a chaotic system. We then introduce a combined reduced-order model, least squares shadowing method (HROM-LSS) for approximating output adjoints more accurately and more economically compared to previous approaches. Lastly, we present preliminary HROM-LSS results for the 1D chaotic Kuramoto-Sivashinsky (KS) problem.
I. Introduction
Turbulent flows are characterized by chaotic variations in state variables such as velocity and pressure. These variations are a result of mixing in the flow, which is found in many different aerospace applications such as jet engine mixing and flow over bluff bodies. Large-eddy simulations (LES) of these chaotic turbulent flows provide useful information in the design process. However, LES is resource-and time-intensive, paving the way for opportunities to investigate ideas that would make LES and other kinds of turbulent solvers run more efficiently. One way to decrease the computational costs of these simulations is to quantify the numerical errors in these chaotic systems, so as to enable mesh adaptation. By reducing costs without sacrificing accuracy, output-based error quantification and localization can provide more confidence in output values computed from chaotic simulations and increase the efficiency of meshes through adaptation. Such adaptive capability would therefore make LES simulations more practical for analysis and design.
Chaotic systems have many features at various scales that are difficult to resolve numerically. This makes methods that can accurately pick out important areas for resolution crucial for efficiency. Several methods already exist for the estimation of numerical errors in outputs for general steady and unsteady flows.
1 Of the numerous techniques that have been investigated in the past, output-based methods have proven to be robust and accurate, making them a desirable technique to use to quantify errors associated with chaotic flows.
Output-based methods have already been demonstrated to improve solution accuracy and decrease computational costs of deterministic unsteady systems. However, these techniques, which rely on the solution of a linear adjoint problem, have been shown to be unsuccessful when applied to chaotic systems. The non-deterministic behavior of chaotic flows results in linearly-unstable adjoint systems that cannot be solved via standard procedures. There is therefore a new challenge to discover methods of calculating output-based error estimates and adaptive indicators for chaotic flows. In previous works, LSS 2 has been introduced as a stable and accurate method for calculating output sensitivities and the requisite adjoint solutions. However, the success of LSS has been mitigated by the additional conclusion that LSS utilizes computationally expensive routines in its optimization process. This paper shows that it is possible to calculate adjoint-based error estimates for output-based methods that are sufficiently accurate, robust, and cheap through the use of reduced-order models.
In the following section, we briefly review output-based error estimation. Next, we describe aspects of chaotic systems that make these problems less amenable to standard error estimation techniques. We introduce the Kuramoto-Sivashinsky (KS) equations, a prototypical chaotic partial differential equation (PDE) that is used for error estimation, and describe the method used to discretize this PDE. Next, we briefly go over the standard LSS technique and then explain our chosen class of model reduction techniques. In order to further reduce the computational cost, we present an HROM procedure based on the GaussNewton method with approximated tensors (GNAT). Finally, we introduce HROM-LSS and explain how the hyper-reduced-order states solutions are used to calculate adjoints for error estimation. Results for ROM, HROM, and HROM-LSS are presented for the KS equation.
II. Output-Based Error Estimation
Output-based adaptive methods have been shown to be successful for steady problems;
1, 3-7 however, their application to unsteady simulations has been limited [8] [9] [10] [11] [12] [13] [14] due to challenges in implementation and computational cost associated with the fine-space adjoint solutions. Success of these methods for unsteady problems include: temporal-only error estimation and adaptation; 8, 9 spatial-only error estimation and adaptation; 10, 15, 16 combined temporal and spatial mesh refinement with a static geometry and mesh; 12, 14, 17 combined temporal and dynamic spatial refinement on static geometries; 13, 18, 19 combined temporal and dynamic-order spatial refinement on deformable domains. [20] [21] [22] In our previous work we have used space-time discontinuous Galerkin (DG) and hybridized discontinuous Galerkin (HDG) [23] [24] [25] [26] [27] [28] finite element discretizations using time slabs and an approximate space-time solver.
12, 29, 30
Output-based methods use adjoint solutions, which are calculated for unsteady problems by reverse timeintegration and linearization about the primal solution. Details of how the adjoint calculation is implemented in output-based methods are shown in Figure 1 . However, the usual unsteady adjoint calculation fails to produce useful adjoints for chaotic flows, due to the high sensitivity of chaotic problems to initial conditions. It is crucial to work on improving adjoint calculations for unsteady chaotic systems, or to seek alternative methods, in order to take advantage of the accuracy and robustness improvements of output-based error methods. By way of motivation, Figure 1 shows how output-based methods produce better output convergence results than that of residual-based or uniform refinement techniques for deterministic problems. The goal of the present work is to obtain similar improvements for chaotic problems. 
III. Chaotic Systems
For high Reynolds numbers and long simulation times, outputs of Navier-Stokes simulations can become chaotic, making the application of unsteady output-based error estimates challenging due to the failure of adjoint calculations. The chaotic nature is seen in the adjoint solution, which increases in magnitude exponentially when solved backward in time, as shown in Figure 2 . This figure shows a Navier-Stokes simulation of a NACA 0012 at moderate Reynolds number. The adjoint field deteriorates quickly and is not usable for error estimation due to the high sensitivity of chaotic systems to perturbations in the initial conditions. Instead of looking at the instantaneous output, a more practical approach is to study statistical outputs in order to take advantage of the ergodic characteristic of the system, which is defined as the lack of influence of the initial conditions on the long term output. This type of behavior can also be seen when considering perturbations in parameter values, investigated in detail by Wang.
31 Just as outputs of deterministic simulations, statistical outputs are also polluted by discretization errors 32, 33 due to insufficient spatial or temporal mesh resolution.
One aspect of chaotic systems of interest in the current work is the sensitivity of statistical outputs to changes in the discretization, such as the approximation order. We have studied this in our previous work for the Lorenz attractor, 34 and we found that the output statistics of the Lorenz attractor improve as the simulation time (T ) increases; however, there exists a persistent discrepancy among different temporal accuracy orders resulting in the simulations converging to different statistical time-averaged output values. We note that an accurate distinction between temporal and spatial discretization errors is important for efficiency and convergence of adaptation. • : ill-conditioning of average-drag prediction manifests itself through an unstable adjoint; i.e. the output is highly-sensitive to initial conditions.
IV. 1D Kuramoto-Sivashinsky Equation
Instead of using the Navier-Stokes equations for the prototype equation in this paper, we use the simpler Kuramoto-Sivashinsky equation (KS), which was derived to model the Belousov-Zabotinskii reactions in three space dimensions. 35 In addition, KS was derived to model small thermal diffusive instabilities in laminar flame fronts by Sivashinsky. In the past, KS has been used to model small perturbations from a reference Poseuille flow of a film layer on an inclined plane. For this paper, we have chosen to solve KS using Dirichlet boundary conditions. 31 The KS equation for a primal scalar state u(x, t) reads
where the role of the advection term is to ensure that the KS solution exhibits ergodic behavior. The initial condition consists of a delta distribution,
and a burn time is used to verify that the true initial conditions that we use for the simulations are actually on the attractor. The boundary conditions are
The output of interest is a spatial and temporal average of the state,
where T = T f − T 0 and X f − X 0 . This integral is evaluated using quadrature in space and trapezoidal time integration.
The trajectories of KS exhibit temporal chaos and can develop strange attractors with positive Lyapounov exponents, which is the driving force behind the reason why unsteady calculations of adjoints fail for chaotic systems. The burning procedure ensures that the time-averaged statistics are not heavily affected by the initial conditions of the system. In the results section, a study of how the α and β coefficients affect the trajectories is shown and used to determine how long the burn time should be for each set of parameters. These results inform later studies into least-squares shadowing (LSS), and reduced-order modeling (ROM) coupled with LSS. The next section covers the discretization of Eqn. 1.
V. Discretization
The spatially-discretized version of Eqn. 1 reads
where u ∈ R N is the discretized primal state vector, R s ∈ R N is the spatial residual, M ∈ R N ×N is the mass matrix, and R ∈ R N is the total unsteady residual driven to zero. Here, N denotes the number of degrees of freedom in the high-fidelity (full-order) state. The primal solution u(x, t) is approximated using finite elements with discontinuous basis/test functions,
where N e is the number of elements and p is the order of spatial approximation for each element. The solution is mapped from reference to global space, where the reference element in 1D extends from −1 to 1. The discrete solution is solved using a discontinuous Galerkin finite-element method. For the KS equations, the numerical flux is most easily defined separately for each part of the PDE. The discretization of the advection and nonlinear terms is done using a standard Godunov flux. The discretization of the diffusion term is calculated using the interior penalty (IP) method. The discretization of the fourth-order diffusion term is more complicated and is done using a modified interior penalty method, as presented in Georgoulis et. al. 36 Second-order backwards differencing is used to discretize the system in time, and Newton's method is used to solve the implicit system of equations at each time step.
VI. Least Squares Shadowing
LSS has been used successfully to compute sensitivities for chaotic systems. LSS implementations have been categorized into three different versions. 2, 31, 37, 38 In this paper, we use LSS Type III checkpoint design to calculate adjoints. In this section, we briefly review the implementation procedure for LSS and its extension to output-based error estimation. Given a discrete dynamical system,
with s as a parameter, the tangent LSS solution u(t) is defined by the minimization statement,
where η = dτ dt − 1 is a time-dilation term. The shadow trajectory is u(t) + v(t)δs. The Lagrangian is formed from this optimization problem as
The equations that define the Lagrangian as stationary with respect to variations in w and v give the tangent and the Lagragian equations or the Karush-Kuhn-Tucker conditions,
Given the Lagragnge adjoint function
and the KKT conditions, the adjoint equations to solve are
One way to solve these adjoint equations is by using an iterative checkpoint process outlined in LSS Type III, 2 which requires only solving for the tangent and the adjoint on short time segments. ψ 2 refers to the tangent solution and ψ 1 refers to the adjoint solution. The iterative solver first requires the primal solution for all time segments. Once this is found, a guess for the tangent solution and adjoint solution for each checkpoint is made and then used to find the corresponding tangent and adjoint solutions. This process is done for all time segments and repeated until the tangent and adjoint solution converges via an iterative matrix-free solver, GMRES, to a prescribed tolerance.
VII. Reduced-Order Modeling
Reduced-order modeling (ROM) works well when the state solution can be approximated accurately as a member of an affine subspace whose dimension is significantly smaller than that of the primal solution.
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The hypothesis is that by finding a ROM for a chaotic system whose size is significantly smaller than that of the original primal solution, we can reduce the overall computational costs associated with LSS. Before using a ROM for LSS, we need to verify that an accurate ROM can indeed be found for chaotic systems.
When calculating the reduced solution, we need to capture the information associated with the affine subspace of the state as best as possible. The approximate solution that is found in this subspace for time node i is written as
where Φ ∈ R N ×nr is a matrix whose columns store the discrete reduced-order basis functions that describes the subspace. The reduced solution is referred here as u r ∈ R nr . Before going further into the ROM technique, we describe how the reduced-order basis matrix is calculated using the proper orthogonal decomposition (POD) method.

VII.A. Calculation of Φ using Proper Orthogonal Decomposition (POD)
When calculating the POD of a snapshot matrix, there are two critical parameters: the number of snapshots (n s ) and the number of reduced-order basis functions (n r ). n s is the number of primal solutions (columns) in the snapshot matrix, S ∈ R N ×ns and n r ≤ n s is the number of reduced-order basis functions, i.e. columns in the reduced-order basis matrix, Φ.
We begin by generating the snapshot matrix, S, which consists of n s primal solutions. Some experimentation is required to determine which pre-computed primal solutions to use in the snapshot matrix. Typically these primal solutions are taken from every few time steps in an unsteady calculation. We note that a poor set of snapshots will lead to an ill-conditioned matrix. S takes the form
where u i is the primal state snapshots at time t i . In POD, we perform a singular-value decomposition of the snapshot matrix, S = U ΣV T , and then we construct the reduced-order basis matrix from the first n r columns of U ,
Again, experimentation is required to determine the optimal value of n r in order to obtain an economical and accurate ROM.
VII.B. Solving for the Reduced State
There are two methods for solving for the reduced state: orthogonal projection and minimization of the residual. Both procedures result in a least-squares Petrov-Galerkin projection and use variations of Newton solves. We use Algorithm 1 to solve for the reduced states using the Gauss-Newton solver.
VII.B.1. Orthogonal Projection with Newton's Method
After projecting the solution to a smaller affine space to find Φ, we follow the approach taken by Amsallem et. al. to find the reduced solution of the nonlinear problem. This approach uses the Gauss-Newton method based on a variation of Newton's method.
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We constrain the residual seen in Eqn. 6 to be orthogonal to test functions, which are columns of Ψ ∈ R N ×nr , giving
The least-squares Petrov-Galerkin (LSPG) projection, in which Ψ = J Φ and
∂u , is chosen over the Galerkin projection, Ψ = Φ, because LSPG is more accurate at capturing non-linear effects and is more stable for unsteady non-linear model reduction performed at the discrete level.
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The resulting equation for the state update, p is
Setting Ψ = J Φ and simplyfing Eqn. 20 gives
To avoid computing J T J , we note that Eqn. 21 is the normal equation form of the least-squares problem
which can be solved using QR factorization (J Φ = Q JΦ R JΦ ). We solve
to find the direction of the update p. At Gauss-Newton iteration k, the update for the reduced solution is
where α is found from a line search. Eqns. 22-24 are part of an iterative process that terminates when the update p convergences to a certain tolerance established by the user for each time node.
VII.B.2. Solving the Minimization Problem using Newton's Method
An alternate approach to solving for the reduced solution uses a different form of the Gauss-Newton method. We define the minimum residual and the search direction as
where ∇ 2 Γ is the Hessian of the residual. The search direction used in this minimization satisfies
To improve the numeric conditioning of this equation, we compute the thin QR decomposition of J Φ = Q JΦ R JΦ and then solve for p i by
Note that this equation is the same as Eqn. 23. We once again perform a line-search procedure, find the direction magnitude α, and update the reduced solution. Once again, k refers to the the current Gauss-Newton iteration, respectively. Eqns. 27-29 are part of an iterative process that is repeated until p k convergences to a certain tolerance for each time node. The online calculation of the Gauss-Newton method for ROM can be found in Algorithm 1.
while p 2 > do is the desired tolerance value
5:
Compute R k
VIII. Hyper Reduced Order Modeling
The previous section presents a projection of the primal solution to a smaller space of dimension n r . However, the online solution of the reduced model still requires working with vectors that are of the same size as the primal system, N . It is necessary to reduce the size of this system in order to truly lower the computational cost associated with using the reduced-order model. This approach for alleviating this computational cost is referred to as hyper-reduction, which produces a hyper-reduced-order model (HROM). One version of such an approach is Gauss-Newton with approximated tensor quantities (GNAT), which introduces additional steps and approximations into the model reduction procedure. 39 For this section, we use GNAT to approximate the residuals and Jacobians by projecting them on reduced-order basis matrices, Φ R and Φ J . We then further expand and manipulate the orthogonal projection method from the previous section to obtain the HROM. The basic principles of HROM starts with the approximate solution defined in Eqn. 16 . We reduce the computational cost by reducing the number of states to be calculated,
where n j ≤ N is the total number of restricted states and refers to each of the specific state vector indices required to reconstruct and approximate the residual and Jacobian accurately. Another parameter of importance is the number of sample nodes n i , which is the total number of nodes at which to calculate the residual and the Jacobian. n i is determined via a Greedy algorithm, which indirectly determines n j . Note that n i ≤ n j . In GNAT, the residual and the Jacobian functions need to be further modified in order to take into account of the N − n i states that are not being calculated. These N − n i states can be referred to as "gaps". This modification is performed using the gappy reconstruction.
VIII.A. Greedy Algorithm for Computing Sample Nodes
Once the states have been defined mathematically, we need to find an efficient method to determine at which entries (nodes) to calculate quantities such as the residual and the Jacobian. In total there are n i of these nodes. By not sampling at all nodes, we can further reduce the computational cost of calculating a reduced-order model. Note that the number of sample nodes required for the residual and the Jacobian is different from the number of nodes required for the state, due to the fact that the residual and Jacobian evaluations are not completely local, i.e. component-wise, though they are compact. The chosen method "greedily" determines nodes that minimize the error in the gappy reconstruction of the nonlinear function in question. The output vector of sample node indices from the greedy algorithm is used to find the greedy version of any vector and of any matrix. An example of a greedy residual and a Jacobian iŝ
The greedy algorithm treats all state variables equally and avoids the need to sample indices individually. n i refers to the number of sampled nodes from the greedy algorithm. Note that n i ≥ n r . Once n i is found, n j can be determined. In DG, each element receives information from elements surrounding it. n j includes all the nodes of n i and all the nodes associated with the surrounding elements. n j ≥ n i . A thorough code for this algorithm can be found at Carlberg et. al.
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VIII.B. Gappy Data Reconstruction for the Residual and Jacobian
Once the greedy algorithm is used to determine both the number of sample nodes (n i ) and the number of states (n j ),the data needs to be reconstructed as a result of the missing values or "gaps". This reconstruction process is called the gappy data reconstruction, which was first introduced for image reconstruction. 42 In particular, we need to find a way to recreate an approximate version of the full residuals and the Jacobians from smaller data sets, which can be viewed as data compression. 40 The gappy data reconstruction method computes an approximation of a desired quantity as
where
The solution to Eqn. 34 is
where (·) + refers to the Moore-Penrose pseudo-inverse of a matrix. Before applying the method to approximate the residuals and Jacobians, we say that the non-linear residual and Jacobian is exactly approximated as
allowing the use of the gappy reconstruction method to approximate these nonlinear terms as
where Φ R and Φ J are new reduced-order basis function matrices for the residual and Jacobian, which consist of accurately approximating the full residual and Jacobian values given the sample node solutions. The overall new approximations for these values are,
VIII.C. Calculation of Φ R and Φ J using POD Unlike the calculation of Φ, there is only one critical parameter to set for the calculation of the residualreduced-order basis matrix Φ R and the Jacobian-reduced-order basis matrix Φ J : the number of reduced-order basis functions (columns) n RJ , which is different than n s . The calculation of Φ R and Φ J begins with the generation of the residual and the Jacobian snapshot metrices, S R and S J . To find the state snapshots, the user chooses which states at a particular time t to add; however, this is not the case for Φ R and Φ J . Instead, the snapshot matrix is generated during the ROM stage where, during each Gauss-Newton iteration, the information on the residual and the Jacobian is saved. The number of columns of the S R and S J matrices is the total number of Gauss-Newton iterations in the entire reduced-order model, n ST . Due to large number of Gauss-Newton iterations, the residual and Jacobian data is saved to an a file on disk. S R and S J take the form,
This and other ways to establish the snapshot matrices S R and S J can be found in Carlberg et. al.
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Once the snapshot matrices are defined, POD is performed on these matrices. After performing singular value decompositions of the snapshot matrices, S R=U RΣV R an S J=U JΣV J , the residual-reduced-order basis matrix and the Jacobian-reduced-order basis matrix are chosen as
VIII.D. Modified Least-Squares Petrov-Galerkin Projection for HROM HROM requires some additional work offline compared to standard ROM. During the offline stage, residual and Jacobian information is retrieved and used for each Gauss-Newton iteration of ROM. Once the residual-reduced-order basis matrix and the Jacobian-reduced-order basis matrix are created, we create offline matrices A and B that are used to help approximate the residuals and the Jacobians for each new Gauss-Newton iteration of HROM. More computational effort is required in the offline stage, but this cost is outweighed by the cost savings associated with the Gauss-Newton stage. A and B are first created by substituting both Eqn. 37 and Eqn. 38 into Eqn. 22 to get a modified minimization problem,
We define C as
and then perform a QR factorization
We rearrange Eqn. 44 to obtain p = arg min
We solve this minimization problem in the same way as we did for ROM to obtain,
Once again, we perform a line-search procedure to find the update magnitude α and then update the reduced state via u
Here, k refers to the Gauss-Newton iteration number. The online calculation of the Gauss-Newton method for HROM can be found in Algorithm 2, which is a modified version of Algorithm 1. Overall, these residual and Jacobian approximations eliminate the dependency of the solution procedure on N , the large dimension of the full-order state approximation. Once these approximated substitutions are made, the iteration process can proceed to find the HROM model of KS, which then can also be used for LSS. 
while p 2 > do is the desired tolerance value 
Compute the thin QR factorization E k t = Q E R E
10:
Solve R E p
Compute α k t from a line search
12:
Compute u 
end while 16: u t = u k+1 t
17:
u r,t = u k+1 r,t 18: end for
IX. Hyper-Reduced-Order Model-Least Squares Shadowing
To apply adjoint-based error estimation to HROM-LSS, the original LSS equations need to be converted into the reduced form. In ROM, the approximate solution for time t is calculated from the reduced solution u r via Eqn. 16 . This relationship is used to derive the reduced tangent (ψ 2 ) and reduced Lagrange (ψ 1 ) equations. We first derive these reduced adjoint equations, starting from Eqn. 8. Substituting Eqn. 16 into Eqn. 8 and performing a projection using test functions Ψ,
we obtain the reduced problem
Using this system, we can rewrite the LSS equations as
ψ 2,r refers to the reduced tangent solution and φ 1,r refers to the reduced adjoint solution. The goal is to write the tangent equation and Lagrange equation in terms of known quantities. We begin with Eqn. 53. Calculating f (Φu r ) is expensive and can be approximated using the gappy reconstruction procedure from GNAT,
We set Φ f = Φ R , which we already have from HROM, to obtain the final form of f r used in HROM-LSS,
Taking the derivative of Eqn. 53, we find
A similar procedure is used to find ∂fr ∂ur using a gappy algorithm.
Setting Φ ∂fr ∂ur = Φ J , which we already have from HROM to get the final form of ∂fr ∂ur used in HROM-LSS,
For the HROM-LSS equations, we use a Galerkin projection, Ψ = Φ and
Substituting Eqn. 64 into the reduced LSS equations gives the final modified LSS equations,
We solve these modified HROM-LSS equations with the same iterative checkpoint process outlined in the LSS Type III algorithm.
2 Similarly as in LSS, a guess for the reduced tangent solution and reduced adjoint solution for each check point is made. Once again, GMRES is used to find the desired reduced adjoint solution.
IX.A. Output Error Estimation via the Adjoint-Weighted Residual
After solving the reduced-adjoint LSS equations via the LSS Type III algorithm, output sensitivies can be calcuated from ψ 1 , since this is the adjoint that weights the residual term with ∂f ∂s . Specifically,
To estimate the output error using the LSS adjoint, we apply Eqn. 68, using a residual perturbation computed from two different discretization spaces: a coarse one with temporal order r H , and a fine one with temporal order r h = r H + 1. We solve the primal problem with order r H and then inject the solution into the finer space. Doing so gives us a perturbation in the residual, which we weight by the fine-space adjoint to obtain the error estimate:
where Ψ h is the vector of all of the ψ h unknowns and R h (u H ) is the order r h residual vector evaluated with the order r H injected solution.
X. Results
X.A. Effect of Kuramoto-Sivashinsky Parameters on Trajectories and Burn Time
KS exhibits different trajectories depending on the advection speed and the "super viscosity", (α, β), which can be seen in x−t contour plots in Figure 3 for six different cases with zero burn time. These results provide some preliminary insight into which trajectory would make an adequate prototype for LSS and HROM-LSS. In addition, these results indicate what the burn time (t burn ) should be for each set of parameters. The burn time should be large enough such that the initial conditions have as little effect on the statistical output as possible. The area where the initial conditions have the most effect on the statistical output is seen at the beginning with large zero value regions in Figure 3 . The time-averaged output J is plotted in Figure 4 , showing the effect of advection speed and the super viscosity. Figure 3 (a) shows that with α = 1, β = 1, the trajectory is always heavily influenced by the initial conditions in time. This type of behavior is caused by the high advection to super viscosity ratio, which extends the time required for the trajectory to reach a steady-state time-average output. This can be seen further in Figure 4 . This reveals that the trajectory is possibly not ergodic, making it a poor choice as a prototypical trajectory for LSS, ROM-LSS, and HROM-LSS calculations.
Figure 3(b) shows that by decreasing α by half, we obtain a trajectory in which the initial conditions become "washed out" in a reasonable amount of time. The lower advection speeds do not overcome the super viscosity. Figure 4 shows that this trajectory reaches a steady time-averaged output by about t = 500, a result that we did not see for α = 1, β = 1. For this trajectory, given how long the zero regions exist in the x − t contour plots, the minimum burn time should be t burn ≈ 125. From this results, decreasing the advection speed, gives an ergodic system compared to when α = 1. This makes it a possible choice as a prototypical trajectory for further testing. Figure 3 (c) shows that by further decreasing α to α = 0.25, we have similarly looking trajectories compared to when α = 0.5, except that t burn can be set at a minimum to t burn ≈ 100 allowing some savings in the computational costs in creating the primal solution. Figure 4 shows that compared to the α = 0.5 case, the α = 0.25 trajectory reaches a steady state time-averaged solution earlier, meaning that the influence of the initial conditions on the time-averaged output disappears earlier, and making it more ergodic than the α = 0.25 case. Now, while keeping α = 1, we investigate the effect of the super viscosity on the trajectories. Figure 3 (d) shows the trajectory for α = 1, β = 0.5. One thing to notice is that the thickness of the solution coherent structures has decreased, leading to higher average trajectory magnitudes and higher oscillations, which could mean that the system exhibits stronger chaotic behavior. Compared to Figure 3(a) , the trajectory is able to reach a situation where the initial conditions have little influence on the time-averaged output. From this we see that the lower β leads to lower super viscosity, which dilutes the high advection speed, avoiding dealing with a non ergodic case. However, the advection speed does influence the solution more than in previous cases, where we see that the minimum t burn should be set as t burn ≈ 150.
We further decrease the super viscosity to β = 0.25 to see the effect on the trajectory. Figure 3 (e) shows the solution for α = 1, β = 0.25. The thickness of the coherent structures has decreased further (showing stronger chaotic behavior) and the the effect of the initial conditions on the overall time-average output is decreased further. The minimum burn time according to the results is t burn ≈ 50, meaning the simulations do not have to be executed as long to reach statistically steady-state time-averaged outputs. This case shows that we have a stronger ergodic behavior compared to when β = 0.5.
Lastly, we present results for α = 0.5, β = 0.5 in Figure 3 (f), which shows that both the magnitudes of α and β, and the ratio of these parameters affects the solution behavior. Even though the ratio is 1, the solution is ergodic and is able to give steady state time-averaged outputs that are influenced little by the initial conditions. However, this case shows that the advection speed heavily influences the value of the time-averaged output since this case reaches approximately the same time-averaged output as α = 0.5, β = 1. The minimum burn time here should be t burn ≈ 75.
A good prototypical chaotic system to test LSS, ROM, and HROM is one that is heavily chaotic, has minimal required burn time, reaches statistically-converged time-averaged outputs as quickly as possible, and is ergodic. The case that best fulfills all of these requirements is the one presented in Figure 3(e) . Another possible choice is the parameters in Figure 3(f) . For the rest of this paper, all results are for α = 1, β = 0.25.
X.B. Reduced-Order Modeling of the Kuramoto-Sivashinsky equation
Before demonstrating the effectiveness of ROM and HROM for KS with α = 1, β = 0.25, we confirm that the ROM of KS produces approximately the same time-averaged outputs as that of the original primal solution. Figure 5 shows x − t contour results for n r = 150, 100, 50, 25, 10 and for the primal solution. The burn time is set to t burn = 100 and the start and final times of the simulation are set to T 0 = 0 to T f = 1000. The simulation contains T n = 50005 time nodes and n s = 25002 snapshots. The spatial domain corresponds to X 0 = 0 to X f = 120 and contains x n = 360 spatial nodes. BDF2 is used for the time discretization method and the spatial approximation order is set to p = 2. Figure 6 shows how n r affects the long-term time-averaged output relative to the full-order solution.
In Figure 5 , we see that each reduced-order solution produces significantly different trajectories with time. This is to be expected due to the fact that any small perturbations in space will produce a different trajectory that diverges away from the original trajectory. Results in Figures 5(b) and 5(c) show that the trajectories for n r = 150 and n r = 100 look relatively similar compared to the primal solution (full-order model) in terms of the solution coherent structures. This similarity is reflected in Figure 6 , where we see that the time-averaged outputs for n r = 150 and n r = 100 estimate the time-averaged output of the primal solution relatively closely. As n r decreases, we see from Figure 6 , that the time-averaged solutions do become more inaccurate, which can be seen for n r = 50, n r = 25, and n r = 10. To understand why this is the case, we look at the trajectories of these cases in Figure 5 .
In Figures 5(d)-5(f) , we see that the reduced-order solutions begin to act less chaotic and almost reach steady like behaviors, especially for n r = 10. This increase in non-chaotic nature with decreasing n r affects the accuracy of the estimated time-averaged solution. It is evident here that one requirement to estimate the time-averaged solution accurately is that the ROM should also exhibit chaotic behavior. One reason why the trajectory for n r = 10 does not accurately estimate the time-averaged output is that the ROM trajectory is under resolved. In order to preserve the chaotic characteristics of the original full-order model, more basis functions are needed. This behavior can also be seen more gradually for n r = 50 and n r = 25.
The most effective ROM to use for ROM-LSS is one in which n s is small enough without compromising the chaotic nature of the original problem. Based on the results of Figures 5 and 6 , the next step is to run the LSS procedure on a ROM that contains n s = 1001 and n r = 100. The n r = 100 case still approximates the time-averaged output with the fewest number of basis functions n r . By using this ROM, we reduce the number of spatial variables of ROM by 160, from the total number of spatial nodes of x n = 360. Next, we perform LSS on this ROM and see if we can calculate usable error estimates.
X.C. Hyper-Reduced-Order Modeling of the Kuramoto-Sivashinsky Equation
ROM is the first step to reducing the computational cost associated with the calculation of adjoints using LSS. However, further approximations need to be made for the residuals and the Jacobians by implementing GNAT for HROM. The main tuning parameter is the number of sample nodes, n i , calculated from the greedy algorithm. Decreasing n i decreases the size of the states needed to calculate the residuals and Jacobians. However, with decreasing n i , errors from the approximation increase. If the number of sample nodes, n i , is too low, HROM will fail. Figure 7 shows the results on how decreasing the number of sample nodes, n i , ranging from n i = [180, 360], affects the time-averaged output on u. Figure 8 shows the full model solution, the corresponding ROM solution, and the corresponding HROM solutions for n i = [360, 180]. The burn time was set to t burn = 100 and the start and final times of the simulation are set to T 0 = 0 to T f = 1000. The simulation contains T n = 50005 nodes and n s = 12501 snapshots (fewer snapshots than the ROM case). The spatial domain also corresponds to X 0 = 0 to X f = 120 and contains x n = 360 spatial nodes. p = 2 and second-order backwards differencing in time are used in the discretization. For the HROM routine, the Gauss-Newton tolerance was set to 10 −9 . In Figure 7 , we see that hyper-reduced-order solutions predict the time-averaged output for the primal solution within 5%. Additional runs were made for n i < 160, but the HROM produced time-averaged outputs that increased exponentially. This shows that n i must be sufficiently large, in this case greater than n i = 160, in order to accurately predict the time-averaged output. In Figure 8 , we see that over a short period of time, which is approximately T ≈ 100, decreasing n i , does little to affect the KS trajectories. However, by the time we get to T = 1000, the trajectories diverge away from the full primal solution, the ROM solution, and the other HROM solutions with decreasing n i . Again, this is due to the chaotic system being very sensitive to the initial conditions. With decreasing n i , the system still exhibits chaotic behaviors. These results show that it is possible to find a smaller HROM for a chaotic solution that can be used for LSS. 
X.D. Preliminary Error Estimation Results Using HROM-LSS
It has been shown that we can acquire ROMs and HROMs that emulate the original full order solution accurately given that enough reduced-order basis functions and reduced-order basis residual/Jacobian functions are used. This was shown by studying how the time average outputs of u behaved with different numbers of basis functions (n r ) and samples nodes (n i ). The HROMs can now be used in conjunction with LSS to find error estimates. To this end, an HROM-LSS method was implemented using KS to obtain some preliminary results. The coarse and fine spatial orders were set to p H = 2 and p h = 3, respectively. To start, the number of sample nodes were set to n i = 350 out of the possible 480 nodes and the time step was set to ∆t = 0.2. The burn time was set to t burn = 100. Second-order backwards differencing was used for the time discretization.
Note that the p = 1 solution for KS does not exhibit chaotic behavior, making it not suitable for these error estimate test cases. The Gauss-Newton tolerance was set to 10 −9 in the HROM portion of the HROM-LSS method. The GMRES tolerance was set to 10 −8 in the LSS portion of the HROM-LSS method. Figure 9 shows error estimates obtained using the adjoint-weighted residual for four different simulation times, T = 20, T = 40, T = 60, and T = 80. For each of these four time simulations, we ran ten different test cases. After the burn time, each simulation's initial conditions were perturbed by a spatially random value in the range of δu 0 = [−0.2, 0.2]. Multiple runs are necessary because we are interested in the statistical output and behavior of the error estimate. The error bars in Figure 9 refer to the first standard deviation of the data and the box markers refer to the statistical average of all the error estimates. More data was taken for the actual errors separately in order to obtain a better understanding of how these errors change with the perturbations to the initial conditions. In Figure 9 , we see that for T = 20 and T = 40, the distribution of the actual error estimates in blue are only slightly larger than the distribution of the HROM-LSS approximated error estimates in red. These results for T = 20 and T = 40 are somewhat unexpected; when we perturb the initial conditions of a chaotic system, we would expect a larger spread in the actual errors, due to the outputs not being statistically converged. After studying how the KS equations behave, we conclude that the smaller spread may be due to the KS trajectories not yet diverging sufficiently by T = 20 and T = 40. This is further supported by the results of T = 40, where we see that the differences in the mean between the actual and approximate error estimates are larger than that at T = 20. This may point to the likelihood that by T = 40, the trajectories have diverged just enough to exhibit the beginnings of some chaotic behavior. The actual error estimate spread for T = 60 is only slightly larger than that of T = 40 while the approximate error estimate spread for T = 60 is significantly larger than previous time simulations, consistent with expectations for a chaotic system. However, we still would expect the spread for the actual error estimate for T = 60 to be larger. When we look at the trajectories for KS, we see that the trajectories still have not diverged enough to fully exhibit chaotic behavior, giving possible reasons for this smaller spread of the actual error estimate data. We see that the difference between the mean actual error estimate and the mean approximate error estimate continues to increase from T = 20 to T = 60, showing that the KS trajectories are becoming more chaotic with time. Lastly, we look at the results for T = 80. The spread of the actual error estimate is larger in comparison to the previous simulation time results. The difference between the mean actual error estimate and the mean approximate error estimate decreased compared to that of T = 60, behavior that we saw with LSS results for the Lorenz attractor.
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We look at the KS trajectories to further see how chaotic the trajectories are and find them more chaotic than that of T = 60, but not exhibiting full chaotic behavior. Note that by T = 80, the traditional adjoint calculation for KS has already started diverging and is useless for error estimates. Further runs for longer time spans, T = [100, 1000] are needed in order to fully understand the relationship between the chaotic system and the error estimates.
In Figure 10 , we show for each time simulation, one test case's solutions from Figure 9 for the full-order model (FOM), the ROM, and the HROM. The number of time segments n seg is used in the checkpoint design of HROM-LSS and is designated for each time span T . The number of reduced-order basis functions n r is designated for each trajectory plot as well. Figure 11 shows the time average output of the solutions from Figure 10 . A working ROM and HROM must be able to produce trajectories that emulate that of the FOM as much as possible and must be able to emulate the time average output. From Figure 10 and Figure 11 , we can conclude that we were able to obtain a working hyper-reduced order solution. This is important to verify before using it as a reduced solution for the HROM-LSS method.
Another important result to look at is the adjoint associated with the trajectories from Figure 10 and Figure 11 , ψ 1 . This shows in which regions along space and time the output is most sensitive to residual perturbations. ψ 1,r was calculated exactly on the fine space, p = 3. Figure 12 shows the adjoint for each time length, T . The contours are constructed separately for each time segment, ∆T = 5. The breaks in the adjoint solution between each time segment are characteristic of the checkpoint method from LSS.
2 The adjoint, ψ 1 , was found from ψ 1,r by expanding the reduced adjoint solution with the basis vectors,
Based of the results of Figure 9 , HROM-LSS is able to calculate useful and accurate adjoints for error estimates unlike the traditional adjoint method. However, a natural question is whether or not HROM-LSS can calculate adjoints for error estimates with lower computational costs than the original LSS method. To answer this we look at and compare the expected number of GMRES iterations, n G , from the optimization process required to solve the original LSS equations and the expected number of GMRES iterations from the optimization process required to solve the HROM-LSS equations. The summary of the number of GMRES iterations needed to solve for the adjoints using LSS and HROM-LSS is found in Table 1 . We see that HROM-LSS requires fewer GMRES iterations compared to LSS to solve for the adjoint. Furthermore, each iteration is cheaper due to fewer unknowns in the reduced system compared to the full system. This leads to the conclusion that HROM-LSS allows for the calculation of accurate adjoints with fewer computational resources compared to that of LSS and shows that reduced-order modeling of the chaotic system is a reasonable step to take for error estimation. 
XI. Conclusion
ROM and HROM can decrease the size and preserve the inherent characteristics of the chaotic system, which makes the application of LSS more feasible for the estimation of numerical errors in outputs. The ROMs help increase accuracy in comparison to time-windowing approaches, while decreasing the computational costs required by LSS applied to the full-order system. This is possible due to ROM's and HROM's ability to reduce the size of the system without significantly reducing the accuracy of the predicted outputs. By using ROM and HROM instead of the full-order primal solution, we can obtain usable adjoints more economically. The outputs of interest are statistical quantities and are used in this study to determine which ROMs and HROMs are suitable to use for LSS. In ROM, the residuals and Jacobians are calculated exactly, whereas in HROM, the residuals and Jacobians are approximately calculated using GNAT, further reducing the size of the overall solution. In this paper, this modified LSS method is referred to as HROM-LSS.
The prototypical equation for this work is the 1D Kuramoto-Sivashinky problem. The parameters for this governing equation are set to α = 1 and β = 0.25. After testing several different types of ROMs and HROMs on KS, we found that the best ROM and HROM that preserves the nature of the original problem consists of a large number of snapshots (n s ) and the fewest possible number of basis functions (n r ). We also found that HROM does produce usable reduced states that still accurately predict the time-averaged output when compared to the primal solution. This is promising and leads to HROM-LSS. Preliminary results for HROM-LSS have shown that fewer GMRES iterations are needed compared to that of LSS in order to still produce accurate error approximations. Based on these results, the main area of future work is to improve the HROM-LSS algorithm's robustness in more complicated cases and to extend this method to 2D chaotic problems.
