Abstract. This paper proves Buss's hierarchy of bounded arithmetics S 1 2 ⊆ S 2 2 ⊆ · · · ⊆ S i 2 ⊆ · · · does not entirely collapse. More precisely, we prove that, for a certain D, S 1 2 S 2D+7 2 holds. Further, we can allow any finite set of true quantifier free formulas for the BASIC axioms of S 1 2 , S 2 2 , . . .. By Takeuti's argument, this implies P = NP. Let Ax be a certain formulation of BASIC axioms. We prove that S 1 2 ⊢ Con(PV 
only means available inside S 2D+3 2 . Actually, we prove a slightly stronger result that for a kind of "satisfaction" relation Sat, S 2D+3 2 prove that the system PV − q (D) + Ax is sound. For this purpose, we extend the method of Yamagata [7] to PV − q . In [7] , the consistency of PV − , which is obtained from PV from removing induction, is proved inside S 2 2 by defining a kind of satisfaction relation. We extend this satisfaction relation Sat to PV − q (D) formulas, by carefully controlling the bounds of quantifiers appearing in Sat. Once Sat is defined, the soundness proof inside S 2D+3 2 is straightforward. Next, we encode PV − 1 (D) into PV − q . t = u is defined by ∃i.! bit(t, i) = bit(u, i) using the bit flipping operator ! and the bit extraction function bit. t = u ∧ r = s is encoded by ∀z.p(z, t, r) = p(z, u, s) where p is the conditional function. Using this encoding, we can encode all propositional connectives, thus PV
Finally, we prove that the results sill hold if we extend S i 2 and PV so that they include finite quantifier-free true axioms Ax in a certain form, which can derive BASIC axioms and P = NP when P = NP is true. We assume that S i 2 is extended to include the language of PV. We prove that for any polynomialtime function f , if n 1 , . . . , n k are numerals, the "computation" (Section 5.1) can by constructed in polynomial-time. Further, we interpret "values" of Boolean terms by Boolean variables over certain probability space Ω(U, P ). If f (n 1 , . . . , n k ) = g(n 1 , . . . , n k ) is true, Boolean values which the results of computation of lefthand and righthand take on a certain sample e ∈ Ω(P, U ) are same. If ¬ Con(PV − 1 (D) + Ax), f (n 1 , . . . , n k ) = g(n 1 , . . . , n k ) for some n 1 , . . . , n k is derivable for a valid equation f (x 1 , . . . , x k ) = g(x 1 , . . . , x k ). This is contradiction. This paper is organized as follows. Section 2 defines basic notations and defines our formulation of Buss's bounded arithmetic S and P = NP.
Preliminaries
The sequence a 1 , a 2 , . . . , a n is often abbreviated as a. If we treat the sequence a 1 , a 2 , . . . , a n as a single object, we write [a 1 , a 2 , . . . , a n ]. For each sequence a, (a) i is its i-th element. We denote an empty sequence by [ ] in the meta-language. For integer n, |n| denotes its length of binary representation.
Many types of objects are considered such as proofs of PV, terms of PV, or the computation of these terms, all of which require the assignment of Gödel numbers to them. As all of the objects under consideration can be coded as finite sequences of primitive symbols, it will suffice to encode these sequences of symbols. Variables x 1 , x 2 , . . . are encoded by variable names x and natural numbers 1, 2, . . . which can be represented by binary strings. Function symbols for all polynomial time functions are encoded using trees of the primitive functions and labels that show how the function is derived using Cobham's inductive definition of polynomial time functions. Thus, the symbols that are used in our systems are finite, which enables us to use the finite set of numbers {0, . . . , N − 1} to code these symbols. Therefore, the sequence of symbols is coded as N -adic numbers.
For each object a consisting of symbols, size(a) denotes the number of primitive symbols in a, that is, the number of the N -adic numbers in its Gödel number. If a is a sequence or tree in an object language, nodes(a) denotes the number of nodes in a.
We use the notation a ≡ b when a and b are syntactically equivalent. For a given term t, the notion of subterm u is defined in the usual way. Further, u may be identical to t. If t ≡ u, we call u a proper subterm.
If a statement is labeled by S i 2 , it means that the statement is provable within S i 2 . We conservatively extend Buss's S i 2 , i = 1, 2, . . . by adding function symbols for all polynomial-time computable functions and their defining axioms. In particular, S i 2 contains the equality function Eq which satisfies Eq(x, y) = 1 if x = y and Eq(x, y) = 0 if x = y. The predicate symbol S 1 2 is =. We formulate x ≤ y by x . − y = 0 using positive subtraction .
−. Additionally, S i 2 has axioms Ax. The exact contents of Ax is not important, but Ax must satisfy (1) Ax is finite, (2) all formulas in Ax are true in the standard interpretation, (3) it contains ¬0 = 1, Eq(x, x) = 1 and Eq(x, y) = 0 ∨ x = y, (4) all formulas in Ax are equations except ¬0 = 1 and Eq(x, y) = 0 ∨ x = y, (5) Ax implies all BASIC e axioms in [2] (6) Ax implies formulas corresponding P = NP in [6] if P = NP. We can formulate Ax such that S i 2 + Ax implies a given set Ax p of true quantifierfree propositions. First, we write the proposition φ ∈ Ax p in conjunction normal forms
where • is either = or =. If • ij is =, we replace r ij • ij s ij to Eq(r ij , s ij ) = 0. Because Ax contains Eq(x, y) = 0 ∨ x = y, r ij = s ij implies Eq(r ij , s ij ) = 0. Because r ij = s ij implies Eq(r ij , s ij ) = 1, the reverse also holds by ¬0 = 1. We can rewrite t 1 = u 1 ∨ t 2 = u 2 to an equation by Cond. (2) Cond(Eq(t 1 , u 1 ), ε, t 2 , t 1 ) = Cond(Eq(t 1 , u 1 ), ε, u 2 , u 1 ) (2) implies t 1 = u 1 ∨ t 2 = u 2 because if t 1 = u 1 , Eq(t 1 , u 1 ) = 0 holds, thus (2) implies t 2 = u 2 . Repeating this procedure, we obtain an equation r i = s i which implies
r ij • ij s ij
PV and related systems
In this section, we introduce our version of PV and PV − . PV is formulated as a theory of binary strings rather than integers. We identify binary strings that begin with 1 as a binary representation of integers and binary strings which consists of all 0, including the empty sequence ε, is 0.
PV provides the symbols for the empty sequence ε and its binary successors 0, 1 denoted by b, b 1 , . . ., which add 0 or 1 to leftmost positions of strings. If a term is solely constructed by ε, 0, 1, it is referred to as a numeral. Although binary successors are functions, the notation we use for them employs a special convention to omit the parentheses after the function symbol. Thus, we write 01x instead of 0(1(x)).
The language of PV contains function symbols for all polynomial time functions. In particular, it contains the constant ε, binary successors 0, 1 and ε n , proj i n . The intuitive meaning is that ε n is the n-ary constant function whose value is ε, and proj k n is the projection function. From here, a function symbol for a polynomial time function f and f itself are often identified. The terms are denoted by t, t 1 , . . . , u, r, s, . . .
For each function symbol f of a polynomial time function, let Base(f ) be the set of function symbols that are used in Cobham's recursive definition of f . We assume that Base(f ) always contains ε, 0, and 1 regardless of f . For a set of function symbols S, we define Base(S) = f ∈S Base(f ). If α represents any sequence of symbols, Base(α) is defined by the union of Base(f ) for the function symbols f that appear in α. Base(f ) is computable by a polynomial time function. For each function symbol f , ar(f ) is the arity of f . We encode f ≡ ε, 0, 1, ε n , proj
where # is a "filler" symbol. Then, a function defined by composition of g and h 1 , . . . , h m is encoded as [Fun, comp, g, h 1 , . . . , h n ]. A function defined by recurrence of g ε , g 0 , g 1 is encoded as [Fun, rec, g ε , g 0 , g 1 ]. Then, for any function symbols f which are defined by Cobham's inductive definition, ar(f ) ≤ size(f ) is satisfied.
The only predicate in the vocabulary of PV is the equality =. Our PV does not have inequalities ≤, ≥, . . .. The formulas t 1 = t 2 of PV are formed by connecting two terms t 1 , t 2 by the equality =. We consider PV to be purely equational; hence, the formulas do not contain propositional connectives and quantifiers.
There are three types of axioms and inferences in PV: defining axioms, equality axioms, and induction. We consider that the proofs in PV are all tree-like, not DAGlike. This restriction to the representation of proofs is essential to our consistency proof.
3.1. Defining axioms. For all of Cobham's defining equations of polynomial time functions, there are corresponding defining axioms in PV. For the constant function ε n , the defining axiom is (9) ε n (x 1 , . . . , x n ) = ε for a positive integer n. For the projection function, the defining axiom is (10) proj i n (x 1 , . . . , x n ) = x i for a positive integer n and an integer i, 1 ≤ i ≤ n. For the binary successor functions 0 and 1, there is no defining axiom. If the function f (x 1 , . . . , x n ) is defined by the composition of g and h 1 , . . . , h m , the defining axiom is
For the function defined by recursion of binary strings, there are three defining axioms:
Using Cobham's recursive definition of polynomial time functions, it is easy to see that all polynomial time functions can be defined using these defining axioms. Even though Cook and Urquhart's PV [5] requires all recursion schema to be bounded by a function with a polynomial growth rate, we do not impose this restriction. Thus, our theory can be extended beyond polynomial time functions. However, this paper focuses on the theory based on polynomial time functions.
We present defining axioms of which forms f ( x) = t but we also introduce defining axioms of which forms t = f ( x).
Equality axioms.
The identity axiom is formulated as
The remaining equality axioms are formulated as inference rules rather than axioms.
(16)
for any term r.
Induction.
(20)
The system PV contains defining axioms, equality axioms, and induction as axioms and inference rules. By contrast, the system PV − contains only defining axioms and equality axioms as axioms and inference rules.
Equational PV with quantifiers
This section introduces PV − q , an extension of PV − by quantifiers and two types, bit strings W and Boolean B. A formula of PV − q has a form Q 1 x 1 · · · Q n x n .t = u where Q 1 , . . . , Q n are quantifiers ∀, ∃ and t, u have the same type. Formulas of PV − q (D) are formulas of PV − q that has at most D quantifiers. Let us write the sequence of quantifiers ∀x 1 ∀x 2 · · · ∀x k as ∀ x and ∃x 1 ∃x 2 · · · ∃x k as ∃ x. Further Q x denotes either ∀ x or ∃ x. Let Q 1 , . . . , Q m be an alternate sequence of quantifiers starting with Q 1 = ∃. For two sequences of quantifiers
We can extend the definition of Q 1 ∪ Q 2 to the sequence which does not start with ∃ or Q 1 and Q 2 have different length, by allowing empty sequence for variables. We assume that Q 1 ∪ Q 2 always starts with ∃. Each formula φ of PV − q has a straightforward interpretation in the language of S 1 2 . We call this interpretation standard interpretation. We say that a set Γ ≡ x 1 ( x 1 ), . . . , x n ( x n ) of forms x i ( x i ) where x i is a variable and x i is a set of variables is called a dependency matrix if (1) x i = x j for i = j, and (2) Let x → d y if x(. . . , y, . . .) ∈ Γ. Consider the transitive closure → * d . Then for any variable x, x → * d x never happens. By the clause (2), Γ can be ordered such that if i < j then x j → * d x i does not hold. We assume that when Γ is presented as a sequence, we use such ordering. If Γ contains x i (y i1 , . . . , y imi ), we say that x i as well as Γ depends on y i1 , . . . , y imi , and x i is defined by Γ. Two dependency matrices Γ and ∆ are called disjoint if Γ ∪ ∆ is a dependency matrix. Γ ∪ ∆ is often written by Γ, ∆. The judgements of PV − q are forms Γ =⇒ φ. All these syntactic objects of PV − q , namely, function symbols, variables, terms and formulas can be encoded to natural numbers following the general idea of Section 2. Further, the following the idea of Section 3, we can guarantee that each function symbol f satisfies ar(f ) ≤ size(f ). Base is defined in a similar way to PV.
Axiom. PV
− q has two kinds of axioms: the identity axioms and defining axioms. An identity axiom for type T is x T = x T . The defining axioms are defining equations of PV − , bit and all valid Boolean equations.
for finite many axioms of Boolean algebra 24) is axiom, where the variables in the last equations are all Boolean. 
The transitivity rule.
(27)
where Γ and ∆ are disjoint. The compatibility rule.
(28)
if Γ does not depend on x and does not define x.
The existential quantification.
where y are all free variables in φ(x) other than x.
Removing variable from the matrix
if x is not a free variable of φ.
The trees which are formed using these rules are called PV 5.1. Approximate computation. In this section, we define the notion of approximate computations as being representation of the evaluations of the terms of PV − q . The idea that the values of computation can be approximated using * symbol comes from Beckmann [1] but we only allow * contained in numerals. Further, we introduce a probability space Ω(U, P ) and interpret Boolean variables as random Boolean variables over Ω(U, P ). 
is order relation.
Proof. Transitivity law : we prove that if v w and w z hold, v z holds by induction on nodes(v) + nodes(w) + nodes(z). If z ≡ * then the conclusion follows. If v ≡ * then w ≡ * and z ≡ * must hold. Therefore, v z. Next, if z ≡ ε, then v ≡ w ≡ ε. Thus v z. If v ≡ ε then z must be either * or ε. For both cases, v z.
Anti-symmetry law : we prove that f v w and w v, v ≡ w by induction on nodes(v) + nodes(w). If v ≡ * then w must be * therefore v ≡ w. Similarly if v ≡ ε then w must be ε therefore v ≡ w. By a symmetric argument we can assume that v and w are not * nor ε. Then, either v ≡ bv ′ and w ≡ bw For environments ρ 1 , ρ 2 , ρ 1 ρ 2 if dom(ρ 1 ) ⊇ dom(ρ 2 ) and for any x ∈ dom(ρ 2 ), ρ 1 (x) ρ 2 (x). We say that ρ 2 is refined by ρ 1 . If all values of ρ(x), x ∈ dom(ρ) are exact, we say that ρ is exact.
When ρ 1 ρ 2 holds, ρ 1 is denoted by ρ + while ρ 2 is denoted by ρ * .
Definition 3. Let v be a g-value, t be a term of PV − , and ρ be an environment such that dom(ρ) ⊇ FV(t) where FV(t) is the set of free variables in t. The form t, ρ ↓ v is referred to as a (computation) judgement, t as the main term, ρ as the environment, and v as the value (of t). We identify all computational judgements of which environments ρ have the same values on FV(t). When we assign a computational judgements to the Gödel number, we use the shortest environment. Because we allow approximate computations, a term t may have several g-values as values under the same environment. The form t, ρ is a bracket. If ρ is exact, a judgement or a bracket is called exact.
where v is an exact value, then it is called simple. An inference of a computational judgement is also called simple if its conclusion and premises are simple.
Next, we define an approximate computation for an expression of Boolean type. We use ! for Boolean negation, & for Boolean conjunction, || for Boolean disjunction, → for Boolean implication and ↔ for Boolean equivalence. These operators are naturally extended to Boolean functions, Boolean variables and bit strings. Let B be the Boolean algebra {⊥, ⊤}. Let U be an integer. Define
where P is a polynomial. the probability measure of Ω(U, P ) is the probability measure in which every element occurs equally.
The Boolean variable ⊥ over Ω(U, P ) is defined as ⊥(x) = ⊥ for x ∈ Ω(U, P ). The Boolean variable ⊤ over Ω(U, P ) is defined as ⊤(x) = ⊤ for x ∈ Ω(U, P ). Let ρ e , e ∈ Ω(U, P ) be ρ e (x) = e(x). The Boolean variable X bit(t,u),ρ ↓b over Ω(U, P ) is defined by
if ρ e ρ and b = * bit(e(t), e(u)) otherwise where bit(v, w) is defined by recursion:
Let B X be a Boolean expression. Let nodes(B X ) be the number of nods in B X when B X is seen as a tree. We define the set B(U, P ) as X ∈ B(U ) if and only if X can be written by a Boolean expression B X made by ⊥, ⊤ and X bit(t,u),ρ ↓b , t, u ∈ T (U ), ρ ∈ E(U ), b ∈ B and nodes(B X ) ≤ U .
The t-support t-sup(X) of a Boolean variable X, X ∈ B(U ) is defined as:
Next, we show that the equality X = Y, X, Y ∈ B(U ) can be encoded by Π
Equality between X, Y as Boolean variables is defined by
Because elements of Ω(U, P )| S can be encoded by
We extend the concept of environments to Boolean variables by allowing assignment of X ∈ B(U, P ) to a Boolean variable. Further, we can extend a computational judgement to that of an environment extended Boolean variables, a term with Boolean type and a Boolean variable as a value. Because we do not define ap-
for a Boolean variable x. A computation judgement can be derived using the following rules. Each rule is attached by a symbol such as * called a label.
In the following rules, on the contrary to the case of terms t(t 1 , . . . , t n ), f (t 1 , . . . , t n ) for any function symbol f means that t 1 , . . . , t n really appears in f (t 1 , . . . , t n ).
where v v * and v is a g-numeral.
where v is a numeral and v * is an approximation of v.
where b is either 0 or 1, v * is an approximation of v, v is a g-numeral and t is not a numeral.
where ε m is the m-ary constant function of which the value is always ε.
We use the similar notation from here.
i is an approximation of v i . For bit, the computation is defined as follows.
where bit(v, w) is defined by recursion:
For Boolean connectives and constants !, &, ⊥, ⊤, the computations are defined as follows.
If f is defined by composition, we have the following rule.
(58)
If f is defined by recursion, we have the following rules.
(59)
where b = 0, 1 and x = x 1 , . . . , x n . The environment ν is defined by ν(x j ) = v j for j = 1, . . . , n and ν(x 0 ) = v 0 while ξ is defined by ξ(
must be a valid computation rule. Here, (a) i is a projection of [a 1 , . . . , a n ] to a i . C(U ) denotes the set of all computation sequences bounded by U . Those computation judgements that are not used as assumptions of some inference rule, are referred to as conclusions of σ. If t, ρ ↓ v is the only conclusion of σ, it is written as σ ⊢ t, ρ ↓ v; however, if σ has multiple conclusions α, it is written as σ ⊢ α. If σ ⊢ t, ρ ↓ v, α, σ is often considered to be a computation of t, ρ ↓ v. Although a computation sequence σ is a sequence, σ is often considered to be a DAG, of which the conclusions form the lowest elements.
If there is a computation sequence σ with conclusions t, ρ ↓ v, α such that σ ∈ C(L), we write ⊢ L t, ρ ↓ v, α. It is easy to see that the relation ⊢ |B| is a Σ b 2 relation.
Basic properties of computations.
In this subsection, the basic properties of computations are proved. After proving technical lemmas (Lemma 2, 3 and 4), we prove the lemmas concerning the forms of values of computations of ε, 0t, 1t and numerals (Lemma 5, 6). Lemma 6 is crucial for our consistency proof because it shows that the numerals are only computed to the equal numerals. Next we prove Lemma 7, which states that the values v 1 and v 2 obtained by computations of the same term t W are always compatible, that is, there is the infimum. This enables us to extract the most "accurate" value v(t W , ρ, σ) of a term t W from a computation σ of t W under an assignment ρ (Definition 5). Substitution lemmas (Lemma 10, 11, 12 and 13) establish the relation between substitution into a term which is evaluated by a computation, and assignment in the environment in which the term is evaluated. These lemmas enable a consistency proof of quantification rules. Unlike other lemmas in this section, substitution lemmas are proved in S 2 2 . Next, we prove Lemmas 14, 15 and 16 which are used to prove "soundness" of defining axioms in Section 5. 
Proof. If t, ρ ↓ v is derived according to the inference R, another instance of R is added to σ, which uses the same assumptions as R, in which case τ is obtained.
Proof. By induction on C(σ). The only rule which can derive ε, ρ ↓ v is either v or * -rule. Thus, v is either ε or * . Similarly, if σ derives bt, ρ ↓ v , the only rule which can derive this is * or b-rule. If v ≡ bv 0 , bt, ρ ↓ bv 0 can only be derived by b-rule. Thus, the assumption contains t, ρ
Proof. Only rules which can derive v, ρ ↓ w are * and v-rules.
2 ). Let ρ 1 and ρ 2 be the environments which satisfy ρ 1 ρ 2 , t be the term of type W. If both of t, ρ 1 ↓ v and t, ρ 2 ↓ w are contained in computations σ and τ respectively, then v w.
To prove Lemma 7, the next lemma similar to Lemma 4.4. in [1] , is to be observed.
Proof. By induction on nodes(w) + nodes(u) + nodes(v).
If
′ for some b = 0, 1 and u ′ , there are two possibilities on u.
There are also two possibilities on v. The only non-trivial case is the case in which v = bv ′ . The other case is symmetric. By induction hypothesis, u
Proof of Lemma 7 . By induction on the sum of the length of derivations of t, ρ 1 ↓ v and t, ρ 2 ↓ w. Because the case in which either v or w is * , is trivial, we can assume that the rules which derive t, ρ 1 ↓ v and t, ρ 2 ↓ w have the same label R.
If R is Env, t ≡ x for a variable x and both derivation have forms
By Lemma 8, v w holds.
The case in which R is v-rule is similar. Therefore, we can assume that t ≡ f (t 1 , . . . , t n ).
The case in which the R is b, ε m , proj i m is trivial.
The case in which the R is comp is considered. The last rules have forms as follows.
where
The case in which the last rule is either rec-ε or rec-b, b = 0, 1 is considered. Because the case for rec-ε is almost same to comp, we consider the case in which the last rule is rec-b. This fact enables us the following definition.
Definition 5. Let t be a PV − q -term of type W, σ a computation and ρ an environment. Assume σ contains computational judgements t, ρ 1 ↓ v 1 , . . . , t, ρ n ↓ v n where ρ 1 , . . . , ρ n satisfies ρ ρ i , i = 1, . . . , n. By Lemma 7, v 1 , . . . , v n are all pairwise compatible. Then, v(t, ρ, σ) is defined as infimum of v 1 , . . . , v n . If there is no such computational judgement, v(t, ρ, σ) = * . As a special case, if v is an exact value, we put v(v, ρ, σ) = v.
Lemma 9. Let σ be a computation, t be a term of type W and ρ be an environment. Let v = v(t, ρ, σ). Then, by adding at most one inference to σ, we obtain τ which derives t, ρ ↓ v.
Lemma 10 (S 2 2 , Substitution Lemma I). Let u 1 , . . . , u n , t 1 , . . . , t m and a = a 1 , . . . , a l be terms of type W. Let σ be a computation which contains occurrences of judgements
as conclusions. Assume that ρ ρ 1 , . . . , ρ n , w i v(u i , ρ, σ) and ρ ′ = ρ[x 1 → w 1 , . . . , x n → w n ] where x 1 , . . . , x n are fresh variables. Then, there is a computation τ such that τ ∈ C(C(σ) + m j=1 size(t j (ε, . . . , ε)) and τ has conclusions (70)
Further, τ contains all judgements in σ as judgements and all conclusions in σ as conclusions. τ derives these conclusions from the same assumptions using the same rule to σ.
Each t j (u 1 , . . . , u n ), ρ j ↓ v j , j = 1, . . . , m is an occurrence of a judgement but denoted as if it is a judgement by abusing notations. Similarly, u 1 , . . . , u n in each t j (u 1 , . . . , u n ), ρ j ↓ v j , j = 1, . . . , m are occurrences of terms but denoted as if they are terms.
Proof. Let U be a fixed integer larger then C(σ)+ m j=1 size(t j (ε, . . . , ε)). We prove the lemma through the following claim. 
among conclusions and satisfies
Further, κ contains all judgements in σ as judgements and all conclusions in σ as conclusions. We assume that κ derives these conclusions from the same assumptions using the same rule to σ. If κ contains a judgement in the form of u i , ρ * ↓ v where ρ ρ * , then u i , ρ * ↓ v is already contained in σ. Then, there is a computation λ which has all conclusions of κ plus
Further, λ contains all judgements in σ as judgements and all conclusions in σ as conclusions. λ derives these conclusions from the same assumptions using the same rule to σ. If λ contains a judgement in the form of u i , ρ * ↓ v where ρ ρ * , then u i , ρ * ↓ v is already contained in σ.
From the claim, our lemma is readily proven. We prove the claim by induction on Σ k d=1 size(s d ). The claim is Π b 2 -formula, because first κ is universally quantified and λ is existentially quantified next. Because κ changes through the induction steps, quantification over κ is necessary. The quantification on κ is polynomially bounded, because of the conditions of (72). The quantification of λ is also polynomially bounded, because (73). Therefore, the claim can be formulated using bounded quantifiers. Thus, the proof can be formalized by Π b 3 -PIND. Hence, our proof can be formalized in S 3 2 . We can safely assume that the last judgement of κ is s 1 ( a, u 1 , . . . , u n ), ρ 1 ↓ z 1 . We use the case analysis of the rule which derives the last judgement and construct λ, checking the construction does not introduce a new judgement which has a form of u i , ρ * ↓ v. First, we drop s 1 ( a, u 1 , . . . , u n ), ρ 1 ↓ z 1 from A if s 1 does not contain any x 1 , . . . , x n . From here, we assume that s 1 contains one of x i .
The case in which the last rule of κ is the * -rule, is trivial.
If s 1 ( a, u 1 , . . . , u n ) = u i for some i, we transform the rule which derives 1 ( a, u 1 , . . . , u n ), ρ 1 ↓ v 1 from A and use induction hypothesis. We obtain the computation τ 1 . We add the rules
Therefore, we prove the lemma. Because u i does not contain x 1 , a statement which contains u i is not created in λ.
The case in which the last rule of κ is either 0, 1, ε m , proj, comp or rec-rule. Then, the computation rule has a form (77) a, u 1 , . . . , u n ) , . . . , r l ( a, u 1 , . . . , u n )), ρ 1 ↓ w 1 where β are simple, which can be empty and γ are statements which no longer contain u k .
Let κ 1 be a computation obtained by making ( r q ( a, u 1 , . . . , u n ), ρ * 1 ↓ z q ) q=1,...,l conclusions and dropping s 1 ( a, u 1 , . . . , u n ), ρ 1 ↓ w 1 from A. This increases C(κ 1 ) from C(κ) at most l. By explicitly counting parentheses and a comma, l q=1 size(r q (ε, . . . , ε)) + l + 2 ≤ size(s 1 (ε, . . . , ε)). Because
Thus we can apply induction hypothesis to κ 1 . Therefore, we obtain λ 1 which contains all conclusions of κ plus ( r q , ρ
..,m as conclusions. By adding one rule to λ 1 , we obtain λ.
By the construction, λ contains all judgements in κ. By induction hypothesis, judgements which has a form of u i , ρ * ↓ v in λ 1 are containd in σ. A Judgment introduced in λ has a form s 1 (x 1 , . . . , x n ), ρ 1 ↓ v 1 . Because s 1 contains one of x 1 , . . . , x n , s 1 (x 1 , . . . , x n ) is not same to u 1 , . . . , u n .
Lemma 11 (S 2 2 , Substitution Lemma II). Let u 1 , . . . , u n and t 1 , . . . , t m be terms of type W and w 1 , . . . , w n be g-numerals. Let a = a 1 , . . . , a l be terms which does not contain x 1 , . . . , x n . Let σ be a computation with conclusions a, u 1 , . . . , u n )) ≤ C(σ), j = 1, . . . , m. Then, there is a computation τ which has all conclusions of σ plus t j ( a, u 1 , . . . , u n ), ρ ↓ v j for j = 1, . . . , m as conclusions and
size(t j (ε, . . . , ε)).
Further, τ contains all judgements in σ. τ contains all conclusions of σ and derives them from the same assumptions using the same rule to σ.
Proof. Let U be an integer larger than C(σ) + m j=1 size(t j (ε, . . . , ε)). We prove the lemma using the following claim.
. Let κ be a computation with distinguished conclusions
Assume that κ contains all judgements of σ. Assume that τ contains all conclusions of σ and derives them from the same assumptions using the same rule to σ. We assume that κ satisfies
there is a computation λ of which the conclusions are
Further, λ contains all judgements in κ. λ contains all conclusions of σ and derives them from the same assumptions using the same rule of σ.
As Claim 1, the claim is Π b 2 -formula, because first κ is universally quantified and λ is existentially quantified next. Because κ changes through the induction steps, quantification over κ is necessary. The quantification on κ is polynomially bounded, because of the conditions of (89) and (88). The quantification of λ is also polynomially bounded by (88). Therefore, all quantifications of Claim 2 are bounded. Therefore, the proof can be formalized by Π b 2 -PIND. Therefore, our proof can be formalized in S 2 2 . From the claim, our lemma is readily proven. Since κ contains all judgements of σ, v(u i , ρ, κ) w
We can safely assume that the last judgement is s 1 ( a, x 1 , . . . , x n ), ρ ′ ↓ z 1 . We use case analysis on the last rule of κ.
If the last rule of κ is either * or v-rule, the proof is trivial. The case in which the last rule of κ is Env-rule for x i . Because κ contains all judgements of σ, κ contains u i , ρ * ↓ w + i . We duplicate u i , ρ * ↓ w + i and replace Env-rule by u i , ρ ↓ w i .
The case in which the last rule of κ is either ε m , 0, 1, proj, comp or rec-rule. Then, the computation rule has a form (91)
where β are simple, which can be empty. Let κ 1 be the computation obtained by making ( r q , ρ ′ ↓ p q ) q=1,...,l conclusions by increasing C(κ) at most l. We add ( r q , ρ ′ ↓ p q ) q=1,...,l to A while remove the occurrence of s 1 ( a, x 1 , . . . , x n ), ρ ′ ↓ z 1 from A. By explicitly counting parentheses and a comma,
size(r q (ε, . . . , ε)) + l + 2 ≤ size(s 1 (ε, . . . , ε)).
Thus we can apply induction hypothesis to κ 1 . Therefore, we obtain λ 1 of which conclusions are
By adding one rule to λ 1 , we obtain λ. C(λ) is bounded by
By the construction, λ contains all judgements in κ.
Next, we prove the substitution lemmas for Boolean terms. 
Lemma 12 (S
Proof. By induction on t. Cleary, the computation of u
First, we consider the case in which t = bit(r, s).
Then, we have computations τ 1 of r, ρ ′ ↓ v and τ 2 of s, ρ ′ ↓ w. Therefore, the lemma holds.
Next, we consider the case in which t = t 1 ( p, u 0 , u 1 )&t 2 ( p, u 0 , u 1 ) and σ is (106)
By induction hypothesis, there are computations
Using &-rule, we obtain a computation τ of (108) , ε, ε) ). The case for ! is similar. The lemma is proved. 
Proof. By induction on t using Lemma 11.
is a substitution instance of the defining axiom f (u( y)) = t( y) of a numerical function f . Let ρ be an environment and α judgements. If σ is a computation of f ( u( r)), ρ ↓ v, α, there is a computation τ of t( r), ρ ↓ v, α such that size(τ ) ≤ size(α) + size(f ( u( y)) = t( y)). Further, τ derives α from the same assumptions using the same rule to σ.
Proof. Let σ be a computation sequence that derives
The lemma is proven by conducting a case analysis of the inference rule R of f ( u( r)), ρ ↓ v and the defining axioms of f . If R is * -rule, the proof is obvious. If R is not * -rule, R is determined by the defining axiom of f .
For the case that f ≡ ε, 0, 1, the defining axioms do not exist. Thus, the lemma vacuously holds.
For the case in which f ≡ ε n , R has the form (116)
Then,
The case is valid. For the case in which f ≡ proj n i , R has the form
* ↓ w i and make it to a conclusion. Then we apply Lemma 2.
For the case in which f is defined by the composition g(h 1 (x), . . . , h n (x)), the inference R of σ that derives f (u 1 ( r), . . . , u n ( r)), ρ ↓ v, has the following form.
. . , n, using Lemma 11 repeatedly,
Again, using Lemma 11, τ ⊢ g( h( u( r))), ρ ↓ v + , α, is obtained where
By Lemma 2, the case is valid.
If f is defined by recursion, the inference that derives f (u 1 ( r), . . . , u n ( r)), ρ ↓ v has the form.
(125)
where ν(x 0 ) = z 0 while ν(x k ) = z k , k = 1, . . . , n. First, consider the case of (125). According to Lemma 11, and Lemma 4, we have τ that satisfies τ ⊢ g(u 1 ( r), . . . , u n ( r)), ρ ↓ v, α and C(τ ) ≤ C(σ) + size(g( ε)). Thus, the case has been shown to be valid. Next, consider the case of (126). According to Lemma 5, u( r), ρ
z 0 is contained in σ. According to Lemma 11, we have τ 1 which has the conclusion f (u( r), u( r)), ρ ↓ w. Because τ 1 contains all the judgements of σ, g b (y, x), ν[y → w] ↓ v, and u i ( r), ρ * ↓ z i , i = 2, . . . , n appear in τ 1 . Using Lemma 11 again, we obtain τ ⊢ g b (u( r), f (u( r, u( r)), u( r)), ρ ↓ v.
The case is valid.
is a substitution instance of the defining axiom f ( u( y)) = t( y) of a numerical function f . Let ρ be an environment and α judgements. If σ is a computation of t( r), ρ ↓ v, α, there is a computation τ of f ( u( r)), ρ ↓ v, α such that C(τ ) ≤ C(σ) + size(f ( u( y)) = t( y)). Further, τ derives α from the same assumptions using the same rule to σ.
Proof. Let σ be a computation sequence that derives ⊢ |B| t( r), ρ ↓ v, α. If v is * , the lemma is trivial. Therefore, assume otherwise. The lemma is proven by conducting a case analysis on the defining axiom of f . In the case in which (130) has the form
By the computation rule (132) u1( y) ,...,um( y))=ε) ε n (u 1 ( r), . . . , u m ( r)), ρ ↓ ε holds. By Lemma 5, if ǫ, ρ ↓ v then v is either * or ε. Therefore the case is valid.
In the case for which (130) has the form (133) proj
applies. By assumption,
Therefore, the case is valid. The case for which f is defined by composition of g, h 1 , . . . , h m is presented next. Let σ be a computation of g(h 1 ( u( r)), . . . , h m ( u( r))), ρ ↓ v. Then, σ has the following form.
where β are simple. Let v 1 = v(u 1 ( r), ρ, σ), . . . , v n = v(u n ( r), ρ, σ) and ν(x 1 ) = v 1 , . . . , ν(x n ) = v n . By repeatedly applying Lemma 10, we obtain a computation τ 1 which has the conclusion g(h 1 ( x), . . . , h m ( x)), ν ↓ v. Because v is not * , τ 1 contains the inference
. By applying Lemma 10, we obtain δ 1 which contains the judgement g(y 1 , . . . , y m ), ξ ↓ v where ξ(y 1 ) = w (g( ε) ). We can assume that δ 1 contains h 1 ( x), ν * ↓ w 1 , . . . , h m ( x), ν * ↓ w m as conclusions by increasing C(δ 1 ) by at most m. We can assume that δ 1 contains u 1 ( r), ρ ↓ v 1 , . . . , u n ( r), ρ ↓ v n by increasing C(δ 1 ) at most n. Then, we obtain δ 1 which satisfies C(δ 1 ) ≤ C(σ) + m j=1 size(h j ( ε)) + size(g( ε)) + m + n. Using these judgements, we can assemble an inference of the judgement f (x 1 , . . . , x n ), ρ ↓ v.
Let τ be the computation which is created in this way. h 1 ( ε) , . . . , h m ( ε))) + 2m + n + 1 (139)
The case for which f is defined by recursion using g ε , g 0 , g 1 is presented next. For the case of g ε , the proof is similar to that of the case of the composition. Consider the case in which the defining equation is f (bu 0 ( r), u( r)) = g b (u 0 ( r), f (u 0 ( r), u( r)), u( r)). Then, there exists a derivation σ with the value of g b (u 0 ( r), f (u 0 ( r), u( r)), u( r)). Let w 0 = v(u 0 ( r), ρ, σ), w i = v(u i ( r), ρ, σ), i = 1, . . . , n and v 0 = v(f (u 0 ( r), u( r)), ρ, σ). The environment ξ is defined by ξ(x 0 ) = w 0 , . . . , ξ(x n ) = w n and ξ(y) = v 0 . By Lemma 10, a computation τ with the conclusion g b (x 0 , y, x), ξ ↓ v is obtained. We can assume that τ contains f (u 0 ( r), u( r)), ρ ↓ v 0 as a conclusion by increasing C(τ ) by one. The environment ν is defined by ν(x 0 ) = w 0 , . . . , ν(x n ) = w n . By Lemma 10, a computation µ with the conclusion
Using these judgements, we can assemble a computation δ of f (bu 0 ( r), u( r)), ρ ↓ v (144)
by adding at most n + 2 rules to derive assumptions. By summing up,
). Let r = r 1 , . . . , r n and (151) t( r) = u( r)
a substitution instance of a valid Boolean axiom t( y) = u( y). Let ρ be an environment and α judgements. If σ is a computation of t( r), ρ ↓ X, α, there is a computation τ of u( r), ρ ↓ X, α such that C(τ ) ≤ C(σ) + size(t( y) = u( y)).
Proof. Let
. By induction on t, we can prove that X = t(X 1 , . . . , X n ). Because t( y) = u( y), X = u(X 1 , . . . , X n ). We can construct a computation τ 1 of u( r), ρ ↓ X. By Lemma 11, we obtain a computation τ of u( r), ρ ↓ v.
The lemma is proved.
Consistency proof. This section proves the consistency of PV
. To this end, we first prove a kind of soundness PV − q (D) by the notion of computation. We call a sequence ξ of substitutions [
The concatenation of two substitution sequences are written by :. Definition 6. Let U, B be integers such that U ≥ 2B, ρ an environment, α judgements and ξ be a substitution sequence such that size(ξ) ≤ U − B holds. For a formula φ of PV − q (D), its bounded satisfaction relation Sat(U, B, ξ, ρ, α, φ) is defined by recursion on φ.
If φ is an equation t = u, Sat(U, B, ξ, ρ, α, φ) holds if and only if: For any
The statement which is obtained by flipping t and u is also implied. Note that as long as D ≥ 1 and B ≥ 1,
For the case in which φ ≡ ∀x.φ 1 , Sat(U, B, ξ, ρ, α, φ) holds if for any term t such that size(t) ≤ U − B, Sat(U, B, ξ[t/x], ρ, α, φ 1 (x)) holds.
For the case in which φ ≡ ∃x.φ 1 , Sat(U, B, ρ, α, φ 1 ) holds if there exists a term t, size(t) ≤ B such that Sat(U, B, ξ[t/x], ρ, α, φ 1 (x)) holds.
It is clear that Sat(U, B, ξ, ρ, α, φ) is a ∆ b 2D+2 -formula with free variables U, B, ξ, φ, ρ, α.
Proof. By meta-induction on the depth of φ.
We prove a relation of substitutions and assignments in Sat.
D+2 , Sat(U, B, η, ρ, α, φ(x)) holds, then Sat(U, B+size(φ), η, ρ, α, φ(t)) holds for any term t such that FV(t) is not substituted by η.
Proof. Meta induction on φ together using Lemmas 10, 11, 12 and 13. Assume that φ is an equation r(x) = s(x). Let B ′ = B + size(φ(ε)). By the hypothesis and Lemma 17, Sat(U, B ′ , η, ρ, α, φ) holds. Let σ is a computation of s(u 1 , . . . , u n , x) and η(φ)(x) = φ(u 1 , . . . , u n , x). By Lemma 10 or 12 , there is a computation σ 1 of r(u 1 , . . . u n , x), ρ[x → w] ↓ v which contains t, ρ ↓ w, α such that C(σ) ≤ (U − B ′ ) D+2 + size(r) + 1. By the assumption, we
By Lemma 11 or 13, there is a computation τ of η(s)(η(t)), ρ ↓ v, α. Because FV(t) is not substituted by η, we have η(s)(η(t)) = s(u 1 , . . . , u n , t).
Induction steps: We only consider the case that φ ≡ ∃y.φ 1 (x, y). By assumption, there exists a term u, size(u) ≤ B such that Sat(U, B, η[u/y], ρ, α, φ 1 (x, y)) holds. By induction hypothesis, Sat(U, B + size(φ 1 ( ε)), η[u/y], ρ, α, φ 1 (t, y)). Therefore, Sat(U, B + size(φ 1 ( ε)), η, ρ, α, ∃y.φ 1 (t, y)).
To prove the consistency of PV − q (D + 3), we prove that all provable judgement is valid.
such that for any environments ρ, any judgements α such that B(ρ), M ( α) ≤ (U − B) D+2 , Sat(U, B, η, ρ, α, ψ) holds, we say that S is (U, B)-valid.
Cleary, the validity is Π b 22D+7 property.
Before the proof of Proposition 1, we need a technical definition.
be the prefixes until i-the elements of these sequences.
Proof of Proposition 1. We consider the last rule R of χ one by one. The case for which R is an axiom is considered first.
If φ is a substitution instance of a defining axiom for a numerical function, the proposition is proven using Lemma 14, 15. If φ is a substitution instance of a valid Boolean equation, The proposition is proved by Lemma 16. The case for which the axiom is the reflexive axiom is trivial. The case for which the inference is a symmetry rule is trivial. The case for which the inference is a transitivity rule is considered next.
. . . . χ 1
By induction hypothesis on χ 1 and χ 2 , we have a substitution sequence η 1 satisfies (161) such that B(η 1 ) ≤ U and for any environments ρ, any judgements α such that
Similarly, we have a substitution sequence η 2 satisfies (161) such that B(η 2 ) ≤ U such that for any environments ρ, any judgements α such that
D+2 . By Lemmas 10 and 12, there is ρ ′ = ρ[x 1 → w 1 , . . . , x n → w n ] and a computation σ 1 of η 1 (t), ρ ′ ↓ v which contains q j , ρ ↓ w j , j = 1, . . . , m.
By induction hypothesis on χ 1 , we obtain a computation δ of η 1 (u), ρ ′ ↓ v which contains η 2 (y j ), ρ ↓ w j , j = 1, . . . , m. By Lemmas 11 and 13, we obtain a computation δ 1 of η ′ 2 (η 1 (u)), ρ ↓ v. Further, by Lemma 10 and 13, there is ρ
By induction hypothesis, we obtain a computation τ 1 of η 2 (s), ρ ′′ ↓ v which contains p i , ρ ↓ z i , i = 1, . . . n. By Lemmas 11 and 13, we obtain a computation τ of η(s), ρ ↓ v.
The proposition is proved.
The case in which the inference is
is considered. By induction hypothesis, we have substitution sequences η 1 , . . . , η n such that Sat(U, size(χ i ), η i , ρ, α, u i = s i ), i = 1, . . . , n holds. Let η = η 1 + · · · + η n . As in the proof for transitivity, there are substitution sequences
D+2 . The rule which derives η(f (u 1 , . . . , u n )), ρ ↓ v in σ is either * -rule, v-rule, Boolean-rule or has a form (175)
where β is simple. The case of * -rule is trivial, therefore we consider other three cases. First, we consider the case of v-rule. Then, η(f (u 1 , . . . , u n ))) ≡ bw. where b = 0 or 1 and η(u 1 ) is a numeral w such that bη(
By induction hypothesis on χ 1 , we have a computation τ 1 of η(s 1 ), ρ ↓ v 0 . By b-rule, we have a computation τ of η(bs 1 ), ρ ↓ bv 0 .
Therefore, the proposition is proved.
Next, we consider the case in which σ has a form (180)
By making η(u i ), ρ ↓ w i , i = 1, . . . , n conclusions, we obtain σ 0 such that C(σ 0 ) ≤ C(σ) + n. Starting from σ 0 , we successively apply induction hypothesis on ξ j , j = 1, . . . , n to construct a computation σ j of η(f (u 1 , . . . , u n ), ρ ↓ v, η(s i ), ρ ↓ w i , i = 1, . . . , j and η(u i ), ρ ↓ w i , i = j + 1, . . . , n. Assume
. By Lemma 12, we obtain a computation τ j of η j+1 (u j+1 ), ρ ′ ↓ z j+1 with other conclusions same as σ j . Because
we have
Therefore, we can apply induction hypothesis on χ j+1 to τ j+1 . Then, we obtain a computation δ j+1 of δ j+1 of η j+1 (s j+1 ), ρ ′ ↓ z j+1 with other conclusions same as σ j . By Lemma 13, we have a compassion σ j+1 of η(s j+1 ), ρ ↓ z j+1 with other conclusions same as σ j .
By induction, we obtain a computation σ n in which all conclusions η(u i ), ρ ↓ z i , i = 1, . . . , n is replaced to η(s i ), ρ ↓ z i , i = 1, . . . , n while σ n still have the conclusion η(f (u 1 , . . . , u n )), ρ ↓ v. By Lemmas 12 and 13, we obtain a
Therefore, the proposition is proved. Introduction of universal quantification is considered next.
.
By induction hypothesis, 
By induction hypothesis,
(1) there is a substitution sequence η such that B(η) ≤ U − size(χ 1 ), (2) for any environments ρ such that B(ρ) ≤ (U − size(χ 1 )) D+2 , (3) for any term t, Sat(U, size(χ 1 ), [t/x] : η, ρ, α, φ(x)) holds. Therefore, Sat(U, size(χ 1 ), η, ρ, α, φ(t)) holds. The proposition holds.
Introduction of existentially quantification is considered next.
(1) there is a substitution sequence η such that B(η) ≤ U − size(χ 1 ), 
(206) is a substitution instance of the defining axiom for f . We only allow the identity law for atomic formulas.
Structural rules.
Γ
6.3. Propositional inferences. We have the following propositional inference rules. 
Because ∨ and → can be defined by ∧ and ¬, we only define [φ] q when φ contains only atomic formulas, ∧ and ¬.
Proof. From Boolean axioms, we can prove
The proof is similar to Lemma 19 using the equation above.
Then we use commutativity and associativity of ∨ freely.
Proof. By induction on PV p -proofs. When Γ ≡ φ 1 , . . . , φ n , we write φ 1 ∨ · · · ∨ φ n by Γ. ¬Γ denotes ¬φ 1 , . . . , ¬φ n .
(229) t = u =⇒ t = u Let x ↔ y be (x&y)||(!x&!y). By Boolean reasoning, we obtain
Therefore, we have
For structural rules, we consider the contraction rule.
and Q ′ 2 t ′ = u ′ be the formula which replace all bound variables to fresh variables. We have
. . , n. By induction on the complexity of t, we can prove that
Therefore, from (235), we have By applying z 1 → and !z 1 →, we obtain z 1 ( x), Σ 1 =⇒ z 1 → r 1 = z 1 → s 1 (244) z 1 ( x), Π 1 =⇒ !z 1 → t 1 =!z 1 → u 1 (245) Similarly, z 2 ( x) =⇒ Q 3 ∪ Q 4 p(z 2 , r 2 , t 2 ) = p(z 1 , s 2 , u 2 ) (246) z 2 ( x), Σ 2 , Π 2 =⇒ p(z 2 , r 2 , t 2 ) = p(z 2 , s 2 , u 2 ) (247) By applying z 2 → and !z 2 →, we obtain z 2 ( x), Σ 2 =⇒ z 2 → r 2 = z 2 → s 2 (248)
By Boolean reasoning and compatibility of equality, (250) z 1 ( x), z 2 ( x), Σ 1 , Σ 2 , Π 1 , Π 2 =⇒ p(z 1 , r 1 , p(z 2 , r 2 , p(y, t 1 , t 2 ))) = p(z 1 , s 1 , p(z 2 , s 2 , p(y, u 1 , u 2 ))) where y is a fresh variable. Therefore, we proved [ψ ∨ (φ 1 ∧ φ 2 )] q .
The L∧, R¬, L¬ and quantification rules are trivial from the definition of the translation of sequents into PV q .
For the Cut rule. Let t(x 1 , . . . , x n ) be a term of type W and ρ be an exact environment. Assume that t(ρ(x 1 ), . . . , ρ(x n )) = n in the standard interpretation. Then, there is a computation σ such that σ ⊢ t, ρ ↓ n and nodes(σ) ≤ P t (nodes(ρ)) for a polynomial P t .
Proof. By meta-induction on the definition on t and induction on nodes(ρ).
Let P be a polynomial such that P (|n 1 | + · · · + |n m |) ≤ |t(n 1 , . . . , n m )| for any term t which appears in A 1 .
Lemma 22. S 2 2 prove the following: Assume that there is a computation σ ⊢ t, ρ ↓ X for a term with type B. Let t 1 , . . . , t n be terms of type W which appear in t. Then, for any ρ ′ ρ, e ∈ Ω(U, P ), ρ e ρ, ρ ′ and τ ⊢ t, ρ ′ ↓ Y , if e(t i ) = t i (e(x 1 ), . . . , e(x m )), i = 1, . . . , n, then X(e) = Y (e).
Proof. By induction on t.
The case in which t ≡ bit(t i , t j ): Then, σ has a form X(e) = X bit(ti,tj ),ρ ↓ * (e) (271) = bit(e(t i ), e(t j )) (272) = bit(ρ e (t i ), ρ e (t j )) (273) By Lemmas 21 and 7, w i ρ e (t i ) and w j ρ e (t j ). Therefore, b 2 = bit(e(t i ), e(t j )). For the case b 1 = * and b 2 = * , the proof is similar.
If b 1 = b 2 = * , X(e) = bit(e(t i ), e(t j )) and Y (e) = bit(e(t i ), e(t j )), therefore the lemma holds.
For induction step, the proof is easy.
Proof of Theorem 3. We argue inside of S . Define e ∈ Ω(U, P ) as e(x i ) = ρ + (x i ) for all x i , i = 1, . . . , n with type W and e(s) = ρ + (s) where s is a term with type W contained in t or u. ρ + (s) is the value of s under the standard interpretation with assignment ρ + for each variable. For other terms s ′ , e(s ′ ) = ε. By Lemma 22, for any computation τ ⊢ !t ↔ u, ρ + ↓ X, X(e) = ⊤. By Lemma 21, we can build the computation δ ⊢ t ↔ u, ρ + ↓ ⊤. By Boolean reasoning, we have a computation τ ⊢ !t ↔ u, ρ + ↓ ⊥. By Lemma 22, there is einΩ(U, P ) such that ⊥(e) = ⊤(e). Contradiction. In this section, we prove S using only formulas of which number of connectives are bounded by a constant D which does not depend on m or k. Further, the proof can have a tree form and its number of nodes is quadratic in m + k.
Note that the proof of (274) in [2] has a sequential, not tree form. Because we want to obtain the unprovability result for tree forms, we use quantifiers in (274). By this, we can avoid assuming sequential forms for proofs. with a proof in a tree form whose number of nodes is quadratic in size(t), which only contains formulas whose number of connectives is bounded by D.
