Abstract A unit hydrograph-based continuous rainfall-streamflow model is applied at daily time step to several catchments in Wales. Two calibration methods are compared for seven catchments. Five of the catchments are among 60 basins in England and Wales for which models were derived by other investigators using the first calibration method, in order to devise a regionalization scheme allowing model parameters to be estimated from catchment properties. The paper shows that in several cases the first calibration method tends to overestimate low flows and give a positively biased estimate for one of the unit hydrograph parameters. It also shows that the second parameter calibration method can often overcome this problem, yielding model parameters more suitable for regionalization with respect to physical catchment properties. Implications of the work are discussed in the context of improving regionalization schemes where the estimation of streamflow in ungauged basins is the major objective.
INTRODUCTION
The transfer of hydrological information derived from streamflow measurements, to estimate river flows at a site where flow measurement data are not available, is a common problem facing hydrologists, engineers, and managers of water resources and the aquatic environment. The success with which streamflow can be estimated at an ungauged site depends on what data are available for gauged catchments in the same region (and the quality of those data), what feature of the flow regime at the ungauged site is required to be estimated, and the degree of similarity between the catchments draining to the gauged and ungauged sites. For example, consider the case when the ungauged site is not far from a gauged site on the same river (even better if it is between gauged sites), or it is on a river in an adjacent catchment having similar size, precipitation characteristics, land use, landscape, geology, soils, etc. In this situation, a simple scaling of the gauged mean flow by a factor dependent on the gauged and ungauged catchment areas and their mean annual precipitation inputs can, in many cases, give a reasonable estimate of the mean flow at the ungauged site.
However, if the objective is to simulate continuous (e.g. daily) streamflow at an ungauged site draining a dissimilar catchment located some distance from the nearest gauged catchment, the information-transfer problem is more difficult. A simple scaling approach, as outlined above, is less likely to be successful, not least because the temporal patterns of rainfall (and therefore streamflow) might be different for the gauged and ungauged catchments. If the precipitation is predominantly rainfall, a way forward is to calibrate a spatially lumped conceptual rainfall-streamflow model for many catchments in the region, the parameters of which can be related statistically to physical catchment properties such that model parameters may then be estimated for ungauged catchments (model parameter regionalization). Continuous streamflow at the ungauged site can then be estimated from rainfall and model parameters estimated from catchment properties.
In the United Kingdom (and many other countries) model parameter regionalization underpins procedures (e.g. Institute of Hydrology, 1999) used by practicing hydrologists to assist with design and evaluation work related to floods (e.g. dam spillway capacity assessments). Furthermore, systematic estimation of UK low flows at ungauged sites (e.g. to assist with setting quality and quantity conditions related to effluent discharges and water-supply abstractions from rivers) involves the selection of a design percentile flow from a regionalized flow duration curve, and the use of relevant physical and hydrometeorological properties for the ungauged catchment in question (e.g. Gustard et al., 1992; Young et al., 2000) .
In recent years, research has been undertaken towards improving the estimation of UK streamflow at ungauged sites on the basis of parameter regionalization schemes for continuous simulation rainfall-streamflow models (e.g. Sefton & Howarth, 1998; Lamb & Calver, 2002; Young, 2002) . The structure of the rainfall-streamflow models used for such work, and how their parameters are identified, are topics of importance. Although a thorough review of recent developments in conceptual rainfall-streamflow models and model calibration techniques is outside the scope of this paper, noteworthy contributions in this area are as follows. Boyle et al. (2000) distinguish between three increasingly sophisticated levels of model parameter identification. Level 0 manually prescribes catchment model parameters, taking values from the literature or from models for similar catchments calibrated previously. Level 1 involves numerical analysis to identify a given model parameter from a portion (or portions) of the input and output time-series data covering periods in which the process to which the parameter applies dominates the streamflow response. An example is the identification of a baseflow decay time constant by fitting a line through the logarithms of hydrograph recession-limb flows. Level 2 is likely to involve looking at the information in the entire input and output data time series using computer-automated algorithms that enable detailed analysis of parameter interactions and model performance trade-offs. This is the most difficult step in parameter estimation because "… it requires a great deal of understanding of the model and typically involves complex decisions that weigh the multiple effects of adjusting several parameters at a time" (Boyle et al., 2000) . Recent level-2 developments include the work of Gupta et al. (1998 ), Yapo et al. (1998 , Kuczera & Mroczkowski (1998) and Beldring (2002) . A common theme that emerges from such work is confirmation of the necessity for goodness of model fit during parameter identification to be assessed according to several criteria, i.e. a multi-objective function approach. The strengths of each modelling level can be combined in hybrid approaches. Wagener et al. (2001) and Wagener & Wheater (2002) present a level-2 modelling framework that uses different portions of the time-series data to identify different parameters (as in level 1). Boyle et al. (2000) group levels 0 and 1 as "manual" and, with the combined use of a computer-automated level-2 algorithm and operator intervention, employ the strengths of all three levels for calibrating a 17-parameter conceptual rainfall-streamflow model.
A procedure introduced by Littlewood (2002a,b) for calibrating a specific sixparameter rainfall-streamflow model structure (Jakeman & Hornberger, 1993 ) is hybrid in the following sense. A parameter identification methodology first introduced by Jakeman et al. (1990) is applied, which is a combination of (a) a powerful automated linear systems identification algorithm to identify the three parameters of a unit hydrograph module (converting effective rainfall to streamflow), and (b) a manual search of the parameter space for two of the three parameters in a nonlinear module (converting rainfall to effective rainfall). The remaining nonlinear module parameter is calculated to give a water balance between effective rainfall and observed streamflow. Preliminary parameters are selected on the basis of a trade-off between two objective functions (see later for further details). Littlewood (2002a,b) then manually adjusts a nonlinear module parameter (the target parameter) that controls model fit at the lowflow end of the flow duration curve (FDC) for modelled flows, while leaving model fit at the high-flow end of the FDC largely unchanged. The other model parameters are re-estimated each time the target parameter is varied. Later in this paper, this technique is applied to six catchments. The motivation for this work was as follows. Littlewood (2002a,b) showed that when the same six-parameter model structure referred to above was calibrated for the Teifi at Glan Teifi (Wales) by Sefton & Howarth (1998) , using the Jakeman et al. (1990) method, it overestimated low flows. (In this paper the work of Sefton & Howarth (1998) will often be referred to as the 1998 study.) Furthermore, Littlewood (2002a,b) showed how the enhanced model calibration procedure outlined above overcame the problem for the Teifi, one of 60 catchment models calibrated for the 1998 study to assist in the derivation of a regionalization scheme for England and Wales.
The overestimation of Teifi low flows in the 1998 study was associated with a positively biased (inaccurate) model parameter that controls the decay rate of the unit hydrograph (UH) for a dominant slow-response component of streamflow. For their sample of 60 catchments, Sefton & Howarth (1998) derived a statistical relationship between the slow-flow UH decay parameter (and other model parameters) and catchment properties, in order to formulate a regionalization scheme. Clearly, if the models for a substantial proportion of the other 59 catchments in the 1998 study had a positively biased slow-flow UH parameter, the quality of the regionalization scheme would be affected adversely. Employing several other catchments in Wales, the current paper shows that, indeed, when model parameters are identified by the procedure used for the 1998 study, a bias is often introduced to the slow-flow UH parameter (five of the six catchments investigated here were used in the 1998 study). The current study assesses whether this bias in the slow-flow UH parameter can always be effectively removed by the enhanced model calibration and selection procedure introduced by Littlewood (2002a,b) . For a total of seven catchments, the study also assesses whether model parameters derived by the enhanced method exhibit stronger statistical correlations with physical catchment properties than parameters derived by the earlier method. Stronger correlations would suggest that an improved regionalization scheme was possible.
Since the enhanced procedure requires a higher degree of manual intervention than the Jakeman et al. (1990) procedure, it can take a considerable amount of time to calibrate a model for a given catchment. The enhanced procedure will have to be automated to facilitate systematic application to many catchments before its potential for re-working the 1998 regionalization study can be more fully assessed. Therefore, this study does not attempt to derive a new regionalization scheme.
This paper has five remaining sections. First, the UH-based rainfall-streamflow model structure used by Sefton & Howarth (1998) and Littlewood (2002a,b) is described, and procedures for calibrating and selecting its parameters are outlined. Next, the performance of the enhanced calibration procedure is evaluated for six Welsh catchments. The third section compares statistical correlations between (a) model parameters and (b) pairs of model parameter and catchment property, where the models are derived either by the procedure used for the 1998 study or by the extended procedure. Finally, the results are summarized and discussed, and some concluding remarks are made.
RAINFALL-STREAMFLOW MODELLING METHODOLOGY
Details of the IHACRES unit hydrograph-based modelling approach (identification of unit hydrographs and component flows from rainfall, evaporation and streamflow data), and its antecedents, are given elsewhere (Jakeman et al., 1990; Littlewood & Jakeman, 1994 ; and citations in those papers). Only essential details are given here. IHACRES marks an advance in the simultaneous identification of separate unit hydrographs for dominant quick and slow response components of streamflow, and has allowed streamflow simulation for a wide range of gauged catchments (e.g. Littlewood & Jakeman, 1991 Jakeman et al., 1993a,b) .
The variant of IHACRES model structure employed for both the 1998 study and the current study, has been described by Jakeman & Hornberger (1993) and others (e.g. Littlewood & Jakeman, 1994) . The following is a summary. At its core, Fig. 1 shows schematically how time series of rainfall at time step k (r k ) and an evaporation surrogate (in this work air temperature, t k ) are converted to effective rainfall (u k ) by a nonlinear loss module. Effective rainfall is then converted to streamflow, Q k , by a linear UH module that usually, subject to adequate data quality and an essentially natural flow regime, optimally comprises separate quick and slow response UHs operating in parallel. Equations (1)-(5) in Table 1 define the model; all symbols used in the paper are defined in Table 2 . Figure 1 also gives outline descriptions of six catchment-scale dynamic response characteristics (DRCs) associated with the model: the three loss module parameters τ w , f and C in equations (1)-(3); and the three UH DRCs τ (q) , τ (s) and ν (s) given by equations (6), (7) and (9), respectively ( 
Where IHACRES models are derived for many gauged catchments in a region, relationships can be sought between a given DRC and physical catchment descriptors (PCDs) such as slope, stream density, land use, etc. Continuous streamflow for ungauged catchments in the region may then be estimated from rainfall, air temperature and PCDs. This was the basis of the Sefton & Howarth (1998) regionalization scheme for England and Wales, and similar work in Australia (Post & Jakeman, 1996 , 1999 and North America (Post et al., 1998; Kokkonen et al., in press ).
Parameter C in the loss module ( Fig. 1 ) is calculated such that there is a water balance between effective rainfall and observed streamflow over a suitably chosen model calibration period. Conceptually 1/C is the size of a catchment wetness store (mm) (Post et al., 1998) . The DRC ν (s) is a slow flow index (SFI) analogous to the base flow index (BFI) used widely in the United Kingdom, either directly (Gustard et al., 1989) or indirectly (Institute of Hydrology, 1999) . The DRCs τ (q) and τ (s) are exponential decay time constants for the quick and slow response UHs, respectively. There is a pure time delay (δ) in equations (4) and (5), which is not shown in Fig. 1 , e.g. when δ is 1 day, the rainfall data are simply shifted forward by 1 day before modelling commences.
Operationally, ranges and increments for parameters τ w and f in the loss module are selected manually, and for each τ w -f pair thus defined, UH parameters are identified 
quick-flow unit hydrograph parameters in equations (6) and (8) b 0 (s) > 0 -1 < a 1 (s) < 0 slow-flow unit hydrograph parameters in equations (7) and (9) b 0 , b 1 , a 1 , a 2 parameters of the second-order transfer function given by equation (3), where
decay time constant for dominant quick-flow response (days) τ (s) decay time constant for dominant slow-flow response (days) ν
model calibration coefficient of determination (the Nash-Sutcliffe criterion) %A percentage average relative parameter error (Jakeman et al., 1990 ) r correlation coefficient 
Relative volumetric throughflow, where
automatically by bespoke computer software (parameter C is calculated automatically each time by the program). A preliminary best τ w -f pair is selected, as described by Jakeman et al. (1990) , on the basis of a trade-off between (a) a high coefficient of determination, D c , i.e. the proportion of the initial variance in streamflow accounted for by the model, and (b) a percentage average precision on the unit hydrograph parameters, i.e. a low value for %A. Examples of this procedure are given elsewhere (e.g. Littlewood et al., 1997) . Subsequently, the modeller can choose to apply further diagnostic checks to ensure that the model is fit for its intended purpose.
In this study, results from the D c -%A (Jakeman et al., 1990) trade-off procedure (essentially the procedure adopted for the 1998 study) are referred to as belonging to Set A. Results obtained employing the D c -%A procedure with the additional use of FDCs and adjustment of loss module parameter f in equation (3) to improve model fit at low flows (Littlewood, 2002a,b) , are referred to as belonging to Set B. Unless stated otherwise, catchment models were derived using the PC-IHACRES v1.02 software package (Littlewood et al., 1997) .
Comparison of Set A and Set B models for the Teifi
Although a model for the 894 km 2 Teifi at Glan Teifi (Set A model #1-6a) presented previously in the literature has a high D c (0.857), it is not a good model, as revealed by comparison of FDCs for observed and modelled flows (Fig. 2 in Littlewood, 2002b) . In percentage terms, model #1-6a tends to overestimate low flows increasingly as percentile flows decrease. By adjusting loss module parameter f in equation (3), while keeping τ w constant, Littlewood (2002b) improved the Teifi model fit at low flows (Fig. 4 of that paper), leaving the already good model fit at high flows essentially unchanged (model #1-6d). The effect of changing the pure time delay (δ) from 1 day (model #1-6a) to 0.6 day (model #1-6d) was much less than the effect of adjusting parameter f.
Comparing the DRCs of models #1-6a and #1-6d (Table 4) , it can be noted that the improvement in Teifi model fit at low flows, achieved by increasing f from 1.1 to 2.0 o C -1 (+82%), resulted in a decrease in τ (s) from 48.8 to 39.0 days (-20%). Another large change was in 1/C, from 99.3 to 69.2 mm (-30%). The change in quick-flow DRC τ (q) was, as expected, relatively small, from 1.99 to 1.91 days (-4%). In percentage terms, the slow flow index (SFI = ν (s) ) decreased by only 2 percentage points, from 38 to 36%. The base flow index (BFI), derived solely from the shape of the hydrograph (e.g. Gustard et al., 1989) , was 0.48 (or 48%) over the approximately 8-year calibration period; SFI is commonly less than BFI for UK catchments. Bias (mean observed minus mean modelled flow) over the calibration period increased from 0.32 m 3 s -1 (model #1-6a) to 1.11 m 3 s -1 (model #1-6d); but, if the objective is to model both high and low flows simultaneously with about the same percentage accuracy (with near-zero bias in τ (q) and τ
), the weight of evidence is clearly that Set B model #1-6d is an improvement on Set A model #1-6a. (Littlewood, 2002b) . Model X was calibrated over the period 6 October 1986-24 July 1989 (Sefton, pers. comm.) . a Assumed value (the available record of results did not indicate explicitly whether it was 0 or 1 day). b Not comparable with other values of τ w in this paper . Reference temperature R in equation (3) was 10°C in Sefton & Howarth (1998) . Unless stated otherwise, R = 0°C for models presented herein. c Listed as "Rsqu" but assumed to be D c .
The parameters for Teifi model X, also given in Table 4 , were those used in the 1998 study (Sefton, personal communication) . Comparison of Set A model X with Set B model #1-6d reveals some important differences. Although the bias for model X over its calibration period (0.08 m 3 s -1 ) is less than that for model #1-6d (1.11 m 3 s -1 ), model X accounts for substantially less of the initial variance in streamflow (81.8% and 88.4%, respectively). The average precision on the UH parameters is less good for model X (%A = 0.04) than for model #1-6d (%A = 0.01). The slow-flow DRC τ (s) for model X, at 89.5 days, is larger than that for model #1-6a (48.8 days), so model X overestimates low flows to an even greater extent than model #1-6a. Loss module DRC f is 0. ) are 2.99 days and 1.91 days, respectively (56% higher for model X). Parameters 1/C and ν (s) (SFI) are not too different for the two models, but it is evident that the other (Set A) parameters for model X are quite different from the (Set B) parameters of superior model #1-6d.
One reason why model X is inferior to model #1-6d is that the former model was calibrated over a much shorter period than the latter (approximately 2.8 years compared to a little over 8 years-see footnotes to Table 4 ). Another reason is the nature of the hydrological record during the calibration period for model X and the related poor performance of IHACRES models over such sequences (Littlewood, 2002b) , as follows. The Teifi streamflow record for the winter of 1988/89 comprised many small runoff events, whereas during other winters there were typically fewer, larger, events. 
MULTI-CATCHMENT ASSESSMENT OF THE ENHANCED PROCEDURE
Details for the Teifi and six other catchments (Marsh & Lees, 1998) , are given in Table 5 , and their locations are shown in Fig. 2 . The seven catchments range from 129 to 1480 km 2 . For the five catchments included in the 1998 study, Table 6 gives details (Sefton, personal communication) of the Set A models derived for that work (details of Teifi model X given in Table 4 are repeated in Table 6 ). When competing Set A models were found for a given catchment, e.g. similarly good D c -%A trade-off pairings, Sefton & Howarth (1998) gave preference to one that had a relatively low bias. As for Teifi model X, the models for the Gwili, Irfon, Cothi and Conwy were also calibrated for the 1998 study over approximately 3-year periods including the winter of 1988/89. Therefore, it is likely that they were also affected adversely.
In this study, Set A and Set B models for the same four catchments (Gwili, Irfon, Cothi and Conwy), plus the Tywi and the Teme, were calibrated over the same approximately 8-year period used for calibrating Set B Teifi model #1-6d. Daily mean streamflows were obtained from the UK National River Flow Archive, daily catchment rainfalls were calculated from point rainfall measurements by the method of Jones (1983) and, for each catchment, the monthly air temperatures employed were for MORECS 40 km × 40 km cell number 135 (Hough & Jones, 1996) , assigning a Sefton & Howarth (1998) . R = 0°C for other models presented herein unless stated otherwise. b Listed as "Rsqu" but assumed to be D c . c Model X (see Table 4 ). (3) the sensitivity of integer step changes in τ w can be changed. For the Conwy, R was set to -10°C for this purpose, and on this basis τ w = 8 days was selected as optimal. Converting 8 days|R = -10°C to a τ w |R = 0°C (the value of R used for all the other catchments in this Table) gives 4.04 days.
monthly temperature to each day in the month for application in equation (2). Details of the Set A and Set B models are given in Table 7 . For completeness, the results for Teifi models #1-6a (Set A) and #1-6d (Set B) given in Table 4 are repeated in Table 7 . Figures 3 and 4 show FDCs for observed flows and for Set A and Set B modelled flows respectively, excluding the Teifi since the FDCs for that catchment are given in Littlewood (2002b) . It is evident from Fig. 3 that, for five of the six catchments (Irfon, Cothi, Gwili, Tywi and Conwy), Set A models overestimate low flows in a similar manner to Teifi model #1-6a. It may be noted from Table 7 that, for each of these five catchments, τ (s) is greater in Set A than in Set B. Interestingly, Set A τ (s) values from the 1998 study (Table 6) are not consistently greater than corresponding Set B values in Table 7 (but note the very high Cothi τ (s) of 323 days in Table 6 ). Therefore, it appears that the Set A τ (s) values for this group of catchments were not estimated consistently for the 1998 study.
The lower portion of the observed FDC for the Teme at Knightsford Bridge in Fig. 3(a) is markedly concave-upwards, and overestimation of Set A low flows for that catchment is not so evident. Low streamflows at Knightsford Bridge might be sustained naturally to a greater extent than for the other catchments by discharge from valley gravel deposits. Additionally, or alternatively, summer weed growth at Knightsford Bridge (Marsh & Lees, 1998) can cause overestimation of low flows. It is always necessary to bear in mind such factors when interpreting model results. Figure 4 (b)-(e) shows that the Set B models for the Irfon, Cothi, Gwili and Tywi are substantial improvements on the corresponding Set A models at low flows, while leaving the good model fits at high flows largely unchanged. Thus, the extended model calibration procedure that led to Teifi model #1-6d (Littlewood, 2002a,b) can work well for other catchments. Good reasons for its relatively poor performance for the Teme and the Conwy (see below) are not difficult to find. The Conwy deserves special mention because it illustrates a temporal scale dependency of DRCs (particularly τ (q) ), which might, it will be argued, be minimized by using a sub-daily modelling time step. A comparison of Figs 3(f) and 4(f) indicates that, although the Conwy Set B model fit is an improvement on its Set A counterpart, there is still substantial overestimation of flows less than the 80 percentile (Q 80 ). The mountainous catchment above Cwm Llanerch receives substantially more precipitation than the other catchments (about 2189 mm annually), 77% of which, on average, becomes streamflow (Table 5 ). Compared with the other catchments considered here, the flow regime at Cwm Llanerch is relatively flashy, and its BFI (0.28) is by far the smallest. The Set A and Set B Conwy quick-flow τ (q) values of 0.98 and 1.08 days respectively ( Table 7 ), indicate that analysis of sub-daily data is required to establish a dominant quick-flow dynamic for this catchment. The IHACRES methodology identifies dominant quick-and slow-flow dynamics simultaneously, so if the quick-flow dynamic is poorly identified (e.g. because the data time step is too coarse) it can affect identification of the slow-flow dynamic. Therefore, it might be difficult, with daily data, to improve upon the IHACRES estimation of Conwy low flows using the extended calibration procedure. In the light of these observations for the Conwy, the Irfon and Cothi results were inspected more closely.
The Irfon is the next wettest catchment with an average annual precipitation of 1275 mm, 76% of which appears as streamflow (Table 5 ). Comparing Figs 3(b) and 4(b) it may be noted that, although the Irfon model fit at low flows has been improved, there is still overestimation in the low-flow range (Fig. 4(b) ). The Irfon quick-flow DRC τ (q) decreased from 1.52 days (Set A) to 1.08 days (Set B), suggesting that subdaily data might be required for this catchment too. It may also be noted that, of the Set The Set B values of τ (q) for the Gwili, Cothi, Tywi and Teme (ranging from 1.31 to 2.05 days) are sufficiently greater than 1 day to indicate that daily data are adequate for characterizing a dominant quick-flow component for those basins. However, the Set B τ (q) for the Cothi of 1.31 days might be an approximate lower limit for deciding whether or not a daily time step is a sufficient resolution for modelling purposes. To summarize, it is evident from the Set B results for the Irfon, Cothi, Gwili and Tywi that the extended model selection procedure introduced by Littlewood (2002a,b) can, for catchments other than the Teifi, give a better characterization of the flow regime than the D c -%A procedure. However, in some of these cases, a substantial improvement in model fit at low flows might be won at the expense of a slight worsening of model fit at higher flows. Furthermore, given that PC-IHACRES v1.02 identifies the quick-flow DRC τ (q) as a multiple of the data time step, sub-daily data are required for catchments with a flashy regime and where the value of τ (q) being sought is close to, or less than, 1 day.
TOWARDS IMPROVED DRC-PCD RELATIONSHIPS
For a rainfall-runoff model to be of most use for assisting with the estimation of flows at ungauged sites, each of its parameters should (a) ideally be independent of the others and (b) exhibit a strong association with catchment properties. In the following, interdependencies within and between sets of DRCs and catchment properties are assessed for the seven basins listed in Table 5 . Table 8 gives the correlation coefficient (r) for each pair of Set A or Set B DRCs, respectively. The correlation coefficient between τ w and 1/C for the seven catchments is high, but decreases slightly from 0.78 (Set A) to 0.76 (Set B), both at the 5% level. It is interesting to note that Sefton & Howarth (1998) -1/C), r increased from Set A to Set B. For the first three of these DRC pairs, the Set B correlation coefficient was significant at the 5% level, whereas it was significant at only the 10% level for Set A. In all of the other 11 cases, r decreased, as desired, and for only one of those (τ (q) -f) was the Set B significance level of r still 5% (if it was already at that level for Set A). Thus, in terms of statistical correlation between model parameters, it is not clear overall from the sample of seven catchments whether Set B DRCs are more, or less, suitable for regionalization than Set A DRCs. A clearer picture should emerge when larger samples of comparable Set A and Set B DRCs become available. Figure 5 shows scatter plots for Set B pairs of DRCs. The τ w -f points for the Gwili, Irfon, Cothi, Teifi and Tywi lie almost on a straight line (top left-hand plot), indicating a very strong relationship between τ w and f for the sub-region of southwest Wales covered by those five catchments (see Fig. 2 ). If Set B models were calibrated using sub-daily data, it would be interesting to see whether or not the Conwy τ w -f point plotted consistently with the points for the southwest Wales catchments. Unfortunately, sub-daily data Significance levels for the coefficients (with numbers of set A and B occurrences in parentheses): italic, 5% (4, 5); normal typeface, ≥ 10% (11, 10). were not readily available, precluding further investigation of this point here. The Teme, being a much larger catchment than the others, with pronounced sustained low flows from river gravel deposits and possible low-flow measurement problems due to summer weed growth, would be less expected to "fall into line" if analysed at a sub-daily time step. Although there are indications of dependency between some DRCs, the small sample size means that there is not sufficiently strong evidence to warrant expressing one DRC as a function of another, to effectively reduce the number of model parameters for regionalization throughout Wales.
Relationships between DRCs
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Relationships between DRCs and catchment properties
Set B flow duration curves (Fig. 4) indicate strongly that Set B DRCs are superior to those for Set A. Therefore, it is reasonable to expect the Set B DRCs to exhibit stronger statistical relationships with relevant catchment properties than Set A DRCs. This was tested as follows. Table 9 lists 12 catchment properties used for systematic flood hydrology in the UK and, for the seven basins considered, Table 10 lists their values (Bayliss, 1999) . Table 11 gives the correlation coefficient (r) for each pair of a given DRC (Set A or Set B) and a catchment property. Some of these properties are PCDs (physiographical properties in columns 7-13 of Table 11), while others are hydrometeorological properties (columns 2-6). It may be noted that, as desired, the correlations for DRC-catchment property pairs are typically much stronger than between pairs of DRCs (Table 8) . Other points that can be noted from Table 11 are as follows.
In going from Set A to Set B, there are marked improvements in the correlation of τ (q) with each of four PCDs: AREA, LDP, DPLBAR and DPSBAR. This result may be viewed in the context of the earlier observation that, because τ (q) and τ (s) are identified simultaneously by IHACRES, a biased estimate of one can cause the other to be poorly estimated too. If τ (s) is not representative of the catchment slow-flow dynamic (as in Set A Variability of catchment inter-nodal slope directions used for ASPBAR 0 = highly variable 1 = unidirectional Where the short descriptions are not sufficient for a full understanding of a catchment property see Bayliss (1999) . * Met Office rainfall and evaporation calculation system (Hough & Jones, 1996) . † Boorman et al. (1995) . Bayliss (1999) . * These areas were derived using a Digital Terrain Map, so they are slightly different to the areas listed in Table 3 . 0. 725 -0.765 0.743 -0.753 0.747 -0.135 -0.185 -0.337 0.432 0.430 -0.145 -0.787 -0.860 0.668 -0.650 0.804 -0.745 and some PCDs being poorer for Set A than for Set B. However, contrary to expectations, although Set B models provide better model fits to low (slow) flows than Set A models, correlations between τ (s) and PCDs worsened from Set A to Set B. A convincing explanation for this anomaly has yet to be found, but the small sample size might be implicated. Also, the specific PCDs used here may not be particularly good indicators of low-flow characteristics. For example, stream density (m km -2 ) as a PCD might correlate strongly with τ (s)
, but was not readily available for all of the seven catchments. Another important point is that, as shown in Fig. 6 , the percentage random error (imprecision) associated with estimates of τ (s) for the seven catchments considered is always larger than for the corresponding τ (q) ; this might help to explain the better Set B correlations for τ (q) with each of AREA, LDP, DPLBAR, ALTBAR and DPSBAR than for τ (s) . Given that the hydrometeorological properties were derived using rainfall, streamflow and soils data, it would be surprising if there were not strong associations between a given hydrometeorological property and at least some of the DRCs. Moderate improve- ments may be noted for the correlation between τ (q) and three of the hydro-meteorological properties: SAAR, SMDBAR and PROPWET. Correlations between τ (q) and the other hydrometeorological properties (BFIHOST, SPRHOST), and for PCDs ALTBAR, ASPBAR and ASPVAR, worsen from Set A to Set B. Sefton & Howarth (1998) demonstrated the potential of IHACRES for estimating continuous daily streamflow at ungauged sites in England and Wales. However, it has been shown by Littlewood (2002b) and herein that, for five Welsh catchments, the model calibration and selection procedure employed in the 1998 study probably led to overestimation of low flows. Consequently, τ (s) and other DRCs for those five catchments (and perhaps many others in the 1998 study) were sub-optimal, and the quality of statistical relationships between DRCs and catchment properties derived for that work is likely, therefore, to have been impaired.
DISCUSSION
Given the results presented here, the extended model calibration and selection procedure introduced by Littlewood (2002a,b) has now been applied to seven catchments, using daily data. The extended procedure worked well for five of those basins. It did not work well for the Teme, possibly because either (a) low summer flows in that river are sustained naturally from water stored in river gravel deposits, or (b) there are low-flow monitoring problems at Knightsford Bridge due to summer weed growth. Both of these factors may be relevant. For the Conwy, where the improvement in model fit to low flows was small, the derived quick-flow decay time constant of about one day indicates that sub-daily data are required (the Irfon may also require sub-daily data and the Cothi could be a borderline case).
The sample of seven catchments is too small, and their geographical distribution too restricted, to allow reliable statistical DRC-PCD relationships to be derived for application throughout Wales, even less for application elsewhere in the UK. However, although there was only a limited range of PCDs readily available, it has been shown that there are stronger relationships between some pairs of a PCD and a Set B DRC (extended procedure) than for corresponding Set A DRCs (D c -%A trade-off only). This indicates that substantial improvements on the regionalization equations presented by Sefton & Howarth (1998) might be possible. The extended model calibration and selection procedure involving the additional fine-tuning of parameter f in search of good match between (low) flow duration curves could, as time and other resources permit, be applied to the remaining 55 of the 60 basins analysed for the 1998 study. However, the following points should be considered before and during any such re-analysis.
For each of the 60 catchments analysed for the 1998 study, approximately 3-year model calibration periods were employed that unfortunately (as discussed) included the winter of 1988/89. By avoiding the use of winter sequences comprising many relatively small runoff events (like the winter of 1988/89 in southwest Wales), this study has successfully applied PC-IHACRES v1.02 to six catchments, calibrating models over an approximately 8-year period. It may be noted that, on average, the longer the calibration period, the better the precision on the DRCs, and the less likely a spuriously good model will be selected as being characteristic of the catchment in question (e.g. Littlewood, 2001 ). Any systematic re-working of the 1998 study should involve selection of model calibration periods accordingly.
A substantial amount of semi-manual data preparation and presentation work was necessary for this study, even though only seven catchments were analysed. For each catchment, rainfall data sets with several different non-integer pure time delays, , were prepared (PC-IHACRES v1.02 can only automatically apply integer values of ). After identification of preliminary values for τ w and f using the D c -%A trade-off method, quasioptimal adjustment of loss module parameter f required repetitive execution of the software. Flow duration curves were plotted after each model calibration to assess (by eye) changes in the quality of model fit at low flows. It would take a considerable amount of time, using existing facilities, to apply the extended model calibration procedure to as many as 60 catchments in the same way. Improved modelling software would make the analysis more efficient, e.g. (a) easing the application of non-integer values of , (b) allowing a more systematic search of the loss module parameter space (τ w , f) in search of good agreement between FDCs for observed and modelled low flows, and (c) plotting FDCs as standard output. Due to constraints on time and other resources, loss module parameter w was not varied at all for some catchments in this study (Table 7) , and only slightly for others. Software that allowed a more automated approach would facilitate a wider and more efficient search of the (τ w -f) parameter-space, and might yield even better models than the Set B models in Table 7 . Such improved software would be a useful aid to any systematic re-working and possible geographical extension of the 1998 study.
In any re-working of the 1998 study, daily data might be adequate for most catchments, but sub-daily data may be required where the quick-flow DRC (q) is less than about 1.3 days. Collation of sub-daily data sets from the measuring authorities would be required for some catchments, and any temporal scale dependency in model parameters would need to be investigated and an adjustment procedure be devised (e.g. normalization of DRCs to equivalent daily time step values).
This study has shown that the extended model calibration and selection procedure (Littlewood, 2002b) works well for several catchments in southwest Wales, but its efficacy for a wider range of catchment types remains to be assessed. It may not be so effective, for example, when applied to relatively dry catchments in southeast England. Indeed, the efficacy of the improved model calibration and selection procedure needs to be assessed for catchments in many other hydroclimatic zones of the world.
The quality of rainfall-streamflow catchment models calibrated to assist with the derivation of a DRC-based regionalization scheme is just one cause of uncertainty in an estimate of streamflow at an ungauged site. The equations that relate a DRC to PCDs will themselves introduce uncertainty. The objectives should be to maximize the precision and minimize the bias associated with a DRC estimated from PCDs. Zero bias in an estimated DRC should, of course, be the goal. However, when the equation for calculating a DRC is a backtransformed linear regression equation in which the variables were transformed logarithmically, a bias is inevitably introduced unless corrective action is taken (Littlewood, 2002c) . Several regionalization studies have employed this approach (e.g. NERC, 1975; Institute of Hydrology, 1999; Abdulla & Lettenmaier, 1997; Gardner & Wilcock, 2000; Gustard et al. 1989 Gustard et al. , 1992 Hanna & Wilcock, 1984; Marshall, 2000; Sefton & Howarth, 1998) , but appear to have failed to take into account the back-transformation bias, which can be large.
CONCLUDING REMARKS
The work of Sefton & Howarth (1998) was a major response to the opportunity provided by the availability of IHACRES software (Jakeman et al., 1990) , and followed earlier recognition of the potential of the IHACRES modelling methodology to assist with regionalization Littlewood & Jakeman, 1994; Sefton et al., 1995) . The 1998 study was undertaken as part of a larger programme of inter-connected projects (Oliver et al., 1999) that, for good reasons, imposed constraints on the time available for calibrating the 60 IHACRES catchment models involved. With the benefit of hindsight provided by Littlewood (2002a,b) and this study, it appears likely that substantial improvements could be made on the 1998 regionalization scheme. Additional adjustment of loss module parameter f and use of FDCs during model calibration helps to minimize bias in τ (s) , leading to catchment models that perform well over a wide range of the flow regime (e.g. Q 5 -Q 95 ).
This paper has dealt with just one rainfall-streamflow modelling approach and its utility for regionalization in a specific geographical area. The potential of IHACRES to assist with estimating continuous streamflow at ungauged sites has been enhanced, but a solution to the problem of how best to achieve the goal of estimating and then regionalizing its DRCs for a wide range of hydroclimatic zones has yet to be found. In the literature there are many other model structures, calibration and selection algorithms, and ways of regionalizing model parameters, which will help progress towards this goal. With other investigators worldwide, it is intended to continue this work under the auspices of the Decade (2003 Decade ( -2012 for Prediction in Ungauged Basins (PUB) (Sivapalan et al., in prep.; http://www.iahs.info).
