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Abstract 
In this paper we present a new deterministic algorithm for computing the square-free decom- 
position of multivariate polynomials with coefficients from a finite field. 
Our algorithm is based on Yun’s square-free factorization algorithm for characteristic 0. The 
new algorithm is more efficient than existing, deterministic algorithms based on Musser’s square- 
free algorithm. 
We will show that the modular approach presented by Yun has no significant performance 
advantage over our algorithm. The new algorithm is also simpler to implement and it can rely on 
any existing GCD algorithm without having to worry about choosing “good” evaluation points. 
To demonstrate this, we present some timings using implementations in Maple (Char et al., 
1991), where the new algorithm is used for Release 4 onwards, and Axiom (Jenks and Sutor, 
1992) which is the only system known to the author to use an implementation of Yun’s modular 
algorithm mentioned above. 
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1. Introduction 
The square-free factorization of a polynomial a has the form a = DI 0; . . .D," where 
each Di has no repeated factors and Vi #j: GCD(Di, Dj) = 1. Such a factorization 
may be used in partial fraction decomposition, simplification and wherever computing 
a complete factorization would be too expensive. It is also the first step in factoring a 
polynomial into irreducible factors. 
Square-free factorization algorithms for univariate polynomials over finite fields and 
for multivariate polynomials for characteristic zero are presented in [5,8-10, 121. An 
algorithm for multivariate polynomials over finite fields based on Musser’s algorithm 
[lo] can be found in [l]. Swanson stated a similar algorithm to the one presented in 
the following in [ 1 l] without however establishing its correctness. 
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Our original motivation of further looking into square-free algorithms arose during 
the implementation of factorization of multivariate polynomials over finite fields in 
Maple [2,3]. In practical problems, computing the square-free decomposition can be 
the real bottleneck of the whole factorization, especially for small finite fields where 
computing large Greatest Common Divisors (GCDs), as needed by all square-free 
algorithms, is expensive. This is because a modular GCD algorithm is more likely to 
need evaluation points from an extension field when the size of the coefficient field is 
small. 
A modified version of Musser’s algorithm [lo] could be used for multivariate poly- 
nomials over a finite field [5, 11. However, we would like to be able to use Yun’s 
approach as it is much more efficient than Musser’s. 
Yun achieved this by presenting a modular algorithm [12]. This algorithm first com- 
putes the full multivariate GCD using a modular GCD algorithm, then uses the eval- 
uation points and univariate images chosen to complete the square-free factorization. 
This modular approach can be inefficient for small characteristic because an extension 
field might be necessary in order to supply enough evaluation points. 
In Section 2, we will develop an algorithm based on Yun’s [12] deterministic algo- 
rithm for characteristic zero which we extend to positive characteristic as well as from 
the univariate to the multivariate case. 
The resulting algorithm will, in general, be much more efficient than algorithms 
based on Musser’s as the GCD computations involve polynomials of smaller degree. 
However, the first GCD to be computed cannot be reduced and so the new algorithm 
is identical to Musser’s algorithm if the input polynomials are already square-free. 
However, although random polynomials are very likely to be irreducible and thus 
square-free, polynomials involved in practical problems will, in general, have some 
structure and are thus more likely to have a non-trivial square-free decomposition. 
Our new algorithm does not rely on a modular technique but can take advantage of 
any existing modular GCD algorithm. 
An analysis of our algorithm is presented in Section 3, which shows that the cost 
of computing the square-free factorization is of the same order as computing the GCD 
of the polynomial and its derivative. This means that our algorithm has the same 
complexity as Yun’s algorithm in characteristic zero. 
In Section 4, we include some experimental results which demonstrate this. 
In the following we will call a polynomial f E LF~[x~, . . . ,x,] primitive, if and only 
if the content of f with respect to each variable xi is one. 
2. The algorithm 
First consider the following algorithm which is Yun’s algorithm for characteristic 
zero with some minor modifications. This algorithm will be the basic building block 
of our square-free algorithm. 
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Znput: 
a - a multivariate polynomial in ff,, [xl, . . . ,x,] 
x - an indeterminate from the set {xl,. . . ,x,} 
Output: 
c, al,..., a, - multivariate polynomials as described below 
SqfPosDer(a,x) 
btd” 
c + :CD(a,b) 
WC; 
t’+: 
UtO-- 
dx 
it1 
while i<p- 1 and u#O do 
g +- GCD(w, U) 
Qi + 9 
i+i+l 
WCf 
Ctf 
UCf 
UtU-$ 
od 
aj + w 
return c,al,...,aj 
Theorem 1. Let a E Fr,pi [XI,. . . , x,] be a primitive multivariate polynomial over a 
jinite field with characteristic p > 0. Let x E {XI ,. . . ,xc} be an indeterminate such 
that da/dx#O. Let the square-free decomposition of a be 
(1) The output of SqfPosDer(a,x) is 
I 
P--l 
c=a ,I ai and ai= fi Nj 
j=l 
Pl(j-9 
with Nj the product of all the irreducible factors of Dj with non-zero derivative 
with respect to x. This means that we split the input into a product of factors 
with zero derivative and products of factors with non-zero derivative. 
(2) The derivative of c with respect to x is zero. 
Proof. For this proof we denote the derivation with respect to x by ‘. We rewrite 
Di = ZiN; with Z: = 0 and N/ # 0 such that the degree of Ni in x is as large as possible. 
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Now we can write a in terms of the Ni and 2,: 
The derivative b = a’ is equal to 
b=e 
i=l 
PYi 
Now we have to compute 
b contains only those terms 
So c = GCD(a, b) is 
the GCD of a and b. Here we have to take care that 
of the sum for which i does not divide the characteristic. 
c=(p)(p) -j. 
The next steps in SqfPosDer compute W, u and u as follows: 
~,a, fi Ni, 
C i=l 
PYi 
WI= k 
i=l 
PYi 
u=u--w’= 5 
i=l 
PYi 
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We will now show that throughout the iteration, the following invariants hold. At step k 
we have 
(i -k>N ,fI& 4 
if; 
Piij 
pY(j--l) 
ak = gck’ = GCD(wck’, Uck)) = fi Ni, 
i=k 
P I (i--k) 
wck)= i=i, 4. 
PYI 
pY(i-1) 
We will prove these invariants by induction. At the first time in the loop, k = 1 and 
we have 
u( ’) = u as above, 
al =g(‘)=GCD(w,u)= fi Ni, 
i=I 
pIti--l) 
w(“=$= $ N,. 
PYi 
PY(i- 1) 
Thus, the invariants hold for k = 1. We now assume that the invariants hold for an 
arbitrary step k and show that this implies that the invariants hold for k + 1. 
Given u(~), gtk) and ~(~1 as above, we compute u(~+‘), g@+‘) and w(~+‘) 
,$k)+!= 5 
i=k+ I 
PYi 
p[(i-1) 
(i-k)N,’ fi Nj 
j=kt 1 
Jfi 
d‘j 
pY(j--l) 
pl’(.l--k) 
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i=k+l 
PYi 
pY(i-I) 
pl”(;-k) 
&+I) = &) _ w’(k) = 2 
l=k+2 
PY; 
pY(i-1) 
p/(i-k--l) 
(i-k- IV’: j=b+, Nj 
ifi 
PYj 
PY(j--l) 
pX(j-k) 
g(k+‘) = GcD(,$), #+‘)) = fi jvi, 
r=k+l 
pj(i-k-l) 
,@+I) _ 
,,,(k) 
_-= 
g(“+‘) 
i=k+2 
Plii 
pY(i-1) 
py(i--k-l) 
And thus the invariants do hold for k+ 1. The iteration stops after at most p-2 steps. 
At that point 
ap_l = w(p--2) = fi Ni = fJ, Ni 
i=p- 1 
pYi 
pY(i-1) 
i=p-I 
P I (if1 1 
pY(i-p+2) 
and we have proven (1). For (2), we have 
c=a/$z;= (f&Z/) ( f&N;-(i-odp’). 
And thus the derivative of each factor of c is zero. 0 
We are now able to state the complete square-free factorization algorithm for multi- 
variate polynomials over finite fields. The algorithm assumes that the input polynomial 
is primitive. So, for an arbitrary polynomial, we first have to remove the content in 
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each variable and compute its square-free decomposition with a recursive call to our 
algorithm. 
Input: 
a ~ a primitive polynomial in Eps [xi,. . . ,x,] 
Output: 
al,..., 4 - the square-free decomposition of a 
Squarefree 
for each X~E{X, ,...,xv} such that -$ #O do 
(&X’) 
I ,..., &“,c) c SqfPosDer(a,xi) 
act 
od 
for j from 1 to k do 
od 
h + the p’th root of a with maximal 1 
(PI, , Pln,pi ) + SquareFree 
for i from 1 to p - 1 do 
for j from 1 to Ln/pJ do 
4 + GCD(Si,Pj) 
.4i + t 
p; c c 
Y 
od 
ajp+i + 4 
od 
for i from 1 to p - 1 do 
Qi + Si 
od 
for j from 1 to Ln/pj do 
aj, + Pj 
od 
return al,...,a,. 
The algorithm requires the computation of the pth roots of a polynomial a. This 
is a non-trivial operation in general [6] but in our case we know that the derivative 
of a with respect to all its indeterminates is zero. Because we are working over a 
finite field, this means that either a is constant or the characteristic p divides all the 
exponents of all the indeterminates in a. In the latter case, we divide all the exponents 
appearing in a by p as many times as possible to find the maximal 1. 
After computing b such that the f = bp’ we know that b is of the following form: 
b = P,P,$l . . . Ppf,_-2 
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with 
ip+p- I 
e= n Bj, 
J=ip 
where the Bj are square-free. Now the gk can be viewed as a vector containing products 
of the actual square-free factors of a: 
/ DI D,+I ... D,,I 
cl= 
02 Dp+2 . . . Dqp+2 
. . . 
Dp-i D2p-~ . Dqptp--l 
Likewise, we can write the Pj’s as the vector 
P= 
D, Dp+l .‘. D2p- I 
D2P D2p+~ ... D3p- 1 
. . . 
DIP D,+I . . . &+I)~-I 
It is easy to see that in order to isolate the individual square-free factors Di, we have 
to compute pairwise GCDs of the gi’s and P/‘S. This explains the last step in our 
algorithm. 
Note that our algorithm might split each square-free factor further. This happens 
when a square-free factor is the product of a polynomial with a zero derivative and 
a polynomial with a non-zero derivative with respect to any given variable. In order 
to output the correct square-free factors following the definition given in the introduc- 
tion, we have to recombine factors that occur with the same multiplicity. If, however, 
our ultimate goal is to use the square-free factorization as a first step in producing 
a complete factorization, we can omit the recombination step. 
3. Analysis 
As shown in [12], the cost of computing a square-free factorization using Yun’s 
algorithm is of the same order as computing the GCD of the polynomial with its 
derivative. As our SqfPosDer algorithm is essentially equivalent to Yun’s algorithm, 
we are able to claim the same complexity for it. Unlike Yun’s, the iteration is stopped 
before the multiplicity is equal to the characteristic. However, this does not imply that 
the cost of our algorithm depends linearly on the size of the characteristic. This would 
be a disaster over fields with large characteristic. In fact, the number of iterations is 
also bounded by the highest multiplicity of the square-free decomposition. On the other 
hand, if the characteristic is rather small, much fewer iterations of the main loop will 
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be needed than with Musser’s algorithm. This explains the fact that the performance 
gain of our algorithm compared to Musser’s is more important if the multiplicity is 
small compared to the characteristic of the coefficient field. 
For the total cost of our algorithm, we have to add the cost of computing the pairwise 
GCDs. How many are there? As seen above, the first vector, g, contains at most p - 1 
elements. The second vector, P, contains the factors with multiplicity ip and has thus 
at most Ln/p] rows. This means that we will need at most (p - 1) Ln/pj % n extra GCD 
computations. 
The polynomials involved in this step are typically small compared to the origi- 
nal polynomial a; the degrees of the polynomials in g are, on average, smaller that 
d/(p - l), with d the degree of a. Likewise, the degrees of the polynomials in P 
are, on average, smaller than id(n + p)/np, which gives an overall cost for the GCD 
step of O(d”(n + p)/p2) multiplications in the coefficient field for polynomials in z’ 
variables. The total time for computing the square-free factorization is thus bounded 
by 
o(d’.(1+?)). 
For polynomials in many variables the GCDs should be computed using a black- 
box approach [4] to eliminate the exponential behavior of the cost in the number of 
variables. 
Note that if the characteristic is larger than the largest multiplicity in the square-free 
decomposition, the pairwise GCD computation step is skipped because the gi already 
contain the complete square-free decomposition of the polynomial. 
In practice, the time to compute the initial GCD of the polynomial and its derivative 
is the dominating cost in computing the square-free decomposition using our algorithm. 
Musser’s algorithm requires the same GCD computation but the additional GCDs that 
have to be computed during the iteration are much larger than for our algorithm. This 
means that our multivariate algorithm has a complexity comparable to Yun’s algorithm 
for univariate polynomials. 
The worst case for our algorithm occurs when the polynomial has only one square- 
free factor of high multiplicity and the characteristic of the coefficient field is greater 
or equal to the multiplicity. In this case, our algorithm will require the same number 
of iterations as Musser’s algorithm. However, the GCD computations involved in those 
iterations will be much smaller and our algorithm will still outperform Musser’s. 
As mentioned before, Yun presented a modular algorithm for square-free factoring 
multivariate polynomials in [12]. This algorithm uses a modular GCD algorithm. In- 
formation on lucky evaluation points, that is gathered while computing the initial GCD 
of the polynomial with its derivative, is used in further computations. The algorithm 
then uses Hensel construction to recover the square-free factors. We argue that this 
algorithm does not have any advantages over ours. For small fields, a modular al- 
gorithm is likely to need evaluation values from an extension field where coefficient 
arithmetic becomes much more expensive. In such fields, it might be worthwhile to 
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compute GCDs using the sub-resultant algorithm if the number of variables is not too 
large while Yun’s modular algorithm forces the use of a modular GCD algorithm. For 
large fields, where modular approaches are much more practical due to the abundance of 
evaluation points to choose from, Yun’s algorithm still does not possess any significant 
advantage over our algorithm; the main computations involved in both algorithms are 
GCD computations and a careful implementation of our algorithm will take advantage 
of a modular GCD algorithm. In addition to these considerations, our algorithm is 
easier to implement and does not require the overhead of Hensel construction. 
4. Timings 
First we compare the implementation of square-free factorization in Maple Release 
4 [3] which uses our new algorithm, to a Maple implementation of the Musser-based 
algorithm. We will restrict ourselves to bivariate polynomials over prime fields. Similar 
results are to be expected for polynomials in more variables over general Galois fields. 
The first two test polynomials have a relatively large number of square-free factors 
of small degree: 
(al) (x2 + y + 1)(x + y2 + l)*(xy + 1)13(xy + 2)14(x + y + l)‘13. 
(a2) (x3y + 1)(x2 +xy* + 1)2(xy + 1)34(x + y + 2)54. 
We factored these polynomials over the prime fields with 3, 7, 13 and 8 191 elements. 
In Tables l-3 we will always give the total running times of the two algorithms in 
CPU seconds on a Sparcstation 20/51. We will also isolate the time taken by both 
algorithms to compute the initial GCD of the polynomial with its derivative. 
Our next set of test polynomials only have one square-free factor of small degree 
but with a high multiplicity: 
(bl) (x2 +xy2 + l)*17. 
(b2) (x2 +xy2 + l)“*. 
Notice that the multiplicity of the square-free factors of bl and b2 are divisible by 7. 
Therefore, we can compute the square-free decompositions of bl and b2 over a finite 
field of characteristic 7 much faster than over other fields. 
Table 1 
P Musser our GCD 
al 3 340 s 95s 73 s 
7 490 s 141 s 118s 
13 486 s 103s 74s 
8191 479s 275 s 31 s 
a2 3 116s 37s 22s 
7 151 s 17s 68s 
13 162s 87s 76s 
8191 Ills 57s 12s 
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Table 2 
P Musser Our GCD 
bl 3 
7 
13 
8191 
b2 3 
7 
13 
8191 
4810s 
153s 
5553 s 
12175s 
735 s 
61 s 
989 s 
1272s 
241 s 
127s 
418s 
7894 s 
123 s 
43 s 
153s 
828 s 
239s 
39s 
113s 
339s 
84s 
27s 
44s 
68s 
Table 3 
P Musser Modular Our 
b3 3 13s 
7 40s 
13 71 s 
8191 305 s 
fault 
21 s 
45s 
330s 
2s 
2s 
17s 
164s 
As expected our algorithm is consistently faster than the one based on Musser. 
The examples over Z/8 1912 show that, even in the worst case for our algorithm (as 
discussed above), the new algorithm is still significantly faster than Musser’s. 
Axiom [7] has implementations of both Musser’s and Yun’s modular algorithm. 
We will now present some timings comparing these to an implementation of our new 
algorithm. We encountered some problems while producing these timings; very often, 
especially over small finite fields, Axiom could not compute the GCD of the poly- 
nomial with its derivative in reasonable time. Additionally, we ran into a number of 
library bugs. Therefore, we had to discard numerous examples which would have led to 
less meaningful timings. In particular, we did not succeed to compute the square-free 
factorization of any of the examples from above using the Axiom implementation of 
Yun’s modular algorithm. 
Our example is a polynomial with only one square-free factor of high multiplicity. 
As seen above, this is the worst case for our algorithm if the characteristic is larger 
than the multiplicity. 
(b3) (x*+x+y+ 1)‘13. 
Comparing Musser’s algorithm to our new algorithm using this implementation, we 
get about the same ratio as in the Maple timings. Yun’s modular algorithm is also 
faster than Musser’s algorithm most of the time but, as expected, it does not have any 
performance advantage over our new algorithm. 
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5. Conclusions 
In this paper we presented a new deterministic algorithm for computing the square- 
free factorization of multivariate polynomials over finite fields. We showed that our 
new algorithm has definitely better performance than existing deterministic square-free 
algorithms (based on Musser’s algorithm). 
We also showed that the new algorithm is at least as good as Yun’s modular square- 
free algorithm, while being easier to implement. The bottom line is that there is no 
point in choosing the modular approach to square-free factorization as long as one can 
take advantage of a modular GCD algorithm. 
We have presented extensive timing tests in Maple and Axiom which confirm that 
our new algorithm has a significant performance advantage over existing square-free 
algorithms. 
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