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Abstract
This thesis applies the design structure matrix (DSM) methodology to streamline the
automotive hood subsystem development process, addressing the development phases
from upstream product strategies to manufacture and assembly. In this analysis, a two-
dimensional index called task volatility is used to describe the level of dependency and
probability of rework between two tasks. Task volatility is the product of two
independent dependency attributes: task sensitivity and information variability. In
addition to these dependency data, the models integrate initial costs and durations as
well as those associated with rework.
This thesis also discusses the concepts of process flexibility and process reliability, and
how these attributes can be used together to optimize the product development process.
It proposes that iteration is a tradeoff between these attributes, suggesting that optimal
process performance can be achieved with a hybrid (reliable / flexible) process.
The analysis begins with a baseline process model that describes the current
development process. This model is correlated to the actual process by adjusting
rework probabilities until the appropriate process duration is obtained. The baseline
process model is progressively streamlined through the use of traditional DSM
techniques such as task sorting and partitioning. Finally, the baseline model is
restructured in the last phase of this analysis using a strategy that leverages currently
available technologies to decrease cycle time and rework cost. The refined models are
simulated at each step of the analysis. The simulation results are compared to preceding
models in order to arrive at a recommended process.
Thesis Supervisor: Daniel E. Whitney
Senior Research Scientist, Center for Technology, Policy, and Industrial
Development
Thesis Supervisor: Ali A. Yassine
Research Scientist, Center for Technology, Policy, and Industrial
Development
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Introduction
Ever increasing global competition and rapidly changing consumer needs are
resulting in shorter sustainable product life cycles that require faster, more
reliable, and more nimble product development processes. A shorter time-to-
market enables OEMs to increase market share, and when they lead the
competition, receive premiums for their newer products. As introducing products
ahead of the competition carries large rewards, being late carries large penalties.
Products that are brought to market 6 months late do so at the expense of a 30%
profit loss, whereas on time products (even with a 50% budget overrun) forfeit
only 3.5% of potential profits.' Thus, it is no surprise that product manufacturers
are continually reengineering their development processes to reduce
development cycle time and increase process reliability. Automobile OEMs in
particular have identified product development as a key area of opportunity for
increasing earnings through cost and cycle time reductions. Body development
is central to automotive product development as it directly affects the
development of nearly every other subsystem in the vehicle.
Body development processes, as many complex processes today, are mapped
through various kinds of project flowcharts and diagrams (i.e. Gantt, PERT, etc.)
that attempt to capture and manage complexity and iteration. While many of
these methods are capable of illustrating timing, information flows, and task
interdependencies, they fall short of enabling project teams to effectively model,
1 Class discussion that cites a recent study conducted by McKinsey Consulting.
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and gain deeper understanding of task interdependencies and iteration in the
process. The design structure matrix methodology provides a means to model
and manipulate iterative tasks and multidirectional information flows. The DSM
allows complex processes to be illustrated and modified through graphical and
numerical analyses in a single and manageable format. Using the DSM
methodology to study body development enables graphical representation of how
tasks and information flows affect other groups of tasks, where potential issues
lie, and insight about how they may be resolved.
The design structure matrix has been primarily used as a static analysis tool.
However, computer aided simulation algorithms allow dynamic modeling and
statistical analyses of cycle time and costs. Dynamically modeled design
structure matrices offer many of the benefits of systems dynamics models while
also providing the additional benefit of a concise, graphical representation that
clearly illustrates interdependencies and iterative loops. Moreover, the DSM
format readily enables restructuring and "what-if' analyses.
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Motivation
Efforts to streamline complex processes such as body development have
resulted in process refinements and evolutionary improvements. The purpose of
this study is to show how the DSM can be used to model, analyze, and
effectively reengineer the hood system development process and how the
method can be expanded to other areas of automotive development. Perhaps
the most motivation for this work comes from knowing the potential impact that a
deeper understanding of complex processes can have on this and other similarly
complex systems development processes.
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Project Flow
Chapter 1 decomposes an enterprise goal to develop performance objectives for
the product development process. The body system development process is
introduced in Chapter 2. In Chapter 3, the hood subsystem development process
is modeled, analyzed, and reengineered to improve process performance.
Chapter 4 provides a retrospective review of the modeling process used in
Chapter 3 and proposes areas for future work. A more detailed description of
each of these chapters is provided below.
Chapter 1 - The Role of a Product Development Process
We begin by using a top-down approach to decompose a generic enterprise goal
to develop performance objectives for the product development process. Two
key attributes are identified from this analysis: process reliability and process
flexibility. Process reengineering decisions are made in Chapter 3 by assessing
each phase of the process against these two attributes.
Chapter 2 - Automotive Body System and Subsystems Developments
It is helpful throughout this thesis to have a general understanding of automotive
body development. Thus, a high-level description of the automotive body
development process is provided in Chapter 2 for those who are unfamiliar with
it. We also detail the components that make up the hood subsystem.
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Chapter 3 - Improving Performance of the Hood Subsystem Development
Process Using Dynamic Process Analyses
Chapter 3 begins with the baseline DSM, which describes the current hood
development process. While this matrix provides typical DSM data (i.e. core
hood development tasks, their sequence, and interdependencies), it includes
additional data that are significant to process analyses, simulation, and
reengineering. Thus, we utilize the baseline DSM to explain the format and
various types of data used in matrices throughout this thesis. Combined with the
discussions in Chapters 1 and 2, the baseline DSM provides sufficient foundation
to begin the reengineering effort. Here we begin partitioning, disaggregating,
restructuring, and simulating. We develop models that optimize the attributes
developed in Chapter 1: process flexibility and process reliability, which are
consistent with improving performance along the enterprise goal dimension.2
Chapter 4 - Future Work and Conclusions
This thesis is concluded in Chapter 4, where we provide a retrospective
assessment of the modeling process used in Chapter 3 and proposes areas for
future work.
2 The goal decomposition conducted in Chapter 1 ensures that optimizing these functions is
consistent with the enterprise goal (i.e. maximizing profits and shareholder value).
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Overview of ADroach and Analyses
This research demonstrates a technically sound model for reengineering the
automotive body development process to maximize performance along the
enterprise goal dimension. To this end we model, analyze, and restructure
various levels of hood development processes in this research. Reengineering
strategies are based on information flow dependencies, process reliability, and
process flexibility. Finally, the recommended process model is compared against
the original process through simulation results, as described in chapter 3.
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Project Scope
While the ultimate objective of this work is to demonstrate how the DSM
methodology can be applied to streamline body system development, the scope
is limited to the development of hood subsystems. Developing a hood
subsystem involves virtually all of the interactions, information flows, and task
interdependencies that are associated with the development of other automotive
body panel systems. Moreover, the relative familiarity of this subsystem inside
and outside of the automotive manufacturing community and its well-defined
geometric and functional bounds allow us to establish a readily understood and
accepted scope for this case study. We hope that this case study will
demonstrate how the DSM methodology can be used to achieve cycle time
improvements, process flexibility and process reliability in other areas of body
development and other vehicle systems as well as other products with similarly
complex development processes.
At Ford, hood development arguably begins at the Strategic Intent (SI) milestone
and is not completed until Job #1 (J1), when the first production vehicle and hood
system roll off the assembly line. However, as one might expect, the bulk of
development work, cross-system interaction, cross-function interaction, and
development time takes place somewhere in the middle of these milestones.
More specifically, the hood system (as well as the majority of the other vehicle
systems) is defined and concurred upon between the Proportions and Hardpoints
(PH) milestone and the Launch Readiness (LR) milestone. A graphical
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representation of Ford's product development milestones is shown in Figure I-1.
While concept generation, development, selection, and verification occur
primarily between these milestones, high-level strategies that flow down as input
requirements to these core development tasks are established during Strategic
Intent (SI) and Strategic Confirmation (SC). The oval in Figure 4 denotes the
milestones that are within the scope of this study.
KOSI SC PH PA AA CP PR CC LR LS J1
Prject Scope
Figure I - 1: A graphical representation of the Ford Product Development Process (FPDS).
The oval indicates the process milestones that are included in this scope of this study.
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Summary
Automotive product development, at a high-level, consists of the development of
approximately twenty subsystems, which can be binned into four major systems:
powertrain (i.e. engine, driveline, transmission, etc.), chassis (i.e. frame,
suspension, braking, etc.), electrical (i.e. information and warning systems,
lighting, etc.), and body (i.e. front-end, underbody, body shell, closures,
restraints, etc.). While each major system interacts to varying degrees with
others, the body system significantly affects the functional performance and
development of every other vehicle system. Moreover, with the exception of
powertrain, which is developed outside the normal vehicle development process,
body systems involve the greatest amount of development time, investment, and
resources. Finally, because updated body styling is a primary consumer want, its
timely, cost-efficient development is a major source of competitive advantage.
As stated previously, the hood system development process involves nearly
every element of body development. Thus, understanding how to streamline the
development of this body subsystem is analogous to understanding how to
streamline other body subsystems and ultimately the body system.
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CHAPTER 1
The Role of a Product Development Process
Introduction
We begin Chapter 1 by describing the function of a product development process
in an enterprise. We establish an enterprise goal and decompose it to establish
supporting objectives. The objective of this chapter is to determine key attributes
for making process-reengineering decisions, using a top-down approach to
ensure that these attributes impact performance along the enterprise goal
dimension. These attributes are used in Chapter 3 to justify reengineering
decisions for the hood subsystem development process.
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Product Development - The Means Rather than the Goal
A product development process is the sequence of steps or activities that an
enterprise employs to conceive, design, and commercialize a product (Eppinger,
Ulrich, 1995). The broad scope of this definition (from conception to
commercialization) implies that the process has a far-reaching role in an
enterprise's ability to supply marketable products. While this is true, it is
important to bear in mind that a company's goal is not simply to supply products,
but rather to maximize profits and shareholders' value3 . Developing and
producing products and/or services that appeal to consumers are means to
achieving these goals. The product development process is the primary
mechanism or system by which enterprises do so. Optimizing the performance
of a product development process means maximizing its ability to help an
enterprise meet its goals. That is, improvements should be measured along this
dimension, which we refer to as the enterprise goal dimension. For example,
suppose an enterprise optimizes its product development process to reduce
development cost and cycle time. The faster, lower-cost process may have a
negative net impact on profits and shareholders' value because it sacrifices
flexibility, reliability, quality, or some other critical attribute, and thus, is an
artificial improvement.
3 The goals of maximizing profits and shareholders' value could be replaced with an enterprise's
particular goals such as maximizing growth or return on sales, for example. The point here is that
these goals should be the only metrics by which process performance is measured.
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The Enterprise Model and Enterprise Goal
At a high-level, enterprises use their product development process to transform
consumer needs data into marketable products, which supports the enterprise
goal. Figure 1-2 illustrates a high-level view of an enterprise model, including
product development, and its major elements, and the flow of customer needs
data into profits and shareholders' value.
Consumer Shareholdem'
Needs Value .
Enterprise
Super-system j
Product Development System
Marketing Product Design Manufacturing Distribution and
Subsystem Subs m ubstm Sales System
Figure 1 - 1: The role of the product development process in transforming consumer
needs into marketable products.
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Supporting the Enterprise Goal through Product Development
The high-level goal of maximizing profits and shareholders' value tells little about
the goals of reengineering a development process. It is necessary to
understand, in specific terms, how a product development process can promote
goal achievement and how it might impede it. We begin by decomposing the
enterprise goal into supporting objectives. Figure 1-2 illustrates this
decomposition as it pertains to product development.
11
Figure 1 - 2: The decomposition of the enterprise goal into supporting objectives.
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leo0e
Process reengineering efforts are often aimed at providing localized optimization.
Independent cost reduction, cycle time reduction, and quality improvement
initiatives are commonly implemented in industry today. That is, many initiatives
focus on achieving one or two of the objectives at the bottom of Figure 1-2.
However, these independent initiatives fail to address the inherent tradeoffs
between these objectives. We know from systems engineering that improving or
optimizing a subsystem is not equal to improving or optimizing the system. Thus,
improving enterprise performance requires an understanding of how each
decision impacts all four objectives. Our approach is aimed at optimizing these
tradeoffs such that enterprise performance is improved. That is, improve
enterprise performance through systems optimization, rather than localized
optimization.
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Process Flexibility and Process Reliability
The objective in this section is to describe two attributes of a product
development process that significantly impact these four objectives, and how
these attributes can be leveraged. Specifically, we propose that the tradeoffs
between these four objectives are controlled by two key attributes: process
reliability and process flexibility. Process reliability is an attribute that describes
process consistency. A highly reliable process is one that produces consistent
cycle times and development costs. Process flexibility is an attribute that
describes process nimbleness or adaptability. A flexible process is one that
manages dynamic inputs such as changing consumer needs and optimization
through evolution. The relationship between process flexibility and process
reliability is iteration. Flexibility promotes the ability to meet dynamic needs and
product optimization through iteration, whereas reliability promotes process
control by avoiding iteration. Simply stated, the tradeoff between these four
objectives is the relationship between flexibility and reliability. Thus, we propose
optimizing the development process by strategically blending process flexibility
and process reliability. This argument is built upon in Chapter 3, where we apply
the concepts of flexibility and reliability to hood subsystem development. In that
analysis we provide examples where each of these attributes can be used to
improve enterprise performance.
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CHAPTER 2
Automotive Body System and Body Subsystems
Developments
Introduction
In this chapter, we briefly describe the body system and the current process that
is used to develop it. Our goal here is illustrate body system development at a
high level by breaking the process into phases. The underlying tasks in each
phase and their significance are illustrated in the hood case study in Chapter 3.
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Automotive Body System Development
At a high-level, body system development is the synthesis of multiple body
subsystems developments with the parallel developments of powertrain, chassis,
and electrical systems. It is an iterative process involving multiple physical and
functional interfaces between subsystems and information flows between cross
functional groups.
In body system development, marketing, product design, and manufacturing are
involved throughout the process. Figure 2-1 illustrates the roles and major
functions of each organization in the progression from strategy development (SI)
to product launch (J1).
S11 SC PH PA AA PR CP cc LR LS A
Marketir Marketing Cond ept Verificatibn
Strate y and Strathgy Refinemeint
Product :
Gdneatfrt eveopmnt eletio veifiatin Lunch
Strate7Ay
Mahuactu
ManufactueMhature Manufacture: Manufact re
strateqy easibilty Feasibility: Capability
A s nVerification Verificatton
:and Degelopment
Figure 2-1: This description of the current body development process illustrates high-level
functions and how they map to the FPDS milestones along the top. The yellow, green, and
red chevrons describe marketing, product design, and manufacturing, respectively.
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In Figure 2-1, the product evolves from left to right, however, the process is
highly iterative, particularly in the early development stages (as implied by they
larger cyclic arrows).4 Iteration decreases as the product evolves, however it
does not cease. A high-level description of the process is as follows:
Marketing acquires and aggregates consumer needs data and supplies
them to product development. Product design then generates product
concepts, which are evaluated for manufacturing feasibility by
manufacturing and for consumer acceptance by marketing. After iterating
through this phase to gain marketing, product development, and
manufacturing concurrence on a set of feasible concepts, they are
developed further until concept selection is made on a single concept.
The concept, manufacturing tooling, and marketing strategy evolve to
completion through an iterative process between marketing, product
development, and manufacturing that ensures the latest consumer needs
data will be met while manufacturing feasibility is maintained. The product
is then manufactured or "launched" and finally distributed to the market.
4 This reduction in iteration is evident in design structure matrices that describe hood subsystem
development in Chapter 3. The iterative loops decrease in size, implying that less tasks are
reiterated toward the end of the process.
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The process described in Figure 2-1 applies to the development of all body
subsystems. Each subsystem is developed in a semi-parallel fashion for three
reasons:
1. To generate information about subsystem and component interfaces,
packaging requirements, and assembly requirements so they are available
as inputs when needed for the development of other subsystems.
2. To shorten the overall development time.
3. To enable the progress of the entire body system (as well as other vehicle
systems) to be tracked, assessed, and managed at predetermined
milestones throughout the process.
As one would expect, each development phase in Figure 2-1 (i.e. concept
generation, concept selection, etc.) describes the aggregation of many
underlying tasks in that phase. While each type of body subsystem follows this
process in parallel, each evolves and moves through the tasks in the product
development system at slightly different rates. This occurs because some tasks
have little or no impact on the development of certain subsystems but great
impact on others, depending on each subsystem's requirements.
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The Hood Subsystem
For clarity in Chapter 3, an illustration of a generic hood subsystem is provided in
Figure 2-2.
Outer Panel
Outer Panel
Reinforcemen
~Inn
~f~q
Prop
Dr Panel
Hinae
Reinforcemen
Hinges
Rod
Lift-Assist
Cylinders
Inner Panel Lat h
Reinforcement
Figure 2-2 - The components of a generic hood subsystem.
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CHAPTER 3
Improving Performance of the Hood Subsystem
Development Process Using Dynamic Process Analyses
Introduction
In Chapter 1, we defined a well-structured product development process as one
that improves performance along the enterprise goal dimensions. We proposed
that for complex development processes involving long cycle times, performance
improvements could be made by strategically increasing process flexibility and/or
process reliability. The goal of this chapter is to test this proposal through
process modeling and simulation. Specifically, we model, analyze, and
restructure the hood subsystem development process, which typically involves
three years of development time and between $4 and $8 million dollars of
development cost.
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Overview of Modeling ADproach
Of course, descriptors such as improvement are only meaningful when compared
to some baseline. Thus, we begin by modeling the current hood development
process using a numerical design structure matrix (NSDM), which we refer to as
the Full Baseline (FB) process and explain in the following sections. To highlight
moderate and strong interdependencies, all NSDM models in this analysis are
reduced5 prior to being simulated. We refer to the reduced baseline process as
the RB process to differentiate it from the full process. We gauge the
performance of the RB process in terms of cycle time and development costs by
simulating it using a Monte Carlo simulation algorithm (Browning, 1998). This
provides us with a baseline performance; the datum by which subsequent
process reengineering efforts are measured. The RB process is then sorted and
partitioned6 using spreadsheet macros and simulated again. We add an "-SIP"
suffix to all processes that are sorted and partitioned. For example, the reduced,
sorted, and partitioned baseline process is referred to as RB-S/P.
After simulating the RB-S/P process, we analyze it to identify areas where
process flexibility and/or reliability are most needed. We pay particular attention
to areas where iterative loops significantly impact process reliability and propose
strategies to resolve them. These strategies are implemented by restructuring
and/or redefining tasks in the matrix. Their effectiveness is evaluated by
5 A "reduced" NSDM is one that shows only moderate and strong task dependencies. Reduction
is explained and justified in later sections.
6 Partitioning is the grouping of tasks that are involved in a feedback loop in a block and
positioning the block close to the diagonal of the matrix such that all predecessors of that block
appear somewhere before it in the sequence (Steward 1991).
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simulating the revised matrix and comparing the results to the baseline case.
This modeling approach is illustrated in Figure 3 -1.
Full Baseline Process Reduced Baseline
(FB) Process (RB)
Simulate
Remove Weak Sort and
Dependencies T Partition
RBP Sorted &
Partitioned (RB-S/P)
Analyze, Simulate
a Restructure, Sort,
r & Partition
Task1
Recommended
Process
Figure 3 - 1: An overview of the modeling approach that is used to analyze and reengineer
the hood development process.
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Measuring Performance in the Models
While we have defined performance in terms of enterprise goals, simulating the
hood development process does not allow us to measure profits or shareholder
value. However, we identified that performance can be improved along these
dimensions by reducing cycle time and development costs while maximizing
product quality and the ability to meet consumer needs. We proposed
accomplishing this by maximizing process flexibility and/or reliability where these
attributes matter most in the process (recall the goal decomposition described in
Chapter 1).
In the simulations that follow, we are able to measure mean cycle time and its
variance, which implies a measure of process reliability. We are also able to
estimate development costs for particular tasks. However, we cannot measure
flexibility. Reliability can be described numerically and graphically in the NSDM.
Although we develop a proposal for identifying flexibility in the matrices,
describing flexibility is not as straight forward. Therefore, we monitor the effects
on cycle time and development cost that result from increasing process flexibility
and reliability. That is, we reengineer the process using strategies aimed at
increasing flexibility and reliability directly, setting cycle time and development
cost as the dependent variables.
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The Full Baseline (FB) Process
The NSDM in Figure 3-2 illustrates the FB process, which represents the current
hood subsystem development process. It is provided here to illustrate the
various types of data that are used in subsequent analyses and the weak
dependencies, which are removed from the process hereafter. As described in
Chapter 2, this process also describes the significant tasks associated with other
class-1A body panel and body closure subsystems developments. This
commonality allows us to expand lessons learned through this case study to
other areas of body development.
Information Contained in the FB Process NDSM
The sequence of tasks can be obtained by reading the rows in Figure 3 -2 from
top to bottom (or columns from left to right). Task interdependencies (required
information flows between tasks) exist where marks (numbers, in our case) are
present in the cells. The shaded and outlined regions illustrate subsets of tasks
that are coupled, which are referred to as iteration or feedback loops. While
these data are typical to DSM models, this NDSM contains additional data that
offer further insight into the process and are useful for making process-
reengineering decisions. These include estimated duration and cost data
associated with each task, as well as two-dimensional task volatility indices.
These data and this format are used throughout the models in this thesis, so brief
descriptions of them follow. For clarity, Figure 3-2 has been annotated to identify
each type of data and its location in the matrix.
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* Task dependency is a mark in the matrix and off the diagonal, which
describes dependency between two tasks. For example, a mark at the
intersection of row 10 and column 4 designates that the task in row 10 is
dependent on information provided by the task in column 4. That is, outputs
from column tasks are required inputs for row tasks. Blank cells indicate that
no dependency exists between the tasks in the corresponding column and
row. Tasks can, and often are, dependent on the outputs from multiple tasks.
In fact, an interesting observation is that on average, a task depends on
approximately six (6) inputs (Whitney, 1999). That is, the average number of
marks in a row is six.
Iteration occurs when tasks are interdependent; tasks provide and receive
information between each other. Interdependency can occur directly, as
indicated by pairs of marks that are symmetric about the diagonal. Direct
interdependence is often easily determined without modeling the process with
a DSM. However, interdependence can also occur indirectly through a chain
of dependent tasks that are involved in a feedback loop. Feedback loops are
illustrated by shaded regions that encompass groups of marks above and
below the diagonal. (Note that a mark below the diagonal indicates feed-
forward information flow and a mark above the diagonal indicates feedback.)
In this work, task interdependencies are designated by two-dimensional
indices, called task volatilities, which are closely related to the sensitivity and
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variability attributes discussed in (Yassine et al. 1999). Task volatilities are
explained in detail in the following section.
* Task volatility (TV) describes the volatility (or robustness) of dependent tasks
(located in the rows) with respect to changes in information from input tasks
(located in the columns). This number is located in the matrix at the
intersection of the row of the dependent task and column of the input task.
Task volatility is the product of two components:
o Information variability (IV) describes the likelihood that information
provided by an input task would change after being initially
released. Since IV is associated with the stability of a particular
task's information, each input task has its own IV value. That is,
the information from a particular task has its own probability of
changing. Information variabilities are located along the bottom of
the matrix and correspond to the task in that column. The
estimated variability of information provided by a task is categorized
in three levels as shown in Table 3-2.
Number Description Est. Likelihood of Change
I Stable 25% or less
2 Unknown Between 25% and 75%
3 Unstable 75% or greater
Table 3-1: Levels of variability of output information.
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o Task sensitivity (TS) describes how sensitive the completion of a
dependent task is to changes or modifications of information from
an input task. While not shown in the matrix, TS values can be
obtained by dividing the task volatility in a column by the
information sensitivity at the bottom of that column. Each task's
sensitivity to changes in input information from a particular
upstream task varies. Thus, TS depends on the level of
dependency between two particular tasks. Table 3-1 describes the
three levels of task sensitivity used throughout this analysis.
Number Description Dependent Task is:
1 Low Insensitive to most information changes
2 Medium Sensitive to major information changes
3 High Sensitive to most information changes
Table 3-2: Information sensitivity levels.
Interdependency marks in the DSM are replaced by numerical task volatilities
such that:
TV = TS X IV
While TS and IV are closely related, it is worth noting that they are independent.
Task sensitivity is a measure associated with a dependent task, whereas
information variability is associated with an input task. That is, TS and IV impact
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TV, but do not impact each other. Therefore, it is appropriate to multiply TS and
IV to describe task volatility.
Task sensitivity and information variability are not complementary, however, a
low value for either of them (i.e. TS = 1, or IV = 1) neutralizes the impact of the
other. Thus, one might suggest that TV values of 1, 2, or 3 indicate that a
dependent task is stable with respect to the corresponding predecessor task.
For example, if variability of information from a predecessor task is high (say, 3)
but the sensitivity of the dependent task is low (say, 1), then it is unlikely that the
dependent task will be affected. However, this is not necessarily true for the
reverse case. While a combination of low variability and high sensitivity indicates
that the dependent task is unlikely to be effected, the dependent task will require
rework if the input information changes at all. With this in mind, we use a
conservative approach by assuming TV values of three (3) imply moderate
dependency, rather than a weak dependency. Table 3-3 shows the possible
ranges of TV values, their significances, and high-level strategies for handling
each level.
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TV Description Strategies
Value
1, 2 Dependency is weak. Feedback and forecast
Low risk of rework. information may be used,
especially if it promotes
process flexibility.
3, 4 Dependency is moderate. Avoid using forecast and
Moderate risk of rework. feedback information
where possible.
6, 9 Highly sensitive to change. Task sequence is critical
High risk of rework. to process reliability.
Avoid using forecast and
feedback information.
Table 3-3: Task volatility values, their significance, and proposed strategies for each.
Task volatilities represent the probability that information feedback will occur.
While feedback typically results in rework, task volatilities do not indicate the
level of impact that this feedback has on the task that receives it. The impact of
rework is accounted for in cycle time and development cost calculations, as
discussed the following sections.
Since TV represents a probability that some amount of rework will occur, it is
necessary to map the 1 - 9 scale to probabilities for use in simulation. As
indicated in the introduction, the hood development process typically involves
three years, which translates into approximately 1000 days (including typical
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overtime). Using this duration as the baseline cycle time, we can correlate the
rework probabilities for the RB process such that the simulations provide a
average duration of 1000 days. That is, we need to find an appropriate
proportionality constant to scale the range of TV values to a sensible range of
rework probabilities by simulating the process over various probabilities. To
accomplish this, each task volatility in the matrix is assigned a probability from
zero (0%) to some maximum value. The probability assigned to each task
volatility value is based on the rank of that task volatility (i.e. highest, second
highest, etc.). These maximum probability values are varied for each simulation,
and process durations are recorded. Figure 3 - 3 illustrates average process
durations associated with various maximum probabilities.
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Average Duration of the RB Process vs. Maximum
Probability of Rework
1450
1350
1250
1150
1050
950
850
750
650
0% 5% 10% 15% 20% 25% 30% 35% 40% 45% 50% 55% 60% 65%
Maximum Rework Probability
Figure 3 - 3: The results of simulating the RB process over various maximum probability values.
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From this analysis, we see that the baseline duration correlates with a maximum
rework probability of approximately 52%. Therefore, this is the maximum rework
probability used in the simulations for all process simulations. The mapping of
task volatilities to rework probabilities is provided in Table 3 - 4 for reference.
Task Volatility Rework Probability
1, 2 0%
3 13%
4 - 26%b
6 39%
9 52%
Table 3-4: Task volatility values and their corresponding rework probabilities.
" Estimated initial task duration (ED(i)) is the estimated time in days that is
required to complete the task. ED(i) data are placed at the end of the matrix in
the row that correspond to the task it describes. ED(i) (as well as ED(r))
values are based on averaged inputs from automotive design engineers and
managers. In the simulations, ED(i) is allowed to vary 10% (within a
triangular probability density function) to reflect early and late completion
times that are experienced in practice.
" Estimated rework duration (ED(r)) is the estimated percentage of the initial
duration that is required to rework a portion of a previously completed task.
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ED(r) is a measure of impact in terms of additional cycle time to complete a
reworked task. These data are located in the matrix adjacent to ED(i) data.
" Learning Curve (LC) is a measure that indicates the benefit (or learning) that
results from initially completing a task. While not shown in the matrices, the
learning curve associated with a particular task is used in the simulations to
dictate the amount of rework that is associated with reiterating that task.
Specifically, LC is described in time, as a percentage of the initial duration
and is the complement of that task's ED(r) value: LC = I - ED(r).
" Estimated Initial Cost (EC(i)) is an estimate in thousands of dollars associated
with the completing that task the first time. While some tasks involve no cost
to complete (selecting powertrain lineup, for example), others have only
nominal or insignificant costs relative to the scale and thus carry a $0 cost.
Tasks that typically involve owned and pre-budgeted resources (CAD
designers or CAE analysts, for example) are not assigned a cost since these
costs are fixed.
* Estimated Rework Cost (EC(r)) is a cost estimate in thousands of dollars that
typically results when repeating (reworking) a portion or all of a previously
completed task. When strong task volatilities are prevalent, reworking a
downstream task can cause significant rework costs of dependent tasks.
Moreover, since development costs rise rapidly as projects near completion,
partial rework often results in significant (and sometimes greater) costs
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compared to EC(i). Product changes that involve CAD work incur a minimum
cost of $5,000, which includes costs associated with updating CAD models,
processing change control paperwork, and updating records. This estimate is
independent of when the change occurs in the process. Tooling costs are
much more significant than processing a CAD change. Reworking a task that
involves a tooling modification involves a $10,000 cost penalty. This is a mid-
process average, as costs would be lower earlier in the process and higher
later in the process.
The total estimated development cost is the sum of the costs associated with the
tasks I through m in the process:
m
Z ECjj=1
Where the cost associated with task jis the sum of its initial cost and the cost
associated with reworking it n, times during the development process:
ECj = EC(i)j + nj EC(r);
However, while the simulation macro used in this analysis provides cycle time
data, it does not provide the individual cost, time, or number of iterations
associated with each task during the process. Thus, we use an alternative
method to estimate these quantities for selected tasks. We begin by simulating
the process with the normal rework probabilities and record the cycle time of the
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entire process, ti. We then nullify the rework probabilities that enable feedback
to a particular task, taskj, then rerun the simulation and record the new cycle
time, t2. An estimate of the time spent reworking this task n times, At, is the
difference between these times:
At = t1 - t2.
We then estimate the number of iterations performed on task j by:
nj = At / ED(r)j
Finally, we estimate the total cost associated with this rework by:
EC = nj EC(r)j
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The Reduced Baseline (RB) Process
Figure 3-4 shows the reduced baseline process with dependencies that remain
after removing all weak dependencies (i.e. task volatilities of 1 and 2). Each
NSDM in this analysis is reduced before simulation to ensure consistent
measurement between them. Reducing the matrix by removing weak
dependencies is also referred to as "artificial decoupling" (Yassine, et al. 1999)
since it does not remove the dependency or imply that they can be neglected. Its
purpose is to highlight the high-risk iteration loops, allowing us to focus on these
areas first. This is analogous to concentrating on bottlenecks as is done in
constraints theory (Goldratt, et al. 1992).
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Task Descripition ID 2 3 4 5 6 I 9 10 11 12 13 14 15 16 17 1W" 19 20 21 22 23 24 25 26 27 20 29 30 31 32 33 34 36 36 37 30 39 40 41 42 43
ED (i)
(days)
ED(r)
(% of
ED())
EC(i)
($000)
EC(r)
($000)
Strategies for product, mkt, mfg, supply, design, and reusability 1 0 0% $0 $0
Select materials for all system components 2 6 6 6 1 4 4 15 26% $0 $0
Select powertrain lineup 3 0 0% $0 $0
Freeze proportions and selected hardpoints 4 3 64 60 25% $0 $0
Verify that hardpoints and structural joint designs are compatible WI 5 4 Iteration L oop 1 40 25% $0 $0
Approve master sections 6 6 6 -6 M 9 W - 40 15% $0$0
Develop initial design concept (preliminary CAD model) 7 6 I 6 6 M 6 16 4 4 6 51 40 50% $0 $5
Estimate blank size 8 4. 6 4 4 3 1 99% $0 $0
Estimate efforts 9 6 6 1 99% $0 $0
Develop initial attachment scheme 10 4 6 6 6 4 3 4 5 60% $0 $5
Estimate latch loads 11 6 9 4 5 99% $0 $0
Cheat outer panel surface 12 6 6 4 10 50% $0 $5
Define hinge concept 13 4 4 3 eration Loop 2 20 50% $0 $5
Get prelim. mf g and asy feas. (form, holes, hem, weld patterns, mastic 14 4 6 6 6 3 6 50% $0 $5
Perform cost analysis (variable and investment) 15 66 S 6 4 3 4 4 4 3 2 50% $0 $0
Perform swing study 16 4 4 6 2 25% $0 $5
Theme approval for interior and exterior appearance (prelim surf _ 17 4 4 4 3 1 99% $0 $5
Marketing commits to net revenue; initial ordering guide available 10 4-- 99% $0 $0
Program DVPs and FMEAs complete 19 4 4 6 3 4 25Iteration Loop % $0 $0
Approved theme refined for craftsmanship execution (consistent w/ PA 20 4 4 99% $0 $6
PDNO - Interior and exterior Class 1 A surfaces transferred to 21 4 3 6 6 6 4 99% $0 $5
:Conduct cube review and get surface buyoff 22 4 4 3 6 4 20 75% $10 $5
Verify mfg and asy teas. (form, holes, hem, weld patterns, mastic 23 4 6 9 4 6 4 6 6 3 4 3 4 4 4 10 60% $0 $5
Evaluate functional performance (analytically) 24 4 6 9 6 4 4 4 1 50% $0 $5
PDN 1 - Release system design intent level concept to manufacturing 25 9 6 6 6 6 6 196 6 6 6 50% $0 $5
Develop stamping tooling 26 6 6 6 6 6 $6,000 $10
Develop hemnming tooling (if applicable) 27 1 6 1 6 13 6 4 6Iteration L oop $500 $10
.Develop assembly tooling 28 6 6 6 4 4 $1,500 $10
PDN2 - Last Class 1 surface verified and released for major formed 29 9 9 4 1 6 $0 $6
PDh13 - Final math 1, 2, & 3 data released 30 6 3 6 6 0% $0 $15
CAD files reflect pre-CP verification changes 3116 6 320 26% $0 $5
Make "like production" part and asy tools / ergonomics I process sheets 32 3 6 6 1 11 480 25% $100 $5
First CPs available for tuning and durability testing 33 $5
Complete CMM analysis of all end items a subassemblies 34 $0
Perform DV tests (physical) 35 literation loops #2 and #4 were 3 Iteration Loop $5
Verify manufacturing and assembly process capability 36 t-reducedby vnoving low-sensitivity 9 6 3 5 $0
Complete prelim. ESO for: CP durabilfty testing 37 marks, indicafig that tkese loops an $0
Complete prelim. ESO for: Known changes from CP containable for 1PP 38 -lesscriticlthan.thosethat reain. 4 4 3 5 $0
Complete prelim. ESO for: Initial set of road tests completed 39 T s 30 99% $0 $0
Complete prelim. ESO for: Design is J level - no further changes except 40 3 6 4 9 4 4 6 G 5 99% $0 $0
Complete prelim. ESO for: Eng. confidence that objectives will be net 41 indlic..ae dtat these loops are only 9 4 4 4 6 3 99% $0 $0
Supplier commitment to support 1PP w/ PSW parts 42 . weakly coupled. 6 6 3 99% $0 $0
Readiness to proceed to tool tryout (TTO), 1PP and Job #1 43 9 6 4 6 4 6 10 99% $0 $0
Information Variability 2 21 2 3 2 2312 2221221 3232222 2 12 2 3 2 1 3 2 2 2 22110
Figure 3 - 4: The RB process matrix. By removing low task sensitivity marks, all iterative loops were slightly depopulated and two were
reduced (as indicated by the shaded regions outside the outlined loops). The remaining loops illustrate where process reliability is
most critical.
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The RB Process vs. the FB Process: Graphical Indicators
As we stated in the introduction, the DSM illustrates significant features of a
process in a graphic and concise manner. Thus, prior to discussing the sorted
and partitioned matrix in the next section, we highlight a few observations (in the
literal sense of the word) that will provide insight and comparison between the
RB and FB processes.
The RB matrix is approximately 25% more sparse than the FB process.
However, it is more useful to observe the effect that this reduction has on
iterative loops. As with the full process, the reduced version has five distinct
iteration loops, which have been labeled in Figure 3-4. The size of loop 2 was
reduced slightly and loop 5 was reduced significantly. Taking a closer look at the
latter and comparing this phase of the process to the FB matrix, we see that the
overlap between loops 4 and 5 is gone. The significance of this overlap is that
loops 4 and 5 are coupled and that iteration in loop 5 can trigger rework in loop 4.
(iterative loop overlapping is discussed in detail when restructuring the RB-S/P
process.) However, since the overlap between loops 4 and 5 was removed by
artificial decoupling, this indicates that these groups of tasks are only weakly
coupled. In summary, the separation between loops 4 and 5 suggests this is not
a high-risk area and that our efforts be shifted toward phases where stronger
feedbacks exist.
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The size of loop 1 indicates that it involves the greatest number of tasks. While
tasks in this loop involve a very small percentage of the initial development cost,
they account for about one quarter of the (one-time) rework costs. Since iteration
is caused by marks above the diagonal, the greatest potential for reducing the
potential for rework exists by reducing the loop from the upper-right corner.
Moreover, we see that resolving dependencies around loop 1's perimeter can
reduce the size of this loop.
In loops 4 and 5, we see that single dependencies exist in the upper diagonals of
each loop. As with loop 1, this indicates areas of high potential; resolving these
dependencies, if possible, will virtually eliminate the potential for feedback.
Using this same graphical analysis, we see that breaking loops 2 and 3 is a
greater challenge since the upper-right boundaries are more densely populated
with marks.
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The Reduced, Sorted, and Partitioned Baseline (RB-S/P) Process
Figure 3-5 illustrates the baseline matrix reduced and partitioned. Other than
restructuring and/or redefining the tasks process, the RB-S/P process describes
the best sequencing of the original tasks in the process. This matrix reveals that
the original task sequence is close to optimal; only tasks 2 and 3, 39 and 40, and
42 and 43 were transposed. The partitioned NSDM illustrates significant iterative
loops, which identify areas of process unreliability and potential rework. These
loops typically correspond to distinct phases in the process, where each phase
represents a set of tasks that are involved in achieving a higher-level objective.
These loops are labeled in Figure 3-5 to summarize the development phase that
each loop represents. While an iterative loop helps us to identify a critical area in
the process, correlating it to a development phase allows us to make a logical
determination about whether process reliability or flexibility is most needed.
The next step in this analysis involves simulating this process. We use the
results from this simulation to develop restructuring strategies that will be applied
to the revised (REV1-S/P) process. Our goal with the REV1-S/P process is to
reduce the size of iterative loops and resolve loop overlaps that are present in
the RB-S/P process. Finally, we simulate the REV1-S/P process to assess our
progress toward improvement.
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Simulating the RB and RB-SIP Processes
We expect that simulating the RB process with these iterative loops intact will
result in sub optimal cycle times and development costs. Nonetheless, this will
provide us with the datum by which to measure our reengineering efforts. The
RB-S/P process, which is the sorting and partitioning of the original tasks,
describes our first approach to resolving these feedback loops and improving
performance. However, the task sequences between the RB and RB-S/P
processes differ only slightly. Nonetheless, we simulate both processes
separately to determine how this difference impacts performance.
Simulation Results
Figures 3-6 and 3-7 illustrate the distribution of process durations (or cycle times)
resulting from simulating the RB and RB-S/P processes, respectively. The RB
process has a mean duration (p4) of 929 days, with a standard deviation (ad) of
149 days. As expected, simulating the RB-S/P process produced similar results,
with a pid = 931 days and ad = 147 days. This confirms that re-sequencing has
no effect on cycle times.
The sensitivity of the RB-S/P process duration against varying maximum rework
probabilities is the same as that of the RB process (recall Figure 3-3). We revisit
the relationship between cycle times and rework probabilities in subsequent
process simulations, describing the significance of this measure on process
performance.
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Cycle Time Distribution of the RB Process at
52% Rework Probability
oZ o C g 12 rbb (,
Cycle Time (days)
Figure 3 - 6: The distribution of cycle times resulting from simulating the RB process.
The Distribution of Cycle Times for the RB-S/P
Process at 52% Rework Probability
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Figure 3 - 7: The distribution of cycle times resulting from simulating RB-SIP process.
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Tracking Task Rework
We have chosen to monitor the rework costs and durations of two particular
tasks in the RB-S/P process: task 7 (develop initial design concept CAD model)
and task 26 (develop stamping tooling). We choose task 7 because it is the input
to many other tasks in the process (as shown by the marks in its column). Task
26 is monitored because it represents about 50% of the overall cycle time and
over 90% of the development cost. As mentioned earlier, we run each simulation
without the possibility of feedback to one of these tasks and estimate the amount
of rework associated with it. We accomplish this by nullifying the rework
probabilities for that task.
When removing feedback from task 7, the reduction in cycle time is 83 days.
Since the estimated time to rework task 7 is 20 days, this task was reworked
about 4.1 times. The cost of rework is $5,000 per iteration, translating to a total
of approximately $20,500 in rework cost. Removing feedback from task 26
reduces the mean cycle time by 91 days. This translates into approximately 2.2
iterations and a total of $22,000 in rework costs. These results are summarized
in Table 3-5.
Estimated Total Estimated Total
Task Iterations Reworking Time Reworking Cost
7 4.1 83 days $20,500
26 2.2 91 days $22,000
Table 3-5: Estimates of the number of iterations and impacts associated with revising the
preliminary CAD model (task 7) and stamping tooling (task 26).
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Based on the author's experience in developing hood subsystems, these rework
estimates listed in Table 3-5 are representative of what is encountered in
practice. However, while the number of rework iterations associated with task 26
is typically a bit higher, the overall costs are typical. This makes sense since the
rework cost for this task is based on a mid-process average. If these iterations
take place very early in the process, there would be little or no associated cost. If
they occur near the end of the process, then the cost would be greater. In fact, a
single iteration near the end of the process can cost upwards of $100,000.
However, the bulk of tooling rework occurs in the early and mid-process stages.
Because we do not know when the rework occurs in the process, these results
represent realistic averages.
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Optimal Process Performance
Running the RB-S/P process simulation with the maximum rework probability set
to zero (0%) provides the shortest possible cycle time and development cost.
This analysis results in mean cycle time of 700 days. While the linear sum of all
task durations is approximately 1200 days, the shorter duration is possible
because many of these tasks are conducted in parallel.
This is a powerful feature of the DSM because it determines optimal performance
for a process where various tasks are being conducted in parallel. While
achieving the optimal duration may be unlikely, it is useful to understand how well
a process is capable of performing. A direct benefit of this determination is that it
enables cost/performance tradeoff analyses. That is, managers can use this
information to assess the sacrifices that are required to achieve optimal (or near
optimal) performance. In most cases there is an inherent tradeoff between
process reliability (controlling the variability of process duration) and process
flexibility (minimizing the impact of iteration). For example, a process having a
purely sequential task ordering has no potential for feedback, and thus will
reliably produce an expected process duration and development cost. That is,
duration and cost will have a low variance. However, a completely reliable
process offers little flexibility because it is not capable of handling changing
inputs that are external to the process (changing consumer needs or regulatory
requirements, for example). In many cases, iteration in the development of
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products is needed for optimizing key product attributes.7 This is the crux of the
discussion in Chapter 2: process performance must be measured along the EG
dimensions. Understanding the tradeoffs associated process between reliability
and flexibility is critical to making sensible process reengineering decisions.
7 An example of how flexibility is useful in the relationship between styling and hood subsystem
development is provided in the last section of this chapter.
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Developing the Restructured (REVI-S/P) Process
Now that we have a reasonable model, sorted and partitioned the tasks, and
established a performance datum, we begin the reengineering effort.
Specifically, we address the concept generation, development, and preliminary
verification phase in the RB-S/P process, which we have labeled iterative loop 1.
A detailed analysis is used to analyze and restructure the tasks involved in this
loop. To demonstrate a realistic reengineering effort with realistic performance
improvements, we use only known-feasible strategies and technologies to
restructure this phase.
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A Word about Overlapping Iteration Loops
An understanding of the significance of iterative loop overlapping is helpful for
strategizing process reengineering. Overlapped loops indicate that these groups
of tasks are coupled and that iteration in the latter loop can trigger rework in the
preceding loop. This suggests that the tasks that are common to both loops
should be completed concurrently to minimize the potential for iteration;
enhancing reliability. Iterative loops that do not overlap suggest that each group
of tasks can be conducted serially without the possibility of iteration. In some
cases, the tasks in separated loops can be conducted in parallel. This is
possible if there are no marks under the preceding loop. For example, recall
loops 4 and 5 in the FB and RB processes. The tasks in these loops cannot be
conducted in parallel since strong (feed forward) dependencies between them
were present below loop 4.
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Analysis of Loop I in the RB-SIP Process
A larger representation of loop 1 is provided in Figure 3-8. Looking closely at this
loop, we see that it contains two internal loops, which we have labeled loop 1.1
and loop 1.2. These internal loops are coupled because of four dependencies in
along the right boundary of loop 1, which have been circled in Figure 3-8.
Moreover, we see that these marks in loop 1 cause it to be coupled to loop 2.
Thus, we begin by attempting to resolve these four dependencies.
Because these dependencies all fall in the column of task 24, we need to
understand the relationship between this task and its four dependents (tasks 2, 7,
10, and 11). The objectives of these dependent tasks with respect to task 24 can
be aggregated into one higher-level objective: Select a design concept and
material that provides optimal functional performance. Our goal is to find a way to
restructure the tasks and their relationships such that feedback is reduced or
eliminated while supporting this higher-level objective. The most straightforward
approach to do this is developing strategies that lower the task volatilities
associated with each set of tasks. Since TV is a two-dimensional measure, there
are two ways to do this:
" Reduce the variability of the input task (task 24).
" Reduce the sensitivity of the dependent tasks (tasks 2, 7, 10, and 11).
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131 14! 151 16 1 1ll i 271 281 291 301 311 32 1331 34L5 361371 39
Strateges for product, mt mfg, suoy des , and reusablity confirmed I
Select powerdrain lineup 3
Saladt meterieft for all system c nents 26 6 6- 4 These f edbac  depend
Freeze proportions and saleted hardpoints 4 re 4 n strucural analyses th t
Verify that hard--s and strcturalJoint are le wl pr ra 5 occur downstream of
Approve mader sections 6 6 -
-. -. - - - - - - concept generation.
Develop Mnal design conct relminar6 CAD model 7 6 6 6 4
Estimate blank size a 4 1 4 1 41 3
Estimate efforts 9 6 6
Develop Initial attacmaert scheme 10 4 1 4 11 3 4
Estimate Mch loads 11 6 9
Cheat outer panel surface 12 6 6 3 4 1 __
Define hinge concept 13 4
Ot prlm. mfg and asy fees. (form, holes, hem, weld patterns, mastIc 14 4 6 6 6 3 These feedbacka reflect
Perform cost analysis (variable and investment) 15 6 6 6 1 6 4 3 4 44 3 the dependency on
Perform swing t 16 4 4 1 1v VIn surface data.
Theme approval for irierior and exterior appearance (prelm surf available) 17 4 4 I _3 I
Marketing coms to net revenitial orderl ideavelable 18 -
Program DVIs and FMVEAs copee 19 4 4 6 1 3 4
Approved theme refined for craftsmanshp execution (consistent w/ PA 20 4 - 4 - - Iteration GOP 12:
PDNO - Interior and exterior Class 1A surfaces transferred to engineerng ( 21 4 - 3 -3 6 6 6 4 Surface Buyoff
Conduct cube review and get slurface buyoff 22 4 41 "1 1 4
Verify mfg and asy feas. (form, holes, hem, weld patter, maetlic locoO 23 4 694 6T 1 3 1 43 T T
Evaluate functIonal performance (analyticaly) 24 4 6 9 6 4 4
PDN I - Release system degn Intent level cne to manufacturin 25 9 6 6 6 6 6 9 6 6 3 6 6
Develop staming tooling 26 9 6 A 6 6
Develo hwmV tooln 11 aplia* 27 6 9 6 6 4 6
Develop assembly tooing 2 6 6 4
PDN2 - Last Class 1 surface verified and released for major formed parts 29 __9 4 6
PDN3 - Final math 1, 2, 8 3 data released 30 6 1 -9
CAD fles reflect pre-CP verification changes 31 6 C-ncept 6 6 3
Make "ike production" part and asy tools I ergonomics / process sheets (t 32 Iteration Loop 2 3 6 6 3 6 4
First CPs available for tunn and durabtEy testN 33 Pr e . Vefic in 
Comlete CMM analysis of al end items 8 subassembles 34
Perform DV tests (physical) 35 6
Verify manufacturing and assembly process capablity 36 1 1 3
Figure 3 - 8: Loop I of the RB-SIP process matrix highlighting its two internal loops: 1.1 and 1.2.
Page 56
-- -------------------- -
252 4 11 12 193 5 6 7 8 9 10 20 21 22 23 24 261
I
Understanding the Dependencies on Task 24 - Structural Analysis
Task 24 describes the activity of analytically analyzing the hood subsystem's
structural performance. This standardized analysis involves testing torsion,
cantilevered bending, dent resistance, and a host of other similar structural
attributes associated with hood performance using analytical (computer aided)
methods. Given the sorted task sequence in the RB-S/P process, we see that
the testing occurs well after the preliminary CAD model has been developed
(task 7). The preliminary CAD model consists of early design concepts for the
outer panel, inner panel, attachment scheme and reinforcements. However,
these tests provide the first indication of the structural performance of the hood
subsystem. If the subsystem clearly passes the initial tests, it is optimized to
reduce weight and cost (typically by decreasing material gauge, which is a direct
feedback to task 2). If the subsystem fails any of these tests, the structural
components (inner panel and reinforcements) are revised in an effort to resolve
these issues. This may include increasing the size or adjusting the location of
the inner panel's structural beams, increasing material gauge and/or material
type of various components, or a combination of these actions. The preliminary
CAD model (developed in task 7) is then reworked to reflect the changes. The
finite element analysis (FEA) analyst then updates the structural model based on
the revised CAD model and reruns the tests. If the subsystem fails, the entire
process is reiterated until the subsystem passes the suite of tests. As illustrated
in Figure 3-9, the analysis process is in a build, then test sequence, which allows
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the potential for significant rework (recall that these activities effect all tasks in
loop 1).
7: Develop initial design10
concept (prelim CAD model)
ww-a-mew 55( /28(r)
24: Evaluate functional
performance (analytically)
Figure 3 - 9: The build-test sequence associated with verifying hood subsystem
performance.
As we see from the RB-S/P process matrix, having an optimal design (one that
just passes the functional performance tests) the first time (no iteration) involves
approximately 55 days. Subsequent iterations involve at least an additional 27.5
days each (the rework durations of tasks 7 and 24 are 50% of their original
durations). Of course this assumes that no other tasks in loop 1 require rework,
which is unlikely. If the hood passes initially too well (termed as an "over
designed" subsystem), then an additional iteration may be conducted to optimize
weight and cost. In practice, the hood often fails the initial test; requiring three or
more iterations to arrive at a feasible design concept and months of rework.
(Note that the rework analysis of task 7 suggests that this task is iterated 4.5
times, which is realistic.) While one may argue that this rework helps to ensure
product quality, it does not improve performance along the enterprise goals. The
argument here is that the iteration decreases performance along the EG
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dimensions, and achieving an optimal design without iteration is better than
achieving it through iteration.
Variability Associated with Task 24
While the output from task 24 results from standardized tests, the results may
vary depending on the analyst's methods (Blake, 1999) (Keniray, 1999). Other
than the variability introduced by human intervention, the process is objective.
One way to decrease the variability of this task is to institutionalize a
standardized process for running these standardized tests. However, we see no
other way to significantly reduce the variability of this information.
Sensitivities Associated with Tasks 2, 7, 10, and 11
Increasing the robustness of task 2 (selecting materials) would involve using
conservative materials and gauges. This strategy would tradeoff cost and weight
efficiencies and cause iteration to optimize these attributes. The same reasoning
applies to task 10 (develop initial attachment scheme) since reducing its
sensitivity involves over-designing or adding unnecessary attachments. Task 11
(estimate latch loads) is directly dependent on input from task 24. However, we
see no clear way to make task 11 insensitive to one of its primary inputs. Task 7
(develop preliminary CAD model) and task 24 are directly interdependent. That
is, these tasks provide and take information directly between each other (recall
Figure 3-9). This is the key constraint in the process because the evolution of
information between these two tasks dictates the presence or absence of
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feedback to tasks 2, 10, and 11. While tasks 2 and 10 are directly
interdependent with task 24, all of the tasks in question are driven by the
evolution of information between tasks 7 and 24. Simply stated, if the design
concept just passes the initial tests there is no reason to modify material or
attachments. The problem lies in that the analysis occurs much later than the
concept is developed and has evolved; involving months of CAD development
time and CAD designer resources. Because of the highly coupled nature of
these tasks, sorting and partitioning indicates that the sequence RB-S/P process
is optimal. Thus, we must revert to a more revolutionary approach; redefining the
tasks themselves.
Task Redefinition
Another approach to resolving these dependencies is to redefine the tasks and
restructure the process such that the high-level objective is supported. Simply
put, do it another way. While this is a greater challenge, it allows greater potential
than restructuring the present tasks does. As indicated in the previous section,
the functional performance needs to be evaluated earlier in the process. Our
approach is to explore an alternate technology and determine the minimum
amount of data needed to use this technology.
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Alternative Technologies
Hood Generator
A recent development in body development is a hood inner panel generator.
Once the generator is given the locations of structural beams and the outer panel
surface, it can generate a rough, but representative CAD model. While it
provides only a crude CAD model that is unsuitable for developing tooling cutter
paths, for example, it is suitable for structural analyses. The usefulness of the
hood generator is that it provides a model within minutes. Compared to the 40
days required to develop a model using traditional CAD tools, this is a great
benefit.
Topology Optimization
Another method for analyzing structural performance is topology optimization. It
is often used to determine optimal weld locations for structural subsystems. In
this method, the system and its current weld locations are modeled in a structural
model and analyzed to determine optimal weld location. The results provide
system engineers with justification to relocate certain welds and eliminate others
that offer little or no benefit to the structure. As its name implies, the output of
topology optimization is topological plot that indicates where structural elements
(i.e. welds, material mass) are needed in the subsystem.
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Combining the Technologies
Although the hood generator has the potential to decrease the duration of
iteration, it is strictly a modeling tool that does not generate design
recommendations such as beam location and size or weld locations. It utilizes
this information as an input to generate the model. While the short cycle time
associated with this tool enables multiple "what-if analyses, it is advantageous to
start with a design concept that is known to be structurally sound, and weight and
cost efficient. That is, reverse the build-test sequence described in Figure 3-9 to
a test-build sequence.
The structural performance of a hood subsystem is almost completely driven by
the location of the structural beams on the inner panel. Current applications of
topology optimization utilize an initial design (CAD model) to develop the
structural model. While this presents the same difficulties (the CAD model is still
required before analysis can be conducted), there is another way to utilize
topology optimization. Recall that this method optimizes the structural
components in a system. If no structure is present, topology optimization
indicates where it is needed. This implies that the hood can be analyzed without
any structure and the results will provide the optimal location for structural
beams. In our case, providing the analyst with the hood outer panel surface
(from task 17) and a proposed attachment scheme (from task 10), allows the
topology optimization analysis. By assessing the performance of a non-existent
the structure, the output indicates where and how much structure is required.
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Moreover, it generates only structure that is required, ensuring an optimal design.
This data can be used to develop a conceptual design strategy including material
selection and inner panel geometry that can be used to generate the preliminary
CAD model.
These technologies can be used together support the high-level objective of
tasks 2, 7, 10, and 11 mentioned earlier: Select a design concept and material
that provides optimal functional performance. Reversing the sequence of events
and utilizing the hood generator model to validate the design, ensures that the
preliminary CAD model will pass the structural tests and be optimized for weight
and cost. Moreover, this will reduce the time required to develop the preliminary
CAD model because the desired design concept is known. This task is reduced
to a modeling exercise, rather than a designing and modeling exercise.
Mapping the New Technologies to the Baseline Process
Figure 3-10 describes how the original tasks map to those associated with the
new process.8 From this mapping, we see that task 7 is decomposed into two
tasks. Task 9 is conducted by using the hood generator. Task 8 is the activity
of developing the design intent CAD model (it is no longer the preliminary CAD
model because it is requirements driven). Task 24 is redefined to include two
additional tasks: Develop structural requirements (through topology optimization)
and develop conceptual design strategy (with the output of the topology
8 Because of limitations in the simulation software, it is necessary to renumber tasks in the new
process. Therefore, the reader should use the task names as identifiers rather than task
identification numbers.
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optimization. Task 24 maps almost directly to task 10. However, we have
replaced the term evaluate with verify, since this analysis is a verification rather
than an evaluation.
9: Develop structural CAD
7: Develop initial design mdl
cocp7 (r7 7 A mdl 11: Develop preliminary
design intent CAD model
7: Generate structural
requirements (analytically)
24: Evaluate functional 8: Develop conceptual
performance (analytically) design strategy
1 0: Ver ify functional
performance (analytically)
Figure 3 - 10: The mapping of tasks from the baseline process to the new process.
The new tasks are inserted into loop 1 of the RB-S/P process and all
interdependencies are verified. The variability of task 7 in the baseline process
was reduced from 3 to 2 to reflect that is built on pre-verified information. It is not
reduced to 1 because the CAD model could be revised for reasons other than
structural performance, such as accommodating a new module in the engine
compartment. The duration of this task is reduced from 40 to 30 days to reflect
the expected gain in efficiency since only modeling is required. The duration of
the new task 24 (developing the structural CAD model) is 1 day, which is
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conservative since the hood generator tool is capable of multiple models per day.
Task 8 in the new process (developing the conceptual design strategy) requires 2
days. Task 7 in the new process (generating structural requirements) involves
15 days, which is consistent with the initial duration of evaluating functional
performance; task 24 in the baseline process. The variability of task 24 is
reduced from 2 to 1 to reflect that this analysis is less variable because the same
analyst who verifies concept performance also develops the requirements used
to build the design concept.
Figure 3-11 describes the sequence of the new tasks and highlights the
significant effect that these changes have on process duration. While the
combined initial duration of 53 days is similar to that of the baseline process
shown in Figure 3-9, the significant difference between them is the reduction in
rework duration. The new process can be iterated in only 8 days, whereas the
baseline process requires 27.5 days. Because the variabilities of tasks 10 and
11 in the new process are lower than their predecessors' in the baseline process
(tasks 24 and 7, respectively), these tasks are less likely to incur rework. Thus,
the probability and impact of rework are reduced.
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Figure 3 - 11: The new sequence of tasks associated developing a verified design concept.
-4
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The REV1 -S/P Process
After inserting the new tasks into the RB-S/P process, this matrix is resorted and
re-partitioned to produce the restructured (REV1-S/P) process in Figure 3-12.
From this figure, we see that by resolving the dependencies on task 24 of the
RB-S/P process (evaluating functional performance) loop 1 is decoupled from
much of the process. This results in a process with three separated clusters of
iterative loops. As stated previously, decoupling loops prevents the chance of
rework from activities within a downstream loop. However, it is worth noting that
these tasks in each of the loops cannot be done in parallel. For example, the
strong dependencies that remain below loop 1 and to the left of the second
cluster of loops indicate that this cluster of loops requires information from loop 1.
This is the case throughout the process. While we have resolved much of the
feedback, strong feed-forward dependencies remain. This indicates that each
loop must be processed sequentially.
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Simulating the REV1-S/P Process
Like previous process simulations, the REV1-S/P process is simulated using
maximum rework probability of 52%. We again estimate rework cost and rework
duration associated with CAD model development and stamping tooling
development.
Simulation Results
Figure 3-13 illustrates the distribution of process durations resulting from
simulating the REV1-S/P process. In this process Vtd = 772 days, and Gd= 43
days. In comparison to the RB-S/P process, the reduction in mean duration is
157 days and the process is more reliable because the standard deviation is
reduced by 104 days.
The Distribution of Cycle Times for the REV1 -S/P Process
at 52% Maximum Rework Probability
45
40
35
30
25
E20
u- 15
10
5
0 [,
716 755 794 833 872 911 950 990 1029 1068 1107 1146 1185 1224
Cycle Time (days)
Figure 3 - 13: The distribution of cycle times resulting from simulating the REV1 -S/P
process.
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Tracking Task Rework in the REVI-SIP Process
As shown in Table 3-6, the rework associated with the REV1-S/P process is
much lower than in the baseline case. When removing feedback from task 11 in
this process (developing the design intent CAD model), the reduction in cycle
time is 10 days. Since the estimated time to rework task 11 is 15 days, this task
was reworked 0.7 times. This translates into approximately $2,500 in rework
cost, which is an order of magnitude less than the baseline process. This stands
to reason since loop 1, where this task is conducted, underwent significant
restructuring that reduced the opportunity for feedback and rework. Removing
feedback from task 29 in the new process (stamping tooling development)
reduces the mean cycle time by 45 days. This translates into 1.1 iterations and a
total of $11,000 in rework costs, which is half of the result from the RB-S/P
process. This is likely due to the decoupling between loop 1 and the phase of
the process where the tooling is developed. Another explanation for the reduced
amount of rework is that the REV1 -S/P process is more reliable. This point is
elaborated in the next section.
Estimated Total Estimated Total
Task Iterations Reworking Time Reworking Cost
11 0.7 10 days $2,500
29 1.1 45 days $11,000
Table 3-6: Estimates of the number of iterations and impacts associated with revising the
preliminary CAD model (task 11) and stamping tooling (task 29).
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The Sensitivity of Process Duration and Maximum Rework Probability
As illustrated in Figure 3-14, the duration of the REV1-S/P process is much less
sensitive to varying maximum rework probabilities than the RB-S/P process. The
relationship between process duration and rework probability is significant to
process performance because in practice, it is difficult to control the probability of
rework. Figure 3-14 demonstrates that the REV1-S/P process is more robust to
varying rework probabilities than the baseline processes are. The error bars in
Figure 3-14 illustrate one standard deviation of the process. Moreover, the
standard deviation associated with a process indicates its level of reliability. That
is, the tighter standard deviation of the REV1-S/P process indicates that it will
provide shorter process durations more reliably than the RB-S/P process.
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Mean Process Duration vs.
Maximum Probability of Rework
-- RB Process
-A- REV1-S/P
Maximum Rework Probability
Figure 3 - 14
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Summary of Results and Process Recommendation
The combined results from the simulations of the RB, RB-S/P, and REVI -S/P
processes are provided in Table 3-7. The REV1 -S/P is clearly the top performer
in terms of cycle time, development costs, and reliability. While these measures
do not imply an increase or decrease in flexibility, the REV1-S/P process does
not sacrifice any of the flexibility from the baseline case. Iterative cycles that
add increase performance along the enterprise goals were left intact. For
example, iterative loops that allow changing styling inputs remain. The iteration
that was removed from the process was non-value added. The restructuring of
loop 1 accomplishes the same objectives as the previous tasks and process
structure. Therefore, the recommended process is the REV1-S/P process.
RB RB-S/P REV1 -S/P
Mean Cycle Time 929 days 931 days 772 days
Cycle Time Standard Deviation 148 days 147 days 43 days
Task Rework Times' 175 days 174 days 55 days
Task Rework Costs $44,500 $44,500 $13,500
Table 3-7: Combined simulation results for the three processes modeled in this analysis.
Perhaps the most useful conclusion from this analysis is that the goal of
restructuring an iterative process is not to break all iterative loops. Flexibility
through iteration can be more valuable than reliability through sequential task
sequencing. The point is that each phase of the process must be analyzed
9 Combined rework time and cost includes the combined impact from reworking both the
preliminary CAD model and stamping tooling.
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individually to determine the most sensible strategy. Automotive development
has evolved for many years, so iteration typically exists for a reason. Thus, a
high-level objective should be established for each phase before it is
restructured. This objective should be maintained in the restructured process.
This is particularly true when redefining the tasks themselves.
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Process Flexibility: An Example in Hood Subsystem Development
Loop 1.1 in the RB-S/P process involves the tasks associated with concept
development and preliminary verification phases of the process. In these
phases, the hood CAD model is developed, based on partial and preliminary
surface data and the system and its components are "roughed-in", meaning that
all components begin to take form. Because the hood is a class 1-A subsystem,
its development is highly dependent on exterior surface data, which is dependent
on vehicle styling. However, the styling of the vehicle is still evolving during this
phase, which results in high variability of input information. Although we might
suggest that the styling of the vehicle should be completed prior to hood
development to increase reliability, this would not allow flexibility to meet
changing consumer needs. Simply stated, flexibility is more important than
reliability in styling. While we strive to improve reliability, few would argue that
speed to market impacts purchase decisions more than styling does.
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Chapter 4
Introduction
This chapter provides a brief retrospective assessment of the modeling approach
and tools used in this analysis. It details the experiences gained from the
analysis of hood development and offers suggestions for expanding and
modifying the simulation tools.
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The Modeling ADroach
Data Acquisition and Verification
Verify all data, and then do it again. The author based initial cost and timing
estimates on over 10 years of experience in automotive body development.
However, some of the estimates in this analysis were revised because they did
not agree with historical data. Others revisions were based on a series of expert
estimates. However, bear in mind that a small sample size (two or three people)
will not guarantee reasonable estimates. In this analysis, some expert opinions
varied greatly, so it was necessary to use averages from as many people as
possible. The author believes that the discrepancy in expert opinions results
from process unreliability. While one hood engineer my have experienced very
little rework, another may have experienced an above average amount. (Recall
the error bars for the RB-S/P process durations in Figure 3-14.)
Task Sensitivities and Reduced Matrices
The two-dimensional task volatility index accurately described the level of task
interdependencies in most cases. However, when reducing the matrix (removing
weak dependencies), some dependencies that are critical to the process were
removed. This happened when dependent task had a task sensitivity of 2 and
the input task had an information variability of 1, producing a TV equal to 2.
Moreover, It is possible for an essential dependency to have TV of 1. That is,
neither TS nor IV imply whether or not the data is needed. The lesson learned
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here is that it may be necessary to have a third dimension that indicates
information criticality. This dimension could be binary and used to ensure that
critical relationships are maintained in the matrix.
Simulation Tools
Tracking Individual Tasks
The simulation algorithm allows the user to track data from a single run for each
task. However, this was difficult to do because it requires more than 128 MB of
RAM when the matrix contains 30 or more tasks. Since each hood process
model involved over 40 tasks, this made tracking each task infeasible.
Another issue with tracking individual tasks is that the single run data does not
include rework. That is, it provides a random sampling for duration, but not a
cumulative duration that includes rework. While this data is available by
manually counting the number of times a task appeared on the Gantt chart, the
memory issue (above) prevents it.
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Task Rework
The cost of reworking certain tasks is relative to when the change occurs in the
process. Recall the rework estimates for task 26 (develop stamping tooling) in
the RB-S/P process. We estimated a total rework cost of $22,000. We justified
this estimate as a mid-process average. However, we do not know when these
iterations occurred in the process. The range of total rework costs could be from
$0 to over $100, 000. A low rework estimate ($10,000/iteration) was based on
the author's understanding of when tooling modifications typically occur in the
process. It would be useful to be able to provide a cost distribution that is
process-phase dependent. Most rework costs in product development rise
exponentially, so this type of distribution would provide the most accurate
depiction of cost data.
As with rework cost, some rework durations are time dependent. Thus, a
suggestion is to allow the user to identify whether a task's duration or cost
distribution is constant or exponential.
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