q-deformed lattice gauge theory and 3-manifold invariants by Boulatov, D. V.
ar
X
iv
:h
ep
-th
/9
21
00
32
v1
  7
 O
ct
 1
99
2
NBI-HE-92-66
October, 1992
q-deformed lattice gauge theory
and 3-manifold invariants
D.V. Boulatov
The Niels Bohr Institute
University of Copenhagen
Blegdamsvej 17, DK-2100 Copenhagen Ø
Denmark
Abstract
The notion of q-deformed lattice gauge theory is introduced. If the defor-
mation parameter is a root of unity, the weak coupling limit of a 3-d partition
function gives a topological invariant for a corresponding 3-manifold. It enables
us to define the generalized Turaev-Viro invariant for cell complexes. It is shown
that this invariant is determined by an action of a fundamental group on a uni-
versal covering of a complex. A connection with invariants of framed links in a
manifold is also explored. A model giving a generating function of all simplicial
complexes weighted with the invariant is investigated.
Introduction
The last few years some complex of ideas and methods has been formed link-
ing together 3-dimensional topology, topological quantum field theories and 3-d
quantum gravity. The key-stone here is quantum groups, which have provided
us with a number of formulas miraculously appearing in different at first sight
contexts. Developed as the mathematization of algebraic structures appearing in
exactly soluble 2-dimensional models, [1] quantum groups are now considered as
one of fundamental concepts in modern mathematical physics. Inherited many
properties of “classical” group theory, they non-trivially generalize the notion of
symmetry. Their application has led to recent progress in knot theory and al-
lowed for the construction of various 3-manifold invariants. After the pioneering
works of Jones [2] and Witten [3], Reshetikhin and Turaev [4] developed the rigor-
ous procedure based on the surgery representation of 3-manifolds, which enabled
them to express the Chern-Simons partition function through some link invari-
ant. Then, using quantum 6-j symbols, Turaev and Viro constructed an invariant
of triangulated manifolds equal to the Chern-Simons partition function modulo
squared [5]. As was shown in ref. [6], it also coincides with the Kauffman’s
q-spin network invariant [7]. The most general framework for the Turaev-Viro
construction was given in ref. [8].
Apart from this activity, the point of view exists that quantum groups un-
derstood as automorphisms of quantum spaces [9] can provide us with a non-
conradictory picture of the real world including quantum gravity [10]. Now,
what may be called q-deformed physics1 is in a state of development.
This article is devoted to the q-deformation of lattice gauge theory so that, in
the limit q → 1, the usual “classical” gauge symmetry is restored. We are using
the approach dual to the one based on quantized universal envelopping algebras.
We consider gauge variables taking values in a quantum gauge group, i.e., they
are matrices with non-commuting elements. The function algebra on a quantum
group is a well defined object [11] and, for compact groups, there exists the analog
of the Peter-Weyl theorem [12]. Actually, we have all mathematical tools at our
disposal.
It appears that q-deformed gauge theory gives a natural framework for the
investigation of the Turaev-Viro invariant, which is simply connected with the
weak coupling limit of a lattice partition function, when the deformation parame-
1We should adopt the term q-deformed here as quantum physics has already existed. Also,
we say about q-deformed gauge theory because the word “quantum” would be misleading in
this context.
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ter is a root of unity: q = ei
2pi
n . Therefore, our model can be regarded as a lattice
regularization of 3-dimensional Chern-Simons theory. More precisely, it contains
both holomorphic and anti-holomorphic Chern-Simons sectors. The obvious par-
allel with the relation between conformal field theories and 2-dimensional lattice
models becomes more clear if we consider a manifold with a connected bound-
ary. Then, having fixed all variables on the boundary and integrated inside, we
obtain a lattice regularization of the full WZNW model, both holomorphic and
anti-holomorphic sectors included. Appearing topological lattice gauge theory is
complementary to ones considered in ref. [13].
Another exciting application came from the Witten’s result on the equivalence
between Chern-Simons theory and 3-d quantum gravity [14]. Later a number of
papers appeared advocating a connection of the Turaev-Viro partition function
and its “classical” Ponzano-Regge [15] counterpart with 3-d euclidean gravity
[16]. However, it is not all that should be done. We have also to sum over base
manifolds including different topologies. This can, in principle, be performed
within the simplicial approach to gravity [17, 18]. A using of triangulations
assumes a piece-wise linear appriximation. Fortunately, in 3-dimensions (as well
as in two and in contrast to higher dimensional cases) the notions of piece-wise
linear and smooth manifolds essentially coincide [19]. We have a strong reason
to be sure that, in the simplicial approximation, the entropy of 3-manifolds can
be correctly estimated. Although there is no analytical progress in this direction,
numerical simulations [17] gave a lot of interesting results. It was shown, for
example, that the number of complexes of the spherical topology is exponentially
bounded as a function of a volume, (viz., the number of tetrahedra).
This paper has been written at the physical level of rigor. We always try to
establish a connection with knot theory and use pictures instead of formulas. It
makes most explanations more transparent without loss of accuracy.
The paper is organized as follows. In Section 2 we define the q-deformed lat-
tice gauge model and develop an appropriate graphical technique to work with
it. Almost all “classical” formulas hold true, but one have to be careful about an
order of variables, framings of loops, etc. In this section, we also establish corre-
spondence with knot theory by representing our partition function through the
Jones polynomial of a certain link. In Section 3 we define the Turaev-Viro invari-
ant for cell complexes and show how it can be interpreted. General consideration
is illustrated by a simple example of lenses. In Section 4 we define a model which
partition function gives a generating function of all possible simplicial complexes
weighted with the Turaev-Viro invariant. In Appendix, the 2-dimensional version
of our model is considered.
2
q-deformed lattice gauge theory.
Since the Wilson’s famous paper [20] lattice gauge theory has continuously
been drawing attention. This section is devoted to the generalization of the
Wilson’s construction consisting in the q-deformation of a gauge group G. The
mathematical framework for this procedure is provided by the Woronowicz ap-
proach to quantum groups [12].
As usual, given a d-dimensional lattice, a gauge variable ub ∈ G is attached
to each its 1-dimensional bond b, and the weight
wβ(xf ) =
∑
R
dRχR(xf)e
−βCR (2.1)
to each 2-dimensional face f . By a lattice we mean a cell decomposition of a
d-dimensional manifold (a polyhedron) such that any cell can enter in a boundary
of another one only once, and every two cells can border upon each other along
only one less dimensional cell. Simplicial complexes and their duals obey this
restriction by definition. In eq. (2.1),
∑
R is the sum over all irreps of the gauge
group G; χR(xf ) is a character of an irrep R (xf ∈ G); dR = χR(I) is the
quantum dimension; CR is a second Casimir and β is a parameter. In this paper
we consider only compact groups and unitary finite dimensional representations.
Therefore, R is always a discret index. We have chosen wβ(xf ) in such a form
that it becomes the group δ-function when β → 0:
w0(xf) = δ(xf , I) (2.2)
Arguments of the weights (2.1) are the ordered products of the gauge variables
along 1-d boundaries ∂f of corresponding faces f :
xf =
∏
k∈∂f
uk (2.3)
The partition function is defined by the integral
Zβ =
∫
G
∏
b
dub
∏
f
wβ(
∏
k∈∂f
uk) (2.4)
where dub is the Haar measure for the group G.
In the definition (2.4), two multiplications were used. The first one is the
usual matrix product in eq.(2.3). The second is the tensor product. For classical
groups the latter is commutative and the order of factors under the integral in
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eq. (2.4) is not important. The quantization (q-deformation) makes the tensor
product non-commutative and gauge variables corresponding to the same bond
have to be, in principle, somehow ordered. It can be naturally interpreted as an
ordering of faces incident to this bond. Depending on the dimensionality of a
lattice three cases occure:
1) d = 2. Every bond is a common boundary of exactly two faces, which relative
order should be unimportant.
2) If d = 3, the natural cyclic order of faces incident to a bond is always defined.
By the Poincare´ duality, every bond corresponds to a dual face and vice versa.
The above order is just the one of dual bonds around the boundary of a corre-
sponding dual face.
3) If d ≥ 4, there is no natural order of faces around a bond, which forces the
tensor product to be commutative.
Now, let us precise the above qualitative consideration. A character χR(xf )
is the trace of a matrix element, DR(x), of an irrep R. Hence,
χR(
∏
j∈∂f
uj) = trR
∏
j∈∂f
DR(uj) (2.5)
The product on the r.h.s of eq. (2.5) is taken with respect to indices in a space,
VR, of an irrep R. As all gauge variables in eq. (2.5) are different, the relative
order of matrix elements in this case is not important. Substituting eq. (2.5) in
eq. (2.1) and then in (2.4) we get the partition function in the form
Zβ =
∫
G
∏
b
dub
∑
{R}
∏
f
dRf e
−βCRf trRf
[ ∏
k∈∂f
DRf (
ℓkf
uk)
]
(2.6)
where integers ℓkf above variables show their relative order with respect to the
tensor product. In what follows, matrix elements, DRab(u), a, b ∈ VR, will be ba-
sic objects. We need to calculate integrals of their products. Using the Clebsch-
Gordan coefficients, 〈aRbS|cT 〉, (which are elements of a unitary matrix perform-
ing the decomposition of the tensor product VR⊗VS in irreps) we can decompose
the product of two matrix elements as follows
DRaa′(x)D
S
bb′(x) =
∑
T ; c,c′∈VT
〈aRbS|cT 〉〈a′Rb′S|c′T 〉DTcc′(x) (2.7)
Applying eq. (2.7) successively we can, in principle, reduce an arbitrary group
integral to the trivial one ∫
G
du DR(x) = δR,0 (2.8)
(i.e., the integral (2.8) equals 1 for the trivial representation, D0(x) ≡ 1, and 0,
otherwise). Eqs. (2.7) and (2.8) can be regarded as a formal definition of the
integral over a quantum group. An answer is always a combination of Clebsch-
Gordan coefficients.
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In order to make our formulas more transparent, let us adopt the graphical
representation based on the Reshetikhin’s 3-valent colored graphs [21, 22]. In
what follows, small letters will stay for indices in spaces of representations, the
bar being the conjugation. Capitals will numerate irreps.
We use the following diagammatic elements:
The δ-function in a representation space, a, a′ ∈ VR,
δaa′ =
a′
|
↑
a
(2.9)
The Clebsch-Gordan coefficients,
〈aR bS|cT 〉 =
cT
|
aR bS
〈aR bS|cT 〉 =
aR bS
|
cT
(2.10)
The conjugation in a representation space,
〈aR aR|0〉
√
dR =
aR aR
〈aR aR|0〉
√
dR =
aR aR
(2.11)
The matrix element
DRab(u) =
bR
↑
u
↑
aR
(2.12)
having the following properties
bR aR
↑ ↓
x+ = x
↑ ↓
aR bR
|
| x
xy = |
| y
|
u u = I = ↑ (2.13)
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The character
χR(u) =
∑
a∈VR
u (2.14)
The quantum dimension of VR
dR = χR(I) =
∑
a∈VR
(2.15)
Matrix elements are ordered from the left to the right
∫
du DR1a1a′1
(u) . . .DRnana′n(u) =
∫
du
a′
1
R1 a′2R2 a
′
nRn
| | |
u u · · · · · · u
| | |
a1R1 a2R2 anRn
(2.16)
Now, let us give several simple examples. Eq. (2.7) looks like
u u =
∑
T ; c,c′∈VT
u (2.17)
The orthogonality of matrix elements takes the following graphical form
∫
du DRaa′(u)D
S
bb′(u) =
δR,S
dR
(2.18)
The δ-function acts as
∫
dx δ(u, x)f(x) =
∫
dx
∑
R
dR u x
∑
S
x fSab =
∑
S
u fSab = f(u) (2.19)
6
From the equality
u u =
∑
T ; c,c′∈VT
u =
∑
T ; c,c′∈VT
u = u u (2.20)
it follows that we can permute matrix elements freely as far as corresponding
links remain equivalent. Eq. (2.20) allows us to give another more geometrical
presentation of our model in the d = 3 case. Characters, which are traces of
products of matrix elements, can be imagined as loops going around dual bonds.
They intersect dual faces at points (associated with matrix elements), which can
walk freely on these faces. For lattices an appearing link is always trivial and
a relative order of matrix elements is unimportant! However, it will not be the
case for general cell complexes considered in the next section. So, we have even
too much symmetry, as a priori we needed only the cyclic one. If d ≥ 4, we
return essentially to ordinary gauge theory, since there such loops are forced to
be mutually penetrable. However, we can get non-trivial generalizations also in
this case using triangular Hopf algebras. In what follows, we shall limit ourselves
to the most interesting d = 3 case.
If in eq. (2.1) β > 0, the partition function (2.4) is well defined for any finite
cell decomposition of a closed oriented1 3-manifold. However, the weak coupling
limit, β = 0, is non-singular, only if the deformation parameter is a root of unity,
qn = 1. In this case, gauge field is just a pure gauge. We have no dynamical
degrees of freedom and the partition function can depend only on a topology of
a lattice.
For classical gauge groups the self-consistency of the model follows from the
Peter-Weyl theorem stating that the algebra of regular functions on a compact
group is isomorphic to the algebra of matrix elements of finite dimensional rep-
resentations. The quantum version of this theorem was proved in refs. [12] for
|q| < 1. In this case there is the one-to-one correspondence between representa-
tions of SUq(N) and SU(N), and the notion of the matrix elements is naturally
generalized. The condition q = e2πi/n changes the situation and the analysis of
refs. [12] is not valid anymore. For concreteness, let us consider the simplest
SU(2) case. The theory of representations of the quantized universal enveloping
algebra2 Uq(SL(2)), when qn = 1, was given in refs. [24, 25]. For the sake of
1 For non-oriented complexes we would have to use orthogonal groups
2 Which is dual to SUq(2) [23].
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comleteness, let us repeat main facts, which we shall use, as they were formulated
in ref. [25].
All highest weight irreps ρj of Uq(SL(2)), when qn = 1, fall into two classes:
a) dimension of ρj, dim(ρj) < M , where M =
{
n/2 n even
n n odd
These irreps are numbered by two integers d and z, 〈d, z〉, where d = dim(ρj),
and the highest weights are
j =
1
2
(d− 1) + n
4
z (2.21)
b) dim(ρj) = M . In this case irreps I
1
z are labeled by a complex number z ∈
C\{Z + 2
n
r | 1 ≤ r ≤M − 1} and have the highest weights
j =
1
2
(M − 1) + n
4
z (2.22)
There are also indecomposable representations which are not irreducible but
nevertheless cannot be expanded in a direct sum of invariant subspaces. They
are labeled by an integer 2 ≤ p ≤ M and the complex number z: Ipz . Their
dimension dim(Ipz ) = 2M .
In ref. [25] the following important for us facts were established:
1) If n ≥ 4, irreps 〈d, 0〉 are unitary only for even n.
2) Representations of the type Ipz , 1 ≤ p ≤M form a two sided ideal in the ring
of representations (i.e., if at least one of them appears in a tensor product, then
all representations in the decomposition will be of this type). Their quantum
dimension vanishes: dimq(I
p
z ) =
{
[M ] , p = 1
[2M ] , p ≥ 2
}
= 0, where [x] = q
x−q−x
q−q−1
.
3) For the tensor product of two irreps the following formula takes place:
〈i, z〉 ⊗ 〈j, w〉 =
(min(i+j−1,2M−i−j−1)⊕
k=|i−j|+1;+3;+5,...
〈k, z + w〉
)
⊕
( i+j−M⊕
ℓ=r,r+2,r+4,...
Iℓz+w
)
(2.23)
where r =
{
1 i+ j −M odd
2 otherwise
Eq. (2.23) means that the class of representations 〈d, z〉 and Ipz with z = 0
forms a ring with respect to the tensor product and all other representations
form an ideal. Because of eq. (2.8), all sums over irreps in the definition of the
partition function (2.6) are actually truncated to irreps from the ring. On the
other hand, Ip0 representations does not contribute to Zβ, because their quantum
dimensions vanish. So, without loss of self-consistency, we can use in eq. (2.1)
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the space of functions spanned only by irreps 〈d, 0〉, 1 ≤ d ≤ n/2 − 1, for even
n ≥ 4. Their highest weights are in the one-to-one correspondence with ones for
|q| < 1. Their matrix elements have non-singular limit as q → e2πi/n and the
model reminds in some respects lattice gauge theory with a finite gauge group.
Of course, the limit q → e2πi/n has to be taken before β → 0. From now on, we
shall consider only this case.
In order to establish a connection with the Turaev-Viro invariant, let us con-
sider lattices dual to simplicial compexes. Their 1-skeletons are 4-valent graphs
and exactly 3 faces are incident to each bond. Hence, we have the integral of 3
matrix elements attached to every triangle in a simplicial complex:
∫
du DR1a1b1(u)D
R2
a2b2
(u)DR3a3b3(u) ≡
1
dR3
(2.24)
The right hand side of eq. (2.24) is the product of two 3-j symbols. Summing
over lower indices we get a Racah-Wigner 6-j symbol
{
R1 R2 R3
R4 R5 R6
}
≡ 1
dR5
√
dR3dR6
(2.25)
inside each tetrahedron of a simplicial complex. Representation indices, Rf , are
attached to its 1-simplexes, f , (i.e. faces of an original lattice). The partition
function Zβ→0 can be written then in the Turaev-Viro form
Z0 =
∑
{R}
∏
f
dRf
∏
t
{
Rt1 Rt2 Rt3
Rt4 Rt5 Rt6
}
(2.26)
where the indices t1, . . . , t6 stay for six edges of a t’th tetrahedron.
The interpretation of the Turaev-Viro invariant as the weak coupling limit
of lattice q-gauge theory makes many proofs more transparent. Actually, all
standard technique is applicable through eqs. (2.8) - (2.20) and the invariance
of the Haar measure. However, there is another useful formulation of the model
which enables us to establish a connection with knot theory directly.
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An expert should notice that eq. (2.20) is of one of the forms of the so-called
Rtt = ttR equation in the theory of integrable models. Then, we can try to
substitute the R-matrix
R = (2.27)
for matrix elements in eqs. (2.8) - (2.20). Eq. (2.20) becomes the Yang-Baxter
equation written in the form
= (2.28)
The intergral (2.16) is substituted by the following tangle (in the terminology of
ref. [4])
1
|G|
∑
S
dS
a′
1
R1 a′2R2 a
′
nRn
| | |
· · ·
| | |
a1R1 a2R2 anRn
(2.29)
where
∑
S is the sum over all irreps S attached to the loop pinching the bunch of
vertical lines; dS are their quantum dimensions and
|G| = δ(I, I) =∑
S
(dS)
2 (2.30)
is the quantum rank of a gauge group. In the SUq(2), q = e
i 2pi
n case, we find
|SUq(2)| = n
2 sin2(π
n
)
(2.31)
The analog of eq. (2.7) takes the form
=
∑
T
=
∑
T
(2.32)
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where the unitarity of 3-j symbols was used. Using eq. (2.32) subsequently we
can reduce an arbitrary tangle (2.29) to the simplest one (the analog of the basic
integral (2.8))
1
|G|
∑
S
dS = δR,0 (2.33)
Eq. (2.33) can be checked directly or extracted from formulas of ref. [4]. In
what follows, we shall need also the analog of the Haar measure invariance∫
du f(ux, x) =
∫
du f(u, x) (2.34)
which can be represented graphically as follows
1
|G|
∑
S
dS =
1
|G|
∑
S
dS =
=
1
|G|
∑
S
dS (2.35)
We are now in position to formulate the partition function Z0 as a link in-
variant. To every cell decomposition of a 3-manifold, we put into correspondence
a link L constructed of α1 + α2 unknotted loops with zero framings (αi is the
number of i-dimensional cells in the cell complex). α2 loops go along boundaries
of 2-cells; α1 loops go around 1-cells pinching loops attached to incident faces.
Every loop carries a representation of a gauge group. Having calculated the Jones
polynomial J
T1...Tα2
S1...Sα1
(L) for the link L, we get the partition function Z0 summing
over all representations:
Z0 =
∑
{T}
∑
{S}
α2∏
f=1
dTf
α1∏
b=1
dSb
|G| J
T1...Tα2
S1...Sα1
(L) (2.36)
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The reader should have noticed the analogy with the Reshetikhin-Turaev con-
struction of the Witten’s Chern-Simons invariant [4]. However, in our case, the
link L is not connected directly with a Dehn surgery of a manifold.
To conclude this section, let us note that the partition function Z0 in the form
(2.36) is manifestly self-dual with respect to the Poincare´ duality of complexes.
Invariants of cell complexes
In the previous section we have defined the weak coupling partition function
Z0 of 3-d q-gauge theory as the integral
Z0(C) =
∫
G
α1∏
i=1
dui
α2∏
j=1
δ(
∏
σ1
k
∈∂σ2
j
ℓjk
uk, I) (3.1)
where C is a cell decomposition of a closed oriented 3-manifold M3 consisting of
αk k-dimensional cells:
C =
α0⋃
n=1
σ0n
α1⋃
i=1
σ1i
α2⋃
j=1
σ2j
α3⋃
m=1
σ3m (3.2)
Let us remind that for 3-manifolds the Euler character χ = α0−α1+α2−α3 = 0.
To each 1-cell σ1i , we put into correspondence a gauge variable ui ∈ G, and to
each 2-cell σ2j , a δ-function. The argument of the δ-function repeats a form of the
boundary of the 2-cell, ∂σ2j , written down multiplicatively. Integers ℓjk show the
relative order of variables attached to the same 1-cell, σ1k. This order is defined
by 2-cells in the co-boundary, δσ1k, of the 1-cell (which can be interpreted as the
boundary of a dual 2-cell, σ˜2k, in the dual complex, C˜).
It is known that any 3-dimensional oriented manifold can be represented by
a cell complex having only one 0-cell, σ0, one 3-cell, σ3 and the equal number,
ν, of 1-cells, σ1i , i = 1, . . . , ν, and 2-cells, σ
2
j , j = 1, . . . , ν. An arbitrary cell
decomposition of the manifold can be transformed into this canonocal form by
a sequence of topology preserving deformations (moves). The simplest sufficient
set of such moves consists of:
(1) The shrinking of a 1-cell, σ1i , with the identification of 0-cells at its ends:
σ1i
⋃
σ0
k
∈∂σ1
i
σ0k → σ0∗ (3.3)
This move corresponds to the shift of variables under the integral (3.1) eliminating
a variable v attached to σ1i :
12
∫ n∏
i=1
dui
∫
dv f(u1v, . . . , unv) =
∫ n∏
i=1
dui f(u1, . . . , un) (3.4)
where f is an arbitrary, in general, function having no additional dependence on
u1, . . . , un. In the quantum case, the shift (3.4) is possible always, when it takes
place under the classical integral. Indeed, it is just a combination of eqs. (2.13)
and (2.20) not changing a link. See an example in Fig. 1.
(2) The shrinking of a 2-cell, σ2j , disjoining two 3-cells which have bordered upon
each other along the 2-cell.
σ2j
⋃
σ1
k
∈∂σ2
j
σ1k
⋃
σ0
i
∈∂σ1
k
σ0i → σ0∗ (3.5)
For the integral (3.1), it implies the using of the following δ-function property:
∫ n∏
i=1
dui f(u1, u2, . . . , un) δ(u1u2 . . . un, I) =
∫ n∏
i=1
dvi f(v
−1
n v1, v
−1
1 v2, . . . , v
−1
n−1vn)
(3.6)
and a subsequent absorption of the v-variables as in eq. (3.4). All variables in
the argument of the δ-function are assumed to be different. Eq. (3.6) has the
following simple interpretation (see Fig. 2). The u-variables correspond to 1-cells
forming the boundary of the 2-cell, the δ-function is associated with. They de-
fine a sequence of 0-cells at their ends. Let us put a new 0-cell inside the 2-cell
and connect it with other 0-cells by 1-cells σ1v1 , σ
1
v2 , . . . , σ
1
vn . Then we can easily
express u cells through v ones: σ1uk = −σ1vk−1 + σ1vk .
(3) Using moves (1) and (2) we can get a 2-cell, σ2j , without a 1-dimensional
boundary. It is exactly a case of the sum of complexes: C = C1#C2, if the 2-cell
divides two 3-balls glued by their spherical boundaries, S2 ∼= σ0∪σ2j . If the 2-cell
σ2j disjoins two 3-cells σ
3
1 ∈ C1 and σ32 ∈ C2, we can always unify them
σ31 ∪ σ2j ∪ σ32 ∼= σ3∗ (3.7)
Hence, we get
Z0(C) =
Z0(C1)Z0(C2)
|G| (3.8)
and the quantity
I(C) = Z0(C)/|G|α3−1 (3.9)
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is a topological invariant. With the normalization (3.9)
I(S3) = 1 (3.10)
and
I(C1#C2) = I(C1)I(C2) (3.11)
For lattices considered in the previous section, all links were unframed. How-
ever, on applying the above moves we can obtain non-trivial framings and, in real
calculations, we have to follow them carefully. Practically, it is convenient to use
the ribbon graph representation by Reshetikhin and Turaev [4]. But the manip-
ulations with gauge variables in eqs. (3.4), (3.6) are not sensitive to framings, as
they use only formal properties of matrix elements and the group measure.
If a complex has been transformed into its canonical form:
C = σ0
ν⋃
i=1
σ1i
ν⋃
j=1
σ2j ∪ σ3 (3.12)
we can put into correspondence with each its 1-cell, σ1i , a generator of the fun-
damental group gi ∈ π1(C). Each 2-cell gives a defining relation for π1(C):
Γj =
∏
σ1
k
∈∂σ2
j
gk = I (3.13)
If a gauge group G is a classical finite group, the partition function (3.1) is
well defined (after the substitution of the sum
∑
u∈G for
∫
du). Then the invariant
I(C) can be interpreted as the rank of the homomorphism of the fundamental
group into the gauge one: π1(C)→ G [18]. In other words, I(C) is equal to the
number of representations of π1(C) by elements of G. Hence, it is an integer.
Let us try to find a similar interpretation in the quantum case: G = SUq(N),
qn = 1. To do it, let us consider an action of π1(C) on a universal covering
Cˆ (i.e. π1(Cˆ) = 1). Let π1(C) act freely permuting cells of Cˆ. All 0-cells,
σˆ0i ∈ Cˆ (i = 1, . . . , |π1(C)|), form an orbit with respect to this action and can be
formally obtained acting by elements of the fundamental group, hi ∈ π1(C), on
an arbitrarily chosen cell σˆ01:
σˆ0i = hiσˆ
0
1 (3.14)
It makes the set of 0-cells a π1(C)-module. If gkhi = hj ∈ π1(C), we find
gkσˆ
0
i = σˆ
0
j (3.15)
All 1-cells, σˆ1k,i ∈ Cˆ (k = 1, . . . , ν; i = 1, . . . , |π1(C)|), can be identified with
formal differences (or pairs) of 0-ones using the boundary operator
∂σˆ1k,i = (gk − 1)σˆ0i = (hj − hi)σˆ01 (3.16)
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Eq. (3.16) induces an action of π1(C) on 1-cells of Cˆ.
Owing to the Poincare´ duality, we can put 3-cells, σˆ3i ∈ Cˆ (i = 1, . . . , |π1(C)|),
into correspondence with 0-ones σˆ0i and numerate them formally with the same
π1(C) elements. 2-cells, σˆ
2
k,i ∈ Cˆ (k = 1, . . . , ν; i = 1, . . . , |π1(C)|), can be coded
using the co-boundary operator:
δσˆ2k,i = σˆ
3
j − σˆ3i (3.17)
However, π1(C) itselt can act on 3-cells of Cˆ non-trivially. Of course, after
a projection onto C, this action has to coincide with the one following from
the Poincare´ duality. We shall call “untwisted” manifolds for which these two
actions of π1(C) coincide already on Cˆ. And, it is this “twisting” that is lost in
the invariant constructed with classical groups.
Any element of π1(C) can be written as a combination of generators modulo
defining relations. If hi = gi1gi2 . . . giµi , we write formally
σˆ3i = gi1 ⊗ gi2 ⊗ . . .⊗ giµi σˆ31 (3.18)
Let us denote Gk a representation of a generator gk ∈ π1(C) acting on the basis
(3.18): Gkσˆ
3
i = σˆ
3
j . Then Gk can be realized as a tensor operator with respect to
the matrix multiplication of generators
Gkσˆ
3
i = (gk1 ⊗ gk2 ⊗ . . .⊗ gkµk )⊗ (gi1 ⊗ gi2 ⊗ . . .⊗ giµi )σˆ31 =
= gj1 ⊗ gj2 ⊗ . . .⊗ gjµj σˆ31 = σˆ3j (3.19)
Eqs. (3.18), (3.19) can be given the following rather natural interpretation. The
basis (3.18) is dual to (3.14) and we used the “dual” multiplication to write it
down. We do not pay attention to representation indices of generators; they can
be partially summed over, partially open. In eqs. (3.18), (3.19), every generator
itself can be identified with a 2-cell of Cˆ in virtue of eq. (3.17). On the other
hand, its action on representation indices corresponds to a 1-cell due to eq. (3.16).
As an operator Gk can connect non-incident cells, it should be, in general, a
tensor product of a number of generators. We demand that it acts as a tensor
operator on representation indices (omitted in eq. (3.18)) so that the space
spanned by (3.18) becomes a π1(C)-module. It gives us a number of equalities,
namely a representation of the defining relations (3.13). We do not demand the
π1(C)-module to bear any additional algebraic structures. For example, we do
not need it to be a Hopf algebra or something else.
The invariant (3.9) can be interpreted now as a “quantum rank” of the rep-
resentation of the above defined π1(C)-module by elements of SUq(N), q
n = 1.
Indeed, the only thing we need to match is the defining relations, in other respects
eq. (3.19) is a tensor representation of a free group.
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In order to gain some experience, let us consider in details the simplest exam-
ple of the lens spaces: L3p(k) = S
3/Zp. If S
3 is realized in the 2-d complex space
(z1, z2) by the equation |z1|2+ |z2|2 = 1, L3p(k) is obtained identifying points con-
nected by the Zp shifts: (z1, z2) → (z1ei
2pi
p , z2e
i 2pi
p
k), p and k are mutually prime.
π1(L
3
p(k)) = Zp with one generator g obeying the defining relation g
p = 1. The
cell decomposition of L3p(k) has one cell in each dimension: L
3
p(k)
∼= σ0∪σ1∪σ2∪σ3
with the boundaries and co-boundaries:
∂σ0 = 0 δσ0 = 0
∂σ1 = 0 δσ1 = pσ2
∂σ2 = pσ1 δσ2 = 0
∂σ3 = 0 δσ3 = 0
(3.20)
The universal covering ̂L3p(k) has p cells in each dimension:
̂L3p(k) ∼= p−1⋃
i=0
σ0i
p−1⋃
i=0
σ1i
p−1⋃
i=0
σ2i
p−1⋃
i=0
σ3i (3.21)
g acts on them as
gσˆ0i = σˆ
0
i+1 gσˆ
1
i = σˆ
1
i+1 gσˆ
2
i = σˆ
2
i+k gσˆ
3
i = σˆ
3
i+k (3.22)
where the indices have to be taken mod p.
The corresponding (co) boundaries are
∂σˆ0i = 0 δσˆ
0
i = (g − 1)σˆ1i
∂σˆ1i = (g − 1)σˆ0i δσˆ1i = (1 + gk + g2k + . . .+ gk(p−1))σˆ2i
∂σˆ2i = (1 + g + g
2 + . . .+ gp−1)σˆ1i δσˆ
2
i = (g
k − 1)σˆ3i
∂σˆ3i = (g
k − 1)σˆ2i δσˆ3i = 0
(3.23)
The basis (3.18) in this case is given by
σˆ3i = gα1αk+1 ⊗ gα2αk+2 ⊗ . . .⊗ gαiαk+i︸ ︷︷ ︸
i−times
σˆ30 (3.24)
The generator, G = gα1αk+1 ⊗ . . .⊗ gαkα2k︸ ︷︷ ︸
k−times
, acts on it as follows
Gσˆ3i = gα1αk+1 ⊗ gα2αk+2 ⊗ . . . gαi+kαi+2k σˆ30 = σˆ3(i+k) mod p (3.25)
The defining relation has the form
gα1αk+1 ⊗ gα2αk+2 ⊗ . . .⊗ gαp−k+1α′1 ⊗ . . .⊗ gαpα′k︸ ︷︷ ︸
p−times
= δα1,α′1 . . . δαk ,α′k (3.26)
16
where all numbers are taken mod p and all repeated indices are assumed to be
summed over; non-paired indices are open.
To get the invariant, we have to substitute matrix elements for the generators
on the l.h.s. of eq. (3.26), take the k-fold quantum trace and sum over all irreps
of a gauge group. However, we have to be carefull with framings. To put them
correctly, we can use, for example, the interpretation given in the previous section
to index loops. As they bound 2-cells and our complexes are oriented, we can
use ribbon loops with black and white sides, a black one always turned toward
the inside of a 2-cell, the white one, outward. Actually, it is the most natural
and simple way to fix all framings. From this consideration, one can see that
framings, in general, are connected with torsion elements in a complex.
The untwisted lenses L3p(1) are the most trivial example. Here, G = gα1α2 , and
the defining relation (3.13) is just gp = I. The simplest way to calculate I(L3p(1))
is to reduce it to the Witten’s Chern-Simons invariant ICS(L
3
p(1)) via a surgery
representation [4]. Let us use the representation (2.36). The corresponding link
is shown in Fig. 3. We have one unframed loop (which would be a group integral
in the gauge model). The second loop is twisted p times around the first one and
p framed. Using the Kirby β-move [26], we can disjoin them. This move changes
links not changing a manifold obtained by corresponding surgeries. Let us remind
shortly how it is performed. Given two loops α and β with framings a and b,
respectively, we change α for another loop α′ constructed as follows. Let β1 be
a parallel of β twisted b times around it (as two edges of a ribbon representing
β). Then α′ = α ∪ β1 consists of a loop α cut at some point and connected by
parallel wires to β1. The framing of α
′ is equal to a + b + ℓ(α, β), where ℓ(α, β)
is a linking coefficient of α and β agreed with the framings. β is not changed by
the move.
For L3p(1) we can easily get two disjoint loops with framings p and −p as
shown in Fig. 3 and find
I(L3p(1)) = |ICS(L3p(1))|2 (3.27)
in this case.
The simplest class of twisted lenses is L3p(2), p odd. Here, G = gα1α3 ⊗ gα2α4 ,
with the defining relation
gα1α3 ⊗ gα2α4 ⊗ gα3α5 ⊗ . . .⊗ gαp−1α′1 ⊗ gαpα′2 = δα1α′1δα2α′2 (3.28)
The corresponding link is shown in Fig. 4. One component is unframed, the other
has the framing p. In this case, it is tedious to check the factorisation of links
directly as it was done for L3p(1)’s by applying the Kirby moves.
One can proceed for other lenses by analogy.
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Generating function for simplicial complexes.
Following ref. [18] we can define the zero-dimensional field model generating
all possible simplicial complexes weighted with the partition function (3.1). Let
φ(x, y, z) be a “translational” invariant function on a quantum group G, i.e.
φ(x, y, z) = φ(xu, yu, zu) ∀x, y, z, u ∈ G (4.1)
It can be represented in terms of matrix elements as follows.
φ(x, y, z) =
∑
R1R2R3
{ai,bi}
√
dR1dR2ϕ
R1R2R3
a1a2a3
DR1a1b1(x)D
R2
a2b2
(y)DR3a3b3(z)〈b1R1b2R2|b3R3〉
〈b3R3b3R3|0〉 =
∑
R1R2R3
√
dR1dR2
dR3
x y z (4.2)
Eq. (4.2) is a general Fourier decomposition of a function obeying eq. (4.1). We
used for Fourier coefficients a representation similar to the one for 3-j symbols
ϕR1R2R3a1a2a3 =
1√
dR3
ϕR1R2R3a1a2a3 =
1
dR3
(4.3)
We also demand φ(x, y, z) to be symmetric with respect to even permutations
of arguments
φ(x, y, z) = φ(z, x, y) = φ(y, z, x) (4.4)
The first equality can be represented graphically as follows
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1dR3
x y z =
1
dR3
z x y =
1
dR2
z x y (4.5)
An odd permutation is equivalent to the complex conjugation:
φ(x, y, z) = φ(y, x, z) (4.6)
or, graphically,
1
dR3
x y z =
1
dR3
x+ y+ z+ =
1
dR3
y x z (4.7)
Eqs. (4.4) and (4.6) mean that the Fourier coefficients have all symmetries of 3-j
symbols but their lower indices are unrestricted.
We define the partition function by the integral
P =
∫
Dφe−S (4.8)
where the action is taken in the form
S =
1
2
∫
dxdydz |φ(x, y, z)|2−
− λ
12
∫
dxdydzdudvdw φ(x, y, z)φ(x, u, v)φ(y, v, w)φ(z, w, u) (4.9)
The first term in eq. (4.9) can be interpreted as two glued triangles and the
second, as four triangles forming a tetrahedron. It is not surprising that, after
the Fourier transformation, we get a 6-j symbol attached to it:
S =
∑
R1R2R3
−λ
6
∑
R1...R6
1
d2R1dR2dR3
(4.10)
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The measure can be written in terms of Fourier coefficients
Dφ = ∏
R1R2R3
a1a2a3
dϕR1R2R3a1a2a3 (4.11)
If qn = 1, the product in eq. (4.11) runs over irreps from the ground ring and,
hence, is finite.
Practically, the partition function (4.8) can be defined within the perturbation
expansion in λ. Two point correlator is given by
1
P
∫
Dφ ϕR1R2R3a1a2a3 ϕT1T2T3b1b2b3 e−S =
1
dR3
〈 〉
=
= δR1,T1δR2,T2δR3,T3 (4.12)
Performing all possible Wick pairings with the correlator (4.12), we get in every
order in λ all oriended (due to eq. (4.6)) simplicial complexes. For every bond
in a simplicial complex, we have a loop carrying a representation index. It gives
us a corresponding quantum dimension. We have already had a 6-j symbol
inside a tetrahedron in eq. (4.10). Summing over all representations at bonds,
we reproduce the Turaev-Viro partition function for a given simplicial complex.
However, occasionally, we can obtain non-trivial framings of the index loops, the
ingredient absent in the original Turaev-Viro partition function. The change of
a framing of a loop carrying an index R by ±1 gives the factor q±CR (CR is a
second Casimir). We can make all framings trivial getting some factor, which can
be as well attached to loops appearing in the gauge theory framework of previous
sections. We call the generalized Turaev-Viro invariant the construction taking
framings into account.
Most of complexes are not manifolds but we do not need to improve the
technique developed in previous sections. By construction, all possible simplicial
complexes obey the restrictions imposed in Section 2 on lattices (which are dual to
the complexes). Gauge variables are attached now to triangles and their relative
order around bonds is always unambiguously defined. We see that logP is the
generating function of 3-d simplicial complexes weighted with the Turaev-Viro
invariant.
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It can be easily seen that simplicial complexes have non-negative Euler char-
acter
χ =
N0∑
i=1
pi ≥ 0 (4.13)
where the sum runs over all vertices (0-simplexes) in a complex (N0 is their
number). All tetrahedra touching an i-th vertex form a 3-d ball; pi is the Euler
character of its 2-d boundary. By definition, a complex is a manifold, if the
vicinity of every point is a sphere , i.e. pi = 0, ∀i.
We see that non-manifolds can be obtained by inserting some local topological
defects or ”vortices”. In principle, such defects should be given some energy
depending on ”the elasticity of the space”. If we consider pi’s in eq. (4.13) as
”vortex charges”, it is natural to estimate the non-manifolds contribution to the
partition function as if they were ”vortex-like” particles:
Z(M3) ≈
N0∏
i=1
∞∑
pi=0
e−εpi =
1
(1− e−ε)N0 (4.14)
where M3 is some basic manifold. Of course, in eq. (4.14) there should be
subleading terms which can influence critical behavior. But we see that non-
manifolds cannot ”blow up” our simplicial world. For our model, ε is an extra
parameter. As was shown in ref. [18], the role of e−ε can be partially played by
the rank of a gauge group, |G|.
Unfortunately, the partition function (4.8) hardly can be found in a closed
form. However, this model gives a framework for the strong coupling expansion
in simplicial gravity.
Concluding remarks
In this paper, we consider only closed oriented manifolds. One can easily gen-
eralize our approach to manifolds with boundaries. If we fixe a field configuration
on boundaries, the partition function (3.1) will be a function of corresponding
gauge variables. If a manifold is a ball with a connected boundary, then we
obtain a lattice regularization of the 2-dimensional WZNW model. As our con-
struction is based on the Turaev-Viro invariant, we have both holomorphic and
anti-holomorphic sectors of the model. If a boundary has many connected com-
ponents, one can study amplitudes. We hope that our approach gives a covenient
technique for practical calculations.
The complete set of observables in gauge theory is given by correlators of
Wilson loop operators. The strightforward generalization to the quantum case
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gives well known knot invariants in a manifold. On a lattice, we can construct a
Wilson loop operator simply multiplying matrix elements along a loop. A framing
is defined by a way of the multiplication. The using of ribbon graphs allow for
its visualization.
Our intention in this paper was to develop a suitable framework for further
investigations of intriguing connection between gauge theories, 3-manifold invari-
ants and quantum gravity. We hope that, at least partially, we have done it.
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Appendix
For reader’s convenience, we collect in this appendix main formulas which the
aproach advocated in this paper gives in 2-dimensions.
The invariance under right shifts
φ(xu, yu) = φ(x, y) (A.1)
means here that we consider functions of one argument: φ(x, y) = φ(xy+). The
action in the model analogous to (4.9) takes the form
S =
1
2
∫
dx |φ(x)|2 − λ
3
∫
dxdydz φ(xy+)φ(yz+)φ(zx+) (A.2)
To get oriented surfaces, we demand
φ(x+) = φ(x) (A.3)
then, if we adopt the following graphical represenation,
φ(x) =
∑
R;ab∈VR
√
dRϕ
R
abD
R
ab(x) =
∑
R;ab∈VR
√
dR x (A.4)
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eq. (A.3) gives the hermiticity condition for Fourier coefficients:
x = x+ = x (A.5)
If q = ei
2pi
n , the Fourier transform of eq. (A.2) is just a number of copies of
the φ3 matrix model action with different matrix sizes given by dimensions of
representation spaces, dim(VR):
S =
∑
R
{
1
2
− λ
3
√
dR
}
(A.6)
The partition function is still defined by eq. (4.8). After expanding in λ, we
get an index loop around each vertex of a triangulation. It gives the quantum
dimension, dR, of a representation, R, carried by the loop. In other respects,
the model is quite analogous to the ordinary matrix model, and we find its free
energy to be simply
logP =
∑
R
logPdR (A.7)
where PN is the N × N -matrix model partition function continued analytically
from integer sizes of matrices, N , onto the whole complex plane.
Surfaces generated by this model are weighted with the “quantum” invariant:
I(M2p ) =
∫
G
p∏
k=1
dupdvp δ(
p∏
k=1
ukvku
−1
k v
−1
k , I) =
∑
R
(dR)
2(1−p) (A.8)
where we use the standard cell decomposition of an oriented surface, M2p , with p
handles. It consists of one 0-cell, one 2-cell and 2p 1-cells: σ1uk , σ
1
vk
; k = 1, . . . , p.
The only defining relation is coded in the agrument of the δ-function. The result
depends only on the Euler character, χ = 2(1− p), of M2p .
Calculating a 2-dimensional gauge partition function, we actually repeate the
corresponding calculations with classical groups [27], because all appearing links
are trivial. However, in our case, the number of representations is finite, and eq.
(A.8) does not need to be regularized. Hence, we have well defined 2-dimensional
topological gauge theory.
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Figure Captions
1. An example of the shift of variables (3.4). Ribbons are used to show fram-
ings.
2. An example of the division of a 2-cell before its shrinking.
3. A link representation of I(L3p(1)). The dashed lines show wires to perform
the β-move disjoining the loops.
4. A link representing L3p(2).
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