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Abstract
We give a short overview of our recent eorts towards constructing adaptive space{time nite element solvers for some
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1. Introduction
Viscoelastic materials, such as polymers, under external loading exhibit features typical of both
elastic solids (instantaneous elastic deformation) and viscous uids (creep, or ow, over long times).
In the classical theory of linear viscoelasticity the stress tensor,  := fijgni; j=1, in a viscoelastic
body 
Rn is related to the current strain tensor, " := f"ijgni; j=1, and the strain history through a
hereditary integral (see [4]). Typically one has either of the constitutive relationships
(t) = E(0)D"(t)−
Z t
0
Es(t − s)D"(s) ds; (1)
(t) = E(t)D"(0) +
Z t
0
E(t − s)D"s(s) ds: (2)
Here t is the time variable, with t = 0 a datum prior to which it is assumed that " = 0, the sub-
script denotes partial dierentiation, and D is a fourth-order tensor of elastic coecients. The stress
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relaxation function, E(t), is non-negative and monotone decreasing and we invariably assume that
it has the form
E(t) = E0 +
NX
i=1
Eie−it (3)
for E0>0; Ei > 0 and i > 0 for each i. This form is typical when the viscoelasticity is modelled
by springs and dashpots after the manner of Maxwell, Kelvin and Voigt (see for example, [5]), but
other forms have also been used (see the review by Johnson in [8]).
When the viscoelastic body occupies an open domain 
Rn and is acted upon by a system of
body forces, f := (fi)ni=1, one obtains an initial value problem for the displacement, u := (ui)
n
i=1, by
merging either of (1) or (2) with Newton’s second law: for i = 1; : : : ; n
%u00i (t)− ij; j = fi in (0; T ) 
;
u = 0 on (0; T ) @
;
u(x; 0) = u0(x) in 
;
u0(x; 0) = u1(x) in 
:
(4)
Here, % is the mass density of the body; the primes denote time dierentiation; the ij are components
of the stress tensor, , with ij; j := @ij=@xj; the summation convention is in force; T is some positive
nal time; and, more general boundary conditions are possible (see [22]). The equations are closed
with the linear strain{displacement map,
"ij(u) :=
1
2
 
@ui
@xj
+
@uj
@xi
!
:
Using this in (4) along with either of the constitutive laws results in a partial dierential equation
with memory: a partial dierential Volterra equation.
For example, substituting for the strain in (1), and using the result in the rst of (4) yields (with
summation implied), for each i = 1; : : : ; n
%u00i (t)−
@
@xj

E(0)Dijkl
2

@uk(t)
@xl
+
@ul(t)
@xk

+
@
@xj
Z t
0
Es(t − s)Dijkl
2

@uk(s)
@xl
+
@ul(s)
@xk

ds= fi:
These are the usual elastodynamic equations but augmented with a Volterra integral. With appropri-
ately dened partial dierential operators A and B we can write this in the more compact form
%u00(t) + Au(t) = f (t) +
Z t
0
B(t − s)u(s) ds; (5)
which we refer to as a hyperbolic Volterra equation. Note that A and B are closely related to the
linear elasticity operator, and that here, and below, we are using (1).
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Frequently, engineers assume that the deformation is quasistatic, wherein %u00(t)  0, and so
arrive at the elliptic Volterra equation
Au(t) = f (t) +
Z t
0
B(t − s)u(s) ds: (6)
This, essentially, is a Volterra equation of the second kind for the displacement u, and we will return
to it below.
In, for example, [1] Cohen et al. suggest that viscoelastic stress is also an important factor inu-
encing diusion processes in polymers. To model this they suggest introducing a viscoelastic stress
dependence into the classical Fick’s law and arrive at the parabolic Volterra equation
u0(t) + Au(t) = f(t) +
Z t
0
B(t − s)u(s) ds: (7)
Here u is the concentration and A and B are now Laplacian-type diusion operators. (Actually the
theory developed by Cohen et al. in [1] incorporates a crucially important nonlinearity.)
The numerical analysis of the pure-time versions of these problems using classical methods (e.g.
nite dierence, quadrature, collocation) is extensive and we have attempted a brief survey in [17].
The space{time problems have also received some attention with (7) apparently dominating. Thomee
et al. are major contributors to this area (see for example [24]) where spatial discretization is eected
with the nite element method but, usually, the temporal discretization is based on classical methods.
In this paper we discuss temporal nite element discretizations of (6) and (7) for pure-time and
space{time problems, and demonstrate how duality and the Galerkin framework can be exploited to
provide a posteriori error estimates suitable for adaptive error control. Our work is related to, and
motivated by, the techniques of Eriksson et al. described in, for example, [2].
In Section 2 below we consider the pure-time versions of (6) and (7), and we describe the nite
element approximation and a posteriori error estimation technique. We also discuss the related issue
of data-stability estimates. In Section 3 we outline our results so far for (6), in the space{time
context, and then nish in Section 4 by describing our aims to extend this work.
2. Pure-time problems
2.1. Second kind Volterra equations
The simplest pure-time problem related to these partial dierential Volterra (PDV) equations is
the scalar Volterra equation of the second kind associated with (6). We consider this problem as:
nd u 2 Lp(0; T ) such that
u(t) = f(t) +
Z t
0
(t − s)u(s) ds (8)
for given data T; f 2 Lp(0; T );  2 L1(0; T ) and some p 2 (1;1]. Consider Lp(0; T ) as the dual
of Lq(0; T ) (so that p−1 + q−1 = 1 for p> 1), and let (; ) denote the L2(0; T ) inner product. The
\variational" form of (8) is: nd u 2 Lp(0; T ) such that
(u; v) = (f; v) + (u; v) 8v 2 Lq(0; T ); (9)
340 S. Shaw, J.R. Whiteman / Journal of Computational and Applied Mathematics 125 (2000) 337{345
where we dene
u(t) :=
Z t
0
(t − s)u(s) ds
for convenience and brevity.
Discretizing (0; T ) into 0 = t0<t1<   <ti <   <tN = T , and dening the time steps, ki :=
ti − ti−1, and subintervals, Ji := [ti−1; ti], we now let V k L1(0; T ) denote the space of piece-
wise constant functions with respect to this partition (mesh). The piecewise constant nite element
approximation to (9) is then: nd U 2 V k such that
(U; v) = (f; v) + (U; v) 8v 2 V k: (10)
Here of course U is the piecewise constant approximation to u. Choosing v to be the characteristic
function of each Ji in turn, then yields a time stepping scheme for U similar to that produced by a
standard quadrature approximation. We refer to [16] for full details.
To derive an a posteriori error estimate for the Galerkin error e := u − U we rst subtract (10)
from (9) and obtain the Galerkin orthogonality relationship
(e − e; v) = 0 8v 2 V k: (11)
The next step is to introduce a dual backward problem: nd  2 Lq(0; T ) such that
(t) = g(t) + (t):
Here g 2 Lq(0; T ) is arbitrary and  is dual to  in that for all v 2 Lp(0; T )
(v; ) :=
Z T
0
Z T
t
(s− t)(s)v(t) ds dt = (v; )
by interchanging the order of integration. This dual problem can also be given by a variational
formulation
(v; ) = (v; g) + (v; ) 8v 2 Lp(0; T )
and choosing v= e 2 Lp(0; T ) in this we get
(e; g) = (e; )− (e; ) = (e − e; ):
Introducing an interpolant,  2 V k , to  and assuming the estimate
k − kLq(0; T )6CkkLq(0; T ); (12)
(for C a positive constant) we can use Galerkin orthogonality to write
(e; g) = (R(U );  − ); (13)
where R(U ) := e−e  f−U+U is the residual, and is computable. Assuming now the existence
of a stability factor S(T ) such that
kkLq(0; T )6S(T )kgkLq(0; T ); (14)
we have by Holder’s inequality,
j(e; g)j= j(R(U );  − )j6CS(T )kR(U )kLp(0; T )kgkLq(0; T ):
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The a posteriori error estimate now follows by duality since for p> 1,
ku− UkLp(0; T ) := sup
(
j(e; g)j
kgkLq(0; T )
: g 2 Lq(0; T ) n f0g
)
giving
ku− UkLp(0; T )6CS(T )kR(U )kLp(0; T ) for p> 1: (15)
Notice that (12) actually imparts no useful information, and so setting  := 0 we can take C = 1
in the above equation. Below we illustrate a dierent approach.
This estimate is computable in terms of the data f and , the nite element solution U , and the
stability factor S(T ). Full details of this result (for p= 1 also) are given in [16]. Also given there
are an a priori error estimate and an upper bound on the residual.
Clearly, it is important to have a high-quality estimate for the stability factor S(T ). In general,
one would have to either approximate this numerically or use the (usually) non-optimal result from
Gronwall’s lemma. However, for the viscoelasticity problem as described earlier it is possible to
derive a sharp estimate for S(T ) by exploiting the fading memory of the problem. In particular,
for viscoelastic solids, under physically reasonable assumptions, it can be proven that S(T ) = O(1)
independently of T . Full details of this are in [21].
A major problem with (15) is that the time steps fkig do not explicitly appear, and this means
that we cannot use the estimate to provide an adaptive time step controller. To incorporate the time
steps into an a posteriori error estimate we replace the non-optimal interpolation-error estimate, (12),
with the sharper
k−1( − )kLq(0; T )6ck0kLq(0; T );
where jJi := ki, for each i, is the piecewise constant time step function. In place of (13) we can
now write
j(e; g)j= j(R(U ); −1( − ))j:
Now, in [18] we demonstrate (for convolution equations) that if (14) holds then so too does,
k0kLq(0; T )6S(T )kg0kLq(0; T ) 8g 2

W 1q (0; T ):
Here we recall that the Sobolev space

W 1q (0; T ) contains all functions with rst derivative in Lq(0; T )
which vanish at t = 0 and t = T . Thus,
j(e; g)j6cS(T )kR(U )kLp(0; T )kg0kLq(0; T )
and the residual is now weighted by the time steps. The price we pay for this is that the argument
used above to estimate ku − UkLp(0; T ) no longer holds because g0 and not g appears on the right.
So, to \remove" g0 we must estimate u− U in a weaker norm.
Specializing to the case p =1 and q = 1 we rst recall the negative Sobolev space W−11 (0; T )
with norm
kwkW−11 (0; T ) := sup
(
j(w; v)j
kv0kL1(0; T )
: v 2 W 11 (0; T )nf0g
)
:
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Using this weaker norm we then have another a posteriori error estimate,
ku− UkW−11 (0; T )6cS(T )kR(U )kL1(0; T ):
The presence of the time steps on the right now allows for adaptive time step control. For example,
if we require that ku−UkW−11 (0; T )6TOL, where TOL> 0 is a user-specied tolerance level, then it
is sucient to iteratively choose each time step so as to satisfy,
kkiR(U )kL1(ti−1 ; ti)6
TOL
cS(T )
:
More details on this, and some numerical experiments are given in [18].
2.2. An ODE with memory
It was necessary to introduce the negative norm above because one cannot expect to bound the
derivative of the solution to the dual problem, 0, in terms of g alone. Loosely speaking, this is
because the original problem, (8), contains no time derivative. On the other hand, the problem: nd
u 2 W 1p(0; T ) such that,
u0(t) + (t)u(t) = f(t) + u(t) in (0; T )
with U (0) = u0 and > 0 in (0; T ) given, does contain a time derivative and one can avoid all
mention of negative norms when deriving error estimates.
This problem was studied in [15] as a pure-time prototype for the non-Fickian diusion equation
(7). In essentially the same way as described above (with a distributional interpretation of the time
derivative), we can formulate a piecewise constant nite element approximation to this problem. The
resulting time stepping algorithm is then
Ui − Ui−1 + Ui
Z ti
ti−1
(t) dt =
Z ti
ti−1
f(t) dt +
Z ti
ti−1
U (t) dt;
where Ui is the constant approximation to u on (ti−1; ti) and U0 = u0. A similar duality argument to
that illustrated in the previous subsection leads to the a posteriori error estimate
ku− UkL1(0; ti)6Cs max16j6ifkjkR(U )kL1(ti−1 ; ti) + jUj − Uj−1jg;
where Cs is a stability constant, and the residual is now dened by
R(U (t)) :=f(t)− (t)U (t) + U (t)
in each subinterval. Full details of this result, along with an a priori error estimate, numerical
experiments, quadrature error estimates, and an alternative solution algorithm using a continuous
piecewise linear approximation, are given in [15].
We turn now briey to space{time problems.
3. Space{time problems
Although it is instructive to study these pure-time prototypes, adaptive solution algorithms for the
viscoelasticity problems described earlier must be based on a posteriori error estimates for space{
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time discretizations. Our work in this direction has so far been conned to the quasistatic problem
represented by (6) and we give only a short description of our results here.
For this problem we have a space{time nite element method based upon a continuous piecewise
linear approximation in the space variables, and a discontinuous piecewise constant, or linear, ap-
proximation in the time variable. Using U to denote the approximation to u we give in [22] (see
also the more detailed [19,20]) the following a posteriori error estimate:
ku −UkL1(0; T ; H)6S(T )(E
(U) + EJ(U) + EV (U)); (16)
where H H 1(
) is the natural Hilbert energy{space for the problem. In this estimate, E
, EJ and
EV are residuals which are computable in terms of the data and the nite element solution U , and
S(t) is the stability factor introduced before in (14).
The term E
 contains the spatial discretization error and can be used to guide adaptive space
mesh renement. It is essentially identical to the residual derived for linear elasticity by Johnson
and Hansbo in [10]. Some numerical experiments demonstrating such adaptive spatial error control
using this estimate are given in the report [23], which also contains details of how the algorithm
can be written in terms of internal variables, as used by Johnson and Tessler in, for example, [11].
The paper [22] also contains an a priori error estimate, discrete data-stability estimates and up-
per bounds on the residuals (where appropriate { see below). The stability factor is again given
in [21].
The residual EJ is either unstable as h ! 0 (i.e. useless) or { when written in a dierent form
{ prohibitively expensive to implement. We are currently working on a remedy for this involving
weaker norms, as described above for the second kind Volterra equation.
It is the term EV that causes a novel diculty in this estimate. The spatial residuals in E
 are
constructed by integrating the discrete solution by parts over each element to arrive at a distributional
divergence of the discrete stress. This divergence comprises two parts: the smooth function inside
the element (which is zero in our case of piecewise linear approximation), and the stress jumps
across inter-element boundaries. The diculty arises because the stress is history dependent. This
means that we have to integrate by parts over not just the elements in the current mesh, but also
over all elements in all previous meshes. The internal edges that appeared in previous meshes but
are no longer present in the current mesh (e.g. due to derenement) are therefore \left behind" when
forming the standard residual f +r  h (which constitutes E
), and so we consign the stress jumps
across these edges to the term EV . In the particular case where only nested renements in the space
mesh are permitted, no edges are left behind in this way and we have EV  0.
To deal with mesh derenement would appear to require fairly complex data structures in the
computer code in order to track all these resulting previous edges. Also, it is not likely that EV
will act in any way other than to degrade the quality of the estimate since it contains historical
contributions to the current stress. These can then only act to reinforce one another in the estimate
when in fact the residual could be much smaller due to cancellation. Our feeling at the moment
is that a representation of the algorithm in terms of internal variables could go some way toward
removing the EV residual, since then all hereditary information is automatically represented on the
current mesh. The price of this is that the error estimates will then be restricted to viscoelasticity
problems for which Prony series relaxation functions (as in (3)) are appropriate. This does not seem
to be an unreasonable restriction.
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4. Future work
Clearly there is enormous scope for further development of this work, and we close with just a
few of the more obvious suggestions.
 Incorporate the time step into (16) by measuring the error in a suitable negative norm.
 Extend the work of Eriksson and Johnson in, for example, [3] on parabolic problems to
include (7).
 Extend the discontinuous Galerkin approximation described above to the dynamic problem (5)
building on the work of Hulbert and Hughes in [6,7], and Johnson in [9].
 Incorporate physically important nonlinear eects such as the reduced time model discussed by
Knauss and Emri in, for example, [12,13]. Some early numerical computations based on this type
of constitutive nonlinearity are given in [14].
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