Abstract-Perfect output tracking, which requires inversion of the input-output dynamics, is not always a practical control objective. Difficulties are encountered for systems with zeros which are unstable, or stable but lightly damped. When the zeros are unacceptable in the above sense, perfect output tracking would require the control to be either unbounded, or bounded but highly oscillatory. In this paper, an approximate output tracking control design method is introduced for pulsewidth modulated (PWM) systems with unacceptable zeros. The design method is applied to the nonlinear sampled-data model of the PWM system, and is based on output redefinition. Although the new approach leads to approximate rather than perfect output tracking, it guarantees bounded and nonoscillatory responses.
I. INTRODUCTION

P
ULSEWIDTH modulated (PWM) systems are switchcontrolled systems with dynamic models that depend on the status of the switch. Sampled-data modeling techniques provide a natural means to represent the behavior of such systems over each switching cycle. Sampled-data models for switchmode power converters were first developed in [16] and later extended in [15] and [19] . More recent related work appears in [6] and [9] .
One of the motivations for modeling PWM systems is to design model-based PWM controllers. Digital controller implementations may be designed using either a direct approach or an indirect approach. The direct design approach is based on the discrete-time sampled-data model and thus explicitly accounts for the switching frequency, whereas the indirect design approach is based on a continuous-time model which is typically derived using averaging approximations. Examples of both types of digital controllers exist in the literature; e.g., a direct digital design is reported in [8] , whereas an indirect digital design is discussed in [18] . This paper addresses the problem of digital control design for a class of PWM systems, using large-signal sampled-data models. One possible design method is based on inversion of the discrete-time input-output relation. Although such inverse control offers potentially high performance, its implementation is problematic for two reasons.
First, the sampled-data model exhibits input nonlinearities, and hence iterative numerical search must be used to determine the control input. This first issue has been addressed by the authors in [1] for simple PWM systems, and in [2] for more general PWM systems, using piecewise-linear approximations of the nonlinearities. By solving for the inverse control using piecewise-linear Newton iteration, accurate control is achieved with very low computation and with moderate storage.
Second, difficulties are encountered when implementing inverse control for systems with zeros which are unstable, or stable but lightly damped [5] , [10] , [12] . This second issue is the main subject of the present paper; preliminary results are reported by the authors in [3] . When the zeros are unacceptable in the above sense, perfect output tracking would require the control to be either unbounded, or bounded but highly oscillatory. Clearly, in either case, inverse control for perfect tracking is not a practical solution for systems with unacceptable zeros.
In this paper, an approximate output tracking control design method is introduced for PWM systems with unacceptable zeros. The design method is applied to the nonlinear sampleddata model of the PWM system. The original system is approximated by one with acceptable zeros, and the approximate system's inverse control is applied to the original system. Although this approach leads to approximate rather than perfect output tracking, it guarantees bounded and nonoscillatory control signals. The approximation step involves redefinition of the system output, in such a way as to eliminate all unacceptable zeros while leaving all acceptable zeros in their original locations.
II. MODELING
This paper considers PWM systems of the form
where is the state vector, is a scalar output (e.g., the signal to be controlled), is a scalar input (e.g., a voltage or current source), and denotes transpose. As indicated, the circuit dynamics switch between two topologies, and with switching period and duty ratio where represents the discrete-time index. The source input will be assumed to be piecewise-constant, i.e., for all Note that the model (1)-(2) implicitly assumes that the control processor and the PWM switch operate at the same frequency. This assumption was made only to simplify the presentation. It is possible to carry out all steps of the paper using instead a model which assumes that the control input is updated every switching periods, where represents the integer ratio of switching frequency to control frequency. The conflicting requirements of relatively fast switching with relatively slow control computation could then be resolved by selecting an appropriate See [13] for details.
A. Sampled-Data Model
Using sampled-data modeling techniques [14] , [15] , [19] , it is easy to show that the discrete-time evolution of the state and output is governed by
where the input nonlinearities and are given by
and where and are defined by
It is important to understand that the control input for this model is the duty ratio not the source input , which for many applications is constant. It is assumed that this nonlinear model has well-defined relative degree at i.e., is the smallest integer such that (8) for all points near
B. Zero Dynamics
The model (3)-(4) exactly reproduces the sample-to-sample trajectory of the system, as no approximations have been made. Unfortunately, both the input nonlinearities and the zero dynamics of this model can present difficulties in the control design process. The primary concern in this paper is to account for the possibility of unacceptable zero dynamics. This focus is well motivated since, due to the influence of sampling, sampled-data models possessing unacceptable zero dynamics are frequently encountered in practice [4] .
In determining whether the zero dynamics is acceptable or unacceptable, it suffices to consider the eigenvalues of the zero dynamics' linear approximation. These eigenvalues coincide with the zeros of the transfer function associated with the linear approximation of (3)- (4) . Hence, the next modeling step is to evaluate the transfer function, in order to avoid the explicit calculation of the nonlinear system's normal form and zero dynamics.
The equilibrium points of (3)-(4) are parameterized by constant duty ratio and constant source input i.e., (9) (10) Associated with any such equilibrium point is a small-signal model which describes the approximately linear dynamics of the system in a neighborhood of the equilibrium point. Denoting the deviations from equilibrium values by (11) the corresponding small-signal linear approximate model is given by (12) (13) where (14) (15) (16) The transfer function from to is given by (17) where is the denominator polynomial, and the numerator polynomial has been factored into cceptable and nacceptable components. Note that contains every zero on or outside the unit circle, as well as stable but otherwise unacceptable zeros such as those on the real axis near
The total number of unacceptable zeros is assumed to be
C. Output Redefinition
The objective is to find a nonlinear model which is a reasonably close approximation of (3)- (4), yet which has zeros given by rather than by The approach taken requires redefinition of the output, but involves no alteration of the state dynamics. Given (17) , it is clear that the zeros given by may be removed while, at the same time, the magnitude and phase of the transfer function may be maintained at dc, by simply replacing with Hence, this suggests that an approximate model possessing the desired properties can be found by computing the unique vector such that (18) The approximate transfer function (18) exactly matches the true transfer function (17) at dc, and hence the approximation error is guaranteed to be small for all sufficiently low frequencies. The frequency range over which the approximation error is acceptable can be quantified by enforcing the condition Given a nonlinear model which approximates the original nonlinear model (3)- (4) is defined by (19) (20) Since (20) is derived on the basis of a local approximation, it may be desirable to schedule and such that they vary with the operating point. The equilibrium output of the approximate nonlinear model coincides with the equilibrium output of the original nonlinear model. The small-signal model associated with the approximate nonlinear model is simply (21) (22) which indeed yields the desired approximate transfer function (18) rather than the true transfer function (17) .
Since there are fewer zeros in (18) than in (17) , the approximate nonlinear model (19)- (20) has (loosely speaking) relative degree at Yet this relative degree is not well defined in the sense that, although is the smallest integer such that (23) at smaller integers may satisfy this inequality at neighboring points. This means that an additional approximation, called regularization [5] , [11] , will be needed before the approximate nonlinear model (19)-(20) may be used for inverse control calculations. The intuitive explanation of this additional approximation is as follows. If a step response test is used to determine the delay of the system, and a very small response is measured at with a larger response at then the delay is assumed to be equal to rather than III. CONTROL For simplicity, this section considers the case when the power source is constant, i.e., when
The control algorithms can be easily rederived to consider the more general case if desired, provided that preview information on is available. The output control problem is to find the duty ratio which will force the sampled output to match a desired discrete-time output trajectory
As mentioned previously, this control problem is not well posed for systems having unacceptable zeros, in which case some type of approximate control performance is sought. The subscript notation otherwise (24)
will prove useful below, when defining the nonlinear controllers.
A. Perfect Tracking Control
Associated with the original nonlinear model (3)- (4) Numerical search procedures will be given for implementation of the general nonlinear perfect tracking control.
B. Approximate Tracking Control
Associated with the approximate nonlinear model (19) Since is a reasonable approximation of at low frequencies, the nonlinear approximate tracking controller is implicitly defined by solutions of the scalar nonlinear equation (35) for given values for and Like the perfect tracking control, the approximate tracking control for the nonlinear system cannot be expressed in closed-form due to the input nonlinearities. However, if one was content to apply a linear approximate tracking control designed on the same principle but neglecting the nonlinearities, then the algorithm would be explicitly written as (36)
In the remaining subsections, numerical iterative procedures for approximately computing the nonlinear tracking controllers will be described.
C. Nonlinear Newton Iteration
The standard nonlinear (NL) Newton iteration could be used to solve (29) or (35) in recursive fashion. The solution process begins by taking an initial guess of the solution Given this duty ratio, one applies the iteration for approximate tracking control. The outcome of the iteration is a new candidate solution Iteration continues until either the step-size is within the stopping tolerance, or until the maximum number of permissible iterations has taken place. Convergence from an arbitrary initial guess is not guaranteed, unless backtracking is used to limit the length of the Newton step [17] .
The NL solution method involves a great deal of computation. Increased accuracy is achieved only by increasing the number of terms in the series approximations of and which implies increasing the computation per iteration in a linear fashion. For any fixed number of terms in the series, the growth in computation per iteration with respect to is cubic.
D. Piecewise-Linear Newton Iteration
To avoid the need for repeated evaluations of and a new piecewise-linear (PL) approach, inspired by [7] , has been suggested in [1] and [2] . The input nonlinearities appearing in either (29) or (35) will be replaced by corresponding PL approximations. For an -segment PL approximation over the domain the index locates any particular segment of interest. To ensure that the PL approximations coincide with the input nonlinearities at segment boundaries, the coefficients of the approximation are related to functions identified in the original nonlinear system (3)-(4) or its nonlinear approximation (19) - (20) for approximate tracking control. The iteration will produce a new candidate solution and a corresponding new candidate segment Iteration continues until either belongs to segment or until the maximum number of permissible iterations has taken place. The convergence properties of PL Newton iterations are discussed in [7] ; the only form of nonconvergence is cyclic divergence, which can be detected and overcome without difficulty. In the present application, even cyclic divergence did not occur.
The above PL solution procedure is more reliable numerically and more efficient compared to the NL solution procedure. Accuracy improves as the number of segments is increased, but computation per iteration is independent of so the only penalty for increasing is a corresponding linear increase in memory storage. For any fixed the computation per iteration exhibits linear growth with respect to
IV. EXAMPLES
Three examples serve to illustrate the theory introduced in this paper. The circuit diagrams for three power electronic converters are shown in Fig. 1 . Assuming in each case that load voltage is the output, the buck converter will be shown to possess a stable but otherwise unacceptable zero, whereas the boost and buck-boost converters will be shown to possess an unstable, and hence unacceptable, zero. Consequently, each converter benefits from the output redefinition technique recommended in this paper.
A. Converter Models
The buck converter is defined by
The boost converter is defined by
The buck-boost converter is defined by
For all three converters, the source input is the state variables are and and the output is the voltage across the resistive load. The circuit component values are , mH, F, V, and s. Note that these parameter values were chosen for illustration purposes only; the control design methods of this paper can be applied equally well for other parameter values.
B. Zero Locations
The locus of the (real) zero versus switching period is shown in Fig. 2 , for all three converters. The zero locations are computed from the converters' transfer functions evaluated at
The limiting zero locations, for small and large are as predicted in [4] . From these plots, it is clear that the buck converter is minimum phase for all values of yet has a zero near for the smaller values of which are of greatest interest. On the other hand, one can see that the boost and buck-boost converters are nonminimum phase for the smaller values of which are of greatest interest. To be more precise, the buck converter zero corresponding to is located at the boost converter zero corresponding to is located at and the buck-boost converter zero corresponding to is located at The finite zero of all three converters is designated as unacceptable, and the control design proceeds with output redefinition.
C. Output Redefinition
In order to remove the unacceptable zero from the model prior to inverting the dynamics, it is necessary to determine the appropriate vector from (18) . Assuming that the equilibrium The consequence of output redefinition is further illustrated by comparing several scalar Jacobians. In Fig. 6 , the Jacobians and are each plotted for various equilibrium values Note that near all three converters with output have well-defined relative degree due to the fact that is nonzero. At the value used for output redefinition, the relative degree of all three converters with output should be This increase in relative degree (or, equivalently, this decrease in the number of zeros) is confirmed by the fact that crosses zero at precisely However, since is not identically zero in a neighborhood of the relative degree of two is not well-defined. This motivates a second approximation, in which the small but nonzero values of near are neglected. The second approximation leads to an approximate two-step-ahead input-output relation, with Jacobian Note that is nonzero and dominates in magnitude for all near 0.5. Unfortunately, a relative degree singularity exists for the boost and buck-boost converters where crosses zero, and hence the maximum duty ratios permitted for these two examples would be 0.6177 and 0.5951, respectively. By scheduling the output redefinition, this difficulty may be avoided.
D. Output Tracking
To illustrate the application of output redefinition methods for these converters, simulations were run using sinusoidal load voltage objectives. Specifically, the desired output sequence is given by buck boost buck-boost.
(51)
The simulation results for perfect tracking control are displayed in Figs. 7-9. Note that in each simulation, cancellation of the converter's zero (as required for perfect tracking) leads to unacceptable behavior. For the buck converter, high gain is needed which leads to numerical ill conditioning and highly oscillatory behavior of the control input and inductor current; even the ability to achieve truly perfect tracking is not present due to control saturation. For the boost and buck-boost converters, the instability associated with the inversion of the system leads to unbounded inductor current; the control input remains bounded only because the converters are lossless with infinite dc gain as approaches 1. The simulation results for approximate tracking control are displayed in Figs. 10-12. The desired trajectories for these simulations are the same as those used in the perfect tracking control simulations, in order to allow direct comparison. Although in all three cases the tracking performance is only approximate, rather than asymptotically perfect, note that the high-gain oscillatory effect has been removed in the buck converter response, and that the unboundedness of the internal state has been removed in the boost and buck-boost converter responses.
V. CONCLUSIONS
This paper addresses the topic of digital tracking control design for PWM systems. Two concepts, namely output redefinition and piecewise-linear Newton iteration, contribute to the solution of this control problem. Power electronic converter examples are provided to illustrate the advantages of the proposed control design.
The key concept-output redefinition-is the main subject of the paper. Due to the effects of sampling, it is common to encounter sampled-data systems with unacceptable zero dynamics. For such systems, perfect output tracking is not a practical control objective. The only alternative is to design a controller which provides approximate tracking performance, while guaranteeing internal stability and reduction of oscillatory modes. The approach is simple: the original system is approximated by one with acceptable zeros, and the approximate system's inverse control is applied to the original system.
A secondary concept-piecewise-linear Newton iteration-also plays an important role in this paper. Since the sampled-data models of PWM systems inherently contain input nonlinearities, closed-form solutions for digital tracking controllers are not generally available. Instead, it is necessary to compute the appropriate duty ratio control inputs using a numerical search. A particularly efficient numerical method is the piecewise-linear Newton iteration, which is summarized in this paper. See [1] and [2] for a more complete discussion of the piecewise-linear technique.
The results of this paper can be extended in several ways. Perhaps the most severe limitation of the proposed method is the need for accurate parameter knowledge. One possible remedy would be to augment the controller with an on-line parameter identification scheme. Another limitation which can arise is a relative degree singularity located at mid-range duty-ratio values. Such a singularity would artificially limit the maximum permissible excursion of duty ratio and, hence, of desired output. This problem can be overcome by using scheduled output redefinition. It is also worth pointing out that alternative methods for transfer function approximation exist, leading to alternative forms of approximate tracking controllers. For example, it may be possible to shape the frequency response of the approximate design model, in order to meet specifications on the magnitude and/or phase error over a given frequency range. Finally, to avoid control saturation, it can be advantageous to relax the deadbeat tracking objective by designing linear error dynamics to achieve asymptotic transient response.
