Hydrophysical studies conducted in Petrozavodsk Bay of Lake Onego under ice-covered conditions in March 2016 and 2017 detected radiatively driven convection and revealed specific structural and dynamic parameters for the convectively mixed layer (CML). Analysis of time series, spectral energy distribution, and vertical velocity profiles indicated the presence of a mean current, seiches, and convective motion. Because of their similar spatial and temporal scales, these processes were investigated using progressive-vector diagrams (PVDs). Despite low water velocities, the CML hydrodynamic regime remained close to that of fully developed turbulence, and convective cells at a range of different scales were expected. Signal resolution constraints limited detection to only the largest cells. We investigated the horizontal structure of the CML using individual and combined observations from 3 acoustic velocity profilers located within a radius of a few tens of meters. This novel setup collected data indicating that the CML's large-scale horizontal flow structure consists of a continuum of quasi-deterministic cells. Cell parameters necessary for estimating turbulent transfer were derived from PVD and hodograph curves.
Introduction
Radiatively driven convection is a remarkable phenomenon that can be studied as a more generalized geophysical process (Straus 1976 , Zilitinkevı  c 1991 , Golushkin and van der Poel 2016 . Convection strongly influences thermal regimes in lakes in colder climates, especially from late winter to early spring, when convection is triggered by inhomogeneous heating of water with the temperature below that of maximum density (i.e., 4°C).
This type of convection occurs in ice-covered lakes especially when snow cover disappears from the ice surface and allows short-wave solar radiation to penetrate the ice. Heat transfer within the water column induces convection through inhomogeneous vertical heating (Farmer 1975 , Mironov et al. 2002 . In lakes, this process facilitates transfer of nutrients and supports organisms and ecosystem dynamics (Kelley 1997 , Pernica et al. 2017 . Farmer (1975) established initial physical models for understanding radiatively driven penetrative convection based on long-term continuous temperature measurements on Babine Lake (Canada). The under-ice boundary, the convective layer, the transitional layer (where entrainment takes place), and the underlying stably stratified layer were identified. Farmer (1975) noted that gravitational instability caused by surface heating leads to rapid redistribution of heat within the convective layer at a rate of around several millimeters per second. Mironov et al. (2002) used observational temperature data obtained from the small, shallow, boreal Lake Vendyurskoe (Russia) to formulate a bulk mixed layer scaling and a convection model for dynamics beneath lake ice. Bouffard et al. (2016) used temperature data to study the convective mixing layer (CML) in Petrozavodsk Bay, Lake Onego (Russia). The average daytime convective velocity was estimated to be on the order of several millimeters per second. Internal waves were detected below the CML that exhibited pronounced daily variability. Malm et al. (1998) presented the first systematic direct observations of horizontal currents in the CML of ice-covered Lake Vendyurskoe using novel instrumentation tools (Glinsky 1998) . Their study measured low velocity horizontal currents at different periods of the winter season without connection to the penetration of solar radiation beneath the ice, allowing the author to assume the existence of a large-scale circulation caused by a horizontal density anomaly.
Newer generations of acoustic Doppler current profilers (ADCPs) have enabled highly sensitive velocity measurements. Studies on basin-scale circulation and heat fluxes in ice-covered lakes report direct observations of currents that more or less validate previous theoretical estimates (Rizk et al. 2014 , Kirillin et al. 2015 .
Questions remain, however, concerning the spatial structure of CMLs and the temporal dynamics of currents in the presence of under-ice penetrative convection. The extent to which the CML self-organizes, for example, remains unclear. Does it consist of well-ordered cells or irregular thermal plumes? Large eddy simulation (LES) model calculations (Mironov 2005) show that the convective layer structure of ice-covered waterbodies during a period of fully developed radiatively driven convection consists of a set of cells similar to those formed in cases of Rayleigh-Bénard convection.
We conducted a hydrophysical study of radiatively driven convection in March 2016 and 2017 that included measurements of water temperature, solar radiation fluxes, and direct current measurements within the CML for the central part of Petrozavodsk Bay, Lake Onego, under ice-covered conditions (Fig. 1a) . presented results of direct processing of experimental data. They quantified the key radiatively driven convection parameters (buoyancy flux, convective velocity, CML thickness) and compared integrated depth averages with corresponding theoretical estimates. Along with thermal and hydrodynamic parameters, also discussed implications for primary productivity and ecosystem dynamics.
The research described here focuses primarily on CML spatial structure, with the specific goal of identifying and investigating the geometric and dynamic parameters of self-organized, energy-containing cells. We attempted to bridge 2 important methodological gaps. The first gap concerns the lack of well-established tools for detection of convective cells. The second gap concerns the adoption of best practices for quantifying convective cells' geometric (in both vertical and horizontal dimensions) and dynamic parameters from ADCP data. Results show that integrated approaches using progressive-vector diagram (PVD) and hodograph analysis can help generate accurate and comparable datasets.
Mean flow within CMLs may not only detect but also scan the energy-containing quasi-deterministic cells. PVDs resolve the interplay between a pure Eulerian description, obtained from the Aquadopp current profile data, and Lagrangian approaches. In addition to being an integrative tool, PVDs can provide quantitative estimates for cell parameters from data with low signal/noise ratios.
Methods and study site
Petrozavodsk Bay is a northwest-southeast morphological feature that forms the western boundary of Lake Onego. It extends ∼14 km in length and ∼5 km in width (Fig. 1a) ; average depths reach 15-20 m. The Shuya River flows at the end of the bay with a mean annual discharge of 96 m 3 /s (300 m 3 /s at the peak of the spring flood). River waters contain a large humic load, which reduces water column transparency to <1 m (Palshin 1999) . The waters of Lake Onego are otherwise characterized by transparency of up to 4-5 m as measured by Secchi disk (Palshin 1999) . The transparency of Petrozavodsk Bay waters is lower than that of open water on Lake Onego. Petrozavodsk Bay usually freezes over by the end of December, and the ice-break occurs at the beginning of May.
Measurement stations provided data for March 2016 and 2017 used in this study , and the duration and modes of the measurements and devices used and their features were summarized (Tables 1 and 2 ). The field campaign included a long-term mooring equipped with the following instruments: (1) Aquadopp Nortek HR-Profiler (Rud, Norway; 1 in 2016 and 2 in 2017; Fig. 1b-c) and an RDI 600kHz ADCP current profiler (Teledyne, Thousand Oaks, CA, USA; one in 2016 and one in 2017; Fig. 1b-c) , (2) temperature and pressure sensors (RBR Ltd., Kanata, ON, Canada) tethered by a rope, (3) a meteorological station (air temperature and humidity, wind speed and direction, air pressure, rain sensor), and (4) star-shaped pyranometers for measuring downwelling and upwelling planar irradiance at the ice surface and downwelling irradiance at the lower boundary of ice. Two pyranometers were mounted on a tripod ∼1 m above the ice surface, and the third was mounted on a plastic bracket and installed at the lower boundary of the ice layer at a distance of ∼1.5 m from the hole. Instruments recorded irradiance at 1 min intervals.
Current profilers and the temperature sensors were firmly attached to the ice. The Aquadopp Nortek HRProfiler monitored a vertical layer starting 0.5 m below the water-ice interface and extending downward to 2.1 m in March 2016 and 2.9 m in March 2017. The Aquadopp Nortek HR-Profiler settings were as follows: orientation, down-looking; coordinate system, ENU; burst interval, 60-600 s; samples per burst, 30; sampling rate, 2 Hz; and cell size, 22 mm to 5 cm. The RDI 600 kHz ADCP current profiler was also firmly attached to the ice. Its measurements started at 0.3 m below the water-ice boundary and extended downward to 7.1 m in 2016 and to 7.9 m in 2017. The RDI 600 kHz ADCP settings were as follows: orientation, down-looking; coordinate system, ENU; burst interval, 300 s; samples per burst, 596; sampling rate, 2 Hz; and cell size, 10 cm.
To identify relationships between solar radiation fluxes at the lower ice boundary and the intensity of convective movements, we checked for correlations between beneath-ice radiation data and each component of current velocity. The initial radiation and current time series were transformed into 60 min moving averages. Data for nighttime hours (1900-0600 h) were excluded from the correlation analysis.
The chain was equipped with 55 temperature sensors in 2016 and 69 temperature sensors in 2017 and with 2 pressure sensors in both years. The sampling interval was 10 s. The uppermost temperature sensor was placed directly beneath the ice while the others were placed at 0.5 m intervals in 2016 and 0.36 m intervals in 2017.
Lake surface fluctuation measurements were performed using 2 pressure sensors, TDR-2050 (RBR), one fixed to a chain at a distance of 1.5 m from the lower ice boundary and the other resting on the lake bottom. Pressure measurements were performed at 10 s intervals. The pressure sensor at a depth of 1.5 m recorded only changes in atmospheric pressure because the chain was firmly attached to the ice. Differences between the data for these 2 pressure sensors could thereby provide vertical fluctuation estimates for water column height. Spectral analysis of pressure (averaged over a 1 min interval to reduce instrument noise) and velocity data was performed using a Fast Fourier Transform algorithm. Time series data were split into N = 2 n intervals where n is an integer. To determine confidence intervals for low-and high-frequency ranges, spectral estimates used different numbers of degrees of freedom, n = 2N/t m , where τ m represents the maximum shift in the autocorrelation function. The 95% confidence intervals were 0.73 and 1.28 for the low-frequency data and a wider range of 0.43 and 1.75 for the high-frequency fluctuations (with periods <32 min).
To estimate velocity measurement uncertainties, we followed procedures described in Gordon et al. (1999) . Using a frequency threshold that corresponded to spectral flattening, we estimated the noise spectra and then used a white noise assumption to estimate root mean square error (RMSE) (Δ) of 0.3 mm/s for the vertical component and approximately twice that for the horizontal component.
Merian's formula, T T = 2W/ gH √ , provided estimates for the period of the main mode for transverse (T T ) seiches occurring in Petrozavodsk Bay. In this formulation, H represents the average depth of Petrozavodsk Bay (15 m), W is width (6 km), and g is the acceleration of gravity. For the main longitudinal mode, we used a modified version of the formula 
Results
Meteorological conditions, radiation regime, and ice optical properties
March 2016
The first 5 days of measurements were characterized by mild weather with 2-3°C air temperature and light winds (Fig. 2) . The following 5 days were characterized by a severe drop in air temperature (down to −13°C) and persistently strong winds reaching 10 m/s. Snow thickness was 5-10 cm, congelation ice was 40 cm thick, and white ice was 9 cm thick. Snowfall occurred on 19 and 20 March 2016. Daytime maxima for downwelling planar irradiance at the surface of the snow-ice cover did not reach 500 W/m 2 . Thick snow covering the ice increased albedo from 0.6 to 0.7 at the beginning of the measurement period to 0.8-0.9 following the snowfall. Radiative flux penetrating the ice remained low and did not exceed 10 W/m 
March 2017
The days from 12 to 21 March 2017 were characterized by mild weather with air temperature from −2.8 to 5.5°C (Fig. 3) . Atmospheric pressure fell sharply on 14 March. Wind speed increased from 14 to 18 March (average value 5.3 m/s, maximum 11.7 m/s) and then decreased and did not exceed 6 m/s (with an average value of 2.7 m/s) from 18 March until the end of the observation period. The daytime maxima for downwelling planar irradiance at the surface of the snow-ice cover exceeded 500-600 W/m 2 on sunny days and reached 250-300 W/m 2 on cloudy days. Ice thickness was 50 cm, white ice was only 1-3 cm, and snow was absent. Albedo was 0.2-0.4 on 12-15 March and 0.1-0.2 on 16-19 March. This low albedo resulted in increased radiation beneath the ice. The daily maximum of solar radiation beneath ice exceeded 100 W/m 2 throughout the observation period, except on 13 March when it fell to <70 W/m 2 .
Thermal structure

March 2016
Volumetric heating of the surface layer by daily solar radiation caused convection. The vertical structure of the water column beneath the ice was represented by 3 primary layers: a thin surface under-ice gradient layer of thickness δ, a CML, and a stably stratified quiescent layer. The CML started a few tens of centimeters beneath the ice and mixed the water column down to 6-9.5 m ( Fig. 4a-b) . The initial temperature of the CML (0.06°C) increased by 0.05°C and reached 0.11°C during the measurement period.
March 2017
Convection developed much more intensively in 2017 than in 2016 because of lower albedo and higher under-ice radiation in 2017 ( Fig. 2 and 3) . The lower boundary of the CML fell from 11.1 m to 19.5 m while water temperature within the CML increased from 0.18 to 0.39°C during the measurement period ( Fig. 4c-d) . On some days, the lower boundary of the CML deepened for 1-3 m while its temperature rose to 0.03°С.
Velocities
Horizontal current velocities reached values up to several millimeters per second in 2016 (Fig. 5b ) and up to 20 mm/s in 2017 (Fig. 5d ). Vertical velocities (Fig. 5a and c) did not exceed 2.5 mm/s in 2016 but reached 5 mm/s during daylight hours (0700-1900 h) in 2017. These values closely agree with estimates for the vertical velocity scale (w R ) for Petrozavodsk Bay reported by Bouffard et al. (2016) from buoyancy flux calculations.
In March 2016, ice-penetrating radiation was low, convection was poorly developed, and vertical velocities were noticeably lower than those observed in March 2017. Data from both years, however, showed that the vertical component strongly correlated with radiation and decayed by almost an order of magnitude 1-2 h after sunset (Fig. 5a and c) . Coefficients of determination (R 2 ) for vertical velocity and radiation ranged from 0.65 to 0.75 for different days and depths. Maximum R 2 values occurred with a time delay of 40-60 min.
In terms of horizontal components, only high-frequency oscillations correlated with radiation ( Fig. 5d) , yielding R 2 values from 0.45 to 0.61. Large-scale oscillations exhibited complicated patterns (discussed later). Horizontal current data showed consistent low-frequency variation that did not correlate with solar radiation intensity ( Fig. 5b and d) . Progressive-vector diagrams (Fig. 6 ) indicated abrupt changes in direction. Mean horizontal currents exhibited typical velocities of 1-5 mm/s and temporal variation for both velocity magnitude and direction from a few hours to a few days.
Spectral power density (SPD) analysis of the lake surface fluctuations revealed the presence of barotropic seiches (Fig. 7a) . The most pronounced peaks corresponded to the main modes for Lake Onego (∼2 h) and Petrozavodsk Bay (80 min) in terms of longitudinal barotropic seiches and a lesser transverse bay seiche (17 min).
Both vertical and horizontal velocity components exhibited relatively smooth, continuous spectra and slopes consistent with expected values of −5/3 (Kolmogorov 1941) during the day (Fig. 7b-c) . Nighttime values exhibited intriguing differences between vertical and horizontal components. Vertical motion became practically negligible as SPD decreased by as much as 2 orders of magnitude for all spectral ranges (Fig. 7d) . Nighttime behaviour of both horizontal components was more complex, and only high-frequency components were suppressed (Fig. 7b-c) . Lower frequency motion (with periods of 30 min or more) resembled daytime values.
CML vertical structure and cell identification
In cases of quasi-stationary cells for which mean flow was absent, temporal velocity dynamics at each point of the cell approximately reflected the solar radiation cycle and thus offered no information on cell spatial structure. In cases of horizontal mean flow with each cell "frozen" in the flow, water simply moved past the instrument. Mean flow can thus detect cell structure. Daytime variation in horizontal velocities can reveal horizontal scales and rotational velocities of cells in the vertical plane. For the March 2016 data, RDI pulse distance (∼7 m) was long enough to measure velocities for the entire CML layer (the lower boundary of the CML varied between 6 and 9.5 m during the measurement period). The data thus scanned the convective cell along its full vertical extent.
Dynamics for the easterly horizontal velocity component at different CML depths showed pronounced temporal changes confined to the upper and lower boundaries of the CML (Fig. 8) . Although barotropic seiche oscillations influenced the signal to some extent ( Fig. 8b and d) , daytime differences between velocities at different depths clearly demonstrated self-organization of the convection (Fig. 8c) . Relative to the mean flow, velocities at different depths flowed in opposite directions. Velocity curves (Fig. 8d) highlight the onset of specific loops, which can be treated as a cell image and, along with splitting curves, can indicate cell recirculation. The largest difference in horizontal velocities between upper and lower boundaries of the CML occurred after the most intensive period of solar radiation (Fig. 8a ) and vertical motion (Fig. 8e) . The northerly horizontal component showed the same temporal dynamic in terms of vertical structures. Only a few daily cells were detected, and only 1-2 recirculation events (Fig. 8c) were identified in association with large-scale cells.
CML vertical structure, transfer analysis, rotational velocity, and horizontal scale of convective cells
Comparison of vertical and horizontal velocities can provide a geometric description of convective cells. Because the vertical velocity range close to noise level precluded construction of vertical profiles, especially for the 2016 data, we instead used PVDs or "transfer." Two specific advantages recommend this tool. First, as a timeintegrated result, the cumulative transfer signal strengthens areas of weak signal. Second, the transfer trajectories represent dynamics of both horizontal and vertical velocity components, thus facilitating identification of the convective cells and their shapes. The PVD technique is typically used to estimate passive scalar transport or study fluid particle trajectories. Results are primarily applicable in cases of spatially uniform flow (Carlson et al. 2010) . Our methods focused on specific features of PVD curves instead of displacements. We specifically searched for features such as discontinuities and curvature within spatial structures represented by PVD curves.
For a stationary convective cell in the absence of mean horizontal flow, the velocity direction at each point of the cell is constant, making the transfer trajectory a straight line. This scenario provides no information about cell structure and dynamics. Transfer studies become a powerful tool in cases of non-zero mean horizontal flow (Fig. 6) . In particular, the transfer curve can highlight cell populations (see Fig. 9 for transfer shapes for some idealized cell morphologies).
Each sharp jump or discontinuity in the velocity direction we associated with the event of the cell's border crossing, allowing us to calculate cell size as the product of mean velocity U and time interval Δt between 2 consecutive discontinuities on the transfer trajectory. Patterns and discontinuities in the PVD depend on cell configuration and relative position as measured by instrumentation (Fig. 9) . Typical Δt values between discontinuities in transfer curves varied within the range of (Fig. 10) . Given the mean horizontal velocity magnitude, U of 1-5 mm/s, estimates for cell horizontal scales (l U Dt) give a range of several tens of meters. In any case, cells exhibited large aspect ratios (the ratio of the horizontal scale to the vertical scale).
Transfer diagrams showed smooth nighttime segments. Although transfer is nearly horizontal at night, significant (a few meters per night) vertical travel occurs. These displacements correspond to vertical velocities (w) on the order of 10 −4 m/s and most likely represent residual effects. Nieuwstadt and Brost (1986) showed that cell "turnover time," calculated as t (h − d)/w, represents relaxation time in the decay equation w 2 (t)
The time interval for sufficient decline in the magnitude of vertical velocity was only a few turnover times but corresponded to the range of several hours in absolute units. Weak residual vertical circulation thus occurred during nighttime hours. Yang et al. (2017) drew the same conclusion from water temperature dynamics during the ice season observed on Lake Simcoe (Canada). Using Thorpe scale analysis, the authors found that "active" mixing within the CML decreased at night but was still present. The transfer analysis described here investigated cell scale and configuration. To strengthen these interpretations, we also studied velocity hodographs (or velocity diagrams). For instantaneous velocities, the data were scattered (Fig. 11a) , with no meaningful correlations between velocity components. Averaging velocities over a longer period τ gradually transformed the data into clearly recognizable curves (Fig. 11b-c) . At larger scales, these cells showed quasi-deterministic features. For τ values of ∼ 80-100 min, the curves became self-sustained geometrically, representing rectangular loops (Fig. 11d) . Transformations of hodographs for east-vertical and north-east planes produced similar results (Fig. 11e-f ).
The identification guidelines described earlier for PVD curves can be applied to hodograph analysis as well. Each side of the observed rectangular feature is associated with different cell areas, including upwelling and downwelling zones. To build on the proposition that hodographs can reveal subtle dynamic parameters of cells, future studies should identify appropriate statistical analysis of hodographs to further image cell configuration asymmetry, including the relationships between upwelling and downwelling parameters. provide preliminary estimates for these parameters by other methods.
CML horizontal structure, cells, and eddies
We examined horizontal CML structure and horizontal velocity component dynamics. The curves (Fig. 6) clearly demonstrate numerous discontinuities of various magnitudes. In contrast to transfer in the vertical plane, however, the most meaningful discontinuities did not correlate with radiation. In 2017, for example, radiation maxima initiated daytime discontinuities only on a few days. In 2016, most discontinuities occurred at night during periods when vertical motion was presumably suppressed by nearly an order of magnitude. This finding raises the question of whether discontinuities can occur in the absence of convective cells.
To explore this question, we assumed that in the horizontal plane, CML structure is represented by eddies rotating around a vertical axis. As in the case of vertical motion, horizontal transfer trajectories assume fractal dimensions; therefore, the system of horizontal eddies are expected to have a wide range of scales and the hydrodynamic regime to approach 2D turbulence at night. Following the formulation described earlier, transfer analysis detects eddies and provides estimates for parameters of the eddy population. Estimated time intervals between adjacent discontinuities on the transfer trajectories indicate that eddy scales range from a few meters to many dozens of meters.
To further interpret CML horizontal structure as an eddy continuum in the horizontal plane, we analyzed the data collected by 3 velocity profilers (installed in a triangular configuration with side lengths of ∼ 30-40 m; Fig. 1c ) during the 2017 field monitoring campaign. We first compared horizontal velocity component dynamics for different devices at the same depth (2 Aquadopp and RDI profilers at a depth of 2.7 m) and at different depths for the same device (RDI profiler, 2.7 and 7 m). Both north and east component curves for all devices detected splitting events (Fig. 12a-b shows an example of the east component). Two types of splitting occurred. For the first type (indicated as "cell" in Fig. 12b ), the velocity difference was significant not only for different devices but also for different profiler depths, providing strong evidence that these events represent convective cells. In other cases, especially at night, velocity differences for different profiler depths were negligible but were clearly observable for all 3 devices at the same depths (labeled "eddy" in Fig. 12b ).
For the second type of splitting, the curve interplay strongly resembled the effect in which 2 points were separated vertically, an effect detected during daytime (Fig. 8d) , so the curves loops were interpreted as convective cells images. With splitting events of the second type, the measurement locations were separated horizontally and the loops were observed at night, when convective motion was sufficiently suppressed. We therefore interpret these splitting events as the images of eddies in the horizontal plane.
Transfer analysis supports this interpretation. Three of the transfer curves ( Fig. 12c-d ) corresponding to loops (Fig. 12a-b ) describe horizontal velocity dynamics at approximately the same depth (2.7 m) for the 3 closely positioned devices. The fourth feature represents velocity dynamics recorded by the RDI profiler at 7 m depth. Two curves corresponding to different RDI measurement depths show splits indicating the presence of convective cells (Fig. 12c) . For the same time interval, curves from both Aquadopp data at the same depth also split. This case suggests both eddy rotation and convective motion causing the observed small-scale anomaly in the horizontal flow structure. We also noted critical differences in velocity directions detected by the 3 devices (Fig. 12d) , but the RDI transfer curves for different depths are similar, thus indicating the absence of convective cells. We interpreted the presence of eddy rotation in the horizontal plane from these data.
Discussion
This study demonstrates that at least 4 different processes can influence CML structure and dynamics: mean flow, vertical convective motions, seiches, and horizontal eddies. These processes occur on similar temporal and spatial scales making it difficult to identify and differentiate their effects.
Water beneath ice and bottom stratified layers (BSL) may also contribute to the observed dynamics. For example, for a typical BSL thickness of H ∼ 15 m and buoyancy frequency of N ∼ 3 × 10 −3 /s, the internal wave (IW) number, k, is directly calculated from the dispersion rela- Gerkema and Zimmerman 2008) . In cases of resonant excitation, the IW frequency, ω, requires identification of the frequency belonging to the most energetic seiche, which has a period of 80 min. Simple calculations yield the ∼30 m value for the IW length scale. This value falls within the expected range for convective cells scales, so that the CML-BSL interaction is not excluded. Progressive-vector diagrams can serve as a heuristic tool for structure interpretation in cases of waterbodies with large-scale currents. Petrozavodsk Bay experienced horizontal currents with velocities around a few millimeters per second during both March 2016 and 2017 field campaigns. This current was not specifically investigated here. Shuya River inflow may contribute, but it may also result from marginal heatinginduced circulation driven by Coriolis forcing during the winter, as discussed in Huttula et al. (2010) . We also cannot rule out the interpretation that the onset of radiatively driven convection triggers rapid (within a few days) development of geostrophic basin-wide circulation. To evaluate whether this process occurred, we estimated key parameters of the heat budget using methods described in Malm et al. (1998) . Assuming daily average solar radiation flux at the lower boundary of ice of 16 W/m 2 , a time interval of 10 6 s, and local depths of 5 and 20 m, this model estimated a water temperature change for the local water column of 0.8 and 0.2°C, respectively. Thus, the onset of large-scale geostrophic currents can be expected soon after the initiation of convection.
Some discontinuities in horizontal transfer trajectories occurred during the night. Further, as revealed by combined measurements from 3 horizontally separated devices, velocity directions at the 3 locations diverged significantly, demonstrating transfer splitting. Taking both observations into account, we interpreted some cases of divergence from mean horizontal flow as resulting from eddies rotating in the horizontal plane. Based on the time intervals between the largest adjacent discontinuities in horizontal transfer, we estimated the horizontal scales of eddies to range from a few meters to many tens of meters. We cannot exclude, however, the alternative interpretation of both splitting and nocturnal discontinuities. Both effects may result from residual convective activity as it dies down at night.
Future studies should address this coexistence/alternation scenario and interactions between cell and eddy continuums. Identifying mechanisms for these processes is a challenge, however, similar to the problem of untangling 2D and 3D effects in turbulent stratified flows (Lilly 1983 , Lindborg 2006 .
Conclusions
Temperature and velocity data collected during 2 field campaigns in March 2016 and 2017 from Petrozavodsk Bay, Lake Onego, clearly indicated the presence of a convectively mixed layer with a thickness up to ∼7 and ∼14 m, respectively. Horizontal and vertical velocity components differed significantly in both years. Vertical velocity strongly correlated with radiation and was suppressed by nearly an order of magnitude at night. Yet, large-scale horizontal velocity components did not correlate as strongly with radiation and persisted at night. High-frequency horizontal motions clearly expressed a daily pattern and were suppressed at night, however, suggesting a correlation with daytime convection.
Convective cell parameters were derived from velocity dynamics at different depths, providing estimates of a few tens of meters for the horizontal scale of the largest cells. Only a few cells were detected per day. More precise measurements could identify smaller-scale structures and provide a more detailed image of convective cells.
Cumulative methods circumvented limitations of data with low signal/noise ratios. Because of the presence of mean flow at relatively high velocities (up to 6 mm/s), the usual progressive-vector diagrams (transfer) function as effective visualization tools that detected cells and provided estimates of flow parameters. Analysis of transfer curves in the vertical plane can reveal residual convective activity during periods long after sunset.
Transfer analysis revealed a complex horizontal CML structure with a continuum of cells and eddies. Our study suggests that, at night, the hydrodynamic regime approaches 2D-turbulence with enhanced horizontal transport. This study did not identify mechanisms determining the interplay of 2D and 3D structures, but we hypothesize that this mechanism should also influence other processes such as the decay and potential change in isotropy of the convective cells.
