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Abstract 
Background / Introduction: One of the current issues in Brain-Computer Interface (BCI) is how to deal 
with noisy Electroencephalography (EEG) measurements organized as multidimensional datasets 
(tensors). On the other hand, recently, significant advances have been made in multidimensional signal 
completion algorithms that exploit tensor decomposition models to capture the intricate relationship 
among entries in a multidimensional signal. We propose to use tensor completion applied to EEG data 
for improving the classification performance in a motor imagery BCI system with corrupted 
measurements. Noisy measurements (electrode misconnections, subject movements, etc.) are 
considered as unknowns (missing samples) that are inferred from a tensor decomposition model (tensor 
completion). 
Methods: We evaluate the performance of four recently proposed tensor completion algorithms, CP-
WOPT (Acar et al, 2011), 3DPB-TC (Caiafa et al, 2013), BCPF (Zhao et al, 2015) and HaLRT (Liu et 
al. (2013), plus a simple interpolation strategy, first with random missing entries and then with missing 
samples constrained to have a specific structure (random missing channels), which is a more realistic 
assumption in BCI applications. 
Results: We measured the ability of these algorithms to reconstruct the tensor from observed data. 
Then, we tested the classification accuracy of imagined movement in a BCI experiment with missing 
samples. We show that for random missing entries, all tensor completion algorithms can recover 
missing samples increasing the classification performance compared to a simple interpolation 
approach. For the random missing channels case, we show that tensor completion algorithms help to 
reconstruct missing channels, significantly improving the accuracy in the classification of motor 
imagery (MI), however, not at the same level as clean data. Summarizing, compared to the 
interpolation case, all tensor completion algorithms succeed to increase the classification performance 
by 7 – 9% (LDA – SVD) for random missing entries and 15 - 8% (LDA – SVD) for random missing 
channels.  
Conclusions: Tensor completion algorithms are useful in real BCI applications. The proposed strategy 
could allow using motor imagery BCI systems even when EEG data is highly affected by missing 
channels and/or samples, avoiding the need of new acquisitions in the calibration stage.   
Keywords: Brain-computer Interface, EEG, tensor completion, tensor decomposition, missing 
samples. 
1. Introduction 
Neural signal processing combines machine learning and computational methods with the aim of 
improving BCI in real-like scenarios. BCI, acting as an interface, could enable normal function in cases 
of brain disease or injury, and provide brain monitoring, or medical rehabilitation of brain disorders 
[1]. Therefore, BCI applications are becoming more and more popular in recent years [2]. As defined 
in [3], “A BCI is a communication system that does not depend on the brain’s normal output pathways 
of peripheral nerves and muscles”. In other words, a BCI is a system that allows a person to 
communicate only using his/her brainwaves, without any peripheral muscular activity [4]. For 
example, BCI systems can be used for controlling a wheelchair [5], [6], or a prosthetic arm [7], for 
computer access [8], or simply for communication for people affected by a number of motor 
disabilities [9], [10]. Virtually anything that can be controlled by a computer could, potentially, be 
controlled by a BCI [11], [12]. 
To use a BCI, the subject must generate specific brain activity patterns that can be detected by machine 
learning methods, which can translate neuroimaging patterns to specific commands. The mechanisms 
by which the specific brain activity patterns are generated depend on BCI paradigms. There exist 
several paradigms for BCI that can be distinguished based on the used neuroimaging methods and 
control signals [13]. Standard control signals include: Visual Evoked Potentials (VEP), Slow Cortical 
Potentials (SCP), P300 Evoked Potentials and Motor Imagery (see Table 1) [14]. In this work, we 
focus only on Electroencephalography (EEG) based methods and the Motor Imagery paradigm. 
In the Motor Imagery (MI) paradigm, the subject imagines the movement of one of his/her limbs 
(hands in our experiments) for a few seconds. This imagination activates brain areas in the motor 
cortex, which are similar to those that are activated when the actual movement of the same limb is 
executed. In our experiments, a BCI application based on the motor imagery paradigm allows us to 
choose between two actions depending on whether the subject is imagining the movement of his/her 
left or right hand. 
<<TABLE 1 HERE>> 
1.1. The problem of data corruption in EEG recordings 
When recording EEG signals, corrupted data can be originated from a high impedance value between 
electrodes and the scalp, or even worse, from one electrode being detached during the recording 
session. Also, some body movements of the subject can cause huge artefacts in the EEG signal [15], 
[16]. For example, eye blinks or jaw movements can cause contamination of EEG signals of high 
amplitude affecting all the electrodes [17], [18]. Other less common problems can be generated by 
improper electrical connections between electrodes and amplifier, malfunction of the amplifier or the 
A/D converter, environmental noise, etc.  
Data corruption is an important problem to solve, for example, in the calibration step of MI BCIs 
where classifiers need as many trials as possible to learn the unique features of each new user’s EEG 
activity. Typically, one can decide to eliminate the corrupted channel(s), or the whole experiment 
(trial). However, EEG data is precious and discarding it is not an option in some scenarios. For 
example, if we are dealing with a BCI system based in sensorimotor rhythms, online discarding a trial 
means neither feedback nor command output, which could confuse the user and generate frustration. 
When data corruption is restricted to isolated samples, the straightforward method to solve is to infer 
corrupted/missed samples using simple interpolation or regression approach. When a complete channel 
measurement is missing, one may use the measurements taken in different trials for that channel (or 
neighbour channels) to reconstruct it by simple interpolation. In this work we propose to use of tensor 
completion algorithms because they are able to capture the multidimensional structure of 
measurements and the complex relationship between channels, time and trials, which is crucial to 
obtain optimal reconstruction of missing or corrupted samples.  
1.2. Tensor decomposition notation and definitions 
Tensors generalize vectors (1D arrays, 𝒚 ∈ ℝ𝐼) and matrices (2D arrays, 𝒀 ∈ ℝ𝐼1×𝐼2 ) to arrays of higher 
dimensions (ND arrays, 𝓨 ∈ ℝ𝐼1×𝐼2×⋯×𝐼𝑁), three or more (𝑁 ≥ 3). Such arrays can be used to perform 
multidimensional factor analysis and decomposition and are of interest to many scientific disciplines 
including signal processing and machine learning [19]. The success of tensor decomposition models is 
based in their ability to capture a reduced number of latent structures that explain multidimensional 
datasets.  
Entries (𝑖, 𝑗, 𝑘) of a tensor  𝓨 ∈ ℝ𝐼×𝐽×𝐾 are referred to as  𝓨(𝑖, 𝑗, 𝑘) or 𝒚𝑖𝑗𝑘. Given a matrix 𝑨 ∈ ℝ
𝐼×𝑅, 
the vectors 𝒂𝑖 ∈ ℝ
𝑅 and 𝒂𝑗 ∈ ℝ𝐼 are obtained by extracting the 𝑖-row and the 𝑗-column from matrix 𝑨.  
 
Below, we introduce the tensor decomposition models used in this work: 
 
1.2.1. CANDECOMP/PARAFAC (CP): In this model, a data tensor 𝓨 ∈ ℝ𝐼×𝐽×𝐾 is approximated by a 
sum of rank-1 tensors, where the rank 𝑅 is given by the number of terms (Figure 1(a)): 
𝓨(𝑖, 𝑗, 𝑘) ≈ ∑ 𝑎𝑖𝑟
𝑅
𝑟=1
𝑏𝑗𝑟𝑐𝑘𝑟 , 
(1) 
1.2.2. Sparse Tucker decomposition: This is an extension of the classical Tucker model and [20] has 
been introduced in [20, 21]. In this model, a data tensor 𝓨 ∈ ℝ𝐼×𝐽×𝐾  is approximated by 
multiplying a “large” sparse core tensor 𝓧 ∈ ℝ𝑅1×𝑅2×𝑅3  ( 𝑅1 ≥ I, 𝑅2 ≥ J, 𝑅3 ≥ K) by factor 
matrices in each dimension: 𝑫1 ∈ ℝ
𝐼×𝑅1, 𝑫2 ∈ ℝ
𝐽×𝑅2 and 𝑫3 ∈ ℝ
𝐾×𝑅3, as follows: 
𝓨(𝑖, 𝑗, 𝑘) ≈ ∑ ∑ ∑ 𝓧(𝑟1, 𝑟2 , 𝑟3)
𝑅3
𝑟3=1
𝑅2
𝑟2=1
𝑅1
𝑟1=1
𝑫1(𝑖, 𝑟1)𝑫2(𝑗, 𝑟2)𝑫3(𝑘, 𝑟3), 
(2) 
which can be written in the following compact form (Figure 1(b)): 
𝓨 ≈ 𝓧 ×1 𝑫1 ×2 𝑫2 ×3 𝑫3. (3) 
Factor matrices 𝑫1, 𝑫2 and 𝑫𝟑 are called dictionaries of atoms because the original signal 𝓨 is 
represented as a superposition of a reduced number of rank-1 tensors. Moreover, by vectorising 
equation (14), we obtain the following expression: 
𝒚 ≈ 𝑫𝒙,   with 𝑫 =  𝑫3⨂𝑫2⨂𝑫1, (4) 
where ⨂ stands for the Kronecker product and 𝑫 ∈ ℝ𝐼𝐽𝐾×𝑅1𝑅2𝑅3 is referred as a global dictionary 
[20]. 
<<FIGURE 1 HERE>> 
1.3. Inference of missing entries in tensor data 
The problem of estimating missing data can arise in a variety of real-world applications with 
multidimensional (tensor) structured data, which is referred as tensor completion. In this work, we 
propose to use tensor completion approach to corrupted EEG data. For this purpose, we organize EEG 
data as a 3D tensor whose dimensions are channel, time and trial (𝑐ℎ𝑎𝑛𝑛𝑒𝑙 𝑥 𝑡𝑖𝑚𝑒 𝑥 𝑡𝑟𝑖𝑎𝑙 ) and 
consider every corrupted sample as a missing entry. Thus, we estimate missing entries by applying a 
tensor completion algorithm. 
Several tensor completion strategies have been developed recently for different applications. For 
example, an underlying tensor factorization model [19] with a fixed rank is assumed and the objective 
is to infer the underlying factors from partially observed data. In [22], a CANDECOMP/PARAFAC 
(CP) factorization with missing data was formulated as a weighted least squares problem, termed CP 
weighted optimization (CP-WOPT). Some other related methods were also investigated such as the 
structured CP decomposition using nonlinear least squares (CPNLS) [23]. However, these tensor 
factorization schemes can be prone to overfitting due to an imprecise tensor rank selection and a point 
estimation of latent factors rather than learning posterior distributions, resulting in severe deterioration 
of predictive performance [24].  Recently, the Bayesian CP factorization was proposed by imposing 
column-wise sparsity over factor matrices, resulting in an automatic tensor rank determination by 
model inference. In addition, the fully Bayesian approach can effectively prevent overfitting problem 
and avoid manually tuning parameters [24]. 
Other tensor completion techniques are inspired by matrix inpainting algorithms by exploiting an 
automatic rank optimization as a convex optimization on a tensor nuclear norm [25]. Some variants 
were also proposed under this framework, such as fast composite splitting algorithms (FCSA) [26]. 
Since these completion-based methods cannot explicitly capture the underlying factors, a simultaneous 
tensor decomposition and completion (STDC) [27] method was proposed in which multilinear rank 
minimization was applied for Tucker decomposition. It is also noteworthy that the rank minimization 
based on nuclear norm is sensitive to tuning parameters, which may tend to over- or under-estimate the 
true tensor rank.  
Finally, another option for tensor completion is to assume that every small patch of the tensor admits a 
sparse decomposition over a known dictionary such as a Kronecker Wavelet or the Discrete Cosine 
Transform (DCT) bases. Moreover, it is known that better results can be obtained by training a 
dictionary based on available datasets. A patch-based tensor completion technique with a Kronecker 
structured dictionary learning algorithm has been recently proposed in [21]. 
Is in this paper, we evaluate four tensor completion techniques applied to multichannel EEG data, 
allowing us to keep all the recorded information in a tensor format (multidimensional) and to recover 
the corrupted entries by means of tensor completion algorithms.  The choice of the algorithms was 
based on the fact that they represent four different approaches to the problem of tensor completion, 
from simple least squares optimization (CP-OPT), through more sophisticated algorithms based on 
local sparse representations (3DPB-TC), low-rank Bayesian approach (BCPF) and trace-norm 
minimization strategy (HaLTRC). 
2. Methods 
2.1. Experimental paradigm 
The EEG dataset used in this work was provided by the Laboratory for Advanced Brain Signal 
Processing, BSI-RIKEN, Japan, in collaboration with Shanghai Jiao Tong University, China. The 
dataset is freely available at: http://mon.uvic.cat/data-signal-processing/en/descarregues/. This dataset 
was recorded for 5 healthy subjects. The cue-based BCI paradigm consisted of two motor imagery 
tasks, namely the imagination of movement of the left hand (LH) and right hand (RH). Several sessions 
on different days were recorded for some subjects (Table 2).  
<<FIGURE 2 HERE>> 
<<TABLE 2 HERE>> 
The experiment is illustrated in Figure 2(a). The subjects were sitting in a comfortable armchair in 
front of a computer screen. At the beginning of a trial, the screen is blank. After two seconds (𝑡 = 2𝑠), 
a cue in the form of an arrow pointing either to the left or right (corresponding to two classes of LH 
and RH) appeared and remained on the screen for a specific duration (3-4sec). This prompted the 
subjects to perform the desired motor imagery task. The subjects were requested to carry out the motor 
imagery task until the cue disappeared from the screen and try to avoid eye blinking or eye movements 
during the imagination. When the cue disappears, a two seconds’ break follows. This procedure is 
repeated 80 -170 times for each session with the random cue sequence.  
For each subject, the first run is called initialization procedure, which only presents the cues without 
any feedback. Based on the online BCI classifier trained on the EEG data recorded from the 
initialization run, the system can give a feedback online by showing several red bars representing the 
classification output for left and right hand commands. Meanwhile, the EEG data with class labels are 
recorded.  
2.2. Data recording and format 
In this dataset, g.tec (g.USBamp) was used for recording the EEG signals. The EEG signals were band-
pass filtered between 2Hz and 30Hz with sample rate of 256Hz and a notch filter at 50Hz was applied. 
The signals are measured in µV. The number of electrodes was fixed to 6 in all the experiments in 
order to develop a BCI system with number of electrodes as small as possible. The selected electrodes 
are C3, Cz, C4, CP3, CPz and CP4, and its arrangement is shown in Figure 2(b), highlighted in blue  
The experiments conducted in different days for the same subject are called different sessions. Each 
file contains one session, which is comprised of several trials separated by short breaks. Subject C has 
many sessions conducted on different days, while for the rest of them we only have data from one 
session. The EEG data stored in each data set is organized in segment structure; each segment 
represents a single trial with one specific class label. The EEG data is provided as a 3D array (tensor) 
with size of [Nchannel x Ntime x Ntrial]. 'Nchannel' denotes the number of electrodes, 'Ntime' is the number of 
time samples in each imagination task and 'Ntrial' is the number of motor imagery tasks performed in 
this session. Table 2 summarizes the information of all used datasets.  
2.3. Tensor Completion Algorithms 
The problem of estimating missing entries in higher dimensional arrays has been widely studied in 
recent years and there is a long list of available algorithms to choose from [22, 20, 27, 28, 25, 29, 24, 
30, 31] [32, 33, 34, 35, 36]. Tensor completion has been recently proposed for handling missing 
measurements before classification, for example, in human activity recognition [37, 38]. In this work, 
we propose to use it for handling missing samples during calibration of a BCI system. Four different 
tensor completion algorithms were tested in the experiments (see summary in Table 3). The choice of 
the algorithms was based on the fact that they represent four different approaches to the tensor 
completion problem, from a simple least squares optimization (CP-OPT), through more sophisticated 
algorithms based on local sparse representations (3DPB-TC), low-rank Bayesian approach (BCPF) and 
trace-norm minimization strategy (HaLTRC). We also used a basic interpolation algorithm (AIaT) to 
estimate missing entries and used as a reference to evaluate the quality of the results given by all the 
algorithms. A brief description of each algorithm is detailed below. 
<<TABLE 3 HERE>> 
2.3.1. CANDECOMP/PARAFAC Weighted Optimization Algorithm (CP-WOPT) 
CANDECOMP/PARAFAC (CP) algorithms are the simplest and most well know tensor factorization 
that captures multi-linear structure [19]. In the presence of missing data, CP can be formulated as a 
weighted least squares problem that models only the known entries. CP-WOPT [22] is an algorithm 
that uses first-order optimization to solve the weighted least squares objective function over all the 
factor matrices simultaneously. As detailed in [22], the method uses a weighted version of the error 
function to ignore missing data and model only the known entries. In that case, nonlinear optimization 
can be used to directly solve the weighted least squares problem for the CP model. The weighted 
version of the error function to be minimized is 
𝑓𝓦(𝑨, 𝑩, 𝑪) =
1
2
∑ ∑ ∑ {𝑤𝑖𝑗𝑘 (𝑦𝑖𝑗𝑘 − ∑ 𝑎𝑖𝑟
𝑅
𝑟=1
𝑏𝑗𝑟𝑐𝑘𝑟)}
2𝐾
𝑘=1
𝐽
𝑗=1
𝐼
𝑖=1
 (5) 
where 𝓨 is a three-way tensor of size 𝐼 x 𝐽 x 𝐾 and rank 𝑅; 𝑨, 𝑩 and 𝑪 of sizes 𝐼 x 𝑅, 𝐽 x 𝑅 and 𝐾 x 𝑅, 
respectively, are the factors matrices in the CP model such that  
𝑦𝑖𝑗𝑘 ≈ ∑ 𝑎𝑖𝑟
𝑅
𝑟=1
𝑏𝑗𝑟𝑐𝑘𝑟 ,       for all 𝑖 = 1, … , 𝐼, 𝑗 = 1, … , 𝐽, 𝑘 = 1, … , 𝐾 
and tensor 𝓦, which is the same size as 𝓨, with entries defined as 
𝑤𝑖𝑗𝑘 = {
1    if 𝑦𝑖𝑗𝑘 is known 
0    if 𝑦𝑖𝑗𝑘 is missing
      for all 𝑖 = 1, … , 𝐼, 𝑗 = 1, … , 𝐽, 𝑘 = 1, … , 𝐾. 
See [22] for a detailed explanation of the CP-WOPT algorithm. 
2.3.2. 3D Patch Based Tensor Completion Algorithm (3DPB-TC) 
The 3D Patch-Based Tensor Completion method consists in dividing the whole, and potentially large, 
3D tensor 𝓨 in a large collection of small overlapped 3D patches (subtensors): 𝓨𝟏, 𝓨𝟐, … , 𝓨𝑵 In this 
method, it is assumed that the vectorized version 𝒚 of every 3D patch has a sparse representation on a 
known dictionary matrix (see equation (4)), i.e. 𝒚 ≈ 𝑫𝒙  , where 𝒚  is the vector obtained by 
concatenating all entries of the 3D-patch in a long vector, 𝑫 is a matrix containing in its columns 
“atoms” or prototype signals, and 𝒙 is a sparse vector whose non-zero entries indicate which “atoms” 
are linearly combined to obtain an approximation of 𝒚. 
It is known that signals having a sparse representation on a known dictionary can be recovered from a 
small subset of its entries, which is one of the assumptions in the Compressed Sensing theory [39]. 
Sparse representations have demonstrated to be useful for inferring missing samples in 2D-images and 
many algorithms were recently developed based on these ideas [40, 29, 28] but these methods become 
computationally too expensive when they are extended to 3D-signals (tensors). To overcome this 
problem, in [21], a method based on a sparse Tucker decomposition model, here referred as the 3DPB-
TC algorithm, was proposed. In this algorithm, small dictionaries associated to each one of the signal 
dimension or mode are used instead of having a large global dictionary. In this work, an alternate least 
squares algorithm was proposed for learning an optimal set of dictionaries from an available collection 
of 3D-patches. We refer the reader to [21] work for more details of this algorithm. 
 
2.3.3. Bayesian CP Factorization (BCPF) 
The BCPF [24] is a generative probabilistic model for CP tensor factorization of incomplete tensor 
data, which can determine the tensor rank automatically by employing a hierarchical sparsity-inducing 
prior over latent matrices and a fully Bayesian inference framework. In addition, the predictive 
uncertainty can be also inferred by BCPF.  The observation model of BCPF, i.e. the probability of 
observed data given the CP factors and parameter 𝜏, is described by  
𝑝(𝓨Ω|{𝑨, 𝑩, 𝑪}, 𝜏) = ∏ ∏ ∏ 𝒩( 𝑦𝑖𝑗𝑘 |〈𝒂𝑖 , 𝒃𝑗 , 𝒄𝑘〉, 𝜏
−1)
𝑤𝑖1𝑖2𝑖3   
𝐾
𝑘=1
𝐽
𝑗=1
𝐼
𝑖=1
 (6) 
where 𝓨 is an incomplete 3th-order tensor of size 𝐼 ×  𝐽 ×  𝐾 , 𝓦 is a binary tensor of the same size 
of 𝓨 which indicates the observed entries (the mask, as defined in previous section), Ω denotes a set of 
3-tuple indices (𝑖, 𝑗, 𝑘), {𝑨, 𝑩, 𝑪} are the factor matrices, 𝒩( 𝑦 |𝜇, 𝜏
−1) is a Gaussian distribution with 
mean 𝜇 and standard deviation 𝜏, and 〈𝒂, 𝒃, 𝒄〉 denotes a generalized inner product of three vectors. The 
sparsity inducing prior for factor matrix 𝑨 (and equivalently for the other factors 𝑩 and 𝑪) is given by  
𝑝(𝑨|𝛌) = ∏ 𝒩(𝒂𝑖|0, 𝚲
−1)
𝐼
𝑖=1
 (7) 
𝑝(𝛌) = ∏ Ga
𝑅
𝑟=1
(𝜆𝑟|𝑐0
𝑟 ,  𝑑0
𝑟) 
(8) 
where Ga(. |. )  denotes a Gamma distribution, which results in a column-wise sparsity property.  
Additionally, the prior for the noise parameter is given by 
𝑝(𝜏) = Ga(𝜏| 𝑎0, 𝑏0) (9) 
By applying the variational Bayesian inference, BCPF allows us to obtain the posterior distribution of 
all unknown model parameters Θ as presented by  
𝑝(Θ|𝓨𝛀) =
𝑝(Θ, 𝓨𝛀)
∫ 𝑝(Θ, 𝓨𝛀) 𝑑Θ
 (10) 
and the predictive distribution over missing data as presented by  
𝑝(𝓨\𝛀|𝓨𝛀) = ∫ 𝑝(𝓨\Ω|Θ)𝑝(Θ|𝓨Ω) 𝑑Θ (11) 
where, for simplicity of notation, all unknowns including latent variables and hyperparameters are 
collected and denoted together by Θ = {𝑨, 𝑩, 𝑪, 𝛌, 𝜏}, and the predictive distribution over the missing 
entries is denoted by 𝓨\Ω. 
BCPF method is characterized as a tuning parameter-free approach and all model parameters can be 
inferred from the observed data, which avoids the computational expensive parameter selection 
procedure. In contrast, the other existing tensor factorization methods require a predefined rank, while 
the tensor completion methods based on nuclear norm require to select several tuning parameters. The 
initialization point of tensor rank is usually set to its maximum possible value, while the effective 
dimensionality can be inferred automatically under a Bayesian inference framework. We refer the 
reader to [24] work for more details of this algorithm. 
2.3.4. High accuracy Low Rank Tensor Completion (HaLRTC)  
The HaLRTC algorithm was introduced by Liu et al in [25] together with other two algorithms: Simple 
Low Rank Tensor Completion (SiLRTC) and Fast Low Rank Tensor Completion (FaLRTC) 
algorithms. HaLRTC has demonstrated to attain the performance when it was applied to visual data 
[25]. It generalized the low-rank matrix completion problem [41] to higher dimensions based on a 
generalized trace norm. The trace norm of a matrix 𝑿 ∈ ℝ𝐼×𝐽  is defined as the sum of its singular 
values, i.e. ‖𝑿‖∗ = ∑ 𝜎𝑖
min (𝐼,𝐽)
𝑖=1 . The generalized trace norm of a tensor 𝓧 ∈ ℝ
𝐼×𝐽×𝐾  is defined as a 
convex combination of the trace norms of the corresponding mode-n unfolding matrices: 
‖𝓧‖∗ = ∑ 𝛼𝑛
3
𝑛=1 ‖𝑿(𝑛)‖∗
 , (12) 
where 𝑿(𝑛) is the mode-n unfolding matrix obtained from tensor 𝓧, i.e. 𝑿(1) ∈ ℝ
𝐼×𝐽𝐾 , 𝑿(2) ∈ ℝ
𝐽×𝐼𝐾 
and 𝑿(3) ∈ ℝ
𝐾×I𝐽, and 𝛼𝑛 ≥ 0 s.t. ∑ 𝛼𝑛
3
𝑛=1 = 1. 
The HaLRTC algorithm aims to solve the following optimization problem: 
min
𝓨
‖𝓨‖∗,      s.t. 𝓨Ω = 𝑻Ω, (13) 
where 𝓨Ω  is the set of entries of  𝓨  restricted to the available measurements 𝑻Ω . The HaLRTC 
algorithm applies the Alternating Direction Method of Multipliers (ADMM) algorithm [42] to solve the 
above problem. 
2.3.5. Average Interpolation across Trials (AIaT) 
The simplest way to recover random missing entries and random missing channels is calculating the 
mean using the information contained in other trials. Therefore, we also used the average interpolation 
across trials as the fifth algorithm, to be compared with the four tensor completion algorithms. The 
random missing entries were estimated by averaging the entries across trials for the same channel and 
time position, while the random missing channels were estimated by averaging the corresponding 
channels across the remaining trials. The AIaT algorithm will be considered the reference in our 
experiments. 
2.4. Parameter tuning 
Two of the four tensor completion algorithms presented so far have parameters that need to be tuned. 
The CP-WOPT algorithm requires the tensor rank parameter 𝑅 to be tuned based on available data. On 
the other side, the 3DPB-TC algorithm, uses dictionaries that must be learned from data signals. 
Additionally, a sparsity parameter, which is related to the number of atoms of the dictionaries, need to 
be tuned based on data too (see details in [21]). The other two algorithms, BCPF and HaLRT, are 
completely parameter-free from the user’s point of view because BCPF algorithm automatically tunes 
all the internal parameters and HaLRT has only one parameter (𝑟ℎ𝑜) empirically set by the developers 
to 10−7. Therefore, this process is transparent to the user. 
To select the proper values of all these parameters, we used data from session 4 of the user C (i.e., 
dataset SubC_s4). We select this session/user because it was the one who produced the best 
classification rate using all the available points (no missing data, see right-most column in Table 2). 
Using this subject dataset, the best rank R = 250 and sparsity value ρ = 0.1 were found for CP-WOPT 
and 3DPB-TC algorithms, respectively (see Results, Figure 4(a-b). Once the parameters were tuned 
the algorithms were tested on the other subject datasets. 
2.5. Simulation of corrupted data (mask generation) 
The goal of this work is to evaluate EEG completion as a strategy for dealing with missing or corrupted 
samples in a BCI experiment. Therefore, we will use a mask to artificially generate missing data in our 
EEG recordings. This mask will have two different structures. First, we will compare the performance 
of completion algorithms by using a random entries mask with no predefined structure (random entries 
case, Figure 3(a)). This scenario was already considered in a recent conference contribution [43], 
where only the BCPF algorithm was used. To evaluate a more realistic scenario for a BCI application, 
we will also generate a mask constrained to have missing channels in random trials (random channels 
case, Figure 3(b)). The later situation can occur, for example, when an electrode has an improper 
impedance value or, for any reason, is completely detached during the experiment.  
<<FIGURE 3 HERE>> 
2.6. BCI Classifier 
As described in the previous section, we use tensor completion algorithms for a BCI experiment, 
applying masks that simulate several scenarios of missing samples in different trials. To measure the 
improvement achieved by each algorithm, we implemented Linear Discriminant Analysis (LDA) and 
linear Support Vector Machine (SVM) classification methods [44] to infer the imagined action 
performed by the subject based on four features vectors (2 first and 2 last filters) extracted with the 
classical Common Spatial Pattern (CSP) filtering technique.  
CSP filters are designed to find spatial filters so that the variance of the filtered signal is maximum for 
one class and minimum for the other [45]. Because the variance of a pass-band filtered signal in a 
specific band is actually the power of this signal in this band, the CSP finds spatial filters that lead to 
optimally discriminating band power characteristics, since their values would be the maximum of 
different between classes [46] [45].  
These classifiers were used on the original; the average interpolation and the reconstructed data tensor 
obtained by each of the proposed tensor completion algorithms. 
 
 
 
2.7. Performance Measures 
We evaluate and compare the correctness of the proposed tensor completion algorithms by computing: 
(i) the error of the reconstructed EEG tensor data, and (ii) the task classification performance 
(percentage of correct BCI outputs). Below, we define these measures 
2.7.1. Normalized Root Mean Square Error (NRMSE)  
The Root Mean Square Error (RMSE) is a common measure of the differences between an estimator 𝑥 
and the correct values 𝑥 (EEG signals in our case). Normalizing RMSE facilitates the comparison 
between datasets or models with different scales. The Normalized RMSE (NRMSE) is defined as 
follows: 
𝑁𝑅𝑀𝑆𝐸 = √
〈(?̂?−𝑥)2〉
〈𝑥2〉
 , (14) 
where 〈∙〉 is the expectation operator. The NRMSE is always nonnegative and the best possible score is 
0. It is also noted its relationship with the Signal to Noise Ratio, i.e., 𝑆𝑁𝑅𝑑𝐵 =  −20𝑙𝑜𝑔10(𝑁𝑅𝑀𝑆𝐸). 
In our experiments, we calculated NRMSE values based on all the entries of the tensor data. 
2.7.2. Classification accuracy evaluation 
To ensure statistically stable results of the classification performance, we applied K-fold cross-
validation. More specifically, we randomly divided the available trials in 𝐾 = 10 groups of trials for 
each session and each subject. We then trained the classifiers (LDA or SVM, respectively) using 𝐾 −
1 = 9 groups and tested it on the remaining group. We repeated this procedure 𝑁 = 100 times (tests) 
for different random partitions of data and computed the mean and standard deviation of correct 
classification trials. 
3. Results 
To demonstrate the usefulness of the proposed EEG data completion methods in a BCI scenario, we 
did experiments with real EEG tensor datasets, enforcing them to have intentionally corrupted 
(missing) entries in the following two situations: (1) random missing entries, and (2) random missing 
channels, as explained in Figure 3. 
In all the cases, we conducted the experiments using different amounts of missing samples. More 
precisely, we considered 1%, 5%, 10%, 15% and 20% of missing samples on the whole tensor. We did 
not consider larger amounts of missing samples because in real applications using six channels, it is not 
likely to have more than one corrupted channel (1 6⁄ = 16.7%). 
In the following section, the results of the parameter tuning based on a single subject are presented, 
followed by the results obtained with CP-WOPT, 3DPB-TC, BCPF, HaLRT and AIaT algorithms 
when they are applied to all available subjects not used for parameter tuning (five subjects and seven 
sessions, see Table 2). 
 
 
3.1. Parameter tuning results 
To optimally tune the parameters of the CP-WOPT and 3DPB-TC algorithms, we randomly removed 
10% of the channels of the whole EEG tensor, as illustrated in Figure 3(b), and performed a grid 
search over the parameters values using the dataset from session “SubC_s4”. More specifically, we 
computed the NRMSE (equation (14)) for a range of parameters values and set the parameter such that 
the error is minimized. In Figure 4(a) and (b), the reconstruction error (NRMSE) versus rank 𝑅 (CP-
WOPT) and sparsity 𝜌 (3DPB-TC) are shown, respectively. Additionally, algorithm 3DPB-TC requires 
to learn a Kronecker dictionary on which patches has a sparse representation. To do, so we applied the 
dictionary learning algorithm described in [21] to all the 3D patches obtained from the dataset of 
session “SubC_s4”. 
3.2. Experiments with corrupted/missing data 
For all the subjects and sessions, we computed the normalized RMSE (NRMSE) and the BCI 
classification performance using the reconstructed tensor obtained with all the algorithms with missing 
samples ranging from 1% to 20%. The obtained classification performance was compared to the one 
obtained with the original (complete) EEG data tensor. 
First, we made experiments by generating random missing values along all the channels in the EEG 
tensor without any restriction about the structure of the missed values (Figure 3(a)). Even if this is not 
a realistic scenario, our results demonstrate that the average interpolation and all tensor completion 
algorithms are able to recover missing entries with a high degree of accuracy, which are consistent with 
previously reported results [43]. We also performed experiments for a more realistic scenario where 
complete channels are corrupted/missing. Our results demonstrate that the proposed tensor completion 
algorithms are still useful in this more difficult scenario. 
We report the NRMSE values obtained with CP-WOPT (yellow), 3DPB-TC (blue), BCPF (red), and 
HaLRT (purple) for random missing entries (Figure 4(c)) and channels (Figure 4(d)). As a reference, 
we also show the obtained NRMSE values using AIaT algorithm (black), i.e., the case where missing 
entries where replaced by the average interpolation across channels as the simplest way of use the 
redundancy provided by the trials. It is noted that, in general, all the algorithms helped to considerably 
reduce the error with respect to the interpolation case. For example, in the case of having 10% of 
missing entries, the CP-WOPT algorithm reduces the NRMSE from 0.308 to 0.056 (82% reduction 
factor) and from 0.308 to 0.135 (56% reduction factor) for the random missing entries and random 
missing channels cases, respectively. From these results, we conclude that the case of having random 
missing channels is more difficult, which gives us less error reduction. It is highlighted that only the 
BCPF algorithm failed to reduce the error for the case with 20% missing data (missing channels). We 
think that this effect is because the BCPF assumes a Gaussian model for the model error, which is not 
accurate for the case of EEG data causing that the algorithm provides a biased estimation of the rank. 
However, as we will show below, this slightly increase on the reconstruction error (NRMSE) does not 
imply a decrease in classification performance.  
In Figure 4(e) and (f), we report the classification performance obtained after completing the tensor 
data for random missing entries and channels, respectively, using the LDA classifier, while in Figure 
4(g) and (h) we report the same results using the SVM classifier. As reference, we also plot the 
classification performance obtained using the AIaT algorithm (black) and the original data (no missing 
entries, green). Compared to the AIaT case, all tensor completion algorithms succeed to increase the 
classification performance. It is highlighted that, even though the completion is more difficult in the 
missing channels case (Figure 4(d)), the improvement of the tensor completion algorithms in the 
classification performance compared to the AIaT algorithm is better in the missing channels case 
compared to the missing entries case. It is noted that algorithms BCPF (red) and CP-WOPT (yellow) 
over-performed 3DPB-TC (blue) in terms of attained classification performance, while HaLRT 
(purple) obtained the worsts results. 
<<FIGURE 4 HERE>> 
4. Discussion and conclusion 
In this paper, we have investigated the use of tensor completion algorithms for EEG tensor data in a 
BCI scenario. Unlike most of the literature on tensor completion, we have applied the algorithms to the 
realistic case in which some selective EEG channels are corrupted or even missing EEG. This can 
occur, for example, if an electrode is detached, improperly placed on the skull, or capturing some 
noise. Traditionally, noisy recordings are discarded and new ones are registered. This can cause delays 
on the protocols, especially in the calibration step of any BCI procedure, and worst, it generates fatigue 
and discomfort feeling in the user. In order to avoid such situations, we investigated a way to deal with 
these noisy channels by completing the data using tensor completion algorithms. This approach is 
original and different from other strategies like trying to optimize the channels for each user [47]; 
applying some denoising/artefact removal algorithms [48] [49], or using much more complex 
classification systems as recently proposed [50]. 
As showed in Figure 2(c), the once the corrupted/missing data is identified, a mask is applied to the 
EEG tensor in order to later estimate the corrupted/missing parts. We do not focus in how to decide 
which samples are corrupted and which are not. This is not a trivial task and has been analysed in 
different papers. For example, in [51] a method is proposed based on statistical parameters estimated 
for various aspects of data in both the EEG time series and in the independent components of the EEG. 
In [17] the authors propose an approach based on the time–frequency shape of muscular artifacts, to 
achieve a reliable and automatic scoring of them. A method based on clustering is proposed in [52]. 
The method is based on separation of the ERP recordings into independent components, then to cluster 
them together with ocular reference signals and finally removing the components in the cluster that 
contains the ocular reference signals. A semi-automatic artifact rejection system is proposed in [49] in 
order to detect and reject artifacts. In this case, the identification of artifacts is based on the kurtosis, 
sample entropy, zero-crossing rate and fractal dimension measures of the sources obtained after 
applying a blind source separation algorithm on the data. Finally, a fully automated and online artifact 
removal method is proposed in [53], based on a combination of wavelet decomposition, independent 
component analysis, and thresholding. We refer the reader to [54] as a recently published reviewer 
paper regarding requirement for artifact removal in BCI.  
Random missing entries (Figure 3(a)) are relatively easily retrieved by any of the analysed algorithms, 
allowing for a small NRMSE and, consequently, better classification performance, comparable to the 
original data. It is noted that noisy data decreased the classification performance up to almost 6% 
(LDA case) when the percentage of random missing entries was 20% and all algorithms improved the 
classification performance up to a level comparable to the case of clean EEG data (original EEG 
tensor) (Figure 4(e)). As missing entries are random, the neighbourhood points contain enough 
information to estimate them, which allows to recover the classification performance. These results are 
also comparable to the ones obtained in [43], but this scenario is not realistic from the application point 
of view.  
To provide a more realistic scenario, we then investigated the effect of having missing channels 
(Figure 3(b)). This is a more challenging case where all the data points of some channels are missed. 
When analysing classification performance for random missing channels, results differ. The 
classification performance based on noisy data decreases at a faster rate. However, all tensor 
completion algorithms are capable to improve the classification performance with respect to the 
interpolation case. It is highlighted that interpolated data decreased the classification performance 
(LDA case) up to almost 20% when the percentage of random missing channels was 10% and 
algorithms CP-WOPT and BCPF improved the classification performance increasing it by 12%, 
approximately (Figure 4(f)). At 20% of missing channels the results are still over 70% of classification 
performance for most of the TC algorithms, while the AIaT algorithm (interpolated data) obtains less 
than 60%. Similar numbers are obtained for the SVM classifier. We note that, regarding the 
classification performance, BCPF and CP-WOPT outperforms 3DPB-TC and HaLRT, being this last 
algorithm the worst of all of them. We think that the behaviour of 3DPB-TC algorithm is due because 
it uses local information (small patches) to reconstruct missing entries while BCPF and CP-WOPT uses 
a global model for the EEG tensor data.  
To our best knowledge this is the first work applying tensor completion algorithms to the realistic 
scenario of missing channels in BCI, but other applications could use the same strategy. This is the 
case, for example, of Neuro-Feedback (NF) [55], classification/estimation of emotions [56] or 
biometric identification [57], in which again we cannot discard frames. We experimentally 
demonstrated that it is possible to deal with that challenging situation, and instead of discarding the 
noisy data we can take advantage of it and avoid additional EEG data recordings. On the other hand, 
we also identified the differences in performance between algorithms depending on what we measure. 
We observed that the best algorithm for tensor completion, in terms of NRMSE, is not the best in terms 
of obtained classification performance. This fact, surprising at first glance, suggest new lines of 
research by developing new completion algorithms that maximize the classification performance 
directly. 
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TABLES 
Table 1: Control signals commonly used in EEG BCI systems. 
In this paper, we use Motor Imagery control signals. 
Control signal Physiological phenomena 
Visual Evoked Potentials (VEP) Brain signal modulations in the visual cortex 
Slow Cortical Potentials (SCP) Slow voltages shift in the brain signals 
P300 Evoked Potentials Positive peaks due to infrequent and relevant stimulus 
Motor Imagery Sensorimotor rhythms modulations synchronized to 
motor imagery activities 
 
 
Table 2: The EEG BCI dataset: a total of eight recording sessions from five subjects (A, C, F, G and 
H) were collected at LABSP-RIKEN Laboratory using six channels g.tec EEG system. In the right-
most column, the mean classification accuracy and standard deviation (std) over 100 𝐾-fold cross 
validation (𝐾 = 10) tests, for each of the available 8 datasets, is shown. We used an LDA classifier 
applied to the original BCI data (no missing values) in all the tests for each dataset. The session with 
highest accuracy, highlighted in bold, is used for tuning parameters of the algorithms. 
Dataset Subject 
Duration 
time 
Number of trials 
Class. Accuracy 
mean±std  
SubA_s1 A 3s 130 0.88±0.01 
SubC_s1 C 3s 170 0.86±0.01 
SubC_s2 C 3s 158 0.85±0.01 
SubC_s3 C 3s 120 0.89±0.01 
SubC_s4 C 3s 90 0.93±0.01 
SubF_s1 F 4s 80 0.71±0.03 
SubG_s1 G 4s 120 0.81±0.01 
SubH_s1 H 3s 150 0.71±0.02 
 
 
Table 3: List of algorithms used in the experiments. 
Name Acronym 
Parameters to be 
determined 
CP Weighted Optimization [22] CP-WOPT Tensor rank 𝑅 
3D Patch-based Tensor Completion [21] 3DPB-TC Dictionary and sparsity 
parameter 𝜌. 
Bayesian CP factorization for tensor completion 
[24] 
BCPF None 
High accuracy Low Rank Tensor Completion [25] HaLRT 𝜌 (empirically 𝜌 = 10−7) 
Average interpolation across trials AIaT None 
 
  
  
 
FIGURES 
 
 
 
 
Figure 1: Tensor decompositions: (a) CANonical DECOMPosition (CANDECOM). (b) Sparse Tucker 
model 
 
 
 
 
 
Figure 2: BCI experiment description: (a) Timing scheme for the MI paradigm. (b) Electrode locations. 
(c) Sequence of operations performed before calibration. 
 
 
  
 
 
 
 
 
 
 
 
Figure 3: Examples of masks used for generating observed EEG data (with random missing entries). 
(a) Example of uniformly distributed random mask generated without any constrains. (b) Example of 
random mask generated with random missing channels. 
 
 
  
Figure 4: Experimental results: (a) NRMSE evolution as a function of Rank 𝑅 in CP-WOPT 
algorithm. Best result was obtained for 𝑅=250. (b) NRMSE evolution as a function of sparsity 𝜌 
for 3DPBTC algorithm. Best result was obtained for 𝜌=0.1. (c) NRMSE evolution as a function 
of percentage of missing entries for the case of random missing entries. (d) NRMSE evolution 
as a function of percentage of missing entries for the case of random missing channels. (e) LDA 
classification performance (%) evolution as a function of percentage of missing entries for the 
case of random missing entries. (f) LDA classification performance (%) evolution as a function 
of percentage of missing entries for the case of random missing channels. (g) and (h) Same as 
(e-f) for SVM classifier. 
 
 
