Abstract. Recently Lewis Bowen introduced a notion of entropy for measurepreserving actions of countable sofic groups admitting a generating measurable partition with finite entropy; and then David Kerr and Hanfeng Li developed an operator-algebraic approach to actions of countable sofic groups not only on a standard probability space but also on a compact metric space, and established the global variational principle concerning measure-theoretic and topological entropy in this sofic context. By localizing these two kinds of entropy, in this paper we prove a local version of the global variational principle for any finite open cover of the space, and show that these local measuretheoretic and topological entropy coincide with their classical counterparts when the acting group is an infinite amenable group.
Introduction
Dynamical system theory is the study of the qualitative properties of group actions on spaces with certain structures. In order to distinguish between two measure-preserving Z-actions which are spectrally isomorphic, in 1958 Kolmogorov introduced an isomorphism invariant which is called measure-theoretic entropy in ergodic theory [23] . And then the concept of topological entropy was introduced in 1965 by Adler, Konheim and McAndrew for topological Z-actions [1] . From then on the relationship between these two kinds of entropy has gained a lot of attention.
Let (X, T ) be a topological Z-action, that is, T : X → X is a homeomorphism. Denote by h ξ (T, X) and h(T, X) the ξ-measure-theoretic entropy and topological entropy of X, respectively, where ξ is a T -invariant Borel probability measure over X. In his 1969 paper [15] Goodwyn showed that h µ (T, X) ≤ h(T, X) for any T -invariant measure µ over X, and later Goodman [14] proved sup h ν (T, X) ≥ h(T, X), where the supremum is taken over all T -invariant measures, completing the classical variational principle for (X, T ). See [26] for a short proof.
For topological Z-actions, starting with the study of the topological analogue of Kolmogorov systems [2] , the entropy concept can be localized by defining entropy pairs and tuples (even entropy sets and entropy points) both in topological and in measure-theoretical situations [3, 5, 9, 17, 36] . To study the relation of entropy pairs and tuples in both settings, a local variational inequality [4] , a local variational relation [17] and finally local variational principles concerning entropy [12, 30] which refine the classical variational principle were found. It was then generalized to the relative setting of a given factor map between topological Z-actions [18, 19] , actions of a countable discrete amenable group on a compact metric space [20] and continuous bundle random dynamical systems of an infinite countable discrete Date: September 12, 2011. 1 amenable group action [8] , respectively. For the whole theory of it see the recent survey [13] by Glasner and Ye and the references therein.
Recently Lewis Bowen introduced a notion of entropy for measure-preserving actions of a countable discrete sofic group admitting a generating measurable partition with finite entropy [7] . The basic idea is to model the dynamics of a measurable partition of the probability space by partitions of a finite space on which the group acts in an approximate way according to the definition of soficity. Given a fixed sequence of sofic approximations, the cardinality of the set of all such model partitions is then used to asymptotically generate a number, which is shown to be invariant over all generating measurable partitions with finite entropy. It may depend though on the choice of sofic approximation sequences, yielding in general a collection of entropy invariants. However, in the case that the acting group is amenable and the action admits a generating measurable partition with finite entropy, the sofic measure-theoretic entropy coincides with the classical Kolmogorov-Sinai entropy for all choices of a sofic approximation sequence [6] .
Just after that, in the spirit of Bowen's measure-theoretic entropy, David Kerr and Hanfeng Li developed an operator-algebraic approach to sofic entropy, which applies to not only sofic measure-theoretic entropy but also actions of any countable sofic group on a compact metric space, and established the global variational principle concerning measure-theoretic and topological entropy in this sofic context [21] . In fact, they extended Bowen's sofic measure-theoretic entropy to actions that need not necessarily admit a generating measurable partition with finite entropy. The key to doing all of this is to view the corresponding dynamics at the operator level and replace Bowen's combinatorics of measurable partitions with an analysis of multiplicative or approximately multiplicative linear maps that are approximately equivariant. When the acting group is amenable, by expressing both measure-theoretic and topological entropy in terms of the dynamics on the space itself, these global invariants are shown to coincide with their classical counterparts, independently of the choice of a sofic approximation sequence [22] .
To study the local properties of entropy for actions of a countable discrete sofic group on a compact metric space, the following question arises naturally: does the local variational principle concerning entropy hold in the sofic setting?
The main purpose of present paper is to answer this question by localizing the main results obtained in [21, 22] . Observe that, here, we are not to consider the separated and spanning subsets as in [22] , alternatively, we are willing to consider finite open covers of the state space. The idea is not new, and it has been used first to consider sofic mean dimension by Li in [24] . Given an action of a countable discrete sofic group on a compact metric space and a sofic approximation sequence, in this paper for a finite open cover we introduce the measure-theoretic and topological entropy, and then we prove the local variational principle concerning these two kinds of entropy for any finite open cover of the space. In the case that the acting group is infinite and amenable, these local invariants are proved to coincide with their classical counterparts, independently of the choice of a sofic approximation sequence. In the proof of this equivalence, following the ideas of [22, Section 6] we use the ergodic decomposition of local measure-theoretic entropy [20, Lemma 3.12] (for the case of G = Z see for example [17, Lemma 4.8] or [32, Theorem 8.4 ], see also [18, Theorem 5 .3]), and so here we require G to be infinite (see Lemma 6.10 and Lemma 6.13 for details). When the acting group is finite, as the global measure-theoretic entropy is a conjugacy invariant [21] , these two kinds of global measure-theoretical invariants were proved to be equivalent [22, Lemma 6.5 and Lemma 6.6]; whereas, the problem if these two kinds of local measure-theoretical invariants are equivalent remains open. Similar to the global case, the basis for our analysis of the equivalence of these local invariants is a sofic approximation version of the Rokhlin lemma of Ornstein and Weiss proved in [22, Section 4] , see also [10, Section 4] a form treating more generally the finite graphs. As we could obtain the global invariants by taking the supremum for local invariants over all finite open covers of the space, the global results, including the global variational principle, follow directly from the local ones.
The paper is organized as follows. In section 2 we recall the amenability and soficity of group and introduce the equivalent definitions of measure-theoretic and topological entropy in the sofic setting, and then in section 3 we give some basic properties of them. In section 4 we prove the local variational principle concerning these two kinds of entropy. As a direct application of the obtained local variational principle, in section 5 we introduce and discuss entropy tuples both in topological and in measure-theoretical situations for actions of a countable discrete sofic group on a compact metric space. In section 6 we are willing to compare these local invariants with their classical counterparts in the setting of the group being amenable, in particular, we prove that if the group is infinite and amenable then they coincide with the classical ones.
Preliminaries
In this section, after recalling the amenability and soficity of group, for actions of a countable discrete sofic group on a compact metric space we introduce definitions of measure-theoretic and topological entropy for any finite open cover of the space in the sofic setting, which are equivalent to those from [22] .
For each a ∈ R denote by [a] and ⌈a⌉ the largest integer smaller than a and the smallest integer lager than a, respectively.
For d ∈ N we write Sym(d) for the group of permutations of {1, · · · , d}. For a set Z denote by F Z the set of all non-empty finite subsets of Z and by |Z| its cardinality. Let d ∈ N, we put
Recall that a countable discrete group G is amenable, if there exists a sequence {F n : n ∈ N} ⊆ F G such that, for all g 1 , g 2 ∈ G,
Such a sequence {F n : n ∈ N} ⊆ F G is called a Følner sequence for G. See for example [11] and [28, I. §0 and I. §1]. Each finite discrete group is amenable; and if {F n : n ∈ N} ⊆ F G is a Følner sequence for a finite group G then F n = G for all large enough n ∈ N, while, if {F n : n ∈ N} ⊆ F G is a Følner sequence for an infinite amenable group G then lim
Throughout the whole paper, we will fix G to be a countable discrete sofic group (with unit e). That is, [22] there are a sequence {d i : i ∈ N} ⊆ N and a sequence {σ i : i ∈ N} of maps σ i : G → Sym(d i ), g → σ i,g which is asymptotically multiplicative and free in the sense that
for all s, t ∈ G and
for all distinct s, t ∈ G. Such a sequence {σ i : i ∈ N} with lim i→∞ d i = ∞ is referred to as a sofic approximation sequence of G, and we will fix it throughout the paper. Observe that the condition lim i→∞ d i = ∞ is essential for the global variational principle concerning entropy of a sofic group action [21] and is automatic if G is infinite. Note that if G is amenable then it is sofic, as one can easily construct a sofic approximation sequence from a Følner sequence.
Sofic groups were defined implicitly by Gromov in [16] and explicitly by Weiss in [35] . Recently Pestov has written a beautiful up-to-date survey [29] on sofic groups and their siblings, hyperlinear groups.
From now on, we assume that G acts continuously on a compact metric space (X, ρ) as a group of self-homeomorphisms over X. Denote by M(X) the set of all Borel probability measures over X, by M(X, G) the set of all G-invariant Borel probability measures over X and by M e (X, G) the set of all ergodic G-invariant Borel probability measures over X, respectively. All of them are equipped with the well-known weak star topology. It is well known that if G is amenable then M e (X, G) = ∅ always holds; whereas, in general it may happen M(X, G) = ∅. For example for the rank two free group F 2 , there exists a compact metric space Y such that, F 2 acts as a group of homeomorphisms on Y , while, each Borel probability measure over Y is not F 2 -invariant.
Denote by B X the Borel σ-algebra of X, and by C(X) the set of all real-valued continuous functions over X which is equipped with the supremum norm || · ||.
By a cover of X we mean a family of subsets of X with the whole space as its union. If elements of a cover are pairwise disjoint, then it is called a partition. Denote by C o X the set of all finite open covers of X, by C X the set of all finite Borel covers of X, and by P X the set of all finite Borel partitions of X. For V i ∈ C X , i = 1, 2, we say that V 1 is finer than V 2 if each element of V 1 is contained in some element of V 2 (denoted by V 1 V 2 ). For V ∈ C X and ∅ = K ⊆ X we set N (V, K) to be the minimal cardinality of sub-families of V covering K, we also set N (V, ∅) = 0 by convention. Now let's recall the following equivalent definitions from [22] . For F ∈ F G , δ > 0 and a map σ :
Now let L ∈ F C(X) and µ ∈ M(X), we set
and set
We define h(G, U) (may take the value of −∞) to be the topological entropy of U for the system (X, G). Then we define the topological entropy of (X, G) as
We define h µ (G, U) (may also take the value of −∞) to be the µ-measure-theoretic entropy of U for the system (X, G). Then we define the µ-measure-theoretic entropy of (X, G) as
Now let V ∈ C X (i.e. elements of V need not to be open sets). We define the µ-measure-theoretic entropy of V for the system (X, G) as
Observe that we could always find some U ∈ C o X with V U and, for
The above definition is well defined, and for V i ∈ C X , i = 1, 2 with
Remark that the global measure-theoretic entropy is a conjugacy invariant [21] , as two dynamically generating sequences have the same entropy [21, Theorem 4.5].
Basic properties of sofic entropy
In this section we are to discuss some basic properties of sofic entropy. First let's check that these invariants are independent of the selection of a compatible metric over X. In fact, this follows from the following observation.
We could obtain directly Proposition 3.1 from the proof of [24, Lemma 2.4] , and so here we omit its proof.
It was proved implicitly in the proof of [21, Theorem 6 
see also the proof of Theorem 4.1 along the same idea.
In the remainder of this section, we are to give some easy estimate of Bowen's measure-theoretic sofic entropy for a finite measurable cover.
Before proceeding, we need the following combinatorial result.
p k = 1 and ǫ > 0. Then there exists η > 0 small enough such that once Λ is a finite set with |Λ| large enough, then
where Γ η,p1,··· ,pn denotes the set of all partitions
p k log p k . By Stirling's approximation formula there is η 1 > 0 with η 1 < p n such that once (a 1 , · · · , a n ) ∈ N n with n k=1 a k large enough satisfies
Let Λ be a finite set. Observe
There is η > 0 with nη << 1 such that once |Λ| is large enough then
Here, applying again the Stirling's approximation formula such an η > 0 satisfying (3.1) exists. Denote by Λ n the set of all (a 1 , · · · , a n ) ∈ N n such that a 1 = |γ 1 |, · · · , a n = |γ n | for some {γ 1 , · · · , γ n , γ n+1 } ∈ Γ η,p1,··· ,pn . From the above discussions, we have that once |Λ| is large enough then
Combined with (3.1), we obtain the conclusion readily.
Let α ∈ P X and µ ∈ M(X). Set (by convention 0 log 0 = 0)
Then we have the following estimation.
Proof. Say A 1 , · · · , A n , n ∈ N to be the set of all atoms of α with positive µ-measure. As α U, for each k = 1, · · · , n there exists
Let κ > 0 such that κ ≤ η and |U| κ < e ǫ . Let δ > 0 such that nδ < κ 2 . By the regularity of µ,
Now let σ : G → Sym(d) be a good enough sofic approximation for G with some d ∈ N, and so d is large enough. For (
and hence |Λ n+1 | ≤ 2nδd, where
Λ j , and
as Λ 1 , · · · , Λ n are pairwise disjoint. Observe 2nδ < κ ≤ η and d is large enough, by the selection of η and κ and using (3.2) and (3.3) we have
. Then the conclusion follows from the above estimation.
It works similarly for any given finite elements from C X .
Let V ∈ C X and F ∈ F G , we write
In fact, by [30, Proposition 6] , there exists a finite family P (V) ⊆ {α ∈ P X : α V} (depends only on V, independent of ν ∈ M(X)) such that
Thus, as a direct corollary of Lemma 3.3, we have:
Remark that as a direct corollary of [7, Lemma 5.1], for µ ∈ M(X, G) if (X, G, µ) admits some generating partition α ∈ P X in the sense that for each A ∈ B X there exists B ∈ B X,α satisfying µ(A∆B) = 0, where B X,α denotes the smallest Ginvariant sub-σ-algebra of B X containing all atoms of α, then h µ (G, X) ≤ H µ (α). The author thanks Li for pointing out this point.
Local variational principle concerning sofic entropy
The global variational principle concerning entropy of a sofic group action is proved by Kerr and Li [21, Theorem 6.1] . In this section, we aim to prove a local version of it following the line of [21] .
Our local variational principle concerning sofic entropy is stated as follows.
In right hand of the above formula, we set it as −∞ by convention if M(X, G) = ∅.
Observe that the global variational principle follows from the local one by taking the supremum on both hands over all finite open covers of the state space. We should remark that the proof of [21, Theorem 6.1] gives another local variational principle different from the result we are to prove.
Before proving Theorem 4.1, let's first prove the following result.
Proof. Observe that M(X) is a compact metric space (induced naturally by the metric ρ on X), there exists D ∈ F M(X) such that once d ∈ N and (
Now apply the above discussion to each σ i , i ∈ N, and by taking a sub-sequence we may assume that
follows directly from the definitions. Now let's turn to the proof of Theorem 4.1.
Proof of Theorem 4.1. By the convention, it is direct to obtain
from the definitions. Thus it suffices to prove
By our convention we may assume that h(G, U) > −∞, and so we only need to find some µ ∈ M(X, G) with
In F G we take a sequence
Let n ∈ N. By Lemma 4.2, there exists ν n ∈ M(X) such that
As M(X) is a compact metric space, by taking a sub-sequence we may assume that {ν n : n ∈ N} converges to µ in M(X). Now we are to prove that the constructed µ has the required property. Let F ∈ F G , L ∈ F C(X) and δ > 0. By the above constructions there exists n ∈ N such that (1)
there exists at least a map σ :
). Thus, one has
Then combining (4.4) and (4.6), we obtain
By the arbitrariness of ǫ we obtain µ(p) = µ(p • g). This finishes the proof.
Entropy tuples of a sofic group action
As a direct corollary of the local variational principle proved in the previous section, in this section we discuss some local properties of entropy for actions of a countable discrete sofic group on a compact metric space.
Let (x 1 , · · · , x n ) ∈ X n \ ∆ n (X), n ∈ N \ {1} and µ ∈ M(X).
(
Denote by E n (X, G) and E µ n (X, G) the set of all entropy n-tuples and all µ-entropy n-tuples of (X, G), respectively.
As if µ ∈ M(X) is not G-invariant then h µ (G, X) = −∞ and so E µ n (X, G) = ∅ by the definitions. In the following we are only interested in the case of µ ∈ M(X, G).
It is not hard to obtain the following results along the lines of [3, 5] .
Moreover, with the help of Theorem 4.1, we obtain:
Proof. By Proposition 5.2, we have readily
Now we are to obtain the conclusion by proving
Once m ∈ N is large enough, we may find a closed neighborhood U i,m of x i with diameter at most
It is easy to obtain (5.1) from the above discussions, which finishes the proof.
Comparing them to the usual ones for amenable group actions
In this section we are to compare those introduced sofic entropy for a finite cover with their classical counterparts in the setting of the group being amenable. Thus, throughout this section, additionally we assume that the countable discrete sofic group G is amenable. We prove that if the group is infinite and amenable then they coincide with the classical ones. Whereas, different from the global case [22] , when the acting group is finite, the problem if these two kinds of local measure-theoretical invariants are equivalent remains open. (G, U) , is the limit of
as F ∈ F G becomes more and more left invariant in the sense that for each ǫ > 0 there exist K ∈ F G and δ > 0 such that
Denote by h a µ (G, V) the usual µ-measure-theoretic entropy of V for (X, G) when considering an amenable group action. That is, h a µ (G, V) is the limit of
as F ∈ F G becomes more and more left invariant. See [20, 27, 28, 33] for details.
In this section, we are to prove the following results.
It holds the Rokhlin Lemma for sofic approximation sequences [22, Lemma 4.5].
Lemma 6.3. Let Γ be a countable group and 0 ≤ τ < 1, 0 < η < 1. Then there are an l ∈ N and η ′ , η ′′ > 0 such that, whenever e ∈ E 1 ⊆ · · · ⊆ E l are finite subsets of Γ with |E
there exists e ∈ E ∈ F Γ such that for every good enough sofic approximation σ :
for all a ∈ B and s, t, s ′ ∈ E with s = s ′ ), and any set V ⊆ {1, · · · , d} with
, · · · , l}; and (4) for every k ∈ {1, · · · , l} and c
Before proceeding, we also need the following easy observation.
Lemma 6.4. Let F ∈ F G and U ∈ C o X . Then there exists δ > 0 such that
can be covered by at most N (U F , X) elements of U F .
Proof. Obviously, there exists V ⊆ U F such that |V| ≤ N (U F , X) and
For example, let W ⊆ U F such that |W| = N (U F , X) and ∪W = X. Now for each W ∈ W, as W ∈ U F , say W = s∈F s −1 U (s) with U (s) ∈ U for each s ∈ F , we set
Then we can take V to be { W : W ∈ W}.
Note that ∪V is an open subset of X F and X F ⊆ X F is a non-empty closed subset, there exists δ > 0 such that X F,δ ⊆ ∪V. This finishes the proof.
Then, following the ideas of [22, Lemma 5.1] we have:
Proof. Let ǫ > 0. Then there exist K ∈ F G and δ
Now let l ∈ N and η ′ > 0 be as given by Lemma 6.3 with respect to τ = η and η. In F G we take e ∈ F 1 ⊆ · · · ⊆ F l such that |F
As the group G is amenable, such subsets
For each k = 1, · · · , l let δ k > 0 be as given by Lemma 6.4 with respect to F k and U. Take δ > 0 such that δ ≤ min{δ
Now denote by Θ the set of all subsets of {1, · · · , d} with at least (1 − |F l |δ)d many elements and for each θ ∈ Θ by X d F l ,δ,σ,θ the set of all (
as σ is good enough and so d ∈ N is large enough. Let θ ∈ Θ. As σ is good enough, by Lemma 6.3 there exist C 1 , · · · , C l ⊆ θ with (1) the sets σ(F k )C k , k ∈ {1, · · · , l} are pairwise disjoint;
, · · · , l}} (1 − 2η)-covers {1, · · · , d}; and (4) for every k ∈ {1, · · · , l} and c
by the selection of δ it is direct to see that we can cover
by at most N (U F k , X) elements of U σ(F k )c k , and so it is not hard to cover
) (using (6.1)). (6.6) Combining (6.4) with (6.6) we obtain
By the arbitrariness of ǫ we obtain the conclusion.
We also have [22, Lemma 4.6], which is an improved version of Lemma 6.3 for an amenable group. Recall that the group G is amenable. Lemma 6.6. Let 0 ≤ τ < 1 and 0 < η < 1. Then there are an l ∈ N and F 1 , · · · , F l ∈ F G which are sufficiently two-sided invariant such that for every good enough sofic approximation σ : G → Sym(d) for G with some d ∈ N and any set
Thus, following the ideas of [22, Lemma 5.2] we have:
Proof. Let θ > 0 and F ∈ F G , δ > 0. Now we are to finish the proof by proving
is a good enough sofic approximation for G with some d ∈ N. Let M > 0 large enough and δ ′ > 0 small enough such that the diameter of the space X is at most M and
Applying Lemma 6.6, there are an l ∈ N and F 1 , · · · , F l ∈ F G , which are sufficiently left invariant so that
Remark again that the group G is amenable, such subsets F 1 , · · · , F l must exist. Now assume that σ : G → Sym(d) is a good enough sofic approximation for G with some d ∈ N and let C 1 , · · · , C l ⊆ {1, · · · , d} be constructed as above. Let (y 1 , · · · , y l ) be any l-tuple with y k ∈ X C k , k ∈ {1, · · · , l}. From the construction of C 1 , · · · , C l , it is not hard to see that there exists at least one point (
Using the construction of C 1 , · · · , C l again, by (6.9) one has (6.12)
Combining (6.11) with (6.12), we obtain
In particular, (
, and so y k (c k ) is contained in the element
From the above discussions one has
Then (6.7) follows from (6.8) and (6.13). Lemma 6.8. Let ν ∈ M(X) and V ∈ C X , 0 < a < 1, F ∈ F G . Then
Observe that by [ (1) µ sx = µ x for all x ∈ X and s ∈ G; (2) for each ν ∈ M e (X, G), ν is the unique µ ∈ M(X, G) with µ(X ν ) = 1, where X ν = {x ∈ X : µ x = ν}; and (3) for every µ ∈ M(X, G) and A ∈ B X one has µ(A) = X µ x (A)dµ(x).
Furthermore, it is essentially unique in the sense that if x → µ ′ x is another map satisfying the same properties then there exists B ∈ B X,G such that µ(B) = 0 for every µ ∈ M(X, G) and µ x = µ ′ x for each x ∈ X \ B, where B X,G = {A ∈ B X : sA = A for all s ∈ G}.
Let µ ∈ M(X, G). Then µ = X µ x dµ(x) is the ergodic decomposition of µ (from now on we will fix it without any special statement) and E µ (f |B X,G )(x) = X f dµ x for µ-a.e. x ∈ X once f is a real-valued bounded Borel measurable function over X, where E µ (f |B X,G ) denotes the µ-conditional expectation of f relative to B X,G .
In particular, if B ∈ B X,G then µ x (B) = 1 for µ-a.e. x ∈ B. Moreover, if G is infinite then for each V ∈ C X one has [20, Lemma 3.12]:
If G is finite then it is easy to see that for each V ∈ C X one has
Let's recall the following result from [20] (see [20, Lemma 3.6] and [20, Proposition 3.9] for the case that G is finite and infinite, respectively).
Now following the ideas of Lemma 6.7 and [22, Lemma 6.4] let us prove:
As all x → µ x (f ), f ∈ L and x → h a µx (G, U) are bounded B X,G -measurable function over X (using Lemma 6.9), there exists B ∈ P X such that B ⊆ B X,G and (6.15) max
Denote by B the set of all atoms of B with positive µ-measure and set τ = Observe that for each x ∈ X, as F ′ ∈ F G becomes more and more two-sided invariant,
The measurability of X(F ′ ) is easy to check, for example using (3.4). By the mean ergodic theorem [34, Theorem 2.1] (see also [27, Page 44]) for each f ∈ L, as F ′ ∈ F G becomes more and more two-sided invariant,
In particular, once F ′ ∈ F G is sufficiently two-sided invariant then there exists W F ′ ∈ B X with µ(W F ′ ) > 1 − τ κ and sup For each B ∈ B, as B ∈ B X,G , µ x (B) = 1 for µ-a.e. x ∈ B and
by the selection of τ , it is easy to check
and so, there exists
2δ ′ and
Let M ∈ N be large enough so that
By the above discussions and Lemma 6.6, there are an l ∈ N and F 1 , · · · , F l ∈ F G which are sufficiently two-sided invariant so that
additionally, if G is infinite then we also require
The existence of such subsets F 1 , · · · , F l is ensured by the amenability of G. For each k = 1, · · · , l and any B ∈ B, as x(k, B) ∈ B ∩ X(F k ), one has
Now assume that σ : G → Sym(d) is a good enough sofic approximation for G with some d ∈ N, and so d is large enough satisfying
and let C 1 , · · · , C l ⊆ {1, · · · , d} be constructed as above. Set Λ = {k ∈ {1, · · · , l} :
it is not hard to see that there exists at least one point (
(using (6.15), (6.21) and (6.26)) = δ 4 .
Summing over all c k,B ∈ C k,B we obtain
f dµ| (using (6.25) and (6.27))
By the construction of C 1 , · · · , C l , summing over all k ∈ Λ we obtain (6.28)
and hence
Then by the construction of C 1 , · · · , C l one has
Moreover, by the selection of δ ′ and δ ′′ one has
Combined with (6.29), we obtain (
, and so y k (c k,B ) is contained in the element of
From this, we obtain readily
e (X, G); in fact, each element of M e (X, G) must be of such form. As κ ≤ 1 2|G| , for k ∈ Λ and B ∈ B, once a Borel measurable subset has µ x(k,B) -measure at least 1 − κ then it has µ x(k,B) -measure 1, which implies readily
, using (6.23) and (6.31) one has (6.32) log
If G is infinite. Using Lemma 6.8 and (6.22), (6.23), (6.31) we obtain 
The conclusion follows easily from the above estimation.
Using (6.14) and [22, Lemma 6.1] , following the proof of [20, Proposition 4.18] we may obtain the following result.
Lemma 6.11. Let µ ∈ M(X, G), U ∈ C X and ǫ > 0, 0 < a < 1. Assume that G is infinite. Then, once F ∈ F G is sufficiently left invariant,
Remark that, [20, Proposition 4.18] considered the case of µ ∈ M e (X, G), and with the help of (6.14) and [22, Lemma 6 .1] it can be generalized to all µ ∈ M(X, G) almost by the same proof of [20, Proposition 4.18] .
Similar to Lemma 6.4, we could prove:
can be covered by at most |V(F )| elements of U F .
Now following the ideas of Lemma 6.5 and [22, Lemma 6 .3], let us prove:
Proof. By Lemma 6.9, there exists R ′ ∈ P X such that R ′ ⊆ B X,G and (6.34) max
Denote by R the set of all atoms from R ′ with positive µ-measure. Thus 
. By Stirling's approximation formula, there exists η > 0 small enough such that 2|R|η log |U| ≤ κ,
ξ R + κ for each R ∈ R and, for every R ∈ R and any non-empty finite subset Υ the number of Υ ′ ⊆ Υ with
µ(R)+η is at most e κ|Υ| . By Lemma 6.3 there exist l ∈ N and η ′ > 0 such that in
Observe that, for each R ∈ R, R ∈ B X,G and so µ R ∈ M(X, G) and µ R is supported on R where
µ(R) . By Lemma 6.11, once F ′ ∈ F G is sufficiently left invariant, for each R ∈ R there exist a Borel measurable subset X R,F ′ ⊆ R and U R,
For each R ∈ R, by the regularity of µ R , there exist closed subsets Z R and Z
. Observe that for all R ∈ R and k = 1, · · · , l, we could cover B R by U R,F k (as B R ⊆ V R ). By Lemma 6.12, there is δ 2 > 0 small enough such that we could cover (x s ) s∈F k : max s∈F k ρ(x s , sx) < δ 2 for some x ∈ B R by at most |U R,F k | elements of U F k for all R ∈ R and k = 1, · · · , l. Moreover, we may select δ 4 > 0 small enough such that δ 4 ≤ δ 2 and once ρ(
By the selection of τ and λ, there exists δ > 0 small enough such that δ ≤ δ
Let σ : G → Sym(d) be a good enough sofic approximation for G with some
local variational principle concerning entropy of a sofic group action
Which implies x σs(a) ∈ sB ′ R ⊆ U R for all a ∈ Ω * R and s ∈ F l , and so σ(F l )Ω * R , R ∈ R are pairwise disjoint (as U R , R ∈ R are pairwise disjoint).
By the construction, Ω ′ R , R ∈ R are pairwise disjoint. For every R ∈ R, one has
From the construction, it is easy to see
Combining (6.38) and (6.39) we obtain
and so
R , R ∈ R are pairwise disjoint. For every R ∈ R, applying (6.40) we obtain Then the conclusion follows directly from the above estimation.
The following result is [20, Lemma 3.7]. In fact, [20, Lemma 3.7] considered the case that G is infinite, whereas, the proof of it works for the case that G is finite. 
