Abstract: Learning systems based on student projects oriented to the solution of real problems have proved to be efficient in the different educational levels. Smallscale and pilot plants are a fundamental part in the teaching of Automation and Electronic courses (Dormido, 2002) . Nowadays, there are three basic technological supports which are suffering an enormous development; fieldbuses applications, which are getting more and more important in industrial applications, Internet based applications, which is becoming popular and accessible in the last time, and finally GSM and GPRS networking, which is having one of the most important development focus. A domotic prototype has been designed, as a nexus between these three technological supports providing a versatile tool for educational purposes. With the use of this environment, students can focus on some aspects of cybernetics applying electrical and electronic systems for control, communications with other systems (remote) or with their own components.
INTRODUCTION
Learning systems based on student projects oriented to the solution of real problems have proved to be efficient in the different educational levels (Martínez-Torres et al., 2006) . In this context, small-scale and pilot plants are a fundamental part in the teaching of Automation and Electronic courses. Domotics offer an attractive setting due to the familiarity of students with the concepts involved for instance temperature control, alarms, etc. and has been the subject of some projects (Mateos-Martín et al., 2000) similar to the one presented here.
As stated in (Lorente, 2004) , Domotics in Latin languages is a term meaning automation of houses an so is placed in the realm of distributed control (Bucci and Landi, 2003) and demands communication systems suitable for its needs. Recently the necessity of open control systems and the evolution of the communication technologies, have contributed to the growth of the number of installations using fieldbuses, spreading quickly due to the advantages that they offer in contrast to traditional systems. On the other hand, Internet applications are becoming very popular in a fast and continuous way, under Ethernet applications, and due to the GPRS protocol, mobility in communications is a reality (Curtis et al., 2000; Kumar and Nambi, 2003; Cortés et al., 2005) .
All these elements have been taken into account in order to design and implement a domotic system using fieldbuses and interconnected to users through the GSM telephony network, using the GPRS protocol, and via Ethernet for non-mobile applications. This prototype focus on a home frame domotic system for control education, being easily expandable to other fields of application, such as industry, security, automotive, sailing, etc.
The desirable features for the distributed control system are succinctly described below.
• Expandable. Being able to include new sensors and actuators without changing the protocols or the software stored in existing elements.
• Open. With clear specifications so that anyone can develop their own hardware and include it in the system. • Remotely controlled. To monitor the state of the house and to allow the intervention in the system from any PC connected to the Internet and from mobile terminals.
• Easy to use for students in the laboratory or remotely and illustrative of usually found control problems.
It will be shown that the prototype allows the users to perform laboratory experiments in the fields of: communications, electronic equipment, service oriented programming, and specially automatic control. In this context it is worth mentioning that the designed configuration for the system supports all controllers that are digitally realizable. In the small-scale realization two control loops are posible, namely temperature and luminosity regulation.
The next sections describe the core of the system beginning with the communication setup (section 2) and the different domotic elements (section 3). Section 4 is devoted to present the server-client architecture that allows the remote use of the system. The paper ends with some conclusions.
COMMUNICATIONS
A common problem faced by laboratories with remote access capabilities is the choice of the right communication set up. In distributed control the necessity of open control systems and the evolution of the communication technologies, have contributed to the growth of the number of installations using fieldbuses. In the following a brief discussion of the available choices is presented.
Fieldbuses and domotics
There are several fieldbuses which have been used in domotics for the last years, such as X10, EHS, BatiBUS and Lonworks. X10 is a standard which takes advantage of the existing electric infrastructure in the house in order to control devices. 
Controller Area Network
CAN is a type of field bus designed by Bosch that is widely used in the automotive industry. It is made of only two wires where data is transmitted in differential mode, reaching a speed up to 1 Mbit/s. All this makes CAN easy to install and robust since it was intended to be used in environments with strong electromagnetic fields. The two main features of CAN are:
• At the data link layer, CAN protocol does not use identifiers as node addresses but they introduce the content of the message. For example: We could assign an identifier for temperature measurements, another for speed, etc. Therefore, point to multipoint communications can be established because only the nodes interested in that message will receive it.
• The medium access type is CSMA/CA, so it does not spend when a collision occurs due to collisions are resolved by using a bitwise arbitration that wins the node with higher priority without modifying any bit the winner node has transmitted. A similar mechanism is used in ISDN "D" channels.
CAN also have error detection mechanisms in the link layer frames such as CRC and acknowledgement fields. Its "fault confinement" mechanism can also isolate defective nodes in order not to obstruct messages from other nodes.
3. SYSTEM TOPOLOGY Figure 1 shows the distribution of the elements that form the domotic system. The main component is the master element, which is responsible for the system control. The device which carries out the functions of the master element is a Texas Instruments DSP TMS320F2812 responsible for the following functions:
(1) It stores and manages the general information about the system, such as the distribution of sensors and actuators over the sectors or rooms, IP address, subnet mask, password, telephone numbers to send alarms to, etc. For this purpose it has a EEPROM memory. Connected with the master element is the Communication element implemented by a Rabbit Semiconductors RCM2200. This module is connected to 10/100BaseT Ethernet networks via a RJ-45 connector incorporated for this purpose. It also controls the GM29, a Sony-Ericsson GSM/GPRS modem, through one of its asynchronous serial ports and it is permanently connected to the master element through other of its asynchronous serial ports. The software created for this module mainly acts as a unified server for remote access to the system. Therefore, the same server is able to give access both if the user uses a PC connected to the Internet or if the user uses a GPRS mobile terminal.
The GSM/GPRS modem is used basically to send alarm messages to the user and the corresponding emergency service through SMS messages with little delay.
The different elements (sensors and actuators) are grouped by nodes. Each node can have one or more elements. The type of these elements can be different and they can be placed in different sectors or rooms. The nodes which have been implemented in the prototype contain a Microchip PIC microcontroller because they have analog inputs with analog-to-digital converters and a CAN module incorporated. Although these processors are not intended to make complex calculations, they meet all requirements needed to control temperature sensors, light sensors, proximity sensors, etc. They even include a small EEPROM data memory where the identifiers of the elements controlled by the node can be stored.
CAN nodes have been implemented as generic boards with a group of connectors so that any sensor or actuator can be attached to the node. This can be done provided the signals are adapted previously to meet the electrical specifications for the PIC18F248. The software has been carefully modified in order to manage the new element without changing the behavior of the elements which had already been attached. Currently there are three kind of sensors installed in the prototype, (i) temperature sensors based on type K thermocouples, (ii) ultrasonic proximity sensors and (iii) light sensors based on photo-resistors. The actuators are (i) light bulbs, (ii) fans and (iii) switches.
All the above described elements have been mounted on a small-scale laboratory setup. This model has a suitable structure for the domotic system and can be dismantled and assembled easily. Figure 2 gives an idea of its dimensions and appearance.
Protocols
In order to use the different elements to perform monitoring and control of the domotic system, two protocols have been designed. The first one is used in the CAN network and it has been called "internal protocol". The other protocol is used between the server and the client application through the Internet and it has been called "ex- Fig. 2 . Photograph of the prototype.
ternal protocol". An scheme of the different layers can be seen in figure 3 . The internal protocol is an application layer protocol although it is closely bound to the data link layer due to the CAN bus features. CAN uses the identifiers of the link layer to announce the content of the message. This identifier and the data field are in fact the application layer PDU. CAN 2.0 B specification has been used because it allows 29-bit identifiers. Those 29 bits have been structured in three fields: TYPE (11 bits),COMMAND (10 bits) and NUMBER (8 bits). The first field (TYPE) indicates the type of element which has originated the message or the type of element which should receive the message. Up to 2048 types of element are allowed.
Any element can create a message to transmit some kind of information or to apply for others to carry out a certain action. Field COMMAND specifies which action has to be performed. This field allows having up to 1024 different commands for each type of element. Depending on the command, parameters may be included in the message. In this case, parameters would be placed in the data field of the link layer frame. For example: When a temperature sensor has to send the measured temperature, it uses command number 25 (VTEMP) and sends a byte in the data field that contains the value of the measured temperature in Celsius degrees. There are also some common commands which have to be implemented by all the elements. They are used to get some general information about the element, like the model and the trademark, and to read and modify both operation and dependence parameters. These commands have reserved values which cannot be used for other purposes. Field NUMBER is used to identify which element has sent the message or which element has to receive it if necessary. Field NUMBER together with field TYPE defines unambiguously any element of the system.
The external protocol is an application layer protocol and it operates over TCP. This protocol allows the user to control the system both from a PC connected to the Internet and from a GPRS mobile terminal. The application for PCs is made with Java (J2SE) and the application for mobile terminals is made with Java 2 Micro Edition (J2ME) and it does not implement the whole protocol functionality due to the limited resources these devices have, therefore, this application can only perform basic actions. The application for PCs uses a special kind of files called "handle files". These files work like drivers in conventional operating systems and they must be given along with every element. Since the application uses handle files, the external protocol does not need to be modified every time a new type of element is installed because these files tell the application how it must manage the element and which functions are available for that element.
Sensing and actuation via nodes
After a reset, the master element automatically looks for new elements. If it finds a new node, it will assign numbers to the new node and the elements which belong to that node. Once the numbers have been assigned, the node stores them in its non-volatile memory. On the other hand, the master element registers the new elements in its EEPROM memory. It stores the following parameters by each new element: 1) Node which the element belongs to 2) Number 3) Type of element 4) Sector where it has been placed.
In order to make the elements behave correctly, they may require the user to specify some parameters. For example, a temperature sensor can work as a thermostat xxxcontrol provided we have specified an upper limit and a lower limit. Nodes have to be able to keep this parameters at least in RAM memory. They might be stored in non-volatile memory also, but it is not a good option for some parameters because they may change many times and non-volatile memories like EEPROM or Flash can be programmed only a limited number of times. Furthermore, these memories might not be available for all nodes. The nodes which have been implemented for the prototype only have a 256-byte EEPROM memory. The parameters are classified in two groups: operation parameters and dependence parameters. Both operation and dependence parameters can be read and modified by using a set of common commands.
Operation parameters usually contain values which determine the general operation of the element. In the previous example, parameters "upper limit" and "lower limit" would be operation parameters because they influence directly the behavior of the thermostat. It is important to say that loading a value in a parameter does not imply it is going to be used, so if you modify "upper limit" parameter, the temperature sensor is not going to behave as a thermostat unless you send the "MTST" command (Activate thermostat mode) to that element.
Dependence parameters are used to specify which elements are going to influence the behavior of a certain element. This is very useful when there are elements that depends on the information given by other elements. For example, a fan will depend on the temperature measured by a nearby sensor. If the temperature is higher than its upper limit, which has been previously determined as a operation parameter, the fan will turn on. The node associated to the fan will have to reserve an space in its memory for the dependence parameter, where it will store the number of the temperature sensor specified by the user. When working, the fan will listen to that sensor and will turn on/off depending on the measured temperature.
Handle files contain the information that the application need to manage an element. These files are structured in five sections in order to provide organized information easily readable by the application:
(1) General Features. This section contains general information about the element such as the type of element. (2) Operation parameters. This section contains a description of each operation parameter available for the element. The number of the parameter, the mnemonic, the data format, and the parameter description are defined for each parameter. (3) Dependence parameters. This section contains a description of each dependence parameter available for the element. The number of the parameter, the mnemonic, the type of influential element and a parameter description are defined for each parameter. (4) Command parameters. This section contains a description of each command parameter available for the element. Command parameters are not readable or writable by using common commands because these parameters can be used only with certain commands. The information for each command parameter is the same than the one for operation parameters.
(5) Commands. This section contains a description of each command available for the element. The command number, the mnemonic, and the list of parameters (optional) are defined for each command. (6) Actions. This section contains a description of each action available for the element. Actions are groups of related commands that perform an specific task. The description of the action, the mnemonic, the applied commands, the answer commands and the commands able to abort the action are defined for each action.
The client application shows the user the operation parameters, the dependence parameters and the actions available for the selected element. If the user wants to modify a parameter, the application gets the data format for that parameter from the handle file so that it is able to show or ask for the value in a suitable way. If the user wants to perform an action, the application gets the information about that action so that it is able to know which commands it has to wait for and which command sequence it has to send to perform the action. If actions were not defined, the user should know the communication scheme for each command and should send and receive manually each command. It is obvious that actions simplify the use of the application.
THE CLIENT -SERVER ARCHITECTURE
The client applications allow the user to do many things. The application for PCs is able to point the elements over a house map and draw the evolution of monitored signals. The applications are being made according to the chosen options, which are explained in the following.
The communication element is intended to act as a unified server and assist user requests through an specific port (5001). In order to access the server, the user must have the client application and the handle files installed in the PC. The application may generate some configuration files such as lists which link the elements with their handle files. Of course, the client application has to know the IP address of the communication element, so this element must have a public IP address in order to be accessible from somewhere. This becomes a problem when the system is attached to a LAN which uses virtual IP addresses and firewalls because the application cannot connect to such virtual addresses and firewalls usually do not allow transmitting data using that port. There are many applications which need to be installed to work, this has its advantages and disadvantages. Among the advantages we can point out the freedom and simplicity when designing and the possibility of developing specific protocols that increase the functionality. One of the disadvantages is the necessity of having the application and the handle files installed in the PC. The user should carry all the files in order to be able to access the system anywhere. The second disadvantage is the necessity of a public IP address for the communication element as explained before.
Another possibility under study makes the communication element implement only the specific domotic server, like in the chosen option, but the HTML page, the Java applet and the handle files would be allocated in a conventional web server. The user would not have to set up any program and carry any file. This option would keep the functionality and would not be very difficult to design but it has two problems. The first problem occurs also in the chosen option and it has been mentioned before: The necessity of having a public IP address for the communication element and the problem with firewalls. The second problem would appear when the application tried to save some configuration information. The application might need to update some configuration files and the application should provide a mechanism to save that configuration information in the conventional web server or inside the EEPROM memory of the master element if there were enough memory.
CONCLUSIONS
Three important ways of development, the NNTT based on websites applications, Ethernet & GSM communication interfaces and fieldbuses industrial protocols are joined in order to obtain a high performance system. The design of a domotic prototype that provides a nexus between these three technological supports has been presented. The choices made at the design level ensure its versatility, openness and expandability. With the use of this environment, students can focus on some aspects of cybernetics applying electrical and electronic systems for control and communications local or remote in a transparent way.
The small-scale setup is already working and will be used as an educative tool in training Engineering students in the field of Electronics and Automation in a course being prepared for the 2006/2007 academic year (Instrumentation Laboratory). Besides it is well suited for other subjects such as teleoperation, service oriented programming, domotics, and specially automatic control.
The prototype is a laboratory tool that will allow to design and test experiments and laboratory sessions for control courses. It must be noted that the topology of the system allows to perform local low-level control like bang-bang for temperature regulation, local control realized by the master element and remote control realized by a PC or other device connected to the system.
As a future development the authors seek to produce a client environment specially suited for control experiments, providing the user with a friendly interface ready to perform classical control like PID with user specified parameters and open to include new controller architectures. Conventional web browsers and specially designed Java applets will provide remote access without the need for the user would to set up any program and/or carry any file.
