Abstract: Particle Swarm Optimization (PSO) is a heuristic optimal value searching method. The method can find the better solution quickly comparing with other heuristic algorithms. The searching ability of PSO is depended on parameters. Since the parameters of PSO contain a stochastic factor, the rigorous theoretical analysis is not sufficient. In order to analyze the dynamics rigorously, a deterministic PSO has been proposed. This paper pays attention to such deterministic PSO. We derive a damping factor and a rotation angle of the trajectory from its eigenvalues. We discuss the relationship between the parameters and the searching ability. Based on the results of our numerical simulations, we clarify that the damping factor and the rotation angle influence the stability of the trajectory and the searching ability of the optimal value.
Introduction
Searching for an optimal value of a given evaluation function of various problems is very important in engineering fields. In order to solve such optimization problems speedily, various heuristic optimization algorithms have been proposed. Particle swarm optimization (PSO), which was originally proposed by J. Kennedy and co-worker [1, 2] , is one of such heuristic algorithms. The PSO algorithm is a useful tool for optimization problems.
The original PSO is described as 
where w ≥ 0 is an inertia weight coefficient, c 1 ≥ 0, and c 2 ≥ 0 are acceleration coefficients, and r 1 ∈ [0, 1] N , and r 2 ∈ [0, 1] N are two separately generated uniformly distributed random number vectors. x t j ∈ R N denotes a position of the j-th particle on the t-th iteration in the N -dimensional space, and v t j ∈ R N denotes a velocity vector of the j-th particle on the t-th iteration. pbest t j ∈ R N means the position that gives the best value of the evaluation function of the j-th particle until the t-th iteration. gbest t ∈ R N means the position which gives the best value of the evaluation function on the t-th iteration in the swarm. Figure 1 illustrates a conceptual diagram of the decision of the search position of PSO. The particles in the swarm fly through the N -dimensional space according with Eqs. (1) and (2). Each particle shares information of a current optimal value of the evaluation function and its corresponding position of the best particle. Also, each particle memorizes its record of the best evaluation value and its best position. On the basis of such information, the moving direction and velocity are calculated by Eq. (1). Namely, all particles will move toward a coordinate that gives the current best value of the evaluation function.
Various kinds of PSO systems have been proposed to improve search performance [3] [4] [5] [6] [7] [8] . When the inertia weight coefficient is time-varying, the PSO exhibits good performance [9] . For a standard PSO algorithm, most of the convergent points are not an optimal solution. To overcome such situation, some strategies have been proposed. One of such strategies is to preinitialize the convergent particle [9, 10] . This concept is very useful. However, the dynamics of the PSO systems is very complicated. In order to analyze the dynamics of such PSO, Clerc, and Kennedy proposed a simple deterministic PSO system, and analyzed its dynamics theoretically [5, 11] . The simple deterministic PSO system does not contain stochastic factors, namely, the random coefficients are omitted from the original PSO system. The analysis of such deterministic PSO is very important to determine effective parameters of the standard PSO [5, 12] .
Especially, we pay attention to eigenvalues of the system. We consider the relationship between the eigenvalues and searching ability.
Deterministic PSO
For simplicity, the acceleration coefficients of the deterministic PSO [13, 14] system can be described
where p t j can be regarded as a desired fixed point. In this case, Eqs. (1) and (2) can be transformed into the following matrix form:
where
Note that this system does not contain stochastic factors, therefore, this system can be regarded as a deterministic system.
The behavior of the system is governed by eigenvalues of the matrix in Eq. (4). The eigenvalues λ can be calculated as 
If the parameters satisfy
the eigenvalues must be complex conjugate numbers. When the eigenvalues are complex conjugate numbers, the behavior of the trajectory of Eq. (4) in the phase space v j -x j becomes a spiral. Since the system is a discrete-time system, it becomes stable if the eigenvalues must exist within the unit circle on the complex plane.
We collect above facts, the deterministic PSO is said to be a stable when the parameters w and c are set in the shaded triangle portion shown in Fig. 2 . Figure 2 also illustrates four typical trajectories which are corresponded to the parameter sets.
The conventional stochastic PSO may be unstable because the acceleration coefficients are determined as randomly. The unstable state effects that the trajectory escapes from a local minimum, however, the trajectory may diverge. Therefore, many previous studies applied the method of the limitation of the velocity of each particle to control the divergence of the trajectory. This method is effective to search the optimal solution, however, the system may be unstable. Therefore, we consider the case where all parameters are satisfied the stable condition. We analyze such parameters for superior performance. We expect the analysis of such parameters will contribute to improve the search performance of the conventional stochastic PSO.
Damping factor Δ and rotation angle θ
If the eigenvalues are inside of the unit circle in the complex plane, the trajectory converges to a fixed point while spiral motion in the phase space as shown in a Fig. 3 . Real and imaginary parts of the complex eigenvalues are represented as the followings. In this case, the damping factor and the rotation angle are derived as the followings.
In this paper, we consider the influence of these parameters for the solution search ability.
Behavior of particle in deterministic PSO
To confirm the influence of the damping factor and the rotation angle, we carry out numerical simulations in the case where the desired fixed point p t j is fixed. Since each dimension variable of the particle is independent, we can consider one dimensional case without loss of generality. Therefore, we apply the case where the number of particles is 1. The number of the iteration of each numerical simulation is set as 200. The initial values are set as (x 0 , v 0 ) = (5, 0). Under this condition, all particles converge to the desired fixed point. Figure 4 illustrates the convergence state of the particle when the damping factor and the rotation angle are varied. The vertical axis denotes the position of the particle, and the horizontal axis denotes the number of iterations. The result indicates the convergence time becomes long when the damping factor is increased. Also, we confirmed that the frequency of the vibration becomes high when the rotation angle is increased. Figure 5 represents the frequency distribution of the position of the particle within 200 iterations. In Fig. 5 , the vertical axis denotes the frequency distribution, and the horizontal axis denotes the section of the searching position. Each rank corresponds to the interval which is divided the search range into 200 sections. This frequency distribution indicates that more than 120 times searching are carried out around the optimal solution when the damping factor is 0.95. On the other hand, when the damping factor is 0.98, the particle can explore the global area. From this result, we can say that these parameters control the global search and the local search. Especially, the damping oscillation is an important role since the particle can search around the desired fixed point. When the parameters lead to the overdamped, the particle searches only one side. If the damping factor becomes 0, the search is stagnant.
Influence of damping factor Δ and rotation angle θ
In order to search the optimal damping factor and the optimal rotation angle, we carry out numerical simulations under the conditions shown in Table I . The numerical simulations are carried out by using four well-known benchmark functions as shown in Table II . 
Solution search performance by Δ
After 200 times iteration, the obtained superior solution of each benchmark function is illustrated in Fig. 7 when the damping factor is varied. In the numerical simulations, the number of dimension is 10, and the number of particles is 10. The horizontal axis in Fig. 7 denotes the damping factor which is 0.1 increment. The vertical axis represents the mean error between the optimal value and the obtained superior value. For each benchmark function, the error is decreased with the damping factor is increased. The 
Function Optimum value
Sphere function error takes the minimum value around Δ = 0.9. We confirmed the influence of the rotation angle is smaller than the damping factor. Figure 8 shows the simulation results when the rotation angle is varied. The conditions of the simulations are the same of the previous experiments. The horizontal axis denotes the rotation angle which is 10 degree increments. The vertical axis denotes the mean error between the optimal value and the obtained superior value.
Solution search performance by θ
Depending on the benchmark function, the characteristic of the rotation angle tends toward the smallest error is inverted. In the case of Δ = 0.9 which exhibits the best search performance, the smallest error is obtained in the vicinity of θ = 60. Figure 9 shows an example of the smallest obtained error of Rastrigin function in w − c plane. Figure 10 shows the results of each benchmark function on Δ − θ plane. In these results, the color shading corresponds to the magnitude of the error. The dark color denotes the small error. Figure 9 indicates that the shaded region of Fig. 2 exhibits the small mean error. Figure 10 indicates that the mean error is reduced when the damping factor is close to 1. From these results of the deterministic PSO, the large damping factor in the stable region leads to the effective solution search. However, the damping factor which closes to 1 requires the long convergence time. Therefore, there exists a trade-off between the accuracy of the obtained solution and the number of iterations.
Solution search performance by Δ and θ

Comparison of the conventional PSO and deterministic PSO
The most large difference between the conventional PSO and the deterministic PSO is stochastic factors r 1 and r 2 . Thus, we consider the influence of the stochastic factors. Figure 11 shows the influence of the stochastic factors to compare the conventional PSO with the deterministic PSO. In this case, we applied 10 dimensional Sphere function and Rastrigin function as an evaluation function. The simulation is carried out when the damping factor is varied from 0.70 to 1.00 by 0.01 step. The vertical axis denotes the mean error between the optimal value and the obtained superior value. The other conditions are shown in Table I .
The simulation results of the deterministic PSO indicate that the damping factor is a dominant factor for the performance, and the influence of the rotation angle is small. On the other hand, in the case of the conventional PSO, the influence of the rotation angle becomes large with the increase of the damping factor. Though the deterministic PSO is a deterministic system, we confirmed the case that the error of the deterministic PSO is smaller than the conventional PSO depending on the parameters. The influence of the rotation angle of the conventional PSO is large, the rotation angle is changed on each iteration by the stochastic factors. On the other hand, the rotation angle of the deterministic PSO is a constant. This feature is common in both the unimodal function and the multimodal function.
Therefore, we carry out the simulation that the rotation angle is changed from 0[deg] to 180 [deg] . Figure 12 shows the result of Δ = 0.85. On Δ = 0.85, the range of 130 -170 shows the smallest error. The reason why the search is not effective at Δ = 0.90 and 0.95, is the convergence speed is too slow.
The following parameter values are recommended for the conventional PSO [4] . 
The following damping factor and rotation angle correspond to the recommended parameter values.
This rotation angle is approximated to the golden angle. The simulation results of the deterministic PSO indicate that these parameter setting are contained in the range of high search performance. The golden angle is the smaller of the two angles created by sectioning the circumference of a circle according to the golden ratio φ = 2π/(
2 ). Using the golden angle, The rotation angle does not have an overlap, namely, the system has the diversity as shown in Fig. 13(a) . The radius corresponds to the damping factor. Considering the parameter range of the conventional stochastic PSO, the range of the rotation angle is normalized as illustrated in Fig. 13(b) .
In the deterministic PSO, the diversity of particles is generated by the rotation angle close to the golden angle. We have clarified that the golden angle leads to the improvement of the performance of the deterministic PSO [15, 16] .
Conclusions
In this paper, we derived the damping factor and the rotation angle, from the parameters w and c of the deterministic PSO. By using the damping factor and the rotation factor, we confirmed the influence of the parameters for the solution search ability. The damping factor and the rotation angle can be set as intuitively. When the recommended parameter values of the conventional stochastic PSO are transformed into the damping factor and the rotation angle, we clarified that these parameters is similar to the golden angle ratio. Therefore, the recommended parameter setting of the conventional stochastic PSO is equivalent to that each dimension of the particles does not overlap. This is a reason why these parameters give the effective searching ability. The search performance can be improved by applying such golden angle to deterministic PSO. Furthermore, the effective search performance can be realized by deterministic using the golden angle.
