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Abstract
The problem of reducing the communication cost in distributed training through gradient
quantization is considered. For the class of smooth and strongly convex objective func-
tions, we characterize the minimum achievable linear convergence rate for a given number
of bits per problem dimension n. We propose Differentially Quantized Gradient Descent,
a quantization algorithm with error compensation, and prove that it achieves the funda-
mental tradeoff between communication rate and convergence rate as n goes to infinity. In
contrast, the naive quantizer that compresses the current gradient directly fails to achieve
that optimal tradeoff. Experimental results on both simulated and real-world least-squares
problems confirm our theoretical analysis.
Keywords: Quantized gradient descent, distributed optimization, error compensation,
information-theoretic tradeoff
1. Introduction
1.1. Motivation and contribution
Distributed training has received significant attention in the large-scale machine learning
community due to its scalability (Zinkevich et al., 2010; Bekkerman et al., 2011; Dean
et al., 2012; Chilimbi et al., 2014). Many machine learning tasks reduce to solving
min
x∈Rn
f(x) (1)
for a differentiable objective function f : Rn → R. A popular algorithm for solving (1), the
gradient descent (GD) updates its iterate according to
xi+1 ← xi − η∇f(xi) (2)
starting from an initial point x0 ∈ Rn, where η > 0 is the stepsize. Notice that we fo-
cus on the constant stepsize setting. In a parallel training subroutine (Li et al., 2014a),
each of the end workers calculates a descent direction based on its local fraction of the
original dataset. The workers then transmit the calculated gradients back to a parameter
c© C.-Y. Lin, V. Kostina & B. Hassibi.
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CONVERGENCE-COMMUNICATION TRADEOFF WITH DQ-GD
server that aggregates the received information and updates the current iterate toward an
optimizer. Although the computation speeds up thanks to the distributed calculation, the
high communication bandwidth required for the frequent exchange of gradients has been
acknowledged to be the main bottleneck for the overall training process (Recht et al., 2011;
Li et al., 2014b; Seide et al., 2014; Zhang et al., 2015). To alleviate this communication
overhead, several works have resorted to the idea of gradient quantization (Seide et al.,
2014; Alistarh et al., 2017; Wen et al., 2017; Bernstein et al., 2018).
Worker
access∇f(zi)
Parameter server
xˆi+1 ← xˆi − ηqi
iterate xˆi
nR-bit qi
Figure 1: Quantized gradient descent (QGD) in a single-worker distributed training setting.
As a first step towards understanding the fundamental convergence-communication
tradeoff in a multi-worker decentralized training, we consider a single-worker setting in
Figure 1. The parameter server wants to solve the optimization problem (1), i.e. obtain a
minimizer
x∗(f) , arg min
x∈Rn
f(x), (3)
under the quantized gradient descent (QGD) rule that starts at an initial point xˆ0 ∈ Rn and
iterates
xˆi+1 ← xˆi − ηqi, (4)
where η > 0 is the stepsize. For each iteration i, the parameter server transmits noiselessly
the current iterate xˆi to a worker who helps compute a descent direction that is a function of
an accessed gradient. There is a communication constraint ofR bits per problem dimension
n on the communication link from the worker to the parameter server. We model this
constraint on the worker side through a rate nR quantizer
qi : Rn → Rn (5)
that has a range, or codebook, of cardinality at most 2bnRc. We denote the quantization
error as
ei , qi − ui (6)
where ui, qi refer to the quantizer’s input and output respectively, i.e. qi = qi(ui). More
specifically, the worker queries one gradient at some point zi ∈ Rn, depending on (but
not necessarily being) the current iterate xˆi as well as all the past quantization errors
ei−1, . . . , e0 ∈ Rn. Then, it constructs the input ui ∈ Rn to the quantizer based on the
queried gradient∇f(zi) ∈ Rn and all the past quantization errors.
In this paper, we characterize the tradeoff between the convergence rate and the data
rate in singel-worker QGD from an information-theoretic point of view. We say that QGD
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has linear convergence rate c < 1 on a function f if
lim sup
T→∞
(‖xˆT − x∗(f)‖
‖xˆ0 − x∗(f)‖
) 1
T
= c (7)
In the absence of rate constraints, unquantized GD with the optimal stepsize
η∗ , 2
L+ µ
(8)
achieves a linaer convergence rate of
σ , L− µ
L+ µ
(9)
on any L-smooth and µ-strongly convex function f (Nesterov, 2014). In other words, (9) is
the worst-case linear convergence rate among the on the class of L-smooth and µ-strongly
convex functions.
Algorithm 1: DQ-GD
1 Initialize e−1 ← 0
2 for i = 0 to T−1 do
3 Worker:
4 zi ← xˆi + ηei−1
5 ui ← ∇f(zi)− ei−1
6 qi = qi(ui)
7 ei ← qi − ui
8 Parameter server: xˆi+1 ← xˆi − ηqi
9 end
x0
x1 xˆ1
−ηu0 = −η∇f(x0) −q0
ηe0
x2 xˆ2
−η∇f(x1) −ηu1 −q1
ηe1
Figure 2: Algorithm DQ-GD. At each iteration i, DQ-GD first guides xˆi to the unquan-
tized iterate xi by compensating the previous scaled quantization error ηei−1. It then
queries the gradient at zi = xi and sets the direction ∇f(xi) − ei−1 as the quantizer’s
input ui. The recorded quantization error ei exactly captures the difference between xˆi+1
and xi+1 for the next iteration.
Within the class of smooth and strongly convex functions, we show that C(R), the
minimum worst-case linear convergence rate achievable by QGD with at most R bits per
problem dimension n, is bounded as
max
{
σ, 2−R
} ≤ C(R) ≤ max{σ, (1 + on(1))2−R} , (10)
where on(1) denotes a term that vanishes as the dimension n goes to infinity and σ is the
worst-case linear convergence rate (9) of GD. Notice that C(R) exhibits a phase-transition
3
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behavior: at any R > log 1/σ, achieving the linear convergence rate of unquantized GD
is possible, while at any R < log 1/σ, the achievable convergence rate is only 2−R. We
would like to emphasize that linear convergence is guaranteed for any R > 0, i.e. there is
no lower bound on the data rate R to obtain a linear convergence rate C(R) < 1.
The widely adopted quantizer that quantizes the gradient of its current iterate directly
(Friedlander and Schmidt, 2012; Alistarh et al., 2016; Wen et al., 2017; Bernstein et al.,
2018), referred to as naive QGD in this paper, has the linear convergence rate
σ + dn2
−R, (11)
where dn ≥ 1 is a space-filling loss factor of the quantizer (Zamir, 2014). Compared to the
upper bound in (10), we see that the naive QGD fails to attain the fundamental limit. From
Roger’s covering result of the Euclidean ball (Rogers, 1963), we build a vector quantizer
that achieves dn = 1 + on(1), which closes the gap between the upper bound and lower
bound in (10).
We propose Differentially Quantized Gradient Descent (DQ-GD), a novel quantiza-
tion algorithm that compensates for past quantization errors and provably attains the upper
bound in (10). The DQ-GD algorithm is summarized in Figure 2. The idea is that, since
QGD deviates from the unquantized GD due to the quantization error, we offset this de-
railment and correct the quantized trajectory {xˆi} back to the unquantized one {xi}. The
correction toward GD, which has a worst-case linear convergence rate σ, is optimal in
light of the lower bound in (10). The constant stepsize version of DQ-GD in Figure 2 is
extended to take on a sequence of varying stepsizes {ηi} in Appendix A.
1.2. Related work
Gradient quantization is one of the most popular ways to address the communication bot-
tleneck in distributed training with descent-type methods. Most of the recent studies focus
on the stochastic gradient descent (SGD) (Robbins and Monro, 1951) because of its great
success in practice. One of the first works on gradient quantization is (Seide et al., 2014),
where the computed gradient is quantized aggressively down to one bit per dimension.
Seide et al. (2014) aim to demonstrate the empirical convergence of distributed training on
deep neural networks with 1-bit SGD rather than to find a theoretical guarantee for it. It is
remarked in (Seide et al., 2014) that training with low-precision gradients does not always
converge without error feedback. Bernstein et al. (2018) propose a sign-based quantizer
and give a convergence analysis for the class of smooth but non-convex functions. Be-
sides, Wen et al. (2017) propose a similar ternary-level quantizer. Wen et al. (2017) prove
that the ternary-level quantizer converges almost surely as the number of iterations goes
to infinity, but they do not specify how fast it converges. Alistarh et al. (2017) propose
a stochastic scalar quantizer along with an efficient encoding scheme in which the num-
ber of quantization levels is adjustable. They study the tradeoff between the quantization
rate and the linear convergence rate achieved by their quantization scheme. Alistarh et al.
(2017) also argue that the achieved convergence-communication tradeoff is optimal in the
4
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sense that any asymptotic improvement with respect to the problem dimension would break
the communication complexity lower bound of distributed mean estimation (Zhang et al.,
2013).
For GD, the full version (Alistarh et al., 2016) of (Alistarh et al., 2017) propose a differ-
ent quantization scheme from the one in (Alistarh et al., 2017) that tradeoffs the data rate
for the convergence rate. Alistarh et al. (2016) do not address whether or not the quantiza-
tion rate for quantized GD is optimal. There are also works on GD with deterministic noise
in the queried gradient (Luo and Tseng, 1993; Friedlander and Schmidt, 2012). Unlike the
setting in (Friedlander and Schmidt, 2012), the deterministic noise in our system model
comes specifically from lossy compression done in a near-optimal manner.
Gradient sparsification is another common method to reduce the communication cost
of distributed gradient computation (Aji and Heafield, 2017; Lin et al., 2018; Wangni et al.,
2018; Wang et al., 2018). (Stich et al., 2018) propose a quantization scheme with memory
for SGD and give its convergence analysis. In practice, both of the gradient sparsification
and quantization techniques are often combined with each other (Strom, 2015; Lin et al.,
2018).
None of the works (Seide et al., 2014; Bernstein et al., 2018; Wen et al., 2017; Alistarh
et al., 2016, 2017; Stich et al., 2018) touch upon the tradeoff between the convergence rate
of GD and the quantization rate of the gradients. Furthermore, although both DQ-DG and
the scheme in (Stich et al., 2018) leverage memory of the past quantization errors, they do
it differently. The quantization errors in (Stich et al., 2018) are added up from iteration to
iteration, whereas our DQ-GD only keeps track of the previous quantization error.
The improved convergence rate of DQ-GD over naive quantization of the current gradi-
ent benefits from the idea of error compensation dating back to the Σ∆ modulation (Gray,
1989).
The rest of this paper is organized as follows. We formulate the quantized learning
problem with descent-type algorithms in Section 2. Our main results, the characterization
of the rate function through the convergence guarantee of DQ-GD and two converses, are
presented in Section 3 along with a comparison to existing algorithms. We outline the
proofs of our main results in Section 4 and defer the details to the appendices. We provide
simulation results on simulated as well as real-world least-squares problems in Appendix 5
and conclude this paper in Section 6.
Notations. The problem dimension is n; ‖·‖ is the Euclidean norm in Rn; boldface letters
v,w refer to vectors, sans-serif letters f, g refer to functions, and calligraphic letters S, T
refer to sets; B(ε) , {v ∈ Rn : ‖v‖ ≤ ε} denotes the Euclidean ball of radius ε ≥ 0.
2. Problem Formulation
We assume that the objective function f in (1) is smooth and strongly convex.
5
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Definition 1 (Smoothness and strong convexity) A continuously differentiable function
f : Rn → R is L-smooth if its gradient∇f is L-Lipschitz, that is,
‖∇f(v)−∇f(w)‖ ≤ L ‖v −w‖ ∀v,w ∈ Rn. (12)
A function f : Rn → R is µ-strongly convex if it satisfies(∇f(v)−∇f(w))T (v −w) ≥ µ ‖v −w‖2 ∀v,w ∈ Rn. (13)
The condition number of an L-smooth and µ-strongly convex function f is defined as
κ = κ(f) , L
µ
. (14)
We assume an optimizer (3) always exists and
x∗ ∈ B(r) (15)
for some known r ≥ 0. With the prior knowledge about the problem supplied by (15), we
can initialize the dynamic range of the quantizer. Note that x∗ is unique under the (strong)
convexity assumption (13). Accordingly, we will also assume that the linear system starts
within the same range, i.e.
xˆ0 ∈ B(r). (16)
In what follows, we denote
F(µ, L, r) , {f : Rn → R | f satisfies (12), (13) and (15)}. (17)
We associate with the worker a quantized descent policy that formalizes the class of
quantized gradient descent algorithms that we focus on in this paper.
Definition 2 ((R, T ) quantized descent policy) An (R, T ) quantized descent policy piR,T
for the function class F(µ, L, r) consists of the following three elements.
1. Stepsize η > 0.
2. A sequence of rate nR quantizers {qi}T−1i=0 .
3. A sequence of T curators, each of which is a pair of functions (zi, ui) where
zi : Rn⊗(i+1) → Rn (18)
ui : Rn⊗(i+1) → Rn (19)
satisfy
zi(x, 0, · · · ,0︸ ︷︷ ︸
i times
) = x (20)
ui(x,
︷ ︸︸ ︷
0, · · · ,0) = x (21)
6
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for all x ∈ Rn. A curator forms the gradient query point zi and the quantizer’s input
ui as
zi = zi (xˆi, ei−1, · · · , e0) (22)
ui = ui (∇f(zˆi), ei−1, · · · , e0) (23)
from the past quantization errors.
The assumptions (20) and (21) ensure that QGD (4) reduces to unquantized GD (2) when
there is no quantization error for each iteration. Relaxing these constraints will lead to a
larger class of descent algorithms (e.g. accelerated gradient descent (Nesterov, 2014)) that
can have faster convergence than GD.
Since a useful algorithm must converge regardless of the problem instance, the worst-
case guarantee (7) over the function class (17) is of interest. Furthermore, taking T to
infinity in (7) will ensure that we measure the algorithm’s steady-state behavior rather than
its transient behavior. The next definition formalizes the best worst-case linear convergence
rate compatible with quantization rate R bits per dimension.
Definition 3 (Rate function) Let
c(piR,T , f) ,
(‖xˆT − x∗(f)‖
r
) 1
T
(24)
be the decaying exponent of the convergence rate achieved by an (R, T ) quantized descent
policy piR,T on a function f ∈ F(µ, L, r). We say that linear convergence rate C is achiev-
able at R bits per dimension if there exists a sequence of (R, T ) quantized descent policies
{piR,T} such that
lim sup
T→∞
sup
f∈F(µ,L,r)
c(piR,T , f) ≤ C. (25)
The rate function is defined as
C(R) , inf {C ≥ 0 : C is achievable at R bits per problem dimension} . (26)
3. Main Result
3.1. Fundamental limit
Theorem 4 (Main theorem) The minimum (i.e. the fastest) linear convergence rate achiev-
able at R bits per problem dimension within the class of descent-type algorithms in Defini-
tion 2 satisfies
max
{
σ, 2−R
} ≤ C(R) ≤ max{σ, (1 + on(1))2−R} (27)
where σ is the best worst-case linear convergence rate (9) of GD on the class of L-smooth
and µ-strongly convex functions.
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3.2. Convergence of algorithms
The term 1 + on(1) in (27) is a space-filling loss factor that depends on the implementation
of the quantizer q.
Definition 5 (Cover) Let ε > 0 and K ⊂ Rn. We say that a set N ⊂ Rn is an ε-cover of
K if
∀v ∈ K ∃w ∈ N s.t. ‖v −w‖ ≤ ε. (28)
We can construct a quantizer q : Rn → Rn from a cover N by mapping each v ∈ K to the
closest point w ∈ N .
Definition 6 (Space-filling loss factor) Given a set N ⊂ Rn, let
Υ(N ) , min {ε > 0 | N is an ε-cover of B(1)} (29)
be the covering radius of the unit ball B(1) with respect toN . We define the the space-filling
loss factor associated with the set N as
dn (N ) , |N |1/n Υ(N ). (30)
The next theorem characterizes the linear convergence rate of DQ-GD.
Theorem 7 (Convergence of DQ-GD) Let f ∈ F(µ, L, r) be anL-smooth and µ-strongly
convex function on Rn whose minimizer is bounded in norm by r. Then, there exists a rate
nR quantizer associated with the space-filling loss factor (30) dn = 1 + on(1) such that
Algorithm 1 with the stepsize
η ≤ η∗ (31)
where η∗ is defined in (8) satisfies
‖xˆT − x∗(f)‖ ≤
max
{
ρη,
dn
2R
}T
· 2
[
1 +
dn
2R
η∗L
|ρη − dn/2R|
]
r, if ρη 6= dn/2R
ρTη · 2
(
1 + η∗LT
)
r, otherwise.
(32)
where
ρη ,
(
1− (η∗Lµ)η)1/2. (33)
In particular, DQ-GD with the stepsize (8) achieves the upper bound in (27).
Remark 8 As we will see in Section 4, it is vector quantization that results in the dn =
1 + on(1) space-filling loss factor. In contrast, using the uniform scalar quantizer corre-
sponds to dn =
√
n, a growing space-filling loss factor that is inevitable for any scalar
quantizer. This is because the per-dimension bin width of the uniform scalar quantizer
should be scaled down to ε/
√
n conservatively in order to ε-cover any point inside the
cube [−M,M ]⊗n ⊂ Rn.
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Central to DQ-GD is the idea of error compensation. In Algorithm 1, we compensate
for the past quantization errors by setting the quantizer’s input to be
ui ← ∇f (xˆi + ηei−1)− ei−1. (34)
which corrects the trajectory {xˆi} back to the unquantized descent path for each iteration
i = 0, . . . , T−1 and e−1 ← 0 initially. In contrast, the most common way to reduce the
communication cost in a distributed GD training is to quantize the gradient of its current
iterate, i.e.
ui ← ∇f(xˆi). (35)
It turns out that applying (35) directly is only suboptimal.
Theorem 9 (Naive QGD) There exists a rate nR quantizer such that: For any f ∈ F(µ, L, r),
QGD (4) with the naive input (35) and a stepsize η within the range (31) satisfies
‖xˆT − x∗(f)‖ ≤ 2
(
ρη +
dn
2R
η∗L
)T
r. (36)
where ρη is defined in (33) and dn is the space-filling loss factor (30).
Theorem 9 suggests that, with the naive input, the linear convergence rate of the quantized
GD is equal to its unquantized counterpart σ only in the limit as R goes to infinity. It is
because the corresponding quantization errors also accumulate exponentially fast, resulting
in an additive term in the exponent.
4. Proof Sketch
4.1. Achievability
The path of DQ-GD satisfies the following recursive relation.
Lemma 10 Consider two descent trajectories with the same stepsize η starting at the same
location xˆ0 = x0: DQ-GD (4) and unquantized GD (2). Then,
xˆi = xi − ηei−1 (37)
for each iteration i ∈ N, where e−1 = 0.
Comparing (37) and Line 4 in Algorithm 1, we see that
zi = xi. (38)
That is, DQ-GD indeed queries the gradient at the unquantized trajectory {xi}. The con-
vergence guarantee of GD on (Theorem 2.1.15 in (Nesterov, 2014)):
‖xT − x∗(f)‖ ≤ ρTη ‖x0 − x∗(f)‖ (39)
9
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controls the first term in the recursive relation (37).
To upper-bound the second term in (37), we relate the maximum quantization error
to the covering radius (29) with respect to an Υ(N )-cover N of the unit ball. Thanks
to rescaling, we have an upper bound MiΥ(N ) on the maximum quantization error for
any target input set B(Mi) with radius Mi > 0. Identifying N with the quantizer q with
cardinality 2nR, we have
sup
ui∈B(Mi)
‖ei‖ = sup
ui∈B(Mi)
‖qi(ui)− ui‖ (40)
≤MiΥ(Nq) (41)
=
dn
2R
Mi (42)
where (42) is by the definition of the space-filling loss factor (30). Notice that the factor dn
in (42) is the same for all iterations because we can rescale the quantization codebook to
cover Euclidean balls of different radii. The following lemma on dn contributes to the 2−R
terms in both the upper bound and lower bound of our main characterization (27).
Lemma 11 For any quantizer q that forms an Υ(N )-cover Nq of the unit ball in Rn, the
space-filling loss factor (30) is bounded below by
dn ≥ 1. (43)
Meanwhile, there exists a quantizer with the space-filling loss factor
dn = 1 + on(1). (44)
As we detail in Appendix C, Roger’s covering result (Rogers, 1963) implies the existence
of a quantizer achieving (44).
We proceed to establish that there is no overload distortion from iteration to iteration,
i.e.
ui ∈ B(Mi), (45)
by choosing the sequence of dynamic ranges {Mi} carefully.
Lemma 12 For any f ∈ F(µ, L, r), the quantizer’s inputs ui’s in DQ-GD (Algorithm 1)
satisfy (45) with
Mi ← 2L
i∑
j=0
ρiη
(
dn
2R
)i−j
r. (46)
Proof of Theorem 7 The convergence guarantee (39), Lemma 10, Roger’s result (44), and
Lemma 12 together imply
‖xˆT − x∗(f)‖ ≤ ρTη ‖x0 − x∗(f)‖+ η ‖eT−1‖ (47)
≤ 2br, (48)
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where
b , ρTη +
dn
2R
ηL
T−1∑
j=0
ρjη
(
dn
2R
)T−1−j
. (49)
There are three cases.
1. ρη > dn/2R: The geometric sum is computed as
b = ρTη +
dn
2R
ηLρT−1η ·
1− [(dn/2R)/ρη]T
1− (dn/2R)/ρη (50)
≤ ρTη
[
1 +
dn
2R
ηL
ρη − dn/2R
]
. (51)
2. ρη = dn/2R:
b = ρTη + ηLρη · ρT−1η T (52)
= ρTη
(
1 + ηLT
)
. (53)
3. ρη < dn/2R: This case parallels the first case by interchanging the role of ρη and
dn/2
R.

We provide detailed proofs of Lemma 10 and 12 in Appendix C.
4.2. Converse
Theorem 13 and Theorem 14 below constitute the converse part to our main Theorem 4.
Each theorem is a stronger, finite-iteration lower bound to the worst-case linear conver-
gence rate (7).
On one hand, we show that quantized GD cannot do better than the unquantized GD,
even though the goal here is to achieve a faster convergence rather than a smaller quantiza-
tion error as considered in the classical rate-distortion problem.
Theorem 13 (Converse via reduction to GD) The linear convergence rate (7) of any (R, T )
quantized descent policy piR,T in Definition 2 satisfies
sup
f∈F(µ,L,r)
c(piR,T , f) ≥ σ. (54)
As it turns out, it suffices to consider the least-squares problems to establish the worst-case
performance (54). Theorem 13 implies that C(R) ≥ σ. We establish that C(R) ≥ 2−R via
the next theorem.
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Theorem 14 (Converse via volume division) The linear convergence rate (7) of any (R, T )
quantized descent policy piR,T in Definition 2 satisfies
sup
f∈F(µ,L,r)
c(piR,T , f) ≥ 2−R. (55)
We prove Theorem 14 via a non-causal volume-division argument by linking it to the worst-
case linear convergence rate through the covering radius, an equivalent characterization of
the covering number. We leave the detailed proofs of Theorem 13 and 14 to Appendix D.
5. Experiment
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Figure 3: End convergence rate (57) with with T ← 60 and t ← 10 on least-squares
problems.
In this section, we numerically compare the linear convergence rate of the following
algorithms: DQ-GD (Algorithm 1), the naive quantized GD (35), and the unquantized GD
(2) as a baseline. Figure 4 is a recap of their respective quantizer’s input. All three descent
methods are applied with the stepsize (8) on least-squares problems; that is,
f(x) =
1
2
‖y −Ax‖2 where y ∈ Rm,A ∈ Rm×n with m ≥ n. (56)
12
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Algorithm Quantizer Input ui
GD (equiv. output∇f(xi))
Naive QGD ∇f(xˆi)
DQ-GD ∇f(xi)− ei−1
Figure 4: Recap of different algorithms.
Matrix Dimension ConditionNumber
Gaussian
1000× 100 1.8862
ensemble (average)
ash331 331× 104 3.0965
ash608 608× 188 3.3730
ash958 958× 292 3.2014
Figure 5: Summary of the matrices A.
Figure 5 summarizes the matrices that we experiment with. The real-world least-squares
matrices ash’s are extracted from the repository SpareSuite, formerly known as the Uni-
versity of Florida Sparse Matrix Collection (Davis and Hu, 2011).
For each quantization level 2R ≥ 2, we generate 500 instances of the vector y and xˆ0
with i.i.d. standard normal entries. In the case of Gaussian ensemble, we also generate 500
matrices A’s, one for each y. We record (as circles) the empirical average of the end linear
convergence rates
ct(piR,T , f) ,
( ‖xˆT − x∗(f)‖
‖xˆT−t − x∗(f)‖
)1/t
(57)
with T ← 60 and t ← 10 steps. The end convergence rate in (57) serves as a finite-
iteration proxy for our theoretical performance measure (7). We also plot (as lines) the
corresponding theoretical convergence guarantees (32), (36), and (39). We use the uniform
scalar quantizer for ease of implementation and take as a consequence a space-filling loss
of
√
n as illustrated in Remark 8. For smaller values of the data rate R, quantized GD (4)
may not even converge as
√
n2−R > 1. In that case, we clip off the convergence rate at 1.
Figure 3 summarizes our experimental results.
We can observe that DQ-GD indeed has a linear convergence rate that decays faster
than that of the naive QGD as R increases. The unquantized GD, unsurprisingly, serves as
a performance lower bound to both quantized descent-type algorithms.
6. Conclusion
In this paper, we consider quantized gradient descent over the family of smooth and strongly
convex functions and characterize the rate function (Theorem 4), which is the minimum
achievable linear convergence rate given a budget of data rate, to within an on(1) term for a
class of quantized descent algorithms with constant stepsizes. We propose DQ-GD (Algo-
rithm 1), a quantization algorithm with error compensation, and prove that it has the linear
convergence rate (Theorem 7) that is strictly better than the naive quantized GD (Theo-
rem 9). Conversely, we also demonstrate that DQ-GD is optimal, namely, that it attains the
minimum linear convergence rate achievable at a given data rate in the limit as n goes to
infinity. We prove this by providing two separate lower bounds: one is due to a reduction to
13
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the unquantized GD (Theorem 13), and the other is based on a volume-division argument
(Theorem 14).
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Appendix A. DQ-GD: General Version with Varying Stepsize
Algorithm 2: Differentially Quantized Gradient Descent (DQ-GD)
Input: Number of iterations T ,
Input: a sequence of quantizers {qi}T−1i=0 ,
Input: a sequence of stepsizes {ηi}T−1i=0
1 Initialize η−1 ← 0 and e−1 ← 0
2 for i = 0 to T−1 do
3 Worker:
4 Compute zi ← xˆi + ηi−1ei−1 // correct the trajectory
5 Query ∇f(zi)
6 Form ui ← ∇f(zi)− ηi−1ei−1/ηi // quantizer input
7 Quantize ui to qi = qi(ui) // quantizer output
8 Store ei ← qi − ui // last quantization error
9 Parameter server: Update xˆi+1 ← xˆi − ηiqi
10 end
Output: Estimated optimizer xˆT
Appendix B. Proof of Lemma 11
B.1. The lower bound
To obtain a lower bound on the space-filling loss factor dn, we use the following volumetric
lower bound on the cardinality of the cover in the definition (30).
Proposition 15 Let ε > 0 and K ⊂ Rn. Then, any ε-cover N of K satisfies
|N | ≥ vol(K)
vol
(B(ε)) . (58)
Given any quantizer q associated with a codebook Nq ⊂ Rn, consider the covering radius
Υ(Nq) as defined in (29). Proposition 15 now implies that
|Nq| ≥
(
1
Υ(Nq)
)n
(59)
=⇒ |Nq|1/n Υ(Nq) ≥ 1 (60)
where the left-hand side in (60) is exactly the space-filling loss factor of the quantizer q.
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B.2. The existence of a good quantizer
The classical result of Rogers (1963) shows the existence of a cover of B(M) with cardi-
nality approaching the lower bound in (58) if n is large.
Theorem 16 (Theorem 3 of (Rogers, 1963)) Consider the covering of B(1) ⊂ Rn when
n ≥ 9. For ε < 1, there exists an ε-cover of B(1) with cardinality less than{
an
5
2 (1/ε)n, if 1/ε < n
an(log n)(1/ε)n, otherwise.
(61)
for some absolute constant a with respect to n.
Consider again the covering radius Υ(NR) with respect to the Rogers’s ε-cover of the unit
ball B(1) in Theorem 16. We have
|NR| ≤ an 52 (1/ε)n (62)
≤ an 52
(
1
Υ(NR)
)n
(63)
by the definition (29). Therefore, for large enough n,
dn = |NR|1/n Υ(NR) (64)
≤
(
an
5
2
)1/n
(65)
= 1 + on(1). (66)
Appendix C. Achievability Proof
C.1. Proof outline
In this section, we will prove the convergence guarantees of DQ-GD and the naive QGD
stated in Section 3. In our quantizer design, we
For each of the algorithms, we will first provide a recursive bound on the distance to the
optimizer ‖xˆi − x∗‖. Then, we ensure for each iteration i that the quantizer’s input always
lies within a target set
B(Mi) ⊂ Rn (67)
for some Mi ≥ 0, which we call the dynamic range of the quantizer. We will establish (42)
by carefully choosing the sequence of dynamic ranges {Mi} to ensure fast convergence
and no overload distortion.
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C.2. Useful observations
We record a few observations that will be useful in Subsection C.3 and C.4 below.
• The minimizer (3) satisfies the following first-order optimality condition:
∇f(x∗) = 0. (68)
• The initial distance to the optimizer is bounded as follows:
‖xˆ0 − x∗‖ ≤ 2r, (69)
which holds by the assumptions (15), (16), and triangle inequality.
• The gradient of an L-smooth function f on Rn satisfies
‖∇f(w)‖ ≤ L ‖w − x∗‖ ∀w ∈ Rn, (70)
which is a direct consequence of the definition of L-smoothness (12) and the opti-
mality condition (68).
For the linear convergence rate (33) in the following, we will omit the dependency on the
stepsize η and write ρ simply without the subscript.
C.3. DQ-GD
As explained in Section 4, Theorem 7 is proved by means of two lemmas, Lemma 10 and
Lemma 12. We state an extension of Lemma 10 to the general version of DQ-GD with
varying stepsizes.
Lemma 17 Consider two descent trajectories: Algorithm 2 and unquantized GD (2) with
the same sequence of stepsizes {ηi} starting at the same location
xˆ0 = x0. (71)
Then,
xˆi = xi − ηi−1ei−1 (72)
for each iteration i ∈ N.
Proof We prove (72) via mathematical induction.
• Base case: (72) holds for i = 0 by (71). We define 0/0 , 0 for the very first iteration
when η−1 = 0.
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• Inductive step i→ i+1: Suppose (72) holds. First, the observation (38), the memory
input at Line 6 of Algorithm 2, and the query point at Line 4 of Algorithm 2 together
imply
ui = ∇f(xi)− ηi−1
ηi
ei−1. (73)
We then have
xˆi+1 = xˆi − ηiqi (74)
= xˆi − ηi(ui + ei) (75)
= xˆi − ηi
(
∇f(xi)− ηi−1
ηi
ei−1
)
− ηiei (76)
= (xˆi + ηi−1ei−1)− ηi∇f(xi)− ηiei (77)
=
[
xi − ηi∇f(xi)
]− ηiei (78)
= xi+1 − ηiei, (79)
where (78) is due to the induction hypothesis.
Proof of Lemma 12 We prove (45) via mathematical induction.
• Base case: (45) holds for i = 0 since
‖∇f(x0)− e−1‖ = ‖∇f(x0)‖ (80)
≤ L ‖x0 − x∗‖ (81)
≤ 2Lr, (82)
where (81) is due to (70) and (82) is due to (69) as well as the assumption (71).
• Inductive step i → i + 1: Suppose (45) holds for i, we show that it holds for i + 1.
Triangle inequality implies
‖ui+1‖ ≤ ‖∇f(xi+1)‖+ ‖ei‖ . (83)
The first term is upper-bounded by
‖∇f(xi+1)‖ ≤ L ‖xi+1 − x∗‖ (84)
≤ Lρi+1 ‖x0 − x∗‖ (85)
≤ 2Lρi+1r, (86)
where (85) is due to (69). The second term in (83), which is the quantization error of
ui, is upper-bounded by
‖ei‖ ≤ dn
2R
2L
i∑
j=0
ρj
(
dn
2R
)i−j
r (87)
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by the induction hypothesis, (42), and (46). Plugging (86) and (87) back into (83)
gives
‖ui+1‖ ≤ 2Lρi+1r + dn
2R
2L
i∑
j=0
ρj
(
dn
2R
)i−j
r (88)
= 2L
[
ρi+1 +
i∑
j=0
ρj
(
dn
2R
)i+1−j]
r (89)
= 2L
i+1−j∑
j=0
ρj
(
dn
2R
)i+1−j
r (90)
= Mi+1. (91)

C.4. Naive QGD
The recursive bound of the naive QGD relies on the following coercive property of smooth
and strongly convex functions.
Lemma 18 (Theorem 2.1.12 of (Nesterov, 2014)) Let f be L-smooth and µ-strongly con-
vex on Rn. Then for any v,w ∈ Rn, we have(∇f(v)−∇f(w))T (v −w) ≥ Lµ
L+ µ
‖v −w‖2 + 1
L+ µ
‖∇f(v)−∇f(w)‖2 . (92)
The following lemma provides a recursive bound on the distance to the optimizer at the
i-th iteration of the naive QGD.
Lemma 19 Let f be an L-smooth and µ-strongly convex function on Rn. Then, the dis-
tance to the optimizer at each iteration i ∈ N of QGD (4) with the naive input (35) and the
constant stepsize η within the range (31) is bounded as
‖xˆi+1 − x∗‖ ≤ ρ ‖xˆi − x∗‖+ η ‖ei‖ (93)
for each iteration i ∈ N.
Proof Observe that (6) and (35) together imply
qi = ∇f(xˆi) + ei. (94)
Hence,
xˆi+1 − x∗ = (xˆi − ηqi)− x∗ (95)
= xˆi − x∗ − η∇f(xˆi)− ηei, (96)
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which via triangle inequality implies
‖xˆi+1 − x∗‖ ≤ ‖xˆi − x∗ − η∇f(xˆi)‖+ η ‖ei‖ . (97)
To upper-bound the first term in (97), we use the same technique as in the proof of Theo-
rem 2.1.5 in (Nesterov, 2014):
‖xˆi − x∗ − η∇f(xˆi)‖2 = ‖xˆi − x∗‖2 − 2η∇f(xˆi)T (xˆi − x∗) + η2 ‖∇f(xˆi)‖2 (98)
≤
(
1− 2Lµ
L+ µ
η
)
‖xˆi − x∗‖2 +
(
η2 − 2
L+ µ
η
)
‖∇f(xˆi)‖2 .
(99)
≤ ρ2 ‖xˆi − x∗‖2 (100)
where (99) is due to Lemma 18, and (100) is due to the stepsize range (31). Taking the
square root on both sides concludes the proof.
Proof of Theorem 9 For each iteration i = 0, . . . , T−1, consider a quantizer with the
dynamic range
Mi ← 2L
(
ρ+
dn
2R
ηL
)i
r (101)
and the naive input (35). We will prove (36) via mathematical induction, from which (45)
will follow because of (70).
• Base case: (36) holds for T = 0 by (69).
• Inductive step T−1→ T : Suppose (36) holds for T−1. Then,
‖uT−1‖ = ‖∇f(xˆT−1)‖ (102)
≤ L ‖xˆT−1 − x∗‖ (103)
≤ 2L
(
ρ+
dn
2R
ηL
)T−1
r (104)
= MT−1, (105)
where (104) is due to the induction hypothesis. Since due to (105) there is no over-
load distortion, the guarantee (42) further ensures
‖eT−1‖ ≤ dn
2R
2L
(
ρ+
dn
2R
ηL
)T−1
r. (106)
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Applying (106) and the induction hypothesis to further upper-bound (93) in Lemma 19,
we obtain
‖xˆT − x∗‖ ≤ ρ ‖xˆT−1 − x∗‖+ η ‖eT−1‖ (107)
≤ 2
[
ρ
(
ρ+
dn
2R
ηL
)T−1
+
dn
2R
ηL
(
ρ+
dn
2R
ηL
)T−1]
r (108)
= 2
(
ρ+
dn
2R
ηL
)T
r. (109)

Appendix D. Converse Proof
D.1. Proof of Theorem 13
Consider a quantized descent policy piR,T in Definition 2 that can use at most nR bits in
each iteration. Consequently, the supremum of the linear convergence rate (7)
sup
f∈F(µ,L,r)
c(piR,T , f) (110)
is non-increasing in the data rate R. Therefore,
sup
f∈F(µ,L,r)
c(piR,T , f) ≥ inf
R≥0
sup
f∈F(µ,L,r)
c(piR,T , f) (111)
≥ sup
f∈F(µ,L,r)
inf
R≥0
c(piR,T , f) (112)
= sup
f∈F(µ,L,r)
c(pi∞,T , f), (113)
where we use the max-min inequality in (112). In a quantized descent policy c(pi∞,T , f),
there is no quantization error at all, i.e.
ei = 0 ∀i ∈ N. (114)
The quantized GD (4) then reduces to the unquantized GD (2) in light of the restrictions
(20) and (21). Therefore, the proof will be completed once we demonstrate the following.
Lemma 20 Consider the family F(µ, L, r) (17) and GD (2) with any stepsize that may
depend on the parameters µ, L, and r. Then, for any choice of initial point x0 ∈ B(r),
there exists a problem instance f ∈ F(µ, L, r) such that the distance to the optimizer at
each iteration i ∈ N of GD satisfies
‖xi+1 − x∗(f)‖ = σ ‖xi − x∗(f)‖ . (115)
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Proof We will first derive a recursive bound of GD on the least-squares problems (56).
Then, we will construct an least-squares instance that achieves the equality in (39). Note
that the function (56) is
s21(A)-smooth and s
2
n(A)-strongly convex (116)
where we denote by sk(A) the k-th largest singular value of a matrix A.
The gradient of a least-squares objective f at iteration i is
∇f(xi) = AT (Axi − y) . (117)
The optimality condition (68) implies
ATy = ATAx∗. (118)
Plugging (117) into (2) yields
xi+1 = xi − ηATA(xi − x∗). (119)
As a result, the distance to the optimizer x∗ satisfies
‖xi+1 − x∗‖ ≤ smax
(
I− ηATA) ‖xi − x∗‖ , (120)
where equality is achieved when xi−x∗ points in the direction corresponding to the largest
singular vector of the matrix I− ηATA.
We now show that, for any choice of x0 ∈ B(r) and η ≥ 0, we are able to find a y ∈ Rm
and an A ∈ Rm×n such that (115) holds. First, observe that there exists a w0 ∈ B(r) such
that
‖x0 −w0‖ = r. (121)
We take the unit vector
vn ,
x0 −w0
r
(122)
and complement it with n− 1 orthonormal basis vectors {vk}n−1k=1 of its dual space to form
an orthonormal basis {vk}nk=1 of Rn.
Then, a matrix A ∈ Rm×n admitting as right singular vectors
1/η
2k
vk ∀k = 1, . . . , n (123)
satisfies
‖x1 −w0‖ = smax
(
I− ηATA) ‖x0 −w0‖ . (124)
The recursive relation (119) and (124) the imply at each of the following iteration i ∈ N
that
‖xi+1 −w0‖ = smax
(
I− ηATA) ‖xi −w0‖ . (125)
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Finally, to each w0 ∈ B(r) there corresponds a y ∈ Rm such that (118) holds. This is
because m ≥ n, i.e. we have more degrees of freedom than the problem dimension when
selecting the vector y. Plugging the stepsize (8)
η∗ =
2
L+ µ
(126)
=
2
s2max(A) + s
2
min(A)
(127)
to the largest singular value in (125) then gives
smax
(
I− η∗ATA) = max{∣∣1− η∗s2min(A)∣∣ , · · · , ∣∣1− η∗s2max(A)∣∣} (128)
= max
{∣∣1− η∗s2min(A)∣∣ , ∣∣1− η∗s2max(A)∣∣} (129)
=
s2max(A)− s2min(A)
s2max(A) + s
2
min(A)
(130)
=
κ(f)− 1
κ(f) + 1
(131)
= σ, (132)
where (129) is due to monotonicity and (131) is due to (116).
D.2. Proof of Theorem 14
For any quantized descent policy piR,T and any function f ∈ F(µ, L, r), consider the set of
all possible states that the policy piR,T can drive the linear system into after T iterations.
S(piR,T ) , {xˆT ∈ Rn : xˆT is the state (4) after T iterations of piR,T} . (133)
The data rate constraint of at most nR bits per iteration implies that
|Spi| ≤ 2nRT . (134)
Let
ε∗ = Υ
(B(r), 2nRT ), (135)
be the covering radius 29 of the target solution set B(r). It suffices to consider a policy
which induces an S(piR,T ) that forms an ε∗-net of B(r). This is because for any pi′R,T whose
induced set S(pi′R,T ) does not ε∗-cover B(r), there exists a v ∈ B(r) such that
min
w∈S(pi′R,T )
‖v −w‖ > ε∗ ≥ min
w∈S(piR,T )
‖v −w‖ (136)
by the definition (29). Note that any such point v corresponds to a worst-case problem
instance
fv(x) =
L+ µ
2
‖x− v‖2 (137)
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in the family F(µ, L, r) for which fv admits v as a unique minimizer. As a result,
sup
f∈F(µ,L,r)
c(pi′R,T , f) >
(
ε∗
r
) 1
T
≥ sup
f∈F(µ,L,r)
c(piR,T , f). (138)
Then, we invoke Proposition 15 to obtain
2nRT ≥
( r
ε∗
)n
, (139)
or equivalently (
ε∗
r
) 1
T
≥ 1
2R
. (140)
The definition (29) implies there exists a v ∈ B(r) and an associated xˆv ∈ S(piR,T ) such
that
‖v − xˆv‖ = ε∗. (141)
Therefore,
sup
f∈F(µ,L,r)
c(piR,T , f) = sup
fv∈F(µ,L,r)
(‖xˆv − v‖
r
) 1
T
(142)
=
(
ε∗
r
) 1
T
≥ 1
2R
, (143)
as desired.
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