Abstract. Convolutional neural networks (CNNs), the state of the art in image classification, have proven to be as effective as an ophthalmologist, when detecting referable diabetic retinopathy. Having a size of <1% of the total image, microaneurysms are early lesions in diabetic retinopathy that are difficult to classify. A model that includes two CNNs with different input image sizes, 60 × 60 and 420 × 420 pixels, was developed. These models were trained using the Kaggle and Messidor datasets and tested independently against the Kaggle dataset, showing a sensitivity >91%, a specificity >93%, and an area under the receiver operating characteristics curve >93%. Furthermore, by combining these trained models, there was a reduction of false positives for complete images by about 50% and a sensitivity of 96% when tested against the DiaRetDB1 dataset. In addition, a powerful image preprocessing procedure was implemented, improving not only images for annotations, but also decreasing the number of epochs during training. Finally, a feedback method was developed increasing the accuracy of the CNN 420 × 420 pixel input model.
Introduction
The development of a noninvasive method that detects diabetes during its early stages would improve the prognosis of patients. The prevalence of diabetes in the USA is ∼9.3%, affecting 29.1 million people. 1 The retina is targeted in the early stages of diabetes, and the prevalence of diabetic retinopathy (DR) increases with the duration of the disease. Microaneurysms are early lesions of the retina, and as the disease progresses, damage to the retina includes exudates, hemorrhages, and vessel proliferation. The detection of DR in its early stages can prevent serious complications, like retinal detachment, glaucoma, and blindness. The screening methods used to detect diabetes are invasive tests, the most popular one being measuring blood sugar levels. Fundus image analysis is a noninvasive method that allows health care providers to identify DR in its early stage; a procedure now performed in clinical settings. The massification of devices that help cell phone cameras take the fundus image would make this procedure available for all populations. 2 Once the image is obtained, it can be loaded to a cloud service and analyzed to detect microaneurysms.
The clinical classification of DR reflects its severity. A consensus in 2003 3 proposed the diabetic retinopathy disease severity scale, which consists of five classes for DR. Class zero or the normal class has no abnormalities in the retina; class 1, or the mild class, shows only <5 microaneurysms; class 2 or the moderate class is considered as the intermediate state between classes 1 and 3; class 3 or the severe class contains either >20 intrarretinal hemorrhages in one of the four quadrants, venous beading in two quadrants, or intrarretinal microvascular abnormalities in one quadrant; class 4 or the proliferative class includes neovascularization, or vitreous and preretinal hemorrhages. The severity level of the disease progresses from classes 1 to 4, and special consideration is given to lesions close to the macular area.
The convolutional neural network (CNN) is the most effective method of classification for images. CNNs are state-of-theart image classifications based on Image-net 4 and COCO 2016 detection 5 challenges. Since CNN's initial design, 6 not only its architecture, [7] [8] [9] [10] but also its regularization parameters, weight initialization, 11, 12 and neural activation function 13 have evolved. Within medical image analysis, CNN has been applied in several areas like breast and lung cancer detection. 14, 15 Specifically in fundus retina images, CNN has proven to be the best automatized system when detecting referable diabetic retinopathy (RDR), 16 moderate and severe, and surpassing other algorithms performing the same task. 17 Classification of images based on small objects is difficult. Although CNN classifies moderate and severe stages of DR very well, when classifying lesions that belong to class 1 and 2, it has some flaws. The lesions in these classes contain microaneurysms with a maximum size of <1% of the entire image. For instance, Pratt's study 18 showed a total accuracy of 75%. However, from the 372 patients in class 1, none was classified correctly. Lim's work 19 proved that when detecting microaneurysms, the proportion of false positives per image is close to 90% when they try to reach a sensitivity of 90%. The purpose of this study is to improve the accuracy of detection of microaneurysms.
Materials 2.1 Databases
The datasets utilized in this study are Kaggle diabetic-retinopathy-detection competition, 20 Messidor database [kindly provided by the Messidor program partners (see Ref. 21) ], and the diabetic retinopathy database and evaluation protocol. 22 
Datasets features
The majority of the available databases contain DR images of all classes. However, because the aim of our study is to detect microaneurysms and to differentiate images with and without lesions, we chose images that belong only to classes 0, 1, and 2.
i. Kaggle dataset: Eyepacs provided the images to Kaggle, where we accessed them. This dataset implements the clinical diabetic retinopathy scale to determine the severity of DR (none, mild, moderate, severe, and proliferative) and contains 88,702 fundus images. Table 1 shows unbalanced data with prominent differences between mild and normal classes. It is also evident that most of the images belong to the testing set.
The subset for our study includes 21,203 images, in which 9441 are used for training, and 11,672 are used for testing. We selected random samples from the normal class that have at most a confidence interval of 1, a confidence level of 95%, and selected all of the cases in the mild class. The testing set was subdivided into a validation and testing set.
ii. Messidor dataset: Within the public domain, 1200 eye fundus color images of all classes are provided by the Messidor dataset. The annotation includes a DR grade of (0 to 3) and a risk of macular edema grade of (0 to 2), where grades 1 and 2 were included in the training set. From those, 153 are classified as grade 1 and 246 as grade 2, where only isolated microaneurysms were selected. iii. The diabetic retinopathy database and evaluation protocol (DiaRetDB1) is a public set of 89 images. This dataset also includes ground truth annotations of the lesions from four experts, which are labeled as small red dots, hemorrhage, hard exudates, and soft exudates. This set will be used for testing purposes. Table 2 shows the number of images per class in each database used in the study.
Image Annotations
The main author of this study, a medical doctor and general surgeon, was the person who located and annotated the microaneurysms in the images that belong to classes 1 and 2. Some pictures have more than one microaneurysm and each is counted as different in this study.
Machine Learning Framework
Torch 23 was the framework chosen for this study and the multigraphics processing unit (GPU) Lua scripts 24 were adapted to run the experiments. Other frameworks used in this study include OpenCV for imaging processing, R-Cran for statistical analysis and plotting, and Gnuplot for graphing. The training of the CNNs was performed on a 16.04 Ubuntu Server with four Nvidia M40 GPU's using Cuda 8.0 and Cudnn 8.0.
Methods
An improved image was created for the annotations by applying an original preprocessing approach. Once the author selected the coordinates of the lesions, the cropping of the images with the lesions and the cropping of normal fundus images were executed. Two datasets with cropped sizes of 60 × 60 and 420 × 420 were obtained and trained using modified CNNs. One of our modifications included a feedback mechanism for training. We also evaluated the increase in the size of the dataset by using either augmentation or adding new images. Receiver operating characteristics (ROC) 25 were used to get the cutoff of the predicted values in order to obtain a more accurate sensitivity and specificity of the models. Finally, an analysis on the more precise model with the DiaRetDB1 was performed to find its overall sensitivity in the complete image.
Processing Images
Batch transformations on the lightness and color of the images were used to produce higher quality images for annotations, and a comparative analysis of using CNNs with inputs of images with and without preprocessing was performed.
Descriptive statistics were calculated, and K-means analysis was used to divide the images into three groups (dark, normal, and bright). A function based on the statistics was performed to transform the lightness of the images using LAB color space. After collecting the a Ã and b Ã intensity values in the LAB color space from vessels, microaneurysms, hemorrhages, and a normal background, a support vector machine was used to separate microaneurysms and hemorrhages from the background. LAB color space was chosen due to its property of separating luminescence from color. Table 3 shows the descriptive statistics of all of the images in the training sets and Fig. 1 shows each image with the mean represented by the y-axis and the standard deviation represented by the x-axis. The range values in Table 3 and the box plots in Fig. 1 show some variety within the training set images. For the purpose of this study, we used the mean and standard deviation of the images to normalize, cluster, and develop a method for lightness adjustment.
Normalization
Normalization was done to each pixel in respect to its own image, to all of the images, and to each one of their channels ðL Ã ; a Ã ; b Ã Þ, and the result was displayed using a standard software package, which in our case was OpenCV. Our image normalization equation was E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 6 7 9
where pv is the pixel value, npv is the new pixel value, mp is the mean value of the images, map is the mean value of all the images, k 1 constant 1, k 2 constant 2, stdp is the standard deviation value of the images, and stdap is the standard deviation value of all the images. The first part of the equation normalizes the pixel value based on the mean of the images and adjusts its value according to the proportion of the standard deviation of all the images and the images that owns the pixel value. The second part of the equation repositions the pixel value based on the mean of all the images. Figure 2 shows the steps for normalization, where the continuous line represents the density probability of all the images, the discontinuous line represents the density probability of one image, and the histogram represents the distribution of the pixels values in one image. A method used to modify the brightness of all the images in a batch is described next. Lab color space represents color-opponent dimensions as shown in Fig. 3 .
27
Once the images were normalized, an analysis of the distribution of the mean and standard deviation of the lightness of each image in the training sets was done. The elbow method was used 28 to obtain the optimal number of clusters from this data. The mean pixel value of the 25th percentile of the first clusters is 10, which was set as the lower limit for the transformation. We visually inspected the images with a mean value of the L Ã channel lower than 10 and found that the images were too dark to be readable. Notice that there are not any images with values in the y-axis above 80, making this value our superior limit for the transformation. A sample of some of the images from other clusters was evaluated and we noticed that high-quality images belong to the third cluster. With the collected information, the goal was to transform the data in such a way that extreme data representing the darkest and brightest images would move to the center. The polynomial function we developed was E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 7 5 2
where nL is the new L Ã value and L is the original L Ã value. The results can be visualized in Fig. 5 , where the blue dots denote the transformed data values from the original image, which is represented by the red dots.
Reducing color variance
Just like any blood extravasation, the microaneurysm color goes through a sequence of changes, the most common sequence going from a bright red, to a brownish, to a yellowish color. Because our purpose was to enhance microaneurysms, we limited the scene in order to separate blood tissues from other structures using an original approach.
After the normalization and the adjustment of the L Ã values, we built a dataset with pixel values from vessels including microaneurysms and other structures like the optical disc, macula, exudates, normal retina, among others. In Fig. 6 (a), each point represents the a Ã and b Ã pixels' values of the vessels and background pixels. The diamond points are the centroids of the next transformation and represent a pixel value in the Lab color space. The euclidean distance of each pixel value over each centroid is calculated. Then, a division of these two values tells us which centroid is closest to this pixel value. Finally, the new pixel value was obtained after applying the following equation:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 4 5 0
where pv is the pixel value of a Ã and b Ã , bed is the Euclidean distance between the pixel value and the background centroid, ved is the Euclidean distance between the pixel value and the vessel centroid, rel is the division of ð 
Generalization of the preprocessing method
The preprocessing methodology used in this study was oriented to improve the quality of retina fundus images, enhance microaneurysms and vessels, and can be applied to any similar datasets. Figure 7 shows three images that were chosen based on the mean of the L Ã channel and represent the extreme and middle values of the L Ã channel. In addition, the mean value for each channel in the L Ã a Ã b Ã color is displayed in each image. We can see that after the transformation, all of the values converge to the same middle values and the quality of the images not only improves but is enhanced in detail.
Slicing Images
Nowadays, it is difficult to process full size (2000 × 2000) images due to hardware limitations. Our approach is not to downsample the image size, but to crop the images with the lesions in it. After preprocessing the images, the approximate center of the lesion coordinates was located and we cropped the images into two different sizes: 60 × 60 pixels and 420 × 420 pixels. Each size represents a specific dataset. In our initial part of the experiment, the images were obtained by cropping the images with and without the lesion in the center, once. We called this set dataset A as shown in Table 5 . Unbalanced data are shown with the majority of the cases in normal patients, which is an expected distribution due to the prevalence of DR. Training, tests, and validation cases for class 0 consist of cropped images of normal images that include all the areas of the retina.
During the experiment, we increased the size of the training data as shown in Table 6 , dataset B. The purpose of this set was to evaluate how increasing the number of new pictures or increasing the number of cropped images that include lesions using augmentation 29 would impact the accuracy. For our final results, we joined all the training cases, including annotated and augmented cases together, as shown in Table 7 , and we labeled this set dataset C. In datasets B and C, the cases in the normal class were the same as in dataset A.
Convolutional Neural Network Architecture
Two independent types of architecture for the 60 × 60 sets in Table 8 and the 420 × 420 sets in Table 9 were created. The tables show the input size of each layer, the filter size, and the number of filters (kernels). For all of the models, one stride for the filters and padding was implemented. In our architecture, fractional max pooling 30 was implemented; the dropout rate was 0.1, the activation function was leakReLu, 31,32 the Microsoft Research approach was chosen 33 for the weight initialization, and batch normalization was performed after each convolution layer.
Model A is a classic CNN model, 7 whereas model B is a version of Visual Geometric Group (VGG). 8 Implementing classical VGG that includes more convolutions in each layer would dramatically reduce the size of the training batch in the 420 × 420 models, an unwanted side effect. In addition, our choice of fractional max pooling was due to the fact that the image sizes can be downsampled gradually. 
Full connected layers 2048
Full connected layers 1024
Log soft max → negative log likelihood 
Feedback
The torch script randomly chooses between a normal DR class and a mild DR class image to use as the input. After the batch was selected, the script, once again, randomly chooses a picture from the data pool of the class, making the processes completely stochastic. In addition, a feedback mechanism was created during training, in order to resend the images that were not classified correctly. The difference of the values between the current loss function and that of the prior batch >0 indicates that the current batch did not classify as well as the previous batch. This is the basis of our feedback function. The function created for the feedback detects the batch in which the current difference of the values of the cost function surpasses the moving average of the mean of the differences of the previous batches. The polynomial function used in our feedback is as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 6 3 ; 3 0 5
where bn is the batch number and cve is the cost value expected.
If the cost value of the batch during the training was greater than we expected it to be after applying Eq. (4), we present the same batch for retraining as shown in Fig. 8 .
Monitoring
For the initial part of the experiment, the loss and accuracy of the training, the validation, and the testing sets were used to choose the most efficient model. For our final experiment, after training the more accurate CNN model, the weights of the trained CNN at regular intervals were kept. Using those weights, the probability of each image in the testing sets was obtained. Then, ROC analysis was used to get the cutoff of the probability values used to receive the maximum specificity or sensitivity of the 420 × 420 or 60 × 60 sets, respectively. Finally, the most accurate weights of the CNNs given by the ROC analysis were used to obtain the probabilities of the diabetic retinopathy database and evaluation protocol, which were used to compare the overall probabilities to the ground truth. OptimalCutpoints 34 from Rcran was used to obtain the optimal points of the max sensitivity and specificity and calculate the Youndex Index.
Experimental Design and Results
For this study, we divided the CNN into four phases. The first phase is the input phase, where input processing used to enhance features and augmentation of the dataset is performed. The second phase is the convolution design phase, where modifications to the number of convolutions and filters can be completed. Variation of the type of pooling, normalization, and neural activation function is also possible in this stage. The classification phase or the third phase includes full-connected layers with the neural activation and loss function. The dropout of nodes in a full-connected layer in this phase has been a common modification, in recent studies. The fourth phase is the training phase, where we can alter the learning parameters, learning algorithms, and perform feedback. Following pedantic rules, each phase should be evaluated separately, in order to measure the impact of changing a parameter on that phase, though changing a parameter at any point is often unpractical.
Our plan for this study was to select the modifications in the input, convolution design, classification, and training phase that would improve our sensitivity and specificity in the training, validation, and testing sets. Subsequently, dataset C was trained with all the previous modifications, in order to get the weights that performed best in the testing sets and the cut-off point values provided by ROC analysis to achieve the optimal sensitivity and specificity. Finally, the diabetic retinopathy database and evaluation protocol dataset was tested and the results were compared to their own ground truth. Log soft max → negative log likelihood Initially, we evaluated how CNN performed in models A and B using both raw data and preprocessed images from dataset A (Table 5) as displayed in Fig. 9 . Here, we evaluated the accuracy of the confusion table in the training and validation sets, by changing the quality in the input phase and the model in the architecture phase. The more accurate model and image set are used for the next stage. Table 10 and Fig. 10 display the contingency table and the accuracy plot of the images with a size of 420 × 420 in the training set. Preprocessed images trained with model B reached a better accuracy with less epochs than the other models as shown in Table 10 . It is also illustrated that processed images perform better than raw images, and that all images and models could reach a similar accuracy if the number of epochs increases. When using raw images for model A, the training was suspended, due to the slow increase in the slope. It is notable that processed images reached 90 in accuracy in the first 100 epochs and the slope was steeper in the first 50 epochs. Table 11 and Fig. 11 show the contingency table and the accuracy plot of the 60 × 60 image sets in the training set. It is evident that model B performed better than model A, and that model A reaches a similar accuracy with raw pictures than the other models, but only after a long training (300 epochs). It is also noticeable that most of the accuracy was achieved in the first 50 epochs using processed images, with a steeper slope in the first 20 epochs.
Results
Comparing the 60 × 60 image set to the 420 × 420 image set, the first reaches a higher accuracy in all the models with less training. In addition, it is visible that model B outperforms model A. For the next step, model B and preprocessed images were chosen.
In addition, we evaluated the impact of preprocessing images on the training time. Table 12 shows a significant reduction in the training time of the processed images compared to the training time of the raw images. Figure 12 shows a stage that compares the effects of feedback in preprocessed images using model B against an increase in the dropout layers and dropout probability to 0.5 in the preprocessed images. Here, we looked for the effects of making changes in the classification phase versus training phase in sensitivity and specificity, using training and testing sets from dataset A. Figure 13 shows the absence of significant differences in accuracy between the training using model B with a dropout probability of 0.1 (vanilla), the training increasing the dropout probability to 0.5 and dropout layers, and the training increasing the feedback in both the 60 × 60 and 420 × 420 sets. The accuracy is over 95 for all of the sets, and overfitting is presented in the validation sets. For a 60 × 60 set, the crossing point between the training and testing lines using the validation set is reached when the accuracy is 90 for the 60 × 60 set and 82 for the 420 × 420 set. Tables 13 and 14 show the values of the sensitivity and specificity of the training and test sets in dataset A. The sensitivity and specificity of the 60 × 60 images were satisfactory for both sets with a small decrease in the values compared to the training set. Also, a higher sensitivity is visible in test sets when increasing the dropout. However, for the 420 × 420 sets, the sensitivity decreased significantly, becoming more prominent when increasing the dropout layers and probability.
Modifying Classification and Training

Design
Note that the training was not stopped as soon as overfitting was detected and that the weights used to get those values belonged to the last epoch in training.
For the next phase of the experiment, our goal was to increase the sensitivity and specificity in the 420 × 420 set. We used the preprocessed images, model B, and feedback mechanism. Figure 14 shows the design comparing the changes corresponding to increases in size of input by using augmentation against increases in size of input by adding new images to the dataset (dataset B), where the previous stage performed better in the 420 × 420 set. The performance is evaluated by measuring the sensitivity and specificity of the testing set using different epochs.
Modifying Input Quantity
Design
Of the new cases provided by the Messidor dataset, 1276 were added to the 60 × 60 set and 1199 were added to the 420 × 420 set. Dataset B consists of the new cases and cropped images with the lesion not centered. The augmentation set consists of images from dataset A and six cropped images with the lesion not centered assuring that the images are completely different. 
Results
The accuracy plot of the training set in Fig. 15 shows that the input augmentation reached a higher accuracy than the new input at the beginning of the training, but at the end of the process both achieved a similar accuracy. The plot also displays overfitting on validation sets for both the input augmentation and the new input sets. In addition, Fig. 15 shows a difference in the crossing point between the training and the validation sets, by taking more epochs, when using the new input. The sensitivity increases dramatically in both sets by adding either new data or using input augmentation in the testing sets as shown in Table 15 . This increase is larger in input augmentation compared to the new input.
With the original and new inputs, we created a new dataset, dataset C, which contains the original images and the same images cropped by a factor of 10 with the lesion dispersed in different regions of the image as shown in Fig. 16 . We trained dataset C with model B and feedback. We also kept the weights for every 50 epochs in images that have a size of 420 × 420 and the weights for every 20 epochs in images that have a size of 60 × 60.
The accuracy of training dataset C with model B and feedback is shown in Fig. 17 . Images that have a size of 60 × 60 will reach a higher accuracy than images with a size of 420 × 420. In addition, overfitting is more prominent in the 420 × 420 image sets. Table 16 shows the sensitivity and specificity acquired with having the weights at different epochs in the test dataset. The highest sensitivity and specificity are reached with weights of epochs 40 and 50 in the 60 × 60 and 420 × 420 sets and are more accurate than those shown in Table 15 . A decrease in the sensitivity of both sets occurs with a higher number of epochs as presented in Table 16 . This supports the overfitting findings in the validation set depicted in Fig. 17 . The weights that produce the best sensitivity for the 420 × 420 set and the best specificity for the 60 × 60 set are chosen in the next phase of this study. Table 17 shows the sensitivity of the testing set for images with an input size of 420 × 420 in different datasets. An increase in the sensitivity using the weights of the CNN results after training these images with datasets A, B, and C. After having run the CNN in the testing set and finding the probability of each image in each category (normal and microaneurysms), the sensitivity, specificity, and optimal cut-point values were obtained by applying ROC to the testing set as shown in Fig. 18 . Later, we ran our CNN model with the weights that provided the best accuracy and sensitivity in the diabetic retinopathy database and evaluation dataset to determine how the model performed overall. Table 18 shows that for the 60 × 60 set, the values of the sensitivity and specificity are similar at different cut-off points, with epoch 80 providing a slightly higher specificity. For the 420 × 420 dataset, epoch 50 displays the best accuracy and sensitivity. Those weights were used for further analysis. Figure 19 shows a ROC analysis, with an area under the curve of 0.9828 and 0.9621 for the 60 × 60 and 420 × 420 datasets. Figure 19 also displays a variation in the accuracy, by having different cut-off points. For the 60 × 60 set, an acceptable specificity was reached with a cutoff at 0.9, without sacrificing the accuracy greatly. For the 420 × 420 dataset, we set the cutoff point to be at 0.10 and achieved a high sensitivity without sacrificing the accuracy.
There is a statistical significant difference (p < 0.000001) between the AUC for the input size 60 × 60ð0.9828Þ and 420 × 420ð0.9621Þ in the Mann-Whitney U test. Even though there is a small difference between the AUCs (0.0207), the 60 × 60 input size performs better than the 420 × 420 input size. When comparing the AUC of this study (0.928) with the AUC of Grinsven's work 35 (0.894) using the MannWhitney U test, we found that this study outperforms Grinsven's study ðp < 0.000001Þ.
The pictures from the DiaRetDB1 were sliced into sizes of 60 × 60 and 420 × 420. After getting the probabilities for each slice, we visually evaluated the lesions found by the CNN and compared them to the ground truth lesions provided by the database. The results of the 20 pictures with 51 lesions are shown in Table 19 , which states that model B of the CNN in 60 × 60 and 420 × 420 sets detects most of the lesions but there are still a number of false positives in the 60 × 60 set. If the 420 × 420 CNN model is running to detect the lesions first and the 60 × 60 model is running over those positives, the number of false positives decreases, holding the true positive cases. In Fig. 20 , the yellow and red squares represent the predicted positive areas using two trained CNNs with sizes of 420 × 420 and 60 × 60, respectively. In addition, the vertical blue and green lines on the left graph represent the cut-off point of the probability value. As depicted in Fig. 20 , keeping the fixed cut-off point for the 60 × 60 with a high probability and moving the cut-off point for the 420 × 420 from zero to higher values of probability reduce the number of false positives.
Discussion
Qualitative improvement of the image not only facilitates the detection of the lesions for annotations, but also decreases the number of epochs needed to reach a high accuracy for training and validation sets. Because the colors of microaneurysms are located between 650 and 570 nm in the light spectrum and it is not possible to find cyan colored microaneurysms, color reduction plays a significant role in medical images where its variance is limited. As an illustration, the function in Eq. (3) was successfully applied to enhance the lesions and provide contrast against their surroundings. The benefits of shortening the training time are economic, environmental, and human and can be reflected in the cost reduction. Quantitative gain either by augmentation or with new images makes the training process more accurate. Deep learning is very dependent on the size of the data. However, sometimes the datasets are limited, so augmentation was introduced to overcome this difficulty. Although augmentation increased the accuracy of this study, adding new images had the same effect, but with a lower number of images. Using dataset C, we achieved a better accuracy compared to dataset B, but the increase in the accuracy was not as high as the one between datasets A and B. This provides evidence that augmentation has a limit in improving accuracy, but more studies are still needed.
Microaneurysms detection in DR is a complex challenge, and the difficulty of this task is determined mainly by the size of the lesions. Most of the DR studies have been focused on classifying its stages, rather than identifying the specific lesion. Indeed, R-CNN, fast R-CNN, and faster R-CNN have been used for object localization with excellent results, but this still has not solved the problem for small features. Some studies tried to overcome this obstacle by cropping the image with the lesion in the center without changing the resolution. Karphaty et al. 36 introduced the idea of foveal stream for video classification by cropping the image stream into its center. Lim 19 was the first author to use the CNN to classify individual lesions on DR. His work used an automatized algorithm, multiscale C-MSER segmentation, to crop the region of interest with the lesion in the center of the image. van Grinsven's work 35 developed a selective data sampling for the detection of hemorrhages, where the lesions were placed in the center of a cropped image of 41 × 41 pixels. Although these studies have an acceptable sensitivity and specificity, the number of false positives is considerable. The following example will explain the reason of having a high number of false positives: Having an image size of 2000 × 2000 pixels will generate 2304 images with a size of 41 × 41 pixels, so having a specificity of 90% will produce 231 false positive images with a size of 41 × 41. We claim that although the fovea in the retina has a more concentrated area with photoreceptors, it is the attention that defines the discrimination of the objects. In a similar way, we proposed that keeping the same resolution of the image, but cropping the image to the object of interest would simulate the attention. In addition, cropping the image with the lesion in different positions of the image gives the input data a higher variance. We also made sure to avoid that the CNN would learn the center position instead of the features of the lesion itself.
Using sequentially a test with high sensitivity and a test with high specificity will decrease the number of false positives. Although we used the same methodology, CNN, for both sets (60 × 60 and 420 × 420) they differ in the model and input size. As a result, these models could be considered different types of tests. The efforts in the study to increase the sensitivity in the 420 × 420 set by increasing the input size and implementing feedback were well paid off by diminishing the false positives generated, when CNNs were applied to cropped images with a size of 60 × 60 pixels as a unique test.
In the 420 × 420 set, applying feedback to the CNN performed better than vanilla and dropout increasing. Our approach tried to find the batch with mild and normal classes that perform poorly after back-propagation to retrain them again. One of the limitations of this approach was that we needed to know the values of the loss function per batch during all of the training in order to calculate the function. However, it is possible that a dynamic process can be created using a number of previous batches to get the threshold and update it after a certain number of batches. van Grinsven's work 35 proposed a feedback method that assigns a probability score to each pixel and is modified when "the probability scores differ the most from the initial reference level," so the higher the weight probability the higher the chance of it being selected. One drawback of this methodology is that it is applied only to the negative sample.
Some observations that called our group's attention were that the CNN selected some small artifacts as lesions. Also, the algorithms selected small groups of lesions, but when a bigger number of lesions were grouped in such a way that they mimic hemorrhages, they were not detected. Although we gained some progress in the detection and selection of microaneurysms and our technique's performance surpassed all of the methods in the literature at this time, there are still a number of false positives.
Conclusion
This study proposed a methodology by using a CNN model that increases the performance of the identification and classification of microaneurysms representing small local features. Therefore, this study combines the sequential use of a CNN with a high sensitivity followed by a CNN with a high specificity to detect microaneurysms with few false positives. In addition, the new feedback methodology for training demonstrated that it had the ability to improve the accuracy. The preprocessing technique developed was able to decrease the training time and improve the quality of the images for annotations. Furthermore, this study reaffirms that deep learning is data dependent and obtaining new data is as important as augmentation.
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