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Abstract This paper presents a control method and trajectory planner for vehi-
cles with first-order nonholonomic constraints that guarantee asymptotic conver-
gence to a time-indexed trajectory. To overcome the nonholonomic constraint, a
fixed point in front of the vehicle can be controlled to track a desired trajectory, al-
beit with a steady-state error. To eliminate steady state error, a sufficiently smooth
trajectory is reformulated for the new reference point such that, when tracking the
new trajectory, the vehicle asymptotically converges to the original trajectory. The
resulting zero-error tracking law is demonstrated through a novel framework for
creating time-indexed Clothoids. The Clothoids can be planned to pass through
arbitrary waypoints using traditional methods yet result in trajectories that can
be followed with zero steady-state error. The results of the control method and
planner are illustrated in simulation wherein zero-error tracking is demonstrated.
Keywords nonholonomic systems, motion planning, feedback control, au-
tonomous vehicles, mobile robots, dynamic partial feedback linearization.
1 Introduction
The control of mobile robots continues to be a focus of academic and industrial
research, especially due to a demand for high-precision path following for a vari-
ety of mobile robots. Though the dynamic equations for mobile robots can vary
dramatically, they share similar trajectory-tracking limitations due to their non-
holonomic constraints and nonlinear equations of motion that warrant continued
research for vehicle control and path planning e.g. [9].
One limitation of vehicles with first-order nonholonomic constraints is that
they cannot move orthogonal to their direction of motion [14]. This limitation is
overcome through various approaches including open-loop control [16], lineariz-
ing about a trajectory [5], or reformulating the control problem using a path-
C. Ferrin
Utah State University, Logan, Utah 84322 USA
Tel.: +1-435-554-8176
E-mail: clint.ferrin@gmail.com
ar
X
iv
:2
00
7.
10
44
1v
1 
 [e
es
s.S
Y]
  2
0 J
ul 
20
20
2 Clint Ferrin et al.
following controller that is not time-dependent [1]. The most common approach
is to use a path-following controller which separates the system into two separate
controllers[1,9]. One controller governs the vehicle’s velocity, while the other con-
troller uses the vehicle’s steering input to converge to the desired path. Though
the path-following controller addresses the issue of controllability, new complexi-
ties arise such as how to treat self-intersecting paths, and how to optimally cal-
culate which point on the path to use as a reference because the problem is not
time-dependent.
An alternative approach is to control a point on the robot that does not have
a nonholonomic constraint. Instead of controlling the center point of a fixed axle,
[17] showed that a point  in front could be controlled as if it were unconstrained,
allowing for partial feedback linearization. The inputs of the unconstrained control
can then be mapped algebraically to the control inputs of the vehicle, and the
reference trajectory is tracked with a steady-state error of . This control technique
is referred to as -tracking, and the theoretical limit for  is solely that it remains
positive, allowing the reference tracking error to become arbitrary small [17]. In
practice, however, very small values of  can become problematic due to noise
introduced by dynamics, sensors, or even numeric integration. Therefore, the first
major contribution of this paper is to generate a new trajectory that, when followed
using -tracking, results in zero-error, asymptotic tracking of the vehicle control
point to the original reference trajectory. The new tracking law is referred to as
zero-error -trajectory tracking.
Another common limitation for mobile vehicles that must be taken into account
when developing trajectories for vehicles is the executability of a trajectory. The
maximum curvature limitation for path planning is commonly addressed with
the Dubins path, which is formed using a waypoint path planner that produces
optimal distance paths between two oriented points using circular arcs and straight
lines while taking into account maximum curvature constraints [6]. Dubins paths,
however, require instantaneous changes in curvature which is often not achievable
in physical systems due to actuator limitations and wheel slippage [15]. Fraichard
and Scheuer proposed adapting the Dubins path by connecting waypoints using
straight lines, circular arcs, and transition arcs to account for the maximum change
of curvature [7], which are referred to as continuous curvature paths (CCPaths).
The addition of the transition arc maintains curvature continuity between circles
and lines. The second contribution of this research is to convert CCPaths paths into
trajectories with corresponding feed-forward terms which can be used for control.
The result of these contribution is a path planner that connects waypoints to
form a time-dependent trajectory that can be tracked by vehicles with first-order
nonholonomic constraints with guaranteed asymptotic convergence.
The remainder of this paper begins in Section 2 by outlining the necessary
background for the development of the proposed zero-error -trajectory tracking.
Section 3 presents the main result of the paper: error-free trajectory tracking
accomplished by redefining an arbitrary reference trajectory in terms of the -point.
Section 4 presents an example application by extending continuous curvature paths
to trajectories and using the -trajectory tracking method to follow a desired
trajectory. The paper ends with concluding remarks in Section 5.
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2 Preliminaries
This section presents the preliminary information necessary to understand the
contributions of this work. The motion models used for vehicle control and analysis
are first developed, followed by an introduction to the -point control. This section
ends with a discussion of the CCPaths.
2.1 Kinematic Models
Four kinematic models are presented in this section. The first two describe the
vehicle motion models being controlled, the third describes a model used to create
trajectories, and the last is a model used solely for convergence analysis. The
simplest model to be employed is the unicycle model. It is a model of a first-order
nonholonomic constrained system that can be represented as
x˙
y˙
ψ˙
v˙
ω˙
 =

v cosψ
v sinψ
ω
0
0
+

0 0
0 0
0 0
1 0
0 1

[
a
α
]
, (1)
where (x, y) is the position of the robot, ψ is the heading, v is the translational
velocity, ω is the rotational velocity, and a and α are the longitudinal and angular
acceleration, respectively, e.g. [11]. The positions, velocities, and accelerations can
be grouped together as x = [x, y]T , v = [v, ω]T , and a = [a, α]T . The first two
rows in (1) describe the lateral motion constraint of a wheeled vehicle. As a result,
more complex kinematic models can be related to (1) using algebraic mappings
[11].
One such model that will be used is the Ackermann-style bicycle model [19]. It
represents the lateral motion constraint as in (1) with the angular velocity being a
function of the steering angle and longitudinal velocity to present a more realistic
input for steered vehicles. It can be represented as
x˙
y˙
ψ˙
v˙
φ˙
 =

v cosψ
v sinψ
v
L tanφ
0
0
+

0 0
0 0
0 0
1 0
0 1

[
a
ξ
]
, (2)
where φ is the steering angle, L is the wheelbase, and ξ is the steering rate, as
seen in Figure 1. This model is used in many kinematic controllers because ξ can
be directly related to a steering wheel input.
The extended Dubins model, which was initially introduced in [3] to explore the
distance optimal path for trajectories in C2, where Ck denotes the set of functions
which are k times continuously differentiable, proves useful for creating trajectories
which respect the curvature constraints of the system. It can again be seen as an
extension to (1) where the angular velocity is calculated in terms of the curvature
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as follows 
x˙
y˙
ψ˙
κ˙
 =

v · cosψ
v · sinψ
v · κ
0
+

0
0
0
1
σ, (3)
where κ is curvature and σ is the change in curvature. There are no dynamics for
v as it is assumed constant.
To prove convergence of the -tracking algorithm, a trailer model will be used.
The trailer model can be viewed as an extension to (1) where a trailer is connected
via a hitch to the rear axle, as depicted in Figure 1. The trailer model is given by
x˙
y˙
ψ˙
ψ˙t
v˙
ω˙
 =

v cosψ
v sinψ
ω
v
d sin (ψ − ψt)
0
0
+

0 0
0 0
0 0
0 0
1 0
0 1

[
a
α
]
(4)
where ψt is the heading of the trailer, and d is the length of the hitch (e.g. [16]).
Note that the position of the trailer can be directly computed from x, d, and ψt
and is therefore not included as a state in (4).
2.2 Tracking Methods
With the kinematic models to be controlled in hand, our attention now turns to
the point-control laws that will be extended to provide exact tracking of a desired
trajectory. A myriad of control approaches have been used for tracking a desired
path such as utilizing approximate linearization [5], sinusoid control inputs [16],
vector field following [9], or other nonlinear control laws [8,20,21] to name a few.
This section focuses on the approach developed by Olfati-Saber as it provides a
framework to directly deal with the nonholonomic constraints in wheeled vehicles
by focusing on a point directly in front of the vehicle, a point referred to as the
-point [17]. This is, of course, not the only method that has used a point in
front of the vehicle for the basis of control. For example, the pure-pursuit method
[2,4] uses a look-ahead point to connect the vehicle to the desired path using a
proportional curvature controller. As the look-ahead point increases, the robot
experiences greater stability but results in steady-state errors and requires tuning
for different speeds [18]. The -point tracking introduced by Olfati-Saber has a
similar steady-state error trend without the need for extensive tuning due to the
global exponential stability guarantees.
In what follows, a simplified version of the control presented by Olfati-Saber is
presented that allows for partial feedback linearization. The results of this section
can be derived from the results in [17] and are presented for the sake of clar-
ity in understanding both the notation and contributions of future sections. The
simplification of this section with respect to [17] is that  is maintained constant
whereas, in [17],  decreases to an arbitrarily small value. Theoretically, this ar-
bitrary smallness is beneficial for tracking a trajectory; practically, disturbances
pose issues for implementation.
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Fig. 1: Dynamics of a car pulling a trailer where L is the wheelbase, φ is the steering
angle of the pulling vehicle, and d is the length of the hitch between the connected
trailer and the pulling vehicle. The angular velocity of the pulling vehicle can be
computed using φ and L where ω = vL tanφ.
Consider a point q = [x, y]T ∈ R2 where q¨ is the control input to the system.
Let p = [q, q˙]T . The dynamics of the point can be written as
p˙ = Ap + Bu =
[
0 I
0 0
] [
q
q˙
]
+
[
0
I
]
u (5)
where I is the 2 × 2 identity matrix and 0 is a 2 × 2 matrix of zeros. Given the
proposed system, the point p exponentially tracks a reference trajectory per the
following lemma.
Lemma 1 Given the system defined in (5), let qr = [xr, yr]
T ∈ C2 , pr = [qr, q˙r]T
and u = x¨r −K (p− pr), with the real parts of the eigenvalues of A −BK being
negative, then q (t) is globally exponentially stable to xr (t).
Proof Let an error state z be introduced where z = p−pr. Defining u = −Kz+q¨r,
the time derivative of z can be written as z˙ = (A − BK)z. It can be verified
that (A,B) forms a completely controllable linear time-invariant system which
completes the proof.
Lemma 1 cannot be directly applied to the unicycle model as the inputs and
dynamics are obviously not matched. However, q can be defined as a point directly
in front of the vehicle such that
q =
[
x
y
]
+ 
[
cosψ
sinψ
]
(6)
where  > 0 is constant. The point q can then be defined so that it behaves as if it
were the constraint-free point in Lemma 1 using an algebraic relationship between
u in Lemma 1 and the control inputs in (1). This relationship is stated in the
following lemma.
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Lemma 2 Let xr = [xr, yr]
T ∈ C2 be a reference trajectory for a vehicle with
unicycle dynamics as defined in (1). Let u be defined as the control input to the
point system from Lemma 1. Define the system input as:
a = R−1 u − ωˆv. (7)
where
R−1 =
[
cosψ −1 sinψ
sinψ 1 cosψ
]
(8)
then q (t)→ xr (t) globally and exponentially fast.
Proof The first and second derivatives for q can be directly calculated and written
as:
q˙ = Rv, (9)
q¨ = Rωˆv +Ra (10)
R =
[
cosψ − sinψ
sinψ  cosψ
]
, ωˆ =
[
0 −ω
ω
 0
]
. (11)
Therefore, by setting q¨ equal to u and algebraically solving for a, the dynamics
for q (t) are matched to (5), and q (t) → xr (t) globally and exponentially fast,
per Lemma 1.
Corollary 1 Due to Lemma 2, ‖e (t)‖ →  where e = x− xr.
This corollary can be seen by noting that the -point converges to xr and, by
definition, x is a distance  from the q.
Lemma 2 can be directly extended to the bicycle model in (2) by forming one
additional algebraic relationship which relates the steering input of the bicycle to
the angular acceleration input of the unicycle. A small contribution to -tracking
is now made by extending it to the bicycle model in (2), as shown in Figure 2. In
the bicycle model, the angular velocity is given by ω = vL tanφ. By differentiating
the angular velocity, the angular acceleration can be written as:
α =
a
L
· tan (φ) + v
L
· ξ
cos2 (φ)
. (12)
Rearranging terms, the steering input can be expressed as:
ξ =
1
v
cos2 (φ) (Lα− a · tan (φ)) . (13)
Thus, given the inputs a in Lemma 2, the inputs to the bicycle, (a, ξ), can be
directly computed as long as v 6= 0.
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x
y
ψ
(x, y) L
φ

q
Fig. 2: Proposed control reference point q used to linearize the bicycle model.
2.3 Continuous Curvature Paths
The CCPath was first introduced by Fraichard and Scheuer to plan a path that
accounts for the maximum curvature and maximum change in curvature [7]. This
allows for planning paths that consider fundamental vehicle execution constraints
or even, as shown in [22], to adhere to passenger acceleration and jerk constraints.
A CCPath is formed by connecting two oriented waypoints using straight lines,
circular arcs, and transition arcs as seen in Figure 3.
The transition arcs are formed by generating a Clothoid, also referred to as
the Euler Spiral, which is defined as a path whose curvature increases linearly
with arc length [13]. Because the Clothoid produces continuous curvature paths,
it approximates the kinematic curvature limitations imposed by physical actuators
on mobile robots [15]. The parametric equations to form a Clothoid are referred
to as the Fresnel integral and are represented as
x = Cf = x0 +
∫ s
0
cos
(
1
2
σ(ξ2 + κ0ξ + ψ0)
)
dξ
y = Sf = y0 +
∫ s
0
sin
(
1
2
σ(ξ2 + κ0ξ + ψ0)
)
dξ
(14)
where (x, y) is the position, ψ is the heading, κ is curvature, and σ is the change
in curvature [12].
The general case for a turn in a CCPath is referred to as a continuous curvature
turn (CCTurn) which is composed of three stages for both positive and negative
velocity: (1) a transition arc of linearly changing curvature from 0 to ±κmax at
a rate of ±σmax, where κmax is the maximum allowable curvature and σmax is
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Fig. 3: Connecting directional waypoints w1 and w2 using straight lines, circular
arcs, and transition arcs composed of Clothoids.
the maximum allowable change in curvature, (2) a circular arc with a constant
curvature of ±κmax, and (3) a transition arc of linearly changing curvature from
±κmax to 0 at a rate of ±σmax [7].
One difficulty of path-following controllers for CCPaths is determining which
point on the path to follow. This can be done by finding the closest lateral point
on the path, often referred to as the cross-track error. Calculating cross-track error
introduces new complexities including how to optimally calculate or measure cross-
track error, and how to avoid errors originating from self-intersecting paths [9].
Following a time-indexed path (referred to as a trajectory) largely eliminates this
difficulty by using a time-index to determine the point to follow. Note the similarity
of (14) to the unicycle model in (1). The evolution of x depends on the cosine of
some changing value and the evolution of y likewise depends on the sine. This will
be exploited in Section 4 to create a natural time-indexing of a CCPath based on
the kinematic constraints of a vehicle.
3 Zero-Error -Trajectory Tracking
This section uses the -tracking method to achieve zero-error -trajectory track-
ing by creating a trajectory that, when tracked by the -point, results in perfect
tracking of the original trajectory by the robot. The formation of the new trajec-
tory is addressed in Section 3.1 and Section 3.2 analyzes the stability properties
of tracking the new trajectory using -tracking.
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Fig. 4: (a) Depiction of the generation of an -trajectory from the point qr, which
leads the reference trajectory by a distance of . (b) Representation of the vehicle
reference point acting as a trailer being pulled by the -trajectory.
3.1 Generating an -Trajectory
It was shown in Lemma 2 that -tracking produces a steady-state error equal to the
length of . To eliminate the steady-state error, this section develops a method to
exploit the knowledge of the desired trajectory and vehicle dynamics to generate
a new trajectory that is intended for the control point used in -tracking. The new
trajectory is referred to as an -trajectory because it is generated for the -point.
Let xr = [xr, yr]
T ∈ C2 be a reference trajectory intended for execution by a
unicycle in (1). Appendix A derives the states and inputs of the unicycle model
to achieve perfect tracking without disturbances such that:
ψr = atan2 (y˙r, x˙r)
vr =
√
x˙2r + y˙2r
ar = (x˙rx¨r + y˙ry¨r) v
−1
r
ωr = (x˙ry¨r − y˙rx¨r) v−2r
αr = (x˙r
...
y r − y˙r...x r) v−2r − 2arωrv−1r
. (15)
Note that if the vehicle were to achieve perfect tracking, the -point would be
located at a distance of  in front of the vehicle, as depicted in Figure 4 (a). Figure
4 (a) shows a vehicle driving a cosine trajectory, and the -trajectory is depicted
as the point leading the trajectory.
Thus, the -trajectory, denoted qr, is defined in terms of the reference position
and orientation as:
qr =
[
xr
yr
]
=
[
xr
yr
]
+ 
[
cosψr
sinψr
]
. (16)
Subsequent derivatives can then be taken of qr so that the controller presented
in the sequel can track qr. The first and second derivatives of qr can be stated
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as
q˙r = Rrvr
q¨r = Rrωˆrvr +Rrar
(17)
where matrices are defined equivalently to (11). Though not necessary for tra-
jectory tracking, the relationship between the -trajectory and the reference tra-
jectory can be viewed as a vehicle pulling a trailer instead of a point leading a
vehicle, as depicted in Figure 4 (b). Figure 4 (b) shows that the -trajectory can
be represented as a vehicle with a heading and velocities calculated similar to (15)
and written as:
ψr = atan2 (y˙r, x˙r)
vr =
√
x˙2r + y˙2r
ωr = (x˙ry¨r − y˙rx¨r) v−2r
(18)
This relationship is significant because it is used to prove convergence in the fol-
lowing section, and it provides additional intuition as to how the length of  and
velocity of the trajectory affect the speed of convergence.
3.2 Stability of Zero-Error -Trajectory Tracking
With a modified trajectory for the -point in hand, this section presents a theorem
and proof showing that using the -tracking controller to follow the -trajectory
will cause the vehicle reference point to converge to the original reference trajec-
tory. The proof of the result can intuitively be thought of in two parts: a driving
phase and a pulling phase, as depicted in Figure 5 (a). In the driving phase, the
-point converges to the -trajectory according to the gains of the control law pro-
posed in Lemma 1. The driving phase is depicted in Figure 5 (a) as the -point
aggressively connects to the -trajectory, wherein the pulling phase is entered1. In
the pulling phase, the vehicle reference point and the reference trajectory follow
the -trajectory at a fixed distance of , and therefore behave as two trailers be-
ing pulled by a single vehicle with a hitch at qr. This relationship is depicted in
Figure 5 (b) where the vehicle reference point and reference trajectory are shown
as two trailers being pulled by the -trajectory.
The movement of the “trailers” are analyzed, and it is shown that the vehicle
asymptotically converges to the desired trajectory. These phases are mirrored in
the proof where Lemma 2 is used to show the convergence of the -point, and
LaSalle’s invariance principle [10] is used to evaluate the invariant set consisting
of the allowable states once the driving phase has “completed”.
The dynamic equations for a vehicle pulling two trailers at a distance of  can
be expressed using (4) by adding an additional trailer heading and substituting 
1 Note that there is no physical switching between the two phases, as both phases occur
simultaneously to produce asymptotic convergence
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Fig. 5: (a) Representation of the driving and pulling phases, where the blue and
green vehicles represent discrete time intervals of x and xr respectively. The driving
phase dominates as q converges exponentially fast to qr as shown in Lemma 2,
and the pulling phase dominates as q(t) → qr(t). (b) Zoomed in illustration
of Figure 5 a during the pulling phase, which depicts the control system as two
trailers being pulled by the -trajectory. As q(t)→ qr(t) each system follows the
-trajectory by a fixed value of  just as trailers are pulled behind a vehicle by a
hitch.
for d. Expressed in terms of the -trajectory, this can be described as:
x˙r
y˙r
ψ˙r
ψ˙
ψ˙r
v˙
ω˙

=

vr cos (ψr)
vr sin (ψr)
ω
vr
 sin (ψr − ψ)
vr
 sin (ψr − ψr)
0
0

+

0 0
0 0
0 0
0 0
0 0
1 0
0 1

[
a
α
]
(19)
where the definitions for the variables in (19) are listed in Table 1 and the two-
trailer relationship is depicted in Figure 5 (b). The main result for convergence is
presented in the following theorem:
Theorem 1 Let xr be a reference trajectory defined for t ≥ 0, then x(t) will
asymptotically converge to xr(t) under the following assumptions:
i) xr ∈ C2
ii) vr > 0 as calculated in (15)
iii) qr is defined as in (15) and (17)
iv) The vehicle dynamics are algebraically mapped to the unicycle model
v) The control law from Lemma 2 is applied using qr as a reference trajectory
Proof Lemma 2 can be invoked to show that q(t)→ qr(t) at an exponential rate.
Due to LaSalle’s invariance principle, we need only evaluate the evolution of the
state in the invariant set. In the invariant set,
0 = q − qr. (20)
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Table 1: Descriptions for frequently used variables.
Variable Description
x Vehicle position
q -control point in front of x
xr Reference trajectory position
qr -trajectory point in front of xr
 Distance from vehicle to control-reference point
ψ Heading of vehicle
ψr Heading of reference trajectory
ψr Heading of -trajectory
vr Longitudinal velocity of -trajectory
ωr Angular velocity of the -trajectory
ar Longitudinal acceleration of -trajectory
αr Anglar acceleration of -trajectory
Defining e = xr − x, (20) can be re-arranged to obtain
e =
[
 (cosψr − cosψ)
 (sinψr − sinψ)
]
. (21)
To show that e (t) → 0 in the invariant set, consider the state e = ψ − ψr. The
time derivative of e can be written using (19) as
e˙ = −vr

(sin (ψr − ψr)− sin (ψr − ψ)) , (22)
where e ∈ [−pi, pi). Consider the Lyapunov candidate function
V =
1
2
e2. (23)
The derivative for V can be expressed as
V˙ = ee˙ = −vr

e (sin (ψr − ψr)− sin (ψr − ψ)) . (24)
Appendix B shows that
sign (e) = sign (sin (ψr − ψr)− sin (ψr − ψ)) (25)
when |ψr − ψ| < pi2 . Since vr and  are strictly positive, this implies (24) is
negative definite when |ψr − ψ| < pi2 . Therefore, ψ (t) → ψr (t) and e (t) → 0
asymptotically.
4 Waypoint Trajectory Planning and Following
As mentioned in the introduction, CCPaths are an established method to plan
paths that honor the curvature constraints of a wheeled vehicle. To demonstrate
the utility of the trajectory following controller developed in previous sections,
we present an extension of adding a time index to CCPaths, and we call the
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Fig. 6: It should be noted that though this figure is of a left turn starting with
zero initial conditions, it can easily be extended to any translation or rotation
and mirrored across the x-axis to represent a right turn. (a) Figure depicting
the generation of a time-dependent CCTurn trajectory that achieves a change in
heading of δ radians from starting at ws and ending at we. (b) Plot demonstrating
the curvature continuity of a CCTurn as a function of time where te represents
the end time at the point we. Note that the curvature profile is mirrored across
the midpoint of time.
result a continuous curvature trajectory (CCTrajectory). Thus, a CCTrajectory is
a time indexed CCPath with a fixed positive velocity that connects two oriented
waypoints by concatenating turns of maximum change in curvature, referred to
as CCTurns, with straight line segments as depicted in Figure 3. The planning
of arcs and lines in a CCTrajectory is performed in the same way as a CCPath.
As a result, the reader is referred to [7] for planning details, and the following is
focused on CCTurns generation.
Figure 6 shows how a time-dependent CCTurn is developed using transition-
arcs, circular-arcs, and linear paths to achieve a desired change in heading. A
CCTurn consists of four oriented waypoints (ωs, ωcs, ωce, ωe) which create a
change of heading equal to δ, in the following three segments:
1. Change from zero curvature to maximum curvature (ωs to ωcs)
2. Constant curvature arc (ωcs to ωce)
3. Change from maximum curvature to zero curvature (ωce to ωe)
where each waypoint consists of a position, orientation, starting curvature, and
linear change in curvature. In the following descriptions, the time-indexing of each
segment required to build a CCTrajectory is explained in terms of the states in
(3), which are used to calculate the position derivatives of the trajectory.
Change to Maximum Curvature
To generate a time-dependent transition-arc trajectory from ws to wcs the model
(3) is integrated instead of using (14) to produce a Clothoid. Integrating (3) to
obtain a transition arc ensures that the spacing between points is consistent with
the vehicle’s desired velocity, and it produces the necessary states at each point to
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solve for the position derivatives used for vehicle control. The CCTurn starts at
ws with zero curvature, and it turns with the maximum change in curvature until
κ = κmax. The corresponding waypoints for the segment ws and wcs are
ws =

xs = 0
y = 0
ψs = 0
κs = 0
σs = σmax
, wcs =

xcs =
∫ tcs
0
v cos (ψ (t)) dt
ycs =
∫ tcs
0
v sin (ψ (t)) dt
ψcs =
∫ tcs
0
vκ (t) dt
κcs = κmax
σcs = 0
(26)
where the time at wcs is tcs = v
κmax
σmax
, and v is a constant desired velocity.
Constant Curvature Arc
After the trajectory reaches maximum curvature, it begins the creation of a circular-
arc at the point wcs. To generate a time-dependent circular arc (the region between
wcs and wce in Figure 6), it is unnecessary to integrate (3) to obtain the trajec-
tory position because the closed-form equation of a circular arc exists. The distance
between points can be analytically computed on the perimeter of the circular arc
as
ds = v · dt (27)
where dt is the discrete-time integration step, and the total circular-arc length
becomes
s = (δ − 2ψcs)κ−1max. (28)
Though (3) does not need to be integrated to obtain the position states of the
circular trajectory, it can be used to solve the other system states at each point.
The system states for every index on the circular arc are
ψ (t) = ψc (t) + dc
pi
2
κ (t) = κmax, σ (t) = 0
v (t) = const, α (t) = 0
(29)
where ψc is the angle of the zero motion line referenced from the instantaneous
center of rotation and dc is the vehicle’s direction of motion such that a clockwise
rotation is dc = 1 and a counterclockwise rotation is dc = −1.
Change to Zero Curvature
As for generating the second transition arc on the CCTurn from wce to we, it
can be computed by again integrating (3) starting with a curvature of κmax and
decreasing the curvature at the maximum rate until it reaches 0. Equation (26)
can be used in reverse as the second transition arc is a mirror image of the first.
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Fig. 7: (a) Deomonstration of zero-error -trajectory tracking showing that the
vehicle x asymptotically converges to xr, where xr is a CCTrajectory that passes
through the waypoints w1, w2, and w3. (b) Analysis of the system velocity v,
steering rate input ξ, and position error between x and xr during the demonstration
of zero-error -trajectory tracking.
Finally, to generate a time-dependent linear trajectory used to connect two
CCTurns, no integration is necessary. The distance between each point on the line
is equal to (27), and the corresponding system states are
ψ (t) = atan2 (p2y − p1y, p2x − p1x)
κ (t) = 0, σ = 0
v (t) = const, α = 0
(30)
such that p1 = [p1x, p1y]
T and p2 = [p2x, p2y]
T are the points that linearly con-
nect two CCTurns. After the pieces of the CCTrajectory are generated, they are
concatenated to make a continuous trajectory, and the position derivatives of the
reference trajectory are obtained by differentiating x and y from (3).
4.1 Simulation Results
An example is now presented to demonstrate zero-error -trajectory tracking of
a CCTrajectory. The example uses a value of = 5m to slow the convergence
of the pulling phase for the sake of illustration but in practice the value of  is
system dependent. The scenario uses a CCTrajectory with a velocity of 5m/s and
three waypoints of the form ωi = [xi, yi, ψi]
T where (xi, yi) is the position, and
ψ is the heading of the waypoint ωi. The waypoints are located at w1 = [0, 0, 0],
w2 =
[
30, 5, 5pi4
]
, and w3 =
[
50, 0, pi4
]
. Figure 7 (a) shows the path connection
between the points with a κmax = ±2.7m−1 and σmax = ±0.17 (ms)−1. Figure 7
(b) shows the convergence to zero-error tracking.
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5 Conclusion
In this paper, a controller for kinematic vehicles with acceleration inputs and
first-order nonholonomic constraints has been presented that results in zero-error
trajectory tracking. The controller uses partial feedback linearization to control
a new reference point in front of the vehicle’s rear axle. However, controlling a
new reference point results in a steady-state error between the original reference
point and the desired reference trajectory. Therefore, the generation of a new
trajectory is proposed that when tracked by the new reference point, results in
zero-error vehicle tracking of the original reference trajectory. It is proven that
any trajectory that is twice differentiable guarantees zero-error tracking using
the proposed controller when the vehicle is at least within ±pi2 radians of the
direction of the new trajectory. This paper further demonstrated how to generate
time-dependent, continuous curvature trajectories that connect waypoints, given a
maximum curvature and change in curvature. The presented controller is proven to
asymptotically track these trajectories, and the results are demonstrated through
simulation.
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A Calculating System States for a Unicycle Robot Following a
Reference Trajectory
Given a reference trajectory at a specific point in time, xr(t), this appendix derives
the corresponding unicycle state that would perfectly follow the reference.
The velocity can be found using the first two lines in (1). Note that
[
cos(ψ) sin(ψ)
]T
is a unit vector. Assuming v ≥ 0, v is simply the magnitude of the position deriva-
tives:
v =
∥∥∥∥[x˙y˙
]∥∥∥∥ = √x˙2 + y˙2 (31)
The longitudinal acceleration can be found by directly differentiating (31) to obtain
a = v˙ =
d
dt
(
x˙2 + y˙2
)1/2
= (x˙x¨+ y˙y¨) v−1 (32)
As the heading is the direction of motion, it can be found using the arc-tangent
of the velocity vector:
ψ = atan2 (y˙, x˙) . (33)
Differentiating (33), the angular velocity and acceleration can be found as
ω =
d
dt
(
tan−1
(
y˙
x˙
))
= (x˙y¨ − y˙x¨) v−2 (34)
α =
d
dt
(
x˙y¨ − y˙x¨
)
v−2 + (x˙y¨ − y˙x¨) d
dt
(
v−2
)
= (x˙y(3) − y˙x(3))v−2 − 2(x˙y¨ − y˙x¨)v−3v˙
= (x˙y(3) − y˙x(3))v−2 − 2aωv−1
(35)
which gives the results presented in (15).
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B Negative Definite Lyapunov Candidate
This appendix shows that (25) holds when |ψr − ψ| < pi2 . Let eψ = ψr − ψ and
eψr = ψr − ψr, and let
e = ψ − ψr = eψr − eψ, (36)
which allows (25) to be written as
sign (e) = sign (sin (eψr )− sin (eψ)) . (37)
Note that sine is monotonically increasing on the interval
[−pi2 pi2 ]. Thus, to
show that (37) holds when |eψ| < pi2 , it is sufficient to show that |eψr | < pi2 .
The angle ψr is defined as ψr = atan2 (y˙r, x˙r) where
q˙r = Rrvr =
[
cosψr − sinψr
sinψr  cosψr
] [
vr
ωr
]
=
[
cosψr
sinψr
]
vr +
[− sinψr
cosψr
]
ωr
(38)
Since v is constrained to be positive, the direction vector that produces ψr has a
component pointing in the same direction as ψr. The ωr term points in a direction
orthogonal to that of ψr. However, the linear combination of the two vectors will
produce a vector oriented in the half-plane defined by ψr, thus |ψr − ψr| < pi2
with |ψr − ψr| → pi2 as v → 0 or ω →∞ and |eψr | < pi2 holds true.
