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I. INTRODUCTION
Recently, many image coding algorithms have been developed to reduce the bit rate for digital image and video representation and transmission. Among them, block-based techniques have proved to be the most practical and are adopted by most existing image and video compression standards such as the Joint Photographers Expert Group Manuscript received November 19, 1996; revised August 27, 1997. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Ping Wah Wong.
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(JPEG) [1] , Motion Picture Expert Group (MPEG) [2] , and H.261 [3] . Since real-world communication channels are not error free, the coded data transmitted on them may be corrupted. Block-based image coding systems are vulnerable to transmission impairment. Loss of a single bit often results in loss of a whole block and may cause consecutive block losses. Error concealment is aimed at masking the effect of these missing blocks to create subjectively acceptable images. So far many error concealment methods have been proposed [4] - [10] . Some of them have the capability of detecting damaged blocks before recovering them [7] while the others must be supported by an appropriate transform format and/or an error detection algorithm that helps to identify damaged blocks [6] , [8] , [9] . Some of them are developed for DCT-based image coding methods [7] , [10] while some others can be applied to any block-based approaches [5] , [8] , [9] . Some of them only deal with still images [8] , [9] , while the others can be used on image sequences or on both still images and image sequences [4] , [7] . In this correspondence, we introduce a new error concealment algorithm that 1) assumes we know which information is received correctly and which is not; 2) can be applied to any block-based image coding system, i.e., independent of block encoding approach; 3) only recovers lost blocks for gray scale still images. Although there are many variations in previously published methods, they can be categorized into one framework. First, all of them used the information of only neighboring pixels as the source to generate pixel values of the missing blocks. Second, they rely on some predefined constraints on the spectra or structures of the lost blocks. The reconstructed blocks should be smoothly connected with adjacent regions either in spatial or in transform domain. Consequently, a wellrecovered lost block is often a smooth block, a sharp edge block, or a stripe block with very consistent directions. The concealment algorithm is a lowpass filter or directionally lowpass filter in nature.
The technique proposed in this correspondence is fundamentally different from the previous framework. It is developed by making use of a special kind of a priori information-blockwise similarity within the image. By taking advantage of such kind of information redundancy, the fractal block coding (FBC) technique, a very promising technique for high compression ratios, was developed [11] , [12] . The FBC algorithm introduced a practical way to find blockwise selfsimilarities within natural images. In this correspondence, we will use a similar way to find blockwise similarities. However, our algorithm can not be called fractal because the word "fractal" in "fractal image compression" means self-similarity at every different scale while we are trying to utilize blockwise similarities at the same scale. 
v(z) = a0 + a1z + 1 11 + apz p (p-order matching; p 1): (3) An N 2 N image block with its up-left corner at (k; l) in the damaged image may contain both good pixels and missing pixels, so the block can be divided into two parts-the lost part and the good part. In our BNM algorithm, the good part is also called the neighborhood of the lost part or the matching part of the whole block because we will apply a matching test on it. The number of pixels in the matching part can be calculated as Each of the candidate domain blocks in the image will result in its corresponding MSE M : The one with the best matching result, i.e., with the minimal MSEM ; is our ultimate choice. When two domain blocks are of the same MSE M ; the one closer to the lost block is the winner. Finally, the lost part of the range block is replaced by the corresponding part of the transformed domain block, while the good part of the range block is kept unchanged, as follows: 
Briefly speaking, the BNM algorithm for a lost block can be summarized in the following five steps.
1) Extract a lost block from the image together with its neighborhood as a range block. 2) Search for a good candidate domain block with the same size of the range block in a searching range within the image. 3) Try to match the neighborhood of the lost block with the domain block through a blockwise luminance transformation. 4) Compete for the best match (i.e., find the minimal MSE M ) among all the candidate domain blocks. 5) Recover the lost block using the pixel values transformed from the corresponding part of the winning domain block. 
III. IMPLEMENTATION
For the real application of the BNM algorithm, there remain some choices, which include the following: 1) the size N of range and domain blocks as well as the composition of the range blocks; 2) the searching range, i.e., given a range block, which part of the image is searched for candidate domain blocks; 3) the choice of the luminance matching function v: In our simulations, the test images are 8 b/pixel gray-level images. Two cases of damaged images are generated by randomly discarding some 8 2 8 blocks from the original images. In the first case, the lost blocks are restricted to be isolated, i.e., all of their eight surrounding blocks are good blocks; In the other case, no restriction is applied, so that some adjacent missing blocks may be connected into big lost regions.
In our implementations, the sizes of all range and domain blocks are set to be 102 10, i.e., N = 10: We put the 8 2 8 lost block at the center of a range block, thus the matching part of the range block is a one pixel wide boundary around the lost block. This is why we call the matching part the neighborhood of the lost block. When competing for the best match for a certain range block, both a near domain block and a remote domain block may become the winner. Fig. 1 shows a statistic result in percentage on range-domain distance for two cases. In the first case, the domain blocks are randomly selected from the searching range, while in the other case, the domain blocks are found by the BNM algorithm. It appears that near domain blocks are more likely to be chosen by the BNM algorithm, but remote domain blocks (sometimes with a distance of over 40) may also be highly correlative with the range block. The searching range in the image should be neither too small (lose some well matched remote domain block) nor too large (lead to high computation burden or absurd matching).
In our implementations, the searching range is an 80 2 80 square region with the range block locating at its center. For the 1-order case, the solution is (8) , shown at the bottom of the page. The direct matching may be more practical in some applications because no parameters need to be calculated. However, its restoration result is not as good as those of 1-order or highorder matching functions. It should be mentioned that the high-order matching function, although it can give smaller MSE M ; can not always get eventual restoration results better than that of the loworder matching function. The reason is that it may falsely lead to absurd recovery. In other words, two blocks that are not so similar may become very similar through a high-order matching function. Actually, the 1-order matching function is always the best in our experiments. We use it in the following simulations.
IV. SIMULATIONS
The peak signal-to-noise ratio (PSNR) is used to give a quantitative evaluation on the quality of the reconstructed image. As mentioned before, two cases of corrupted images are considered in this correspondence. In the case of isolated block losses, we recover the lost blocks one by one using the BNM algorithm. A problem with regard to the usage of the BNM algorithm is that when the lost block is close to the image boundaries, the 80 2 80 searching range block may exceed the image boundaries. In such a case, we move the searching range block into the image until its boundary reaches the image boundary. For contiguous block losses, the restoration scheme is more complex because we can not assume a completely good boundary (neighborhood) for a missing block. To solve this problem, we perform the following.
1) Exclude the missing pixels in the one pixel wide boundary of a missing block from the matching part of the range block, thus the matching test is applied on the remaining good boundary pixels only. 2) Recover the damaged image through a progressive procedure that is composed of several steps. The missing blocks recovered in the current step are considered as good blocks in the subsequent steps. By using such a progressive procedure, the more a lost block holds good boundary pixels, the earlier it is recovered. The proposed restoration algorithm has been tested on some standard gray level images. The sizes of the lost blocks are fixed to be 8 2 8. A dc concealment algorithm is also developed to recover the lost blocks where we simply cover each lost block with uniform gray value equal to the average gray value of its eight surrounding blocks. In Table I , we present the restoration results for the Barb image using dc concealment, direct BNM and 1-order BNM algorithms, respectively. The dc concealment algorithm can improve PSNR by a magnitude of about 13-14 dB while those for direct BNM and 1-order BNM algorithms are 18-20 and 19-21 dB, respectively. The PSNR performance of the 1-order BNM algorithm for Barb with a block loss rate of 10% is 37.08 dB, which is a significant improvement over 31.2 dB of Sun's scheme [5] , 32 dB of HCIE scheme [8] and 34.5 dB of Lee et al.'s fuzzy logic scheme [8] . To illustrate the subjective quality of our BNM algorithm, we show some enlarged examples for sharp edge areas, texture areas, very complex areas, stripe areas and small objects in Fig. 3 . The visual quality of the recovered blocks are very good even when the areas contain a lot of detail information. In Fig. 4 , we demonstrate the progressive procedure for contiguous block losses. Although some missing blocks are connected to large black regions, they are still recovered very well.
V. CONCLUSION AND DISCUSSION
In this correspondence, a novel information loss restoration technique, BNM, is presented. The simulation results indicate that this algorithm provides significant improvement over existing algorithms in terms of both subjective and objective evaluations. It can make use of the information of not only neighboring regions, but also remote regions within the image. We think the ability to use longrange correlation is the main reason why it can outperform other algorithms. Another advantage is that the BNM algorithm does not apply any constraint on the spectra of local regions. We do not need to classify a missing block into one of several categories due to its neighborhood direction or complexity. Whatever the block looks like, it can be recovered using the same method. In other words, the BNM algorithm is inherently an adaptive algorithm.
The BNM algorithm is not restricted to the particular 8 2 8
block size. The reason to choose such a size in our simulations is that it is the size frequently used by a lot of proposed image and video coding techniques. Actually, the methodology described in this correspondence can be used for different shapes, sizes, and transforms. Further improvements include developing fast searching algorithms and generalizing the BNM technique for color images, image sequences, or other kinds of signals.
I. INTRODUCTION
Optical flow in image sequences provides important information regarding both motion and object structure and is useful in such diverse fields as robot vision, autonomous navigation and video coding. Although this subject has been studied for more than a decade, reducing the error in the flow estimation remains a difficult problem. A comprehensive review and comparison of various optical flow techniques in terms of accuracy have recently been made [1] . So far, most of the techniques in the optical flow computations use one of the following four basic approaches:
2) correlation-based [6] , [7] ; 3) spatio-temporal energy-based [8] , [9] ; 4) phase-based [10] . Besides these deterministic approaches, stochastic approach is another category [11] .
In this work, feedback, a powerful technique widely used in automatic control and many other fields, is applied to a correlationbased algorithm, resulting in a correlation-feedback algorithm to compute optical flow. Our new algorithm is iterative in nature. In each iteration, the estimated optical flow and its several variations are fed back. For each of the varied optical flow vectors, the corresponding displaced frame difference, which is often bilinearly interpolated, is calculated. This useful information is then utilized in a revised version of a correlation-based algorithm [7] . We choose to work with this algorithm because it has several merits and its estimation-theoretic computation framework lends itself to our application of the feedback technique.
As expected, the repeated usage of two given images via the feedback iterative procedure improves the accuracy of optical flow considerably. Several experiments on real image sequences in the laboratory and some synthetic image sequences demonstrate that our correlation-feedback algorithm performs better than some standard gradient-based and correlation-based algorithms in terms of accuracy.
II. PROPOSED FRAMEWORK
The block diagram of the proposed framework is shown in Fig. 1 and described next.
A. Initialization
Although any flow algorithms can be used to generate an initial optical flow fieldũ o = (u o ; v o ) (even a nonzero initial flow field without applying any flow algorithm may work but with a slow speed), we choose to use the Horn and Schunck algorithm [2] (usually five to ten iterations) to provide an appropriate starting point after a preprocessing (involving lowpass filtering) since the algorithm is fast and the problem caused by the smoothness constraint is not serious in the first ten to 20 iterations.
B. Observer
The displaced frame difference at the nth iteration is observed as: f k (x) 0 f k01 (x 0ũ n ), where f k and f k01 denote two consecutive digital images,x = (x; y) the coordinates of the pixel under consideration,ũ n = (u n ; v n ) the optical flow of this pixel estimated at the nth iteration. Demanding the fractional pixel accuracy usually requires interpolation. In our work, the bilinear interpolation is adopted. The bilinearly interpolated image is denoted byf k01 .
C. Correlation
Once the bilinearly interpolated image is observed, we can select a correlation measure to search for the best match for a given pixel in f k (x), in a search-area in the interpolated imagef k01 (x 0ũ n ).
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