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 Learn While Tracking: Theory and Application 
Raffi Toukhtarian 
Abstract 
Controlling a plant and automatically driving its output to track a user-defined 
reference trajectory with sufficiently small error has been an important problem in 
control theory and application. This problem is referred to as output tracking problem 
and has been addressed extensively throughout the last five decades. This topic has 
been and remains a challenging problem encountered in various engineering 
applications. Tracking systems are basically characterized in terms of their transient 
response and steady-state tracking error. Most of the proposed control techniques 
aim at achieving stable asymptotic tracking, where output error converges to zero as 
time goes to infinity. One of the most often mentioned open problems in control 
theory is the output feedback stabilization problem. Few algorithms tackle the 
uniform output tracking problem, where error converges to zero at all time, without 
necessitating the use of full state feedback. In particular, iterative learning control 
(ILC) algorithms are shown to achieve uniform output tracking as the number of 
iterative cycles goes to infinity. However, the main drawback of ILC algorithms is 
that the system is required to operate repetitively over a fixed time interval. Learn 
While Tracking (LWT) algorithm aims at achieving uniform output tracking in the 
sense of attaining arbitrary small tracking errors as well as arbitrary small transient 
period. LWT is a multiple-input multiple-output (MIMO) non-repetitive static output 
feedback digital control law that is founded on high sampling rate. It incorporates 
information of output errors and control input from previous time samples into the 
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construction of the present control action. The latter awards “learn while tracking” 
terminology. LWT makes use of high sampling rates in order to provide the 
controller with an ability to tune the input in a faster manner. This approach was 
proposed in 2007 but was never further studied. Convergence and robustness 
characteristics were presented. However, the selection of the controller gain was not 
well elaborated.     
In this thesis the basic theory of LWT is revisited. The controller gains of LWT 
controller are designed for a class of DC motors satisfying the sufficient conditions 
for convergence and robustness. These gains are experimentally applied to a DC 
motor. In order to illustrate the performance of LWT in comparison with ILC, 
numerical and experimental results are presented. Finally, with the intention to 
explore the potential of LWT to MIMO nonlinear systems, the algorithm is 
experimentally applied to an induction motor.  
 
Keywords: Output Tacking, DC Motor, Induction Motor, Uniform Convergence, 
Iterative Learning Control. 
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Chapter I 
Introduction 
Controlling a plant and letting its output track a user-defined reference trajectory 
with minimal error has been an important problem in control theory and application. 
This problem is known as output tracking problem and has been addressed using 
different techniques. Methods addressing the output tracking problem can be 
categorized as (1) open-loop approach, (2) closed-loop approach, and (3) repetitive 
approach. Open-loop approach usually requires certainty of model parameters and is 
very susceptible to system disturbances. Most of the controllers that have been 
addressed in the literature are based on the closed-loop approach. Repetitive 
controllers can be thought of as a combination of open-loop and closed-loop or 
feedback approaches. 
Often in control applications, output tracking problems have a repetitive nature 
where a plant’s output should track the same trajectory repetitively. For example, in 
many practical applications like industrial manipulators, hard disk drives, wafer 
scanning, and rapid thermal processing the same task is repeated over and over 
again. Usually, in such applications, a high level of precision is needed and 
significant errors are compensated in the first few attempts. 
Repetitive methods have proven to be very effective is such scenarios. Repetitive 
methods rely on previous attempts and learn from previous errors to construct 
present inputs. This technique makes repetitive methods very effective in cases of 
model uncertainty and in eliminating deterministic disturbances that are repeated and 
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not accounted for, such as gravity torque and friction on a robotic arm. The later 
advantages come with a price of repeating the task several times before obtaining 
sufficiently small output errors. 
Most popular repetitive methods are Repetitive Control (RC) and Iterative Learning 
Control (ILC). The basic concept behind ILC was first introduced in [1], and the 
basic structure of ILC was first presented in [2]. ILC has shown to be quite effective 
and has been further developed by many researchers subsequently covering larger 
classes of systems. The different subjects addressing ILC include different ILC 
structures and update rules [3][4], robustness against measurement noise [5], optimal 
ILC [6][7][8], adaptive ILC methods[9][10], and intelligent ILC methods (neural 
networks and fuzzy logic) [11][12][13][14]. RC was first introduced in [15] which 
was motivated by eliminating ripples in a rectified AC voltage and has been a 
popular research topic ever since [16][17][18]. Although RC and ILC have many 
similarities, the main difference between them is that RC runs continuously without 
setting the system back to its initial condition, thus causing transient errors to 
propagate from one attempt to the other. 
In situations where trajectories are not repeated or large errors at early attempts are 
not tolerated, feedback methods are usually applied. The approach addressing the 
output tracking problem is known as output regulation. Output regulation was first 
addressed in [19] for linear systems and later extended to nonlinear systems in [20]. 
Typical output regulation is accomplished in two major steps. The first step is 
stabilization of the closed-loop system which is usually achieved by state feedback. 
The second step is asymptotic output regulation which is tracking of reference 
trajectory and/or rejection of undesired disturbances causing the error to tend to zero 
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as time goes to infinity. The later is achieved by having the full information of the 
disturbance and/or trajectory which is generated by an autonomous system called 
exosystem [19]. Extensive research has been done addressing different limitations of 
output regulation. Some of the research topics are robustness against plant’s and 
exosystem’s model uncertainties [21][22], improvement of transient response 
[23][24], stabilization using output feedback instead of state feedback [25][26], and 
covering of larger classes of systems [25][27][28]. 
Achieving zero errors in output regulation can necessitate the precise knowledge of 
plant, trajectories, and disturbances which is practically not possible. Learn while 
tracking, which was first introduced in [29], also addresses output tracking. This new 
approach aims at achieving arbitrary small tracking errors in contrast to output 
regulation which aim to achieve zero errors. Moreover, this approach addresses 
arbitrary small settling time in presence of initial condition errors, and arbitrary 
small transient errors in absence of initial errors. Moreover, LWT only uses the 
measured plant output, thereby eliminating the need for any state observer. The 
proposed controller considers tracking of smooth trajectories. Convergence and 
robustness characteristics are presented in [29]. However, the selection of the 
controller gain was not well elaborated.     
The thesis starts by reintroducing the theory of LWT in Chapter 2. At the beginning 
of Chapter 2 the controller’s basic structure is introduced, followed by the 
development of the state-space model of the closed loop augmented system.  After 
developing the augmented system, the theory that insures the boundedness of all 
errors is stated followed by the proof. In Chapter 3, the LWT algorithm is applied to 
a class of DC motors. The design strategy of the learning gains of the DC motor that 
insures the satisfaction of the LWT conditions is elaborated. After designing the 
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learning gains of the DC motor, a thorough experimental and numerical analysis is 
done in Chapter 4. Different trajectories are used to study the performance of the 
proposed algorithm. Moreover, the performance of LWT is compared to the 
performance of ILC experimentally and numerically. Finally, in Chapter 5 the LWT 
is applied to an induction motor showing the potential of the LWT algorithm on 
nonlinear MIMO systems. The learning gains of the induction motor are derived 
intuitively and their performance was further analysed experimentally. 
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Chapter II 
Main Results 
In this chapter, the controller under consideration is introduced. First, the 
assumptions that a system and the reference trajectory should satisfy are stated 
followed by stating the addressed problem. Afterwards, the control law is introduced 
and the closed loop state-space representation of the augmented system is realized. 
The condition that the augmented system should satisfy and the controller gains 
should be designed in accordance to is presented. Finally, a theoretical proof that 
validates the performance of the proposed controller is established. 
The system under consideration is a discrete time-varying system described by the 
following state-space equation. 
         
       kvkxkCky
kukBkxkAkx

1
                                                  (1) 
where the argument k is the discrete time index,   nkx  ,   mky  is the 
measured output and    kxkC  is the output,   rku  and the measurement error 
  mkv  . It is worthwhile noting that the values of the parameters and variables in 
(1) depend on the magnitude of the sampling period. 
Assumptions: 
The following properties of (1) are assumed: 
(A1) For any realizable output trajectory,       Tdmdd kykyky ,,1 ... , and an 
appropriate initial condition  0dx corresponding to (2), there exists a control input 
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  rd ku  generating the trajectory for the nominal plant. That is, the following 
difference equation is satisfied. 
         
     kxkCky
kukBkxkAkx
dd
ddd

1
                                             (2) 
(A2) All desired trajectories are smooth in the time domain. In particular, for any 
given sampling period h and any submultiplicative norm . . 0 xc  and 0uc such 
that for all 0k , 
   
    hckuku
hckxkx
udd
xdd


1
1
 
(A3) The measurement error  kv is bounded. That is, 0 vc such that   vckv  for 
all k . 
Problem Statement: 
Let system (1) satisfy assumptions (A1), (A2), and (A3), find a control law with 
proper sampling period such that 
1) All trajectories are bounded in the presence of measurement and initial 
condition errors. 
2) Arbitrary uniform output tracking in the absence of measurement noise and 
initial condition errors. 
3) Arbitrary small settling time along with arbitrary small tracking output 
steady-state error in the presence of initial condition errors. 
The control law under consideration is given by 
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         
l
i i
ikekKkuku
0
11                                               (3) 
Where iK ,  li ,,1,0  , is the  mr   learning gain matrices,  ke ≜    kykyd  is 
the output measurement error due to the control action  ku , and   0ku for 0k . 
Augmented Error System:  
Define the state and the input error vectors as  kx ≜    kxkxd  , and  ku ≜
   kukud  , respectively. Subtracting (3) from  1kud , we get 
                   
l
i ddidd
kukuikekKkukukukuku
0
11111
 
           
l
i di
kuikekKkuku
0
111   
where du ≜    1 kuku dd . Subtracting the state in (1) from the desired state in 
(2), the state error is given by 
         kukBkxkAkx  1                                                    (4) 
 Subtracting the output in (1) from the desired output in (2) and using (4), the 
measured output error is given by 
                    111111  kvkukBkxkAkCkvkxkCke   
Thus, 
                       
l
i di
kuikvikuikBikxikAikCkKkuku
0
1111 
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           
       
     11
1
11
0
0
0









kuikvkK
ikuikBikCkK
ikxikAikCkKkuku
d
l
i i
l
i i
l
i i


                         (5) 
In order to combine (4) and (5) in an augmented matrix form, we define the 
following: 
 kZ ≜
 
 
 
 
 
 

























lkx
lkx
ku
kx
ku
kx







1
1
  kW ≜



























1
1
1
1
1
1
0
0
0
0
0
r
n
r
n
n
W

 
where      11
01
  kuikvkKW d
l
i i
, and the      rnlrnl  11  
matrix 
 kM ≜
   






















 
rrrnrrnrrrnrrrn
nrnnnrnnrnnnrnn
rrrnrrrnrrrnrrn
nrnnnrnnnrnnnrn
u
l
x
l
u
l
x
l
uxux
nrnnnrnnnrnn
I
I
I
I
MMMMMMMIM
kBkA
0000000
0000000
0000000
0000000
000000
111100







 
where ij0 is ji zero matrix, iI is the ii identity matrix, and
 ux
iM
, ,  li ,,1,0  , 
corresponding to (5). That is, 
     
     ikAikCkKM
ikBikCkKM
i
x
i
i
u
i


1
1
 
Consequently, 
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       kWkZkMkZ 1                                                            (6) 
 
Theorem 1. 
 Let the system (1) satisfy assumptions (A1), (A2), and (A3), with the update law 
presented in (3). If, for any 0h , there exists bounded  kK i , li 0 , such that 
     1maxsup  Mk kM  , then boundedness of all trajectories is guaranteed. In 
addition, for any given real constant 0ot and 0o , there exists a sufficiently 
small sampling period h such that for all
h
t
k o , 
 
    vvCo
vvCo
bcbkxkC
bcbkZ






                                                 (7) 
where  kvb kv sup

 ,  kCb kC sup

 , and vc is a positive constant that is 
proportional to   kK ik maxsup . Furthermore, in the absence of measurement 
errors,  
 
    o
Co
kxkC
bkZ






                                                              (8) 
In addition, if   00 x and   00 u , then (8) is satisfied for all 0k . 
Proof. 
Since      1maxsup  Mk kM  , then there exists a submultiplictive norm, . , 
and 10   such that for all 0k ,   1 kM . (A1) implies   hcku ud  1 , 
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(A2) implies that   vk bkv sup . Thus,     vKu bblhckW 1 , where 
  kKb ikiK supmax

 . Since  kM is bounded and    kMkM 1 is also 
bounded, then (6) implies that  
      vKu bblhckZkZ 11    
Consequently, 
      
    vku
k
o
k
k
i
i
vKu
k
bblhckZ
bblhcZkZ
1
1
1
10
1
0




 






 
where o ≜     
TTT
ux 00  . Since . is a submultiplicative norm, then 0 nc
such that  
   
       kkkkZ
bblchccckZ
m
vkn
k
un
k
on
k
















21
1
1
1
1
1
                             (9) 
where on
k ck  )(1 is the error bound due to the initial condition errors, 
  hcck un
k






1
1
2 is the error bound due to desired input variation, and 
    vkn
k
m bblck 1
1
1






 is the error bound due to measurement error. (9) implies 
the boundedness of all trajectories. 
Given any two arbitrary small constants o1 and o2  such that Cooo b  21  and 
any ot > 0, then there exists a sufficiently small sampling time 
 







on
o
o
c
t
h



1
1
ln
ln
such 
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that   ok 11   for all okk  where oo kht 1 . Furthermore, there exists a sufficiently 
small sampling time 
 
un
o
cc
h 22
1 
 such that   ok 22   for all 0k . 
Let ),min( 21 hhho  , then for oo htk / , the error bound in the absence of 
measurement error,       Cooo bkkk   2121 . Therefore,
  vvCo bcbkZ   where   Knv blcc 11
1




. 
Define  kCˆ such that        kxkCkZkC ˆ implies     Ckk bkCkC   sup
ˆsup
. 
       
       
    vvCo bcbkxkC
kZkCkxkC
kZkCkxkC









ˆ
ˆ
 
In absence of measurement errors, we have 0vb , therefore   Co bkZ  and 
    okxkC    ∎ 
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Chapter III 
Application to DC Motor  
This chapter first develops the characteristic equation of the augmented matrix, M(k), 
for the case of a DC motor employing the update law in (3) with l = 2. Subsequently, 
the learning gains that ensures      1maxsup  Mk kM   for all 0h are 
derived.  
The continuous-time state-space representation of a DC motor is given by: 

  






































)(
)(
10)(
)(
0
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where  tx1 is the armature current,  tx2 is the angular speed,  tu is the armature 
voltage, R is the armature resistance,    is the viscous-friction coefficient, L is the 
armature inductance,   is the equivalent moment of inertia, bK is the torque constant, 
and aK is the back electromagnetic force constant. 
The continuous-time system relative degree is equal to 2. The system characteristic 
equation is given by 
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or 
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Since coefficients of characteristic equation are positive, then eigenvalues are in the 
open left half plane (OLHP). In addition, the discriminant is given by
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
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2
.  
For typical values of the parameters of a DC motor, the discriminant is always 
positive, 0 . Consequently, the eigenvalues of the system are real and stable.    
The eigenvalues are given by 
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In what follows the plant is discretized. Let the sampling period be chosen small 
enough such that:   )(,1 2,121
cAsssh  . The state matrix can be 
approximated as follows: 
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The output coupling matrix is  10C and input coupling matrix can be 
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Since ,0121 
cc BA then the discrete-time system relative degree is equal to 1. The plant 
is subsequently presented as a second-order SISO system by the following discrete-
time state-space model: 
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where B2 ≠ 0. The corresponding transfer function is given by 
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where 2,1p are the poles of discretized plant. The update law under consideration is 
given by 
)1()()1()()1( 321  keKkeKkeKkuku  
As in previous chapter, we have 
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and the errors are defined as 
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Consequently, we have 
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 Remark 1. Consequently, for contraction of the input error, we need 11 1  CBK ▄ 
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Proposition 1. Let the sampling period be chosen small enough such that: 
  )(,1 2,121
cAsssh  . If the learning gains are given by: 
121312121 81.0,)(9.0,
1
3
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KppKKppK
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K   
then   932.0)(maxsup aug
h
A for all 0h . 
Proof. 
The characteristic equation of the augmented system is given by: 
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For detailed derivation of obtaining the characteristic equation refer to Appendix A.  
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However,   121  ssh . 
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In addition, the plant poles  
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The plant becomes “least stable” when h takes on smallest possible values. That is, 
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We have 
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From Remark 1, we need .11 1  CBK  We choose  
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▄ 
It is worthwhile noting that the selection of gains in Proposition 1 is not “optimal” in 
the sense of obtaining the smallest spectral radius of Aaug. In order to elaborate on the 
latter, we consider the two “extreme” cases for h: 
1)( (2) and ,0)1(
21
 sshh  
Case (1): As h decreases, the plant poles approach 1 and plant zero approaches –1. 
The selection of the gains becomes most challenging when h tends to zero where  
1lim and 1lim
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In this case, the poles of the compensated system can effortlessly move outside the 
unit circle if gains are not adequately selected. In what follows, we present one 
scenario for the choice of the gains, where 932.0max
61

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k
k
 when h tends to zero. 
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Consequently, the eigenvalues of the augmented system are: 
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Case (2): In the case where 1)( 21  ssh , it is shown that 
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For this case, one can choose the gains as follows: 
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In conclusion, for all values of Ts such that 
   )(,1 2,121
cAsssh   
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There exist gains K1, K2, and K3 such that 1932.0)(max aug
h
A  
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Chapter IV 
Numerical and Experimental Results: DC Motor 
This chapter presents numerical and experimental results obtained by implementing 
the proposed LWT algorithm and an ILC algorithm for a DC motor. The 
performance of LWT is based on different sampling rates whereas the performance 
of ILC is based on different iterative cycles. In order to have a consistent comparison 
between LWT and ILC, we double the sampling rate while implementing LWT vis-
à-vis every additional iterative cycle while implementing ILC. That is, for the i
th
 
learning iterative cycle, the sampling time used for LWT becomes 
12  ii hh for
},,2,1{ ni  . 
The following three different scenarios are studied: 
1. A sinusoidal trajectory is selected to study the tracking capability of LWT 
versus ILC: Numerical and experimental implementation. 
2. Numerical simulations for a sinusoidal trajectory are presented to study the 
convergence rate for both LWT and ILC. 
3. A step response is selected to study the transient response performance: 
Experimental implementation of LWT. 
The equipment used is shown in Figure 1 and detailed below. 
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Figure 1 Experimental Setup 
1- Induction Motor equipped with a 1000 pulse per revolution quadrature 
encoder. 
2- DC Motor equipped with a 1000 pulse per revolution quadrature encoder. 
3- RT-LAB Prototyping System: used for high performance real-time 
computations. It is used for running models developed on the host PC in real-
time. 
4- Power Supply: used for supplying power to the power electronic drive box. 
5- Power Electronic Drive Box: used to supply high current PWM signals to the 
DC motor and/or induction motor with a duty cycle calculated by the RT-
LAB prototyping system. 
6- Host PC: used for designing and compiling of models developed on Simulink 
that run on the RT-LAB prototyping system. 
For more information on the equipment used see [31]. 
The parameters of the employed DC motor are listed in table 1 
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Table 1: DC motor parameters 
Parameter Value 
aR  
0.6  
aL  
0.0024 H 
mB  
0.0011 N.m.s 
aK  
0.075 V/rd/s 
J  2.1146X10
-4
 Kg.m
2 
4.1 - Sinusoidal Trajectory 
The desired trajectory is given by 
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The initial value   00  and   00 u for LWT and consequently, the initial output 
error is zero. This trajectory is selected to study the tracking capability of the LWT 
with respect to different sampling rates as opposed to ILC algorithm with respect to 
number of iterative cycles. 
LWT: 
Based on Proposition 1, the gains used for the update law are 
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Figures 2 to 5 show the experimental and numerical responses, and their 
corresponding errors. The sampling rate used in two consecutive figures is doubled, 
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in particular,  400,200,100,50][ Hzfs . The maximum and mean of the absolute 
errors are recorded and listed in Table 2. It can be observed that the errors are 
decreasing at a rate inversely proportional to the sampling rate. As the sampling rate 
is significantly increased beyond 400 Hz, the system encountered current overload 
occurrences. 
 
Figure 2 LWT performance with fs = 50 Hz or h = 20ms 
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Figure 3 LWT performance with fs = 100 Hz or h = 10ms 
 
Figure 4 LWT performance with fs = 200 Hz or h = 5ms 
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Figure 5 LWT performance with fs = 400 Hz or h = 2.5ms 
 
Table 2 LWT performance based on experimental results 
 
sf  = 50 Hz sf  = 100Hz sf  = 200Hz sf = 400Hz 
)()(max kkd
k
   16.45 7.05 2.37 1.26 
)()(mean kkd
k
   3.06 1.17 0.39 0.18 
 
ILC: 
A D-type iterative learning control is implemented with the following update law: 
     11  kKekuku iii  
where i is the iteration index, k is the time index, and K is the learning gain. The 
sampling rate is fixed at 100 Hz for all iterations. For compactness of input errors, K  
is chosen such that the following condition 11  KCB . The learning gain is set to 
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K ≡ CB41 . Values of CBK 41 were avoided to prevent input saturation while 
values of CBK 41  were not used due to slower convergence rate.   kku  ,00
and .,0)0()0( idi   
Figures 6 till 9 show the experimental and numerical responses and errors for the 
different iterations. The maximum and mean of the absolute errors are recorded and 
tabulated in Table 3.  
 
Figure 6 ILC Performance: First iteration 
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Figure 7 ILC Performance: Second Iteration 
 
Figure 8 ILC Performance: Third Iteration 
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Figure 9 ILC Performance: Fourth Iteration 
 
 
Table 3 ILC Performance based on experimental results 
 Iteration i = 1 Iteration i = 2 Iteration i =3 Iteration i =4 
)()(max kk id
k
   16.66 5.8 3.13 2.14 
)()(mean kk id
k
   8.7 1.15 0.39 0.27 
 
LWT versus ILC: 
For comparative purposes the errors of LWT and ILC are plotted on the same bar 
graph in Figure 10. The “i” index denotes the number of iterations for ILC and the 
sampling period
1220  ii msh for },,2,1{ ni   used in LWT algorithm. Examining 
the performance for both algorithms, one can conclude that while considering the 
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convergence rate starting from i = 2 to i = 4, the LWT results in a better 
performance.  
 
Figure 10 LWT versus ILC: Bar Graph of Experimental Errors 
For higher sampling rates and/or higher number of learning iterations the errors 
become dominated by measurement errors. In order to study the error convergence 
rate in absence of measurement errors, numerical simulation are performed. The 
mean and maximum of absolute errors are shown in Figure 11. Figure 11 shows that 
LWT outperforms ILC for values of i > 6. 
 
Figure 11 Performance of LWT versus ILC 
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4.2 - Step Response 
This section examines the LWT step response characteristics. Figures 11-13 show 
the step response obtained experimentally for different sampling rates, in particular,
 200,100,50][ Hzfs . The settling times (95% criterion) along with their 
corresponding overshoots are listed in Table 3. It can be noted that when the 
sampling rate increased from 50 Hz to 200 Hz the settling time is decreased by about 
a factor of 13 and the overshoot remains at around 5%. 
 
Figure 12 h = 20ms 
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Figure 13 h = 10ms 
 
Figure 14 h = 5ms 
Table 4 LWT Performance: Settling time 
 h = 20ms h = 10ms h = 5ms 
ts (95%) 0.328 0.051 0.026 
Overshoot 5.23% 2.86% 5.58% 
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Chapter V 
Application to an Induction Motor 
The proposed LWT algorithm is applied to control the speed of a two-phase 
induction motor.  
5.1 - Model 
The continuous-time state-space model [30] is given by  
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where SR LLM
21 .The states of the above model are the rotor angular speed, 
flux linkage, and current , , and i respectively. The input is voltage u . The 
parameters of the model are the number of pole pairs, resistance, autoinductance, 
mutual inductance, coefficient of viscous friction, and rotor moment of inertia pn , R ,
L , M , f , and J respectively. The subscripts R and S stand for rotor and stator; 
 ba,  denote the components of a vector with respect to a fixed stator reference 
frame.  
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5.2 - Controller Design 
For current-command control, a controller is applied to the current as shown below. 
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where      kikike aaria  and      kikike bbrib  . Choosing the appropriate gains
1iK , ,2iK  and 3iK  the currents Sai  and Sbi will be forced to track their corresponding 
references Sari  and Sbri . Consequently, Sari  and Sbri can be considered inputs of a 
new simplified and approximated system given by: 
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The input of the approximated system is given by: 
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where   )()( kkke d   . The update law in (11) is a discrete-time varying 
controller.  The controller eliminates the need for any kind of state transformation or 
implementation of state observer.   
An intuitive approach is considered for the selection of the gain function  kKa  and 
 kKb . 
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Although the “decoupled” system in (10) is nonlinear, it can be arranged in the 
following form: 
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Since the output is  t , then the output coupling matrix is  001C .  
For sufficiently small sampling period h we have 
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Consequently, the proposed controller gain is given by: 
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Consequently,         kikikikK baaa 22  , and         kikikikK babb 22  , and 
by tuning the controller,  the values of 
1K and 2K are then obtained. 
5.3 - Experimental Results 
A three phase, 200W induction motor was used for the experiments. The voltages 
and current where put through a 3 to 2 phase transformation to obtain the equivalent 
two phase voltages and currents. The equivalent 2 phase parameters of the induction 
motor are given in Table 5. 
Table 5: Induction Motor Parameters 
Parameter Value 
SR  0.1607  
RR  0.169  
SL  0.0037H 
RL  0.0037H 
M  0.0033H 
pn  2 
f  2.3X10
-4
N.m.s 
J  1.15X10
-4
Kg.m
2 
 
The system is discretized with a sampling time sTs 60 and the gains are set to
0165.41 iK , 42 iK , 172.221 K and 716.212 K . The tracking performance 
and errors are shown in Figure 12. It is clear that the proposed controller can drive 
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the output to track the reference trajectory with steady-state error of 2% and a 
maximum transient error of about 6%.  
 
Figure 15 Induction Motor   
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Chapter VI 
Conclusion and Future Work 
In this thesis the basic theory of LWT was revisited. In particular, a sufficient 
condition that insures convergence of the input and state error was presented while 
showing robustness against measurement noise for MIMO time varying linear 
systems. The learning gains satisfying the realized condition were developed for a 
class of a DC motor. The designed gains were applied numerically and 
experimentally to a DC motor and the controller’s performance was compared to a 
typical D-type ILC algorithm. Although the experimental and numerical results were 
compatible, LWT showed better convergence rate. The LWT has shown to decrease 
the transient settling time and output errors significantly as the sampling rate was 
increased for different trajectories. LWT was also applied on to an induction motor 
where the gains were designed intuitively and the controller was applied 
experimentally in order to show the potential of the controller on nonlinear multiple-
input plants. 
The proposed future work may include: 
 Realizing sufficient conditions of the plant dynamics that can guarantee the 
existence of learning gains,  kK i , li 1 , while satisfying
     1maxsup  Mk kM  . 
 Establishing techniques for obtaining the learning gains for different plants. 
 Establishing techniques for obtaining the learning gains while reducing the 
effect of measurement noise. 
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 Robustness study against parameter uncertainty and disturbances.  
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Appendices 
Appendix I             : Augmented System Characteristic Equation 
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Factors of K1: 
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Simarly, it can be show that the factors of K2 and K3 are as follows: 
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Consequently, 
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