Were the new economic geography forces for industry agglomeration and dispersion at work in the movement of industry in pre-1931 Britain where transport costs were falling? This paper examines the issue empirically using a general model that nests the Heckscher-Ohlin factor endowment with new economic geography models. The evidence suggests that while the location of pre-1931 British industry was mainly driven by the former, the scale economies aspect of the latter also played a role.
Introduction
Two traditions inform trade theorists' discussions of the location of industry.
Comparative advantage arguments based on the role of factor endowments can be derived from Heckscher-Ohlin models. New economic geography, by contrast, stresses the importance of market access where there are increasing returns and linkage effects and predicts that while activity will be dispersed at 'very high' and 'very low' transport costs there will be clustering when transport costs are 'intermediate' (Krugman and Venables, someway determined by the interactions of the various regional and industry characteristics. The rationale for the emphasis on the interaction of industry and country characteristics lies in the general equilibrium nature of the system. Other things equal, every industry may want to locate in a region that is relatively well endowed with skilled labour but a scenario of all industries in a skilled-labour rich region cannot prevail in equilibrium. Hence only industries that are relatively skilled-labour intensive end up in regions that are relatively rich in skilled labour. Therefore, the model's predictions of industry location entail only the interactions of region and industry characteristics.
The first and second columns of Table 2 enumerate the four regional characteristics and the six industrial characteristics, respectively, that will be considered in our econometric analysis. The first three belong to the traditional HO trade model and capture relative endowments of the various production factors. The last regional characteristic, market potential is a new economic geography variable that represents a measure of a region's access to markets (i.e. the proximity advantage of a region).
Capital which is the main variable of the HO model in the context of international trade is ignored here because of the assumption of capital mobility nationally. The rationale for taking the variable share of agricultural employment instead of the underlying conventional factor inputs such as land is that, since our concern is the pattern of manufacturing, agriculture can be considered as an exogenous measure of the 'endowment of agriculture'. Educated population represents the endowment of skilled labour. Since British industry was traditionally very dependent on steam power and coal was expensive to transport, coal abundance is included in the list of relevant regional characteristics.
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< Table 2 about here> The first three industrial attributes in the second column of Table 2 are the counterparts of the first three regional characteristics that we have just discussed. They capture the standard factor intensity variables of the HO factor endowment trade models.
Three pairs of region and industry characteristics make up the three interaction variables of the factor endowment aspect of the model. The last three industry characteristics belong to the new economic geography literature (Midelfart-Knarvik et al. 2000, 32) .
Each of them is coupled with the country characteristic of market potential variable to form three interaction variables that represent the new economic geography concerns of the model, namely the pull of centrality. The main hypothesis regarding this pull of centrality is that a firm's location decision involves consideration of market access besides production costs (see, e.g., Venables, 1996) Midelfart-Knarvik et al. (2000) include a research and development variable in their list of regional and industry characteristics. We omit this because for most of our period expenditure on research and development was tiny; even in the mid 1930s it was less than 0.5 per cent of GDP (Edgerton and Horrocks, 1994) . transport costs would raise the cost of reaching final consumers (see, e.g., Krugman, 1991b, 51-52 and Venables, 1996) . If falling transport costs reached the 'intermediate zone' in pre-1931 Britain, we expect the sign of this interaction to be positive.
The second interaction variable, market potential*industry sale, depicts a similar notion of backward (or supply) linkage, i.e. industries with higher shares of their output sold to other producers tend to locate near central locations (i.e. regions of high market potential) to be close to these other producers. The direction or sign of this interaction cannot be determined a priori since it depends on whether proximity to industrial customers pays more than proximity to final consumers. In other words, while the supply linkage exerts a force for clustering of industries, the location of final consumer demand would work in the opposite direction (Venables, 1996, 342) .
The third and last interaction variable, market potential*size of establishment depicts the hypothesis that industries with relatively high scale economies tend to locate in regions of high market potential. The reason is that firms with increasing-returns-toscale technology would face a trade-off between minimization of transport costs (that can be achieved by locating in scattered areas and operating at a smaller scale) and the advantage of large scale production by locating in central locations and supplying from these central areas, and this trade-off is likely to result in the "…emergence of a lattice of 'central places'…" (Fujita, et al. 1999, 26; see also Krugman, 1991a, 485-486) . Falling transport costs may lessen this trade-off and induce such firms to be close to central locations. However, the pull of centrality with regard to firms with scale economies weakens when transport costs fall below intermediate levels unless the vertical linkage between industries is substantial as firms would then be relatively more sensitive to production cost differences than to ease of market access (Venables, 1996) . If there is a pull of centrality based on scale economies, then the interaction term between market potential and economies of scale should be positive. Formally, the model is specified as:
where is the share of region i in the total British manufacturing employment in industry k; is the share of Britain's population living in region i; is the share of Britain's manufacturing employment located in region i; is the level of the jth regional characteristic in region i; is the industry k value of the industry characteristic paired with regional characteristic j (see Table 2 ); and More generally what the model says is that with falling transport costs (implying closer integration), industries move to exploit comparative advantages, and scale/agglomeration economies.
How does this model accomplish the purpose of testing these hypotheses? The model is confronted with data from a period when transport costs were decreasing considerably. Hence, the overall fit of the model to the data and the significance of individual coefficients will help us assess these hypotheses. Moreover, when the model is estimated for different time periods over which transport costs were declining, we will have the opportunity for a further experiment with respect to our main question set out in the previous section: at what point did new economic geography factors begin to matter? Obviously, the model as it stands in (1) does not lend itself to econometric estimation. We, therefore, employ its expanded form as follows:
Estimation of Equation (2) produces the parameters of interest that may be related to our description of the model in (1) as follows. The coefficients of the two size variables, α , β are straightforward. The estimated coefficients of the regional characteristics, and the industry characteristics, are estimates of Market potential is based on the measure used by Keeble et al. (1982) . It is defined as P i = ΣGDP j d γ ij where P i is the potential of region i and d is the distance between region i and region j. γ is traditionally set at − 1. Own distance is approximated by the formula d ii = 0.333√(area of region/π). Thus market potential depends on a distance-deflated sum of neighbouring regions' GDP and own GDP. Constructing estimates of market potential entailed first making estimates of British regional GDP using the method proposed by Geary and Stark (2002); these estimates are further discussed in the data appendix. 4 GDP of neighbouring countries is taken into account in a similar fashion.
< Table 3 The switch to road haulage for short and medium distance transport had the implication that the landlocked midlands suddenly became much "closer" to London and the South East while outer Britain was now "further away". This is reflected in the estimates of market potential relative to London & South East reported in Table 3 . 4 It is possible to refine these estimates further for the pre World War I period by taking account of the geographical spread of income tax receipts. This leads to modest changes in market potential across regions with the relative level of London & South East rising. Incorporating this modification makes no difference to our econometric results so we have preferred to base market potential on estimates of regional GDP constructed on a consistent basis through out.
< Table 4 about here>   Table 4 reports coefficients of localization for the 16 2-digit industries used in the econometric estimation. Among the notable results are the high concentration of textiles, a traditional sector which was a big user of steam power, and increasing concentration in vehicles, a sector that included a major new industry that increasingly located in the south east and the midlands. Nevertheless, in many sectors localization in 1931 was still similar to 1871 and the average across industries did not vary greatly over time. Table 5 reports the average value across the regions of an index of regional specialization. This was decreasing slowly in the late nineteenth century but then shows a substantial increase across World War I. This bears some similarity to calculations for the United States in Kim (1995) but the phase of increased specialization arrives a decade or so later and is much weaker.
< Table 5 about here> Table 6 reports the results from estimation of the model in (2) for the ten British regions for the period 1871-1931. The estimated coefficients of the intercept term and the two size variables appear in the first three rows followed by the coefficients of the four regional characteristics, , the six industry characteristics, and finally the six interaction variables,
Estimation Results
As has already been noted, since this is a model of a general equilibrium type the estimated coefficients of the regional and industry characteristics are hardly of any interest. The focus is on the coefficients of the interaction variables that capture the joint role of regional and industry characteristics in the movement of industry.
< Table 6 By way of comparing the relative importance of the factor endowment factors and the scale economy aspect of the new economic geography models, we could make use of beta coefficients, i.e. adjusted regression coefficients which are all in the same unit, thus are comparable. Such an exercise reveals that on average during the sample period, the market interaction/size of establishment variable scores first followed by the factor endowment interaction variables of educated population/white collar workers, coal abundance/steam power use and agricultural employment/agricultural input use.
Nonetheless, looking at the factor endowment factors as a whole the average beta coefficient turns out to be 1.05 against 0.72 for the market potential/size of establishment interaction variable. 6 We have explored alternative econometric specifications to estimate our data set by pooling the seven sets of cross-section data. Two sets of estimators that we considered are: the pooled least square estimator that represents the average of the within-groups and between-groups estimators; and least square estimators with region or sector specific effects or/and period specific effects that represent within-group estimators.
Each of these leaves the regression results more or less intact. The exception is the market potential/size of establishment interaction variable, which changes its sign and losses its significance. This is probably not surprising in view of the observation we have made that the importance of this force has been changing over time. A further experiment by restricting the sample period to 1871-1911 (where the pull of centrality on establishment size was statistically significant) shows that the alternative estimators do not result in any material changes to our results. All these results of alternative specifications are available from the authors upon request.
In sum, these results give much greater support to explanations for industry location based on the traditional Heckscher-Ohlin model rather than those derived from the new economic geography. In particular, neither of the linkage effects interaction variables are significant at any point between 1871 and 1931 while the factor endowment interaction variables show up strongly throughout. There is support for the pull of centrality for industries with greater establishment size but, interestingly, this appears to have been decreasing through time. 
Discussion
The main thrust of our results is that factor endowments played the central role in industry location decisions before World War II. In particular, the continuing roles of natural resources in terms of coal abundance and of human capital are apparent. The former matches quite closely the central findings of investigations into the location of American manufacturing and regional specialization in the United States at this time.
Kim (1998) concluded that the main influence was that industry was moving to largescale production methods that were intensive in the use of relatively immobile energy resources. Kim (1995) also discounted new economic geography explanations that focused on external economies but he did not explicitly examine the linkages arguments.
We do not find any evidence of a new pull of centrality in industrial location decisions in the interwar period. Therefore, unlike Dennison (1939) we do not believe that the 'regional problem' of those years should be linked to the emergence of industries whose location decisions were dominated by linkage effects which made them wish to be close to their suppliers and/or customers. The diagnosis of the Barlow Commission (Great Britain, 1940) seems to be nearer the mark, namely, that the difficulties of the Victorian staple industries were the heart of the matter rather than any new disadvantage to outer Britain arising from changing transport costs.
It is also interesting to consider our results in the context of those for European Union regions in the period 1970-1997 by Midelfart-Knarvik et al. (2000) . They found rather more support for new economic geography linkage effects but not before the 1990s while in their study the coefficient on the interaction between market potential and scale economies was significant from 1970 to 1990 but declining in magnitude and eventually insignificant in 1997. This implies that falls in transport costs permitting increasing returns industries to serve markets from less central locations have occurred across Europe in the recent past but must have started to prevail earlier within Britain which was, of course, a much more integrated economy. Taken together, the results of these two papers suggest that linkage effects were a relatively weak influence on location decisions until the very recent past.
Conclusions
This paper sets out to explain the location of industry in Britain in the years 1871 to 1931. We explore seven sets of cross-section data from 1871-1931 using an econometric model of industry location that nests both the HO factor endowment and new economic geography models. This model pioneered by Midelfart-Knarvik et al. (2000) stresses the general equilibrium nature of the system and allows regional and industry characteristics to interact in the determination of industrial location. explanation of location decisions throughout the period 1871 to 1931. We also found a role for the pull of centrality through market potential interacting with scale economies but to a decreasing extent as transport costs fell over time such that by 1931 it is no longer statistically significant. Transport costs were, however, apparently not yet low enough to allow the linkage effects highlighted by the new economic geography to emerge as a factor in location decisions.
Regional GDP estimates which underlie the Market Potential estimates have been constructed using the method proposed by Geary and Stark (2002) . Briefly this uses data on employment structure (agriculture, industry, services) and sectoral wages together with estimates of UK output for each sector. It assumes that regional sectoral productivity relative to the UK average is reflected in regional sectoral wages relative to the UK average. Then assume that
where y j is UK output per worker in sector j, w ij is the wage paid in region i in sector j and w j is the national average wage in sector j. β is a scalar which preserves the relative regional differences but scales the absolute levels so that regional totals for each sector sum to the known UK total. Full details of the wage data used to implement the GearyStark method can be found in Crafts (2004a).
These estimates for regional GDP have been supplemented by estimates at current exchange rates of the GDP in main trading partners including all western European countries derived using the data in Prados de la Escocura (2000) . To move to market potential the standard formulae in Keeble et al. (1982) Notes: Heteroskedasticity-robust standard errors in parenthesis. * is significant at 10% level. ** is significant at 5% level.
