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Abstract
Three-fifths of the Earth’s crust has been built at oceanic spreading centres in the last 160 million
years. To explore crustal extension processes and the architecture of these constructive plate
boundaries I have studied the oceanic rift in Iceland. Here the Mid Atlantic Ridge is anomalously
elevated above sea level and thus easier to instrument. I have deployed and operated a dense network
of seismometers in the remote volcanic highlands in central Iceland, and used the passive seismic
data collected from this network to explore crustal structure and volcanic processes in the extensional
rift zones.
My analysis of persistent seismicity located in an intervening region between individual spreading
segments, uniquely records the segmentation of plate spreading on the scale of individual volcanic
systems. Precise location and characterisation of micro-earthquakes identifies a series of faults sub-
parallel to the rift fabric, and source mechanisms define left-lateral strike-slip motion on these faults.
This extremely high quality microseismic data reveals transform motion being accommodated by
bookshelf faulting in a concentrated region between two such volcanic systems, providing evidence
for the localisation of spreading in the discrete volcanic systems.
While transform motion between spreading centres appears to be accommodated on a continuous
basis, the extension of the brittle upper crust within the spreading centres occurs episodically during
rifting events. Our local seismic network fortuitously recorded such a rifting episode in August
2014, during which the opening of a 5 metre wide dyke triggered a huge increase in seismicity
across large areas of the rift zone. Stress-seismicity-rate modelling of this triggered seismicity,
along with geodetic constraints on the deformation, provided a remarkable opportunity with which
it was possible to prove the existence of stress-shadowing, a challenge which has eluded earthquake
seismologists for decades.
Using the excellent coverage of our extended seismic network I have also generated a new high
resolution image of the regional crustal seismic structure using surface waves extracted from ambient
seismic noise. The structure reveals low seismic velocities which are closely correlated with the
volcanic rift zones, and faster wavespeeds in the older and non-volcanically active Tertiary crust. The
strongest anomalies are seen in the north-west of the Vatnajökull icecap, at the location of thickest
crust and inferred centre of the underlying mantle plume. Inversion for shear wave velocity structure
shows high velocity-gradients in the top 10 km, defining a thickened extrusive upper crust in Iceland
compared to standard oceanic crust, where it is normally 2–3 km thick. Below this, the shear wave
velocity structure reveals a distinct low-velocity zone in the mid crust between 14–20 km depth,
which is widespread across Iceland and shallows into the active volcanic rifts. This extensive feature
xsuggests high mid-crustal temperatures and a high temperature-gradient between the extrusives of
the upper crust and the intrusive mid-to-lower crust in Iceland.
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Chapter 1
Introduction
1.1 Overview
In the last 160 million years three-fifths of the Earth’s surface has been built by oceanic spreading at
constructive plate boundaries. The Mid Ocean Ridge system is over 60,000 kilometres long, but due
to its depth at 2.5 km below the sea surface, it is particularly challenging to observe crustal formation
processes and study the architecture of the crustal spreading centres. To answer questions about
how the crust extends and accretes, we can turn to locations where the spreading ridge has been
elevated into the subaerial realm, due to dynamic mantle support. The focus of the work laid out in
this dissertation has been on Iceland, one of the world’s most studied oceanic spreading centres, and
location of direct hotspot interaction with oceanic spreading. I have used seismic velocity modelling,
micro-earthquake analysis and stress-seismicity modelling to shed further light on crustal structure
and volcanic processes in the extensional rift zones.
The layout of this dissertation is as follows:
• In the rest of this chapter I describe the seismic and tectonic structure of the Iceland hotspot
and spreading centres.
• Then in Chapter 2 I outline collection of seismic data in Iceland, and data processing proce-
dures for the microseismic analysis which is used for Chapters 3 and 4.
• In Chapter 3, I discuss persistent microseismicity occurring between spreading segments of
the northern rift in Iceland, and what this means for tectonics in the inter-rift phase of the
rifting cycle.
• In Chapter 4, I present a study of triggered seismicity in the rift zone accompanying an
intrusive rifting episode. This analysis of how seismicity in the rift is closely controlled by the
local stressing rate has important implications for triggering of seismicity in many settings.
• Chapter 5 then presents a high resolution image of the crustal seismic structure using surface
waves extracted from the ambient seismic noise.
2 Introduction
1.2 The seismic and tectonic structure of Iceland
Iceland lies astride the Mid Atlantic Ridge, and is anomalous in its shallow ridge depths and sub-
aerial elevation, compared to the remarkably constant 2.5 km water depth across worldwide oceanic
spreading ridges (White and Lovell, 1997). The island is the product of long lived hotspot volcanism
in the North Atlantic region (Figure 1.1), which initiated simultaneously with the breakup of the
North Atlantic Ocean (White and McKenzie, 1989; White, 1989). A band of thickened oceanic crust,
the Greenland-Iceland-Faröe ridge, records the enhanced melt production from the early Tertiary
to the present (White, 1989). On land, the Mid Atlantic spreading centre is broadly separated into
three identifiable branches or neo-volcanic zones, within which oceanic spreading occurs (Figure
1.1). The spreading rate here between the North American and Eurasian plates is 18.5 mma-1 at an
azimuth of 106° (MORVEL) (DeMets et al., 2010).
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Fig. 1.1: Map of Iceland in the North Atlantic region. A band of elevated bathymetry and thick crust known
as the Greenland-Iceland-Faröe ridge records Tertiary hotspot volcanism in the North Atlantic region. Where
the Mid Atlantic Ridge (red lines) comes on land it has separated into a branched structure shown on the map
as red bands. These are known interchangeably in the literature as neo-volcanic zones, rift zones or volcanic
zones and are labelled NVZ, WVZ, EVZ (northern, western, eastern). White regions are at high elevation
with permanent ice caps. The large Vatnajökull icecap is labelled V.
A wealth of evidence has been used to argue that the hotspot volcanism is the result of a
mantle plume (Morgan, 1971), and apart from limited opposition (Anderson, 2000; Foulger and
Anderson, 2005; Foulger et al., 2000, 2001) it is widely accepted that hotspots are caused by a
thermal convective mantle upwelling. In Iceland, the erupted products along the Mid Atlantic
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Ridge show a broad geochemical anomaly (Klein and Langmuir, 1987; Schilling, 1973; Shorttle
and Maclennan, 2011; Sigvaldason et al., 1974) on the same scale as the 2000 km wide geoid and
topographic swell (White and McKenzie, 1989). Dynamic uplift of the lithospheric plate to generate
this gravity and topographic swell requires a large body of low density (and therefore presumably
hotter) material in the sub-lithospheric mantle. The inversion of Rare Earth Elements (REE) for melt
generation fractions with depth have shown a requirement for an earlier and deeper onset of melting
beneath hotspots compared to normal spreading ridges (White et al., 1992). This is consistent with
passive decompression melting of mantle with an elevated potential temperature (White et al., 1992).
Numerous seismological studies in Iceland have also found a narrow cylindrical low-velocity feature
in the underlying mantle (Allen et al., 2002a, 1999; Foulger et al., 2000, 2001; Rickers et al., 2013;
Wolfe et al., 1997), which is postulated to represent a hot upwelling plume conduit. The depth
extent and origin of mantle plumes however remains a subject of intense debate, but in recent studies
there is good evidence that at least some plumes are deeply rooted in the lower mantle (French and
Romanowicz, 2015; Zhao, 2004).
Crustal thickness in Iceland
Volcanic productivity and crustal thickness variations are also key elements to the mantle plume
hypothesis, as passive decompression melting of hot mantle would generate increased melt volumes
and thicker than average oceanic crust. Over the last half century, seismic investigations of the crustal
structure have contributed much to the understanding of the Icelandic hotspot with the mapping
of the anomalously thick Icelandic crust. However, the view of a very thick crust (37 km) in the
centre of Iceland, decreasing to the normal 7 km thicknesses (White et al., 1992) 1000 km along the
Mid Atlantic Ridge, was not always so clear. This review of seismic studies in Iceland describes the
sequence of experiments that led to our ideas about Icelandic crustal thickness, and provides context
for the findings of Chapter 5 compared to previous seismic imaging.
Early crustal seismic experiments (with surface waves and wide angle refraction) (Båth, 1960;
Pálmason, 1963, 1971; Tryggvason, 1962) documented a velocity layering in Iceland similar to
the velocity structure of typical oceanic crust, but their interpretation sparked a major debate about
the crustal thickness (Brandsdóttir and Menke, 2008). These studies found low-velocity surface
layers of Vp ~3.7 kms-1 and Vs ~2.7 kms-1, underlain by velocities akin to oceanic layer 2 (volcanic
extrusives). Below this the refraction studies and surface wave dispersion required compressional
velocities of 7.4 kms-1 and shear velocities of 4.3 kms-1. For several decades and through several
seismic refraction experiments (BATH, NASP, RRISP), the interpretations for the 7.4 kms-1 material
at 10–20 km depth varied. The thick-cold crust model interpreted the 7.4 kms-1 material as fast crust,
comparable to an overly thickened oceanic layer 3B (lower crustal cumulates) (Bott and Gunnarsson,
1980; Pavlenkova and Zverev, 1981; Zverev et al., 1976). On the other hand, the model for a thin-hot
crust interpreted the 7.4 kms-1 material as anomalously slow mantle (Angenheister et al., 1980, 1979;
Flóvenz and Gunnarsson, 1991; Gebrande et al., 1980; Pálmason, 1963, 1971). This explanation
required not only elevated temperatures in the mantle but also the presence of partial melt.
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It was not until the 1990s that experiments with clear reflected phases from the Mohorovicˇic´
discontinuity (Moho) began to resolve the debate. The SIST experiment (Bjarnason et al., 1993) and
a reinterpretation of the RRISP-77 experiment (Menke et al., 1996) both found PmP phases (and in
the case of Menke et al. (1996) also SmS phases), showing crustal thicknesses of 20–24 km and
20–30 km respectively. Further studies followed, with ICEMELT (Darbyshire et al., 1998), FIRE
(Smallwood et al., 1999; Staples et al., 1997), and RISE (Weir et al., 2001) all favouring a thick crust
with overly thickened high velocity cumulates at its base. Compilations of crustal thickness estimates
(Darbyshire et al., 2000a) demonstrated a crustal thickening towards the centre of Iceland, reaching
a maximum of around 40 km thickness underneath the northwest part of the Vatnajökull icecap,
where volcanic productivity is also at a maximum (Figure 1.2a). Gravity modelling (Darbyshire
et al., 2000b; Gudmundsson, 2003; Smallwood et al., 1999) also showed that the crustal thickness
models were compatible with the gravity observations, and used the isostatic relationship to estimate
the crustal thickness in regions where no seismic observations were available.
(a) (b)
Fig. 1.2: Crustal thickness in Iceland. (a) Map reproduced from Darbyshire et al. (2000b) which was generated
using gravity and point thickness constraints from receiver functions and refraction experiments. (b) Map
from Allen et al. (2002b) determined using seismic waveform fitting of Love waves, Sn travel times, point
thickness constraints, and damped towards a topographically controlled isostatic thickness.
As crustal thickness is the end product of mantle melting, the evidence of an anomalously thick
crust supports a model of increased melt fractions from passive decompression melting at elevated
mantle temperatures. Thermal models for this (White and McKenzie, 1989) demonstrate that an
increase in mantle potential temperature of 50–100°C would produce the 20–30 km thick crust seen
across most of Iceland. The REE compositional variation, topographic, geoid and crustal thickness
anomalies can therefore all be explained by a plume of elevated mantle potential temperature and
passive decompression melting of the hot mantle at the oceanic spreading centre.
Geochemical studies have additionally suggested that the hotspot source contains some compo-
nent of a pyroxenitic lithology, possibly from recycled oceanic crust entrained in the plume flow,
because of the variation of major element compositions in erupted products along the ridge axis.
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This additional source however is very fusible and so melting models of this bi-lithology source
indicate that the bulk of the melt volume, and therefore crustal thickness variations, are still primarily
controlled by mantle temperature and plume flow variations (Shorttle and Maclennan, 2011).
Crustal seismic structure of a hotspot spreading ridge
The interaction of the hot mantle plume with an oceanic spreading centre has resulted in a hotspot
crustal structure in Iceland which is more complex than at typical ocean ridges. Sub-Moho velocities
while normally 8 kms-1, are lower than this in Iceland, and the crustal cumulate layer has faster
velocities than usual, around 7.4 kms-1 compared to 6.8-7.1 kms-1 in normal young oceanic crust.
With so much additional melt supply it is likely that the crust-mantle transition is gradational with
layers of melt and mantle cumulates, and that there is an extensive lower crustal plumbing system
feeding the spreading centres. Many seismic studies have provided an insight into the anisotropic
and heterogeneous structure of the crust and upper mantle at this hot oceanic spreading centre. The
characterisation of structural variations across Iceland then serves to inform us on the nature of the
rift plumbing systems, and the influence of the plume on oceanic spreading.
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Fig. 1.3: Map of station deployments for the HOTSPOT (a) and ICEMELT (b) experiments. Blue diamonds
show permanent stations which supplemented the experiments. Continuous data was archived from the
HOTSPOT temporary stations (green diamonds), but only event data was stored from the ICEMELT and
permanent stations.
As an alternative to refraction surveys of the 1980’s–90’s, which give an accurate but solely 2D
structure, many of these studies were conducted with the broadband seismic networks ICEMELT
(Bjarnason et al., 1996) and HOTSPOT (Allen et al., 1999)(Figure 1.3), using earthquake seismology
and other geophysical techniques. In a series of three papers Du and Foulger (Du and Foulger,
2001; Du et al., 2002; Du and Foulger, 1999) documented a shear velocity structure constrained
using receiver functions and Rayleigh wave phase dispersion along paths proximal to each receiver.
Similar to earlier refraction surveys, they describe an upper crust with high velocity-gradients (1-2
kms-1/km) and a lower crust with much lower gradients (~0.1 kms-1/km). In some locations a narrow
zone of increased velocity-gradient at depth defines a seismic Moho, but there is often no clear
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discontinuity or gradient change, and as such the crust to mantle transition often has to be defined as
the 7.2 kms-1 horizon. There are also suggestions from this study that the upper crust within the rift
zones is thinner than in the older areas, though the overall crustal thickness increases within the rift.
Receiver function studies of Darbyshire et al. (2000a) also find a Moho which is often difficult to
resolve, and similar upper to lower crustal velocity-gradient changes. The continuous increase of
velocity with depth in the upper crust is considered to reflect closure of fractures under lithostatic
pressure, and porosity reduction through increasing mineralisation (Flóvenz and Gunnarsson, 1991).
This produces the initial rapid increase of velocity with depth. Beyond a certain lithostatic pressure
the porosity is gone and velocity increases are dependent on pressure, temperature and grain size,
with a much lower velocity gradient.
Some seismic studies aim to image the Icelandic crustal structure as a whole, by generating
three-dimensional models of the seismic velocity structure using well distributed surface wave
observations. This work (Allen et al., 2002b; Li and Detrick, 2006) has frequently resolved a
circular low velocity region in the centre of Iceland in the lower crust and upper mantle (Figure
1.4). A similar circular anomaly is seen in P wave travel time tomography using the ICEMELT and
HOTSPOT deployments (Yang and Shen, 2005), though the poor earthquake distribution means it is
relatively poorly resolved. This slow circular feature is also seen in surface wave inversions at longer
periods (Li and Detrick, 2003, 2006) from 20 - 50 seconds. The feature roughly corresponds to the
thickest crust in central-eastern Iceland, and lies within the 200 km wide cylindrical plume conduit
anomaly in the underlying mantle (Allen et al., 2002a, 1999; Foulger et al., 2000, 2001; Rickers
et al., 2013; Wolfe et al., 1997). This lower crustal and upper mantle feature perhaps represents a
region of enhanced melt production at the plume head in the upper mantle, and overlying magmatic
plumbing system for transport of melt into the crust in central Iceland.
S velocity deviations (m/s) Phase velocity anomaly (%)
Fig. 1.4: Lower crustal (> 20 km depth) velocity anomalies from (a) Allen et al. (2002b) and (b) Li and
Detrick (2006).
1.2 The seismic and tectonic structure of Iceland 7
Both Allen et al. (2002b) and Li and Detrick (2006) used a stepped Moho parameterisation in
their 3D shear wave velocity inversions to obtain a smoothed model of crustal structure to fit surface
wave observations, and in the case of Allen et al. (2002b) additional Sn travel times and point crustal
thickness constraints. These models make minor refinements to the Moho structure, and the crustal
thickness maps of Allen et al. (2002b) are encouragingly similar to the maps constrained using
gravity and point constraints by Darbyshire et al. (2000b) (Figure 1.2).
The crustal thickness maxima and seismic velocity minima from these many studies tend to
cluster in central Iceland beneath the northwest corner of the Vatnajökull icecap. This is the location
of the most active volcanism, and agrees with the extent of the cylindrical slow anomaly in the
underlying mantle (Allen et al., 2002a, 1999; Foulger et al., 2000, 2001; Rickers et al., 2013; Wolfe
et al., 1997), though this is a broad feature more than 200 km in diameter in the tomographic models.
This is therefore popularly believed to be the location of the plume centre, but this should perhaps
not be considered as an isolated discrete point. Arguments using the symmetry of both geophysical
and geochemical observables along the mid-ocean ridge (Shorttle et al., 2010) constrain a slightly
different plume centre on the south-eastern coast of Iceland, though this too is within the wide region
of the vertical conduit in the mantle tomography.
Why the crustal thickness peaks only in central Iceland and not along a band running through
the plume centre and parallel to the spreading direction is an interesting question and remains
unanswered. One explanation might be time dependent rates of melt generation in the plume, with
a highly active plume in current times. An alternative (Bjarnason and Schmeling, 2009) could
be viscous relaxation of the lower crust which might allow the thick lower crust to spread in the
directions along the ridge axis. This would require a very ductile and deformable lower crust,
producing a strong horizontal shear. It also might be due to a particular history of ridge jumps
causing further thickening of already thick existing crust.
A key finding of Allen et al. (2002b) was a broad low velocity anomaly covering the upper 15
km in central Iceland (Figure 1.5). There is no closely defined shape relating the feature to the rift
zones, though the anomaly is elongated along the azimuth of the active rift zones and peaks beneath
the highly active volcanoes Hekla and Bárðarbunga-Grímsvötn. The long wavelengths ( > 40 km)
used in this study mean it is unsurprising that there is no close correlation with the boundaries of
the rift, but the anomaly maybe represents a broader region of elevated temperatures compared
to the older Tertiary crust in the east and west of Iceland. Gudmundsson et al. (2007) calculated
surface wave velocities at shorter periods by extracting Rayleigh wave signals from the ambient
seismic noise recorded at HOTSPOT seismic stations. These Rayleigh wave velocities were used to
produce tomographic maps across the island at shorter periods, though there was little improvement
in resolution (Figure 1.6). Their results again showed slow seismic velocities in the younger crust in
the centre of Iceland, and faster velocities in the cooler Tertiary volcanics on the margins. Chapter 5
of this dissertation presents a newer image of crustal structure across the region, with a significant
resolution improvement that reveals a plumbing system tightly focussed into the volcanic rift zones
of the plate boundary.
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S velocity deviations (m/s)
Fig. 1.5: Map of the upper crustal (top 15 km) velocity structure determined by Allen et al. (2002b) using
Love waves, and Sn phases.
Fig. 1.6: Icelandic crustal surface wave tomography after Gudmundsson et al. (2007)
An isolated collection of seismic observations report low-velocity zones (LVZs) within the
velocity profile of the Icelandic crust. Du and Foulger (2001) observe a low-velocity zone in the
shear velocity structure at stations below what they call the ‘Middle Volcanic Zone’, which is the
section linking the western and eastern neo-volcanic zones in central Iceland (see Figure 1.1). A
localised low-velocity zone was also found in the rift near Krafla central volcano by the receiver
function study of Darbyshire et al. (2000a). This was attributed to an isolated melt storage region
related to the recent intrusion and eruptive activity of the Krafla Fires (Björnsson et al., 1977), and
not inferred to be a widespread feature. Bjarnason and Schmeling (2009) inverted two-station surface
wave dispersion to constrain shear velocity structure in a number of provinces across Iceland, and in
a small selection of these regions they also resolve low-velocity zones in the mid crust. However,
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apart from these few enigmatic and discrete observations, there has been little evidence to suggest a
significant or pervasive low-velocity layer in the Icelandic mid crust, which is one of the significant
findings of the study presented in Chapter 5.
The azimuthal seismic anisotropy of the crust and mantle has also been used to infer directional
flow in the uppermost mantle. Measurements of teleseismic shear wave splitting (Bjarnason et al.,
2002; Li and Detrick, 2003) are sensitive to a long ray path through the mantle, and show a variable
azimuthal anisotropy especially within the rift zones, but with a predominance of generally N-S
and NNW-SSE fast directions. This is loosely interpreted to represent deeper return flow in the
mantle below the plume head. Anisotropic Rayleigh wave velocities help constrain the anisotropy at
shallower and more defined depth ranges. Li and Detrick (2003) use a two-plane-wave approximation
for teleseismic surface waves to calculate the variation of anisotropic phase velocity from many
incoming Rayleigh waves as they propagate in multiple different directions across the array. By
constructing three sub-regions according to major tectonic provinces (central rift zones, east and west
Iceland) the inversion is simplified to constrain constant anisotropy in each of the three sub-regions.
However, like many of the studies using the HOTSPOT and ICEMELT networks, results in eastern
Iceland were not well enough constrained to be interpreted with confidence. Azimuthal anisotropy
is weaker in the ‘rift zone’ province but at periods of 30-45 seconds shows an along rift alignment
which is also seen in western Iceland at periods of 50 seconds and greater. This is used to argue
that plume material beneath Iceland appears to be preferentially channeled along the Mid Atlantic
Ridge at the base of the lithosphere, with the difference in depth due to the slope of the oceanic
lithosphere as it cools with age. There is some tantalising but limited support for this in the surface
wave velocity models of Pilidou et al. (2004) across the wider North Atlantic region, which show the
mantle low velocity anomaly under Iceland stretching along the ridges towards both the north-east
and south-west.
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1.2.1 Spreading centres and rifting
On the surface, the tectonic structure of the on land spreading ridge is recorded by faulting and
magmatic activity in the neo-volcanic zones. Of the three branches of the plate boundary, the
northern and eastern branches are offset from the Mid Atlantic Ridge by over 100 km, and are
linked by large transform zones (Figures 1.1 and 1.7). In the south, the South Iceland Seismic Zone
(SISZ) links the Eastern Volcanic Zone (EVZ) to the Western Volcanic Zone (WVZ) and Reykjanes
Ridge, accommodating a left-lateral shear. In the north the Tjörnes Fracture Zone links the Northern
Volcanic Zone to the Kolbeinsey Ridge, the continuation of the Mid Atlantic Ridge into the Arctic
Ocean (Figure 1.1). The right-lateral transform zone is split into two structures, which can be seen
in the seismicity in Figure 1.9. The more southern Húsavík-Flatey Fault is a developed left-lateral
transform fault, and the more northerly Grímsey lineament accommodates shear via block rotations.
−24˚
−24˚
−22˚
−22˚
−20˚
−20˚
−18˚
−18˚
−16˚
−16˚
−14˚
−14˚
64˚ 64˚
65˚ 65˚
66˚ 66˚
0 100km
L
H
V
Trolloskagi block
Hreppar
microplate
Full spreading
rate 18.5 mm/a
Northwest
Fjords
Extinct
Skagi
Penisula
Rift
Snaefellsnes
Reykjanes
Peninsula
Re
ykja
nes
 Rid
ge
WVZ
EVZ
NVZ
SISZ
TFZ
Volcanic centre
Fissure swarm/Rift system
Icecap
Fig. 1.7: Map of Icelandic volcanic systems - the individual oceanic spreading centres. Mapped fissure
swarms of the volcanic systems (Einarsson and Saemundsson, 1987; Sæmundsson, 1979) are beige strips
overlain on the topography in grey. Icecaps are blue-white and the central volcanoes are marked with red
lines. TFZ=Tjörnes Fracture Zone, SISZ=South Iceland Seismic Zone, neo-volcanic zones are labelled NVZ,
EVZ, WVZ. Glaciers are L=Langjökull, H=Hofsjökull and V=Vatnajökull. The approximate position of the
extinct Skagi Peninsula Rift is shown by the synformal axis symbol north of Langjökull.
The offset between the Mid Atlantic Ridge to neo-volcanic zones has occurred as the result of a
series of ridge jumps towards the east (Garcia et al., 2008, 2003; Hardarson et al., 1997), presumably
for the rifting to remain over the plume head (Saemundsson, 1974). The structural organisation
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of lava flows, which dip towards the centre of active rifts, preserves evidence of extinct ridges as
syn-formal features in the surface geology. Radiometric dating of the lava flows can then be used
to develop a chronology for the reorganisation of ridge axes. The oldest basalts in Iceland are 16
Myr old, from when rifting resided in a paleo-rift axis in the North-West Fjords (Hardarson et al.,
1997), but since then the ridge has migrated over to its present position on the eastern side of the
island. Ridge activity first shifted to the Snaefellsnes rift, and then onto an axis aligned along the
present Western Volcanic Zone. More than 5 Ma, the rift zone through the WVZ extended north
from the Langjökull icecap to the Skagi Peninsula (Figure 1.7). It is still debated as to whether the
paleo-rift axis followed the Húnaflói-Skagi Synform or the Skagafjördur Synform (Garcia et al.,
2008; Saemundsson, 1974), but a ridge jump over to the present Northern Volcanic Zone began
around 8 Ma (Garcia et al., 2003), and rifting near the Skagi Peninsula had ceased before at least
3 Ma. The block between the present Northern Volcanic Zone and the old Skagi Peninsula Rift is
known as the Trollaskagi block (Saemundsson et al., 1980). The Western Volcanic Zone is currently
undergoing a similar ridge jump to the Eastern Volcanic Zone. The block between these two is
called the Hreppar microplate, and is separated from the Trollaskagi block by the large Hofsjökull
caldera central volcano.
Within the volcanic rift zones (red regions - Figure 1.1), the individual spreading centres in
Iceland are known as volcanic systems (beige strips on Figure 1.7). These are the en-echelon
stepping rift segments which define the ridge axis. Each distinct volcanic system is defined by
a surface fissure swarm and an associated central volcano (Einarsson, 2008). A fissure swarm is
mapped by a high density of normal faulting, surface fractures, and fissures (see black lines on
Figure 1.10). They are typically about 15 km wide and between approximately 40 to 100 km in
length. As they represent the distribution of surface fracturing, they provide the direct evidence
for the localisation of brittle extension in the upper crust. The record is of course complicated by
eruptive products, which resurface the rift zone on a time scale of thousands of years, but this places
limits on the ages of recorded deformation within the zones. Volcanic products erupted or emplaced
within the fissure swarm show a geochemical association with the system’s central volcano, and
are compositionally distinct from neighbouring (and maybe overlapping) volcanic systems. This
demonstrates that magma is supplied into the crust in discrete regions and can be distributed along
the volcanic systems by lateral flow.
The central volcanoes within the systems sometimes have developed calderas, and mark loci
of repeated melt storage and differentiation within the crust. Eruptive activity is most frequent at
these central volcanoes, but melt can also be transported long distances within the crust, producing
intrusions and eruptions far along the fissure swarm. Recent microseismic monitoring has also
shown that melt is not necessarily only supplied to the system at a single location beneath the central
volcano. In the Askja volcanic system deep and persistent seismicity is recorded in several places,
suggesting multiple melt injection locations (Greenfield and White, 2015; Key et al., 2011b; Soosalu
et al., 2010).
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Within these spreading centres, accretion and extension of the brittle upper crust is highly
episodic. At depth, crustal rocks are ductile and can deform by continuous creep under the exten-
sional stresses, but at shallow levels the cooler upper crust is brittle and cannot flow. Instead it
accumulates elastic strain over centuries of extension (Figure 1.8a-b), during which the shallow
system lies relatively dormant. During a rifting episode, a short and intense period of dyking and
extensional faulting releases that elastic strain which has accumulated between episodes (Figure
1.8c). The era of geophysical instrumentation has seen the occurrence of four well recorded rifting
episodes globally; Krafla Fires (Iceland 1975-1984) (Björnsson et al., 1977), Asal-Goubbet (Afar
1978), Dabbahu (Afar 2005-2010), and Bárðarbunga (Iceland 2014-15). Dense geophysical observa-
tions of these events are of course restricted to on-land rifts where it becomes practical and societally
beneficial to record and monitor this activity.
Ductile mid/lower crust
Brittle upper crust
Deforming elastically
Extension by ductile ﬂow
Extension 
accommodated by
dyking and faulting
(a) (b) (c) A rifting episode: Brittle layer busts
Fig. 1.8: Schematic of the rift cycle in the upper crust. The brittle upper crust in (a) is stretched elastically
during the inter-rift phase (b) lasting for 100’s of years, while the lower crust extends ductily. During a rifting
episode (c) the upper layer fails in a brittle fashion and new crust is accreted by dyking.
When these episodes occur, the rifting processes are dependent on both magma supply and
extensional stresses (Wright et al., 2012). New crust is rapidly accreted through the emplacement
of shallow dykes, by lateral flow from one or more magma sources into one or more dykes. If
the magma supply is limited, multiple phases of magmatic dyking over a number of years may be
required to release the extensional stresses in the upper crust.
In the spreading centres of Iceland the inter-rift phase of the rifting cycle is largely amagmatic
and aseismic in the upper crust. Examining the catalogue of earthquakes across Iceland over two
decades (Figure 1.9) displays the quiescence of the spreading centres themselves. Dense and
frequent seismicity is apparent along the two transform zones, the South Iceland Seismic Zone and
the Tjörnes Fracture Zone (blue dots on Figure 1.9). In the South Iceland Seismic Zone (SISZ -
Figure 1.7) the seismicity delineates north-south faults, which accommodate the left-lateral shear
by right-lateral slip and rotations about a vertical axis (Einarsson, 1991). At the Tjörnes Fracture
Zone (TFZ-Figure 1.7) seismicity is seen on a tight band along the southerly Húsavík-Flatey Fault,
and over a more distributed band along the northerly Grímsey lineament. The Reykjanes Ridge
area is also seismically active as the oblique orientation relative to spreading means that significant
transform motion is taken up within it.
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Fig. 1.9: Seismicity in Iceland 1995–2014. Red circles show hypocentres of earthquakes with Ml>1 and
earthquakes in the large offset transform zones are in blue. Volcanic earthquakes deeper than 12 km from
well within the ductile lower crust are excluded. Background as in Figure 1.7. Earthquake Catalogue Source:
Verðustofa Íslands - Icelandic Meteorological Office
Within the spreading centres, seismic activity which does occur is concentrated at specific
central volcanoes (red dots on Figure 1.9). Earthquakes are typically associated with hydrothermal
processes, or are volcano-tectonic earthquakes related to individual eruptive episodes. Volcano-
tectonic earthquakes are attributed to melt movement but are not directly recording magma flow.
They are high frequency events and therefore must be caused by brittle failure of the rock. Thus
they record fracture of recently frozen melt, the opening of new cracks for the intrusion of melt,
or fracturing of the country rock near an intrusion as it deforms the surrounding crust. As the
central volcanoes experience the most frequent volcanic unrest, considerable hydrothermal and
volcano-tectonic activity is seen associated with these.
Separate from the central volcanoes, the fissure swarms of the spreading segments remain
seismically very quiet. For long time periods there is little or no deformation of the brittle layer of
the upper crust. Intriguingly however, at the southern end of the Northern Volcanic Zone, intense
seismicity is observed in an area between the fissure swarms of the Askja and the Kverkföll volcanic
systems (Figure 1.10). This activity is curious in that it has been ongoing since records began in
1974 (Einarsson, 1991), and that it occurs only outside the volcanic systems. This seismicity in the
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Herðubreið area, to the north-east of Askja central volcano, is the subject of the study laid out in
Chapter 3.
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Fig. 1.10: Seismicity of the Northern Volcanic Zone during a rifting episode in red (August 2014 - present)
and in blue from periods between rifting episodes (1995-2014). During the rifting episode 30,000 earthquakes
demarcate the intruded dyke, but the areas where background seismicity was already common also saw a
huge surge of activity. The fractures and fissures (black lines) of the fissure swarms (beige overlays) define
the volcanic systems where brittle rifting events have occurred over the past thousands of years. Volcanic
earthquakes deeper than 12 km from well below the brittle-ductile transition are excluded. Inset: Central
volcanoes referred to in the text are labelled as A=Askja, B=Bárðarbunga, K=Kverkföll.
By contrast, during the rifting episodes a huge amount of seismicity is generated in the upper
crust, as the extensional stresses are released by surface fissuring, graben formation and dyke
emplacement. A huge amount of brittle volcano-tectonic seismicity typically accompanies dyke
emplacement (Ágústsdóttir et al., 2016; Rivalta et al., 2015; Sigmundsson et al., 2015; Wright et al.,
2012) as the intrusion fractures the rock ahead of its propagating tip. In August 2014 just such a
rifting event occurred in central Iceland (Sigmundsson et al., 2015). A laterally propagating dyke,
originating from the subglacial volcano Bárðarbunga, migrated over 46 km to the north towards
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Askja central volcano (Figure 1.10 for locations). The progression of the dyke propagation was
captured at a remarkable resolution with a plethora of geophysical data, including 8 hour solutions
for continuous Global Positioning System (GPS) measurements, and regular Synthetic Aperture
Radar acquisitions which recorded the deformation associated with the intrusion.
Over 30,000 micro-earthquakes of magnitude 1-4 tracked this propagation over a period of 10
days. These were recorded on a network of 72 broadband seismometers, ideally positioned above
and around the intruding dyke (Ágústsdóttir et al., 2016). The intrusion of this 5 metre wide body of
magma (Green et al., 2015; Sigmundsson et al., 2015) influenced not only the crust in the immediate
vicinity but also volcanic centres tens of kilometres away. This remotely triggered seismicity, and
its relation to the imposed stresses from the intrusion, is the subject of Chapter 4 and published as
Green et al. (2015).
To elucidate the seismic structure of the crust in the rifts in Iceland and to study the seismicity
associated with the volcanic and extensional processes, I have used passive seismic data from a
large array of seismometers in central, north and east Iceland. This data which I have collected has
allowed me to capture extensional processes in previously unseen detail, and to learn more about the
architecture of the rifting system across Iceland.

Chapter 2
Data collection and processing
This chapter describes the acquisition of passive seismic data which I have used in the studies
presented in this dissertation. Since 2013, I have been responsible for planning and leading field
work operations in the volcanic interior of Iceland. Detailed logistics and complete records of the
fieldwork trips are available in regular fieldwork reports archived with the Geophysical Equipment
Facility of the Natural Environment Research Council. I describe here some of the strategic network
aims, and procedures used to deploy seismometers and maximise data recovery in the challenging
and harsh Icelandic environment.
The strategy for this seismic network has primarily been to focus on the region of Askja central
volcano at the northern edge of the Vatnajökull ice cap. The purpose was to interrogate both the upper
crustal seismicity described in Chapter 3 (Green et al., 2014), and deep seismicity which occurs
in the mid-lower crust beneath Askja, and has been the focus of the research of other colleagues
(Greenfield and White, 2015; Key et al., 2011b; Soosalu et al., 2010). As part of the goal to use
ambient noise surface waves to study Iceland-wide crustal structure (Chapter 5), the network was
also extended to the south to encircle the Vatnajökull region. The broadband instruments I deployed
across this region were used to acquire observations across the volcanic systems of the whole
Northern Volcanic Zone and Vatnajökull region.
The resultant network configuration proved extremely fortuitous during the summer of 2014,
when a magmatic rifting event and eruption occurred directly within the array. During this event
a laterally propagating dyke migrated from under the Vatnajökull ice cap and erupted on the sand
plains just south of Askja. The perfectly positioned array, along with our additional rapid response
to deploy 15 further key stations, resulted in an excellent seismic dataset of this rifting event. This
data is used in the study of triggered seismicity presented in Chapter 4 (Green et al., 2015), and also
led to further collaborative work (Ágústsdóttir et al., 2016) on the dyke’s propagation.
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2.1 Fieldwork procedures
Although the network is not permanent, stations are run on a continuous basis with the aim to power
the instruments and record data all year round. Access to the field is restricted to the summer months
by the harsh weather conditions and so sites must be robustly designed in order to last the winter.
Data is stored on site and not telemetered due to both restricted GSM phone signal coverage, and
the greater power consumption that data transmission would require. Storage capacity of 16GB at
seismic sites normally equates to about 10 months of data at 100 Hz sampling rate, so we undertake
two field trips to retrieve data from stations at both the beginning and end of summer. It is also
important to check and repair the station’s power system, and perform state-of-health (SOH) checks
on each seismometer.
The seismic sensor is installed below the surface, either in a vault or buried directly in the sand or
ash. This is connected to the station’s power system, which consists of several large truck batteries
with a combined capacity of approximately 300 Ampere-hours, along with several solar panels to
replenish battery charge through the year. An accurate timestamp for the seismic data is achieved by
satellite synchronisation of the internal instrument clock with UTC time using a Global Positioning
System (GPS) Receiver. The following Sections 2.1.1 and 2.1.2 describe station deployment and
servicing in further detail.
2.1.1 Station setup
Seismometers record the velocity of ground displacement at the Earth’s surface, and in order to
record this displacement as truly as possible it is necessary to achieve a tight coupling between
the ground and the sensor. In the shallow surface, lower mechanical strength of the sediments or
fractured rock can result in attenuation or damping of the ground motion. We therefore aim to couple
the sensors with substantial bodies of bedrock, which have a greater rigidity and so maintain less
damped seismic signals to the surface. Where possible, vaults have been built directly onto bedrock
for the broadband instruments (see Figure 2.1).
At these sites a pit is dug through the top soil, and a cement base is laid directly onto the bedrock
surface. Drainage piping is used to allow water to escape downhill, and a plastic barrel is then sunk
into the cement, sealing the base of the barrel. A 15 cm by 15 cm tile placed in the centre of the
cement provides the stable base onto which to place the seismometer. The instrument is oriented to
true north using a handheld GPS and levelled using adjustable feet, so that the horizontal masses can
operate properly. In much of the volcanic rift zones the surface is covered by porous lava flows and
ash or sand. In these cases we deploy 6TD instruments directly into the sand (see Section 2.1.2).
Two cables from the sensor are fed up to the surface or out of the vault through a small hole which
is subsequently sealed with silicon gel. The first is the firewire data cable which is used for rapid
data download from the internal storage. The second cable has on its other end a ‘break-out box’
with three waterproof ‘milspec’ connections. These connections supply the sensor with power from
the battery, signal from the GPS receiver, and a data connection channel for user communication
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with the seismometer. The ‘break-out box’ and firewire data cable are usually fastened to a stake
above the surface (Figure 2.1e) for ease of access when servicing and downloading data at a site.
Batteries are connected in parallel and placed in a large pit alongside excess cabling and the
solar regulators. These protect the batteries by limiting the current which can be supplied to them
from the solar panels on sunny days. All peripherals and connections are kept below the surface in
order to minimise wind noise, and to protect the peripherals from damage by wind blown material.
Each battery weighs more than 20 kg, and with 2-5 of these on a station it is not possible to transport
these by foot to remote sites. For these locations, either smaller batteries are used, or the batteries
are transported to the site by snow scooter during the winter.
Solar panels are arranged on a wooden stand with an A-frame construction. The stand is oriented
south and almost vertically in order to catch the low-lying sun. The GPS receiver is attached to the
panel stand, above any accumulating snow and with a clear view to the sky. Cabling is securely
fastened to prevent damage or wind noise which would contaminate the recorded data. The stands
must be extremely robust with the uprights driven deep into the ground, and large cairns of rocks
built over horizontal beams to weight the structure down.
Challenges
In Iceland winter presents many challenges for power supply and reliable instrument operation. For
much of the year the ground is frozen, and at low temperatures the lead acid batteries do not operate
at full capacity. The cold temperatures cause long term damage and eventual water penetration.
Batteries which have run flat for long periods lose the ability to hold charge and have to be replaced.
A typical lifetime for batteries is approximately 3-4 years.
Charging with solar panels also has significant limitations at high latitudes. At 65° north, only a
few hours of very low sunlight is available each day during the depths of winter, providing little or
no current output from the solar panels at low illumination. Deep snow drifts also pose the potential
to partially or completely cover the solar panels, and a thin layer of ice or wet snow coating the
panels is a common problem. During this time the solar panels cannot replenish charge in the battery,
and so from December to March station operation is dependent on sufficient charge in the batteries
to power the instruments.
Aside from gradual battery decline, the most common cause of data loss is damage to the power
system by fierce winds during winter storms. Wind speeds can reach 50 metres per second, and solar
panel stands at particularly exposed sites can be blown over or broken. This is sometimes unfortunate
enough to also damage the power cabling linking the batteries to the sensor. None-the-less, thanks
to some of the deployment strategies outlined above, data recovery within our network is extremely
impressive for the nature of this experiment. Many well positioned sites consistently achieve 100%
data recovery all year round (see Section 2.2).
Instrument operation can also be compromised by environmental factors. Ground compaction
may lead to tilting of the sensors which can result in loss of data from the horizontal mass streams.
If the masses slide out of their central operating range their sensitivity to ground motion changes.
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Fig. 2.1: Panel of photos of seismic vault deployment in Iceland. (a) First a large pit and trench is dug to
bedrock. A plastic barrel with drainage is then cemented directly to bedrock (b) and the instrument deployed
facing north on a levelled tile sunk into the cement (c). Batteries and solar regulators are buried in a shallow
pit (d). (e) Seismic station layout in an unusually vegetated part of Iceland. The instrument vault and battery
pit have a low profile, but are marked with stones for identification. The break-out box connections are kept
just above the ground for easy access, but low enough such that snow cover will prevent wind noise.
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When severely tilted (>2°) the masses reach the end of their sliders and no ground motion is recorded.
Data also becomes unusable if there is a loss of GPS signal. This can result from broken receivers,
ice and snow accumulation on the receivers, or damage to the cabling connecting the receiver to the
seismometer. If this occurs the internal clock can drift away from true UTC time, and without an
accurate timestamp the data becomes subsequently unusable. It is not uncommon for a couple of
sites to have suffered this problem each winter.
2.1.2 Seismic instrumentation
Seismometers deployed in Iceland are all three component broadband seismometers manufactured
by Güralp Ltd. The instrument models used are the 3ESPCD, 3T and 6TD. Most sensor systems and
a significant quantity of peripheral equipment are on loan from SEIS-UK, the seismic section of the
Geophysical Equipment Facility operated by the Natural Environment Research Council.
Güralp 3ESPCD
The Güralp 3ESPCD has a response range of 60 seconds to 50 Hz with built in digitiser and 16
GB of internal flash storage. It has low power consumption (~1W) and low internal instrument
noise, so 11–12 months of data can typically be recorded on the internal storage. This data must
be downloaded through the firewire cable from the instrument whenever a site is serviced, and this
transfer can take 40–50 minutes. The masses must be locked for transport, but the sensor itself
is extremely robust given its frequency sensitivity and low internal noise. This is an extremely
valuable attribute given the locality of many seismic stations. Fresh lava, ash, sand and snow make
the Icelandic terrain difficult to navigate even with specialised 4WD vehicles, and the sensors have
to cope with considerable shaking during transport. Due to their high sensitivity we typically aim to
deploy these sensors in vaults on bedrock as described earlier, or in larger vaults at sites shared with
the Icelandic Meteorological Office. The horizontal masses are sensitive to tilt but the instrument
contains an auto-centering function which is very successful at re-levelling the horizontal masses.
Güralp 3T
This sensor is a broadband seismometer with a response range of 120 seconds to 50 Hz. The
instrument has extremely low internal noise levels, though the masses are quite delicate, and even
when locked can sometimes suffer damage during transport across the rough Icelandic terrain. This
makes them a somewhat troublesome instrument to deploy, but the data when deployed in a quiet
vault is exceptionally clean. I have used two types of 3T system in Icelandic deployments: the
Güralp 3TD system, and an analogue Güralp 3T with Nanometrics Taurus digitiser and datalogger.
The 3TD contains the digitiser within the internal unit but unlike the ESPCD and 6TD, the data is
stored separately within an Enhanced Acquisition Module or Data Communications Module. This is
essentially a rugged waterproof unit, containing a large capacity removable hard drive and small
processor to enable data transfer to an external server if necessary. The large storage capacity of
this unit means that if bad conditions prevent annual site access, then data will still continue to be
recorded. In the 3T-taurus system the sensor is analogue only, and the signal is both digitised and
stored within the Taurus. The data is stored on 16 GB compact flash cards which can be swapped
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quickly when servicing. Unfortunately both systems require more power than the ESPCD and
6TD, so when possible these instruments are placed at sites where mains power is available. If not,
additional batteries must be deployed to help power the instrument through the winter. Horizontal
masses in a 3T are very sensitive to tilt and so these instrument are deployed in vaults or on a firm
surface such as a concrete barn floor. Damage to this instrument’s masses were a common problem.
Güralp 6TD
The 6TD has a reduced frequency range of 30 seconds to 100 Hz, though it is built with durability in
mind, and so the internal instrument workings are relatively noisy. The masses are robust and so do
not need to be locked for transport, and they are small and light which is ideal for remote deployments
on foot. This instrument is very tolerant of tilt and is typically wrapped in a plastic liner and deployed
directly into sand or ash. Tight packing of the burial material around the instrument achieves good
coupling between the sensor and ground motion. In the winter the ground freezes and this in fact
improves instrument coupling. The snow layer on the surface also acts to insulate the sensor from
wind and environmental noise above, meaning that signal to noise levels for earthquake detection
are often better in the winter than in the summer. During the spring ground water movement and
compaction can cause the sensor to tilt, but a large deviation (>2°) is required before the horizontal
masses cease to work. Most sensors operated in Iceland have a 16 GB storage capacity, which lasts
about 9–10 months for 100 Hz sampling rate (given the noisier recording compared to ESPCDs).
A small number of 6TDs have only 4 GB of internal storage, so these sample at 50 Hz in order
to extend their storage capacity. The digitiser and flash data storage is internal and so it is a very
simple instrument to operate. A significant advantage of these small instruments is the lower power
consumption (<1W), which increases the chances of the instrument surviving the winter.
2.1.3 Processing of raw data
The data which is extracted from the seismometers is initially stored on unformatted portable field
hard drives. A series of data extraction routines are then used to read this data onto standard hard
drives in Güralp compressed format (gcf). From this we extract and assess the state-of-health data
streams which are recorded by the instruments. These include mass positions to see if the sensor is
tilting, and GPS signal lock to check if the timing system is synchronising as expected. If necessary
the sensor may have to be re-levelled and the GPS equipment replaced. This check also establishes
when the sensor has been powered since the last service and so aids making a quick decision about
battery replacement.
The Güralp format data is then converted into Miniseed format for use in all the subsequent
seismic processing and analysis. The Nanometrics Taurus digitiser and datalogger store the data on
Compact Flash cards. This data must then be converted into Miniseed format using the Nanometrics
proprietary software ‘Apollo Project’. We then use the carefully documented recording parameters
for each seismometer and the sensor sensitivities to construct the meta-data files which accompany
the raw Miniseed waveforms. These files are known as dataless seed volumes, which together with
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the Miniseed (data) volume make up an IRIS seed volume. These contain the instrument response
information which is used in Chapter 5. SEIS-UK then mediate the upload of data to IRIS servers.
2.2 Network configurations
The progression of the seismic network over the past 7 years is shown in Figure 2.2 and data recovery
of complete day records in Figure 2.3. In Chapter 5, I use pairs of stations to make surface wave
observations along the great circle paths joining the sensor pairs. The evolving array over many
years therefore has provided many different station-pair ray paths and good coverage across the
rift. The northern half of the Northern Volcanic Zone was well covered from 2009 through to 2013,
with distributed deployments around Krafla and Askja central volcanoes. Excellent ray density
was then achieved across the Askja and Vatnajökull region between 2012 to 2015 as the network
was concentrated into this region. The station distribution has also allowed good assessment of
microseismicity discussed in Chapters 3 and 4. This relevant activity is shown as black dots on
Figures 2.2a-g. The data in Chapter 3 was acquired using a network of between 22 to 40 Güralp
6TD and Güralp ESPCD seismometers from January 2009 to 2012. Station density across the Askja
and Herðubreið area increased gradually through that time, with little change in network footprint
and azimuthal coverage. Network coverage during the rifting event in summer 2014 (Chapter 4) was
excellent with over 80 operational stations.
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Fig. 2.2: Network Configuration Maps for 2009. Key above for all figure panels. Subsequent years follow on
pages 24 to 26.
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Continued: Network Configuration Maps for 2009 – 2011. Key on page 23.
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Continued: Network Configuration Maps for 2011 – 2013. Key on page 23.
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Continued: Network Configuration Maps for 2014 – 2015. Key on page 23. Inset maps show additional
stations at more distant locations to add crucial surface wave observations.
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Fig. 2.3: Data availability for stations with complete day records. Stations listed alphabetically between
January 2009 to September 2011. Bar is green when complete days of data are recovered and red when day
records are either incomplete or absent.
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Continued: Data availability for stations with complete day records. Stations A-K listed alphabetically
between September 2011 to September 2015. Bar is green when complete days of data are recovered and red
when day records are either incomplete or absent.
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Continued: Data availability for stations with complete day records. Stations K-V listed alphabetically
between September 2011 to September 2015. Bar is green when complete days of data are recovered and red
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2.3 Microseismic Analysis methods
The ability to make interpretations from the microseismicity recorded in our network relies on the
generation of accurate and reliable locations of micro-earthquakes, and robust assessment of the
source mechanisms. Here I discuss methods for analysis of the microseismic data collected from our
network, which are presented in Chapters 3 and 4.
Traditional earthquake location procedures are based on the determination of discrete arrival time
picks and inversion for source location and origin time, given a defined model of seismic velocity.
The determination of the discrete arrival times for seismic phases (P and S) may be either automatic
or manually identified. The problem with traditional location algorithms is that even with accurate
manually picked phase arrival times, the methods risk presenting an error or bias to the inverted
source location if there are any outliers in the data. What follows in Sections 2.3.1 to 2.3.4 is a
description of detection and location routines and their importance in providing reliable and accurate
locations.
This problem of location bias from observational outliers is amplified with the case of automatic
phase detection. Triggered arrival picks may have been incorrectly identified, and the arrival time
picks are typically less accurate than from manual identification. In addition when there are multiple
events occurring in quick succession it is often difficult to associate the correct picks at different
stations with particular earthquakes. Conventional automatic routines which then directly invert these
arrival times for an earthquake location are very susceptible to false triggers and biased locations,
as all picks contribute to the final location. For automated earthquake detection and location, I use
the coalescence microseismic mapping (CMM) technique (Drew et al., 2013) which is distinctly
different from conventional routines. The CMM technique uses an energy migration approach
to define seismic sources as locations of maximum coalescence, and avoids the simplification of
automatic picks to discrete arrival times. Section 2.3.1 describes this first stage in the microseismicity
analysis.
Manual refinement of seismic phase arrival times for some earthquakes improves the accuracy of
the time picks, and can then allow for relocation of those selected events with an earthquake location
program. To do this I use a non-linear location program, so I first make a simple review of location
theory (Section 2.3.2) to elucidate the advantages of non-linear methods over traditional linearised
ones. This is followed by a discussion of the probabilisitic non linear location program NonLinLoc
(Lomax et al., 2000) in Section 2.3.3, which I use to reliably locate accurate earthquake hypocentres
with manually picked phase arrivals.
I then use a well established double-difference relocation algorithm (HypoDD) (Waldhauser and
Ellsworth, 2000) (Section 2.3.4) to relatively relocate micro-earthquakes within a cluster to a very
high precision between each other. The results achieved through these three stages of the analysis
are illustrated in Figure 2.4.
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Fig. 2.4: Demonstration of earthquake location methods for two earthquake swarms in the Herðubreið area,
to the north-east of Askja volcano. Swarm A (a-b) contains 55 events and Swarm B (c-d) contains 180 events.
Progressive improvement in earthquake location accuracy is achieved from automatic CMM locations (yellow)
through to manually refined NonLinLoc locations (red) and finally relative relocations with HypoDD (blue).
(a) and (c) show map view. (b) and (d) show a longitude-depth section.
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2.3.1 Coalescence Microseismic Mapping
Automated detection and location of seismic events in our passive seismic data set is achieved using
the coalescence microseismic mapping (CMM) technique (Drew et al., 2013). The CMM computer
program uses the continuous waveforms across the network to both detect and locate earthquakes
automatically in one process. Earthquakes are located within a predefined velocity structure. An
important first step is to define a 3D cartesian grid, and calculate a look-up table of the forward
modelled P and S wave travel times between each receiver and every node within the grid. The look
up tables can be calculated using velocity structures of any complexity. I use a 1D gradient velocity
model (see Section 2.4).
The principle basis of CMM is to locate earthquakes by representing seismic phase arrivals at
multiple stations as a simplified Gaussian pulse, and mapping these signals back into the subsurface
to identify a potential origin of a seismic event. The first step in this procedure is to scan the
continuous seismic record at each receiver to determine a scalar signal representing seismic phase
arrivals. To do this the data is demeaned and filtered and an onset function is then generated
by calculating the ratio between the average amplitude in a short term window and a long term
window sliding along the seismic trace. This is known as the short-term-average/long-term-average
(STA/LTA) onset function (see Figure 2.5). The short term window looks forward in time and the
long term window looks backward relative to the reference ‘sample’ time. The user defined short
term window is designed to be one or two periods of the dominant frequency for the target seismic
events. This ensures the window captures the initial phase arrival energy. The length of the long
term window is not a sensitive parameter, but should be more than twice the short term window in
order to approximate the preceding noise level.
Onset 
function
Continuous
trace
Time (seconds)
Fig. 2.5: Example of STA/LTA onset function calculation (reproduced from Drew et al. (2013)). (a) An
example continuous seismic record. (b) STA/LTA trace showing peaks where arrivals occur. Red lines are
Gaussian curves with uncertainties σD fitted to the arrival pulse. These Gaussian envelopes are fit whenever
the onset function (solid blue line) exceeds the threshold (broken black line) defined by the user.
Peaks in this continuous onset function can be used to approximate the arrival of a seismic signal.
Whenever the onset function exceeds a user defined threshold value, a Gaussian envelope function is
fit to the peak. The width of the Gaussian function relates to the error of the phase arrival time pick.
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Using the travel-time look-up table, the Gaussian functions generated at all stations in the network
are migrated back through time into positions in the subsurface grid. The back-migration uses the
P-wave look-up table for the vertical component, and the S-wave look-up table for the horizontal
components. At every time step a coalescence function is calculated, which essentially sums the
Gaussian energy peaks in space. If the Gaussian envelope functions all coincide or coalesce at a
particular point in space and time, a seismic event is defined (Figure 2.6c).
Computational efficiency is achieved using a multiresolution search. The initial coalescence
calculation for all Gaussian arrival functions is performed using a decimated search grid. Only if the
coalescence function achieves a minimum coalescence threshold, does the event get located using the
finely defined grid (in both space and time). The starting coalescence search on the decimated grid
is very fast and this is an important functionality of the procedure as a robust detection technique.
It means that the detection or rejection of a seismic event is determined on whether the Gaussian
peaks are determined to have originated from a coherent location, rather than an arbitrarily defined
requirement to observe signals on a certain number of receivers. Both P and S wave migrations are
performed, and so this will favour the detection of events producing both P and S wave signals as
expected for earthquakes.
Fig. 2.6: Coalescence to determine earthquake hypocentres. The coalescence function at a series of time
steps are shown in frames (a) to (c), during the back-migration of the Gaussian onset functions through the
subsurface. Red represents high coalescence values and low values are in blue. Receivers are red triangles.
The maximum coalescence value defines an earthquake hypocentre at the origin time in frame (c). (a) is 0.6
seconds before and (b) is 0.3 seconds before the origin time. Circles of Gaussian energy can be seen moving
out from the receivers in (a) to (b), and then intersecting in frame (c).
Our software runs at about 4 times real time speed using a moderate speed single core processor.
Therefore, using a parallel processing computing cluster, many years of continuous data can be
processed on timescales of hours to days.
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2.3.2 Earthquake location theory
Having identified and located the source of seismic events I typically refine the arrival times for the
largest or more interesting earthquakes by manual inspection. The resulting arrival time picks are
then accurate to 2-3 samples (20-30 ms), and can be used to generate more accurate and reliable
hypocentre locations. Here I review earthquake location theory in order to discuss the advantages
which non-linear methods provide for generating robust source location.
Point source earthquake location is defined by an origin time, t, and hypocentral location, x,y,z.
The data used to constrain these are a set of observations of seismic phase arrival times, tobsi . In
traditional earthquake location theory, the predicted arrival times of seismic phases, tPi , are forward
modelled from a set of model location parameters, (m(t,x,y,z)) and compared to the observed arrival
times, tobsi . For this an a priori velocity structure is assumed with which to calculate the forward
travel times. Where Fi is the forward model operator, we then seek to minimise a misfit (such as L1
or L2 norm) between observed and predicted travel times, such that:
tobsi − tPi = tobsi −Fi[m(t,x,y,z)]≈ 0 (2.1)
The forward model is calculated by integrating the slowness (u = 1/velocity) along the ray path.
tPi = torigin+
∫ receiver
source
u(x)dx (2.2)
If this calculation had to be repeated multiple times it could be a slow step in the location process.
However for 1D velocity models it is possible to create a look-up table of pre-calculated travel times
and swiftly perform the forward model by reading travel times from this look-up table during the
location process.
To obtain the optimum location model parameters (x,y,z, t), one could conduct a grid search
across all possible model parameters, and evaluate the misfit between observed (tobsi ) and predicted
(tPi ) arrival times. In this approach the misfit might be assessed with either an L1 (Equation 2.3) or
L2/least-squares norm (Equation 2.4) to define the best fit hypocentre and origin time.
ε =
n
∑
i=1
|tobsi − tPi | (2.3)
ε =
n
∑
i=1
[tobsi − tPi ]2 (2.4)
Due to the well understood Gaussian statistics least squares is most commonly used. The error
ellipse can then be contoured for the 95% confidence limit using the χ2 test for the residuals in
the region surrounding the best fit hypocentre. However, both misfit norms, and particularly least-
squares are sensitive to outliers in the data. The final location minimises the combined misfit of all
observations, and so as these residual terms are squared, a single outlier can have a large bias effect
on the minimum misfit location.
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In addition, an exhaustive search of the model parameters is often too computationally demanding
for rapid earthquake location, and this has especially been the case historically when computing
processors were slower. The alternative is to use an iterative inversion scheme. This involves trialling
an initial set of model parameters and assessing a misfit of some type. The gradient of the residuals
with respect to the model parameters can be used to obtain an update to the model which reduces
the overall misfit. The complication for earthquake location inversion is that there is a non-linear
dependence of travel times on the location parameters, and as a result it is not possible to easily
calculate the derivative of travel times with respect to the model parameters.
The non-linearity arises because any change in the spatial parameters of the location model
(x,y,z) changes the ray path over which the slowness is integrated to calculate travel time (Equation
2.2). This is apparent even in the most simple case of straight ray paths in a homogenous velocity
medium.
tobs = u[(xobs− x)2+(yobs− y)2+(zobs− z)2]
1
2 + torigin (2.5)
In Equation 2.5, while a change in torigin causes a linear change in tobs, any change in location (x,y,z)
causes a non-linear change in tobs. As a result there is no simple analytical solution to define the
gradient of the residuals and to find the modification to the best fit model in one step.
Traditional Linearized Location
The nature of the problem is such that there will always be a non-linearity to the change in the forward
model with respect to a model perturbation, but one solution is to make a linear approximation
for the gradient of the residuals with respect to the model. This simplification assumes that the
initial guess for the model parameters is not far from the best solution and that the incremental
updates from the linear approximation will take model parameters towards a global minimum. This
procedure is linearised iterative inversion scheme. The update to the location model m = m(x,y,z, t)
can be written as
m2(t2,x2,y2,z2) = m1(t1,x1,y1,z1)+∆m1(t1,x1,y1,z1) (2.6)
or
m2 = m1+∆m1 (2.7)
and results in a new predicted time
tPi (m2) = t
P
i (m1+∆m1) (2.8)
The standard technique of Geiger (1912) is to linearise the update, by using the first term of the
Taylor series expansion to give
tPi (t2,x2,y2,z2) = t
P
i (t1,x1,y1,z1)+
∂ tPi
∂m j
∆m j (2.9)
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tPi (t2,x2,y2,z2) = t
P
i (t1,x1,y1,z1)+∆t
∂ tPi
∂ t
+∆x
∂ tPi
∂x
+∆y
∂ tPi
∂y
+∆z
∂ tPi
∂ z
(2.10)
This formulation for the change in travel time is now linear with respect to the correction to apply to
each of the location model parameters. The residuals at the new locations are
ri(m2) = tobsi − tPi (t2,x2,y2,z2) = tobsi − tPi (t1,x1,y1,z1)−
∂ tPi
∂m j
∆m j (2.11)
Rearranging Equation 2.11 to minimise ri(m2) to zero we obtain the relation in which we seek ∆m
such that
ri(m1) =
∂ tPi
∂m j
∆m j (2.12)
This can be placed in matrix form r(m1) = G∆m for all seismic phase observations (tobsi ) available.
r1(m1)
r2(m1)
..
..
rn(m1)

=

∂ tP1
∂ t
∂ tP1
∂x
∂ tP1
∂y
∂ tP1
∂ z
∂ tP2
∂ t
∂ tP2
∂x
∂ tP2
∂y
∂ tP2
∂ z
.. .. .. ..
.. .. .. ..
∂ tPn
∂ t
∂ tPn
∂x
∂ tPn
∂y
∂ tPn
∂ z


∆t
∆x
∆y
∆z
 (2.13)
The matrix represents a set of linear equations with 4 unknowns, the model parameter corrections
∆t,∆x,∆y,∆z. There is one linear equation for each phase observation, so the problem is nearly
always over constrained. The best solution to Equation 2.13 is obtained by standard least squares
techniques. The trial location model parameters are then updated with ∆t,∆x,∆y,∆z and the new
solution is used as the trial model for the next iteration. The process is repeated until the iterations
converge on a solution where the model correction is sufficiently small. This procedure is known as
the Geiger location method (Geiger, 1912) and commonly converges rapidly unless the first guess is
far away from the mathematically best solution. It is therefore ideal for rapid earthquake location and
has been extensively used over the last century in widely used programs such as HYPOINVERSE
(Klein, 1978) (Klein, 2002) and fastHYPO (Herrmann, 1979). However because the technique
converges towards a solution from the initial model there is a possibility that the iteration scheme can
get stuck in a local minimum, rather than a global best fit solution. In addition the traditional least
squares misfits introduce problems because outliers significantly bias the solution. It is primarily for
this reason that I utilise non linear search methods for earthquake location.
Non Linear Location and direct searches
The concept of a direct search was alluded to earlier where we could conduct a grid search of
all location model parameters to seek a minimum misfit between the observed arrival times (tobsi )
and arrival times predicted with Geiger’s Equation 2.1 (tPi ). Compared to iterative schemes such
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as Geiger (1912) and Thurber (1985), direct searches are much slower, but have the advantage
that they can identify multiple possible solutions. Direct searches are non-linear because no linear
approximation is made to calculate partial derivatives for an update to model parameters. Instead the
forward model is calculated for a series of trial location model parameters and the misfit evaluated
each time.
Direct searches can be used to resolve simple misfit functions, or more complex likelihood
functions (Lomax et al., 2000). The searches over model parameter space can be exhaustive grid
searches or may use sequential search techniques to optimise how the model space is sampled.
Many different algorithms have been developed, such as random walks (Metropolis-Gibbs), fast
neighbourhood algorithms (Sambridge and Kennett, 2001), simulated annealing (Kirkpatrick et al.,
1983) or nested grids (Sambridge and Kennett, 1986). Some searches have been developed to evolve
rapidly towards a global solution, while others such as deterministic searches or importance grid
sampling allow an estimate of the complete location probability density function (PDF). I use the
Oct-Tree sampling method (in program NonLinLoc) which is an importance sampling scheme and
allows dense sampling of areas in the model with high probability.
2.3.3 Probabilistic Non Linear Location - NonLinLoc
NonLinLoc is a program for non-linear earthquake location produced by Lomax et al. (2000). It
follows a probabilistic inversion formulation of Tarantola (1987), by using probability density
functions to represent values of both data and model parameters. By assuming that arrival time
probabilities and errors in the forward model have Gaussian uncertainties Tarantola and Valette
(1982) showed that it is possible to sum these probabilities over all the data to construct a posterior
probability density function (PDF). This represents the complete probabilistic solution to the location
problem including uncertainties. The maximum likelihood point of the complete non-linear location
PDF is selected as the ‘optimal’ hypocentre. The PDF can then be visualised as scatter plot of x,y,z
locations of samples in the PDF with a non-zero probability (Figure 2.7).
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Fig. 2.7: Posterior Probability Density Function (PDF) of earthquake location represented as a scatter plot in
XY (a), XZ (b) and YZ (c) sections. Each red dot is a spatial sample of the PDF with non-zero probability.
The maximum likelihood hypocentre is shown as a blue star and the PDF can have an irregular shape.
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Within the probability framework, the misfit can be evaluated with either a typical L2/least-
squares likelihood function (Equation 2.14 (Tarantola and Valette, 1982)), or Equal Differential Time
(EDT) likelihood function (Equation 2.15) (Font et al., 2004). The shortcoming of least squares is
the same here as in linear location methods. Because of the sum over many squared residuals occurs
within the exponential for the PDF function, a single outlier can have a large impact on the misfit
and the PDF.
Least squares likelihood function:
PDF(x, t0) ∝ k exp
(
−1
2
n
∑
i
[tobsi (x)− tPi (x)]2
σ2i
)
(2.14)
where σi=error for observation i, and k=normalisation factor
The Equal Differential Time (EDT) likelihood function on the other hand is less sensitive to
outliers. Rather than comparing the observed with predicted arrival times, the function compares
the differential travel times between all pairs of stations. By using a differential, the EDT misfit is
independent of origin time, so the inversion contains only the three spatial parameters (x=x,y,z). The
origin time is calculated as a final step given the maximum likelihood hypocentre.
Equal Differential Time likelihood function:
PDF(x, t0) ∝ k
 ∑
obsa,obsa
1√
σ2a +σ2b
exp
(
−{[t
obs
a (x)− tobsb (x)]− [tPa (x)− tPb (x)]}2
σ2a +σ2b
)N (2.15)
where a and b are the observations at two stations. The sum is made over all possible arrival pairs.
The principle of the method can be illustrated with the idealised map view schematic in Figure
2.8a. It represents the Equal Differential Time surface for one pair of stations. After an earthquake,
phase arrivals are observed at the two stations, with a differential in arrival time of 0.5 seconds in the
example in Figure 2.8. At a range of spatial points, the differential in predicted travel time to these
same stations will be the same, and at these points the likelihood function evaluates to one. This
range of points is defined by the blue hyperboloid in Figure 2.8. This represents possible source
locations given the differential travel time for one pair of observations. In 3D this is a curved surface
(Figure 2.8b), and is then in practice expanded into a wider band (Figure 2.8c) to take into account
observational uncertainties in real data. The EDT likelihood function will be close to one at points
close to the exact surface, and how rapidly it drops towards zero is defined in part by the user defined
observational uncertainties. The likelihood function then sums over all station pairs, which is all
of these EDT surfaces. Searching for the grid node with the greatest number of intersecting EDT
surfaces and the highest probability defines the maximum likelihood hypocentre.
The significant advantage of this method is that the likelihood function is relatively insensitive
to observational outliers, and therefore a single observational mispick does not bias the overall
hypocentral location. This is because the function makes the sum over all the observational pairs
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Fig. 2.8: Schematic of the Equal Differential Time (EDT) likelihood function, reproduced from Font et al.
(2004). The EDT formulation is an extension of the method of hyperbolae. The blue line or band represents
the EDT surface for one pair of stations with a 0.5 s differential arrival time (discussed in text).
outside the exponential. The exponential is of the form e−x2 , so any outlying observations (producing
a large arrival time differential residual) will evaluate to zero probability and thus not bias the final
solution. To visualise it differently, the hyperbolae for differential pairs involving an outlying
observation will not overlap and sum near the maximum in the location PDF. Outliers will therefore
not bias the maximum likelihood location.
To implement the program an arrival time error is assigned a priori based on the pick weights
assigned during the manual picking process. A typical weight to error mapping is displayed in Table
2.1. It is easy to modify these errors to represent the greater uncertainty that would come with using
automatic picks. The forward model to calculate tPi is run once for all grid nodes to receivers using
the Eikonal finite-difference scheme of Podvin and Lecomte (1991). The travel times are stored in
look-up tables on disk, which can be quickly read during the search stage of earthquake location.
NonLinLoc systematically evaluates the posterior probability density function across a 3D spatial
grid using one of three sampling methods; nested grid search, Metropolis-Gibbs random walk, or
Oct-Tree directed importance sampling. I use the EDT misfit function along with the Oct-Tree
sampling method to sample the spatial model. This importance sampling method initially samples
the PDF on a coarse grid of spatial locations, and then recursively divides and sub samples ever
smaller cells. Cells with the highest probability are further recursively subsampled. The method
serves to heavily sample the area where the location probability is high, and avoids sampling areas of
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Table 2.1: Error to pick-weight mapping. A typical scheme for mapping pick-weight to arrival time error.
This can be modified easily for different inputs arrival time data.
Manually assigned pick-weight Arrival time error (s)
0 0.01
1 0.03
2 0.05
3 0.1
4 9999.99
low importance. The search method is efficient, but will still allow the resolution of multiple solution
possibilities in the PDF. The amount of sampling is a trade-off between computational efficiency and
precision of the PDF. I halt the Oct-Tree sampling when the minimum cell size becomes less than
0.1 km, or when the maximum number of cells exceeds 200000. Generating hypocentral locations
with these methods results in spatial errors from the PDF which are typically on the order of 1 km
for earthquakes located within the network (Figure 2.7).
2.3.4 Relative relocation - HypoDD
Further to absolute location methods, relative relocation techniques can be used to markedly sharpen
spatial features of earthquake clusters (red to blue on Figure 2.4). Relative errors in the hypocentral
locations are reduced to typically 20–50 m, though their location should still be considered with
reference to an absolute centroid location. The double difference relocation method (Waldhauser
and Ellsworth, 2000) minimizes the effects that errors in the velocity structure can have on precise
hypocentral locations within a cluster. It works on the premise that for two close micro-earthquakes
the ray path between the source and receiver is similar. Rays from the two events to the same
receiver travel through the same velocity heterogeneities (such as the yellow anomaly in Figure 2.9)
and experience similar travel time deviations. Therefore much of the discrepancy in travel time
compared to the 1D modelled travel time is common to both rays, and the difference in travel times
for that pair of events can then be attributed to their hypocentral separation with high accuracy.
The HypoDD algorithm builds up many linked pairs of events within a cluster and iteratively
adjusts the vector separation relative to a cluster centroid so as to minimize the difference (or
residual) between observed and predicted travel time differences. This is the double-difference from
the name. An example adjustment for a single pair of earthquakes is demonstrated in the simplified
example of Figure 2.9. The layered velocity model required by the program is generated by an
approximation to the gradient model used in CMM or NonLinLoc. This process tightens hypocentral
locations and brings fault lineations into focus.
Because the double-difference approximation is based on closely spaced earthquakes, the events
are clustered into networks of event pairs with differential travel time observations. For earthquake
clusters in the Herðubreið region, north-east of Askja, the clustering parameters I use are defined
in Table 2.2. This step is carefully assessed to maximise the linkage of pairs within the network.
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Receiver A
V1
V3V2
V4 event i event j
Receiver B
itB≈jtBitA<jtA
Fig. 2.9: Schematic of double difference earthquake location techniques, modified and updated from Castel-
lanos and Van der Baan (2013). The travel time of event i to receiver A is less than the travel time of event j to
receiver A. The travel time for both events i and j to receiver B is the same. The location of event j relative to
event i can then be updated based on that difference in travel time.
A series of checks are then performed on the catalogue of connected pairs of events to remove
weakly linked events, before the differential travel time data is used to iteratively update the vector
separation of all pairs. I typically perform 14 iterations, with a progressive increase in the damping
to decrease the magnitude of model updates.
The resultant locations of earthquake swarms typically brings tectonic features into focus. This
is clear in Figure 2.4 where the diffuse cloud of events collapse onto sharp north-east to south-
west trending lineations. In Figure 2.4c multiple faults with a separation of 300 metres can be
distinguished with the precise hypocentral locations.
Table 2.2: Event neighbour clustering for double-difference relocations
Clustering parameter Value
Maximum event separation 3 km
Maximum event to station distance 100 km
Minimum phase weighting 0
Maximum number of neighbours per event 20
Minimum number of links required to define neighbour 6
Minimum number of links per pair saved 6
Maximum number of links per pair saved 20
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2.4 Velocity models
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Fig. 2.10: Vp/Vs ratio can be determined from manually picked arrivals with Wadati diagrams (a). (b)
Histogram of Vp/Vs ratio from events constrained with the Wadati method (Wadati, 1933). (c) Velocity
models for P (solid line) and S (dashed line) waves at Askja (green) and Vatnajökull (blue).
All earthquake locations are dependent on the a priori velocity model assumed for the forward
model calculation. I use a 1D gradient velocity model derived from refraction experiments which
have constrained 1D crustal velocities. For earthquakes in the Askja region I use a velocity model
(Key et al., 2011a) derived from the RRISP experiment and unpublished local seismic experiments
near the volcano. For seismicity beneath Vatnajökull the velocity model derived from the ICEMELT
refraction experiment (Darbyshire et al., 1998) is used. Wadati plots (Wadati, 1933) are used to
define a constant Vp/Vs ratio. This is 1.78 beneath Vatnajökull and 1.74 in the Herðubreið area.
2.5 Fault plane solutions
Microseismic source mechanisms are determined using first motion polarity double-couple fault
plane solutions. The forward modelled rays from the maximum likelihood absolute earthquake
location define ray takeoff angles on the focal sphere. Manually picked first motion P-wave polarities
are then used to constrain the fault plane solution using the program FPFIT (Reasenberg and
Oppenheimer, 1985). The problem is a computationally simple one, so a grid search of parameters
strike,dip,rake is performed and the observed arrivals are compared to the first motion polarity
quadrants. The misfit is based on a sum of the polarity discrepancies weighted by the theoretical P
wave radiation pattern. The reason is because the theoretical P wave amplitude is greatest in the
centre of quadrants and zero on the nodal planes, a discrepant observation should have lower weight
when close to the nodal plane. The best solution will therefore avoid discrepant observations in the
centre of the polarity quadrants. A weighting is also applied to take account of confidence in the
polarity observation.
The moment tensor inversion scheme of Pugh (2015) is also used to determine the full moment
tensor solution for some earthquakes. Using the same polarity data (and optional amplitude ratios),
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this program samples the full moment tensor space. However, for all the seismicity presented in this
dissertation the sampling of the moment tensor space shows no evidence of a volumetric component.
The sources are entirely double-couple, so for this the fault plane solution inversion scheme FPFIT
(Reasenberg and Oppenheimer, 1985) is quite sufficient for constraining the source mechanism.
2.6 Synthetic location testing
The earthquake location problem is non-trivial, and the final model location will never obtain a
perfect fit due to the complexity of the real world problem. This is evident in the arrival time
residuals, which are never zero. Even for the maximum likelihood source model, station residuals
are typically 0.05–0.1 seconds for a well constrained event. This misfit is the result of numerous and
complex errors which feed into the problem.
Firstly seismic phase arrival times may be mis-identified so the solution may be attempting to fit
data which is not accurate, to a greater or lesser extent. Many newer programs (such as NonLinLoc)
do attempt to take account of this by parameterising the error in the observations, but these errors
are applied a priori so involve a degree of subjectivity.
Secondly the velocity structure of the earth is assumed a priori to be a laterally homogenous
1D structure, which is undoubtedly not true for the crust (particularly in a volcanic region). These
heterogeneities cause inaccuracies in the forward calculated travel times which are then compared
with observed phase arrivals. One approach to this can be to invert simultaneously for both a 3D
velocity structure and earthquake location with the aim to find a best fit for both. However, in order
to do this successfully the tomographic problem needs to be spatially well constrained. This means
a good distribution of earthquake sources and receivers to illuminate the model in all directions,
otherwise this approach just adds more parameters to fit to an already complex problem of earthquake
location. Earthquakes can be located within a 3D structure but the risk with this strategy is that
it introduces further unknown errors into the final location if a complex and poorly constrained
velocity model were used. Maintaining a simple approach with a 1D velocity structure has the merit
of reducing the number of sources of unknown bias in a final location. Modelled travel times through
this 1D structure will then be imperfect and so will contribute to an error in the location.
In addition, a significant source of location bias can come from the source-station distribution.
The network coverage may then result in systematic limitations in what location accuracy can be
achieved in different regions of a study area. If earthquakes occur on the margin of a network then
there will be a wide azimuthal gap in observations. Without observations constraining the epicentral
position from all directions, the possible locations with low misfit become laterally smeared towards
or away from the observational gap. Similarly, for earthquake sources with no nearby stations the
depth can typically vary considerably with a minor effect on misfit, and as such the depth resolution
is controlled by the proximity of receivers overhead.
A general way to assess the effect of all these errors is to use synthetic location testing. By doing
this it is possible to understand the magnitudes of possible errors and where they will be significant.
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2.6.1 Synthetic methodology
Synthetic location testing involves assessing the ability of a location procedure to correctly recover
synthetic earthquakes from a series of known locations. I use the finite difference travel time
calculation (Podvin and Lecomte, 1991) in NonLinLoc to calculate synthetic travel times for an
earthquake at a prescribed location to all receivers in the network. I do this for 100 identical
earthquakes generated at this location and each time apply a random error to perturb the travel
time. The defined error value is the variance of a normal distribution from which a random error is
sampled. For each site I also define a probability that a station is active and that the synthetic arrival
times are generated. This probability at each station is defined from the frequency of seismic phase
arrivals being successfully picked from the real data at that site.
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Fig. 2.11: Locations of synthetic earthquake clusters in map view (a) and cross section (b). 100 synthetic
sources are generated at each cluster (red circles) and the travel times forward modelled to stations shown as
blue triangles. Random errors are applied to the calculated travel times (discussed in text). In the background
the fissure swarms are in beige, and mapped fractures and fissures (Hjartardóttir et al., 2009; Hjartardóttir and
Einarsson, 2012) marked as black lines.
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The errors which are applied during the generation of these synthetic travel times are chosen to
attempt to represent both errors in identifying phase arrival times correctly, and errors in the forward
model calculation related to velocity model. An error of 0.1 seconds for the P wave and 0.2 seconds
for the S wave is applied to the calculated travel times. Errors of 0.05 seconds for P waves and 0.15
seconds for S waves are used as the reported a priori error on the observations. This reflects the
errors assigned to my confidence in arrival time picks in the real data. The synthetically generated
travel times with reported errors are then located with NonLinLoc using the same method as applied
to the real data.
This procedure is conducted for clusters of earthquakes across a systematic range of locations, to
assess error across the network. The cluster locations used for a particular test in the Herðubreið
region, north-east of Askja volcano, are shown in Figure 2.11. Conducting a synthetic test also
allows the tuning of error parameters within NonLinLoc. A useful feature of this program is the
ability to apply an additional travel time dependent error to each ray path. An error gradient defines
an additional assumed error in the time pick for every second of travel time (Figure 2.12). This acts
as a distance weighting to allow the user to prioritise certain stations near the source. The selected
values of the gradient and minimum and maximum error are dependent on the station configuration
in the area local to the source and how much importance the user wishes to place on these. I use
the synthetic testing to select good values for these parameters by ensuring that the relocation can
successfully recover the original earthquake location in the area of interest.
Maximum error
Minimum error
gradient of error increase
Travel time (seconds)
Error on travel 
time (seconds)
Fig. 2.12: Distance weighting scheme for NonLinLoc, referred to in the text.
Figure 2.13 presents the recovered earthquake locations for this test in the Herðubreið region.
I apply a gentle distance weighting with no initial minimum, a gradient of 0.03 seconds error for
every second of travel time, and a maximum error of 1.5 seconds.
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2.6.2 Location recovery
The implications of this synthetic testing example is that the seismicity within the upper crust is well
recovered around the Herðubreið area (Figure 2.13). The network footprint is sufficiently extensive
to constrain epicentral locations of all the cluster locations, as two additional stations to the north
east of the figure boundary provide good azimuthal coverage.
A small scatter is seen in locations of the 100 earthquakes within each cluster (blue circles, Figure
2.13). This represents the result of the applied errors in travel time calculation which approximate
the effect of imperfectly known velocity structure. A minor systematic bias in the locations is seen
to the north eastern end of section C-D. This is a result of the network geometry as there are fewer
stations to the north and east, which means that the program drags the locations shallower and
towards the bulk of the stations in the array. Across most of the region the recovered locations of
the earthquake clusters are very similar to the starting locations. Deviations are greatest in the very
shallow crust (< 4 km depth), though even here the magnitude of depth error is less than 1 km.
Earthquake epicentres are recovered very successfully.
Errors used in the calculation of these synthetic events were chosen to be greater than typical near
station residuals, but still within appropriate bounds. The purpose of this was to try and reasonably
approximate the multiple errors which feed into the real world problem. Having applied this and
observed the degree of error in recovered locations I conclude that location errors for seismicity in
this area are accurate to at least 1 km. Synthetic tests of this kind are important to place confidence
behind the interpretations that are made using the hypocentral locations of real events, as in Chapters
3 and 4.
2.6 Synthetic location testing 47
−17.0˚ −16.5˚ −16.0˚
65.0˚
65.2˚
A
B
C
D
(a)
(b)
(c)
0 10
km
0
2
4
6
8
10
12
14
D
ep
th
 (k
m)
0 5 10 15 20 25
Distance along line A−B (km)
A B
0
2
4
6
8
10
12
14
D
ep
th
 (k
m)
0 5 10 15 20 25
Distance along line C−D (km)
C D
Fig. 2.13: Relocation results of synthetic earthquake clusters. Each cluster contains 100 earthquakes for
which synthetic travel times were calculated. The greatest likelihood hypocentres from the location of these
arrival times with NonLinLoc are shown as blue circles. The scattered green specks represent the location
probability density function for one of these hundred earthquakes in each cluster. Red crosses mark the
original location of the synthetically generated earthquakes. Background as in Figure 2.11.

Chapter 3
Transform motion accommodated by
bookshelf faulting
The Northern Volcanic Zone, the rift zone in the north-east of Iceland, is segmented into a series
of volcanic systems. These are the individual spreading centres of the Mid Oceanic Ridge system.
During the inter-rift phase no brittle extensional faulting occurs, and the spreading centres themselves
are relatively aseismic in the upper crust (Figure 1.9). Any seismic activity which does occur at the
spreading centres is concentrated at specific volcanic edifices where hydrothermal processes are
responsible for earthquake generation. This is the case at the highly active Leirhnjúkar geothermal
field in Krafla, and the Öskjuvatn geothermal area in the south-east of Askja caldera.
However substantial earthquake activity does occur in the rift zone outside the individual
spreading centres. In particular, focussed and intense microseismicity is observed in a relay zone
between the en echelon stepping Askja and Kverkfjöll spreading centres, highlighting a deforming
zone between the two (Figure 1.10 - page 14). This area near Mt Herðubreið, to the north-east of
Askja central volcano, has been persistently active since the 1970’s when monitoring nearby began
(Einarsson, 1991; Einarsson and Saemundsson, 1987) (Figure 3.1). The activity is curious because it
is located outside the volcanic rift systems where spreading has occurred.
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Fig. 3.1: Earthquake frequency in the Herðubreið area. (a) shows a long time series of events located by the
national seismic network of the Icelandic Meteorological Office (IMO). (b) shows the increased number of
events detected using a local seismometer array. Key swarms are outlined in blue.
50 Transform motion accommodated by bookshelf faulting
I have used seismic data collected from a local seismometer array to analyse the microseismicity
in this region between 2009–2012. Over the 4 year, period station density within the network
increased gradually from 20 to 44 Güralp seismometers, though the network footprint and azimuthal
coverage changed little. Figure 3.2 displays the network configuration as it was for the winter of
2011–2012.
Automatic (Figure 3.2) and then manually refined earthquake locations (Figure 3.5) reveal the
pattern of this seismicity. I detect and locate over 10,500 earthquakes during the four year period,
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Fig. 3.2: Automated microseismic event location shows intense activity between volcanic rift segments.
(a) Map of the southern end of the Northern Volcanic Zone (see inset for location), with topography in grey,
permanent ice caps in blue-white, rivers and lakes in blue, tectonic fractures in black lines and active fissure
swarms of the volcanic rift systems overlain in beige (Einarsson and Saemundsson, 1987). WNW oriented
fractures (Hjartardóttir, 2013; Hjartardóttir et al., 2009; Hjartardóttir and Einarsson, 2012) are red lines. Black
triangles are seismic stations displaying the network configuration as it was for the winter of 2011–2012.
Coloured circles show automatic hypocentral locations of micro-earthquakes (Mw 0.5–3.0) at depths <10 km
below sea level (BSL). Events are coloured by date (see colour scale bar). (b) Depth cross section of 2974
hypocentral locations projected from within 15 km onto profile A–B.
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with a maximum magnitude of ~Ml 2.5. These micro-earthquakes are spatially and temporally
clustered as lineated swarms, lasting from one week to one month. In cross section, the seismicity
shows an abrupt boundary at 6–7 km depth (Figure 3.2b). I interpret this as marking the brittle-ductile
transition of the crust, above which all the brittle faulting occurs. Below this the crust deforms
plastically and does not produce microseismicity.
The tightly lineated swarms clearly delineate faults, so I define fault trends by fitting a linear
least squares regression to the trend of micro-earthquake epicentres. I use a bisquare weighting
function to reduce the effect of outlying events on the best fit trend. An error in the fault trends is
quantified as twice the standard error of the gradient from the regression function. The epicentral
trends of the swarms define NE-SW striking faults between 2–6 km depth (Table 3.1).
To confirm fracture mechanisms on these faults the focal mechanisms of the seismic events
must be determined. Seismic data collected from the local seismometer array for this study has
excellent signal-to-noise ratio. and yielded 214 first motion polarity fault plane solutions which are
constrained well by observations distributed across the focal sphere (Figure 3.3). The solutions are
remarkably consistent (Figure 3.4), with robust left-lateral strike-slip mechanisms and a tight spread
of fault planes (Figures 3.4 and 3.5).
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Fig. 3.3: A typical strike-slip event; clear arrivals and a well constrained focal mechanism (a) Best fit
fault plane solution on a lower hemisphere stereographic equal area projection. Nodal planes are labelled
‘strike,dip,rake’. Station positions on the focal sphere are plotted as blue circles or red crosses, with the
size indicating the relative weight of each pick. Principle strain axes are marked by P and T. (b) Vertical
component waveforms, bandpass filtered between 2-16 Hz. Red waveforms are compressional arrivals, blue
are dilatational. Waveforms have been trace-normalised to the same size. Relative differences between real
seismogram amplitudes are shown by the different sizes of the rectangles to the left of each trace, with the
highest amplitude arrival from MYVO.
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Table 3.1: Fault epicentral trends and fault-plane-solution strikes
Fault number (panel
on Figure 3.5)
Fault trend from epi-
central fit
Fault trend from focal
mechanism fault planes
1 (c) 44.5±3° 039±7°
2 (d) 40.6±2° 042±3°
3 (e) 47.9±3° 045±3°
4 (f) 39.2±2° 038±6°
5 (g) 44.6±4° 039±9°
6 (h) 31.9±2° 037±5°
Figure 3.5 shows accurate relocations and focal mechanism data for manually inspected events.
The faults vary in trend, but for each individual fault, the epicentral trend matches within error the
independently constrained average of fault plane solutions of that swarm (Table 3.1). This can be
seen convincingly on Figures 3.5c-h. There is a clear match between the focal mechanism inferred
fault-plane strikes in the rose diagram, and the black tick representing the epicentral fault trend. This
tight match allows the inference that the NE-SW nodal planes represent the fault plane. It is also in
itself a remarkable result to independently constrain identical fault plane strikes, and provides the
concrete interpretation of these as left-lateral strike-slip faults.
The sub-parallel faults trend at approximately 040°–045° and are oblique to the surface fractures
and extensional fissures in the segments on either side, which trend at an average of 025°(Hjartardóttir,
2013; Hjartardóttir et al., 2009; Hjartardóttir and Einarsson, 2012) (Figure 3.5a rose diagrams).
These surface features within the rift zones are occasionally normal fault scarps, but are usually
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Fig. 3.4: Consistency of fault plane solutions for swarms of earthquakes on each fault. Upper panel displays
T axes from focal mechanisms on a polar stereographic projection. Each earthquake swarm is coloured
correspondingly with the same faults in Figure 3.2. The tight clustering of the T axes demonstrates the
consistency of the solutions. Lower panel shows all fault planes in each swarm on lower hemisphere
stereographic equal area projections.
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generated by extensional fissuring above intruded dykes. The entire region has been resurfaced by
extensive post-glacial lava flows, many of which are younger than 4,500 years (Sigvaldason G. E.
and Nilsson, 1992). Since this resurfacing, on-going dyke intrusion and extension in the rift zones
has frequently caused surface failure (Figure 3.2), whereas the strike-slip faults in the relay zone
have not caused any discernible surface fracturing.
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Fig. 3.5: Sub-parallel array of left-lateral strike-slip faults in the Askja-Kverkfjöll relay zone (a) Relocated
micro-earthquake swarms which delineate left-lateral strike-slip faults (black lines). Rose diagrams display
surface fracture data. Black fault plane solutions display three thrust micro-earthquakes. Background as in
Figure 3.2. Red box on Figure 3.2 shows location. Earthquake picks on the easternmost swarm are from
Martens and White (2013). (b) Depth cross section of hypocentres projected onto profile A–B. (c)-(h). Fault
statistics boxes. Rose diagrams compare the tight spread of strikes of fault plane solutions in each swarm
(coloured sectors) with the epicentral trend (black external line). Error range is for 2 standard errors (95%
confidence interval). The coloured average fault plane solution (strike/dip/rake) corresponds to the relevant
fault. n = number of events.
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3.1 Discussion
3.1.1 Bookshelf faulting
Throughout the study period of 2009 to 2012 I have captured motion on a series of left-lateral
strike-slip faults, in the relay zone between the extensional Askja and Kverkfjöll volcanic spreading
segments. A significant implication of the left-lateral strike-slip faults, is that slip on them could be
accommodating a tectonic shear in one of two configurations. If the strike-slip faults are stable then
the slip could simply accommodate a roughly north-south left lateral shearing. With plate spreading
at 106° (MORVEL) (DeMets et al., 2010) this is unlikely, but if the slip is accompanied by clockwise
vertical-axis rotations of the intervening crustal blocks, then the accommodated deformation would
be a roughly east-west right-lateral shear. This combination of slip and rotations about a vertical
axis is known as the bookshelf mechanism (Mandl, 1987), named after its resemblance to a tilting
row of books on a shelf (Figure 3.6).
Fig. 3.6: Schematic of Bookshelf faulting mechanism
The thrust faulting at the end of the westernmost fault (black fault plane solutions on Figure 3.5)
lends support to this rotation mechanism, because a similar scenario is observed where strike-slip
faults terminate in the continents (Bayasgalan et al., 1999). In these cases, displacement on thrust
faults perpendicular to the ends of continental bookshelf strike-slip faults dies out with distance
from the main fault, which is interpreted to represent the local rotational motions associated with the
strike-slip faulting.
3.1.2 A Right-lateral transform zone
Importantly, before interpreting these as bookshelf faults, we must first consider whether this strike-
slip faulting is accommodating unexpected extension outside the spreading segments. The extension
direction in Iceland is at an azimuth of 106° (MORVEL) (DeMets et al., 2010). Along segments
of the plate boundary that are oblique to this spreading direction, it is common to find volcanism
and strike-slip faulting in close proximity. In both the Grímsey Oblique Rift (Rögnvaldsson et al.,
1998) and the Reykjanes Peninsula Rift (Árnadóttir et al., 2004) (locations on Figure 3.2 inset),
bookshelf rotations from slip on arrays of strike-slip faults transverse to the plate boundary occur in
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close association with volcanic fissuring. Dyking accommodates the divergent component of the
spreading and the bookshelf rotations take up the additional transcurrent component (Einarsson,
2008). However, in the Northern Volcanic Zone, motion at the plate boundary is almost entirely
divergent as the rift axis is close to perpendicular to the spreading direction. Extensionally controlled
strike-slip faulting is therefore unexpected in this rift setting, as dyking and normal faulting should
be sufficient to accommodate the extension.
The seismic fault planes within this relay zone strike at approximately 60° to the regional
spreading direction of 106°, which we assume represents the minimum stress direction σ3. This
might be used to argue that they respond simply to extensional stresses, as 60° is within the
range of angles at which homogenous rock breaks and faults initiate. However, for these faults to
accommodate plate spreading then further deformation would have to be partitioned into another
component, either as conjugate strike-slip faulting, or as extensional fracturing and dyking as
in the Grímsey Oblique Rift and the Reykjanes Peninsula Rift. Such additional faulting is not
seen between the Askja and Kverkfjöll segments, and there is a lack of post-glacial fractures at
the surface which might have indicated such activity. Even if the faulting I observe did account
for 100% accommodation of the extensional regional stresses, the spatially focussed nature of
the microseismicity would remain unexplained. If tectonic extension were occurring between
the spreading segments, it should extend south along the entire region between the segments, yet
microseismicity occurs only adjacent to the region where the active Kverkfjöll segment terminates
at the present day (Hjartardóttir and Einarsson, 2012).
These arguments suggest that the strike-slip faults are not responding solely to regional tectonic
extension, but are deforming by a bookshelf mechanism and are controlled by an externally imposed
shear due to the concentrated strain where one segment (Kverkfjöll) terminates and the extension
is transferred to the adjacent (Askja) segment. The focussed spreading must step left to the Askja
segment at the latitude of the relay zone, rather than being partitioned between both the Askja and
Kverkfjöll segments, as it is to the south. As a result of this offset in spreading, differential motion
must occur between crustal material to the north and to the south of the relay zone, thereby imposing
shear (Figure 3.7). The simultaneous motion on this array of parallel left-lateral strike-slip faults, and
the collective rotation of the crustal blocks in-between the faults can accommodate this externally
imposed right-lateral shear. This relay zone is therefore in an overall sense a transform zone with
right-lateral motion.
Since 1974 enhancement of the country-wide seismic network has made it possible to record
small earthquakes from this area (Einarsson, 1991; Einarsson and Saemundsson, 1987), and since
2005 to resolve strike-slip activity in association with lineated swarms (Hjartardóttir et al., 2009;
Thorbjarnardóttir et al., 2007). Therefore I infer that the seismicity on left-lateral strike-slip faults in
the relay zone has been persistent not only during the 2009 – 2012 duration of our local seismic
survey, but has been on-going for at least the last two to four decades over which there has been
sufficient seismic monitoring to detect it. The absence of any upper crustal tectonic and magmatic
activity within the rift segments during the instrumental period demonstrates that these segments
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Fig. 3.7: Right-lateral transform motion across the Askja-Kverkfjöll relay zone. Schematic diagram showing
the deforming relay zone as the red area, with crustal blocks approximately 15 km by 2 km in size. The
left-lateral strike-slip faults imply right-lateral shear across the zone, as shown by the closed arrows. Velocities
in open arrows are relative to the North American plate. Background as in previous figures.
are in an inter-rift period. Seismicity in the mid-lower crust, however, shows evidence of on-going
magmatic activity (Greenfield and White, 2015; Key et al., 2011b; Soosalu et al., 2010), which
may be accommodating extension within the rift zones by intrusion in the lower crust. The stresses
generated by the rift segment extension are then responsible for the right-lateral shear and seismic
activity occurring in the relay zone between rift segments.
Such persistent seismicity is not observed at all en echelon steps of Icelandic rift segments, but
between the Askja and Kverkfjöll segments the trend of the rift axis changes from NE–SW to N–S
(Figure 3.2 inset). The left-stepping shift in localised crustal spreading is more significant than at
other segment boundaries and sets up stresses that shear this relay zone in a right-lateral sense. The
area also lies within a diffuse belt of WNW oriented fractures between the Krafla and Kverkfjöll
segments (red lines on Figure 3.2) which suggest transform motion within the belt (Hjartardóttir,
2013).
However, rather than forming a focussed E–W transform fault between the segments, small
strike-slip faults form transverse to the transform. Why this occurs is most likely a result of the
strength of the crustal anisotropy created by the pervasive dyke intrusion fabric along the rift. The
series of faults slip and rotate via the bookshelf mechanism, thereby accommodating the shear
(Figure 3.7), which I assume to be aligned with spreading at 106°. A similar bookshelf faulting
scenario is observed in the eastern Transverse Ranges of the USA, where the crust between the
locked San Andreas and San Jacinto faults is sheared in a right lateral sense, and breaks along
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left-lateral strike-slip faults transverse to the shear (Nicholson et al., 1986). In the South Iceland
Seismic Zone (SISZ) (Figure 3.2) bookshelf faulting also accommodates E–W shear. The crust
breaks perpendicular to the shear direction on N–S right-lateral strike-slip faults, and the associated
anticlockwise rotations accommodate the left-lateral shear (Einarsson, 1991, 2010).
3.1.3 Faults originating in rift-parallel orientations
Within the Askja-Kverkfjöll relay zone the faults are orientated at approximately 040°, which is
only 15° oblique to the surface features (~025°) in the fissure swarms on either side. Unlike the
South Iceland Seismic Zone the faults are not perpendicular to the shear. This raises the question as
to whether the faults are picking up and rotating pre-existing weaknesses in the crust, or are fresh
fractures breaking in an energetically favourable orientation.
If these are long-term faults which initiated on pre-existing crustal weaknesses and rotated these
planes clockwise to their currently active position, then the orientation at which they broke is likely
to have been along the original pervasive dyke intrusion fabric. Given that this intrusion fabric
provides ideal weak sub-vertical slip planes, and that the seismic faults are relatively close to that
fabric it seems more probable that the strike-slip faults formed initially along the rift fabric (at
~025°) (Hjartardóttir et al., 2009; Hjartardóttir and Einarsson, 2012), rather than breaking fractures
at fresh orientations. I infer that the bookshelf faults would then have progressively slipped and
rotated 15° clockwise into their present orientation of 040°. A similar rotation of pre-existing ridge
parallel faults has been identified between overlapping spreading centres in the oceans (Searle and
Hey, 1983; Wetzel et al., 1993).
If this inference is correct, block models can be used to estimate the present rotation and slip
rates on the faults (Copley and Jackson, 2006). I use a block model method modified from Copley
and Jackson (2006) which is illustrated in Figure 3.8.
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Fig. 3.8: Schematic of rotational block model, modified from Copley and Jackson (2006).
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It can be seen that y = lsin(θ) and so the shear across the region dy is therefore given by
dy = y− y0 = lsin(θ)− lsin(θ0) (3.1)
The slip (S) of one block relative to another can then be written as
S = q−q0 = wtan(θ)−wtan(θ0) (3.2)
Rearranging Equation 3.1 for θ0 and substituting into Equation 3.2 gives
S = wtan(θ)−wtan
{
arcsin
[
sin(θ)− dy
l
]}
(3.3)
This allows the slip on the faults to be related to the relative shear motion across the zone. The
region affected by persistent seismicity (Figure 3.2) was used to define the deforming transform zone
and estimate a fault length (l) as ~15 km. Seismically active faults are separated by approximately 2
kilometres (w=2) (Figures 3.5 and 3.7) and the shear direction was taken to be the plate spreading
vector of 106° (MORVEL) (DeMets et al., 2010). With faults aligned at an average azimuth of 040°,
the orientation offset of the faults (θ ) is ~25°. Estimates for the shear are based on the geometry of
the volcanic systems of Einarsson and Saemundsson (1987). To the north of the faulted zone all
extension has been offset west to the spreading segments of Askja, Fremrinámur and Krafla, so the
crust immediately north of the relay zone has an eastwards motion at full plate velocity (Figure 3.7).
This assumes that the active Kverkfjöll spreading segment terminates as mapped (Einarsson and
Saemundsson, 1987), along the lines of evidence discussed by Hjartardóttir and Einarsson (2012).
Immediately south of the faulted zone the eastward motion with respect to the North American plate
depends on the distribution of spreading between the Askja and Kverkfjöll segments. A range of 14
to 12 of the full spreading rate accommodated by Kverkfjöll defines a differential motion (dy) of 5–9
mma-1.
Using this method I calculate a slip rate on each fault of 0.9–1.6 mma-1 and block rotation rates
of 21–38° Myr-1. Should the shear have been prolonged it would then have taken 0.4–0.8 Myr
for the strike-slip faults to rotate from the rift fabric to their present orientation. This rate is rapid
compared to commonly measured continental block rotations but due to the narrow zone and high
shear is comparable to rotation rates in observed oceanic microplates (Larson et al., 1992).
3.2 Conclusions
On a global scale, constructive plate boundaries are segmented on length scales of tens to thousands
of kilometres (Macdonald et al., 1988). The Mid Ocean Ridge system is offset by transform faults
often hundreds of kilometres long, but other smaller ‘non-transform’ offsets exist at a smaller
scale between slightly overlapping spreading centres. These accommodate shear by a variety of
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geometries (Grindlay et al., 1991). Here I have revealed the nature by which the transform motion is
accommodated between two such individual spreading segments on land.
Precise location and characterisation of micro-earthquakes identifies a series of faults sub-parallel
to the rift fabric, and source mechanisms reveal left-lateral strike-slip motion on the faults. This is
consistent with the motion being accommodated by a bookshelf faulting mechanism, named after
its resemblance to a tilting row of books on a shelf (Mandl, 1987). Right-lateral transform motion
due to the offset between the two overlapping rift segments imposes a shear across this zone. This
causes left-lateral movement on the series of bookshelf strike-slip faults and clockwise rotations
about a vertical axis of the faults and intervening crustal blocks.
The identified faults probably reactivated crustal weaknesses along the rift fabric (dyke intrusion
parallel to the rift axis) and have since rotated ~15° clockwise into their present orientation. This
reactivation of pre-existing rift-parallel weaknesses is in contrast with mid-ocean ridge transform
faults, and is an important illustration of a “non-transform” offset accommodating shear between
overlapping spreading segments. The ongoing transform motion between the rift segments demon-
strates the localisation of spreading in the crust beneath individual volcanic systems, thus recording
plate spreading segmentation on the scale of individual spreading centres within Iceland.

Chapter 4
Stress shadows and triggered seismicity
during a rifting event
Earthquake triggering mechanisms have long been discussed in the seismological community,
because of the importance of aftershock swarms following large earthquakes and associated ruptures
on linked faults. The questions over what controls triggering have also become increasingly relevant
with the recent rise in induced seismicity surrounding hydrocarbon activities (Sumy et al., 2014;
Weingarten et al., 2015). It has been widely reported that regions of abundant aftershocks (or
advanced main shock recurrence) following large earthquakes correlate spatially with the small
static stress increases produced by permanent fault displacements (Doser, 2002; Harris, 1998; Stein,
1999). An excellent example is displayed in Figure 4.1, from well monitored large ruptures in
California, where aftershocks (white squares) cluster in the red regions of increased static stress.
However, seismic waves from large earthquakes also cause transient dynamic stresses that may
trigger seismicity (Harris, 1998; Kilb et al., 2000) on surrounding small faults. The dynamic stress
radiation patterns are often similar to the positive lobes of static stress fields, and so dynamic stresses
have also been invoked to explain aftershock clustering (Kilb et al., 2000). In the far field, many
hundreds of kilometres from the deformation, the static stress perturbation has long decayed and
so only dynamic stresses have the potential to trigger seismicity. Close to the deformation source
however, both static and dynamic stresses are significant. This makes it difficult to separate the
relative influence of static and dynamic stress changes on aftershocks, and to determine the important
mechanism for earthquake triggering.
However, there is a key difference between the mechanisms of dynamic and static stress triggering.
Dynamic triggering still remains more-or-less a phenomenological observation, with to-date no
clearly understood mechanism for why dynamic stresses should cause fault failure. These transient
stresses are imposed by the seismic waves (often surface waves) from large earthquakes and are
oscillatory, with no net positive or negative stress change. At present many observational studies
(Eberhart-Phillips et al., 2003; Hill et al., 1993; Steacy et al., 2005) have established a clear
relationship between dynamic deformations and triggering, with some evidence that the triggering
requires a minimum dynamic deformation (Brodsky and Prejean, 2005). Such triggering also appears
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Fig. 4.1: Correlation of aftershocks with static stress perturbations in California, following the Landers, Big
Bear and Joshua Tree earthquakes. Aftershocks (white squares) all cluster in regions of increased static stress
(red regions) whereas very few earthquakes occur where the stress has decreased (purple). Figure reproduced
from King et al. (1994).
to be more likely in volcanic and geothermal areas (Brodsky et al., 2000; Brodsky and Prejean, 2005),
but there is no clear environmental indicator of the potential for dynamic triggering. A possible
mechanism relates to earthquake nucleation processes and the timescales required for nucleations to
progress into runaway rupture, but some models involve the role of fluid mobilisation within the
pores in response to shaking (Brodsky et al., 2003). The question remains unresolved.
Unlike dynamic stresses, static stress perturbations are permanent, and there is a physical basis
for the stress transfer mechanism which would affect earthquake failure rates. The argument is that
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pre-stressed faults, at some point in their loading cycle, will experience a change in the stress state
on the fault due to the static stress perturbation from the deformation. The stress state perturbation
on the fault is commonly assessed as the Coulomb Failure stress, discussed further in Section 4.2. If
this perturbation moves the stress state towards failure it will advance fault rupture, but if there is a
decrease it will delay the failure of the fault in its loading and rupture cycle. For a large population
of faults, which are at variable points in the loading cycle, the static stress perturbations (such as
in Figure4.1) should then cause both increases in seismicity rates from static stress increase, and
decreases in seismicity rates from static stress reductions. A region where the static stress decreases
should impose a reduction in seismicity is known as a stress shadow. By contrast, because dynamic
stress are oscillatory, a mechanism of dynamic triggering cannot impart a stress shadow that would
reduce seismicity in response to stress decrease across a region (Toda, 2003). A stress shadowing
effect would therefore be a convincing demonstration of static stresses controlling the earthquake
triggering and nucleation process.
Many studies have suggested that in regions where the static stress is decreased, aftershocks
are rare or seismicity rates are reduced as a consequence of the negative stress shadow caused by
the fault rupture (Parsons et al., 1999; Reasenberg and Simpson, 1992; Segall et al., 2013; Stein,
1999; Toda, 2003). However, convincing observations of the stress shadowing effect have been
notoriously hard to demonstrate, and some have argued that there is a lack of evidence that they exist
at all (Felzer and Brodsky, 2005; Kilb et al., 2000; Mallman and Zoback, 2007), thereby calling into
question the importance of static stresses in controlling nearfield earthquake clustering. While static
stress triggering predicts seismicity increases which are easily observed, it also requires seismicity
reductions or stress shadows to validate the mechanism. The challenge has been to demonstrate
convincing and significant earthquake rate drops that correlate unambiguously with a stress decrease,
because a high preceding seismicity rate is required. This task relies on the correct determination
of static stresses. Unfortunately, geometrical irregularities in large faults result in a complex stress
field which is difficult to resolve close to an active fault, thereby hampering the detection of a sharp
seismicity decline within a strong stress shadow near the source. Alternative metrics of rate counting
have also suggested the absence of rate drops following large earthquakes (Felzer and Brodsky,
2005). The existence of static stress shadows has therefore remained a contentious question.
Here I provide clear evidence of the stress shadow effect, during a rifting event and igneous dyke
intrusion in the Northern Volcanic Zone in central Iceland. Dyke intrusions are slow deformation
processes compared to earthquake ruptures, meaning they do not generate dynamic stresses, so
provide an unambiguous test of the stress shadow hypothesis. During the dyke emplacement in
Iceland, bursts of seismicity at a distance of 5 to 15 km were first triggered and then abruptly
switched off as the dyke tip propagated away from the volcano. GPS and seismic data allow the
reconstruction of evolving static stress changes during dyke propagation and show that the stressing
rate controls both the triggering and then suppression of earthquakes in three separate areas adjacent
to the dyke. The unambiguous decreases of seismicity rate in response to the negative static stress
perturbations make a clear demonstration of the stress shadowing effect.
64 Stress shadows and triggered seismicity during a rifting event
Rifting event at Bárðarbunga
On 16th August 2014 volcanic unrest began at the subglacial central volcano Bárðarbunga in
Iceland, with a surge of intense seismicity in the caldera (Figure 4.2). Rapidly migrating earthquakes
delineated a propagating dyke, which moved first south-east radially away from the volcano, then
turned a sharp corner and propagated to the north-east. Well constrained locations of over 30,000
earthquakes, mostly near the leading edge of the dyke, track its varying rate of segmented lateral
growth (Ágústsdóttir et al., 2016; Green et al., 2015; Sigmundsson et al., 2015). Over a 10 day period,
the dyke propagated 46 km at an average depth of 7 km below sea level, before an effusive fissure
eruption broke out at Holuhraun, 5 km north of the Vatnajökull ice cap. During the propagation,
removal of melt from a presumed magma storage reservoir initiated rapid collapse of the Bárðarbunga
caldera (Riel et al., 2015; Sigmundsson et al., 2015), which continued for the entirety of the 6 month
long eruption (Ágústsdóttir et al., 2016).
As the intrusion propagated, several regions adjacent to the dyke lit up abruptly with bursts of
increased seismicity. These bursts of triggered seismicity are best viewed on the Supplementary
Video available in Green et al. (2015). The triggered swarms (in regions labelled 1–3) are also clear
on Figure 4.2c where the earthquakes produced by the direct dyke fracturing have been removed from
the latitude against time plot. The seismicity rate increase is clear in these regions, with significantly
lower seismicity rates before the intrusion event (grey dots - Figure 4.2b,c). Earthquakes on the north-
east flank of Bárðarbunga (region 1, Figure 4.2) started simultaneously with the initial south-easterly
dyke tip migration, and earthquake swarms at Kistufell (region 2) and Kverkfjöll geothermal field
(region 3) began soon after. These regions have all been historically seismically active (Jakobsdóttir,
2008) at low background levels, orders of magnitude smaller than the swarm levels. Using our
long running and dense local seismic network (see Figure 4.2 inset for the network coverage) I
constructed a self-consistent seismicity catalogue of over 40,000 earthquakes from before the rifting
event began, through to 3rd September 2014, shortly after the fissure eruption started. This allows
for a good assessment of the seismicity rate changes during the dyke emplacement. Regions 2 and 3
exhibited low but measurable seismicity rates in the months preceding the unrest. Earthquake rates
increased fifty fold in region 2 and a hundred fold in region 3 as the opening dyke caused stress
increases. All seismicity in regions 1–3 subsequently terminated abruptly, each at different times
between days 229–231. The Askja volcano region (regions 4 and 5) saw a later seismicity increase,
but the earthquakes did not shut-off as they did in regions 1–3. This study models the evolving static
stress perturbation from the magmatic deformation to show that there is a close correlation between
static stress changes and seismicity rates in all regions ahead of and adjacent to the propagating
dyke.
To demonstrate this stress-seismicity correlation, the static stress calculations rely on the correct
determination of the time-dependent subsurface deformation during the intrusion. With this defor-
mation it is then possible to resolve the static stress changes on faults of a particular orientation and
compare them to the seimsicity rate changes in regions 1–5 (Figure 4.2).
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Fig. 4.2: Earthquake locations showing propagating dyke and associated seismicity. (a) Dots show locations
coloured by day of over 30,000 earthquakes generated during the dyke propagation. Grey dots show earth-
quakes preceding dyke intrusion. See also Supplementary Movie 1 in Green et al. (2015). Topography is grey
with ice cover in white. Beige overlays show rift segments associated with each central volcano (dashed lines).
Ticked lines delineate calderas. Triggered swarm regions are marked with labelled boxes and an average
fault–plane solution. Orange triangle shows eruption site and orange shading extent of new Holuhraun lava
flow. Inset shows map location and seismic stations as triangles. (b) Propagating dyke tip (red line) along
with seismicity rate changes at neighbouring volcanoes. In (c) the fracturing dyke tip earthquakes are small
black dots, to emphasise triggered swarms in regions 1–3.
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4.1 Deformation modelling
A time dependent deformation model of the Bárðarbunga deflation and dyke opening (Figure 4.3)
is generated by integrating the earthquake locations, which constrain the daily geometry of active
dyke segments, with the amount of opening determined from surface displacements at Global
Positioning System (GPS) stations adjacent to the dyke (Sigmundsson et al., 2015). This study was a
collaborative effort and Tim Greenfield performed the geodetic deformation modelling, with which
the static Coulomb stress changes were then calculated. I take no credit for the geodetic modelling
but none-the-less describe it here for completeness, and elaborate further on the methodology
explained in Green et al. (2015).
The dyke geometry was parameterised with nine rectangular segments, defined by the location of
the dyke tip earthquakes during the propagation. Any dyke opening deformation is confined to these
segments (Table 4.1). As dyke seismicity is likely to be controlled by stress concentrations near the
base of the intrusion (Segall et al., 2013), it is assumed that the bottoms of dyke segments are near
the average depth of the earthquakes. Due to the far-field location of the GPS stations, the geodetic
data is mainly sensitive to the volume of the intrusion rather than its precise geometry. Because of
this, a trade-off exists between the amount of opening and the vertical extent of the dyke. Therefore,
the top of the dyke is assumed to be at a fixed depth of 2 km below sea level, but shallows near the
eruption site. The choice of the depth to the top of the dyke only affects the absolute size of the
induced stresses and so does not influence the overall result of the timing and spatial variation of the
static stress.
The daily GPS solutions (Sigmundsson et al., 2015) are then used along with earthquake
locations to construct a dyke-only deformation model. This first step ignores the deflation source at
Bárðarbunga, as the shallow dyke deformation dominated the displacements at most GPS sites. In
this sequential daily procedure, only dyke segments which are seismically active on any particular
day were allowed to open. For each 24 hour period, an additional opening is applied to the active
segments to fit the observed surface displacements at GPS stations surrounding the dyke. Opening
on any segment that is no longer seismically active remains fixed. The inversion for each day is
performed using a Nelder-Mead Simplex function to minimise the misfit between the observed GPS
displacements and those calculated assuming an elastic half-space (Okada, 1992) with Coulomb3.3
routines (Lin, 2004; Toda, 2005). The displacement field is calculated using a Young’s modulus of
45 GPa and a Poisson’s ratio of 0.25 as estimated by Auriac et al. (2014).
In an additional step, the total GPS displacements at all available stations from the intrusion
period were then used to constrain the depth and location of a deflation source beneath Bárðarbunga
caldera that fits the data, along with the best dyke opening model. The best result from a grid search
(Figure 4.4) over depth, location, size and contraction of the source is a horizontal sill beneath the
centre of Bárðarbunga caldera (star on Figures 4.7–4.11) at 16.8 km depth below sea level. Having
fixed the geometry of the deflation source as well as dyke segments, a time dependent model of
the deformation is constructed using the daily GPS displacements to invert for both the opening
of the active dyke segments and the deflation of a horizontal sill beneath Bárðarbunga in the same
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Fig. 4.3: Time dependent deformation model for dyke opening and Bárðarbunga deflation. Frames display
6 sample days from the final time dependent deformation model (total daily model displayed in Appendix
Figure A.1). Vatnajökull ice cap is blue-white. Purple dots and green lines represent seismicity and the active
dyke segment for that day. Inactive but previously opened dyke segments are black lines. Black vectors are
GPS displacements with 95% confidence intervals. Note the scale changes between frames, indicated by
arrows on the left of each plot. Modelled displacement vectors are in red. Lower right hand corner inset shows
a perspective subsurface view of the dyke opening model for that day (colour scale provided).
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sequential procedure (Figure 4.3). The inclusion of the deflating source makes almost no change
to the opening calculated along the dyke, but improves the fit of the GPS displacements closest to
Bárðarbunga caldera.
The total dyke length is 46 km and opening occurs between 2–8 km below sea level, with variable
opening seen in each of the segments (Supplementary Movie 2 in Green et al. (2015)). The largest
opening of 5.1 m occurred on the segment north of the Vatnajökull ice-cap margin (Table 4.1). The
total volume of the dyke was 0.55 km3, similar to that deduced by Sigmundsson et al. (2015).
Fig. 4.4: Grid search for a deflation source located under Bárðarbunga caldera. RMS misfit results for GPS
displacements on day 244, using the best dyke opening model, and varying the depth, location, size and
amount of contraction in a horizontal sill beneath Bárðarbunga caldera. The above misfit space is for a 12.25
km2 sill positioned as shown by the stars in Figures 4.7–4.11. The red cross marks the minimum misfit
solution for a deflation source at 16.8 km depth. This location and geometry of the contracting source was
then used in the time-dependent modelling of the Bárðarbunga deflation and dyke opening.
Table 4.1: Final dyke opening from deformation model. The time-dependent dyke opening and deflation
model is available in electronic supplementary files of Green et al. (2015)
Length (km) Opening (m) Dip Segment top depth (km) Bottom depth (km)
Segment 1 5.82 0.86 90 2 8
Segment 2 12.84 0.92 90 2 8
Segment 3 5.22 1.8 90 2 8
Segment 4 5.13 3.33 90 2 8
Segment 5 3.92 0.17 90 2 8
Segment 6 1.38 0.05 90 4 8
Segment 7 6.15 2.78 90 2 7.5
Segment 8 5.38 5.09 90 1 7
Segment 9 4.53 1.12 90 1 7
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4.2 Coulomb stress calculations
Using the time dependent deformation model it is then possible to calculate the evolving static
stress field on each day. Static stress perturbations are resolved as stress changes on a specific fault
orientation. Rock failure along a fault plane can be the result of either increasing shear stress on that
plane (such that it overcomes friction), or reducing the normal stress on that plane (such that friction
reduces). This combination can be expressed as the Coulomb failure stress, which originates from
the experimentally derived Coulomb failure criterion for rocks in the lab. It is defined as
Coulomb Failure Stress (CFS) = τs−µ(τn−P) = τs−µ ′τn (4.1)
where P is pore pressure, µ is the coefficient of friction, and τs and τn are shear and normal stress
(with τn negative for unclamping). Note that where this relationship is defined in the literature there
is an inconsistency in the convention for the sense of τn. Here I define positive τn as clamping on a
fault plane. The equation is often reduced using an effective coefficient of friction µ ′ to account for
the effect of pore pressure changes which can counteract τn (King et al., 1994). The static stress
perturbation is expressed as this Coulomb failure stress for a specific fault mechanism. The Coulomb
stress field is therefore not a calculation of the absolute stress, but its value defines whether a fault
(of a specific orientation and mechanism) is pushed closer or further away from failure. A positive
Coulomb stress means the stress perturbation pushes the fault towards failure, and negative stress
means failure by that mechanism is suppressed.
To calculate this in a spatial framework, the deformation model can be used to compute the
displacement field in an elastic half-space (Figure 4.5a) using the equations of Okada (1992) in
the program Coulomb3.3 (Lin, 2004; Toda, 2005). Given an elastic stiffness (or Young’s modulus)
the strain field can then be used to derive the stress field. These stress changes are resolved into
the shear and normal stress on a target fault orientation (Figure 4.5b,c). These are combined into a
Coulomb stress using Equation 4.1 and an estimated effective coefficient of friction (commonly 0.4).
The results are typically displayed as map slices at a specific depth, where positive Coulomb stress
regions are red and regions of negative Coulomb stress are blue (Figure 4.5d). Therefore any fault of
the same orientation and mechanism as the target fault will be pushed closer towards failure if it is
in the red region in the map, and be pushed further away from failure if it is in the blue region of the
map.
4.2.1 Coulomb stress in triggered regions
Coulomb stress calculations rely on correct determination of the subsurface deformation, as well
as knowing the trigger fault geometry, the rake and the coefficient of friction. An unfortunate
shortcoming of many stress triggering studies is large uncertainty in fault orientations onto which to
calculate the static stress perturbations. As a result, a typical procedure is to estimate the optimally
oriented planes for a particular cluster of earthquakes, and then to calculate the static Coulomb
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Fig. 4.5: Demonstration of Coulomb stress calculations. In (a) the dyke deformation model (green line) is
used to compute the displacement in an elastic half-space. The strain field is then converted to a stress field
using the elastic stiffness, and resolved into the normal (b) and shear (c) stress on a N-S right lateral receiver
fault. (b) and (c) are then combined using Equation 4.1 to give the Coulomb Failure Stress (d). In red regions
where the Coulomb stress is a positive, any fault with this N-S right lateral mechanism would be pushed
towards failure.
stress field with those orientations. This method is unsatisfactory as it does not demonstrate that
those earthquake failures were actually aided by the static stress perturbation, only that they could
have been if the failure mechanism were right. Even though the earthquakes in the region of my
study are small, our dense local seismic network provides excellent constraints on the locations and
focal mechanisms of the triggered earthquakes (Figures 4.2, 4.6). I can therefore evaluate the daily
static Coulomb stress changes on representative target faults with fault planes that are accurately
and consistently well determined within each of the triggered regions. This provides a proper test of
whether the stress perturbation on those faults would trigger increased seismicity.
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Source parameters of over 200 triggered earthquakes were refined by manually picking P and S-
wave arrival times and polarities, and located using NonLinLoc, a probabilistic non-linear earthquake
location program (Lomax et al., 2000). Ray take-off angles from the absolute event locations were
then used to generate first motion polarity fault-plane solutions (Reasenberg and Oppenheimer,
1985) shown in Figure 4.6. An average of 40 polarity picks were used to constrain fault-plane
solutions, but only events with complete and tight coverage of the focal sphere were retained in the
swarm analysis. Representative focal mechanisms for each swarm were found by averaging the
most consistent mechanisms, and where a consistent fault plane was not evident the nodal plane best
aligned to the pervasive rift fabric was selected. Complete hypocentre and focal mechanism lists
are provided in the Supplementary Information of Green et al. (2015). Where there are multiple
clusters of focal mechanism types in one region (such as at Kistufell) I found that the Coulomb stress
calculations are the same for the different types. I can therefore simply select the most prevalent one
for subsequent analysis.
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Fig. 4.6: Manually refined locations and fault-plane solutions of triggered earthquake swarms. Relocated
epicentres are shown as coloured dots with fault-plane solutions for each swarm. Large black fault-plane
solutions display the averaged representative focal mechanism for that swarm. Topography and background as
in Figure 4.2. (a) shows the earthquake swarms 1-3 adjacent to the dyke that are both triggered and suppressed.
(b) shows swarms 4 and 5 at Askja volcano where seismicity rates only increased and never shut-off.
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The coefficient of friction for faults in these areas is not known. However, varying it between 0.2
and 0.6 showed little effect on the induced Coulomb stress evolution (Figure 4.13), so it does not
alter the main conclusions. All figures (except where specified) were calculated using an effective
coefficient of friction of 0.4. A nearby study of the visco-elastic stress from a dyke intrusion in the
Icelandic crust at Upptyppingar (Martens and White, 2013) found that the viscous stresses were of
negligible magnitude compared to the elastic stresses. This Coulomb stress calculation of a purely
elastic stress transfer is therefore argued to be a valid methodology.
Using the time-dependent dyke opening model the Coulomb stress field is then calculated for
each cluster on every day. The stresses are calculated using a representative fault at each cluster
located at the average depth of the triggered earthquakes: 6 km at Kistufell, 7 km at Kverkfjöll and 6
km at Bárðarbunga. The fault planes used are listed in Table 4.2.
4.3 Results: Stress – Seismicity evolution
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Fig. 4.7: Panel figure showing the evolving Coulomb stress field computed on the Bárðarbunga target fault
(020/90/-25). Solid black lines mark the ice limit, dashed lines delineate central volcanoes, and ticked
lines mark calderas. Green circles highlight earthquakes occurring in the current 24 hour period, and grey
circles are earthquakes since dyke propagation onset. Green lines show the current dyke geometry. Star is
deflation source location. Seismicity shuts off as soon as the Coulomb stress begins decreasing on day 229 at
Bárðarbunga. A strong negative Coulomb stress (stress shadow) then remains through the rest of the dyke
propagation.
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Fig. 4.8: Panel figure showing the evolving Coulomb stress field computed on the Kistufell target fault
(033/87/-25). Map features as in Figure 4.7. Seismicity shuts off as soon as the Coulomb stress begins to
decrease on day 231 at Kistufell. The area then remains in a Coulomb stress shadow through the rest of the
dyke propagation.
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Fig. 4.9: Panel figure showing the evolving Coulomb stress field computed on the Kverkfjöll target fault
(185/75/144). Map features as in Figure 4.7. Seismicity shuts off as soon as the stress begins to decrease on
day 231. The region then remains in a deep Coulomb stress shadow.
74 Stress shadows and triggered seismicity during a rifting event
Day 231 Askja-region4
-17.5˚ -17.0˚ -16.5˚ -16.0˚
64.4˚
64.6˚
64.8˚
65.0˚
65.2˚
-2 -1 0 1 2
Coulomb Stress/bars
Day 233 Askja-region4
-17.5˚ -17.0˚ -16.5˚ -16.0˚
64.4˚
64.6˚
64.8˚
65.0˚
65.2˚ Day 235 Askja-region4
-17.5˚ -17.0˚ -16.5˚ -16.0˚
64.4˚
64.6˚
64.8˚
65.0˚
65.2˚
Day 238 Askja-region4
-17.5˚ -17.0˚ -16.5˚ -16.0˚
64.4˚
64.6˚
64.8˚
65.0˚
65.2˚ Day 240 Askja-region4
-17.5˚ -17.0˚ -16.5˚ -16.0˚
64.4˚
64.6˚
64.8˚
65.0˚
65.2˚ Day 244 Askja-region4
-17.5˚ -17.0˚ -16.5˚ -16.0˚
64.4˚
64.6˚
64.8˚
65.0˚
65.2˚
Fig. 4.10: Panel figure showing the evolving Coulomb stress field computed on the Herðubreið target fault
(045/90/0). Map features as in Figure 4.7. Seismicity remains active at all times.
In Figure 4.7 it can be seen that earthquakes in region 1 on the north-east flank of Bárðarbunga
light up immediately, at the instant the dyke intrusion initiates. On this day the opening of the first
segment towards the south-east produces a lobe of positive Coulomb stress illuminating the area
where the earthquake swarm occurs. On the second day the intrusion turned a corner and propagated
on to the north-east. The deformation from the opening of this second segment changes the stress
field to clamp the faults shut, halting the seismicity in this swarm. The area then remains in a strong
stress shadow through the rest of the dyke’s propagation and no further seismicity occurs.
Region 2, beneath the volcanic edifice Kistufell, lies farther away from where the dyke originated.
The stress experienced on these faults rises for the first three days as the opening dyke tip advances
closer (Figure 4.8). During this time there is an intense swarm of triggered seismicity. Then as
soon as the tip begins to propagate past, the stress at Kistufell begins to decrease and the seismicity
shuts off. The same pattern is again seen at Kverkfjöll (Figure 4.9), though the seismicity here
only starts a day later as it is initially too distant to feel sufficient Coulomb stress perturbation to
affect the triggering of seismicity. By contrast in regions 4 and 5 further to the north, seismicity was
triggered somewhat later as the dyke tip advanced past the glacier edge (Figure 4.10). The triggered
seismicity did not subside, and the elevated seismicity still continues to date, a year and a half after
the dyke intrusion. The Coulomb stress field felt by these faults (which is almost identical for both
mechanisms from regions 4 and 5) remains positive at all times as the area is ahead of the final dyke
tip location.
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4.4 Seismicity – Stressing rate relationships
Dieterich’s law for the rate of earthquake production (Dieterich, 1994) is a quantitative formulation
of Coulomb stress transfer onto a population of rate weakening faults. It is used here to predict
seismicity rate changes expected from the Coulomb stress function, to compare with the observed
seismicity. In such a model there is a short time delay between stress-transfer and earthquake initia-
tion associated with the nucleation process. From this stress-transfer law the predicted seismicity
rate can be generated from the stress evolution using the solution for the earthquake rate response to
a single discrete stress step. The state variable is evolved in short (hour long) time steps from the
interpolated stress function as
γ(t+∆t) =
(
γ(t)+
∆t
2Aσ
)
exp−
s(t+∆t)−s(t)
Aσ +
∆t
2Aσ
(4.2)
where γ is the state variable, σ is the effective normal stress, A is a fault constitutive parameter and s
is the Coulomb stress function (Hainzl et al., 2010). The starting state variable is γ(0) = 1/τ˙ where
τ˙ is the background stressing rate. The earthquake rate R at the mid-point of that time step is then
R =
r
γτ˙
(4.3)
The evolved seismicity rate function is dependent on the known background earthquake rate, r, the
background stressing rate, τ˙ , and the product of the effective normal stress and a fault constitutive
parameter, Aσ . At each swarm I take the known background earthquake rate, r, the Coulomb stress
function taken at the centre of each of the clusters (Figures 4.11c,f,i), and predict the cumulative
seismicity by making a parameter sweep of τ˙ and Aσ . A simple r.m.s. misfit between predicted and
observed cumulative seismicity reveals a trade-off between the parameters, meaning that although I
can achieve a good fit between modelled and observed seismicity, absolute constraints cannot be
Table 4.2: Parameters used to calculate Coulomb stress and then predict cumulative seismicity using the
seismicity-rate equation of Dieterich (1994) and Hainzl et al. (2010). In the parameter search in Appendix
Figure A.5 there is an unconstrained trade-off between Aσ and τ˙ . For consistency I use the combination of
parameters with an Aσ of 3 kpa for each predicted seismicity curve (Figure 4.11c,f,i).
Region Fault-plane-solution µ Aσ (KPa) τ˙ (KPa/day)
Bárðarbunga 188/78/-138 0.2 3 0.015
Bárðarbunga 188/78/-138 0.4 3 0.0155
Bárðarbunga 188/78/-138 0.6 3 0.0155
Kistufell 033/87/-25 0.2 3 0.0225
Kistufell 033/87/-25 0.4 3 0.017
Kistufell 033/87/-25 0.6 3 0.0135
Kverkfjöll 185/75/144 0.2 3 0.011
Kverkfjöll 185/75/144 0.4 3 0.015
Kverkfjöll 185/75/144 0.6 3 0.019
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placed separately on these parameters from this study. Best fit parameters at each location (Table
4.2) are used to demonstrate an excellent match between the observed seismicity and seismicity rate
changes that would be expected from the Coulomb stress function taken at the centre of each of the
clusters (Figures 4.11c,f,i). The important factor is that whatever parameters are chosen, Dieterich’s
model predicts that the seismicity will shut off the instant that stressing rates become negative, as is
observed in regions 1–3. Results from the parameter grid search show the trade off in Figure A.5
(page 148).
4.5 Discussion
Figure 4.11 summarises the observed and predicted seismicity rate changes during the propagation.
As the dyke opened, lobes of positive Coulomb stress emanated from the tips of the dyke segments
and these migrated forwards as the dyke propagated. Increased seismicity rates in each of the
swarm regions adjacent to the dyke (Figures 4.11a,d,g) occur simultaneously with the increased
stressing rate as positive stress lobes migrated into those regions. With onwards dyke propagation
the positive stress lobes migrated past the swarm regions and negative stress shadows expanded into
them, clamping the faults and shutting down the seismicity (Figures 4.11b,e,h). The daily Coulomb
stress field for the centre of each cluster region is compared with the cumulative seismicity (Figures
4.11c,f,i), showing that the seismicity shut-off coincides with a switch to a negative stressing rate.
The cumulative seismicity predicted using the rate-state friction model (Dieterich, 1994) of Coulomb
stress transfer to a population of rate weakening faults is shown as the blue line. At all three regions,
the timing of both the earthquake triggering and then suppression is consistent with that predicted
from the model.
Seismicity rates rise when the stressing rate increases above the background level, and are
shut-off when the stressing rate becomes negative (Figures 4.11c,f,i). The excellent consistency with
the observed seismicity provides support that the observed swarm seismicity is explained by the
changing stressing rates, and most importantly that the suppressed seismicity is a clear demonstration
of a stress shadow.
4.5.1 Seismicity halt at Kistufell
At Kistufell the shut-off of the seismicity predicted by the rate-state model is slightly earlier than that
shown by the observed earthquakes (Figure 4.11f). This is because the opening model is constrained
by GPS solutions every 24 hours, and the stress is assumed to vary linearly between the data points.
The timestamp for each displacement solution is noon of the given day. Detailed inspection of the
earthquake timings (Figure 4.12) in the dyke and Kistufell reveal why this slight mismatch is simply
due to the limited resolution of the geodetic time-series.
The shut-off of triggered seismicity in Kistufell (region 2) occurs at 10:00 am on 18th August
(day 230). This was also the instant at which the dyke broke through a barrier after a stalled period
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Fig. 4.11: Seismicity activated and suppressed by evolving stress field at three triggered regions (each column).
Daily maps of Coulomb stress (red positive, blue negative) on target faults in each region (Figures 4.2,4.6).
Solid black lines mark ice limit, dashed lines central volcanoes, ticked lines calderas. Green circles highlight
earthquakes during the current day, grey circles since dyke onset. Green lines show current dyke geometry.
Star is deflation source location. (c,f,i) Red lines show Coulomb stress evolution in the target region, blue
lines show predicted cumulative seismicity from seismicity-rate equation. Black line is observed cumulative
seismicity, grey bars show hourly rates. Dotted line shows stressing rate turning point. Dashed line is time of
dyke injection.
and rapidly propagated 5 km north-east (blue circles on Figure 4.12c). This opening had a significant
influence on the GPS solution for that day, and imposes a decrease in calculated stress at the triggered
region in Kistufell. This causes the 12 noon timestamp for 18th August (day 230) to be a decrease
in Coulomb stress relative to day 229. The assumption of a linear stress evolution is therefore not
correct here, as the stress is consequently incorrectly determined to be falling from 12:00 noon on
17th August (day 229) onwards. This strong case implies that the stress was actually increasing in
the Kistufell region up to 10:00 am on 18th August and that the opening of the new dyke segment
produced an immediate suppression of the seismicity at Kistufell.
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The same argument of late opening can be used to explain why western Kverkfjöll events
in Figure 4.11g fall on the boundary of negative stresses from that small segment, as these are
earthquakes from earlier in the day. Finer resolution GPS time-series would reduce this error.
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Fig. 4.12: Seismicity shut-off at Kistufell. At Kistufell, the shut off in seismicity is observed to occur at 10:00
am on 18th August (day 230). However GPS displacement solutions are made for 24 hour time periods, and
the timestamp for each displacement solution and therefore stress values is at noon of the given day (d). In
panel (c) all earthquakes prior to 10:00 am are red and afterwards are blue, showing that when the dyke began
to rapidly emplace a new segment, the seismicity in Kistufell completely halted. Assuming a linear stress
evolution between timestamps therefore results in a stress which is incorrectly determined to be falling from
12:00 noon on the previous day. That decrease in stress at Kistufell was due to the new segment emplacement,
and so only occurred when the propagation phase began at 10:00 am. This results in a predicted seismicity
shut-down (blue line in panel d) which is 22 hours earlier than that which is actually observed (Figure 4.11f).
Figure panels a,b,d as in Figure 4.11.
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Fig. 4.13: Variation in the Coulomb stress evolution and therefore seismicity rate evolution for different values
of the effective coefficient of friction (µ) is presented here for the three regions. Black lines are observed
cumulative seismicity and grey bars show hourly rates. Dashed lines show the Coulomb stress evolution and
coloured solid lines show the cumulative seismicity predicted using the seismicity-rate equation (Hainzl et al.,
2010) for values of µ of 0.2 (blue), 0.4 (red), 0.6 (green). The parameters used are best fit values from the
parameter search and are specified in Table 4.2.
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4.5.2 Instantaneous failure or a rate-state model
The seismicity triggering and suppression I observe in response to the changing stressing rates is in
fact as near to instantaneous as can be determined from the daily resolution of the available GPS
measurements. This is because the changes of seismicity rates are large and have a finer temporal
resolution than the geodesy. Therefore is is not possible to show support for one quantitative model
of static stress transfer over another. An instantaneous Coulomb failure model (Ader et al., 2014)
cannot be discounted, where faults respond instantaneously to the Coulomb stress change with
seismicity rate changes directly proportional to increasing stress, but with zero rate for decreasing
stress. In order to test whether the Dieterich rate-state model is better than the instantaneous Coulomb
failure model, more time must elapse in order to observe the relaxation of the stress shadow and the
return to background seismicity rates in the triggered regions.
4.5.3 Confidence in the stress shadow observation
Confidence in the observation of this immediate stress shadow comes from the co-location of the
trigger and shadow effect in the same region. Triggering first elevates the seismicity rate, so the
subsequent seismicity rate drop in the same location is seen as a clear and unambiguous halt. There
is no need to de-cluster the earthquake catalogue (which removes cascading earthquake swarm
sequences) to demonstrate the seismicity decline. Additionally, the co-location indicates no detection
bias that might favour a triggered area over a shadow zone, as is a risk in aftershock clustering studies.
Coulomb stress changes of a few tenths of a bar (a few tens of kPa) that I deduce as sufficient to
trigger and influence seismicity rates are also similar to the stress changes deduced from aftershock
studies (Stein et al., 1992; Toda et al., 2012). The seismicity shut-offs occur asynchronously between
the regions, suggesting that they are not an artefact caused by a change in detection sensitivity of the
seismic network. In addition, over the period of this study there was no change in the operational
network, and no sustained volcanic tremor (which can mask signals from small earthquakes and
therefore inhibit detection). The abrupt nature of the shut-offs also suggests that the seismicity rate
decreases are not due to exhaustion of earthquake nucleation sites within the fault systems.
Analysis of the seismicity rate changes caused by aseismic deformation (such as dyke intrusion)
is advantageous for examining stress effects compared to studies following large earthquakes,
because the aseismic deformation removes the possibility of dynamic stress triggering (Dieterich
et al., 2000; Lohman and McGuire, 2007; Segall et al., 2006; Toda et al., 2002). In a recent
demonstration of a stress shadow from the Joshua Tree - Landers earthquake doublet (Toda et al.,
2012) a small but immediate jump in seismicity before the rate decline complicates the shadow
effect, but could be attributed to a dynamic triggering effect which decays away to leave the longer
lasting static stress shadow. In this study however, the stress field is dominated by the evolving static
stress of the aseismic dyke opening, and the rate drop observed is immediate. Large earthquakes
(M4+) associated with the collapse of Bárðarbunga caldera only start on day 233, after the period of
triggering and suppression so I can be confident that there are no significant dynamic stresses.
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Stress modelling uncertainty from receiver fault variability is reduced in this study through high
quality earthquake locations and focal mechanism constraints from a dense local seismic network.
Fault-plane solutions have excellent coverage of the focal sphere, with a minimum of 17 and an
average of 40 polarity picks. Another advantage of the co-location of the triggered and shadowed
zones is that the faulting mechanisms that exhibited triggered activity are known and so it is clear
which faults are being shut down. Therefore I can be confident that I have made the static stress
computations on correctly orientated target faults. In addition, varying the coefficient of friction (µ)
between 0.2 and 0.6 still produces a triggered seismicity increase followed by a stress shadowing
effect (Figure 4.13), so the results are not changed.
These arguments demonstrate that this study provides a robust observation of a stress shadow
effect, with a stress triggered increase of seismicity and then a decreasing static Coulomb stress
causing an immediate seismicity halt in three separate earthquake swarms.
4.6 Conclusions
Large earthquakes generate small changes in the static stress field: increases that trigger aftershock
swarms, or reductions that create a region of reduced seismicity–a stress shadow. However, seismic
waves from large earthquakes also cause transient dynamic stresses that may trigger seismicity, mak-
ing it difficult to separate the relative influence of static and dynamic stress changes on aftershocks.
Dyke intrusions do not generate dynamic stresses, so provide an unambiguous test of whether static
stresses can control both triggering and stress shadowing.
In this study GPS and seismic data are used to reconstruct the intrusion of an igneous dyke
in August 2014 that is 46 km long and 5 m wide beneath Vatnajökull ice cap, in central Iceland.
I find that during dyke emplacement, bursts of seismicity at a distance of 5 to 15 km adjacent to
the dyke were first triggered and then abruptly switched off as the dyke tip propagated away from
Bárðarbunga volcano.
Because the dyke propagated over a period of 10 days, a time-dependent deformation model
can be constructed, enabling the examination of the evolving static stress field with time. This is
what enables me to show that the stressing rate controls both triggering, and then suppression of
earthquakes by a negative stress shadow at the same location. These results demonstrate that static
stress changes are important in controlling earthquake clustering.

Chapter 5
Velocity structure of the Icelandic rift
system from Ambient Noise Tomography
5.1 Introduction - Principle of ambient noise analysis
Conventional methods for determining seismic structure have traditionally been based on obser-
vations of waves produced from earthquakes or from human-made active sources. Much of the
information about the structure of the Earth’s interior has been gathered from these sources, using
travel times of body waves, surface wave dispersion and waveform fitting techniques. Surface
waves in particular are well suited to imaging the crust and uppermost mantle where they have
good ray coverage because they propagate in the region directly below the surface. They are also
dispersive seismic waves, with a frequency dependent propagation velocity, due to a frequency
dependent depth sensitivity. This means they can be used to resolve variable velocity structure with
depth. Earthquake based surface wave tomography however is limited by the global distribution of
earthquakes as sources. This means some regions are sampled with an uneven azimuthal distribution,
or only by ray paths from very distant teleseismic earthquakes. The long ray paths then result in
broad lateral sensitivity kernels which limit lateral resolution to hundreds of kilometres, and the
attenuation of higher frequencies makes short period observations more difficult in aseismic regions.
The imperfectly known earthquake source location also results in an unknown initial phase which
complicates dispersion measurements.
However, during the last decade, the development of seismic interferometry has provided a
new seismological tool to image the subsurface. The technique involves extracting signals from
the diffuse noise wavefield recorded across a seismic network, and so is not reliant on earthquake
distribution. The theory, originating from applications in the fields of helioseismology (Rickett and
Claerbout, 1999) and ultrasonics (Lobkis and Weaver, 2001), is that the cross-correlation of the
continuous ambient seismic noise at two seismic stations yields an approximation to the Green’s
Function for an elastic medium. This is the signal that one seismometer would receive when the
other is given an impulsive excitation.
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Conceptually, cross-correlating the continuous fluctuations of the ambient noise wave field at
two station locations extracts signals in the noise which remain coherent between the two (Figure
5.1). Signals which are coherent between the two records constructively sum at time lags equal to
the propagation time between the station pair. If many waves are coherent between the two records,
the addition or stacking of many of these constructive signals in the cross-correlations serves to
build up a signal which can be understood as due to waves which are generated by an impulsive
source at one of the receiver locations and observed at the other. This is the Green’s Function (or
theoretical earth response between two stations), to which the long term Noise Correlation Function
is an approximation (Gouédard et al., 2008; Sabra et al., 2005a; Shapiro and Campillo, 2004). As
the seismic noise is mainly generated by Earth surface processes in the oceans (section 5.1.1), the
extracted Noise Correlation Function is dominated by the surface wave component of the Green’s
Function.
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Fig. 5.1: Schematic illustrating the principles of ambient noise interferometry discussed in the text. Continuous
noise at stations A and B is cross-correlated to extract the signals which are coherent and consistent between
the two records. The resulting cross-correlation function is an approximation of a surface wave travelling
from one station to the other.
This theoretical principle was subsequently verified by the experimental extraction of surface
wave measurements, both with the cross-correlation of scattered seismic waves in the coda of large
earthquakes (Campillo and Paul, 2003) and with cross-correlation of continuous recordings of the
ambient noise wavefield (Campillo, 2006; Sabra et al., 2005a; Shapiro and Campillo, 2004). The
early surface wave tomography studies which emerged (Sabra et al., 2005b; Shapiro et al., 2005)
showed excellent agreement between wave-speed anomalies and the regional geological structures,
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demonstrating the applicability of the technique and the huge potential to generate surface wave
velocity maps at a very high resolution (tens rather than hundreds of kilometres).
Numerous tomographic studies increasingly developed and refined the technique, with studies in
California (Gerstoft et al., 2006), Tibet (Yao et al., 2006), Europe (Yang et al., 2007), New Zealand
(Lin et al., 2007), Korea (Cho et al., 2007), USA (Bensen et al., 2008; Lin et al., 2008; Moschetti
et al., 2007), Piton de la Fournaise on La Reunion (Brenguier et al., 2007) and more, with many of
the adopted processing practices summarised in the review paper of Bensen et al. (2007). These
studies extended the method to Rayleigh and Love wave phase and group velocity, and showed that
these surface wave measurements retrieved from ambient noise were both repeatable and agreed
with earthquake records. Broadband seismic networks previously installed to observe and monitor
earthquake sources, could now be used to generate a denser set of station pairing observations than
using earthquake to station observations, and a whole wealth of archived datasets could be mined
for these noise signals. New seismic arrays can now be designed with a station spacing to achieve
a desired resolution and ray coverage, with no reliance on earthquakes for a seismic source. The
technique is used for a range of applications in structural imaging with surface and body waves, and
more recently passive monitoring. This is possible due to the reproducible source, which provides
the ability to repeatedly retrieve information about the properties of the medium.
For structural imaging, surface wave measurements retrieved from the ambient noise provide
observations which are complementary to those made from earthquakes. The benefit of earthquakes
is that they are extremely energetic sources and so generate dispersive wave trains with a very high
signal-to-noise ratio. Dispersion measurements can typically be made to long periods of greater than
100 seconds. At short periods however, the often long ray paths means that short period energy has
been heavily attenuated and multipathed due to scattering, with extremely broad lateral sensitivity
kernels. Conversely, surface waves from ambient noise, while having a low signal-to-noise ratio at
long periods, contain cleaner wave trains at periods as short as 5 seconds. They therefore improve
depth sensitivity to crustal and upper mantle structure, and as such this approach is well suited to
this study of Icelandic crustal structure. The ability to make repeated measurements is another key
advantage of the ambient noise method, and is one that I take considerable advantage of in order to
reliably assess uncertainties in surface wave measurements (see Sections 5.5 and 5.4).
There are some important considerations to be made regarding how ambient noise theory differs
from the reality of the Earth’s seismic wavefield. The theoretical conditions for the emergence of
Green’s Functions from cross-correlations requires a completely random, diffuse wavefield. In this
case of a spectrally white wavefield distributed everywhere in the medium, the time derivative of the
Noise Correlation Function Ci j between two stations A and B is proportional to the complete Green’s
Function of the medium, including all reflecting, scattering and propagating signals (Gerstoft et al.,
2006; Gouédard et al., 2008; Sabra et al., 2005a; Weaver and Lobkis, 2005).
∂Ci j
∂ t
≈ −G(A;B, t)︸ ︷︷ ︸
causal Green’s Function
+ G(B;A,−t))︸ ︷︷ ︸
acausal Green’s Function
(5.1)
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The Green’s Function (Gi j) is symmetric, and correspondingly in theory the Noise Correlation
Function, which is a two-sided time function of the correlation coefficient, should be the same at
both positive (causal side) and negative (acausal) time lags. The ambient noise wavefield however,
is not diffuse and isotropic, but is dominated by directional noise sources such as ocean microseisms
(see Section 5.1.1). Consequently the Noise Correlation Functions often exhibit asymmetry (Section
5.3.2). Consideration of this non-diffuse nature of the wave field has suggested that the emergence
of the Green’s Function becomes effective after a self-averaging process, which can be achieved
through scattering and the random distribution of noise sources over a long time-series (Campillo,
2006; Larose et al., 2006; Sanchez-Sesma, 2006; Sánchez-Sesma et al., 2008). Long time-series are
therefore necessary to retrieve a suitable Green’s Function approximation. I have long time-series
of continous data and so stack data to achieve large signal-to-noise ratios with a clear Green’s
Function. The long term data coverage at many stations also enables me to use the repeatability of
measurements to lend confidence to observations. The asymmetry is discussed further in Section
5.3.2, and is dealt with by taking the ‘symmetric’ component, or average of the positive and negative
lag components of the Noise Correlation Function.
Summary of technique
This introduction to ambient noise is followed by a detailed explanation of the technique for
extracting surface wave observations in Sections 5.2 to 5.4.
• In Section 5.2 data is prepared into day-long displacement records.
• In Section 5.2.3 records are preprocessed to isolate the noise-only time series (removing
earthquakes).
• In Section 5.3 the day long noise records are cross-correlated for every pair and day available,
and stacked to generate a long term Noise Correlation Function for each station pairing.
The average Noise Correlation Function is used as the approximation to the Rayleigh wave
component of the Green’s Function.
• In Section 5.4 the group velocity dispersion is measured using these Rayleigh waves
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5.1.1 Origin of energy in the seismic noise wavefield
The ambient noise wavefield is essentially a melange of propagating and scattering signals, containing
energy across a wide range of frequencies. The power in the noise, however, is not equal across
all frequencies, but is dominated by strong spectral peaks (see Figure 5.2a). At very short periods
(yellow band Figure 5.2), noise is either anthropogenic or generated by the local environment and
weather. At these high frequencies it attenuates rapidly and is not useful for interferometry over
distances of tens of kilometres, as it is not coherent over long distances and is not necessarily
stationary. Two peaks in the spectrum, known as the microseisms, occur at periods of 7 seconds and
15 seconds. These constitute the most energetic seismic noise sources. They are generated at the
Earth’s surface by interactions between the ocean and the solid Earth (Figure 5.2b). The ambient
noise is then minimum in the period range 30 to 70 seconds, before rising at long periods forming a
signal known as ‘Earth Hum’ (Rhie and Romanowicz, 2004; Webb, 2008).
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Fig. 5.2: The ambient noise wavefield: (a) Power spectrum of the seismic noise wavefield with labelled source
frequency bands. (b) Cartoon illustrating generation mechanisms for the sources of primary and secondary
microseism energy, which occupy the frequency band of interest for tomographic studies.
The primary microseism, peaking at a period of 15 seconds, is generated by the coupling of
ocean waves with the bathymetry (Figure 5.2b). It is a consequence of the direct interactions between
ocean surface gravity waves and the shallow bathymetry (Hasselmann, 1963; Hillers et al., 2012;
Traer et al., 2012; Wiechert, 1904). The dominant frequencies correspond to those of the ocean
swell.
The more energetic secondary microseism results from non-linear interaction between incident
and reflected ocean surface waves (Longuet-Higgins, 1950). Pressure fluctuations from the interac-
tions propagate to the seafloor and are transmitted into the solid Earth (Figure 5.2b). The excitation
occurs at double the frequency of the primary microseism, and as such is commonly referred to as
the ‘double-frequency microseism’, peaking at a period of 7 seconds.
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The dominant source for Earth hum is less well understood. Array based observations (Rhie and
Romanowicz, 2004) and modelling studies (Traer et al., 2012) (Webb, 2008) are leading towards the
suggestion (Ardhuin et al., 2015) that (just as with the primary microseism) ocean gravity waves are
responsible for the hum. Ardhuin et al. (2015) propose that the ‘primary’ generation mechanism, of
ocean waves propagating over a shallowing slope can generate seismic noise not just in the primary
microseism band, but also from periods of 13 to 300 seconds when the right ocean swells exist.
Thus between them, the ‘primary’ and ‘secondary’ excitation mechanisms could generate the full
spectrum of ambient seismic noise. Importantly they suggest that most hum sources at periods
longer than 50 seconds must be generated at the shelf break by ocean waves of the same frequency.
For regional tomography studies the signal period range of interest is covered by the primary and
secondary microseism bands. The power generation in these microseisms is dependent on the ocean
swell, as affected by atmospheric weather conditions and the interacting bathymetry. Observational
studies demonstrate considerable variation in the distribution of microseism sources (Hillers et al.,
2012), with near-coastal source regions dominant in the generation of secondary microseism energy
(Bromirski et al., 1999, 2013; Essen, 2003; Gerstoft and Tanimoto, 2007; Hillers et al., 2012; Traer
et al., 2012; Zhang et al., 2010). Modelling studies support these findings, using wave action datasets
coupled with microseism excitation theory to predict the geographical distribution of noise sources
(Bromirski et al., 2013; Gualtieri et al., 2015; Hillers et al., 2012; Kedar et al., 2008). The noise
spectrum and noise directionality of a study area will therefore depend on its location relative to
these changing noise sources. This non-diffuse wavefield is the reason why long time series are
necessary to retrieve estimates of the Green’s Function. The effect of this on the asymmetry of Noise
Correlation Functions is discussed in Section 5.3.2.
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5.2 Data collection and preparation
This multi-network study analyses continuous broadband seismic data from a total of 253 (non-
simultaneous) seismic stations across Iceland (see Figure 5.3). 166 stations are part of an ongoing
deployment in central and east Iceland, operated by the University of Cambridge and University
of Iceland, and this array is augmented by 48 permanent sites from the monitoring network of the
Icelandic Meteorological Office (IMO). To supplement this, additional archive data from a summer
deployment at Eyjafjallajökull volcano (Tarasewicz et al., 2012) and the HOTSPOT experiment
of 1996-98 (Allen et al., 1999) were collated and reprocessed to extend coverage to the edges of
Iceland. Data for all networks was supplemented with records from the permanent Global Seismic
Network (GSN) station BORG.
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Fig. 5.3: Seismic station coverage of Iceland: The ongoing Cambridge experiment (with additional permanent
stations) has concentrated broadband instruments (red diamonds) along the northern and eastern rift zones, and
around the highly volcanically active Vatnajökull region. A backbone of broadband stations (green diamonds)
from the HOTSPOT experiment complements dense coverage of the rifts, providing an even spacing of ray
paths across the island. Short period seismometers (blue triangles) provide additional paths which are still
valuable with careful quality control (Section 5.5).
The sensors used are predominantly broadband seismometers (see Table 5.1), with the exception
of a minor number of Lennartz 5 second instruments, which are used for shorter periods and are still
valuable with careful quality control (Section 5.5). Stations with pairings of sufficient separation (of
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Table 5.1: Seismometer performance notes and corner frequencies. Response curves are in Figure 5.4
Seismometer and
Network
Corner Frequency (Hz) Remarks
Broadband
Streckeisen STS-2
GSN
0.0083 Hz : 120.0 s GSN network instrument with a very long period
response and low internal noise levels. Data from
this station was gathered from the IRIS data portal.
Güralp 3T
Cambridge
0.0083 Hz : 120.0 s Extremely long period response with very low in-
ternal noise levels. An external digitiser and data
storage module (Nanometrics-Taurus) is required,
and these instruments had a higher failure rate.
Güralp 3TD
Cambridge, IMO
0.0083 Hz : 120.0 s Extremely long period response and low internal
noise levels, with an internal digitiser but external
data storage. Excellent quality data but failure rate
was high in the harsh Icelandic weather conditions.
Güralp 3ESPCD
Cambridge,
HOTSPOT
0.017 Hz : 60.0 s Sensor with a good broadband response and low
levels of internal noise generation. Internal digitiser
and data storage.
Semi-broadband
Güralp 6TD
Cambridge
0.03 Hz : 30.0 s Easy to operate and low maintenance sensor with
internal digitiser and data storage. Greater internal
instrument noise compared to 3TD/ESPCDs results
in marginally lower quality Noise Correlation Func-
tions at stations with these sensors.
Güralp 40T
IMO
0.03 Hz : 30.0 s Low maintenance sensor with a semi-broadband
response and significant internal instrument noise.
Short period
Lennartz 3D-5s
IMO
0.2 Hz : 5.0 s Extremely robust and reliable short period instru-
ment.
at least 3 wavelengths) to make long period surface wave observations (periods of 30–40 seconds)
were operated with broadband sensors. From this assemblage of datasets the continuous vertical
component records were processed for ambient noise analysis, following a procedure similar to
Bensen et al. (2007). The data was split into day long records, decimated to 1 Hz sampling rate, and
only complete day records were retained for further processing. The mean station pair data record
length for this dataset was 378 days, of which 770 pairs have data records longer than 2 years. See
Appendix B for further details on the decimation procedures.
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5.2.1 Instrument response removal
Each day record was demeaned, detrended and tapered (to depress edge effects), before the instru-
ment response is removed to displacement. Prior to the deconvolution a high pass filter (tapering
from 50–60 seconds) is applied to remove signals which are beyond the period range possible with
station separations in Iceland. For data from short period instruments (Lennartz 5s) the high pass
filter taper was 10–20 seconds. No additional high pass filter is applied for (30 second response)
semi-broadband sensors, in order to maximise the number of available paths with long period obser-
vations. Instead of low-cutting these continuous records at 30–40 seconds, a careful quality control
procedure (described in Section 5.5) has been developed. This rejects surface wave information at
long periods if the signal quality is not high enough in the resultant Noise Correlation Functions.
Routines for instrument response removal are discussed further in Appendix C.
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Fig. 5.4: Amplitude and phase response curves for seismometers used in the dataset
5.2.2 Noise characteristics
The power spectrum of the ambient noise field depends on the location of a study area relative to the
distribution of noise sources (Section 5.1.1). These sources are typically storms in relatively shallow
seas (less than 250 m). Microseismic noise in Iceland clearly fluctuates through time (Figure 5.5),
with seasonal variation in the magnitude (Wilcock et al., 1999) and frequency content of the noise
(Gudmundsson et al., 2007). During winter, storms cause areas of the North Atlantic to generate
more powerful seismic noise, particularly in the secondary microseism band. In contrast during
summer the ocean is often calmer, and the secondary microseism is weaker.
The characteristics of the ambient noise wavefield can be assessed by spectral analysis of the
continuous displacement time-series at stations in Iceland (Figure 5.6). Stations SVIN and LIND
are shown here as representative records from our network. The dominant energy is observed in
the secondary microseism band, peaking at a period of ~7.5 seconds (0.14 Hz). In general, there is
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no primary microseism, though on certain days the primary microseism peak appears if the higher
frequency noise is less powerful.
The strength of the noise in Iceland is significant because it means I very quickly extract a surface
wave Green’s Function in the period range of 6–12 seconds. Within this powerful spectral band,
coherent signals can be obtained from the greatest number of stations pairs, and the high noise level
allows repeated reconstruction of the surface wave signals for analysis of their temporal stability.
Fig. 5.5: Spectrogram of station SVIN showing seasonal variation in magnitude and frequency content of the
ambient noise wavefield. In winter the secondary microseism band is stronger and the primary microseism is
more apparent, while the high frequency limit of the local noise shows less variability.
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5.2.3 Noise Preprocessing
The continuous displacement records are preprocessed in order to remove anything that is not
the noise wavefield, primarily earthquakes. The most important method to apply is temporal
normalisation. This procedure reduces the effect of non-stationary noise sources and earthquakes on
the cross-correlation functions. I follow Bensen et al. (2007) and apply a running-absolute-mean
normalisation. The method computes the running average of the absolute value of all samples in a
sliding window along the waveform. The value at the centre of the window is then weighted by the
inverse of that average. The normalisation weighting function wn for time point n and a time-series
f is:
wn =
1
2N+1
n+N
∑
i=n−N
| fi| (5.2)
This acts to down-weight the time-series during earthquake arrivals. The window over which
this is computed (2N+1) is set to half the maximum period of the passband filter. The normalised
time-series is then spectrally whitened to maximise the broadband period range of the signal which
can be measured. The procedure broadens the frequency band of the single station records by
inversely weighting the complex spectrum by a smooth version of the amplitude spectrum.
Preprocessing the data in this way maximises the noise signal in the record, producing a
significant improvement in the signal extracted through cross-correlation. Cross-correlation of
time-series which are unprocessed and earthquake contaminated (Figure 5.7a) results in spurious
correlation functions (Figure 5.7c). When preprocessed time-series (Figure 5.7b) are cross-correlated,
the extracted signal resembles the surface wave Green’s Function (Figure 5.7d).
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5.3 Cross-correlation and stacking to extract Rayleigh waves
The cross-correlation C f g(τ) of two functions f (t) and g(t) is defined as
C f g(τ) = f (t)⊗g(t) =
∫ ∞
−∞
f (t)g(t+ τ)dt (5.3)
For discretely sampled signals with N time samples, f (t)⊗g(t) can be interpreted as the dot product
of the Nx1 vector f with a time-shifted copy of the Nx1 vector g. At time shifts where vector f shows
a strong resemblence to the time-shifted vector g, the dot product and correlation value are large. In
practice the time-series are cross-correlated in the frequency domain by performing a fast Fourier
transform on f (t) and g(t), and using the relation C(ω) = 2πF(ω)∗G(ω)
Prepared noise time-series are cross-correlated in the frequency domain to yield a two-sided
Noise Correlation Function (correlation coefficient as a function of lag time). For all 11680 station
pairs, day files are cross-correlated independently and then stacked. Increasing the days stacked
improves the Rayleigh wave signal in the Noise Correlation Function (Figure 5.9). The final long
term Noise Correlation Functions display a very clear wave packet and a moveout on record sections
showing a group velocity of 3 kms-1 corresponding to that of a Rayleigh wave.
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5.3.1 Signal-to-noise ratio emergence
It is important to define a signal-to-noise ratio for the emerging signal in order to assess signal
quality and compare symmetry in the Noise Correlation Functions. The signal-to-noise ratio (SNR)
of the emerging Rayleigh wave is defined between a signal window over the wave packet and a noise
window trailing the signal window by 50 seconds. The windows are identified on Figures 5.8 and
5.9.
Signal-to-noise ratio =
Peak amplitude in the signal window
root-mean-square of signal in noise window
(5.4)
The signal window is positioned over the wave packet using bounds tmin and tmax, set using
a range of group velocities. These are modified by the periods of the bandpass filter applied, to
account for different pulse widths.
tmin =
distance
vmax
− τmax and tmax = distancevmin +2τmax where: (5.5)
τmax = maximum period of passband, vmax = 3.4 kms−1 and vmin = 2.2 kms−1
The frequency dependence of the SNR is also a powerful parameter for assessing the quality of
the emerging signal. A series of narrow bandpass filters are applied and the SNR measured using
Equations 5.4 and 5.5. This is referred to as the spectral signal-to-noise ratio and is displayed in
Figure 5.10b. It is used in the quality control and data selection phase of the processing procedure.
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stations FAG and K250. Dotted line on (a) displays a square root relation.
Theoretical considerations argue that for Green’s Function emergence in a diffuse wavefield the
SNR should increase as the square root of the recording time (Larose et al., 2004; Snieder, 2004;
Weaver and Lobkis, 2005), and experimental observations have confirmed this in long term Noise
Correlation Functions (Gerstoft et al., 2006; Sabra et al., 2005a). Bensen et al. (2007) found that
the relationship may deviate from an exponent 0.5 power law at very long time periods. I observe a
long term signal convergence which increases like the square root of the recording time over many
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years, but there are notable bursts of SNR which deviate from the theoretical relationship. These
occasional bursts occur during times of high noise levels, such as storms in the North Atlantic.
SNRs computed on both sides of the correlation function show the same burst-like features,
though there is a significant difference in the absolute values of the causal and acausal SNR. This is
due to the asymmetry of the Noise Correlation Function which is common for most station pairs in
this dataset.
5.3.2 Asymmetry of Noise Correlation Functions
Theoretical Green’s Functions should be symmetric, but the long term Noise Correlation Function
rarely shows this due to the non-diffuse nature of the ambient noise wavefield. The asymmetry
arises when there is an anisotropic distribution of noise sources, resulting in more powerful waves
propagating in one direction compared to the other (Figure 5.11). In this case station pair orientation
matters, as to first order the main contribution to the NCF comes from noise sources close to the
station-pair axis (Roux and Kuperman, 2004; Sabra et al., 2005a; Snieder, 2004).
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Fig. 5.11: Schematic diagram of the effect of anisotropic noise source distribution on asymmetry of Noise
Correlation Functions. Concept modified from Stehly et al. (2006). Each black circle represents a noise
source, so in (a) there is more energy propagating in the direction A to B. The surface wave for this side of the
Noise Correlation Function will therefore be stronger.
For the cross-correlation of station FAG with station K250 (Figure 5.9), energy propagating in
the direction of K250 towards FAG arrives at a positive time lag. This signal is recorded on the
‘causal’ side of the Noise Correlation Function and signal here is weak. Energy propagating in the
direction of FAG towards K250 arrives with a negative time lag on the so called ‘acausal’ side of
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the Noise Correlation Function. Like many pairs in the network the signal going from south to
north is stronger, demonstrating the propagation of more coherent energy originating from the south.
Casual versus acausal directionality conventions for the software I have used are discussed further in
Appendix D.
Because energy close to the propagating azimuth is the dominant contributor to the NCF (Gerstoft
et al., 2006), I can use the asymmetric SNRs to estimate the directionality of the noise. For each
Rayleigh wave packet I calculate the broadband SNR and associate it with the station pair back-
azimuth which represents the propagation direction of that surface wave. This is performed for casual
and acausal Noise Correlation Functions, for a large set of station pairs which have a distributed
azimuthal sampling (Figure 5.12). I find that the most powerful surface waves arrive along a back
azimuth from the south-west (160°- 280°). This direction corresponds to the main North Atlantic
basin where the largest storms generate a powerful secondary microseism. There is a clear seasonal
variation in the strength of the noise, with more powerful noise from the Atlantic ocean through the
winter months.
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Fig. 5.12: Noise source directionality: Back-azimuth variation of noise strength from signal-to-noise ratios
(SNR). (a) SNR versus back-azimuth of station pair for the full time stack Noise Correlation Function (NCF).
(b) NCFs stacked in different seasons to observe changes through the year.
Asymmetry of Noise Correlation Functions in amplitude is not problematic for structural imaging,
providing travel times are identical for both causal and acausal signals. For most correlation functions
(as shown in Figure 5.13a) this is the case, with causal and acausal signals that differ only in amplitude
when overlain. However when the NCFs are strongly asymmetric (when one side of the NCF has a
very low SNR) then a phase discrepancy becomes apparent (Figure 5.13b). Dispersion curves for
the acausal versus causal signals can then exhibit different velocities at some frequencies.
A solution to this asymmetry is to compute the average of the Noise Correlation Function, which
produces a one-sided function dominated by the signal from the higher SNR side of the original
two-sided function. Dispersion curves for this ‘average’ signal match those from the higher SNR side
of the cross-correlation function (Figure 5.13). This justifies the routine stacking of the positive and
negative components of the cross-correlation to yield the average or symmetric Noise Correlation
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Function. The symmetric Noise Correlation Function is then used as the approximation to the
Rayleigh wave component of the Green’s Function.
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Fig. 5.13: Asymmetric Noise Correlation Functions. (a) Panels show: the two-sided correlation function,
then an overlay of casual (red) with acausal (blue) functions, and then the averaged correlation function.
Dispersion curves (methodology follows in Section 5.4) shown for the causal, acausal and average Noise
Correlation Functions are all the same. The same panels in (b) show a phase discrepancy between the two
sides as the SNR of the causal side is very low. The dispersion curve of the low SNR causal side diverges
from the dispersion of the higher SNR acausal side. The dispersion from the averaged NCF shows a good
match to the high SNR acausal signal at all periods.
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5.4 Group velocity dispersion analysis
Rayleigh wave dispersion (group velocity variation as a function of frequency) is measured using
Frequency Time Analysis (FTAN) (Dziewonski et al., 1969). The method used is based on the
method of Levshin (1989) which has been modified for an automated application by Levshin and
Ritzwoller (2001). This is necessary for use with large numbers of ambient noise observations, and
its application has been demonstrated by Bensen et al. (2007).
Dispersion measurements for the waveform s(t) are made by considering the analytic signal
Sa(t):
Sa(t) = s(t)+ iH(t) = |A(t)|exp(iφ(t)) (5.6)
where H(t) is the Hilbert tranform of s(t), |A(t)| is the amplitude and exp(iφ(t)) is the phase. In the
frequency domain the analytic signal becomes:
Sa(ω) = S(ω)(1+ sgn(ω)) (5.7)
The analytic signal in the frequency domain is subjected to a series of narrow bandpass Gaussian
filters at centre frequencies ω0 and then each bandpassed function is inverse Fourier transformed
back into the time domain to yield
Sa(t,ω0) = |A(t,ω0)|exp(iφ(t,ω0)) (5.8)
Function |A(t,ω0)| is a smooth envelope that is used to measure the group velocity, and the phase
velocity can be measured using φ(t,ω0). The peak of the envelope function defines the group travel
time τ(ω0) at frequency ω0. Group time is then typically converted into group velocity using
U(ω0) =
interstation distance
τ(ω0)
(5.9)
Due to spectral leakage a minor modification is made such that the centre period of the passband ω0
is replaced with time rate-of-change of the phase function at the group arrival time τ(ω0). This is
known as the measurement of the ‘instantaneous frequency’.
FTAN results are then typically graphically displayed using a representation of the envelope
function (value shown by colour) arranged vertically across a range of frequencies. Period replaces
frequency and group velocity replaces arrival time. The group velocity dispersion curve tracks the
peaks of the envelope function as a function of period. A number of additional steps are designed
to improve the FTAN measurement by removing neighbouring noise. First the raw FTAN (Figure
5.14b) is computed for the unmodified waveform. The raw dispersion curve is then used to apply a
phase-matched or ‘anti-dispersion’ filter which produces an undispersed version of the observed
waveform (black line on Figure 5.14c). This undispersed signal is cleaned to remove nearby noise
in the seismogram (producing the red line on Figure 5.14c). The clean signal is redispersed (red
line Figure 5.14a), and the FTAN image of the cleaned waveform is then computed using the same
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process (Figure 5.14d). The intricacies of the automation of this procedure to ambient noise is
discussed in detail by Bensen et al. (2007) and Levshin and Ritzwoller (2001).
The automated frequency time analysis is applied to the available 11680 station pairings to
measure the Rayleigh wave group velocity dispersion.
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Fig. 5.14: Reproduced from Bensen et al. (2007). Graphical representation of FTAN. (a) Raw (blue) and
cleaned (red) waveforms for a 12-month stacked cross-correlation. (b) Raw FTAN diagram, with measured
group speed curve as the solid line. (c) Undispersed or collapsed signal (black) and cleaned signal (red
dashed). (d) Cleaned FTAN diagram with measured group speed curve as black line.
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Fig. 5.15: Quality Control procedure for dispersion measurements at two example station pairs. The FTAN
dispersion is computed for the long term NCF (a,d) and also for all uncertainty stacks (b,e, grey lines). The
maximum period is calculated for the station pair separation (a-16.6s, d-24.4s). Spectral SNR is then computed
for the measurement and uncertainty NCFs. In (c) the spectral SNR at the maximum period is greater than the
threshold value so the maximum period is not changed. The dispersion curves at periods below this (b) are
all very similar and the error is estimated with the standard deviation. In (f) the spectral SNR is below the
threshold and the maximum period of the measured dispersion has to be reduced until the SNR is above the
threshold. Dispersion measurements above the new maximum period are discarded.
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5.5 Quality control and error analysis
To deal with the large data quantities I implement an automated quality control procedure and uncer-
tainty analysis, to ensure reliable velocity measurements. Noise conditions for the ambient noise
velocity measurements are known to vary seasonally, and so assessing the temporal repeatability of
these measurements through changing noise conditions is a significant indicator of their reliability.
Any temporal variability in the measurements allows for the quantification of uncertainties and
identification of outliers.
To do this I generate uncertainty correlation functions by stacking day cross-correlations in
sliding 3 month windows with a 1 month shift. Each 3 month stack (or uncertainty correlation
function) is used to make a dispersion measurement with which to quantify uncertainty. These are
then used in the error analysis. The long term NCF stack of all available days is still used as the
measurement waveform. Several criteria are considered for the selection of a reliable dispersion
measurement. First, I define a maximum Rayleigh wave period for each station pair, based on the
interstation separation. Observations are rejected if there are fewer than three complete wavelengths
separating the two stations (Bensen et al., 2007). I then reject station pairs with a broadband
signal-to-noise ratio of less than 15 for the long term Noise Correlation Function. This reduces the
available station pairings to 5669 paths.
The spectral signal-to-noise ratio is then used to limit the period band over which the Rayleigh
wave is sufficiently well emerged in the narrow bandpass filters (see demonstration in Figure 5.15).
If the signal-to-noise ratio at the separation defined maximum period is below 7, then the maximum
observation period is reduced until the signal-to-noise ratio exceeds this value (Figure 5.15f). This
stage is vital for removing observations at longer periods where the frequency response or internal
noise level of the seismometer means that the Rayleigh wave signal is not clearly defined. Using
this analysis allows the inclusion of data from a variety of instrument types as the long wavelength
signals are rejected for data from short-period seismometers.
Uncertainty stacks with a broadband signal-to-noise ratio greater than 10 are then used to quantify
velocity uncertainties for the remaining observations. For each observation period if there are a
minimum of 4 uncertainty measurements then the error is defined as the standard deviation of all
values. A minimum for the error is set as 0.01 kms-1 and in the absence of an uncertainty a default
error of 0.05 kms-1 is assigned.
5.6 Ray-path clustering
At periods between 8 and 20 seconds the dataset of available station-pair travel times is dominated
by north-south ray paths. This is due to the high density of stations around the Askja central volcano,
linking with stations both on the north coast and to the south of the Vatnajökull icecap. To negate
the smearing effect which this can have on tomography maps I use a clustering methodology to
reduce redundant paths. Stations greater than 125 km from Askja (Figure 5.16a) are clustered with
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all stations in Askja. All dispersion curves within the cluster are then reduced to a single best fitting
curve for each cluster (red dispersion curve Figure 5.16b). This averaging is performed by inverting
all curves for the best fitting 1D shear wave velocity model (see Section 5.8). The model dispersion
is used as this average. Errors for the cluster pair are estimated using the standard deviation of all
dispersion curves in the cluster if more than 4 are available. If not, a minimum error is used in the
same way as in Section 5.5. Stations located closer, between 30 - 125 km from Askja, are clustered
with 4 spatially distributed subsets of Askja stations (Figure 5.16c). Stations less than 30 km from
Askja are clustered with 16 possible subsets of Askja stations. This process of removing redundant
paths reduces the number of station pairs further to 2905.
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Fig. 5.16: Ray path clustering procedure for pairs with one station in the Askja region. If the pairing is distant
from Askja (a) all dispersion curves are averaged to one curve (b) between Askja and the distant station
(KRO). This reduces the number of redundant dispersion measurements. The clustering is broken up into
more groups for stations which are closer to Askja (c-e).
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5.7 Group velocity tomography
5.7.1 Tomography method
The study region was parameterised with a 2-D mesh of triangular elements encompassing all
stations. A node spacing of 0.1 degrees latitude and 0.2 degrees longitude is used across the majority
of Iceland, though a finer grid is embedded within this, covering the Northern Volcanic Zone and the
Vatnajökull ice cap. Here the high density of stations and ray paths merits a spacing of 0.05 degrees
latitude and 0.1 degrees longitude (approximately 5 km by 5 km).
Tomographic maps at each period are generated following the method of Mitra (2004) and Mitra
et al. (2006). The data used consists of group travel times between station pairs, approximated as a
ray following the great circle path. Group slowness (1/velocity) at each node is calculated from
all intersecting ray paths. Three-point linear interpolation from the three nodes is used to calculate
slowness within each triangular element.
The travel time (t) for a ray to travel from A to B along a path of elements dx with slowness u is
t =
∫ B
A
udx (5.10)
Summing for all n triangles along the path the travel time can alternatively be written as
t =
n
∑
i=1
∫ li
0
udx (5.11)
where li is the length of the path segment within the ith triangle. The slowness at any point within
that triangle is calculated using a three-point linear interpolation
slowness = ε0u(X0) + ε1u(X1) + ε2u(X2) (5.12)
where X0, X1, X2 are position vectors of nodes, and ε0, ε1 and ε2 are weights assigned to the three
nodes with ε0+ ε1+ ε2 = 1. The expression for ray travel time then becomes
t =
n
∑
i=1
[ u(X0)
∫ li
0
ε0dx + u(X1)
∫ li
0
ε1dx + u(X2)
∫ li
0
ε2dx ] (5.13)
The forward calculation for theoretical travel times through the grid of model nodes can then be
calculated using Equation 5.13. The forward problem for the inversion can be expressed as
d = Am (5.14)
where d is an N-dimensional vector of travel time data t for all rays, and the model m is an M-
dimensional vector of the slowness values at all nodes. A is the operator mapping the model values
onto the data, essentially the forward calculation. The matrix [A] is inverted to obtain m, while
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minimising the data weighted sum of squares and the smoothing sum of squares for m.
data weighting sum of squares = (d−Am)TV−1(d−Am) (5.15)
smoothing sum of squares = mTV−1s m (5.16)
V is the diagonal data variance matrix and Vs is the smoothing variance matrix associated with the a
priori smoothing constraints on the model. This smoothing is used to stabilise the inversion, and
is constructed by imposing an a priori constraint on the standard deviation of the slowness values
across a reference distance. The resulting model vector m after the minimisation, is computed as
m = (V−ss +A
TV−1A)−1ATV−1d (5.17)
The a posteriori model variance matrix is given by
(V−1s +A
TV−1A)−1 (5.18)
Velocity errors are computed from this by taking the square root of the model variance at each node.
5.7.2 Group velocity maps
I construct Rayleigh wave group velocity maps at periods between 4 and 30 seconds (Figure 5.17).
The input data amounts to 25919 group travel time paths. Ray path coverage is best at 6 - 8 seconds
period, and is good from 5 to 20 seconds. The inversion was performed using a range of values for
the a priori slowness standard deviation, (apsl) at a reference distance of 10 km. This smoothing
parameter was varied between 0.01 to 0.5 skm-1. The choice of an apsl of 0.06 skm-1 was made
subjectively using overall misfit, physical reasonability and model error across the well sampled
regions. The position of the chosen smoothing is indicated on Figure 5.18 of the trade off between
misfit and smoothing. The resulting model has a 0.1 kms-1 error contour which is a good fit to the
ray coverage, and is used to remove regions which are not constrained by the data.
Group velocity maps in Figure 5.17 are contoured at 0.1 kms-1 intervals. Low velocity regions
in the map exhibit excellent correlation with the active rift systems of the plate boundary. Velocities
are as much as 0.5 kms-1 slower at 10 seconds period than in the non-volcanically-active regions.
The very lowest seismic velocities are centred beneath the western side of the Vatnajökull ice cap,
and at the southern end of the Eastern Volcanic Zone.
The slow features follow the edges of the rifts with remarkable consistency, and even delineate
a linking branch between the Western Volcanic Zone and the Eastern Volcanic Zone near the
Bárðarbunga-Grímsvötn volcanic complex. See Figures 1.7 and 5.23 for place names. The Western
Volcanic Zone exhibits less pronounced low velocities than the Eastern Volcanic Zone. Unfortunately
how far this feature extends down the Reykjanes Peninsula (Figure 1.7) is limited by ray path
coverage in this area.
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Fig. 5.17: Rayleigh wave group velocity maps between 16 s and 6 s period. Grey regions are unconstrained
as the maps are clipped at the 0.1 kms-1 error contour. Black lines mark the rift systems and ice covered areas
for reference. Small inset maps show the ray path distribution as red lines. Blue and black lines display error
contours every 0.1 and 0.05 kms-1. The damping parameter, a priori slowness standard deviation is 0.06 for
all maps.
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Fig. 5.18: Residual versus smoothness trade off for surface wave tomography. Dotted line indicates the
chosen smoothness value for the results displayed in Figure 5.17.
5.7.3 Synthetic recovery tests
Uncertainties may arise in group velocity maps from measurement errors, and from imperfect ray
path coverage resulting in a poorly constrained inversion. Observational errors were quantified using
the temporal repeatability of the dispersion measurement, and the effect of ray path coverage is
assessed using a checkerboard recovery test. I performed a series of checkerboard tests of decreasing
size to illustrate the resolution of the group velocity maps in this study. A synthetic model is
parameterised with alternating blocks of high and low velocities of 4 and 2.5 kms-1. Using identical
ray paths to those available for the real data at each period, I calculate the travel times for each path
through the synthetic velocity model. The synthetic travel time data is then inverted using the same
tomographic inversion. This is performed for block sizes of 40, 60, and 100 km (Figure 5.19).
For checker sizes of 60 km the structure is well recovered using the ray coverage between
5.0–14.0 seconds period, and at 15.0 seconds a small amount of NE-SW smearing becomes apparent.
The velocity highs and lows are still resolved, albeit with a reduced amplitude, which is typical for
tomographic inversions. With smaller block sizes of 40 km, successful recovery is only achieved
between periods of 5–11 seconds, and above this the features blur together. The velocity anomalies
associated with the volcanic rift zones are greater than 60 km in lateral extent, so they are likely to
be reliably resolved by this data. Their correlation with the surface geology also acts as compelling
support for the reliability of the structure.
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Fig. 5.19: Synthetic group velocity recovery maps for 15, 12, 9 and 6 s period, with identical ray coverage to
data inversions in Figure 5.17. Input checkerboard squares are 60 km (a-d) and 40 km (e-h).
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5.8 Shear wave velocity structure
A shear wave velocity model across Iceland is obtained on grid cells in the regions where there are
good group velocity constraints. Pseudo-dispersion curves are extracted from the group velocity
maps using bicubic interpolation on a series of nodes at 0.05° latitude (5.5 km) and 0.12° longitude
(5.5 km) spacing. The pseudo-dispersion curves are then grouped into 50 km wide cells to apply a
regional smoothing. The dispersion data for each cell is inverted for a 1D shear velocity structure
using surf96 (Herrmann and Ammon, 2004).
A two-stage inversion procedure is used to achieve a good convergence of the model to the
group velocity dispersion data. This is because a single stage inversion does not always successfully
fit the negative dispersion gradient between 9.0–14.0s. I parameterise a starting model of 1 km
layers with an initial shear velocity of 3.9 kms-1, compressional velocity of 6.8 kms-1, and density
of 2920 kgm-3. The ratios of Vs to density and to Vp are kept constant during the inversion, though
density and Vp make only a small contribution to the predicted group velocity. In the first stage
of the procedure I invert for a shear velocity structure which just fits the short period dispersion
data between 4.5 and 11.0 seconds (Figure 5.20a,b). The iterative inversion is allowed to run for 40
iterations, which is sufficient for the model to converge and achieve a good fit to the short-period
data. The shear velocity model from this first stage is then used as the starting model for the second
stage, where all the dispersion data is used in the inversion. The starting model in this procedure
contains no preconceived structure, so any features of the inversion results are dictated by the data.
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Fig. 5.20: Two-stage procedure for shear wave velocity inversion. Starting model in (a) is inverted to produce
fit dispersion data between 4.5 - 11.0 seconds in (b). The Sv model from inversion stage 1 (blue broken line in
a and c) is used as the starting model for inversion 2 to fit all the dispersion data (d).
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Fig. 5.21: Shear velocity structure on grid cells in the well constrained regions of the tomography maps. Each
panel displays the dispersion curve on the right and shear velocity structure with depth on the left. Black line
is initial model, blue line is model after first stage of inversion, red line is final Vs model.
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Shear velocity structure on gridded cells across Iceland is presented in Figure 5.21. A cross
sectional model of the shear velocity structure is generated by inverting groups of pseudo-dispersion
curves in bins along a nearby projection line. The pseudo-dispersion data from within 20 km of the
cross sectional line is projected onto the section, and the nodes are grouped into 20 km long bins
along the cross section. The dispersion data is then inverted using the same two-stage procedure for
a shear velocity structure in each bin. I produce an along-rift cross section as well as three across-rift
sections (Figure 5.22).
−24˚ −22˚ −20˚ −18˚ −16˚ −14˚
64˚
65˚
66˚
0 100
km
(a)
B
B’
C
C’
D
D’
E
E’
2.5 3.0 3.5 4.0
Vs (km/s)
0
4
8
12
16
20
24
28
D
ep
th
 (k
m)
40 80 120 160 200 240 280 320 360
Distance along section (km)
(b)
B B’
0
4
8
12
16
20
24
28
D
ep
th
 (k
m)
(c) C C’
0
4
8
12
16
20
24
28
D
ep
th
 (k
m)
(d)
D D’
0
4
8
12
16
20
24
28
D
ep
th
 (k
m)
40 80 120 160 200 240 280 320 360
Distance along section (km)
(e) E E’
Fig. 5.22: Cross sections of shear wave velocity structure along rift (b) and across rift (c,d,e). (a) shows
location of sections and the points from which pseudo-dispersion data is projected onto the cross sections.
Blue, green and black triangles are reference distance markers. Grey areas correspond to regions of the model
that have been clipped due to high errors, as in Figure 5.17.
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This regional model of crustal velocity structure across Iceland shows Rayleigh wave propagation
velocities which are consistently slower across all periods in the volcanic rift zones. By contrast, the
non volcanically active regions have wavespeeds up to 0.5 kms-1 faster than the rifts, a variation
similar to that observed by Allen et al. (2002b). Given that the bulk of Icelandic crust is composi-
tionally homogeneous basalt, the velocity differences reflect variations in the thermal conditions,
partial melt content and degree of fracturing and faulting of the crustal rocks.
Contours of the slow anomalies on velocity maps (Figures 5.17 and 5.23) show a high degree
of correlation with the currently active rifting regions, as defined by the extent of basaltic bedrock
younger than 0.7 Ma (Figure 5.23). At periods greater than 8 seconds (Figure 5.17) the low-velocity
anomalies are continuous along all three branches of ridge, with low velocities linking the western
arm of the ridge to the continuous and more active section of the ridge along the Northern and Eastern
Volcanic Zones. The Trolloskagi block to the north, Hreppar microplate to the south (Figure 1.7),
and older crust in eastern and western Iceland show clearly faster group wavespeeds than the rifts.
The region along the extinct Skagi-Peninsula rift axis displays no structural variation in velocities,
despite the fractured rift fabric which it must have inherited from its history of spreading. This
suggests that the similarity between the slow velocities and the geological expression of todays rifts
primarily reflects elevated temperatures and magmatic activity at present, rather than the existence
of a fractured rift fabric. Faster velocities imply a cooler older crust outside the active rifts.
Towards periods shorter than 10 seconds the spatial resolution of the model improves and the
extent of the low-velocity anomalies becomes more closely correlated with the boundaries of the
individual spreading centres on the margins of the neo-volcanic zones. This is especially clear on
the edges of the western and eastern neo-volcanic zones, defining the boundary with the Hreppar
microplate. Within the rifts, the slowest wavespeeds are concentrated along the Eastern Volcanic
Zone and the western edge of the Vatnajökull ice cap. These are two regions which experience the
highest volcanic activity in Iceland, and the strong cores of the anomalies are centred over the largest
volcanic centres in Iceland; Katla, Bárðarbunga and Grímsvötn.
The very lowest seismic velocities in the model are centred beneath the Bárðarbunga-Grímsvötn
volcanic complex, two closely associated subglacial volcanoes which have dominated Icelandic
volcanism in recent times. Grímsvötn has the highest eruption frequency of any volcanic system in
Iceland, erupting on average every 10-15 years over the last millennium (Gudmundsson and Larsen,
2015). Bárðarbunga erupts less frequently (every 50 years), but during the Holocene has been
responsible for many large Icelandic eruptions, both explosive and effusive, of over 20 km3 of melt
(Larsen and Gudmundsson, 2015). This volcanic complex is also the location where the thickest
crust and centre of the mantle plume is believed to be positioned (Allen et al., 2002a; Foulger et al.,
2000, 2001; Wolfe et al., 1997). At arguably the focus of maximum melt transport into the crust
beneath Iceland, the low seismic velocities here could represent additional partial melt in the crust,
as well as elevated temperatures in this region.
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Fig. 5.23: Comparison of the spatial seismic velocity variations with surface bedrock age. (a) shows geological
boundaries reproduced from Jóhannesson and Saemundsson (1998). White lines show ice caps. Langjökull,
Hofsjökull and Vatnajökull are labelled L, H, V. Crust younger than 0.7 Ma in (a) delineates the modern
neo-volcanic zones, which are excellently defined by the low group velocity anomalies on (b). See Figure
5.17 for features on (b). Major volcanic centres which are discussed in the text are labelled in (a).
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Strong low-velocity anomalies are also present beneath the major volcanic complex Katla
at the southern end of the Eastern Volcanic Zone. Katla erupts on average 1.5 times a century
(Gudmundsson et al., 1994) and like Bárðarbunga is a huge volcanic edifice topped by a large
permanent ice cap. In AD935 it produced the world’s largest flood basalt eruption of historic times
(Larsen, 2000), erupting the 19.6 km3 Eldgja lava flows.
The high magmatic output of these large volcanic centres and the variety of eruptive styles,
between effusive basaltic eruption to caldera forming explosive silicic eruptions, suggests that these
volcanic centres must have extensive magmatic plumbing systems. The volcanological community
is now increasingly agreed that the magmatic plumbing system beneath volcanoes is characterised
by extensive regions of partially molten rock and crustal mush, rather than liquid dominated vats
of magma. Erupted products of these large volcanic eruptions attest to the existence of liquid-rich
layers, but the petrological and geochemical evidence is overwhelmingly in favour of an extensive
magma mush reservoir, which may in some cases accumulate isolated liquid-rich regions.
Shallow magma storage regions (or ‘chambers’ as they are often unfortunately referred to) have
been imaged at both Katla using seismic refraction (Gudmundsson et al., 1994) and Grímsvötn using
body wave tomography and shear wave attenuation (Alfaro et al., 2007). Similar observations also
constrain melt bodies at Krafla (Brandsdóttir et al., 1997; Brandsdóttir and Menke, 1992; Einarsson,
1978; Schuler et al., 2015) and Askja (Greenfield, 2015; Mitchell, 2011) central volcanoes in the
Northern Volcanic Zone where velocities are also low. However, these imaged melt bodies are small,
less than 5 km in dimension and never more than a few kilometres thick. With this surface wave
study the wavelengths of even the shortest period Rayleigh waves are approximately 15 km, so I do
not expect to image individual crustal storage reservoirs such as those determined with the refraction
and body wave studies mentioned previously. Instead the velocities I constrain are a smooth and
consistent image of the thermal state of the crust, which is clearly hotter in the volcanically active
regions. It is possible that the strongest low velocities at Katla and under north-west Vatnajökull
may be related to a broad region of partial melt in the plumbing system of these volcanoes.
Despite the lower eruptive activity of the volcanic systems of Hofsjökull and Langjökull, slow
velocities indicate that just like the main branches of the ridge, the region has elevated crustal
temperatures and is a magmatically active rift zone. Slow velocities also extend down the WVZ,
but limited data availability in the south-west makes it unclear how far they extend towards the
Reykjanes Ridge. What is evident is that the slow velocities are certainly less pronounced in the
western compared to the eastern rift. This agrees with the contrast between the high volcanic activity
in the EVZ and the lower Holocene activity in the WVZ (Larsen et al., 2015). Cross sections of
shear wave velocity structure show the same pattern in Figure 5.22e, where the slow shear wave
velocities in the upper 8 km are stronger for the EVZ than for the WVZ. By comparison in cross
section 5.22c, which passes through the NVZ, there is only one shallow low-velocity feature.
The shear wave velocity structure (Figure 5.21) of the Icelandic crust shows high velocity-
gradients in the upper 8–10 km. The velocity reaches Vs ~3.6–3.8 kms-1 at the base of the upper
crust (9–11 km), but then below this it consistently records a zone of lower velocities in the mid-crust
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(14–20 km). The shear velocity reduces by as much as 0.3 kms-1 in the mid-crust, before rising
again to Vs > 4.1 kms-1 at the lower limits of the model. The period range of my ambient noise
observations is limited to shorter than 28 seconds, so constraints on the shear wave velocity are
restricted to, at most, the top 30 km. I do not interpret velocities deeper than this, and so cannot
speculate on the crust-mantle transition or changes in Moho depth across Iceland.
My shear velocity results were obtained using a linear iterative inversion for which the solution
is non-unique, but forward modelling with a simplified structure confirms that a low-velocity layer at
around 15 km depth is always required to fit the group dispersion data, which consistently displays
a flattening or negative dispersion gradient between 8 to 12 seconds period. Figure 5.21 displays
how this velocity structure is visible in gridded pseudo-dispersion cells across the entirety of the
model. This mid-crustal low-velocity zone therefore appears to be a robust feature of the model,
along with the observations of low shear velocity in the shallow crust in the rifts. The implication
of this extensive low-velocity zone is significant as it means that the mid-crust across large areas
of Iceland is either hotter than standard oceanic crust, or else contains some component of partial
melt. The nature of surface wave observations means that the dispersion data can only constrain a
smooth velocity decrease and increase with depth, and cannot resolve if there are any discontinuous
velocity steps. However, the low shear velocity layer I observe is not seen in receiver function
studies across Iceland, suggesting that that layer is not bounded by a sharp discontinuity. This being
the case, it suggests that the low-velocity layer is not a compositional effect, but more likely to be
either temperature or partial melt. Limited shear wave attenuation and moderate Vp/Vs ratios of
1.76 suggest that the Icelandic crust between 15–25 km does not contain large quantities of partial
melt (Menke and Levin, 1994), so temperature is likely to be the primary cause.
Crustal low-velocity zones have previously been observed in continental seismic studies (Greens-
felder and Kovach, 1982; Hetenyi et al., 2011; Zorin et al., 2002), but never previously in the oceanic
crust. It is unsurprising that this low-velocity layer in the oceanic crust of Iceland has not been
previously resolved, as the majority of Icelandic crustal studies have been wide-angle refraction
experiments. Observing low-velocity zones with refraction studies requires the identification of a
clear shadow zone along the receiver line; a task which would be notoriously challenging with noisy
data. The compressional velocities constrained by wide-angle experiments are also less sensitive to
temperature than the shear velocity, especially at temperatures close to the solidus, and so it may be
that there is not a significant decrease in Vp in the mid crust.
The elastic properties of rocks which determine seismic velocity, are highly dependent on a
range of factors including pressure, temperature, composition, pore fluid, grain size and fracturing.
Neither a comprehensive experimental database, or complete velocity parameterisation of these
factors exists, but there are some experimental constraints available. Based on the experimental
results of Kern and Richter (1979) on Faröe Island basalts, a shear wave velocity decrease of even 0.2
kms-1 would require a temperature increase of at least 300°C. This neglects to consider the increase
in velocity effect which increasing pressure would have. With the mineral velocity data of Furlong
and Fountain (1986), White and McKenzie (1989) used a Voight-Reuss-Hill average of a basaltic
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composition to estimate seismic velocity gradients with respect to pressure and temperature. With
these, the maximum velocity decrease of 0.3 kms-1 would require a 600°C temperature increase
over 5 km depth interval. Greensfelder and Kovach (1982) also argued, based on the experimental
results of Fielitz (1971) and Kern (1978), that velocity inversions within the crust would require
high temperature-gradients of greater than 25°C/km.
A high temperature-gradient and elevated temperatures of the mid-crustal gabbros could be
attributed to the thickness of the Icelandic crust. The average 9–11 km thickness of my high velocity-
gradient layer which defines the oceanic layer 2 (upper crustal extrusives), is much greater than in
the oceans (Figure 5.24). Layer 2 of the oceanic crust accounts for approximately 2–3 km of the
total 6–8 km crustal thickness (White et al., 1992), with a ratio of 1/3 extrusive basalt to 2/3 intrusive
gabbro. In Iceland, the 9–11 km thick upper crust, as part of a total ~30 km crustal thickness is
consistent with the ratio of 1/3 extrusives to 2/3 intrusives observed across the oceans. Intrusive
rocks are hot when they are emplaced, and unlike extrusives are not chilled by their exposure at the
surface. This contrast between a thick extrusive layer overlying a thick hot intrusive layer could
lead to a high temperature-gradient between extrusive layer 2 and intrusive layer 3. A speculative
suggestion could be that the additional heat from the injection of thick mid-crustal intrusives might
also be insulated by the anomalously thick upper crustal layer.
10
D
ep
th
 (k
m)
0 1 2 3 4 5 6 7 8 9
Velocity (km/s)
Layer 2
extrusives
Layer 3
intrusives
Mantle
(a)
2−3 km thick
4−5 km thick
Normal oceanic crust
10
20
30
D
ep
th
 (k
m)
2 3 4
Vs (km/s)
Layer 2
extrusives
Layer 3
intrusives
Low−velocity
zone
Mantle
(b)
9−11 km thick
> 15 km thick
?
Icelandic oceanic crust
Fig. 5.24: Comparison of normal oceanic to Icelandic crustal seismic structure. Oceanic seismic structure in
(a) is a representative profile (Vp-blue, Vs-red) simplified from White et al. (1992) and using a Vp/Vs ratio of
1.76. In (b) Vs profiles from the well resolved regions of the model are shown as red lines.
118 Velocity structure of the Icelandic rift system from Ambient Noise Tomography
−24˚
−24˚
−22˚
−22˚
−20˚
−20˚
−18˚
−18˚
−16˚
−16˚
−14˚
−14˚
64˚
64˚
65˚
65˚
66˚
66˚
67˚
0 100
km
14
16
18
20
22
de
pt
h 
to
 c
ru
st
al
 L
VZ
 (k
m)
Fig. 5.25: Map of depth to mid-crustal low-velocity zone in the shear wave velocity structure.
Tracking the depths of the low-velocity zone minima across Iceland (Figure 5.25) shows that
the depth is reasonably constant in the mid-crust, but that there is a distinct shallowing into all the
rift zones. This can also be seen on cross sections 5.22c and e, where the undulating light blue
low-velocity feature between 12–20 km depth shallows across the rift zones. By contrast, cross
section 5.22d shows a more stable depth to the low-velocity zone through central Iceland as it passes
along the middle rift zone connecting the eastern and western branches of the ridge. This region in
central Iceland is also the location where receiver function results from Du and Foulger (2001) and
Darbyshire et al. (2000a) report a low-velocity zone, though slightly deeper at ~20 km depth. This
shallowing of the low-velocity zone into the rift zones might represent a hotter mid-crust within in
the rifts.
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5.10 Conclusions
• I have collected and assimilated a large dataset of continuous broadband seismic data from
253 (non-simultaneous) stations. Of these, 770 station pairs have simultaneous data records
longer than 2 years.
• Cross-correlation of continuous data and stacking of the Noise Correlation Functions is used
to extract Rayleigh wave signals along 11680 interstation ray paths. Rayleigh wave group
dispersion velocities are measured using an automated frequency-time analysis. A careful
clustering and quality control procedure is used to remove poor quality data and to estimate
uncertainty in the group velocities for accepted ray paths.
• Tomographic maps of group velocity are then generated at periods between 4.5 and 28 seconds.
Shear velocity inversion is performed on pseudo-dispersion curves taken from grid cells across
Iceland.
• I constrain low seismic velocities within the active rift zones, and faster velocities in the
older, cooler, non-volcanically-active crust. The structure of the low-velocity anomaly and
the geology of the active rift zones shows excellent spatial correlation. The strongest low
velocities under Katla and north-west Vatnajökull are possibly related to a broad region of
partial melt under these large volcanic complexes.
• Shear velocity inversions constrain an extensive low-velocity zone in the mid-crust across the
whole of Iceland, suggesting high mid-crustal temperatures and a high temperature gradient
between the extrusives of the upper crust and the intrusive mid-to-lower crust in Iceland.

Chapter 6
Conclusions
In this dissertation I have investigated the structure and seismicity of the rift zones of the Icelandic
plate boundary. The volcanic systems of the Icelandic rift zones are comparable to individual
spreading centres along the Mid Ocean Ridges, but on land it is possible to instrument the spreading
regions to constrain the extensional processes. In Iceland, extension of the brittle upper crustal layer
in these individual spreading centres is episodic. Rocks in the lower crust are ductile and can deform
by continuous creep, but in the cooler upper crust the rocks are brittle and cannot flow. Instead the
upper layer accumulates elastic strain over hundreds of years, and during this time the shallow rifting
systems remain seismically quiet. In central Iceland the fissure swarms of the volcanic systems have
been seismically quiet in the upper crust for many decades, since monitoring began in the 1970’s
until summer 2014. Quiescence in the spreading segments is seen across the whole of Iceland, with
the majority of seismicity occurring in the transform zones in the north and south of the island. This
regular and abundant seismicity accommodates the shear between the continuous plate motions of
the North American and Eurasian plate. It arises because of the offset between the rift zones in
Iceland and the Kolbeinsey and Reykjanes Ridges to the north and south.
The persistent micro-seismicity which I have identified and analysed between fissure swarms
in the Northern Volcanic Zone, defines the same transform process occurring on a much smaller
scale. The earthquake swarms reveal persistent left-lateral faulting in the intervening region between
individual spreading segments. Repeated left-lateral slip along an array of these sub-parallel
faults, along with clockwise vertical axis rotations of the intervening crustal blocks, accommodates
an overall right-lateral shear across the region (Figure 6.1). The right-lateral shear occurs in
the overlapping region between the fissure swarms of two individual spreading segments. This
observation therefore provides evidence for the localisation of spreading in the discrete volcanic
systems, as otherwise there would be no concentration of shear in the intervening region.
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Fig. 6.1: Summary of right-lateral transform motion accommodated by bookshelf faulting. (a) Precisely
located micro-earthquakes revealing left-lateral strike-slip faulting on an array of faults. This implies bookshelf
motions and a right-lateral shear across the zone. (b) shows a schematic diagram of the deforming relay zone
in red, with the right-lateral shear shown by the closed arrows. Velocities in open arrows are relative to the
North American plate.
In contrast to the inter-rift phase, during a rifting episode a huge amount of seismicity is generated
in the upper crust, as the extensional stresses are released by surface fissuring, graben formation
and dyke emplacement. Dyke emplacement is usually accompanied by a large amount of brittle
volcano-tectonic seismicity ahead of the propagating front (Ágústsdóttir et al., 2016; Rivalta et al.,
2015; Sigmundsson et al., 2015; Wright et al., 2012). In August 2014 just such a rifting event
occurred in central Iceland (Sigmundsson et al., 2015), producing a huge amount of seismicity in
the previously quiet sections of the volcanic systems. Locations where there had been long-term
persistent seismicity (such as the previously mentioned shearing zones) saw a huge increase in the
amount of seismicity, as the deformation associated with the rifting affected a wide region across the
rift zone. Geothermal and magmatic systems at many of the neighbouring volcanic systems also
saw significant increases in seismicity as a result of the rapid deformation. My analysis of the stress
and seismicity relationships in Chapter 4 has investigated the influence of this deformation across
the rift zone. I find that small stress perturbations of a few tenths of a bar are sufficient to trigger
large seismicity increases at neighbouring volcanoes and also at the transform shear region between
volcanic systems. Here the stress perturbation triggered motion on a left-lateral strike-slip fault that
was much longer in extent than previous faults in this region. Surface deformation of up to 2 cm
line-of-sight displacement was observed on images from Interferometric Synthetic Aperture Radar
(Riel et al., 2015). This rifting event demonstrated wide reaching influence across the rift zone, but
also allowed an investigation of the key relationships between earthquake triggering and the stresses
driving the seismicity.
Decades of research in the field of aftershock triggering have led to a developed understanding
and framework of models for how stresses might trigger failure on faults (Ader et al., 2014; Dieterich,
1994; Steacy et al., 2005). The favoured model for how near-field earthquakes are triggered is that
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large deformations can cause small changes in the static stress field across a wide region, and that
these stress changes cause seismicity rate changes on the nearby faults. Many quantitative models
exist for the transfer of this static stress field into a Coulomb failure stress on the relevant fault
planes. However, there is a complication to this model, as dynamic stresses may also be responsible
for triggering in the near-field, as they are at large distances, and because the required stress shadows
that the quantitative models predict have been challenging to reliably and robustly demonstrate.
The rifting event and dyke intrusion in central Iceland provided the perfect opportunity to
demonstrate stress shadows and the stress-seismicity relationships, for two reasons. Firstly, because
dyke intrusions do not generate dynamic stresses, only the static stress changes can influence
seismicity, and secondly because the propagation of the dyke deformation allows the calculation
of an evolving stress field with time. This enabled me to test the effect of both increasing and
decreasing stresses in a single location, and provide an unambiguous test of whether static stresses
can control both triggering and stress shadowing. In this study GPS and seismic data were used to
reconstruct the intrusion of the igneous dyke beneath the Vatnajökull ice cap during August 2014.
The dyke was 46 km long and up to 5 metres wide, and took 10 days to propagate from its source
to the location where an eventual fissure eruption occurred. I find that during dyke emplacement,
bursts of seismicity at a distance of 5 to 15 km adjacent to the dyke were first triggered and then
abruptly switched off as the dyke tip propagated away from Bárðarbunga volcano. Because the
dyke propagated over a period of 10 days, a time-dependent deformation model can be constructed,
enabling the examination of the evolving static stress field with time. This is what enables me
to show that the stressing rate controls both triggering, and then suppression of earthquakes by
a negative stress shadow at the same location (Figure 6.2). These results show that static stress
changes are important in controlling earthquake clustering.
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Fig. 6.2: Seismicity activated and suppressed by an evolving stress field. Summarised sample from Figure
4.11. On the first day of the intrusion increased stresses trigger an intense earthquake swarm on the north-east
flank of Bárðarbunga volcano. On the second day the dyke propagates to the north-east and the stress decreases
on the flanks of Bárðarbunga, clamping the faults shut and halting seismicity.
The crustal structure of the rift zones across central Iceland have also been investigated using
surface waves to constrain the variation of seismic velocities. I have used ambient seismic noise to
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extract Rayleigh waves between periods of 4–28 seconds and along a large number of ray paths, to
produce a high resolution image of the crustal seismic structure. The structure reveals low seismic
velocities which are closely correlated with the volcanic rift zones, and faster wavespeeds in the
older and non-volcanically active Tertiary crust. The low-velocity anomaly and the geology of the
active rift zones shows excellent spatial correlation (Figure 6.3).
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Fig. 6.3: Comparison of the spatial seismic velocity variations with surface bedrock age. (a) shows geological
boundaries reproduced from Jóhannesson and Saemundsson (1998). White lines show ice caps. Crust younger
than 0.7 Ma in (a) delineates the modern neo-volcanic zones, which are excellently defined by the slow group
velocity anomalies on (b). See Figure 5.17 for features on (b). Major volcanic centres which are discussed in
the text are labelled in (a).
An interesting observation is that despite the lower eruptive activity of the volcanic systems
of Hofsjökull and Langjökull, which link the WVZ to the EVZ, slow velocities are still apparent
there, just as within the more active neo-volcanic zones. The slow velocities indicate that just like
the main branches of the ridge, the region has elevated crustal temperatures and is a magmatically
active rift zone. Slow velocities also extend down the WVZ, but limited data availability in the
south-west makes it unclear how far they extend towards the Reykjanes Ridge. The strong anomalies
are seen in the north-west of Vatnajökull icecap at the location of thickest crust and inferred centre
of the underlying mantle plume. It is possible that the strongest low velocities at Katla and under
north-west Vatnajökull may be related to a broad region of partial melt in the plumbing system of
these volcanoes.
Inversion for shear wave velocity structure of the Icelandic crust shows high velocity-gradients
in the upper 10 km. This layer of upper crustal extrusives is much thicker than the equivalent oceanic
layer 2, which is approximately 2–3 km of the total 6–8 km crustal thickness (White et al., 1992) in
the oceans. The layer 2 thickness increase to 10 km, with ~30 km thick crust in Iceland, remains
consistent with the ratio of 1/3 extrusive basalt to 2/3 intrusive gabbro which makes up normal
oceanic crust. Below the upper crust, the shear wave velocity structure reveals a distinct low-velocity
zone in the mid crust between 14–20 km depth, which is widespread across Iceland and shallows
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into the active volcanic rifts. This extensive feature suggests high mid-crustal temperatures and a
high temperature gradient between the extrusives of the upper crust and the intrusive mid-to-lower
crust in Iceland. I speculate that it is possible that this might be related to the thick nature of the
crust, and thermal insulation of a hot thick layer of intrusives which comprise the mid-lower crust,
under a similarly thickened layer of cold upper crustal extrusives.
None of these insights which have been gained from these studies would have been possible
without the collection of passive seismic data at a high resolution across central and eastern Iceland.
To do this I have operated a dense seismic network of up to 75 broadband seismometers in the
volcanic rift zones of central Iceland. This data, along with archive seismic experiments from all
across Iceland, have enabled these new insights into Icelandic crustal structure, and the complexities
of seismicity and deformation within the rift zones.
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Appendix A
Supplementary Figures to Chapter 4
This appendix contains additional figures referred to in Chapter 4.
• Figure A.1 displays each day of the deformation model over pages 142 to 144. The figure
shows the time-dependent model for deformation along the segmented opening dyke and a
deflating sill centred beneath Bárðarbunga caldera.
• Figures A.2 to A.4 show the calculated Coulomb stress evolution for the triggered earthquake
swarms at Bárðarbunga, Kistufell and Kverkfjöll. These panel figures display the evolving
stress in map view, calculated on each day rather than the selection of days shown in Chapter
4.
• Figure A.5 shows the grid search over the parameters Aσ and τ˙ in Dieterich’s seismicity-
stressing-rate relationship, as discussed in Section 4.4.
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Fig. A.1: Total time dependent deformation model for dyke opening and Bárðarbunga deflation. Frames
display all days from the final time dependent deformation model (of which sample days are shown in Figure
4.3). Vatnajökull ice cap is blue-white. Purple dots and green lines represent seismicity and the active dyke
segment for that day. Inactive but previously opened dyke segments are black lines. Black vectors are GPS
displacements with 95% confidence intervals. Note the scale changes between frames, indicated by arrows
on the left of each plot. Modelled displacement vectors are in red. Lower right hand corner inset shows a
perspective subsurface view of the dyke opening model for that day (colour scale provided).
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Continued: Total time dependent deformation model for dyke opening and Bárðarbunga deflation. Frames
display all days from the final time dependent deformation model (of which sample days are shown in Figure
4.3). Vatnajökull ice cap is blue-white. Purple dots and green lines represent seismicity and the active dyke
segment for that day. Inactive but previously opened dyke segments are black lines. Black vectors are GPS
displacements with 95% confidence intervals. Note the scale changes between frames, indicated by arrows
on the left of each plot. Modelled displacement vectors are in red. Lower right hand corner inset shows a
perspective subsurface view of the dyke opening model for that day (colour scale provided)
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Continued: Total time dependent deformation model for dyke opening and Bárðarbunga deflation. Frames
display all days from the final time dependent deformation model (of which sample days are shown in Figure
4.3). Vatnajökull ice cap is blue-white. Purple dots and green lines represent seismicity and the active dyke
segment for that day. Inactive but previously opened dyke segments are black lines. Black vectors are GPS
displacements with 95% confidence intervals. Note the scale changes between frames, indicated by arrows
on the left of each plot. Modelled displacement vectors are in red. Lower right hand corner inset shows a
perspective subsurface view of the dyke opening model for that day (colour scale provided)
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Fig. A.2: Panel figure showing the evolving Coulomb stress field computed on the Bárðarbunga target fault
(020/90/-25) using µ ′ of 0.4. Solid black lines mark the ice limit, dashed lines delineate central volcanoes,
and ticked lines mark calderas. Green circles highlight earthquakes occurring in the current 24 hour period,
and grey circles are earthquakes since dyke propagation onset. Green lines show the current dyke geometry.
Star is deflation source location. Seismicity shuts off as soon as the Coulomb stress begins decreasing on day
230 at Bárðarbunga. A strong negative Coulomb stress (stress shadow) then remains through the rest of the
dyke propagation.
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Fig. A.3: Panel figure showing the evolving Coulomb stress field computed on the Kistufell target fault
(033/87/-25) using µ ′ of 0.4. Solid black lines mark the ice limit, dashed lines delineate central volcanoes,
and ticked lines mark calderas. Green circles highlight earthquakes occurring in the current 24 hour period,
and grey circles are earthquakes since dyke propagation onset. Green lines show the current dyke geometry.
Star is deflation source location. Seismicity shuts off as soon as the Coulomb stress begins to decrease on day
231 at Kistufell. The area then remains in a Coulomb stress shadow through the rest of the dyke propagation.
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Fig. A.4: Panel figure showing the evolving Coulomb stress field computed on the Kverkfjöll target fault
(185/75/144) using µ ′ of 0.4. Solid black lines mark the ice limit, dashed lines delineate central volcanoes,
and ticked lines mark calderas. Green circles highlight earthquakes occurring in the current 24 hour period,
and grey circles are earthquakes since dyke propagation onset. Green lines show the current dyke geometry.
Star is deflation source location. Seismicity shuts off as soon as the stress begins to decrease on day 231. The
region then remains in a deep Coulomb stress shadow.
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Fig. A.5: As detailed in Section 4.4, the stress-transfer law of Dieterich (1994) can be used to generate
predicted seismicity rates to compare with the observed cumulative seismicity. The calculation is dependent on
the unknown parameters: τ˙ , the background stressing rate, and Aσ , the product of the effective normal stress
and a fault constitutive parameter. This figure presents the results of a grid search over those two variables,
defined by a root-mean-square (rms) misfit between the predicted and observed cumulative seismicity. There
is a clear trade-off between these two parameters, illustrated by the blue line which tracks the minimum misfit
well. Consequently we do not constrain the value of these variables but use them only as fitting parameters
which are optimised to demonstrate the evolution of seismicity as a function of the stressing history.
Appendix B
Decimation procedures for continuous data
In order to reduce processing requirements it is necessary to downsample seismic records to a
sampling rate of either 10 or 1 Hz. This is a record of the practicalities relating to this as a result
of problems I discovered with the python software package obspy. Decimation procedures are
well established using the processing package Seismic Analysis Code (SAC) which allows for a
decimation by a factor in the range 2 to 7. A sequence of decimations can be used to reduce the
sample rate by larger factors than this. During each decimation a default Finite Impulse Response
(FIR) filter is applied to prevent aliasing of the signal when downsampling.
  52485   52490   52495
 
(a)
Original 100sps trace
0 0
(b)
Trace down−sampled with no anti−aliasing filter
0 0
(c)
Trace at 100sps but with anti−aliasing filter applied
0 0
Trace down−sampled from anti−aliased data (c)(d)
Fig. B.1: Anti-aliasing filters during decimation. (a) is a raw trace at 100 Hz sampling rate. (b) is the result
obtained when downsampled to 4 sps with no anti-aliasing filter. (c) is the 100 sps trace with a low pass filter
of 1.6 Hz (0.4 x 4 Hz) applied. (d) is the finally downsampled version of (c).
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The importance of this is demonstrated in Figure B.1 where we wish to decimate the 100 sample-
per-second (sps) time series (panel a) to 1sps. If we were simply to take every hundreth sample, then
the resulting downsampled time series (panel b) inherits a form which is randomly affected by the
high amplitude - high frequency energy within the trace. To correctly sample the response at 1Hz, a
lowpass filter must first be applied to remove the higher frequency noise which is aliasing the signal.
In panel (c) we apply a lowpass filter of 0.4 times the target frequency and in panel (d) decimate to
1sps.
Decimation using SAC is straightforward as the robust anti-aliasing filters are built into the
’decimate’ command. Due to the decimation factor range, a sequence of decimations is required to
downsample from 100 Hz to 1Hz. An interpolate command may be used if, by some rounding error,
the sample interval (delta) has become a non-integer (e.g. 1.00000001 seconds). The anti-aliasing
filters may sometimes produce transients at either end of the time-series which are best identified
graphically. The amplitude of these is largest and most problematic when the time series has a large
trend or amplitude offset. A simple demean of the starting time series may therefore reduce this
artefact.
The more recent python distribution, obspy, for seismic processing using python is very powerful
but has some important inconsistencies with the SAC procedures. Within obspy (until at least version
0.10.2) the use of the default decimation function will result in a very different seismic trace to
that which is produced when decimating with SAC. Figure B.2 demonstrates this inconsistency, the
upper (a-e) and lower plates (f-j) show the same test procedure for continuous records on 30th May
2015 at seismic stations LEI and FLAT.
Panel (a) displays the 100 sample-per-second (spa) record. Panel (b) displays the record when
decimated using the SAC routine described above. (c) and (d) then show the result of two different
decimation procedures using the obspy python distribution. In panel (c) I manually apply a zero-
phase low pass filter (at 0.4 x target-frequency) prior to the decimate command. Within the decimate
command the default parameters are modified, so that an anti-aliasing filter is not applied within this
function. The resulting record shows an identical form to that in panel (b). In panel (d) however
I apply no low-pass filter in advance, and apply the decimate using the default parameters so that
it automatically applies an low-pass filter. However this filter is not a zero-phase filter, and so the
resulting record shows a significant phase shift to more positive time values. The phase shift is
clear when examining the two wave packets at either end of the displayed traces. The peak of the
cross-correlation function (panel e) between (b) and (d) then demonstrates that the signal has been
shifted by four seconds due to this error. Panels (f) to (j) repeats the same demonstration but for a
record from the broadband station FLAT.
As a result of the diversity of data sources utilised in this project it was necessary to use different
processing software to suit the required challenge, as I such I have utilised the procedures in both
SAC and obspy. It is therefore important to have identified consistent methodology when decimating
continuous data for ambient noise processing.
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Fig. B.2: Comparison of procedures for the decimation of continuous records
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Instrument response removal with SAC and obspy
The removal of the instrument response is an important step in the processing of seismic data. It
is necessary to correct for the large range of sensitivities and frequency responses of the various
instruments in operation in Icelandic seismic networks. The procedures for performing this using
the software Seismic Analysis Code (SAC) have long been established, and for the purposes of this
section I take the results from these to be reliable. The more recent python distribution, obspy, for
seismic processing using python, is very powerful but has some important inconsistencies with the
SAC procedures.
There are a number of sources for the instrument response information. These are:
1. An IRIS format dataless.seed file or dataless.xml
2. RESP files created by the program rdseed from the dataless.seed file (rdseed -f dataless.seed
-R)
3. Poles and Zeros files created by the program rdseed from the dataless.seed file (displacement
response) (rdseed -p)
4. SIL network pole-zero files for sensors and digitiser seperately. These combine to give
displacement when both have been applied. The SIL network is the seismic network of the
Icelandic Meteorological Office.
In Figure C.1, I plot a raw starting trace (a), and then the traces which are generated by using the
different methods of response removal (b-d). The numbers at the top-left and top-right corner of
each panel are values from the two points on the waveform, and so the different methods should
obtain the same values for these numbers. Those highlighted in green are successful at achieving
this, while those highlighted in red are not successful highlighting a bug in the obspy code. The
purpose of this Appendix is to demonstrate this and warn any future users to take caution when
using obspy response removal routines.
In panel (b) I use the Poles and Zeros files from the Icelandic Meteorological Office, where the
instrument and then digitiser response are removed sequentially to produce a displacement response.
The routines to do this with both SAC and obspy produce the same result. In (c) I used the Poles and
Zeros from the IRIS dataless.seed object. The first two subpanels use the PZfile output from rdseed
and the routines to read and apply this with SAC and obspy both produce the same result. However
the obspy module which directly reads the dataless.seed object and then applies the Pole-Zeros from
this has a bug, and produces the wrong result (red numbers). In (d) I use the RESP format files
produced by rdseed from the dataless.seed file. The routines by SAC and obspy to read these in
are both successful. However the third sub-panel is again incorrect and this is for the new obspy
network-inventory module which reads an xml version of the dataless object, and then applies it
directly to the relevant traces with the method tr.remove_response. This module (in its current state)
has a bug and so should not be trusted for instrument response removal.
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Fig. C.1: Instrument response removal with SAC and obspy. Panels (a-d) discussed in the text.
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Noise Cross-Correlation Utilities
The cross-correlation of continuous seismic records was performed using Noise Cross-Correlation
Utilities, a program written by Jamie Baron, with modifications by myself Robert Green. For future
users the code and usage manuals are available on the Bullard servers or by contacting myself or
Keith Priestley.
Directionality conventions
For each station pair, station 1 (STA1) and station 2 (STA2) are defined by alphabetical order.
The Noise Correlation Function produced has the naming convention ccorr_STA1_STA2_full.SAC
where the file ending "SAC" is for files produced in the format for the program "Seismic Analysis
Code". The name for Station 1 populates the kstnm SAC header and Station 2 name populates the
kevnm header in the SAC file.
Cross-correlation functions are not symmetric and each side represents energy propagating in
different directions. For these cross-correlation functions, energy propagating in the direction of
STA2–>STA1 arrives at STA1 later than at STA2. It has a positive time lag, and this signal is
recorded on the "causal" side of the Noise Correlation Function (Figure D.1). Energy propagating in
the direction of STA1–>STA2 arrives with a negative time lag on the so called "acausal" side of the
Noise Correlation Function.
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Fig. D.1: Conventions for ambient noise cross-correlation procedures used in this dissertation. For energy
propagating from station 1 to station 2 (a) the energy arrives on the acausal side of the Noise Correlation
Function. For energy propagating from station 2 to station 1 (b) the energy arrives on the causal side of the
Noise Correlation Function.
