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Abstract. Recent empirical observations of three-dimensional bird flocks and human crowds have chal-
lenged the long-prevailing assumption that a metric interaction distance rules swarming behaviors. In
some cases, individual agents are found to be engaged in local information exchanges with a fixed number
of neighbors, i.e. a topological interaction. However, complex system dynamics based on pure metric or
pure topological distances both face physical inconsistencies in low and high density situations. Here, we
propose a hybrid metric-topological interaction distance overcoming these issues and enabling a real-life
implementation in artificial robotic swarms. We use network- and graph-theoretic approaches combined
with a dynamical model of locally interacting self-propelled particles to study the consensus reaching pro-
cess for a swarm ruled by this hybrid interaction distance. Specifically, we establish exactly the probability
of reaching consensus in the absence of noise. In addition, simulations of swarms of self-propelled particles
are carried out to assess the influence of the hybrid distance and noise.
PACS. 8 9.75.-k – 8 7.23.Ge, 87.18.Nq, 87.10.-e
1 Introduction
One of the paradigmatic examples of emergent behav-
ior in complex systems is given by awe-inspiring collec-
tive animal behaviors such as birds flocking, fish school-
ing, locusts marching, amoebae aggregating and humans
crowding [1–4]. Over the past two decades, research into
collective phenomena has rapidly expanded. Initially the
aim was to gain insight into the elementary rules govern-
ing such phenomena [3, 5, 6]. More recently, following a
biomimetic approach and free from some of the inherent
constraints encountered in biological systems, a host of ar-
tificial swarming behaviors have been designed either with
actual robots [7, 8] or in a simulated environment [3].
The basic mechanistic functioning of collective motion
is now well understood as being the result of multiple un-
coordinated local interactions between individuals. The
central importance of these local interactions have led sci-
entists to experiment very many different local interac-
tion rules, often with the aim to reproduce fine details of
some of the very specific behaviors associated with differ-
ent species of swarming agents [3, 6]. However, two broad
groups of local interaction rules can be discerned, each
based on the definition of a specific interaction distance
thereby defining the so-called neighborhood of interaction.
The first group based on a metric distance, was the first
considered and has attracted a tremendous amount of at-
tention (see Ref. [3] and references therein). In the metric
Send offprint requests to:
neighborhood framework, each swarming agent exchanges
information with all other agents located at a fixed and
given distance—assumed to be the same for all [9–11]. The
metric distance was only recently challenged following the
analysis of empirical data for the dynamics of flocks of
starlings [12] as well as results from the dynamics of hu-
man crowds [13, 14]. For instance, in the topological dis-
tance framework, each and every agent interacts with a
fixed number of neighbors regardless of the distance sep-
arating them.
Essentially, both distances are associated with distinct
physiological (resp. technological) limitations of living (resp.
artificial) agents. Specifically, the metric neighborhood of
interaction finds its origin in the limited sensory range
of individuals. Indeed, a fish in a school can only inter-
act with other fish it can perceive either through vision
or lateral line sensing [15, 16]. On the other hand, the
topological neighborhood of interaction stems from the
limited information-processing capabilities of individuals.
All living or artificial agents possess limited cognitive and
information-processing capabilities enabling them to so-
cially interact with a fixed number of other agents [17,18].
However, in real-life situations and depending on their po-
sitions within the swarm, individuals may found them-
selves limited either by their sensory apparatuses or by
their internal information-processing system. Therefore, a
purely metric or purely topological distance is unable to
account for this inhomogeneity in limiting factors within
the group.
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Here, we address the shortcomings associated with all
models based on a purely metric or topological distance.
We propose a hybrid interaction distance that integrates
both limitations in terms of sensory range as well as in-
formation processing. Our framework is different from the
hybrid metric-topological interaction model proposed by
Niizato & Gunji [19], in which cognitional ambiguity is
accounted for by a constant switching between class and
collection cognition, thereby overcoming the problem of
neighbor selection. Very recently, a thorough comparison
between the metric model and the topological one—based
on an interaction with the seven nearest neighbors—has
been carried out by Barberis & Albano [20]. Remarkably,
in Ref. [20], the authors show through extensive simu-
lations that both models share some common features,
e.g. the order parameter—scalar quantity measuring the
global consensus level within the flock—using both models
has approximately the same scaling exponent with respect
to time, and the final cluster size distributions of the flock
have a similar power-law behavior.
It is worth mentioning here some influential theoretical
frameworks dealing with consensus of Vicsek-like models
in the absence of noise [21,22]. However, these works usu-
ally impose quite strong (sometimes unrealistic from the
natural swarming standpoint) conditions on the system.
Two typical assumptions are: i) some sort of connectivity
(e.g., recurrent connectedness or the possession of span-
ning trees) of the underlying interaction network, and, ii)
the required balance condition, i.e., the out-degree equals
the in-degree for each agent, when the network is directed.
As will be shown in the sequel, these restrictions do not
apply to our approach.
In the present framework, using network- and graph-
theoretic approaches combined with the linear dynamical
model by Komareji & Bouffanais [23], we prove mathemat-
ically that the achievement of global consensus is primarily
influenced by the metric component of our hybrid interac-
tion neighborhood in the absence of noise. Furthermore,
small swarms ruled by this hybrid interaction distance are
simulated using a self-propelled particles model to inves-
tigate the influence of three key parameters: noise level,
metric radius and number of topological neighbors within
that metric radius.
2 Hybrid metric-topological interaction
distance
Consider a group of N interacting agents moving in a√
N × √N square area. Each agent i is described by its
velocity vi = v0 cos θixˆ + v0 sin θiyˆ, where v0 is the con-
stant speed and θi ∈ [0, 2pi) is the velocity direction for
1 ≤ i ≤ N . Therefore, the density of the agents is equal
to the unity for any size N of the swarm. We assume that
each agent can connect to its at most k nearest neighbors
via directed information interaction within a physical dis-
tance R > 0. In other words, an agent is connected to
at most k neighbors within a disk with radius R centered
about itself. Thus the dynamical model for an individual
agent i can be described as
θ˙i =
1
ki
[(θj − θi) + (θj+1 − θi) + · · ·+ (θj+ki−1 − θi)]
=
1
ki
(−kiθi + θj + θj+1 + · · ·+ θj+ki−1), (1)
where θj , θj+1, · · · , θj+ki−1 represent the velocity direc-
tions of agent i’s ki-nearest neighbor within distance R
and ki ≤ k [23,24]. The above described ki-nearest neigh-
bor rule allows us to locally identify the links between
agents. The resulting network, through a bottom-up as-
sembly of the interagent links, is called the swarm signal-
ing network [23, 25], for which the specific value of k has
a direct impact on its connectivity character.
As stressed in our recent work [24], the dynamics of
this directed swarm signaling network is intricately con-
nected to the dynamics of the agents in the physical space.
Signaling network structure/topology and information dy-
namics change on the same time scale and are strongly
interwoven. Throughout the complete dynamical process,
the signaling network maintains a constant number of
nodes and some edges are broken while new ones are being
created following the hybrid interaction rule—an agent is
connected to at most k neighbors within a disk with ra-
dius R centered about itself. The rate at which network
edges are changing is governed by the pace of the physi-
cal dynamics of the swarm. Hence, contrary to the static
topology of the network models considered by Aldana et
al. [26], we consider here the more general case of switch-
ing networks of interaction. Such switching events intrin-
sically occur at nonuniform time intervals. As detailed in
Ref. [24], we can assume without loss of generality that
those switching events are evenly distributed in time with
the time interval between switching events corresponding
to the decorrelation time scale τ of the matrix of correla-
tions Cij = 〈si ·sj〉 for the normalized velocity si = vi/v0.
As all agents move at constant speed v0, the decorrelation
time scale is therefore strictly equivalent to the spatial
decorrelation time scale, which given our hybrid interac-
tion rule is directly related to the values of k and R.
By considering the underlying swarm signaling net-
work, the dynamics (1) of the agents is recast as
Θ˙(t) = diag(1/k1, · · · , 1/kN )(−L(t))Θ(t), (2)
where Θ(t) = [θ1(t), · · · , θN (t)]T and L(t) is the time-
dependent outdegree Laplacian graph of the swarm sig-
naling network. Our following analysis is formally built on
the framework of hybrid (k,R)-nearest neighbor digraph
model.
Switching networks are generally modeled using a dy-
namic graph Gs(t) parameterized with a switching signal
s(t) that takes its values in an index set {1, · · · ,m} [27].
That is equivalent to choosing τ = 1, thereby imposing
one specific choice of the unit of time of the swarm dy-
namics. Following that approach, let G(N, k,R) denote
the hybrid (k,R)-nearest neighbor digraph model by plac-
ing N agents randomly and uniformly on a
√
N × √N
square. If R ≥ √N , the model reduces to the random
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nearest neighbor digraph [28–30]. We randomly choose a
sequence G1, G2, · · · , Gm, · · · in G(N, k,R), and generate
a dynamical random network G(t) as
G(t) = Gm, for any t ∈ [m− 1,m). (3)
Let 1 = (1, · · · , 1)T ∈ RN . We want to show the following
result
Theorem A. Assume that k ≥ 1. For all random se-
quences G1, G2, · · · , Gm, · · · in G(N, k,R), the switching
system
Θ˙(t) = diag(1/k1, · · · , 1/kN)(−L(t))Θ(t) (4)
reaches a consensus with probability at least 1 − e−R2pi,
as N → ∞. Here L(t) is the corresponding (outdegree)
Laplacian matrix of G(t), and Θ(t) = [θ1(t), · · · , θN (t)]T .
Proof. Since reaching consensus of system (4) is a mono-
tone increasing property with respect to the number of
edges of G(t) [31], it suffices to show the case k = 1.
Let ξij(t) be a random variable representing the di-
rected connection from agent i to agent j at time t. More
specifically, P (ξij(t) = 1) = (piR
2k)/(N(N − 1)) and
P (ξij(t) = 0) = 1 − (piR2k)/(N(N − 1)) for all i, j ∈
{1, · · · , N} (i 6= j) and t ≥ 0. Let M ≥ 1 be an integer.
By the law of large numbers, we have
P
(
M∑
m=1
ξij(m) ≤ MpiR
2k
2N(N − 1)
)
= P
(
1
M
M∑
m=1
ξij(m)− piR
2k
N(N − 1) ≤ −
piR2k
2N(N − 1)
)
≤ P
(∣∣∣∣∣ 1M
M∑
m=1
ξij(m)− piR
2k
N(N − 1)
∣∣∣∣∣ ≥ piR
2k
2N(N − 1)
)
≤ 4(N(N − 1)− piR
2k)
MpiR2k
, (5)
where we have used the variance of ξij(m) as piR
2k(N(N−
1)− piR2k)/N2(N − 1)2. Hence, we obtain
P

⋂
i6=j
{
M∑
m=1
ξij(m) >
MpiR2k
2N(N − 1)
}

= 1− P

⋃
i6=j
{
M∑
m=1
ξij(m) ≤ MpiR
2k
2N(N − 1)
}

≥ 1− 4N(N − 1)(N(N − 1)− piR
2k)
MpiR2k
, (6)
which tends to 1 as M →∞.
Now define a graph G˜ of order N whose adjacency
matrix (aij) is given by
aij =
{
1,
∫∞
0
ξij(t)dt =∞;
0,
∫∞
0
ξij(t)dt <∞. (7)
Note that
∫M
0
ξij(t)dt =
∑M
m=1 ξij(m). Thus, Eq. (6) im-
plies that G˜ is a completely connected digraph for almost
all sequences G1, G2, · · · , Gm, · · · .
For each agent i, we estimate the probability qk that
there are at least k other agents within distance R from
it. We have
qk =
N−1∑
j=k
(
N
j
)(
piR2
N
)j (
1− piR
2
N
)N−j
=
N−1∑
j=k
∏j−1
l=0
(
1− l
N
)
j!
(piR2)je−
piR
2
N
(N−j)
≈
N−1∑
j=k
(piR2)j
j!
e−piR
2
, (8)
for large N . Taking N → ∞, we obtain q1 = 1 − e−piR2 .
In the following, we assume that there are at least one
other agent within distance R from each agent. From the
comment below Eq. (7), we see that each agent i is within
distance R from any other agent infinitely many times. We
fix any such sequence G1, G2, · · · , Gm, · · · , we will show
that the consensus can be reached for the system (4) where
k1 = · · · = kN = k = 1.
Let Φ(t) = [φ1(t), · · · , φN (t)]T be a rearrangement of
the vector Θ(t) = [θ1(t), · · · , θN (t)]T such that
φ1(t) ≤ φ2(t) ≤ · · · ≤ φN (t). (9)
Note that this new vector still satisfies the equation
Φ˙(t) = diag(1/k1, · · · , 1/kN)(−L(t))Φ(t) = −L(t)Φ(t),
(10)
except that the matrix L(t) now is a result of conju-
gation transform made by some permutation matrix at
time t. In Eq. (10) we still write it as L(t) for simplic-
ity. It is clear that φ˙1(t) =
∑
j ξ1j(φj(t) − φ1(t)) ≥ 0 and
φ˙N (t) =
∑
j ξNj(φj(t) − φN (t)) ≤ 0. Recall from Eq.(9)
that φ1(t) ≤ φN (t). Therefore, φ1(t) and φN (t) are mono-
tonic and bounded functions. We obtain
φ1(t)→ φ∗1 and φN (t)→ φ∗N , (11)
as t→∞ for some φ∗1 and φ∗N .
Define Ψ(t) = [ψ1(t), · · · , ψN (t)]T . Recall that k = 1.
Then the outdegree of any vertex in G(t) is equal to 1.
Hence, it is easy to see that there exists a diagonal matrix
B with diagonal elements equal to 1 or −1 such that
Ψ(t) = BΦ(t), (12)
and ψ˙i(t) ≥ 0 for all i. Since ψi(t) ≤ |φN (0)| (i.e., bounded),
ψi(t) converges for all i. It follows from Eq. (12) that φi(t)
also converges. We write
Φ(t)→ Φ∗ = [φ∗1, · · · , φ∗N ]T . (13)
Next, we claim that θi(t) converges for i = 1, · · · , N .
This can be seen as follows. Note that there exists an
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ε0 > 0 such that for any ε < ε0, any pair of intervals
in the family {(φ∗i − ε, φ∗i + ε)}Ni=1 is either coincident or
disjoint. For such ε there exists T > 0 such that for t > T ,
{θi(t)}Ni=1 = {φi(t)}Ni=1 ∈ ∪Ni=1(φ∗i − ε, φ∗i + ε) (14)
by invoking Eq. (13). Since θi(t) is continuous, for any
t1, t2 > T we obtain |θi(t1) − θi(t2)| < 2ε. Therefore, by
the Cauchy convergence criterion we have
Θ(t)→ Θ∗ = [θ∗1 , · · · , θ∗N ]T , (15)
for some θ∗i (i = 1, · · · , N).
Finally, we need to show that all the above θ∗i are
equal. From Eq. (4) we have
θ˙i =
N∑
j=1
ξij(θj − θi). (16)
In the following we will use the method of proof by contra-
diction. Without loss of generality, we assume that θ∗j0 >
θ∗i0 . Then there exists some T > 0 such that
θj0(t)− θi0(t) ≥
θ∗j0 − θ∗i0
2
:= δ > 0 (17)
holds for any t > T . Using Eqs. (16) and (17) we obtain∫ ∞
T
ξi0j0dt ≤
1
δ
∫ ∞
T
ξi0j0(θj0 − θi0)dt
=
1
δ
∫ ∞
T
θ˙i0dt
=
θ∗i0 − θi0(T )
δ
. (18)
It then follows from the definition (7) that ai0j0 = 0, and
hence {i0, j0} is not an edge in G˜. This yields a contradic-
tion since we know that G˜ is a complete digraph. There-
fore, we have θ∗1 = · · · = θ∗N , which is the final consensus
value of the agents. ✷
As mentioned earlier, the swarm signaling network con-
sidered in our model switches independently at each time
instant with the characteristic time scale τ = 1. In other
words, it follows a Markovian process of order “zero”.
More realistic models should take into account the ve-
locity/position co-evolution since there are several fea-
tures of self-propelled particle models that depend cru-
cially on the fact that motion in space is linked to local or-
der [13,32–34]. This simple yet tractable model is adopted
here as a very first step in understanding collective be-
havior ruled by a hybrid interaction distance. A possible
improvement to the model is to consider a continuous-
time Markovian system. Formally, the random network
G(t) in (3) switches among m topologies G1, · · · , Gm in
G(N, k,R), and G(t) = Gi if and only if the switching
signal s(t) = i ∈ M := {1, · · · ,m}. The random process
{s(t), t ≥ 0} is ruled by a Markov process with state space
M and infinitesimal generator Γ = (γij) given by
P(s(t+ h) = j|s(t) = i) ={
γijh+ o(h), when s(t) jumps from i to j,
1 + γiih+ o(h), otherwise.
Here, P is the concerned probability measure, γij is the
transition rate from state i to state j with γij ≥ 0 if i 6= j,
γii = −
∑
j 6=i γij , and o(h) represents an infinitesimal of
higher order than h. For practical implementation, we may
set γij large (thus more likely) if Gi and Gj differ only
locally, while set γij small (thus less likely) if Gi and Gj
differ violently. The multiagent dynamical systems driven
by the above Markovian switching networks have been
studied in control theory intensively during the past few
years to generate consensus behaviors; see e.g. [35–37].
One of the common restrictive assumptions in these work
again turns out to be the balance condition. Clearly, these
existing results do not directly apply here.
Above we assumed that the speed v0 for each agent
i is kept the same and only the heading θi is evolving.
Let vxi = v0 cos θi and v
y
i = v0 sin θi. In the following,
we seek consensus of the velocity vi = (v
x
i , v
y
i ) of each
agent i. Similarly as in Eq. (1), the dynamical model for
an individual agent i can be described as
v˙αi =
1
ki
[(vαj − vαi ) + (vαj+1 − vαi ) + · · ·+ (vαj+ki−1 − vαi )]
=
1
ki
(−kivαi + vαj + vαj+1 + · · ·+ vαj+ki−1), (19)
with α = x or y and where vαj , v
α
j+1, · · · , vαj+ki−1 repre-
sent the αˆ-component of velocities of agent i’s ki-nearest
neighbors within distance R and ki ≤ k. Denote by Γ (t) =
[vx1 (t), · · · , vxN (t), vy1 (t), · · · , vyN (t)]T and L(t) the time-dependent
outdegree Laplacian graph of the swarm signaling network
as before. The dynamics (19) of the agents can be recast
as
Γ˙ (t) = (I2 ⊗ diag(1/k1, · · · , 1/kN )(−L))Γ (t). (20)
We have the following result
Theorem B. Assume that k ≥ 1. For all random se-
quences G1, G2, · · · , Gm, · · · in G(N, k,R), the switching
system
Γ˙ (t) = (I2 ⊗ diag(1/k1, · · · , 1/kN)(−L(t)))Γ (t) (21)
reaches a consensus with probability at least 1 − e−R2pi,
as N → ∞. Here L(t) is the corresponding (outdegree)
Laplacian matrix of G(t), and Γ (t) is given by Γ (t) =
[vx1 (t), · · · , vxN (t), vy1 (t), · · · , vyN (t)]T .
Proof. This result can be proved similarly as Theorem A.
Note that instead of the rearrangement (9) we will assume
φx1 (t) ≤ φx2(t) ≤ · · · ≤ φxN (t), (22)
φy1(t) ≤ φy2(t) ≤ · · · ≤ φyN (t), (23)
where Φα(t) = [φα1 (t), · · · , φαN (t)]T with α = x or y are
rearrangements of the two vectors [vx1 (t), · · · , vxN (t)]T and
[vy1 (t), · · · , vyN (t)]T , respectively. Now, let us set Φ(t) =
[Φx(t)T , Φy(t)T ]T . Similarly as in Eq. (10), we have
Φ˙(t) =
(−L1(t) 0
0 −L2(t)
)
Φ(t). (24)
Since the x-system and y-system are decoupled, we can
prove vxi → vx∗ and vyi → vy∗ (∀ i = 1, · · · , N), respec-
tively, for them as in the proof of Theorem A. ✷
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3 Self-propelled particles subjected to the
hybrid interaction distance
Up to this point, our analysis of the swarm dynamics
was limited to the ideal case of dynamics in the absence
of any noise source—stimulus and response noises [17].
With both a metric and topological distance, it is well
known that an increasing level of extraneous noise trig-
gers a second-order phase transition [3, 23]. For very low
noise levels, a consensus is guaranteed and after a certain
transient the swarm is globally aligned. On the contrary,
beyond a certain critical noise level no global consensus
can be achieved. The consensus level within the swarm is
measured by the following order parameter
ϕ =
1
N
N∑
j=1
vj(t)
v0
=
1
N
N∑
j=1
exp (iθj(t)) , (25)
with vj the velocity of agent j in complex notation. In
the particular case of self-propelled particles, the order
parameter ϕ represents the alignment of the collective.
At this stage it is worth highlighting that there exists
a vast range of models of self-propelled particles reported
in the literature, all stemming from the original Vicsek’s
model [38]. Our objective here is not to provide an ex-
haustive list of those models—many of which can be found
in the following review [3]—but instead a representative
samples of some of the key developments in relation with
the present work. Alternative ways of imposing noise have
been considered in Ref. [34], and the inclusion of cohesive
forces reported in Refs. [32,33], while also considering the
effects of the ambient fluid in Ref. [32]. Pure topological
interactions have been reported in Refs. [20,23,24], while a
topological density invariant rule based on Voronoi neigh-
bors has been considered in Refs. [33,34], with a particular
emphasis on metric-free interactions that can be found in
Ref. [13]. Very recently, the effects of limited information
flow due to limitations in the bandwidth of the signaling
network have been reported in Ref. [39].
We now turn to the simulations of the dynamics of a
swarm of N = 100 agents initially evenly distributed in a
square domain of size L =
√
N so as to have a unit den-
sity as considered in Sec. 2. We intentionally consider the
dynamics of small-size swarms as our interest lies in artifi-
cial swarms [7,8] and some other natural collectives [40,41]
with swarmers numbering in the tens to a few hundreds
maximum. Given the value of N considered here, some
strong small-size effects are expected and in particular,
the phase transitions—from a disordered state to collec-
tive motion when reducing the ambient noise level—will
appear to be continuous (i.e. of second-order type) while
they are actually discontinuous (i.e. of first-order type) as
proved in several studies [32, 34, 42].
For simplicity, we focus on the constant speed case
corresponding to v0 = 0.1 that falls into the typical range
of values used for such simulations [3]. Noise can gener-
ally be assumed to be random fluctuations with a normal
distribution [17]. In the sequel, the background noise is
considered to have a normal distribution fully character-
ized by its noise level, η. Specifically, starting from the
continuous-time equation (1), the presence of noise leads
to the following discrete-time equation governing the dy-
namics of agent i:
θi(t+∆t) = θi(t) +
∆t
ki
[(θj(t)− θi(t)) + · · ·
+(θj+ki−1(t)− θi(t))] +∆θi, (26)
where ∆θi is a random number chosen with a uniform
probability from the interval [−η/2, η/2]. The agents po-
sitions {xi}i=1,...,N are updated according to the discrete-
time kinematic rule
xi(t+∆t) = xi(t) + vi∆t, (27)
with vi having the same definition as previously intro-
duced in Sec. 2. As for the time advance, the canonical
value ∆t = 1 is considered throughout [3].The neigh-
borhood of interaction for this swarm model being given
by the hybrid metric-topological one, three independent
parameters—namely the metric radius R, the maximum
number of topological neighbors k within the radius R and
the noise level η—influence the emergence of order.
Figure 1 displays the variations of the order parameter
ϕ with the square of the normalized metric radius ρ2 =
(R/L)2 as hinted from Theorem A. The results gathered
in Fig. 1 allow us to draw several interesting comments.
First, as expected from the mathematical results in Sec. 2,
an increase in the metric radius R systematically yields
an increase in the alignment of the swarm for all values
of k and of the noise level considered. Second, for any
given value of R and for all three noise levels considered,
the order parameter is found to increase with k with a
dramatic jump in ϕ when k goes from 3 to 10 but with a
minute and yet noticeable increase when k goes from 10
to N − 1. Note that the case k = N − 1 corresponds to
the extreme case of an all-to-all connectivity of the swarm
interaction network; in other words each agent interacts
with all the others which amounts to what is probably the
most cost-ineffective mode of swarming. This case k = N−
1 also corresponds to a pure metric interaction while the
case ρ = 1 corresponds to the purely topological one. This
second result is in complete agreement with the analysis
of the influence of the value of k on the consensus reaching
dynamics by Shang & Bouffanais [24].
To further appreciate the transition between the topo-
logical and the metric component of the hybrid interac-
tion distance, one may compare k with the actual num-
ber n∗(k) of neighbors typically found within the metric
disk of radius R centered about the agent. For a given
value of the density ν = N/L2 of the swarmers, one finds
n∗(k) ≃ νpiR2. On the one hand, when k > n∗(k) it is
expected that the topological component becomes inef-
fective and therefore the hybrid interaction reduces to a
purely metric one. Since we investigate the constant den-
sity ν = 1 case, this situation is bound to happen for small
values of R, or equivalently ρ. On the other hand, when
k < n∗(k), the topological component takes over the hy-
brid interaction. This indeed is the case for the largest
possible value for R, namely R = L or equivalently ρ = 1.
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Fig. 1. Order parameter ϕ versus square of the normalized metric distance ρ2 = (R/L)2 in log scale for three different values of
k: k = 3, 10, N−1, and three noise levels: low η = 0.1, medium η = 1, and high η = 3. Each data point is obtained by means of
a mixed ensemble averaging of 20 independently-computed dynamics of 500 iteration steps yielding a statistically ample enough
sampling.
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Fig. 2. Order parameter ϕ versus noise level η for three different values of k: k = 3, 10, N − 1, and three vastly different
values of the normalized metric distance: ρ = R/L = 1, 0.1, 0.01. Each data point is obtained by means of a mixed ensemble
averaging of 20 independently-computed dynamics of 500 iteration steps yielding a statistically ample enough sampling.
This analysis is consistent with the results shown in Fig. 1
and the related discussion above.
The influence of the noise level is better appreciated
when turning to the results reported in Fig. 2. An increase
in the noise η systematically translates into a reduction
of the swarm alignment. As anticipated, the phase tran-
sition from an aligned state to a disordered one occurs
much earlier for smaller values of R. This observation also
holds for smaller values of k. However, the cases k = 10
and k = N − 1 yield extremely close results for not too
large values of R and at any given noise level η. Further-
more, the phase transitions associated with the rapid de-
cay of the order parameter ϕ with noise level η, for dif-
ferent values of (k, ρ) shown in Fig. 2 are qualitatively
consistent with those reported by Barberis & Albano [20].
Note that the comparison can only be qualitative owing
to the fact that the time update rule used in Ref. [20] is
slightly different from the one considered in the present
study, namely Eq. (26). The exact same comment also ap-
plies to the comparison of our results gathered in Fig. 2
with those obtained by Niizato & Gunji [19] with yet an-
other time update rule and another framework for their
hybrid metric-topological interaction distance.
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4 Conclusions
A combined computational and theoretical analysis of the
dynamics of swarms of self-propelled agents subjected to
a hybrid metric-topological neighborhood of interaction
has been performed. The hybrid interaction distance is
devised to overcome fundamental issues associated with
inherent limitations in the sensory range and information-
processing capabilities encountered in real-life natural and
artificial complex systems. The results reported in this ar-
ticle allow us to formulate the following important conclu-
sions:
(i) When the agent density in the field is constant (here
the unity), the consensus dynamics is exclusively domi-
nated by the metric component R of our hybrid model.
As long as k ≥ 1, one can always observe the emer-
gence of consensus with some positive probability in
the absence of noise. This result is further extended to
the case of agents having non-constant speeds.
(ii) For large swarms and still in the absence of noise, the
probability of emergence of consensus is approximately
proportional to R2.
(iii) Similarly to swarms subjected to a purely metric or
a purely topological distance, a collapse of the swarm
alignment is observed in the presence of a sufficiently-
high noise level using our hybrid model. Furthermore,
our results confirm the ineffectiveness of the purely
metric model which yields a marginally higher align-
ment at the expense of a very large number of social
interactions as compared to the case k = 10 [24].
Furthermore, our initial observations reveal that the num-
ber of topological neighbors k solely affects the speed with
which consensus is reached as observed in the purely topo-
logical distance case [24]. However, this last point requires
a more thorough investigation to provide a clear picture
of the consensus reaching dynamics for a swarm ruled by
a hybrid interaction distance.
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