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SEMICLASSICAL ANALYSIS OF ELASTIC SURFACE WAVES
MAARTEN V. DE HOOP ∗, ALEXEI IANTCHENKO † , GEN NAKAMURA ‡ , AND JIAN ZHAI §
Abstract. In this paper, we present a semiclassical description of surface waves or modes in an elastic medium
near a boundary, in spatial dimension three. The medium is assumed to be essentially stratified near the boundary
at some scale comparable to the wave length. Such a medium can also be thought of as a surficial layer (which can
be thick) overlying a half space. The analysis is based on the work of Colin de Verdie`re [11] on acoustic surface
waves. The description is geometric in the boundary and locally spectral “beneath” it. Effective Hamiltonians of
surface waves correspond with eigenvalues of ordinary differential operators, which, to leading order, define their
phase velocities. Using these Hamiltonians, we obtain pseudodifferential surface wave equations. We then construct
a parametrix. Finally, we discuss Weyl’s formulas for counting surface modes, and the decoupling into two classes of
surface waves, that is, Rayleigh and Love waves, under appropriate symmetry conditions.
1. Introduction. We carry out a semiclassical analysis of surface waves in a medium which is
stratified near its boundary – with topography – at some scale comparable to the wave length. We
discuss how the (dispersive) propagation of such waves is governed by effective Hamiltonians on the
boundary and show that the system is displayed by a space-adiabatic behavior.
The Hamiltonians are non-homogeneous principal symbols of some pseudodifferential operators.
Each Hamiltonian is identified with an eigenvalue in the point spectrum of a locally Schro¨dinger-
like operator in dimension one on the one hand, and generates a flow identified with surface-wave
bicharacteristics in the two-dimensional boundary on the other hand. The eigenvalues exist under
certain assumptions reflecting that wave speeds near the boundary are smaller than in the deep
interior. This assumption is naturally satisfied by the structure of Earth’s crust and mantle (see, for
example, Shearer [36]). The dispersive nature of surface waves is manifested by the non-homogeneity
of the Hamiltonians.
The spectra of the mentioned Schro¨dinger-like operators consist of point and essential spectra.
The surface waves are identified with the point spectra while the essential spectra correspond with
propagating body waves. We note, here, that the point and essential spectra for the Schro¨dinger-like
operators may overlap.
Our analysis applies to the study of surface waves in Earth’s “near” surface in the scaling
regime mentioned above. The existence of such waves, that is, propagating wave solutions which
decay exponentially away from the boundary of a homogeneous (elastic) half-space was first noted by
Rayleigh [34]. Rayleigh and (“transverse”) Love waves can be identified with Earth’s free oscillation
triples nSl and nTl with n ≪ l/4 assuming spherical symmetry. Love [23] was the first to argue
that surface-wave dispersion is responsible for the oscillatory character of the main shock of an
earthquake tremor, following the “primary” and “secondary” arrivals.
Our analysis is motivated by the (asymptotic) JWKB theory of surface waves developed in
seismology by Woodhouse [44], Babich, Chichachev and Yanoskaya [3] and others. Tromp and
Dahlen [40] cast this theory in the framework of a “slow” variational principle. The theory is
also used in ocean acoustics [6] and is referred to as adiabatic mode theory. An early study of the
propagation of waves in smoothly varying waveguides can be found in Bretherton [5]. Nomofilov [30]
obtained the form of WKB solutions for Rayleigh waves in inhomogeneous, anisotropic elastic media
using assumptions appearing in Proposition 4.2 in the main text. Many aspects of the propagation
of surface waves in laterally inhomogeneous elastic media are discussed in the book of Malischewsky
[24]. Here, we develop a comprehensive semiclassical analysis of elastic surface waves, generated by
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interior (point) sources, with the corresponding estimates. This semiclassical framework was first
formulated by Colin de Verdie`re [11] to describe surface waves in acoustics.
The scattering of surface waves by structures, away from the mentioned scaling regime, has
been extensively studied in the seismology literature. This scattering can be described using a basis
of local surface wave modes that depend only on the “local” structure of the medium, for example,
with invariant embedding; see, for example, Odom [31]. Odom used a layer of variable thickness
over a homogeneous half space to account for the interaction between surface waves and body waves
by the topography of internal interfaces.
The outline of this paper is as follows. In Section 2, we carry out the semiclassical construction
of general surface wave parametrices. In the process, we introduce locally Schro¨dinger-like oper-
ators in the boundary normal coordinate and their eigenvalues signifying effective Hamiltonians
in the boundary (tangential) coordinates describing surface-wave propagation. In Section 3, we
characterize the spectra of the relevant Schro¨dinger-like operators. That is, we study their discrete
and essential spectra. In Section 4, we consider a special class of surface modes associated with
exponentially decaying eigenfunctions. The existence of such modes is determined by a generalized
Barnett-Lothe condition. In Section 5, we review conditions on the symmetry, already considered
by Anderson [1], restricting the anisotropy to transverse isotropy with the axis of symmetry aligned
with the normal to the boundary, allowing the decoupling of surface waves into Rayleigh and Love
waves. In Section 6, we establish Weyl’s laws first in the isotropic (separately for Rayleigh and Love
waves) and then in the anisotropic case. Finally, in Section 7, we relate the surface waves to normal
modes viewing the analysis locally on conic regions, or more generally on Riemannian manifolds
with a half cylinder structure. We give explicit formulas for the special case of a radial manifold.
2. Semiclassical construction of surface-wave parametrices. We consider the linear elas-
tic wave equation in R3,
(2.1)
∂2u
∂t2
= div
σ(u)
ρ
,
where u is the displacement vector, and σ(u) is the stress tensor given by Hooke’s law
(2.2) σ(u) = Cε(u),
and ε(u) denotes the strain tensor; C is the fourth-order stiffness tensor with components cijkl, and
ρ is the density of mass. The componentwise expression of (2.2) is given by
σij(u) =
3∑
k,l=1
cijklεkl(u), εkl(u) =
1
2
(∂kul + ∂luk).
Equation (2.1) differs from the usual system given by
ρ
∂2u
∂t2
= div σ(u)
in case ρ is not a constant. However, the difference is in the lower terms. These can be accounted
for considering (2.1).
We study the elastic wave equation (2.1) in the half space X = R2× (−∞, 0], with coordinates,
(x, z), x = (x1, x2) ∈ R2, z ∈ R− = (−∞, 0].
We consider solutions, u = (u1, u2, u3), satisfying the Neumann boundary condition at ∂X = {z =
0},
∂2t ui +Milul = 0,
u(t = 0, x, z) = 0, ∂tu(t = 0, x, z) = h(x, z),
ci3kl
ρ
∂kul(t, x, z = 0) = 0,
(2.3)
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where
Mil = − ∂
∂z
ci33l(x, z)
ρ(x, z)
∂
∂z
−
2∑
j,k=1
cijkl(x, z)
ρ(x, z)
∂
∂xj
∂
∂xk
−
2∑
j=1
∂
∂xj
cij3l(x, z)
ρ(x, z)
∂
∂z
−
2∑
k=1
ci3kl(x, z)
ρ(x, z)
∂
∂z
∂
∂xk
−
2∑
k=1
(
∂
∂z
ci3kl(x, z)
ρ(x, z)
)
∂
∂xk
−
2∑
j,k=1
(
∂
∂xj
cijkl(x, z)
ρ(x, z)
)
∂
∂xk
.
In the above, we assume that ρ(x, z) ∈ C∞(X) with ρ(x, z) ≥ ρ0 > 0 for some ρ0 > 0 and
cijkl(x, z) ∈ C∞(X) satisfies the following symmetries and strong convexity condition:
(symmetry) cijkl = cjikl = cklij for any i, j, k, l;
(strong convexity) there exists δ > 0 such that for any nonzero 3× 3 real-valued symmetric matrix
(εij),
3∑
i,j,k,l=1
cijkl
ρ
εijεkl ≥ δ
3∑
i,j=1
ε2ij .
We note that these are physically very natural assumptions. We invoke, additionally,
Assumption 2.1. The stiffness tensor and density obey the following scaling,
cijkl
ρ
(x, z) = Cijkl
(
x,
z
ǫ
)
, ǫ ∈ (0, ǫ0];
Cijkl(x, Z) = Cijkl(x, ZI) = C
I
ijkl = constant, for Z ≤ ZI < 0
and, for any ξˆ ∈ S2,
inf
Z≤0
vL(x, ξˆ, Z) < vL(x, ξˆ, ZI),
where vL is the so-called limiting velocity which will be defined in Section 3.
2.1. Schro¨dinger-like operators. Under Assumption 2.1, we make the following change of
variables,
u(t, x, z) = v
(
t, x,
z
ǫ
)
;
upon introducing Z = zǫ , the elastic wave equation in (2.3) takes the form
(2.4) [ǫ2∂2t + Hˆ ]v = 0,
where
(2.5) Hˆil = − ∂
∂Z
Ci33l(x, Z)
∂
∂Z
− ǫ
2∑
j=1
Cij3l(x, Z)
∂
∂xj
∂
∂Z
− ǫ
2∑
k=1
Ci3kl(x, Z)
∂
∂Z
∂
∂xk
− ǫ
2∑
k=1
(
∂
∂Z
Ci3kl(x, Z)
)
∂
∂xk
− ǫ2
2∑
j,k=1
Cijkl(x, Z)
∂
∂xj
∂
∂xk
− ǫ
2∑
j=1
(
∂
∂xj
Cij3l(x, Z)
)
∂
∂Z
− ǫ2
2∑
j,k=1
(
∂
∂xj
Cijkl(x, Z)
)
∂
∂xk
.
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With Definition A.1 in Appendix A, we consider Hˆ as a semiclassical pseudodifferential operator
on R2, where x belongs to; then (2.4) can be rewritten as
(2.6) ǫ2∂2t v +Opǫ(H(x, ξ))v ∼ 0,
where Opǫ(H(x, ξ)) is a semiclassical pseudodifferential operator with symbol H(x, ξ) defined by
H(x, ξ) = H0(x, ξ) +H1(x, ξ)
with
(2.7) H0,il(x, ξ) = − ∂
∂Z
Ci33l(x, Z)
∂
∂Z
− i
2∑
j=1
Cij3l(x, Z)ξj
∂
∂Z
− i
2∑
k=1
Ci3kl(x, Z)
∂
∂Z
ξk − i
2∑
k=1
(
∂
∂Z
Ci3kl(x, Z)
)
ξk
+
2∑
j,k=1
Cijkl(x, Z)ξjξk
and
(2.8) H1,il(x, ξ) = −ǫ
2∑
j=1
(
∂
∂xj
Cij3l(x, Z)
)
∂
∂Z
− iǫ
2∑
j,k=1
(
∂
∂xj
Cijkl(x, Z)
)
ξk.
We view H0(x, ξ) and H1(x, ξ) as ordinary differential operators in Z, with domain
D =
{
v ∈ H2(R−)
∣∣∣∣
3∑
l=1
(
Ci33l(x, 0)
∂vl
∂Z
(0) + i
2∑
k=1
Ci3klξkvl(0)
)
= 0
}
.
2.2. Effective Hamiltonians. We use eigenvalues and eigenfunctions of H0(x, ξ) to construct
approximate solutions to (2.6). For fixed (x, ξ), an eigenvalue Λ(x, ξ) and the corresponding eigen-
function V (x, ξ) of H0(x, ξ) are such that
(2.9) H0(x, ξ)V (x, ξ) = V (x, ξ)Λ(x, ξ),
where V (x, ξ) ∈ D. Since H0(x, ξ) is a positive symmetric operator in L2(R−) for ξ 6= 0, Λ(x, ξ)
is real-valued, and also positive. We note, here, that the contribution coming from ξ confined to a
compact set is negligible. This is why we can assume that ξ 6= 0.
We let L(H1,H2) denote the set of all bounded operators from a normed space H1 to a normed
space H2.
Theorem 2.1. Let Λα(x, ξ) be an eigenvalue of H0(x, ξ), and U ⊂ T ∗R2 \ 0 be open. Assume
that Λα(x, ξ) has constant multiplicity mα for all (x, ξ) ∈ U . There exist Φα,m(x, ξ) ∈ L(D, L2(R−))
and aα,m(x, ξ) ∈ L(L2(R−),D) which admits asymptotic expansions
Φα,ǫ(x, ξ) ∼
∞∑
m=0
Φα,m(x, ξ) ǫ
m,
aα,ǫ(x, ξ) ∼
∞∑
m=0
aα,m(x, ξ) ǫ
m,
(2.10)
and satisfy
(2.11) H ◦ Φα,ǫ(x, ξ) = Φα,ǫ ◦ aα,ǫ(x, ξ) +O(ǫ∞)
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where ◦ denotes the composition of symbols (see Appendix A). Furthermore, aα,0(x, ξ) = Λα(x, ξ)I
and Φα,0(x, ξ) is the projection onto the eigenspace associated with Λα(x, ξ).
Proof. First, we note that Λα(x, ξ) ∈ C∞(U) (cf. Appendix B of [12]). By the composition of
symbols (cf. Appendix A), we have
H ◦ Φα,ǫ = H0Φα,0 + ǫH0Φα,1 + ǫH1Φα,0 + ǫ
2i
2∑
j=1
∂H0
∂ξj
∂Φα,0
∂xj
+O(ǫ2)
and
Φα,ǫ ◦ aα,ǫ = Φα,0Λα + ǫΦα,0aα,1 + ǫΦα,1Λα + ǫ
2i
2∑
j=1
∂Φα,0
∂ξj
∂Λα,0
∂xj
+O(ǫ2).
We construct the terms Φα,m by collecting terms of equal orders in the two expansions above. Terms
of order O(ǫ0) give
H0Φα,0 = Φα,0Λα,
which is consistent with (2.9). Terms of order O(ǫ1) give
(H0(x, ξ)− Λα(x, ξ))Φα,1(x, ξ) = Φα,0aα,1 +R(Φα,0),
where R(Φα,0) ∈ L(D, L2(R−)) denotes the remaining terms. We choose aα,1, so that, for u ∈ D,
(Φα,0aα,1 + R(Φα,0))u is orthogonal to the eigenspace of Λα(x, ξ). Then we let v = Φα,1(x, ξ)u be
the unique solution of
(H0(x, ξ)− Λα(x, ξ))v = (Φα,0aα,1 +R(Φα,0))u,
which is orthogonal to the eigenspace of Λα(x, ξ). Thus we have defined the operator Φα,1(x, ξ).
Higher order terms Φα,m(x, ξ), m ≥ 2, can be constructed successively by solving the equations,
(H0(x, ξ) − Λα(x, ξ))Φα,m(x, ξ) = R(Φα,0, · · · ,Φα,m−1),
with R(Φα,0, · · · ,Φα,m−1) ∈ L(D, L2(R−)), since Φα,k, aα,k, 0 ≤ k ≤ m − 1, in their respective
topologies, depend continuously on (x, ξ) by induction. Hence, we can choose
aα,m = −R(Φα,0, · · · ,Φα,m−1) and solve for Φα,m. This completes the construction of aα,m and
Φα,m.
For any bounded set U ′ ⊂ T ∗R2 \ 0, we let U ⊂ T ∗R2 be such that U ′ ⊂ U and χ ∈ C∞0 (U)
with χ ≡ 1 on U ′. Then
Jα,ǫ = Opǫ
(
1√
ǫ
χ(x, ξ)Φα,ǫ
)
defines a linear map on M(V ), where
V = {(x, ξ, Z, ζ) ∈ T ∗X : (x, ξ) ∈ U ′}
andM(V ) denotes the space of microfunctions on V ; see, Definition A.4 of Appendix A. Moreover,
we find that, using Theorem 2.1,
(2.12) HˆJα,ǫ = Jα,ǫOpǫ(aα,ǫ),
where the left- and right-hand sides are considered as microfunctions.
6 DE HOOP, IANTCHENKO, NAKAMURA, and ZHAI
2.3. Surface-wave equations and parametrices. With the results of the previous subsec-
tion, we construct approximate solutions of the system (2.3) with initial conditions
h(x, ǫZ) =
M∑
α=1
Jα,ǫWα(x, Z).
Then we construct solutions of the form
u(t, x, z) = v
(
t, x,
z
ǫ
)
=
M∑
α=1
vα,ǫ
(
t, x,
z
ǫ
)
,
vα,ǫ
(
t, x,
z
ǫ
)
= Jα,ǫWα,ǫ(t, x, Z),
(2.13)
with
v
(
0, x,
z
ǫ
)
= 0, ∂tv
(
0, x,
z
ǫ
)
=
M∑
α=1
Jα,ǫWα(x, Z),
ci3kl
ρ
∂kvl
(
t, x,
z
ǫ
) ∣∣∣∣
z=0
= 0.
Here, M is chosen such that for each (x, ξ) ∈ U , there are at least M eigenvalues for H0(x, ξ).
We assume that all eigenvalues Λ1 < · · · < Λα < · · · < ΛM are of constant multiplicities,
m1, · · · ,mα, · · · ,mM. We let Wα,ǫ solve the initial value problems
[ǫ2∂2t +Opǫ(aα,ǫ)(., Dx)]Wα,ǫ(t, x, Z) = 0,(2.14)
Wα,ǫ(0, x, Z) = 0, ∂tWα,ǫ(0, x, Z) = Jα,ǫWα(x, Z),(2.15)
α = 1, . . . ,M. Equation (2.15) means that the initial values are in the span of the ranges of operators
Opǫ(Φα,ǫ), α = 1, . . . ,M.
Remark 2.1. We note that the principal symbol of aα,ǫ is real-valued. Hence, the propagation of
wavefront set of surface waves is purely on the the surface. However, since the lower order terms of
aα,ǫ are operators in Z, there exists coupling of surface waves with interior motion. There is no such
coupling if the eigenvalue Λα has multiplicity one. For this case aα,ǫ is a classical pseudodifferential
symbol.
We address the existence of eigenvalues of H0(x, ξ) in later sections, under the Assumption 2.1.
To construct the parametrix, we use the first-order system for Wǫ that is equivalent to (2.14),
(2.16) ǫ
∂
∂t
(
Wǫ
ǫ∂Wǫ∂t
)
=
(
0 1
−Opǫ(aǫ) 0
)(
Wǫ
ǫ∂Wǫ∂t
)
.
We have dropped the index α to simplify the notation, and we consider each mode separately,
to leading order. We write Opǫ(bǫ) = [Opǫ(aǫ)]
1/2. The principal symbol of Opǫ(bǫ) is given by
Λ1/2(x, ξ). Then
(2.17) Wǫ,± =
1
2Wǫ ± 12 iǫOpǫ(bǫ)−1
∂Wǫ
∂t
,
satisfy the two first-order (“half wave”) equations
(2.18) Pǫ,±(x,Dx, Dt)Wǫ,± = 0,
where
(2.19) Pǫ,±(x,Dx, Dt) = ǫ∂t ± i Opǫ(bǫ),
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supplemented with the initial conditions
(2.20) Wǫ,±|t=0 = 0, hǫ,± = ± 12 i Opǫ(bǫ)−1Wǫ|t=0.
The principal symbol of 1i Pǫ,± = ǫDt ± Opǫ(bǫ) is given by ω ± Λ1/2(x, ξ) defining a Hamiltonian.
The solution to the original problem is then given by
(2.21) Wǫ =Wǫ,+ +Wǫ,−.
We construct WKB solutions for operator Pǫ,+(x,Dx, Dt), introducing a representation of the
solution operator of the form,
(2.22) Sǫ(t)hǫ,+(x) :=
1
(2πǫ)2
∫∫
e
i(ψ(x,η,t)−〈y,η〉)
ǫ A(x, η, t, ǫ)hǫ,+(y)dydη.
For more details of this construction, we refer to [4, 45].
Construction of the phase function. Surface-wave bicharacteristics are solutions, (x, ξ), to the
Hamiltonian system,
(2.23)
∂xk(y, η, t)
∂t
=
∂Λ1/2(x, ξ)
∂ξk
,
∂ξk(y, η, t)
∂t
= −∂Λ
1/2(x, ξ)
∂xk
, (x, ξ)|t=0 = (y, η).
We define
κt(y, η) = (x, ξ).
For (y, η) in U , the map
(x, ξ, y, η) = (κt(y, η), (y, η)) 7→ (x, η)
is surjective for small t. We write ξ = Ξ(x, η, s) and introduce the phase function
(2.24) ψ(x, η, t) = 〈x, η〉 −
∫ t
0
Λ1/2(x,Ξ(x, η, s))ds,
where 〈x, η〉 denotes the inner product of x and η. This phase function solves
∂tψ + Λ
1/2(x, ∂xψ) = 0, ψ(x, η, 0) = 〈x, η〉
[45, Chapter 10]. The group velocity, v, is defined by
(2.25) vk :=
∂xk
∂t
=
∂Λ1/2(x, ξ)
∂ξk
.
We note that Λ1/2(x, ξ) is non-homogeneous in ξ, thus the group velocity and the bicharacteristics
depend on |ξ|.
Construction of the amplitude. The amplitude A in (2.22) must satisfy
(ǫDt + bǫ(x, ǫD))(e
iψ
ǫ A) = O(ǫ∞),
or, equivalently,
(2.26) (∂tψ + ǫDt + e
− iψ
ǫ bǫ(x, ǫD)e
iψ
ǫ )A = O(ǫ∞).
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We note that η appears in the construction of the phase function ψ. We construct solutions, A, via
the expansion,
Aǫ(x, η, t) ∼
∞∑
k=0
ǫkAk(x, η, t),
and writing the symbol of bǫ(x, ǫD) as an expansion,
bǫ(x, ξ) =
∞∑
j=0
ǫjbj(x, ξ).
By the asymptotics of e−
iψ
ǫ bǫ(x, ǫD)e
iψ
ǫ , the terms of order O(ǫ0) yield the equation,
(2.27) ∂tψ + b0(x, ∂xψ) = ∂tψ + Λ
1/2(x, ∂xψ) = 0,
for the phase function ψ, which was introduced above. The terms of order O(ǫ1) yield the transport
equation for A0,
(Dt + L)A0 = 0,
A0(x, η, 0) = 1,
where
(2.28) L =
2∑
j=1
∂ξjΛ
1/2(x, ∂xψ)Dxj + b1(x, ∂xψ)−
i
2
2∑
j,k=1
∂ξkξjΛ
1/2(x, ∂xψ)Dxkxlψ,
in which ∂ξkξj = ∂ξk∂ξj , Dxkxl = DxkDxl . Denote
ct,ǫ(x, ǫD, η) = e
− iψ(x,η,t)
ǫ bǫ(x, ǫD)e
iψ(x,η,t)
ǫ =
∞∑
l=0
ǫlct,l(x, ǫD, η).
We can construct Ak, k = 1, 2, · · · , recursively by solving transport equations of the form [4]
(Dt + L)Ak = F (A0, · · · ,Ak−1), k ≥ 1,
Ak(x, η, 0) = 0.
Here,
F (A0, · · · ,Ak−1) = −i∂ψAk−1(x, η, t)− i
∑
j+l=k−1
ct,l(x, ǫD, η)Aj(x, η, t).
For solving the transport equations, we use the bicharacteristics determined by (2.23). We note
that
Dt +
2∑
j=1
∂ξjΛ
1/2(x, ∂ψ)Dxj = Dt +
2∑
j=1
∂xj(y, η, t)
∂t
Dxj
so that
 d
dt
+ ib1(x, ∂xψ) +
1
2
2∑
j,k=1
∂ξkξjΛ
1/2(x, ∂xψ)Dxkxlψ

Ak(x(y, η, t), η, t) = F (A0, · · · ,Ak−1)
A0(x(y, η, 0), η, 0) = 1, Ak(x(y, η, 0), η, 0) = 0, for k = 1, 2, 3, · · · .
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The equations above can be solved using the standard theory of ordinary differential equations. For
more details about semiclassical Fourier Integral Operators, we refer to Chapter 10 of Zworski’s
book [45].
Remark 2.2. In the oscillatory integral (2.22), the phase variables are the components of ξ.
We can construct an alternative representation by using the frequency, ω, as a phase variable. In a
neighborhood of a fixed point, x0, we construct φ = φ(x, ω) satisfying the eikonal equation
(2.29) Λ1/2(x, ∂xφ(x, ω)) = ω.
Then the phase function is given by
ψ˜(x, t, ω) = φ(x, ω)− ωt
and satisfies (2.27),
∂tψ˜ + Λ
1/2(x, ∂xψ˜) = 0.
We consider the bicharacteristics (y(x0, ξ0, t), η(x0, ξ0, t)) and let (x, ξ) = (y, η)|t=tx , while ∂xφ(x, ω)
= ξ. The generating function φ satisfies
∂
∂t
φ(y(t), ω) = 〈η(x0, ξ0, t) , y˙(x0, ξ0, t)〉,
and can then be written in the form
φ(x, ω) =
∫ tx
0
〈η(x0, ξ0, t) , y˙(x0, ξ0, t)〉dt =
∫ x
x0
2∑
j=1
ηjdyj .
We mention an alternative representation. For any ξˆ0 ∈ S2, we let ξ0 = K0ξˆ0, K0(x0, ω, ξˆ0) be
the solution of
Λ1/2(x0,K0ξˆ0) = ω.
This K0 is unique due to the monotonicity of eigenvalue in |ξ| with respect to the quadratic form
associated with H0. We denote η(x0, ξ0, t) = K(x0, ξ0, t)ηˆ with ηˆ =
η
|η| ∈ S2, and define the phase
velocity, V = V(y, ω, ηˆ), as
(2.30) V =
ω
K
.
Thus K(x0, ξ0, 0) = K0. Using (2.25) and (2.30) we find that
(2.31) φ(x, ω) = ω
∫ tx
0
2∑
j=1
ηˆj
vj
V
dt,
defined in a neighborhood of x0. Since
v
V
is frequency dependent, the geodesic distance is frequency
dependent.
3. Characterization of the spectrum of H0. In this section, we characterize the spectrum
of H0. In the case of constant coefficients, that is, a homogeneous medium, the spectrum was
described in [22]. In the case of isotropic media, the spectrum was studied by Colin de Verdie`re [9].
We view
h0(x, ξˆ) =
1
|ξ|2H0(x, ξ)
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as a semiclassical pseudodifferential operator with 1|ξ| as the semiclassical parameter, h say. We
write ξˆ = ξ|ξ| and use ζ to denote the Fourier variable for
1
i|ξ|
∂
∂Z . Then the principal symbol of
h0(x, ξˆ) is given by
(3.1) h0(x, ξˆ)(Z, ζ) = Tζ
2 + (R +RT )ζ +Q,
where
Til(x, Z) := Ci33l(x, Z),
Ril(x, ξˆ, Z) :=
2∑
j=1
Cij3l(x, Z)ξˆj and Qil(x, ξˆ, Z) :=
2∑
j,k=1
Cijkl(x, Z)ξˆj ξˆk.
(3.2)
We follow [38] to define so-called limiting velocities. Let m and n be orthogonal unit vectors in R3
which are obtained by rotating the orthogonal unit vectors ξˆ and e3 around their vector product
ξˆ × e3 by an angle ̺ (−π ≤ ̺ ≤ π):
m = m(̺) = ξˆ cos ̺+ e3 sin ̺, n = n(̺) = −ξˆ sin ̺+ e3 cos ̺.
For any v > 0, we write
Cvijkl = Cijkl − v2ξˆj ξˆkδil.
We let
T (̺, v, x, ξˆ, Z) =
∑
j,k
Cvijkl(x, Z)njnk,
R(̺; v, x, ξˆ, Z) =
∑
j,k
Cvijkl(x, Z)mjnk and Q(̺; v, x, ξˆ, Z) =
∑
j,k
Cvijkl(x, Z)mjmk
and note that
Q(̺+ π2 ; ·) = T (̺; ·), R(̺+ π2 ; ·) = −R(̺; ·)T , T (̺+ π2 ; ·) = Q(̺; ·).
Definition 3.1. The limiting velocity vL = vL(x, ξˆ, Z) is the lowest velocity for which the
matrices Q(̺; v, x, ξˆ, Z) and T (̺, v, x, ξˆ, Z) become singular for some angle ̺:
vL(x, ξˆ, Z) = inf{v > 0 : ∃̺ : detQ(̺; v, x, ξˆ, Z) = 0}
= inf{v > 0 : ∃̺ : detT (̺; v, x, ξˆ, Z) = 0}.
Remark 3.1. In the isotropic case, that is,
cijkl = λδijδkl + µ(δikδjl + δilδjk),
where λ, µ are the two Lame´ moduli, we have
Cijkl = λˆδijδkl + µˆ(δikδjl + δilδjk),
with µˆ = µρ and λˆ =
λ
ρ . The limiting velocity is given by
vL(x, ξˆ, Z) =
√
µˆ(x, Z).
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Fig. 1. Characterization of the spectrum
The spectrum of H0(x, ξ) is composed of a discrete spectrum contained in (0, v
2
L(x, ξˆ, ZI)|ξ|2) and
an essential spectrum, [v2L(x, ξˆ, ZI)|ξ|2,∞) (Figure 1):
Theorem 3.2. Under Assumption 2.1, the spectrum of H0(x, ξ) is discrete below v
2
L(x, ξˆ, ZI)|ξ|2.
The discrete spectrum is nonempty if |ξ| is sufficiently large.
Proof. We need some notation and a few facts from operator theory for the proof of this theorem.
A brief review of those prerequisites are provided in Appendix B. For more details, we refer to [35].
We adopt the classical Dirchlet-Neumann bracketing proof. Here we use ′ to represent the partial
derivative with respect to Z. Consider h0(x, ξˆ), and the corresponding quadratic form,
(3.3) h0(ϕ, ψ) =
∫ 0
−∞
3∑
i,l=1
(
h2Ci33lϕ
′
iψ
′
l − ih
2∑
j=1
Cij3l ξˆjϕ
′
iψl − ih
2∑
k=1
ξˆkCi3klϕiψ′l
+
2∑
j,k=1
Cijkl ξˆj ξˆkϕiψl
)
dZ
on H1(R−), which is positive. We decompose [ZI , 0] into m intervals [ZI , 0] = ∪mp=1Iq, the interiors,
(Iq)
◦, of which are disjoint. We let Cq,+ijkl be a minimal element in the set,
Πq,+ = {Cijkl : Cijkl  Cijkl(x, Z) for all Z ∈ Iq}.
(The order is defined as C1ijkl  C2ijkl if
∑3
i,j,k,l=1(C
1
ijkl −C2ijkl)ǫijǫkl ≥ 0 for any symmetric matrix
ǫ. This is then a partially ordered set, and a minimal element exists by Zorn’s lemma.) Similarly,
we define Cq,−ijkl to be a maximal element of
Πq,− = {Cijkl : Cijkl  Cijkl(x, Z) for all Z ∈ Iq}.
Furthermore, we introduce Cm+1,±ijkl = Cijkl(x, ZI) on Im+1 = (−∞, ZI ].
We consider
h
−,q
0 (ϕ, ψ) =
∫
Iq
3∑
i,l=1
(
h2C−,qi33lϕ
′
iψl
′ − ih
2∑
j=1
C−,qij3l ξˆjϕ
′
iψl − ih
2∑
k=1
ξˆkC
−,q
i3klϕiψ
′
l
+
2∑
j,k=1
C−,qijkl ξˆj ξˆkϕiψl
)
dZ,
12 DE HOOP, IANTCHENKO, NAKAMURA, and ZHAI
for q = 1, 2, · · · ,m + 1, and let h−,q0 (x, ξˆ) be the unique self-adjoint operator on L2(Iq) associated
to the quadratic form h−,q0 (·, ·) (cf. Appendix B). This is equivalent to defining
(3.4) (h−,q0 (x, ξˆ))il = −h2
∂
∂Z
C−,qi33l
∂
∂Z
− ih
2∑
j=1
C−,qij3l ξˆj
∂
∂Z
− ih
2∑
k=1
C−,qi3kl
∂
∂Z
ξk
− ih
2∑
k=1
(
∂
∂Z
C−,qi3kl
)
ξˆk +
2∑
j,k=1
C−,qijkl ξˆj ξˆk,
on {u ∈ H2(Iq) : u with Neumann boundary condition}. Then
h0(x, ξˆ) ≥
m+1⊕
q=1
h−,q0 (x, ξˆ).
It follows that for each q = 1, · · · ,m, h−,q0 (x, ξˆ) has only a discrete spectrum, since it is a self-adjoint
second-order elliptic differential operator on a bounded interval.
The spectrum of h−,m+10 (x, ξˆ) is also discrete below v
2
L(x, ξˆ, ZI) [38, Theorems 3.12, 3.13]. We
note here that this property is related to the existence of surface waves for a homogenous half space.
Thus the spectrum of h0(x, ξˆ) below v
2
L(x, ξˆ, ZI) must be discrete (see the Lemma on pp. 270, Vol.
IV of [35].)
We define h+,q0 (x, ξˆ) as the unique self-adjoint operator on L
2(Iq), the quadratic form of which
is the closure of the form
h
+,q
0 (ϕ, ψ) =
∫
Iq
3∑
i,l=1
(
h2C+,qi33lϕ
′
iψl
′ − ih
2∑
j=1
C+,qij3l ξˆjϕ
′
iψl − ih
2∑
k=1
ξˆkC
+,q
i3klϕiψ
′
l
+
2∑
j,k=1
C+,qijkl ξˆj ξˆkϕiψl
)
dZ,
with domain C∞0 (Iq). This is equivalent to defining
(3.5) (h+,q0 (x, ξˆ))il = −h2
∂
∂Z
C+,qi33l
∂
∂Z
− ih
2∑
j=1
C+,qij3l ξˆj
∂
∂Z
− ih
2∑
k=1
C+,qi3kl
∂
∂Z
ξˆk
− ih
2∑
k=1
(
∂
∂Z
C+,qi3kl
)
ξˆk +
2∑
j,k=1
C+,qijkl ξˆj ξˆk,
on H10 (Iq) ∩H2(Iq). Then
h0(x, ξˆ) ≤
m+1⊕
q=1
h+,q0 (x, ξˆ).
h+,j0 (x, ξˆ), for each j = 1, · · · ,m, has a discrete and real spectrum. The operator h+,m+10 (x, ξˆ) also
has a discrete spectrum below vL(x, ξˆ, ZI), since h
+,m+1
0 (x, ξˆ) ≥ h−,m+10 (x, ξˆ).
We suppose now that the decomposition is fine enough, and that C+,qijkl for some q has a limiting
velocity v+,qL (x, ξˆ) < vL(x, ξˆ, ZI). (There exists Z
∗ ∈ (ZI , 0] such that vL(x, ξˆ, Z∗) < vL(x, ξˆ, ZI).
Suppose Z∗ ∈ Iq for some q. For any ε > 0, if |Iq| is small enough, Cijkl(x, Z∗) + ε(δikδjl + δijδkl +
δilδkj)  Cijkl(x, Z), ∀Z ∈ Iq . This show nonemptyness of Πq,+. We can take ε small enough, so
that C+,qijkl = Cijkl(x, Z
∗) + ε(δikδjl + δijδkl + δilδkj) has limiting velocity v
+,q
L (x, ξˆ) < vL(x, ξˆ, ZI).)
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We let λq,1 be the first eigenvalue of h
+,q
0 , and claim that λq,1 < (v
+,q
L (x, ξˆ))
2 + O(h). We prove
this claim next.
We let Iq = [a, b]. We note that
h+,q0 u = ((v
+,q
L (x, ξˆ))
2 + h)u
has a bounded solution, u = ae
ipZ
h with a ∈ C3, p ∈ R. To construct a solution of this form, we
carry out a substitution and obtain
(3.6) [T+,qp2 + (R+,q + (R+,q)T )p+Q+,q − v+,qL (x, ξˆ)2 − h]a = 0.
Here, T+,q, R+,q, Q+,q are defined as in (3.2) for Cq,+ijkl . The above system has a non-trivial solution
if and only if
(3.7) det[T+,qp2 + (R+,q + (R+,q)T )p+Q+,q − v+,qL (x, ξˆ)2 − h] = 0.
Since v+,qL (x, ξˆ))
2+h > v+,qL (x, ξˆ))
2, there exists a real-valued solution p to (3.7) ([38], Lemma 3.2).
.
We let v = u on [a+h, b−h] and v ∈ C∞0 (Iq); v can be constructed such that ‖v‖L2([a,a+h]∪[b−h,b])
≤ Ch1/2, ‖v′‖L2([a,a+h]∪[b−h,b]) ≤ Ch−1/2, ‖v′′‖L2([a,a+h]∪[b−h,b]) ≤ Ch−3/2. Then C1 < ‖v‖ < C2
for some C1, C2 > 0 independent of h. After renormalization, we can assume that ‖v‖2 = 1. Then
(3.8) (h+,q0 v, v) ≤
∫ a−h
a+h
h+,q0 v · vdZ +
(∫ a+h
a
+
∫ b
b−h
)
h+,q0 v · vdZ
≤ (v2L(x, ξˆ, Z∗) + h)‖v‖2L2([a+h,b−h])
+ Ch2‖v‖L2([a,a+h]∪[b−h,b])‖v′′‖L2([a,a+h]∪[b−h,b])
+ Ch‖v‖L2([a,a+h]∪[b−h,b])‖v′‖L2([a,a+h]∪[b−h,b]) + C‖v‖L2([a,a+h]∪[b−h,b])‖v‖L2([a,a+h]∪[b−h,b])
≤ (v2L(x, ξˆ, Z∗) + h)(1 − Ch) + Ch.
When h is small, that is, |ξ| is large, h+,q0 has eigenvalues below v2L(x, ξˆ, ZI). Then the discrete
spectrum of h0(x, ξˆ) is nonempty.
Theorem 3.3. The essential spectrum of H0(x, ξ) is given by [v
2
L(x, ξˆ, ZI)|ξ|2,+∞).
Proof. We let HL(x, ξ) be the operator given by
(3.9) (HL(x, ξ))il = −h2 ∂
∂Z
Ci33l(x, ZI)
∂
∂Z
− ih
2∑
j=1
Cij3l(x, ZI)ξˆj
∂
∂Z
− ih
2∑
k=1
Ci3kl(x, ZI)
∂
∂Z
ξk
− ih
2∑
k=1
(
∂
∂Z
Ci3kl(x, ZI)
)
ξˆk +
2∑
j,k=1
Cijkl(x, ZI)ξˆj ξˆk,
with (locally) constant coefficients Cijkl(x, ZI) defined on L
2(R−) supplemented with the Neumann
boundary condition. This operator is self adjoint in L2(R−). We note that H0(x, ξ) −HL(x, ξ) is
symmetric and is a relatively compact perturbation of (HL(x, ξ))
2. This follows from the observation
that
(H0(x, ξ)−HL(x, ξ)) (HL(x, ξ)2 + i)−1
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maps L2(R−) to the set
L = {f : f ∈ H2(R−), f is supported in [ZI , 0]},
while any bounded subset of L is compact in L2(R−). Thus H0(x, ξ) and HL(x, ξ) share the same
essential spectrum [35, Corollary 3 in XIII.4].
We claim that HL(x, ξ) has [v
2
L(x, ξˆ, ZI)|ξ|2,∞) in its essential spectrum. To show this, we
construct a singular sequence {vk}∞k=1 satisfying Theorem B.3 for any Λ > v2L(x, ξˆ, ZI)|ξ|2. In this
proof, we use the simplified notation, T = T (x, ZI), R = R(x, ξˆ, ZI) and Q = Q(x, ξˆ, ZI). Also, we
use Λ = v2|ξ|2. We first seek solutions, ignoring boundary conditions, of the form
u = a e
ipZ
h .
Substituting this form into the equation, we obtain
(3.10) [Tp2 + (R+RT )p+Q − v2]a = 0.
The above system has a non-trivial solution if and only if
(3.11) det[Tp2 + (R +RT )p+Q− v2] = 0.
When v2 > v2L(x, ξˆ, ZI), there exists a real-valued solution p to (3.11) ([38], Lemma 3.2).
We take uk = ae
ipZ
h φk(Z), with φk ∈ C∞0 (R−), suppφk(Z) ⊂ [1, k], φk(Z) = 1 on [2, k − 1]
and |∂αφk| ≤ C, |α| ≤ 2. Then ‖uk‖2 ≥ Ck for some constant C > 0. We note that uk ∈ D. With
vk =
uk
‖uk‖
we find that
‖HL(x, ξ)vk − v2|ξ|2vk‖ ≤ C
k
→ 0.
Thus v2|ξ|2 is in the spectrum of H0(x, ξ).
This shows that any Λ > v2L(x, ξˆ, ZI)|ξ|2 is in the essential spectrum of HL(x, ξ). Then, by
Theorem 3.2, [v2L(x, ξˆ, ZI)|ξ|2,∞) is the essential spectrum of H0(x, ξ).
We emphasize that, here, the essential spectrum is not necessarily a continuous spectrum. It may
contain eigenvalues.
4. Surface-wave modes associated with exponentially decaying eigenfunctions.
When the limiting velocity is minimal at the surface, that is,
(4.1) vL(x, ξˆ, 0) = inf
Z≤0
vL(x, ξˆ, Z),
there may still exist an eigenvalue of H0(x, ξ) below v
2
L(x, ξˆ, 0)|ξ|2. The corresponding eigenfunction
exponentially decays “immediately” from the surface. This is somewhat different from the behavior
of the eigenfunctions with eigenvalues above v2L(x, ξˆ, 0)|ξ|2 (See Figure 2). Here, we discuss the
existence of such an eigenvalue.
For the principal symbol (cf. (3.1)) of h0(x, ξˆ), for 0 < v
2 < v2L(x, ξˆ, 0), we have
det[Tζ2 + (R +RT )ζ +Q− v2] = 0,
and viewed as a polynomial in ζ has 6 non-real roots that appear in conjugate pairs. Suppose that
ζ1, ζ2, ζ3 are three roots with negative imaginary parts, and γ ⊂ C− is a continuous curve enclosing
ζ1, ζ2, ζ3. We let
(4.2) S1(x, Z, v, ξˆ)) = T
−1/2S˜1(x, Z, v, ξˆ)T
1/2,
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Fig. 2. Behaviors of eigenfunctions. The dashed line indicates the eigenvalue
where
(4.3) S˜1(x, Z, v, ξˆ) :=
(∮
γ
ζM˜(x, Z, v, ξˆ, ζ)−1dζ
)(∮
γ
M˜(x, Z, v, ξˆ, ζ)−1dζ
)−1
,
and
M˜(x, Z, v, ξˆ, ζ) = T−1/2[Tζ2 + (R +RT )ζ +Q− v2I]T−1/2.
Then we have [20, 38]
Tζ2 + (R +RT )ζ +Q− v2I = (ζ − S∗1 (x, Z, v, ξˆ))T (ζ − S1(x, Z, v, ξˆ)),
with Spec(S1) ⊂ C−, for 0 < v2 < v2L(x, ξˆ, 0).
We define an operator,
(4.4) l0(x, ξˆ, v)(Z, hDZ) = (hDZ − S∗1 )T (hDZ − S1).
A solution to l0(x, ξˆ, v)(Z, hDZ)ϕ = 0 in H
2(R−) needs to satisfy
(4.5) (hDZ − S1)ϕ = 0.
This follows from letting f = T (hDZ − S1)ϕ, and noting that (hDZ − S∗1 )f = 0. If (hDZ − S1)ϕ =
T−1f(Z0) 6= 0 for some Z0 ∈ R−, then
f(Z) = f(Z0)e
i
S∗1 (Z−Z0)
h
is exponentially growing as Z → −∞, since Spec(S∗1 ) ⊂ C+. This contradicts the fact that ϕ ∈
H2(R−).
We now introduce the surface impedance tensor,
(4.6) Z(x, v, ξˆ) = −i (T (x, 0, ξˆ)S1(x, 0, v, ξˆ) + RT (x, 0, ξˆ)).
The basic properties of this tensor are summarized in
Proposition 4.1 ([20]). For 0 ≤ v < vL(x, ξˆ, 0)) the following holds true
(i) Z(x, v, ξˆ) is Hermitian.
(ii) Z(x, 0, ξˆ) is positive definite.
(iii) The real part of Z(x, v, ξˆ) is positive definite.
(iv) At most one eigenvalue of Z(x, v, ξˆ) is non-positive.
(v) The derivative, dZ(x,v,ξˆ)dv , is negative definite.
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(vi) The limit Z(vL(x, ξˆ, 0))) = limv↑vL(x,ξˆ,0)) Z(x, v, ξˆ) exists.
To make this paper more self-contained, we include a proof of the above proposition. The
properties of Z can be studied also by Stroh’s formalism and are important for the existence of
subsonic Rayleigh wave in a homogeneous half-space; see [38] for a comprehensive overview.
Proof. We use the Riccati equation
(4.7) (Z(x, v, ξˆ)− iR(x, ξˆ, 0))T (x, 0, ξˆ)−1(Z(x, v, ξˆ) + iR(x, ξˆ, 0)T ) = Q(x, 0, ξˆ)− v2I
as in [27, 20]. We note that
S1(x, 0, v, ξˆ) = iT (x, 0, ξˆ)
−1(Z(x, v, ξˆ) + iRT ).
Taking the adjoint of (4.7), we find that
(4.8) (Z(x, v, ξˆ)∗ − iR(x, ξˆ, 0))T (x, 0, ξˆ)−1(Z(x, v, ξˆ)∗ + iR(x, ξˆ, 0)T ) = Q(x, 0, ξˆ)− v2I.
Subtracting (4.8) from (4.7), we obtain
S1(x, 0, v, ξˆ)
∗(Z(x, v, ξˆ)−Z(x, v, ξˆ)∗)− (Z(x, v, ξˆ)−Z(x, v, ξˆ)∗)S1(x, 0, v, ξˆ) = 0.
The above Sylvester equation is nonsingular, because S1(x, 0, v, ξˆ) and S1(x, 0, v, ξˆ)
∗ have disjoint
spectra. Therefore
Z(x, v, ξˆ) = Z(x, v, ξˆ)∗.
This proves (i).
Differentiating (4.7) in v, we get
iS1(x, 0, v, ξˆ)
∗ d
dv
Z(x, v, ξˆ)− i d
dv
Z(x, v, ξˆ)S1(x, 0, v, ξˆ) = −2vI.
The above Lyapunov-Sylvester equation has the unique solution
d
dv
Z(x, v, ξˆ) = −2v
∫ ∞
0
exp (−itS1(x, 0, v, ξˆ)∗) exp (itS1(x, 0, v, ξˆ))dt.
It is clear that ddvZ(x, v, ξˆ) is negative definite since S1(x, 0, v, ξˆ) ⊂ C−. This proves (v).
In order to prove (ii), we assume that w =

 w1w2
w3

 is a complex vector such that
wTZ(x, 0, ξˆ)w ≤ 0.
Let
u(x, ξˆ, Z) = ei
ZS1(x,0,0,ξˆ)
h w, on Z ∈ (−∞, 0].
Then
−
(
hT (x, 0, ξˆ)
∂
∂Z
+ iR(x, 0, ξˆ)T
)
u|Z=0 = Z(x, 0, ξˆ)w.
We have the energy identity
∫ 0
−∞
3∑
i,l=1
(
h2Ci33l(x, 0)u
′
iu
′
l − ih
2∑
j=1
Cij3l(x, 0)ξˆju
′
iul − ih
2∑
k=1
ξˆkCi3kl(x, 0)uiu′l
+
2∑
j,k=1
Cijkl(x, 0)ξˆj ξˆkuiul
)
dZ = wTZ(x, 0, ξˆ)w ≤ 0.
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By positivity of the differential operator, u = 0. Thus w = 0, and we have proved (ii).
With (4.2), (4.3) and (4.6), we obtain
iZ(x, v, ξˆ)
(∮
γR
M(x, 0, v, ξˆ, ζ)−1dζ
)
=
∮
γR
(
ζT (x, 0, ξˆ) +RT (x, 0, ξˆ)
)
M(x, 0, v, ξˆ, ζ)−1dζ,
where γR is the closed contour consisting of [−R,R] on the real line and the arc Reiθ, θ ∈ [0, π], for
R large enough. We note that
T (x, 0, ξˆ)M(x, 0, v, ξˆ, ζ)−1 = ζ−2I +O(|ζ|−3).
We then have, by letting R→∞,
iZ(x, v, ξˆ)
(∫ +∞
−∞
M(x, 0, v, ξˆ, ζ)−1dζ
)
= iπI+
∫ +∞
−∞
(
ζT (x, 0, ξˆ) +RT (x, 0, ξˆ)
)
M(x, 0, v, ξˆ, ζ)−1dζ.
The integral on the right-hand side is a real-valued matrix, and∫ +∞
−∞
M(x, 0, v, ξˆ, ζ)−1dζ
is a positive definite matrix. Thus ReZ(x, v, ξˆ) is positive definite. This proves (iii).
We prove (iv) by contradiction: Assume that Z(x, v, ξˆ) has only one positive eigenvalue for
some v. The corresponding eigenspace would be one-dimensional. We can then choose a real-valued
vector w 6= 0 orthogonal to the eigenspace such that wTZ(x, v, ξˆ)w ≤ 0. This contradicts the fact
that ReZ(x, v, ξˆ) is positive definite, and proves (iv).
Finally, we prove (vi). Let ‖Z(x, v, ξˆ)‖ be the operator norm of Z(x, v, ξˆ). Then ‖Z(x, v, ξˆ)‖ is
equal to the maximum of the absolute values of eigenvalues of Z(x, v, ξˆ). By (v), we have
Z(x, v, ξˆ)  Z(x, 0, ξˆ).
Here A  B, with Hermitian matrices A and B, means
wT (A−B)w ≤ 0
for any complex vector w. Thus the eigenvalues of Z(x, v, ξˆ) are not greater than ‖Z(x, 0, ξˆ)‖
for 0 ≤ v ≤ vL(x, ξˆ, 0)). The sum of eigenvalues of Z(x, v, ξˆ) is positive, since it is equal to
trace(Z(x, v, ξˆ)), which is in turn equal to trace(ReZ(x, v, ξˆ)). Therefore, the possibly negative
eigenvalue of Z(x, v, ξˆ) is less than the sum of the two positive eigenvalues. Then
‖Z(x, v, ξˆ)‖ ≤ 2‖Z(x, 0, ξˆ)‖
and we can take the limit in (vi).
We now introduce the generalized Barnett-Lothe condition [28]: (x, ξ) satisfies the generalized
Barnett-Lothe condtion if
lim
v↑vL(x,ξˆ,0)
detZ(x, v, ξˆ) < 0,
or
lim
v↑vL(x,ξˆ,0)
[(traceZ(x, v, ξˆ))2 − traceZ2(x, v, ξˆ)] < 0.
We note that in the isotropic case, this condition is satisfied for all (x, ξˆ).
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We let ϕ be a solution of (4.5). Then the Neumann boundary value of ϕ is given by
i (−hT (x, 0)DZ −R(x, 0, ξˆ)T )ϕ0(0) = −i (T (x, 0)S1(x, 0, v, ξˆ) +R(x, 0, ξˆ)T )ϕ0(0)
= Z(x, v, ξˆ)ϕ0(0).
The generalized Barnett-Lothe condition guarantees that Z(x, vL(x, ξˆ, 0), ξˆ) has one negative eigen-
value. Therefore, with properties of Z(x, v, ξˆ) established in Proposition 4.1, we have
Proposition 4.2. There is a unique v0 with 0 ≤ v20 < v2L(x, ξˆ, 0) such that detZ(x, v0, ξˆ) = 0,
if the generalized Barnett-Lothe condition holds.
At the v0 given in the proposition above, (4.5) has a solution ϕ0 that satisfies Neumann boundary
condtion, that is, ϕ0 ∈ D. We further assume ‖ϕ0‖2 = 1. We emphasize, here, that the existence of
such a v0 depends on the stiffness tensor at boundary only. This locality behavior was first observed
by Petrowsky [33].
We find that
(h0(x, ξˆ)(Z, hDZ)− v20 − l0(x, ξˆ, v0)(Z, hDZ))ϕ0 = h(DZ(TS1 +RT ))ϕ0
by straightforward calculations, noting that
h0(x, ξˆ)(Z, hDZ)ϕ0 = h
2DZ(TDZϕ0) + h(R(DZϕ0 +DZ(R
Tϕ0)) +Qϕ0,
S∗1TS1 = Q− v20
and
−S∗1T − TS1 = R+RT .
Then
h0(x, ξˆ)(ϕ0, ϕ0) = (h0(x, ξˆ)(Z, hDZ)ϕ0, ϕ0) ≤ v20 + Ch,
since ϕ0 satisfies the Neumann boundary condition. Thus the first eigenvalue v
2
1(x, ξ) of
h0(x, ξˆ)(Z, hDZ) satisfies
v21(x, ξ) = min
‖ϕ‖=1
h0(x, ξˆ)(ϕ, ϕ) ≤ v20 + Ch.
Therefore,
Theorem 4.3. Assume that (4.1) holds. If the generalized Barnett-Lothe condtion holds, and
|ξ| is sufficiently large, then there exists an eigenvalue Λ1 < v2L(x, ξˆ, 0)|ξ|2 of H0(x, ξ).
This particular eigenvalue may exist even when Cijkl(x, ·) is constant (independent of x). It was
first found by Rayleigh himself for the isotropic case. The uniqueness of such subsonic eigenvalue
can be guaranteed if we further assume that Cijkl(x, Z) is non-increasing as Z with respect to the
order defined in the proof of Theorem 3.2.
5. Decoupling into Rayleigh and Love waves.
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5.1. Isotropic case. For the case of isotropy,
(5.1) H0u =



 − ∂∂Z (µˆ(x, Z) ∂∂Z ) 0 00 − ∂∂Z (µˆ(x, Z) ∂∂Z ) 0
0 0 − ∂∂Z ((λˆ + 2µˆ)(x, Z) ∂∂Z )


− i

 0 0 λˆ(x, Z)ξ1 ∂∂Z0 0 λˆ(x, Z)ξ2 ∂∂Z
µˆ(x, Z)ξ1
∂
∂Z µˆ(x, Z)ξ2
∂
∂Z 0


− i

 0 0 µˆ(x, Z)ξ1 ∂∂Z0 0 µˆ(x, Z)ξ2 ∂∂Z
λˆ(x, Z)ξ1
∂
∂Z λˆ(x, Z)ξ2
∂
∂Z 0


− i


0 0
(
∂
∂Z µˆ(x, Z)
)
ξ1
0 0
(
∂
∂Z µˆ(x, Z)
)
ξ2(
∂
∂Z λˆ(x, Z)
)
ξ1
(
∂
∂Z λˆ(x, Z)
)
ξ2 0


+

 (λˆ+ 2µˆ) ξ21 + µˆ ξ22 (λˆ+ µˆ) ξ1ξ2 0(λˆ + µˆ) ξ1ξ2 (λˆ+ 2µˆ) ξ22 + µˆ ξ21 0
0 0 µˆ (ξ21 + ξ
2
2)





 u1u2
u3

 .
We introduce an orthogonal matrix
P (ξ) =

 |ξ|−1ξ1 |ξ|−1ξ2 0|ξ|−1ξ2 −|ξ|−1ξ1 0
0 0 1


Using the substitution u = P (ξ)ϕ, with ϕ = (ϕ1, ϕ2, ϕ3), we obtain the equations for the eigenfunc-
tions,
(5.2) − ∂
∂Z
µˆ
∂ϕ2
∂Z
+ µˆ |ξ|2ϕ2 = Λϕ2,
(5.3)
∂ϕ2
∂Z
(0) = 0,
for Love waves, and
(5.4) − ∂
∂Z
µˆ
∂ϕ1
∂Z
− i|ξ|
(
∂
∂Z
(µˆϕ3) + λˆ
∂
∂Z
ϕ3
)
+ (λˆ+ 2µˆ)|ξ|2ϕ1 = Λϕ1,
(5.5) − ∂
∂Z
(λˆ + 2µˆ)
∂ϕ3
∂Z
− i|ξ|
(
∂
∂Z
(λˆϕ1) + µˆ
∂
∂Z
ϕ1
)
+ µˆ|ξ|2ϕ3 = Λϕ3,
i|ξ|ϕ3(0) + ∂ϕ1
∂Z
(0) = 0,(5.6)
iλˆ|ξ|ϕ1(0) + (λˆ+ 2µˆ)∂ϕ3
∂Z
(0) = 0,(5.7)
for Rayleigh waves. So we have two types of surface-wave modes, Love and Rayleigh waves, de-
coupled up to principal parts in an isotropic medium. The lower-order terms can be constructed
following the proof of Theorem 2.1 leading to coupling.
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5.2. Transversely isotropic case. We consider a transversely isotropic medium having the
surface normal direction as symmetry axis. Then the nonzero components of C are
C1111, C2222, C3333, C1122, C1133, C2233, C2323, C1313, C1212
and
C1111 = C2222, C1133 = C2233,
C2323 = C1313, C1212 =
1
2
(C1111 − C1122).
Using the substitution u = P (ξ)ϕ, again, we obtain the equations for the eigenfunctions from
P−1(ξ)H0(x, ξ)P (ξ)ϕ = Λϕ:
(5.8) − ∂
∂Z
C1313
∂ϕ2
∂Z
+ C1212 |ξ|2ϕ2 = Λϕ2,
(5.9)
∂ϕ2
∂Z
(0) = 0,
for Love waves, and
(5.10) − ∂
∂Z
C1313
∂ϕ1
∂Z
− i|ξ|
(
∂
∂Z
(C1313ϕ3) + C1133
∂
∂Z
ϕ3
)
+ C1111|ξ|2ϕ1 = Λϕ1,
(5.11) − ∂
∂Z
C3333
∂ϕ3
∂Z
− i|ξ|
(
∂
∂Z
(C1133ϕ1) + C1313
∂
∂Z
ϕ1
)
+ C1313|ξ|2ϕ3 = Λϕ3,
i|ξ|ϕ3(0) + ∂ϕ1
∂Z
(0) = 0,(5.12)
iC1133|ξ|ϕ1(0) + C3333 ∂ϕ3
∂Z
(0) = 0,(5.13)
for Rayleigh waves.
5.3. Directional decoupling. We assume that ξ = (|ξ|, 0, 0), that is, the phase direction of
propagation is x1, and assume that the medium is monoclinic with symmetry plane (x2, Z). Then
Cijkl is determined by 13 nonzero components:
C1111, C1122, C1133, C2222, C2233, C3333, C1223, C2323, C1212, C1113, C1333, C1313, C2213.
The symmetry plane, (x2, Z), is called the sagittal plane. Then
H0(x, ξ)u =



 − ∂∂Z (C1313 ∂∂Z ) 0 − ∂∂Z (C1333 ∂∂Z )0 − ∂∂Z (C2323 ∂∂Z ) 0
− ∂∂Z (C1333 ∂∂Z ) 0 − ∂∂Z (C3333 ∂∂Z )


− i|ξ|

 C1113 ∂∂Z 0 C1133 ∂∂Z0 C1223 ∂∂Z 0
C1313
∂
∂Z 0 C1333
∂
∂Z

− i|ξ|

 ∂∂Z (C1113) 0 ∂∂Z (C1313)0 ∂∂Z (C1223) 0
∂
∂Z (C1133) 0
∂
∂Z (C1333)


−i|ξ|

 C1113 ∂∂Z 0 C1313 ∂∂Z0 C1223 ∂∂Z 0
C1133
∂
∂Z 0 C1333
∂
∂Z

+ |ξ|2

 C1111 0 C11130 C1212 0
C1113 0 C1313





 u1u2
u3

 .
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We obtain the equations for the eigenfunctions:
− ∂
∂Z
C2323
∂
∂Z
u2 − iC1223|ξ| ∂
∂Z
u2 − i|ξ| ∂
∂Z
(C1223u2) + |ξ|2C1212u2 = Λu2,(5.14)
C2323
∂u2
∂Z
(0)− i|ξ|C1223u2(0) = 0(5.15)
for Love waves, and
(5.16) − ∂
∂Z
C1313
∂
∂Z
u1 − ∂
∂Z
C1333
∂
∂Z
u3 − i|ξ|C1113 ∂
∂Z
u1 − i|ξ|C1133 ∂
∂Z
u3
i|ξ| ∂
∂Z
(C1113u1)− i|ξ| ∂
∂Z
(C1313u3) + |ξ|2C1111u1 + |ξ|2C1113u3 = Λu1
(5.17) − ∂
∂Z
C1333
∂
∂Z
u1 − ∂
∂Z
C3333
∂
∂Z
u3 − i|ξ|C1313 ∂
∂Z
u1 − i|ξ|C1333 ∂
∂Z
u3
i|ξ| ∂
∂Z
(C1133u1)− i|ξ| ∂
∂Z
(C1333u3) + |ξ|2C1113u1 + |ξ|2C1313u3 = Λu3
(5.18) C1313
∂u1
∂Z
(0) + i|ξ|C1113u1(0) + C1333 ∂u3
∂Z
(0) + i|ξ|C1313u3(0) = 0,
(5.19) C1333
∂u1
∂Z
(0) + i|ξ|C1133u1(0) + C3333 ∂u3
∂Z
(0) + i|ξ|C1333u3(0) = 0,
for Sloping-Rayleigh waves. We observe that the surface-wave modes decouple into Love waves and
Sloping-Rayleigh waves in the direction that is perpendicular to the saggital plane.
For “global” decoupling, decoupling takes place in every direction of ξ. Thus transverse isotropy
is the minimum symmetry to obtain global decoupling; for a further discussion, see [1] . For more
generally anisotropic media, decoupling is no longer possible. Then there only exist “generalized”
surface-wave modes propagating with elliptical particle motion in three dimensions [14, 15]. Again,
only in particular directions of saggital symmetry, however, the Sloping-Rayleigh and Love waves
separate [16] up to the leading order term. This loss of polarization can be used to recognize
anisotropy of the medium.
6. Weyl’s laws for surface waves. Weyl’s law was first established for an eigenvalue prob-
lems for the Laplace operator, {
−∆u = λu in Ω,
u = 0 on ∂Ω,
for Ω a two- or three-dimensional bounded domain. One defines the counting function, N(b) :=
#{λn ≤ b}, where λn are the eigenvalues arranged in a non-decreasing order with counting multi-
plicity. Weyl [41, 42, 43] proved the following behaviors,
(6.1) N(b) =
|Ω|
4π
b+ o(b), b→∞,
for Ω ⊂ R2, and
(6.2) N(b) =
|Ω|
6π2
b3/2 + o(b3/2), b→∞,
for Ω ⊂ R3. Formulae of these type are referred to as Weyl’s laws. For a rectangular domain, one can
easily find explicitly the eigenvalues and verify the formulae. These imply that the leading order
asymptotics of the number of eigenvalues is determined by the area/volume of the domain only.
Extensive work has been done generalizing this result and deriving expressions for the remainder
term. We refer to [2] for a comprehensive overview. Here, we present Weyl’s laws for surface waves.
22 DE HOOP, IANTCHENKO, NAKAMURA, and ZHAI
6.1. Isotropic case.
Love waves. First, we consider the equations (5.2) and (5.3) for Love waves in isotropic media.
We use the notation C2S(x, Z) := µˆ(x, Z). We have the following Hamiltonian,
(6.3) H0(x, ξ)v := − ∂
∂Z
(
C2S
∂
∂Z
v
)
+ C2S |ξ|2v,
where H0(x, ξ) is an ordinary differential operator in Z, with domain
D =
{
v ∈ H2(R−) : dv
dZ
(0) = 0
}
.
We make use of results in [11]. Although in [11], the boundary condition is of Dirichlet type,
the spectral property is essentially the same. A straightforward extension of the argument in [19]
suffices:
σ(H0(x, ξ)) = σp(H0(x, ξ)) ∪ σc(H0(x, ξ)),
where the point spectrum σp(H0(x, ξ)), consists of a finite set of eigenvalues in(
inf
Z≤0
CS(x, Z)
2|ξ|2, CS(x, ZI)2|ξ|2
)
and the continuous spectrum is given by
σc(H0(x, ξ)) = [CS(x, ZI)
2|ξ|2,∞).
Since the problem at hand is scalar and one-dimensional, the eigenvalues are simple. We note that,
here, the essential spectrum is purely the continuous spectrum.
We write N(x, ξ, E) = #{Λα(x, ξ) ≤ E|ξ|2}, where Λα(x, ξ) is an eigenvalue of H0(x, ξ). Weyl’s
law gives a quantitative asymptotic approximation of N(x, ξ, E) in terms of |ξ| (Figure 3).
Theorem 6.1 (Weyl’s law for Love waves). For any E < C2S(x, ZI), we have
(6.4) N(x, ξ, E) =
|ξ|
2π
(|{(Z, ζ) : C2S(x, Z)(1 + ζ2) ≤ E}|+ o(1)) ,
where | · | denotes the measure of the set.
The classical Dirichlet-Neumann bracketing technique could be used to prove this theorem [35].
However, we can also adapt the proof of Theorem 6.2 below.
We observe that Λα(x, ξ) is a smooth function of (x, ξ) ∈ T ∗R2 for all 1 ≤ α ≤ N(x, ξ, E).
Moreover, the corresponding eigenfunctions, ϕα(x, ξ, Z), decay exponentially in Z for large Z. More
precisely, let Zb = sup{Z | C2S(x, Z) = b}, then for all Λα < b, the corresponding ϕα are exponen-
tially decaying from Z = Zb to −∞. Hence, the energy of ϕα is concentrated near a neighborhood
of [Zb, 0]. As b→ Z0(x), then the energy of ϕα with Λα < b becomes more and more concentrated
near the boundary. Thus those low-lying eigenvalues correspond to surface waves.
Remark 6.1. For Love waves in a monoclinic medium described by equations (5.14)− (5.15),
Weyl’s law reads: For any E < C1212 − 4C
2
1223
C2323
, we have
(6.5) N(x, ξ, E) =
|ξ|
2π
(|{(Z, ζ) : C2323ζ2 + 2C1223ζ + C1212 ≤ E}|+ o(1)) .
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Z = −1
Fig. 3. Illustration of Weyl’s law for Love waves. The bottom figure indicates the relevant volume.
Rayleigh waves. Here, we establish Weyl’s law for Rayleigh waves, cf. (5.4)-(5.7). Now,
(6.6) H0(x, ξ)
(
ϕ1
ϕ3
)
=

 − ∂∂Z (µˆ∂ϕ1∂Z )− i|ξ|
(
∂
∂Z (µˆϕ3) + λˆ
∂
∂Zϕ3
)
+ (λˆ+ 2µˆ)|ξ|2ϕ1
− ∂∂Z
(
(λˆ+ 2µˆ)∂ϕ3∂Z
)
− i|ξ|
(
∂
∂Z (λˆϕ1) + µˆ
∂
∂Zϕ1
)
+ µˆ|ξ|2ϕ3

 .
We use ζ to denote the Fourier variable for 1i|ξ|
∂
∂Z . For fixed (x, ξ), we viewH0(x, ξ) as a semiclassical
pseudodifferential operator with 1|ξ| as semiclassical parameter, h, as before. We denote h0(x, ξ) =
h2H0(x, ξ). Then the principal symbol for h0(x, ξ) is
h0(x, ξ)(Z, ζ) =
[
µˆζ2 0
0 (λˆ+ 2µˆ)ζ2
]
+
[
0 (λˆ+ µˆ)ζ
(λˆ+ µˆ)ζ 0
]
+
[
λˆ+ 2µˆ 0
0 µˆ
]
.
There exists Π(ζ), namely,
Π(ζ) =
[
1 −ζ
ζ 1
]
,
such that
h0(x, ξ)(Z, ζ)Π = Π
[
(λˆ+ 2µˆ)(1 + ζ2) 0
0 µˆ(1 + ζ2)
]
.
We write C2P (x, Z) = (λˆ + 2µˆ)(x, Z). We obtain
Theorem 6.2 (Weyl’s law for Rayleigh waves). For any E < µˆ(x, ZI), define
N(x, ξ, E) = #{Λα : Λα ≤ E|ξ|2},
where Λα are the eigenvalues of H0(x, ξ). Then
(6.7)
N(x, ξ, E) =
|ξ|
2π
(∣∣{(Z, ζ) : C2S(x, Z)(1 + ζ2) ≤ E}∣∣+ ∣∣{(Z, ζ) : C2P (x, Z)(1 + ζ2) ≤ E}∣∣+ o(1)) .
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Proof. Let χ1(Z), χ2(Z) ∈ C∞(R−) be real-valued, non-negative functions, such that χ1(Z) = 0
for Z ≥ − δ2 , χ1(Z) = 1 for Z ≤ −δ, and χ21(Z) + χ22(Z) = 1 for some δ > 0. For any non-negative
f ∈ C∞c (R), supp f ⊂ (−∞, µˆ(x, ZI)), f(h2H0) is a trace class operator; we have
trace f(h2H0) = trace
(
χ21f(h
2H0)
)
+ trace
(
χ22f(h
2H0)
)
.
We analyze the two terms successively. We note that
trace
(
χ21f(h
2H0)
)
= trace
(
χ1f(h
2H0)χ1
)
,
and that χ1f(h
2H0)χ1 is a pseudodifferential operator on R with principal symbol,
χ1(Z)f(h0(Z, ζ))χ1(Z
′).
Revisiting the diagonalization of h0 above, let U be the pseudodifferential operator with symbol
1√
1 + ζ2
Π(ζ);
it follows immediately that U is unitary on L2(R). Then
χ1f(h
2H0)χ1 = χ1Uf(D0)U
∗χ1 +O(h) = Uχ1f(D0)χ1U
∗ +O(h),
with D0 being the pseudodifferential operator with symbol[
(λˆ+ 2µˆ)(1 + ζ2) 0
0 µˆ(1 + ζ2)
]
.
Let DP and DS be the pseudodifferential operators with symbols (λˆ+2µˆ)(1+ζ
2) and µˆ(1+ζ2),
respectively. Based on the discussion at the end of Appendix B,
(6.8) trace
(
χ1f(h
2H0)χ1
)
= trace(χ1f(D0)χ1) +O(h)
= trace(χ1f(DS)χ1) + trace(χ1f(DP )χ1) +O(h)
=
1
2πh
(∫ ∞
−∞
∫ 0
−∞
χ1(Z)
2
[
f(µˆ(Z)(1 + ζ2)) + f((λˆ+ 2µˆ)(Z)(1 + ζ2))
]
dZdζ +O(h)
)
.
We then observe that
0 ≤ trace (χ22f(h2H0)) ≤ trace f(h2H0,δ),
where H0,δ is the operator H0 restricted to [−δ, 0]. To show this, we choose the eigenvalues, µj ,
and associated unit eigenvectors, ej , of h
2H0,δ subject to the Neumann boundary condition. Then
{ej}∞j=1 forms an orthonormal basis of L2([−δ, 0]). We also consider an arbitrary orthonormal basis
{fj}∞j=1 for L2([−∞,−δ]). Clearly, {ei, fj}∞i,j=1 form an orthonormal basis for L2(R−). Therefore,
(6.9) trace
(
χ22f(h
2H0)
)
=
∞∑
j=1
〈χ22f(h2H0)ej , ej〉+
∞∑
j=1
〈χ22f(h2H0)fj , fj〉
=
∞∑
j=1
〈χ22f(h2H0)ej , ej〉 =
∞∑
j=1
〈χ22f(µj)ej , ej〉 ≤
∞∑
j=1
〈f(µj)ej , ej〉 = trace f(h2H0,δ).
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For every small ǫ > 0, we can take f(u) ≤ 1[−ǫ,E+ǫ](u) , where 1[−ǫ,E+ǫ](u) is the indicator
function of [−ǫ, E + ǫ], that is,
1[−ǫ,E+ǫ](u) =
{
1, if u ∈ [−ǫ, E + ǫ]
0, elsewhere.
Then
trace f(h2H0,δ) ≤ #{E(h) | E(h) ≤ E + ǫ, E(h) is an eigenvalue of h2H0,δ}
≤ Cδ
h
.
(6.10)
To show this, we rescale z = Zh . Then for ǫ < 1,
(6.11) #{E(h) : E(h) ≤ E + ǫ, E(h) is an eigenvalue of h2H0,δ}
≤ #{λ | λ ≤ E + 1, λ is an eigenvalue of A},
where
(6.12) A =

 − ∂∂z (µˆ ∂∂z ·) + (λˆ+ 2µˆ)· −i
(
∂
∂z (µˆ·) + λˆ ∂∂z ·
)
−i( ∂∂z (λˆ·) + µˆ ∂∂z ·) − ∂∂z
(
(λˆ+ 2µˆ) ∂∂z ·
)
+ µˆ·


on [− δh , 0] with the Neumann boundary condition applied. Without loss of generality, we can assume
that δh is an integer. Then we divide the interval [− δh , 0] into δh intervals of the same length, 1,
and let Aj be operator A restricted to [−j,−j+1], with the Neumann boundary condition applied.
Then, as in the proof of Theorem 3.2,
A ≥
δ
h⊕
i=1
Aj .
The number of eigenvalues of each Aj below E + 1 can be bounded by a constant since the corre-
sponding quadratic forms have a uniform lower bound. Hence, we obtain (6.10).
Finally, we combine (6.8) with (6.10), let δ → 0, and note that χ1 → 1[0,∞), so that
(6.13)
trace
(
f(h2H0)
)
=
1
2πh
(∫ ∞
−∞
∫ 0
−∞
[
f(µˆ(Z)(1 + ζ2)) + f((λˆ+ 2µˆ)(Z)(1 + ζ2))
]
dZdζ +O(h)
)
.
Using a technique similar to the one used in the proof of [45, Theorem 14.11], we construct
f ǫ1 , f
ǫ
2 ∈ C∞c (R) by regularizing 1[0,E], with f ǫ1 , f ǫ2 ≤ 1[−ǫ,E+ǫ], such that
f ǫ1(u) ≤ 1[0,E](u) ≤ f ǫ2(u).
More presicely, we may take
J(u) =
{
k exp[−1/(1− |u|2)] if |u| < 1
0 if |u| ≥ 1,
where k is chosen so that
∫
R
J(u)du = 1. Let Jǫ(u) =
1
ǫJ(
u
ǫ ), and
f ǫ1 = Jǫ ∗ 1[ǫ,E−ǫ],
f ǫ2 = Jǫ ∗ 1[−ǫ,E+ǫ].
While observing that f ǫ1 , f
ǫ
2 → 1[0,E], and using the estimates above, taking ǫ → 0 completes the
proof.
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6.2. Anisotropic case. We extend Weyl’s law from isotropic to anisotropic media. The proof
for Rayleigh waves can be naturally adapted. We write the eigenvalues of the symmetric matrix-
valued symbol defined in (3.1) as C1(x, ξˆ, Z, ζ), C2(x, ξˆ, Z, ζ) and C3(x, ξˆ, Z, ζ)
Theorem 6.3. Assume the three eigenvalues Ci(x, ξˆ, Z, ζ), i = 1, 2, 3 are smooth in (Z, ζ), then
for any E < vL(x, ξˆ, ZI)|ξ|2, let
N(x, ξ, E) = #{Λα : Λα(x, ξ) ≤ E|ξ|2}.
Then
N(x, ξ, E) =
|ξ|
2π
(|{(Z, ζ) : C1 ≤ E}|+ |{(Z, ζ) : C2 ≤ E}|+ |{(Z, ζ) : C3 ≤ E}|+ o(1)).
7. Surface waves as normal modes. In this section, we identify surface wave modes with
normal modes. We consider the Earth as a unit ball B1. There is a global diffeomophism, φ, with
φ : B1 \ {0} → S2 × R−,
φ(Br) = S
2 ×
{
1− 1
r
}
, r 6= 0,
where S2 is the unit sphere centered at the origin. For an open and bounded subset U ⊂ S2, the
cone region, {(Θ, r) | Θ ∈ U, 0 < r < 1}, is diffeomorphic to U × R−; hence, we can find global
coordinates for U and we may consider our system on the domain S2 × R−. More generally, we
consider the system on any Riemannian manifold of the form M = ∂M × R− with metric
g =
(
g′ 0
0 1
)
.
Thus ∂M is a compact Riemannian manifold with metric g′. For a “nice” domain Ω, a neighborhood
of the boundary is diffeomorphic to M , where the metric g′ is the induced metric of the boundary
of Ω. We note that g′ captures possible “topography” of ∂Ω (Figure 4).
Fig. 4. Illustration of the diffeomorphism φ.
Let x′ = (x1, x2) be local coordinates on ∂M , and x = (x1, x2, x3) = (x
′, Z) be local coordinates
on M . Then g can be represented by
g =

 g11 g12 0g21 g22 0
0 0 1

 .
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We represent Hˆ on M in local coordinates, similarly as in (2.5). Now the displacement ul is a
covariant vector,
(7.1) Hˆ li ul = −
∂
∂Z
C 33li (x, Z)
∂
∂Z
ul
− ǫ
2∑
j=1
C j3li (x, Z)∇j
∂
∂Z
ul − ǫ
2∑
k=1
C 3kli (x, Z)
∂
∂Z
∇kul − ǫ
2∑
k=1
(
∂
∂Z
C 3kli (x, Z)
)
∇kul
− ǫ2
2∑
j,k=1
C jkli (x, Z)∇j∇kul − ǫ
2∑
j=1
(
∇jC j3li (x, Z)
) ∂
∂Z
ul
− ǫ2
2∑
j,k=1
(
∇jC jkli (x, Z)
)
∇kul.
Here, ∇k is the covariant derivative associated with xk. Normal modes can be viewed as solutions
to the eigenvalue problem for
(7.2) Hˆ li ul = ω
2ui,
with Neumann boundary condition. In fact, (7.2) is asymptotically equivalent to
(7.3) aα,ǫ(·, ǫ∇)Ψ(x) = ω2Ψ(x),
where aα,ǫ is the pseudodifferential operator on ∂M defined in Theorem 2.1. By the estimates,
Λα(x, ξ) ≥ C|ξ|2, it follows that aα,ǫ(x, ξ) is elliptic implying that
‖aα,ǫ(·, ǫ∇)Ψ‖L2(∂M) ≥ C‖Ψ‖H2(∂M).
Thus aα,ǫ(·, ǫ∇)−1 is compact, and hence the spectrum of aα,ǫ(·, ǫ∇) is discrete.
Now, let ω be an eigenfrequency, then we construct asymptotic solutions of (7.3) of the form
(7.4) Ψ =
(
∞∑
k=0
ǫkBk(x)
)
ei
ψ
ǫ .
Inserting this expression into (7.3), from the expansion, we find that
Λα(x, ∂ψ) = ω
2
and
(7.5) LB0 = 0
(7.6) LBk = F (ψ,B0, · · · ,Bk−1).
Here, L and F are defined similar to those defined in Section 2.3. Thus
u = Opǫ(Φα,ǫ)(Ψ)
will be an asymptotic solution of (7.2).
Remark 7.1 (Radial manifolds). Under the assumption of transverse isotropy and lateral
homogeneity, that is, fixing an x, and using the normal coordinates at x, we have (5.8)-(5.13)
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with Cijkl(x, Z) = Cijkl(Z). Then we can construct asymptotic modes. Now |ξ|2 corresponds to
−∆ǫg′ = −ǫ2∆g′ , where ∆g′ is the Laplacian on ∂M . Then we consider the eigenvalue problem:
(7.7) − ∂
∂Z
C1212
∂
∂Z
u2(x, Z) − C1212∆ǫg′u2(x, Z) = ω2u2(x, Z)
and
− ∂
∂Z
C1313
∂
∂Z
u1(x, Z)− i
(
∂
∂Z
C1313 + C1133
∂
∂Z
)√
−∆ǫg′u3(x, Z)
−C1111∆ǫg′u1(x, Z) = ω2u1(x, Z)
(7.8)
− ∂
∂Z
C3333
∂
∂Z
u3(x, Z)− i
(
∂
∂Z
C1133 + C1313
∂
∂Z
)√
−∆ǫg′u1(x, Z)
−C1313∆ǫg′u3(x, Z) = ω2u3(x, Z)
(7.9)
Then, if we have the eigenvalues and eigenfunctions of −∆ǫg′ ,
−∆ǫg′Θln(x) = k2Θln(x),
and solutions ϕ(Z, k) for the system (5.8)-(5.13) with |ξ| = k, we find
u(k, x, Z) = ϕ(Z, k)Θln(x)
as the solutions to (7.7)-(7.9). In spherically symmetric models of the earth, ∂M = S2 and Θln(x)
are the spherical harmonics.
Appendix A. Semiclassical pseudodifferential operators.
Here, we give a summary of the basic definition and properties of semiclassical pseudodifferential
operators which are used in the main text. Let A(·, ·) : T ∗Rn → Cm×m be a symbol that is smooth
in (x, ξ). We say that A ∈ S(k), with k ∈ Z, if
∀α, β ∈ Nn, |DαxDβξA(x, ξ)| ≤ Cα,β〈ξ〉k,
with 〈ξ〉 =√1 + |ξ|2.
Let Aj ∈ S(k) for j = 0, 1, · · · , and ǫ ∈ (0, ǫ0] for some small ǫ0 > 0. One says that A ∈ S(k) is
asymptotic to
∑∞
j=0 ǫ
jAj and writes
A ∼
∞∑
j=0
ǫjAj in Sk
if for any N = 1, 2, · · ·
|∂α(A−
N−1∑
j=0
ǫjAj)| ≤ Cα,N ǫN〈ξ〉k, for any α = 0, 1, 2, · · · .
We refer to A0 as the principal symbol of A. A semiclassical psudodifferential operator associated
with A is defined as follows
Definition A.1. Suppose that A(x, ξ) is a symbol. We define the semiclassical pseudodiffer-
ential operator,
Opǫ(A)w(x) = A(., ǫD)w(x) =
1
(2πǫ)n
∫∫
A (x, ξ) ei
〈ξ,x−y〉
ǫ w(y) dydξ,(A.1)
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for any w : Rn → Cm, which is compactly supported.
We have the following mapping property: For any u ∈ Hs,
‖A(x, ǫD)u‖Hs+k ≤ Csǫk‖u‖Hs ,
for some constant Cs > 0. Here, s is an arbitrary real number, and H
s denotes the L2 Sobolev
space in Rn with exponent s.
If A(x, ξ) and B(x, ξ) are two symbols, then
Opǫ(A)Opǫ(B) = Opǫ(C)
with
C(x, ξ) ∼
∑
α≥0
i|α|ǫ|α|
α!
Dαξ A(x, ξ)D
α
xB(x, ξ).
We use the notation ◦ for the composition of two symbols: C = A ◦B.
Definition A.2. We call a family of functions (distributions) u = {uǫ}0<ǫ≤ǫ0 admissible if
there exist constants k and N ≥ 0 such that
‖χuǫ‖Hk = O(ǫ−N ),
for any χ ∈ C∞c (Rn). We denote by A(Rn) the space of such families.
Definition A.3. The wavefront set of uǫ, denoted by WF (uǫ), of an admissible family u =
{uǫ}0<ǫ≤ǫ0 is the closed subset of T ∗Rn which is defined as
(x0, ξ0) /∈ WF (uǫ)
if and only if ∃χ ∈ C∞c (Rn), χ(x0) 6= 0, such that
Fǫ(χuǫ)(ξ) = O(ǫ∞)
for ξ close to ξ0. Here Fǫ is the semiclassical Fourier transform:
Fǫuǫ(ξ) = 1
(2πǫ)n/2
∫
Rn
e−
i〈x,ξ〉
ǫ uǫ(x)dx.
Definition A.4. Let U be an open set in T ∗Rn. The space of microfunctions, M(U), in U is
the quotient
M(U) = A(Rn)/{uǫ :WF (uǫ) ∩ U = ∅}.
Let p(x, ξ) be a symbol such that
∇p 6= 0 on {p = 0}.
Let (x, ξ) be the solution to the Hamilton system,
∂xk(y, η, t)
∂t
=
∂p(x, ξ)
∂ξk
,
∂ξk(y, η, t)
∂t
= −∂p(x, ξ)
∂xk
, (x, ξ)|t=0 = (y, η).
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We denote by exp(tHp) the map such that exp(tHp)(y, η) = (x, ξ). The map exp(tHp) is called the
Hamiltonian flow of p. For each uǫ ∈ A(Rn) solving
p(x, ǫD)uǫ = fǫ,
where {fǫ}0<ǫ≤ǫ0 ⊂ L2(Rn), we have WF (uǫ) \WF (fǫ) is invariant under the Hamiltonian flow of
p.
Appendix B. Operator theory.
Definition B.1. Let H be a Hilbert space, D a dense subspace of H, and A be an unbounded
linear operator defined on D.
1. The adjoint A∗ of A is the operator whose domain is D∗, where
D∗ = {v ∈ H : |〈Au, v〉| ≤ C(v)‖u‖ for all u ∈ D},
and
〈A∗v, u〉 = 〈v,Au〉.
2. A is called self-adjoint if D∗ = D and A∗ = A.
3. A is called symmetric if D ⊂ D∗ and Au = A∗u for all u ∈ D.
Definition B.2.
1. Let A be an unbounded self-adjoint operator densely defined on H, with domain D. The
spectrum of A is
σ(A) = R \ {λ ∈ R : (A− λ)−1 : H → H is bounded}.
2. The set of all λ for which A − λ is injective and has dense range, but is not surjective, is
called the continuous spectrum of A, denoted by σc(A).
3. If there exists a u ∈ D satisfying that Au = λu, λ is called an eigenvalue of A. The set of
all eigenvalues is called the point spectrum of A, denoted by σp(A).
4. The discrete spectrum σdisc(A) of A is the set of eigenvalues of A that have finite dimen-
sional eigenspaces.
5. The essential spectrum σess(A) of A is σ(A) \ σdisc(A).
Theorem B.3. A number Λ is in the essential spectrum of A if and only if there exists a
sequence {uk} in H (called singular sequence or Weyl sequence) such that
1. limk→∞〈uk, v〉 = 0, for all v ∈ H ;
2. ‖uk‖ = 1;
3. uk ∈ D;
4. limk→∞ ‖(A− Λ)uk‖ = 0.
Quadratic form. A quadratic form is a map q : Q(q)×Q(q)→ C, where Q(q) is a dense linear
subset of Hilbert space H, such that q(·, ψ) is linear and q(ϕ, ·) is skew-linear. If q(ϕ, ψ) = q(ψ, ϕ)
we say that q is symmetric.
The map q is called semi-bounded if q(ϕ, ϕ) ≥ −M‖ϕ‖2 for some M > 0. A semi-bounded
quadratic form q is called closed if Q(q) is complete under the norm
‖ψ‖+1 =
√
q(ψ, ψ) + (M + 1)‖ψ‖2.
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If q is a closed semi-bounded quadratic form, then q is the quadratic form of a unique self-adjoint
operator A, such that q(ϕ, ψ) = (Aϕ,ψ), for any ϕ, ψ ∈ D(A). Conversely, for any self-adjoint
operator A on H, there exists a corresponding quadratic form q. Then we denote Q(A) = Q(q). If
A is merely symmetric, let q(ϕ, ψ) = (Aϕ,ψ) for any ϕ, ψ ∈ D(A). We can complete D(A) under
the inner product
(ϕ, ψ)+1 = q(ϕ, ψ) + (ϕ, ψ)
to obtain a Hilbert space H+1 ⊂ H. Then q extends to a closed quadratic form q on H+1 (This is
known as Friedrichs extension). We call q the closure of q.
Let A1, A2 be two self-adjoint operators on Hilbert spacesH1 andH2, with domainsD1(A1) and
D2(A2). Then denote A1
⊕
A2 to be the operator A on H1
⊕H2, with domain D(A) = {〈ϕ, φ〉|ϕ ∈
D(A1), φ ∈ D(A2)} with A〈ϕ, ψ〉 = 〈A1ϕ,A2φ〉. Now assume that A1 and A2 are nonnegative, and
H2 ⊂ H1. We write A1 ≤ A2 if and only if
1. Q(A1) ⊃ Q(A2).
2. For any ψ ∈ Q(A2), (A1ψ, ψ) ≤ (A2ψ, ψ).
Lemma B.4. If A1 and A2 are two self-adjoint operators, 0 ≤ A1 ≤ A2, then
λn(A1) ≤ λn(A2),
where λn(A) denotes the n-th eigenvalue of A, counted with multiplicity.
Trace class. Let T : H → H be a compact operator, then T ∗T : H → H is a selfadjoint semidefinite
compact operator, and hence it has a discrete spectrum,
s0(T )
2 ≥ s1(T )2 ≥ · · · ≥ sk(T )2 → 0.
We say that the nonnegative sj(T ), j = 1, 2, · · · are singular values of T .
T is said to be of trace class, if
∞∑
j=1
sj(T ) <∞.
Theorem B.5. Suppose that T is of trace class on H and {fn}∞n=1 is any orthonormal basis of
H, then
∞∑
j=0
〈Tfj, fj〉
converges absolutely to a limit that is independent of the choice of orthonormal basis. The limit is
called the trace of T , denoted by trace(T ).
Theorem B.6. Suppose that T is of trace class on H and B is a bounded operator on H, then
TB and BT are of trace class on H, and
trace(TB) = trace(BT ).
Theorem B.7. If K is an operator of trace class on L2(Ω), and
Kf(x) =
∫
Ω
K(x, y)f(y)dy
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then
trace(K) =
∫
Ω
K(x, x)dx.
Let A(x, ǫD) be a semiclassical pseudodifferential operator with scalar symbol A(x, ξ), then
A(x, ǫD)f =
∫
Rn
KA(x, y)f(y)dy,
with
KA(x, y) =
1
(2πǫ)n
∫
Rn
A(x, ξ)e
i
ǫ
(x−y)·ξdξ.
If A(x, ǫD) is of trace class, an immediate implication of the theorem above is that
trace(A(x, ǫD)) =
∫
Rn
KA(x, x)dx =
1
(2πǫ)n
∫
Rn
∫
Rn
A(x, ξ)dxdξ.
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