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Abstract
Client side caching is a commonly used technique for reducing the re-
sponse time of database queries. Semantic caching is a database caching
approach in which results of old queries are cached and used for answer-
ing new queries. A new query will be split in a part that retrieves the
portion of the result, which is available in a local cache (probe query)
and a query that retrieves missing n-tuples for the database server (re-
mainder query). This approach is especially suited for low-bandwidth
environments or when database server is under heavy load. Semantic
caching was successfully applied for optimizing the execution of queries
on mobile clients or over lousy-coupled wide-area networks. Peer-to-
Peer (P2P) networks have been applied successfully for improving the
performance of cache systems. This thesis aims to use a P2P approach
in order to enhance the semantic caching technique.
Therefore, The Cooperative Semantic Caching (CoopSC) approach
extends the general semantic caching mechanism by using a P2P (Peer-
to-peer) approach in order to enable clients to share their local seman-
tic caches in a cooperative manner. When executing a query, the con-
tent of both the local semantic cache and entries stored in caches of
other clients can be used. A new query will be split into a probe, remote
probes, and a remainder query. The probe retrieves the part of the an-
swer which is available in the local cache. Remote probes retrieve those
parts of the query which are available in caches of other clients. The
remainder retrieves the missing n-tuples from the server. In order to ex-
ecute the query rewriting, the cache entries of all clients are indexed in
a distributed data structure built on top of a P2P overlay that is formed
by all clients which are interrogating a particular database server. The
general cooperative semantic approach also contains a mechanism for
handling operations that modify the content of the database. During
iii
this thesis, the general approach was applied in the context of two real-
life use-cases: cloud-computing environments, andNetFlow-based net-
work monitoring solutions.
This thesis shows that a cooperative semantic caching approach is
technical feasible and such an approach approach increases the per-
formance of databases systems. Moreover, in the context of such an
approach, update handling can be executed with a reasonable per-
formance when read-intensive workloads are executed. Finally the
general CoopSC approach presents economic advantages when used
within cloud-computing environments and improves the performance
of NefFlow-based network monitoring solutions.
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Kurzfassung
Client-seitiges Caching ist eine verbreitete Technik um die
Antwortzeit von Datenbankabfragen zu reduzieren. Semantisches
Caching ist ein Datenbank-Caching-Ansatz bei welchem die Ergebnisse
vergangener Abfragen gespeichert und für die Antworten von neuen
Abfragen verwendet werden. Hierbei wird eine neue Anfrage aufgeteilt
in denTeil, welcher im lokalenCache verfügbar ist (Probe-Anfrage) und
in eine Anfrage welche die fehlenden n-Tupel vom Datenbank-Server
abruft (Remainder-Anfrage). Dieser Ansatz ist besonders geeignet
für schmalbandige Verbindungen oder für Datenbank-Server unter
großer Last. Semantisches Caching wurde erfolgreich für die Aus-
führungsptimierung von Anfragen auf mobilen Clients oder über lose
gekoppelteWide-Area-Networks angewendet. Peer-to-Peer (P2P) Net-
zwerke wurden erfolgreich für die Verbesserung von Caching-Systemen
angewendet. Ziel dieser Arbeit die Verwendung eines P2P-Ansatzes um
die Semantische Caching-Technik weiterzuentwickeln.
Der Cooperative Semantic Caching (CoopSC) Ansatz erweitert
das herkömmliche semantische Caching um einen P2P-Ansatz. Dies
ermöglicht einen kooperativen Austausch der lokalen semantischen
Caches unter den Clients. Zur Ausführung einer Anfrage kann nun
sowohl der lokale sematische Cache und die Caches von anderen Clien-
ten benutzt werden. Eine neue Anfrage wird aufgeteilt in eine Probe-
Anfrage, Remote-Probe-Anfrage und eine Remainder-Anfrage. Die
Probe-Anfrage ruft den Teil der Anwort ab, die im lokalen Cache ver-
fügbar ist. Die Remote-Probe-Anfrage ruft die Teile ab, welche in den
Caches der anderen Clients verfügbar sind. Die Remainder-Anfrage
ruft die verbleibenden n-Tupel vom Datenbank-Server ab. Um die An-
frage umzuschreiben werden die Cache-Einträge aller Clienten in einer
v
verteilten Datenstruktur indiziert. Dieser Datenstruktur liegt das P2P-
Netzwerk der mit dem Datenbank-Server verbundenen Clienten zu-
grunde. Das allgemeineCoopSCbeinhaltet desweioteren einenMecha-
nismus um Schreib-Operation amDatenbankinhalt zu ermöglichen. Im
Rahmen dieser Arbeit wurder das allgemeine CoopSC im Zusammen-
hangmit zwei realen Anwendungsfällen betrachtet: Cloud-Computing-
Umgebungen und NetFlow-basiertes Netwerk-Monitoring.
Die Arbeit zeigt die technische Machbarkeit des CoopSC und
dass ein solcher Ansatz die Leistungfähigkeit von Datenbanksystemen
verbessern kann. Desweiteren kann gezeigt werden, dass mit dem all-
gemeinen CoopSC Schreib-Operationen mit angemessener Leistung
durchgeführt werden können, wenn eine hohe Last an lesenden Anfra-
gen besteht. Zusammenfassend stellt das allgemeine CoopSC in Cloud-
Computing-Anwendungen einen ökonomischen Vorteil dar und erhöht
die Leistungsfähigkeit von NetFlow-basierten Netzwerk-Monitoring-
Lösungen.
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1
Introduction
P2P (Peer-to-peer) systems define a type of distributed network envi-
ronments in which each participant node can act as a server or a client for
all other nodes from the distributed environment [73]. On one hand,
compared with the classic client-server infrastructure, P2P systems are
usually much more scalable since all nodes from the environments can
participates in answering specific requests. On the other hand, manag-
ing such a distributed system is a diﬃcult task [83] since it lacks a cen-
tralized way of controlling the environment, which is usually present is
client-server architectures.
A way of achieving scalability in database management systems is to
eﬀectively utilize resources (storage, CPU) of client machines. Client
side caching is a commonly used technique for reducing the response
time of database queries [18]. Semantic caching [31] is a database
caching approach, inwhich results of old queries are cached and used for
answering new queries. A new query will be split in a part that retrieves
the portion of the result that is available in a local cache (probe query)
and a query that retrieves missing n-tuples from the database server (re-
mainder query). This approach is especially suited for low-bandwidth en-
vironments or when the database server is under heavy load. Semantic
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caching was successfully applied for optimizing the execution of queries
on mobile clients or over loosely-coupled wide-area networks [78]. Se-
mantic caching requires more resources on clients. Storage is needed
for storing cache entries. Clients’ CPU usage will also increase, because
they, locally, execute the probe sub-query.
Inmost applications, database servers are queried bymultiple clients.
When using the classic semantic caching approach, clients store and
manage their own local caches independently. If the number of clients
is high, the amount of data sent by database server and queries response
times can rapidly increase even when caching is used. The performance
can be further improved by allowing clients to share their entries in a
cooperative way. Another limitation of existing semantic caching solu-
tions is that they do not handle update queries. Modification performed
in the database are not propagated to cache entries stored by clients.
Peer-to-peer (P2P) networks have been applied successfully for en-
hancing the traditional client-server caching approaches. E.g., theCoop-
Net [73], uses a cooperative network caching architecture for solving
Webflash crowd scalability problems. These results show that a coopera-
tive P2P-based caching approach significantly increase the performance
of client-server architectures under heavy load.
Therefore, this thesis investigates the feasibility of using a P2P ap-
proach in order to improve the performance of semantic caching so-
lutions. The result of this investigation is the Cooperative Semantic
Caching (CoopSC) approach [88, 90] which extends the general se-
mantic caching mechanism by enabling clients to share their local se-
mantic caches in a cooperative manner. When executing a query, the
content of both the local semantic cache and entries stored in caches of
other clients can be used. Before execution, a query will be split into
probes, remote probes, and a remainder sub-queries. A probe retrieves a
part of the answer, which is available in the local cache. Remote probes
retrieve those parts of the query which are available in caches of other
clients. Remainders retrieve the missing n-tuples from the server. In or-
der to execute the query rewriting, the cache entries of all clients will
be indexed in a distributed data structure built on top of a Peer-to-peer
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(P2P) overlay that is formed by all clients which are interrogating a par-
ticular database server. Additionally, CoopSC designs a suitable and ef-
ficient mechanism for handling update queries. When the content of
the database is changed, modifications are reflected in the cooperative
cache. Furthermore, CoopSC supports select-project queries, where
the query predicate is a n-dimensional range condition, which are com-
monly used in many database applications.
1.1 Motivation
CoopSC decreases the response time of database queries, because
servers only handle the portions of queries that can not be answered us-
ing the cooperative cache. Also, the amount of data sent by database
servers can be significantly reduced. Thus, this approach is suited
for the following types of resource constrained environments: (a)
Database server and clients are located in a higher-bandwidth local-
area environment. Clients execute a large number of queries in paral-
lel. In this scenario, server’s processing resources (CPU, disk access)
are the bottle-neck of the system. Using cooperative caching decreases
queries response time because it reduces servers’ resources usage; (b)
Database server and clients are located across the Internet in a network-
constrained environment (e.g., the infrastructure of multi-national cor-
poration). Clients execute queries that return a large amount of data (n-
tuples). In this scenario, the cooperative caching approach is beneficial
because is reduces the amount of data sent by database servers.
For example, NetFlow-based traﬃc monitoring solutions provide a
good real-life use-case which can benefit from applying a cooperative
database semantic caching approach. In such approaches, NetFlow data
is collected from network routers, stored in database servers and ac-
cessed by analyzers, which perform diﬀerent network monitoring tasks
(e.g., accounting, charging, intrusion detection). Thus, this use case,
which is also investigated by this thesis, provides a good motivating ex-
ample of the CoopSC approach.
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In the context of these two types of application, the major aim
of CoopSC is the enhancement of the performance of read-intensive
query workloads. Such types of workloads are frequently used in many
type of applications, including decision-support systems. Select-project
queries, where the predicate is a n-dimensional range condition, are
commonly used when queries dimensional data (e.g., geographic infor-
mation). Thus, the real-life case is considered with a high priority. Fur-
thermore, with the emergence of cloud computing infrastructures, using
a cooperative database caching approach canhave economic advantages,
because cloud providers usually bill data transferred between cloud en-
vironment and the outside world. Thus, the minimization of amount of
data sent by database server can achieve such a cost reduction [89].
1.2 Problem Statement
The main goal of this thesis is to extend the general semantic caching
mechanism by using a P2P approach for enabling clients to share their
local semantic caches in a cooperative manner in order to improve sys-
temperformance. When executing a query, the content of both the local
semantic cache and entries stored in caches of other clients can be used.
Such an approach increases the performance of databases systems and
presents economic advantages when used in a cloud-computing envi-
ronment. Thus, P2P technology is used in order to develop a coopera-
tive caching solution.
Additionally, in order to allows CoopSC to be used in real-life
database applications, the overall functionality needs to reflect such real-
life demands. Therefore, the approach supports select-project queries,
where the query predicate is a n-dimensional range condition, which
are commonly used in many database applications. Moreover, this
thesis designs a suitable and eﬃcient mechanism for handling update
queries. When the content of the database is changed, modifications
must be reflected in the cooperative cache. The cooperative caching ap-
proachwas applied in the context of cloud computing environments and
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NetFlow-based traﬃc management application aiming to provide both
performance- and economic-wise benefits.
Therefore, in what follows, themain research questions which are an-
swered during this thesis are clearly enumerated and described.
A. How can cooperative aspects be integrated in the classic seman-
tic caching approach?
In the classic semantic caching approach each client handles its own lo-
cal cache independently. A cooperative approach shall allow clients to
share their local caches in a cooperative matter. Mechanisms must be
provided for determining which relevant remote cache entries are use-
ful for answering a specific query. Queriesmust be split into parts which
are retrieved from local cache, remote caches, and database server. Re-
mote query execution mechanisms must also be provided by such a co-
operative semantic database caching solution. Determining a feasible
cooperative database approach is one of the main contribution of this
thesis.
B. How to handle update statements in the context of the coopera-
tive semantic caching approach?
When modifications are performed, entries from the cooperative cache
must be invalidated. Determining a mechanism for handling update
statements within such a distributed environment is an important prob-
lem this thesis must solve. Since a semantic caching approach combines
diﬀerent cache entries in order to answer queries, it is important that
when entries are combined they belong to the same database snapshots,
otherwise inconsistencies can occur.
C. Does the cooperative caching approach improve the perfor-
mance of database solutions?
In order to show the benefits of the cooperative semantic caching ap-
proach, its performance has to be verified and compared with a non-
caching scenario and also with the classic semantic caching solution. It
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order to accomplish this, a prototype CoopSC system [91] is to be de-
signed, implemented and evaluated through experimentation. The ex-
periments shall vary multiple parameters (e.g., query size, cache size,
number of clients) and measure relevant performance metrics (e.g., re-
sponse time, data transferred, hit rate).
D. How does the update handling mechanism impact the perfor-
mance of the cooperative caching approach?
In order to determine the performance of the update handling mech-
anism, experiments shall be performed and show how a write inten-
sive workload does influence the overall performance of the prototype
CoopSC implementation. These experiments shall vary the ratio of up-
date statements and other relevant parameters.
E. How can the cooperative caching approach be applied within
cloud-computing database solutions and NetFlow-based traﬃc
monitoring applications and which are the benefits?
This thesis also aims to investigate how the cooperative semantic caching
approach can be applied in order to improve two potential use cases:
database solutionswhich run inside cloud computing environments and
NetFlow-based network monitoring application. Thus, relevant archi-
tectures and deployment scenarios are to be determined.
The potential performance- and economic-wise benefits of the two use
cases are to be determined by running specific experiments. The design
of these experiments shall make the real-life aspects of these two use-
cases clearly visible.
1.3 Thesis Contributions
This thesis develops a cooperative semantic caching approach and an
architectures which improves range selection interrogations. This ap-
proach is then applied in order to improve cloud computing database
applications and NetFlow-based traﬃc monitoring solutions. Based on
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the six researchquestions outlined in the previous section, themain con-
tributions of this thesis, related to the cooperative caching approach, the
CoopSC architecture and use cases are now described.
1.3.1 The CoopSC Approach
TheCoopSCapproach extends the classic semantic caching approachby
allowing clients to share their local cache entries in an cooperative way.
For each query a query rewriting process is executed in order to deter-
mine which relevant entries from local cache, remote caches of database
server can be used. The general cooperative caching approach also han-
dles update statements.
A distributed data structure that permits indexing the cache entries of
all clients was designed. The purpose of the distributed index is to facil-
itate the query rewriting process using entries stored in the distributed
cache. Given a query, the distributed index returns a list of entries that
intersect the query. The distributed data structure must be able to index
n-dimensional range select-project queries. The distributed index runs
on top of a P2P overlay formed by all clients, which are interrogating a
specific database server.
Thequery rewriting algorithmdetermines parts of queries that can be
answered by using the local cache, remote caches, or the database server.
The query rewriting algorithm accesses the distributed index in order
to determine the remote cache entries which can be used for answering
parts of a specified query. This algorithmwas optimized in termof speed
and scalability given the fact that the systemwill contain a large number
of cache entries.
A mechanism for handling update queries was also designed. As the
result ofmodifications performed in the database, some entries stored in
the distributed cache must be discarded. The respective update mecha-
nismwas implemented as a component running in the database environ-
ment, which follows an optimized usage of speed. Comparedwith exist-
ing updates solution for materialized view approaches, CoopSC had to
design new update strategies for an environment where the number of
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entries is large and each entry contains a comparative smaller number of
tuples.
1.3.2 The CoopSC Architecture
In order to determine the potential benefits of the cooperative database
caching approach, a CoopSC architecture was designed and imple-
mented, resulting in a CoopSC prototype system. This system was then
evaluated inside a real-life geographically distributed environment. The
evaluation clearly shows the performance-wise improvements of the
CoopSC approach.
The CoopSC system was then deployed in cloud computing in-
frastructures in order to determine the potential performance- and
economic-wise benefits of applying the cooperative database semantic
caching approach in such contexts. Experiments were performed inside
commercially available cloud computing infrastructures. The results of
these experiments show that the CoopSC approach provides both tech-
nical and economical benefits when used inside cloud infrastructures.
1.3.3 The NMCoopSC Architecture
The CoopSC architecture was extended in order to improve NetFlow-
based networksmonitoring applications. The extended architecturewas
named NMCoopSC (Network Management CoopSC). This architec-
ture allows analyzers to eﬃciently access NetFlow data, which was col-
lected from network routers and stored in database servers. This NM-
CoopSC architecture was evaluated by running experiments which use
real-life NetFlow data.
1.4 Thesis Outline
The remainder of the thesis is organized as follows.
Chapter 2 gives a detailed overview of the technical background of
this thesis by presenting the most relevant related work approaches
and architectures. It starts by describing the most important database
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caching approaches, followed by an overview of existing cooperative
caching solutions.
The general CoopSC approach is then introduced and described in
Chapter 3. The query rewriting algorithm and the update handling mech-
anism aremotivated and presented. This chapter also outlines the design
of the distributed index, which is used for indexing cache entries.
Based on the general approach, the architecture of the CoopSC pro-
totype system is presented in Chapter 4. The main architectural com-
ponents, which are running of both client and server side, are described
presenting also the interactions between them.
Chapter 5 gives an overview of the design and the implementation of
theCoopsCprototype system. TheUML(UnifiedModelingLanguage)
diagrams of the main components are illustrated and described. The
CoopSC API (Application programming interface) is also presented.
The way in which CoopSC can be applied within cloud computing
environments is highlighted isChapter 4.5. Themain scenarios are iden-
tified described, and discussed.
Chapter 4.6 shows how theCoopSCapproach canbe applied in order
to improve NetFlow-based traﬃc monitoring solutions, by introducing
the new NMCoopSC architecture. This architecture is motivated, de-
scribed and discussed.
The results of the detailed evaluation of the CoopSC approach, and
NMCoopSC architecture are presented in Chapter 6. The experiments
are ran using the EmanicsLab [39] distributed testing infrastructure and
thus, mimic real-life distributed use cases. The cloud scenarios are also
evaluated using commercially available cloud computing environments.
Chapter 7 summarizes this thesis’ results, highlighting the main con-
tributions by given clear answers to the main research questions which
were asked in this chapter. Conclusions are drawn, an outlook on possi-
ble future work is given.
9
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2
RelatedWork
This chapter introduces selected related work, which is highly related
to database caching, materialized views, and mobility. Thus, it founds
the basis for a detailed comparison of existing work with the proposed
CoopSC approach and all of its functions, performance evaluations, and
use cases.f
This chapter compares the CoopSC approach with other caching ex-
isting systems presenting the main diﬀerence by outlining the main re-
search contributions of the CoopSC approach.
Figure 2.1 illustrates the positioning of CoopSC approach within the
general context of other caching solutions also indicates the main re-
search areas whichwill be described and comparedwithCoopSC in this
chapter. Thus, initially, this section will present other classic database
caching approaches, putting a special emphasis on semantic caching so-
lutions, outlining the main contributions and benefits of CoopSC (c.f.
Section 2.1). Since semantic caching was also applied in the context of
mobile environment, this research area will be investigated (c.f. Sec-
tion 2.1.4). Afterwards, the CoopSC approach will be compared with
other existing general cooperative caching approach, also outlining the
main diﬀerences and contributions (c.f. Section 2.2). Furthermore, the
11
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Database Caching Systems
Semantic Database Caching Systems
Materialized Views
Cooperative Caching Systems
Semantic Caching in Mobile Environments 
Figure 2.1: CoopSC: Related Work
CoopSC approach will be positioned in the narrowed context of other
cooperative caching approaches (c.f. Section 2.3). Since the cooper-
ative semantic caching approach has similarities with the general ap-
proach of storing materialized views, the area will also be investigated
and compared with the solutions which emerged within the CoopSC
project (c.f. Section 2.4). Finally, Section 2.5 presents the major con-
cluding remarks and outlines the main contributions of CoopSC com-
pared with the other related caching approaches.
2.1 Database Client Caching
Client side caching within database infrastructure is an important opti-
mization technique which improves the general performance of the sys-
tem by also using some of the hardware resource of clients. Since, nowa-
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days, many database clients have significant hardware resource [8], us-
ing such caching techniques has beneficial eﬀects.
Early database caching approaches aim to improve the performance
of data-shipping architecture [8]. In such systems, it is assumed the most
of the query processing is done on client side with data which is re-
turned fromdatabase servers in advance. For example, CAD(Computer
AidedDesign) applications can store complex hierarchical data inside an
OODBMS (Object OrientedDatabaseManagement System) [8]. Parts
of these data are returned, on demand, to a client which usually perform
mathematical computation locally. Caching such data can significantly
improve performance.
Data-shipping systems stored cache entries either aspagesof fixed size
or as objects (or tuples). Thus, page caching and object caching emerged as
the main architectural caching solutions.
Assuring the consistency of the local cache emerged as one of the
main problems that has to be handled by database caching systems. [42]
presents and compares themain algorithms and approaches, whichwere
developed for handling consistency and page and object-based caching
approaches. These approaches were classified into two categories: a) in-
valid access preventionsmethods [1, 18, 60, 93] and b) avoidance-based
algorithms [18, 41, 61, 93, 94]. When invalid access prevention is used,
transactions which access out-of-data data are not allowed to commit
while avoidance-based algorithms do not allow transactions to even ac-
cess stale data from their local cache.
Data-shipping architectures are not suited for all types of applica-
tions. For examples, when wanting to return a subset of data-set based
on the evaluation of a predicate, a pure navigational data-shipping ac-
cess will be ineﬃcient because it would require the return of all data and
the evaluation of the selection predicate locally. For such type of appli-
cations, query-shipping architectures are much more eﬃcient. In such ar-
chitectures, queries are sent to database servers, executed there, and re-
sults of the executions are sent back to clients. Most relational database
systems are built using this type of architecture. The semantic caching ap-
proach [31] allows clients to cache data within query-shipping database
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architectures. This approach caches locally the results of old queries,
which are then used for answering new database interrogations.
This section describes and compares these approaches illustrating
their key diﬀerences in Table 2.1.
2.1.1 Page Caching
When a page caching approach is used, the database server’s buﬀer is
organized into fixed-size pages which are transferred, when needed, to
clients. These clients can decide to cache such pages in order to im-
prove the overall system performance. This solution was implemented
in object-oriented databasemanagement systems such asObServer [52]
and Exodus [17].
This caching approach has both drawbacks and advantages [34].
Since the database server only handles pages, most of the computational
complexity of the system ismoved to the client side. The server only has
to handle data recovery and concurrency control. Because, nowadays,
most clients have significant hardware resource, the overall performance
of the system can be improved.
Due to the simplicity of the servers’ design, method evaluation can
only be done on client side. This can have negative consequence when
executing some types of queries. For example, a sequential scan of a
collection requires the transfer of all pages to client.
Another drawback is related to the implementation of the object lock-
ing mechanism. If two object are stored in the same page, locking one
object will also prohibite the access to the other object since the granu-
larity of low-level access is always on the page.
2.1.2 Object Caching
Someobject oriented database systems (e.g.,O2 [12],Orion [60], Gem-
Stone [29]) use an object cache approach in order to improve perfor-
mance. When using this solution, clients cache objects. When needing
to access an object the local cache is first checked. If the required object
is missing the request is sent to the database server.
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Table 2.1: Database Caching Approaches
Approach Architecture Cache Entry Systems
Page Caching Data-shipping Fixed-size pages ObServer [52], Ex-
odus [17]
Object Caching Data-shipping Objects (or tuples) O2 [12],
Orion [60], Gem-
Stone [29]
Semantic
Caching
Query-shipping Semantic regions
(i.e. results of old
queries)
Semantic
Caching [31], Pred-
icate Caching [59],
XCache [20],
CoopSC [91]
The object caching approach has some advantages [34] compared
with the page caching approach. For example, both the database server
and clients can run methods since the object semantic exists on both
sides,
The concurrency control is also simplified. Locking object is feasible
since the database server controls the access to objects and knowswhich
objects are accessed by each application.
Unfortunately, this approach has also many problems. The server
design becomes much more complex because, compared with page
caching solutions, it also needs to be able to run methods.
Transferring one object at a time is another potential drawback since
many object can be small and thus, the general overhead of data trans-
mission increases. A large enough local hit ratemight alleviate this prob-
lem.
Since a single object can be stored on both client and server side and
client updates are not always automatically propagated to server and ex-
ecuting a method on server side becomes problematic. The database
server needs to handle all possible inconsistencies that can occur by hav-
ing a single object stored in multiple places. Some approaches flush all
clients’ caches while other execute methods on both client and server
sides.
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2.1.3 Semantic Caching
The semantic caching approach which, was introduced in [31] as the
basic concept, cached results of old queries and allows these results to
be used for answering new queries. This paper [31] describes seman-
tic caching concepts and compares the approach with page and tuple
caching. The cache is organized into disjoint semantic regions. Each se-
mantic region contains a set of tuples and a constraint formula, which
describes the common property of the tuples. Simulations were per-
formed for single and double attribute selection queries. These sim-
ulations show that semantic caching outperforms both tuple and page
caching. [56] runs an extensiveperformance studyof a semantic caching
prototype implementation for range queries up to four attributes. Ex-
periments were performed using the Wisconsin benchmark [14] data
set, show that semantic caching decreases both the response time and
the amount of data sent by database server for one and two-dimensions
selection queries, while for queries with higher dimensions the decrease
is only significant in regards to the amount of data sent by server. How-
ever, the classic semantic caching approach - as referred to in [31]
and [56] - does not handle update queries.
The predicate caching approach, presented in [59], caches locally re-
sults of old queries together with predicates that describe cache’s con-
tent. A subsequent query may be answered from local cache if it can be
determine that its results are totally contained in the local cache. The
approach supports select-project-join queries. Because storing and pro-
cessing exact cache predicate descriptions might be computational ex-
pensive, the predicate caching solutions keeps only a conservative ap-
proximative cache description, which guarantees that data thought to
be in the cache is present in it. Furthermore, compared with semantic
caching [31], predicate caching approach stores cache entries that do
not necessary have to be disjoint. On one hand, duplicate data could
be stored in diﬀerent cache entries, which might negatively influence
the performance of the caching system. On the other hand, making
sure the all cache entries are disjoint might be time-wise expensive, es-
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pecially when more complex select-project-join queries types are sup-
ported. Predicate caching also supports update statements. Modifi-
cations are initially performed locally and only sent to database server
when new local queries can not be computed locally and are sent to
servers. When conflicts occur, the approach provides mechanism for
canceling transactions.
XCache [20] determines a semantic caching architecture developed
for XML (eXtended Markup Language) queries. The system imple-
ments algorithms for checking the query containment for XQueries and
algorithms that perform query rewriting. Partial query hits are not sup-
ported. However, update queries are also not handled in [20].
[33] describes a client caching approach suited for OLAP (Online
analytical processing) database management systems. Such system use
highly dimensional data. The local cache is organized into fixed-size
chunks. This approach has features from the semantic and page caching
solutions [56]. Query results are broken into chunks which are stored
into the local client cache. When executing new queries, the system first
determines the set of chucks which intersect the given queries. The con-
tent of chunks is returned either from local cache or from the database
server. Choosing the right chunks size is really important in regards to
performance. A larger chunk size might returns unwanted data, since
queries results are always returned in term of chunk. Having chunks
which are too small increases the overhead of the system. Since update
queries are uncommon in the context ofOLAP system, they are not han-
dled by this caching approach.
The DBProxy [4] caching systems aims at improving the perfor-
mance of web applications by caching query results on edge applications
servers. Only strict query matching is supported. The caching approach
is implemented as a JDBC (Java Database Connectivity) driver that can
be plugged, in a transparent ways, directly in the application server. The
cache is organized into regions that can overlap. Update statements are
handled by receiving an update stream from the database server.
[2] describes another application caching architecture which im-
proves the performance of web applications, called DBCache. The ap-
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Table 2.2: Database Semantic Caching Approaches
Approach DataModel Cache Entry Hit Types Updates
Semantic
Caching [31]
Relational Non-overlapping
regions
Strict,Partial No
Predicate
Caching [59]
Relational Overlapping
regions
Strict,Partial Yes
XCache [20] XML Overlapping
regions
Strict Yes
OLAP Chunk-
Caching [33]
OLAP Rela-
tional
Chunks Strict. Partial No
DBProxy [4] Relational Overlapping
regions
Strict Yes
DBCache [4] Relational Tables Strict,Partial No
CachePortal [16] Relational Web pages Strict Yes
Semantic
caching of Web
queries [21]
Web-based
repositories
Semantic Regions Strict, Partial No
proach allows caching both static and dynamic tables using a newly in-
troduce concept of cache table. A cache table specified that a table in a
database (cache database) is the cache of another table (backened table)
from a diﬀerent database (backend database). The architecture only sup-
ports query predicates with an equality predicate on at least one domain
column and thus, range interrogations are not handled. The system also
caches join interrogations. DBCache uses DB2’s distributed query pro-
cessing mechanism in order to decide if a particular query is to be exe-
cuted using the local database cache, the remote database server or by
splitting the query into subqueries which are executed on both sides.
The CachePortal [16] system enables dynamic content caching for
web-based database-driven e-commerce applications. This approach
caches dynamic web pages together with SQL queries which were used
for generating these pages. A sniﬃng module is used for mapping web
content to database interrogations. When modification are performed
in the database server, an invalidation component removes the aﬀected
cached web pages. This component listen to the database update log in
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order to determine the modifications performed in the database. Thus,
this approach is similar with both the classic semantic approach, since
it keeps the descriptions of queries for each cache entries, and also with
web caching because the system stores, in its cache, web content.
[21] describes a semantic caching approach which improves the
performance of web meta-searchers systems. The approach supports
keyword-based conjunctive queries which are common in the context of
web-based information repositories. The cache is organized into seman-
tic regions. Each regions description contains a regions signaturewhich is
a binary code that allows a fast comparison among conjunctive formulas.
Strict and partial cache hits are supported. Experiments show the pos-
itive performance-wise eﬀects of applying a semantic caching approach
in the context of web-queries.
Table 2.2 illustrates the key diﬀerences between these semantic
caching approaches. Furthermore, all these approaches do not allow
clients to share their caches in a cooperative way. Thus, only local cache
entries can be used for answering queries.
2.1.4 Semantic Caching withinMobile Computing
The semantic caching approach was also successfully applied in mobile
applications in order to improve the performance of location dependent
data [78]. Location dependent queries select specific resource located
in a area surrounding the current location (e.g., hotels within 10 km).
These queries can be represented as two-dimensional range selections.
Similar or same queries are often re-executed after the position of the
mobile device is changed. Existing cache entries will then be used for
answering new queries. Thus, a new queries is split into parts that are
returned from the local caches and sub-queries which are sent to the
server. A new replacement policy FAR (Furthest Away Replacement)
was also developed. This policy takes into consideration the moving
direction of the mobile device. Simulations show that the newly de-
sign caching approach improves the performance of location dependent
queries.
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[96] describes a semantic caching approach which aims at improv-
ing the performance of mobile nearest-neighbor search within a mobile
environment. These searches retrieve stationary service objects near-
est to mobile users. The approach uses an index-based on Voronoi Dia-
grams [9]. For each position of the mobile user, the approach defines a
semantic circle which represents the valid scope of a answer to a specific
nearest-neighbor query. Each query results contains the current nearest
service, the radius of the semantic circle, the duration of validity of the
current service, and the next nearest service facility. The current speed
anddirectionof themobile user are used in order to estimate the amount
of time the current service is valid and the next nearest service.
[54] proposes a proactive mobile query architecture, based on se-
mantic caching, which enables stored cached entries to be used by mul-
tiple type of spatial query. For example, the cache result of a simple spa-
tial range selection can be used afterwards to answer a general kNN (k
nearest neighbor) query [79]. The approach store locally aR-tree spatial
index [48] of the cached query result in order to be used for eﬃciently
answering other types of spatial interrogations.
Thus, semantic caching concepts were successfully applied in opti-
mizing the performance of location dependent queries in the context
of mobile environments. These solutions do not allow mobile client to
cooperate and thus, only local cache is used for answering spatial inter-
rogations. Using a cooperative approach in such mobile environments
might not even be practical due to the battery-wise power limitation of
most mobile devices.
2.2 Cooperative Caching
Cooperative caching is a common technique which improves the per-
formance of many distributed and parallel systems.This section gives an
overview of most general cooperative caching approaches.
CMP (ChipMultiprocessors) Cooperative Cache [19] improves the
performance of the chip multiprocessor systems by allowing CPUs to
share their private L2 caches in a cooperative way. The approach imple-
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ments three cooperative policies: a) cache-to-cache transfers of clean
data, b) replication-aware data replacement and c) global replacement
of inactive data. The first policy (a) facilitates cache-to-cache transfers
in order to reduce the number of accesses to the memory. The second
policy (b) tries to avoid storing a single data block in multiple L2 pri-
vate caches while policy c) allows blocks evicted from a local L2 cache
to be placed in the another local cache. A central directory is used for
maintaining the state of the cooperative cache
[30] studies the way in which a cooperative caching solution can im-
prove the performance of network file systems. Clients are assumed to
be located in the same LAN (Local Area Network). Local caches are
organized into fixed size blocks which are stored in memory. The paper
compared four cooperative caching solutions: a) direct client cooper-
ation, b) greedy forwarding, c) central coordinated caching and d) n-
chance forwarding. When using the first solution (a) clients can use the
resource of other idle peers in order to cache their local data. When idle
clients become active the cached block of other clients are discarded.
This approach requires no change of the file server. In the greedy for-
warding approach the servermaintains the states of all clients’ caches and
forwards requests to clients which have the required block in their local
caches. The centrally coordinated caching solution statically partitions the
local caches into a locally managed section, which is managed individ-
ually by each client, and a globally managed section, which is managed
by the server. The n-Change forwarding solution dynamically adjusts the
fraction of each client’s globally managed section based on clients’ ac-
tivity. These approaches are compared through simulations. The results
show that solution d) outperforms the other approaches.
Cooperative caching principles were also applied in the context of
mobile ad-hoc networks. For example, [95] describes an approach
in which mobile nodes, which are part of an ad-hoc network, cache
and share data in a cooperative way. Three approaches are presented
and compared. In the first approach, named CacheData, nodes cache a
passing-by data record locally when that record is popular. The CacheP-
ath approach allows client to cache paths to specific data records in order
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to reduce the number of hops during the routing process. HybridCache
combines the first two approaches.
[50] presents a mobile cooperative caching approach for push-based
information systems. In such a push-based system a server repeti-
tively broadcast various data to clients using a broadcast communication
mechanism. When a mobile node wants to access a particular data item
it first checks the local caches. If that required item is not present in lo-
cal cache, the mobile nodes tries to find that data item in the caches of
other clients. If response time of accessing the response cached entries
is lower than to wait to the next broadcast the remote cache entries is
transferred locally.
Other research projects aim at the provisioning of cooperative
caching facilities in Web environments. For example, [73] presents
CoopNet, a cooperative network architecture, where clients cooperate
in order to improve the overall network performance. It is described
how CoopNet is used for solving Web flash crowd scalability problems.
In this approach, clients that have already downloaded Web content,
start serving the content to other clients, relieving the server of this task.
The redirection of requests from the server to other clients is handled by
a centralized component running at the server side. Thus, this approach
does not integrate the distribution aspect.
Squirrel [55] is a decentralized, P2P Web caching system. It enables
Web browsers to share their local caches in a scalable matter. All Web
clients are a part of a P2P overlay based on the Pastry [80] system. Each
URL (Uniform Resource Locator) is associated with a node from the
P2P overlay, which is called the home node. This association is done by
applying a hash function on the URL and choosing the node with the
closest ID to the hash value. Two approaches are implemented: Home-
Store and Directory. When the Home-Store approach is used, Squirrel
stores objects both at client caches and at its home node. In the Direc-
tory approach, home nodes only store the IDs of other existing nodes
the have the relevant content.
Hence, cooperative caching principles were applied in optimizing
many types of distributed and parallel systems, fromCPUdesign toweb
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architectures. Compared with semantic caching database approaches,
these systems have relatively simple data models (e.g., memory blocks,
web pages). In order to answer requests, most such systems only need to
access one cached entry. TheCoopSC approach needs to combine mul-
tiple cache entry in order to eﬃciently answer relation selection queries.
2.3 Cooperative Database Semantic Caching
The Wigan system [28] caches old results of database queries in order
to answer new queries and to allow for the entries cached to be shared
between clients. Wigan supports only queries that can be expressed as
conjunctions of single attribute range conditions. Thus, the query “se-
lect * fromearthquakeswhere lat < 10 and long< 20” is supported, while
“select * from earthquakes where lat < 10 or long < 20” is not. A cached
queryQ1 canbe used for answering a queryQ2only, ifQ2 is strictly sub-
sumed by Q1 . In real world applications, the number of cases, in which
this happens, is limited. Anotherdrawbackof this approach is that is uses
a centralized tracker in order to determine, which entries cached can be
used when answering a new query. A centralized approach will show in
certain cases scalability and reliability problems, since the tracker repre-
sents a single point of failure. This can be avoided in a fully decentralized
approach. Furthermore, Wigan does not handle update queries, too.
[63] describes a cooperative caching architecture for answering
XPath queries with no predicates. Two methods of organizing the dis-
tributed cache are proposed: (a) IndexCache: each peer caches the re-
sults of its own queries; and (b) DataCache: each peer is assigned a par-
ticular part of the cache data space. The approach works with the XML
data model and supports simple XPath queries that have no selection
predicates. XPath queries assume a hierarchical XML structure and re-
turn a sub-tree of this structure. When answering a query, the XPath ap-
proach searches for a cache entry that strictly subsumes the given query.
Thus, in consequence, partial hits are not supported. Another problem
with this approach is that is does not handle update queries as well.
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Table 2.3: Cooperative Semantic Caching Approaches
Approach Data
Model
Query Types Hit
Types
Resolution Update
Wigan [28] Relational Simple range
selections
Strict Centralized
tracker
No
XPath Index-
Cache [63]
XML XPath (no
predicates)
Strict Distributed
Index
No
Dual
Cache [35]
Gedeon Non-range
queries
Strict Flooding No
CoopSC [91] Relational Range select-
project queries
Strict,
Partial
Distributed
Index
Yes
PeerOLAP[57] Relational OLAP Strict,
Partial
Flooding No
The Dual Cache approach [35] is a caching service built on top of
the Gedeon data management system [32]. The system performs a sep-
aration between query and object caches. It also allows cache entries of
clients to be shared in a cooperative matter. The cooperation is done us-
ing a flooding approach, but the systemallowsnew types of cache resolu-
tion to be added. In order to overcome the scalability issues of flooding,
client are divided into communities. Thus, only clients that are in the
same community can cooperate. Dual Cache handles non-range pred-
icates only (e.g., lat = 20 and long = 50) and supports only strict hits
between query entries. Update queries are also not handled.
The PeerOLAP [57] architecture improves the performance of
OLAP relation database by allowing clients to cooperatively share their
local caches. The approach uses the fixed chunk division introduced in
[33]. Similar with the original approach, the system first determines
chunks which are needed to answer a given query. Afterwards, the sys-
temuses a broadcast approach in order for transferring the content of the
determined chunks from other clients. In order to avoid flooding the
network, each TTL (time-to-live) mechanism is used. Update queries
are not supported by this approach. Due to the use of a fixed chunk-
based space division unneeded tuples have to be transferred when an-
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swering queries because such queries can ask for only a sub-set of a par-
ticular chunk. Since theCoopSCapproachuses an exact query rewriting
process, it only transfers the required data.
Therefore and in summary, Table 2.3 illustrates the key diﬀerences
between the cooperative semantic caching approaches investigated as
related work as well as outlining already for comparing dimensions the
new CoopSC approach.
2.4 Materialized Views
The cooperative semantic caching approach has similarities with the
general approach of storing materialized views [47] in a distributed
database environment. In both approaches, the storage unit consists of
a set of n-tuples and predicates which describe the common property
of these tuples. The main diﬀerence is related to the place where these
entries are stored: materialized views are stored on the server site, while
CoopSC stores data on the client side. An addition important diﬀerence
consists in the fact that CoopSC has to store a much larger number of
views which usually, contain a small number of tuples (i.e. results of old
queries). These diﬀerences induce additional research challenges that
must be solve by CoopSC.
Answering queries using views has been an intensively studied prob-
lem in database literature [49]. The aim is to find eﬃcient mechanisms
for using a set of previously defined materialized database views for an-
swering database queries. Most existing approaches assume that ma-
terialized views are stored on the server side, while semantic caching
keeps results of old queries on the client side. Existing approaches
have two important use cases: query optimization and data integra-
tion. In query optimization, finding a query rewriting that uses ex-
isting materialized view can generate a more eﬃcient query execution
plan. Existing algorithms used for query optimization (e.g., System-
R style [44], GMAP [87]), are designed to handle a small number of
existing database materialized views and perform at least a linear iter-
ation over the list of views. The number of views used by the cooper-
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ative semantic approach is, usually, large because each client stores re-
sult of old queries. In the data integration use cases ([62], [46]), the
goal is to find a maximally-contained rewriting using views that repre-
sent mappings of diﬀerent schemas and which often does not return
the complete result set. The cooperative semantic caching approach
uses a single database schema and aims to always return complete re-
sult sets. In order to tackle this problem and design an eﬃcient query
rewriting algorithm, the XPath Index-Cache [63] approach indexes the
XPath queries in a distributed index which resembles the Prefix Hash
Tree structure. CoopSC designs an eﬃcient distributed index that sup-
ports query rewriting of generic n-dimensional select-project database
queries.
The general issue of updating materialized views in a distributed
database environment remains a challenging problem [82]. There are
three main types of strategies: a) update views after each change; b) de-
fer views updating until a related query is issued; c) periodically or on-
demand re-materialized views. Because the semantic caching approach
stores a much larger number of views which contain a smaller fewer tu-
ples new strategies were developed for eﬃciently handling update state-
ments.
2.5 Conclusions
Existing cooperative semantic caching systems lack the support of com-
plex query types. There are no approaches in place, which handle
generic n-dimensional range selections. Another limitation of existing
solutions is the way in which cache entries are used for answering a new
query: existing approaches only look for an entry that strictly subsumes
the query. Thus, combining multiple entries in order to answer a given
query is not supported. Furthermore, most approaches do not provide
a scalable way of finding which entries are suitable for answering new
queries. Compared with the classic materialized views solutions, query
rewriting and handling update statements in the context of cooperative
semantic caching presents many additional scalability challenges which
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the CoopSC approach handles. The CoopSC approach solves these
challenges in a distributed environment as mentioned above.
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3
TheCoopSCApproach
The Cooperative Semantic Caching (CoopSC) approach, illustrated in
Figure 3.1, extends the general semantic cachingmechanismby enabling
clients to share their local semantic caches in a cooperative manner.
When executing a query, the content of both the local semantic cache
and entries stored in caches of other clients can be used. A new query
will be split into probe (2), remote probe, and remainder (3) sub-queries
using a query rewriting process. The probe retrieves the part of the an-
swer, which is available in the local cache (5). Remote probes retrieve
those parts of the querywhich are available in caches of other clients (5).
The remainder retrieves the missing tuples from the server (5). These
sub-queries are integrated into a query plan tree which specifies the way
inwhich theoriginal query is tobe executed. Thefinal result set is cached
locally in order to be used when answering new queries (6) and then re-
turned to the user (7).
In order to execute the query rewriting, cache entries of all clients
will be indexed in a distributed data structure built on top of a Peer-to-
peer (P2P) overlay that is formed by all clients which are interrogating a
particular database server. Additionally, CoopSC designs a suitable and
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Figure 3.1: CoopSC Approach
eﬃcient mechanism for handling update queries. When the content of
the database is changed, modifications are reflected in the cooperative
cache.
CoopSC handles the execution of n-dimensional select-project
queries. Similarly with the approach presented in [31], the local cache is
organized into disjoint semantic regions. A semantic region is defined as a
set of tuples and a constrained formula which determines the common
property of the tuples. Clients interrogating a specific database server
form the P2P overlay network, which is used for indexing these seman-
tic regions.
Semantic regions are stored, in-memory, by theCacheManager [91].
The Cache Manager also implements a replacement policy which is or-
thogonal to the CoopSC approach. Each client manages its local cache
entries independently. As a result, popular entries will be automatically
replicated to multiple clients and thus the scalability of this approach is
increased.
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This chapter is organized as follows: the basic concepts related to the
CoopSC approach, which are used throughout this chapter, are intro-
duced in Section 3.1 . The query rewriting process is described in Sec-
tion 3.2. This is followed by a detailed description of the design of the
distributed index in Section 3.3. The update mechanism is presented in
Section 3.4 while Section 3.5 presents this chapter’s summary and some
concluding remarks related to the design of the CoopSC approach
3.1 Basic Concepts
Based on the general semantic caching approach, introduced in [31],
this section presents the main structures used in the CoopSC approach
and also formally defines the possible relations between semantic re-
gions and queries. These definitions are further used when describing
the query rewriting algorithms.
Figure 3.2 describes themain structureswhich are used for represent-
ing semantic regions and queries. The SemanticRegion structure con-
tains a unique identifier, the name of the table, the set of fields, the pred-
icate which describes it, and the set of tuples which determines the con-
tent of region. A query is defined by the name of table, the set of fields
and the predicate.
Based of structures presented in Figure 3.2, is what follows the con-
cepts of intersection and subsumption between queries and regions will
be clearly defined.
Definition 1 Let r be a semantic region and q a query. r and q are said to
vertically intersect if r:table = q:table and r:fields \ q:fields 6= ;.
Example 1 Let:
r1 = (10, wisconsin, {unique1, unique2, two}, unique1 < 10,{…})
r2 = (11, wisconsin, {unique2, four}, unique1 < 10, {…})
two semantic regions and
q = (wisconsin, {unique1, two}, unique1 < 40)
a query.
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Structures
struct SemanticRegion
id : int
table : string
fields : FieldsSet
pred : Predicate
ntuples :NTuples
structQuery
table : string
fields : FieldsSet
pred : Predicate
Figure 3.2: CoopSC Structures
r1 and q vertically intersect, while r2 and q do not because their fields do
not intersect.
Definition 2 Let r be a semantic region and q a query. r and q are said to
horizontally intersect if r:table = q:table and the predicate q:pred^r:pred
is satisfiable.
Example 2 Let:
r1 = (10, wisconsin, {unique1, unique2}, unique1 < 10, {…})
r2 = (11, wisconsin, {unique2, unique2}, unique1 > 100, {…})
two semantic regions and
q = (wisconsin, {unique1, two}, unique1 < 40)
a query.
r1 and q horizontally intersect, while r2 and q do not because the predi-
cate (unique1 > 100) ^ (unique1 < 40) is not satisfiable.
Definition 3 Let r be a semantic region and q a query. r and q are said to
intersect if they vertically intersect and horizontally intersect.
If a semantic region R intersects a given query Q, it can be used for
partially answering Q. Query will be split in a sub-query that can be
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answered usingR and sub-queries for whichR does not provide relevant
tuples.
Definition 4 Let r1 and r2 be two semantic regions. r1 and r2 are said to be
disjoint if r1:table 6= r2:table or r1:fields \ r2:fields = ; or the predicate
r1:pred ^ r2:pred is not satisfiable.
Example 3 Let:
r1 = (10, wisconsin, {unique1, unique2, two, four}, unique1 < 10, {…})
r2 = (11, wisconsin, {unique1, unique2, two}, unique1 > 100, {…}
r3 = (12, wisconsin, {unique2, four}, unique1 > 0, {…}
three semantic regions.
r1 and r2 are disjoint, while r1 and r3 are not because (unique1 < 10) ^
(unique1 > 0) is satisfiable.
Definition 5 Let r be a semantic region and q a query. It is said that r
vertically subsumes q if r:table = q:table and r:fields  q:fields.
Example 4 Let:
r1 = (10, wisconsin, {unique1, unique2, two, four}, unique1 < 10, {…})
r2 = (11, wisconsin, {unique1, unique2, two}, unique1 < 10, {…}
two semantic regions and
q = (wisconsin, {unique1, four}, unique1 < 40)
a query.
r1 vertically subsumes q, while r2 does not because r2:fields 6 q:fields.
Definition 6 Let r be a semantic region and q a query. It is said that r
horizontally subsumes q if r:table = q:table and q:pred) r:pred.
Example 5 Let:
r1 = (10, wisconsin, {unique1, unique2}, unique1 < 100, {…})
r2 = (11, wisconsin, {unique2, unique2}, unique1 < 50, {…})
two semantic regions and
q = (wisconsin, {unique1, two}, unique1 < 70)
a query.
r1 horizontally subsumes q, while r2 does not because (unique1 <
70) 6) (unique1 < 50).
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Definition 7 Let r be a semantic region and q a query. It is said that r
subsumes q if r vertically subsumes q and r horizontally subsumes q.
If region R subsumes query Q, Q can be answered completely using
the content of R. Thus, subsumption is a much stronger condition than
intersection.
3.2 Query Rewriting
The query rewriting process (illustrated in Figure 3.3) determines parts
of a given query that can be answered using the local cache (probe),
caches of other clients (remote probe) or the database server (remain-
der) and the way in which they are combined in order to return the fi-
nal query result. This process is executed by a component, running on
client side, calledQuery Rewriter. The result of a query rewriting process
is a query plan tree, which describes how query is to be executed. Ini-
tially, the query rewriting checks entries stored in the local cache (Local
Rewriting). Afterwards, the distributed index is interrogated in order to
determine remote cache entries which can be used for answering given
query (Distributed Rewriting).
This section will, first, describe the structure of query plan trees. Af-
terwards, the local and distributed rewriting process will be presented.
3.2.1 Query Plan Tree
As mentioned, the result of a query rewriting process is a query plan tree
(exemplified in Figures 3.5 and 3.6). Its leaves refer to semantic regions
(stored locally or remotely) or sub-queries which are to be executed by
the database server.
A query plan tree contains types of nodes for executing union and
join operations, selecting tuples from the local cache entries (SelectPro-
ject), returning the content of specified region (Region), executing given
query on server (Remainder) and returning result of a query plan tree ex-
ecuted on a diﬀerent CoopSC (RemoteProbe).
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Figure 3.3: Query Rewriting
3.2.2 Local Rewriting
The Local Rewriting process scans the local cache and determines which
semantic regions can be used for answering a given query. The result of
the local rewriting is an initial query plan tree which only contains ref-
erences to the local cache or the database server (exemplified in Figure
3.5).
Each region is compared with a given query. Figure 3.4 illustrates
the possible relations between a given query and a current semantic re-
gion. The vertical and horizontal axes are used to illustrate the concepts
of vertical and horizontal intersections, introduced in Section 3.1. In
this figure, the red-bordered rectangles represent parts of given which
are not contained in current region and need to be answered using other
regions. When comparing given query with a region, the following situ-
ations emerge:
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a) region and query do not intersect (c.f., Definition 3); current re-
gion is not used for answering query.
b) region subsumes (c.f., Definition 7) query; query can be com-
pletely answered using current semantic region.
c) region vertically subsumes (c.f., Definition 5) query and horizon-
tally intersects (c.f., Definition 2) it; query is split into two sub-
queries; one can be answered using current region, while for the
other the local rewritingwill continueusing the following regions.
d) region horizontally subsumes (c.f., Definition 6) query and verti-
cally intersects (c.f. Definition 1) it; query is split into two sub-
queries; one can be answered using current region, while for the
other the local rewritingwill continueusing the following regions.
e) region both horizontally (c.f., Definition 2) and vertically intersects
(c.f. Definition 1)query; query is split into three sub-queries; one
can be answered using current region, while for the other two the
local rewriting will continue using the following regions.
Thus, an initial query plan tree is constructed by comparing compar-
ing queries with each region, determining the intersection, and continu-
ing the process with that parts of given queries which are not part of this
intersection.
 a)  b)  c)  d)  e)
Query
Region
Region
Query
Region
Query
Region
Query
Region
Query
Figure 3.4: Region/Query Overlapping
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Union
SelectProject
Table wisconsin
Fields *
Predicate (30 < unique1) and (unique1 < 40)
Region 1
Remainder
Table wisconsin
Fields *
Predicate (39 < unique1) and (unique1 < 60)
Figure 3.5: Local Query Plan Tree
3.2.3 Distributed Rewriting
As illustrated in Figure 3.3, distributed rewriting uses the distributed in-
dex in order to determine which remote semantic regions can be used
for answering given query. The query plan tree, generated during local
rewriting is modifying by replacing Remainder nodes with results of in-
terrogations sent to distributed index. These results can refer to semantic
regions stored by other clients. Figure 3.6 illustrates a possible result of
distributed rewriting.
3.3 Distributed Index
This section describes the distributed structure that is used for indexing
semantic regions. For visualization purposes, only double attribute se-
lections are considered, but, afterwards, the way in which this approach
can be generalized for multi-attribute selections is presented.
As mentioned in the beginning of the section, semantic regions
are defined by a set of tuples and a predicate. Under the given two-
dimensional assumption, the predicate is a double attribute selection
(Example: 10 < lat and lat < 20 and 20 < long and long < 30).
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Fields *
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Figure 3.6: Distributed Query Plan Tree
Queries are also double attribute selections (Example: select * from
earthquakeswhere 10 < lat and lat < 20 and 20 < long and long < 30).
Double attribute selection predicates can be represented as sets of non-
overlapping axis-aligned rectangles (Example: {(10, 10, 20, 30), (40,
50, 80, 90)}). Rectangles are represented with the coordinates of their
top-left and bottom-right corners. This representation will be used for
both semantic regions and queries.
The distributed index must be able to index semantic regions. Re-
moving regions from index shall also be supported. Furthermore, given
a query Q, the distributed index must return a query plan tree that con-
tains references to semantic regions stored in diﬀerent CoopSC clients
and minimizes the part of query which is answered by the database
server.
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The distributed index is based on the P2P index described in [86],
which adapts the classic MX-CIF quad trees [81] in order to be stored
on top of a P2P overlay. CoopSC implements this approach and also
integrates the distributed rewriting algorithm (c.f., Figure 3.10) into the
general distributed index structure introduced in [86].
The two-dimensional square-based area is, recursively, divided into
four equal-sized square blocks until a given fundamental maximum level,
fmax is reached. Each square is associatedwith a node from theP2Pover-
lay. The association between squares and peers is done by applying a
hash function on coordinates of squares’ center points and selecting, for
each square, the peer that has the closest ID to the hash value. Each se-
mantic region is indexed in the square ofminimum size (thus, maximum
level) that contains given region.
Figure 3.7 exemplifies the quad tree space division and the way in
which four give semantic regions are indexed. Regions R1 and R4 are in-
dexed in the root node, since they are not contained in any child square.
R2 is totally contained in the top-right level 2 sub-square, thus is indexed
in the corresponding level 2 node. R3 is indexed in a level 3 node.
As described in [86], for performance and reliability reasons, the root
node is not stored in the P2P overlay. Only nodes at a level higher or
equal to a given fundamental minimum level, fmin are considered. Thus,
when implemented distributively on top of a P2P overlayMX-CIF quad
trees are transformed into forests. It is assumed that fmin is chosen in such
away that every semantic regions is contained in a square associatedwith
a node of level fmin.
Figure 3.8 and 3.9 present the pseudo-codes for adding and removing
semantic region to/from distributed index. As mentioned, each region
is added to the quad node of maximum level that contains it. Methods
sendAddRegion and sendRemoveRegion route request through the P2P
overlay until the node associated with the specifiedQuad is reached.
Figure 3.10 contains the pseudo-code for the algorithm that handles
rewriting requests within distributed index. An initial query rewriting,
similar with local rewriting, is performed using indexed semantic re-
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Figure 3.7: MX-CIF Quad Tree Example
gions. Afterwards, the rewriting process continues with children quad
nodes.
Add-Region(QN : QuadNode;R : Region)
for child : QN:children()
do if child:contains(R)
then sendAddRegion(child;R)
return
QN:regions:add(R)
Figure 3.8: Distributed Index: Add Region
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Remove-Region(QN : QuadNode;R : Region)
for child : QN:children()
do if !child:empty() ^ child:contains(R)
then sendRemoveRegion(child;R)
return
QN:regions:remove(R)
Figure 3.9: Distributed Index: Remove Region
Rewrite(QN : QuadNode;Q : Query)
n rewrite(Q;QN:regions)
for r : n:remainders()
do result ;
for c : QN:children()
do if c:intersects(r:query)
then
m sendRewrite(c; r:query)
results:add(m)
r Union(results)
return n
Figure 3.10: Distributed Index: Rewrite
The distributed index can be adapted to n-dimensional selections by
dividing the n-dimensional space into 2n equal size quads. For single
attribute selections, quads are reduced to intervals.
3.4 Updates
When the content of the database is changed, modifications must be re-
flected in the cooperative cache. Handling updating eﬃciently presents
the following challenging issues: a) not all modifications are gener-
ated directly by clients; the database server can have active compo-
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nents which perform changes as a result of diﬀerent events; b) the up-
date mechanism must avoid combining region that pertain to diﬀerent
database snapshots.
Execute(Q : Query)
quads query:getIntersectedSquares(fupdate)
before database:getTimestamps(quads)
plan rewrite(Q; before)
result plan:execute()
after database:getTimestamps(quads)
if before 6= after
then return database:execute(Q)
else return result;
Figure 3.11: Update Handling
The following example illustrates a scenario when combining regions
that originate from diﬀerent snapshots causes inconsistencies: client A
executesQ1: “select * from persons where 20 < age and age < 40” and
caches its result in region R1. Afterwards, client B updates the age of a
person from25 to50. Finally, A executeQ2: “select * frompersonswhere
20 < age and age < 60”which is split in a probewhich returns regionR1
and a remainder which executes “select * from persons where 39 < age
and age < 60” on server-side and returns result. The updated person
will be present both in region R1 and also in the remainder, because the
modification was performed after the execution ofQ1 and thus, the final
result will be inconsistent.
CoopSC handles updates with a cooperation from the database
server. An active database server component was developed in order to
handle the execution of update, insert, and delete SQL statements us-
ing triggers. This component uses the same quad space division as the
distributed index which was presented in the previous section. For each
quad from a given fundamental update level, fupdate (fmin  fupdate 
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fmax), database server stores a virtual timestamp which is initialized
with 0. These timestamps are incremented when modification are per-
formed to tuples pertaining to particular quads. Semantic regions are
augmented with virtual timestamps of quads they intersect at the mo-
ment of retrieval from database. Referring to the example from figure
3.7 and assuming that tupdate = 2, R1 will store four timestamps values,
R2 one timestamp, R3 also one, and R4 two timestamps.
Before rewriting a new query, client asks the database server for the
virtual timestamps of the quads that intersect given query. The rewriting
process will not use entries for which some virtual timestamps are older
than the ones returned by server. If such entries are found, they are also
discarded in order to save storage space. These timestamps are also used
during distributed rewriting in order to only consider up-to-date remote
semantic region challengings and to discard old ones.
On one hand, an advantage of this approach is that queries results are
always up-to-date. On the other hand, this solution can discard entries
that are still valid. A modification performed on a single tuple, which
pertain to a particular quad causes invalidation of all entries which in-
tersect that quad. Increasing the fundamental update level can reduce
the number of valid entries which are discarded, but, in the same it also
enlarges the number of virtual timestamps stored in distributed index
and regions.
Figure 3.11 contains the pseudo-code of the update mechanism
within the general query execution algorithm. Initially, quads of level
fupdate which intersect given query are determined. The timestamps of
these squares are then returned from the database server. The query
rewriting process is then executed and a query plan tree returned. The
query plan tree is executed and a result returned. Afterwards, the times-
tamps values of query’s squares are determined again and compare with
the original values. If diﬀerences are noticed, the result that uses the
cache is discarded, because at least amodificationoccurredduringquery
rewriting or query plan execution and system can not guarantee that re-
sult contains only tuples from a single database snapshot.
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Since clients are not directly involved when executing update state-
ments, modifications performed outside the CoopSC context are also
handled correctly. Moreover, the use of the virtual timestamps makes
sure that all semantic regions which are integrated belong to the same
database snapshot which guarantees that the final query result is consis-
tent. Thus, both challenges related to handling updates, described in the
beginning of this section, are solved by the CoopSC approach.
3.5 Chapter Summary
This chapter describes the CoopSC cooperative semantic caching ap-
proach which aims to improve the performance of SQL n-dimensional
range interrogations in distributed environments. The main concepts
and processes related to CoopSC were introduced and presented in de-
tails. The design of the distributed query rewriting algorithm and of the
distributed index are described and exemplified. The structure of query
plan trees, which are returned by the query rewriting process, is outlined.
Moreover, eﬃcientmechanismwere designed for handling update state-
ments.
Thus, by introducing and describing the CoopSC approach, this sec-
tion shows that a cooperative semantic caching approach is technical
feasible and that, within the general approach, update statements can be
handled in a way that guarantees consistency. Based on this approach,
a CoopSC system was developed (c.f. Chapter 4) and evaluated (c.f.
Chapter 6).
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4
TheCoopSCArchitecture
This chapter describes the architecture of the CoopSC system which
handles the execution of n-dimensional range select-project queries and
also supports the SQL statements whichmodify the content of database
(i.e, insert, delete, update). The system was fully implemented (c.f.,
Chapter 5) and evaluated (c.f., Chapter 6). The newly developed ar-
chitecture is based on the approach presented in Chapter 3, and aims
to integrate all the CoopSC-related features in a unified system. The
CoopSC architecture works with relational database systems. The local
cache is organized into disjoint semantic regions, as defined in Chap-
ter 3. Clients interrogating a specific database server form the P2P over-
lay network, which is used for indexing semantic regions.
4.1 Overview
The CoopSC architecture must allow the homogeneous embedding of
all CoopSC functionalities into a single integrated system. Moreover,
this architecture must also make sure that all of these features can be
implemented in an eﬃcient way.
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Most of the CoopSC features are running on the client side. Thus,
cache entries must be stored and retrieved eﬃciently using a storage
component. A P2P overlay architecture must be used in order to index
semantic regions and to eﬃciently determine relevant cache entries. The
query rewriting process, which accesses the distributed index and the lo-
cal cache, should also be embedded in the new CoopSC system. Com-
ponents must be designed for allowing the execution of sub-queries and
the integration of their partial results into a single query result. Since
clients should be able to connect to each other and execute remote sub-
queries, a classic client-server interaction must be supported and de-
signed in an eﬃcient way. Thus, each CoopSC-enabled node must be
able to act as a server for all of its peers.
Because the update handling mechanism is done with a cooperation
from the database server, the CoopSC architecture also contains some
update-related components which run on server side. These compo-
nents interact with the database trigger mechanism and are called when
modifications are performed on tables for which the CoopSC approach
was enabled. These server components also store the general CoopSC
metadata which is read by all clients during the system initialization
phase.
4.2 Components
The components of the CoopSC architecture, utilizing the P2P over-
lay functionality, are illustrated in Figure 4.1. In what follows, these
CoopSC architectural components are described outlining their main
features and also the way they interact with each other.
4.2.1 Client Components
Because CoopSC aims to allow clients to exchange cache entries in a co-
operative way, most of the CoopSC-related functionality runs on client
side. An API (Application Programming Interface) is provided for al-
lowing applications to use the CoopSC system. A query rewriting com-
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Figure 4.1: CoopSC Architecture
ponent determines which components of a given query are to be ex-
ecuted on local cache, database server or remote peers. Components
are also provided for executing sub-queries on database servers and re-
mote clients. In what follows, the CoopSC client-side components are
described in details.
CoopSC API
TheCoopSCAPI (c.f., Figure 4.1) is a programming interface that allows
writing applications that use the CoopSC architecture. This component
allows CoopSC-based applications to create CoopSC connections, exe-
cute SQL statements, and iterate through results of query executions.
In order to allow existing Java applications to useCoopSC, aCoopSC
JDBC (Java Database Connectivity) [77] driver was also developed.
The JDBC API-called are mapped to the standard CoopSC-API using
the JNI ( Java Native Interface) [45] technology.
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SQL Parser
The SQL parser (c.f., Figure 4.1) component parses the sub-set of the
SQL language which corresponds to the statements that are handled
by the CoopSC system. Thus, this parser handles selection queries for
which the predicate is n-dimensional range selection. Other query types
are ignored by the parser and send for execution directly to database
server.
Query Executor
The Query Executor (c.f., Figure 4.1) component handles the execution
of queries. Using the Query Rewriter, it first splits a given query into
probe, remote probes and remainder sub-queries. These sub-queries are
integrated into a single query plan tree.
Furthermore, it executes each sub-query, in parallel, by accessing the
local cache or by sending it for execution to either a diﬀerent client or to
the database server. After the execution of these sub-queries, theQuery
Executor integrates their result sets and returns the final result of the
query.
Since the relational database model is based on a the set theory, the
order of tuples returned by SQL select statements (without an order by
clause) is not relevant. Thus, integrating diﬀerent result sets can be per-
formed eﬃcently without needing to establish a fixed order of integra-
tion.
Before and after eachquery execution theQueryExecutor determines,
by accessing the database server, the virtual timestamps of the quads
which contain the given query. As described in the previous chapter,
these timestamps are used for making sure that old cache entries are not
used when generating new results set.
Query Rewriter
The Query Rewriter (c.f., Figure 4.1) determines which parts of a given
query are to be returned from local cache, remote cache or the database
48
server. The result of the query rewriting process is a query plan treewhich
contains parts that are to be executed locally, on the database server or
on remote clients.
In the first step, theQuery Rewriter determines the probe, which is the
part of the query that is available in the local cache. This is accomplished
by scanning local semantic regions and checking if they overlap with the
given query. This first step also returns the local remainder, which repre-
sents the portion of the query which is not available in the local cache.
In order to determine the remote probes and the remainder, the dis-
tributed index is interrogated with the local remainder.
Database Executor
The Database Executor (c.f., Figure 4.1) sends remainder sub-queries
to be executed on database servers and returns the corresponding re-
sult sets. These results sets are then used by the Query Executor and
combined with other sub-queries results in order to determine the fi-
nal query result. The communication between this component and the
database server is based on the well-established SQL protocol.
Peer Executor
The Peer Executor (c.f., Figure 4.1) component handles the execution of
remote probe sub-queries which return data from remote caches of other
clients. This component receives a query plan tree from the Query Ex-
ecutor component. This query plan tree is sent to a remote Peer Server
for execution. The result of the execution is then sent back and stored
locally.
In order to improve performance, single connection to other clients
are reused by multiple query executions and stored in a connection pool.
CacheManager
The Cache Manager (c.f., Figure 4.1) component manages the storage
of semantic regions and implements the LRU (Least Recently Used) re-
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placement policy. LRU ismotivated by the concept of temporal locality:
a recently used entry has a good chance to be used in the near future.
The distributed index must be synchronized with the content of
clients’ local caches and, thus, when a semantic region is added or re-
moved from the cache, the distributed index component is notified and
the structure of index is updated.
Distributed Index
All semantic regions are indexed in aDistributed Index (c.f., Figure 4.1).
The purpose of the distributed index is tomake the query rewriting pro-
cess eﬃcient. For each query given as input, the distributed index com-
ponent returns a list of semantic regions that semantically overlap the
query and minimize the portion of query that must be executed by the
database server. The design of the distributed index is described in Sec-
tion 3.3. Thus, this component’s interface must provide methods for in-
dexing semantic regions, removing entries from the distributed index
and for executing the distributed query rewriting process.
Peer Server
The Peer Server (c.f., Figure 4.1) handles requests of locally cached data
received from other CoopSC clients. The requests contain query plan
trees which refer local semantic regions. These query plans are executed
and results are returned to caller remote clients.
Thedesign of this componentmust allowmultiple query execution to
be executed in parallel because multiple remote peers can request data
from the local cache in the same time.
In-Memory Storage
The In-Memory Storage component (c.f., Figure 4.1) handles the stor-
age of semantic region on client-side. This storage component is directly
managed by theCacheManager componentwhich determineswhich se-
mantic regions are stored or removed from the cache. The In-Memory
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Storage provides a simple interface which has methods for adding and
removing cache entries.
P2P Overlay
The P2POverlay (c.f., Figure 4.1) layer implements a DHT (Distributed
Hash Table) [13] functionality which is used by the Distributed Index
component in order to index semantic regions. In such an approach, a
hash function is applied to each entrywhich is about to be stored and the
node with the closest ID is chosen for storage. The P2P overlay utilizes
the SHA1 [38] hash function.
This hash function is applied when indexing a cache entry in order to
determine which node from the overlay is chosen for storing the index
of that cache entry. The description of the cache entry (i.e., selection
predicate and attributes) is serialized and the hash function is applied to
this serialized data.
The P2P overlay implements a routing algorithms (e.g., Kadem-
lia [13]) which routes a particular (key, value) entry to the right node.
When indexing semantic regions, the key is assumed to be formed from
the coordinates of the quad that totally contain given region, while the
value contains the description of the query which generated the seman-
tic region, the value of the relevant virtual timestamps, the address of the
nodes that stores it, and the ID of the region.
Such an approach increases the scalability of the system since the
load of storing and interrogating the distributed index is divided to all
CoopSC-enabled clients. Unfortunately, this solution has also an im-
portant drawback: if some nodes fail, the entries stored of that nodes
are lost and, thus, the corresponding semantic regions can not be used
by other clients.
On one hand, in the context of CoopSC, even if some entries from
the distributed index are completely lost, the system would not re-
turnwrong or incomplete results since the logically-centralized database
server has the complete set of data. On the other hand, if many such en-
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tries are lost the general performance degrades since the database server
can become overloaded.
In order to improve reliabilitymultiple nodes can be used for the stor-
age of a particular entry, based on a replication factor. Thus, given an
entry, the system finds the R (replication factor) nodes with the closest
IDs to the hash value and stores entry on all of them. If some such nodes
fail, other can take over.
4.2.2 Database Server Components
The CoopSC server components contain the update mechanism, and
also provide a unified access to the CoopSC metadata. The update
mechanism is designed as a PostgresSQL trigger component which is
called when modifications are performed in CoopSC-enabled database
relations. In what follows, these CoopSC server components are pre-
sented and described.
Update Trigger
The update trigger component is automatically called when modifica-
tions (i.e. update, delete and insert statements ) are performed on ta-
bles for which CoopSCwas configured in order to increment the virtual
timestamps which are aﬀected by these modifications. Such a trigger is
automatically created for each CoopSC-enable database table.
Timestamps
The Timestamps component (c.f., Figure 4.1) stores virtual timestamps
related to tables and fields for which the CoopSC approach was config-
ured.
A virtual timestamps is initializedwith 0. For everymodification per-
formed, its value is incremented by 1 by theUpdate Trigger component.
These timestamps are stored in database tables which are created auto-
matically by the CoopSC system.
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Metadata
TheMetadata component (c.f., Figure 4.1) stores information about ta-
bles and attributes for which the CoopSC is used. All numerical pa-
rameters related to the Distributed Index and to the update handling
mechanism are also kept (i.e, minimum level, maximum level, update
level). The metadata is read by all CoopSC clients during the initializa-
tion phase.
Storing the CoopSC metadata on the server side is motivated by the
fact that it is important that all clients have the same view of the config-
uration of the CoopSC system. For example, all clients must know for
which table CoopSC was enabled and which are the values of the con-
figuration parameters. Since the metadata is stored in relational table,
the communication between the client components and the Metadata
component is done using SQL interrogations.
4.3 Interactions
Figure 4.1 also illustrates the interactions between the CoopSC archi-
tectural components. Internally, all these components communicate in
a typical request-reply matter. This two types of interaction are visual-
ized in the figure by using arrows of diﬀerent size (larger arrows are used
of requests, smaller for replies).
This section describes the interactions between the CoopSC archi-
tectural components in the context of the three main execution scenar-
ios: a) a new locally initiated query execution; b) execution of a remote
probe which was received from a diﬀerent peer; c) handling modifica-
tions performed on database server. These three scenarios were chosen
because they express the core functionality of the CoopSC architecture
and embed all component-to-component individual interactions.
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4.3.1 Query Execution
The message sequence diagram from Figure 4.2 illustrates the interac-
tions between the CoopSC architectural components when executing a
new query.
Initially, the query is parsed using the SQL Parser component. Af-
terwards, the Query Executor is called in order to execute the given
query. The Query Rewriter component then executes the two-phase
query rewriting process. The local rewriting process reads the local
CacheManager while the distributed rewriting process accesses theDis-
tributed Index component. The returned sub-queries are then executed
by accessing the Cache Manager or by sending them for execution to ei-
ther the Peer Executor or to the Server Executor. Lastly, the final query
result is computed by integrating the partial results of these sub-queries
executions.
4.3.2 Remote Execution
Figure 4.3 illustrates the interactions between theCoopSC architectural
components when a new remote probe sub-query is received from a re-
mote peer (Caller) and is to be executed by the current node (Callee).
The sub-query is first sent by the Peer Executor component from the
caller node to the Peer Server component of the current node. The
communication is based on the TCP/IP (Transmission Control Proto-
col/Internet Protocol) transport protocol. The use of TCP/IP is moti-
vated by the need of reliable transmission when returning remote query
results. The sub-query is then executed by accessing the local semantic
cache, and the result of this execution is sent back to the caller CoopSC
node.
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Figure 4.2: Query Execution Message Sequence Diagram
4.3.3 Update Handling
Figure 4.4 illustrates the interactions between the CoopSC server-side
components when a modification is performed in a table for which the
CoopSC approach was configured.
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. Peer Executor (Caller) Peer Server (Callee) Cache Manager (Callee)
execute()
access()
result
result
Figure 4.3: Remote Peer Execution Message Sequence Diagram
. Database Server Update Trigger (Callee) Metadata (Callee) Timestamps (Callee)
call()
getInfo()
result
increment()
result
result
Figure 4.4: Update Handling Message Sequence Diagram
TheCoopSCUpdateTriggers is initially called as a result of amodifica-
tion which was performed in a CoopSC-enabled table. The trigger then
accesses the Metadata components in order to determine the parame-
ters with which the Distributed Index was configured. Finally, based on
this information, an entry from the Timestamps table is incremented.
4.4 Protocol Design
This section describes the design of the protocols which are used dur-
ing the communication between the CoopSC-enabled clients and the
database server. Since CoopSC is a peer-to-peer system, two types of
interactions are analyzed: client-database, and client-client.
56
4.4.1 Client-Database Interactions
Since the database server is assumed to be a relational database server,
the client-database communication protocol is using the SQL language.
Based on the component interactions described in the previous section,
there are three types of messages exchanges between clients and the
database server.
Metadata Retrieval This interaction only happens in the beginning,
during the initialization phase. It consists in the execution of sin-
gle select statements which returns the full content of the meta-
data table, which it is assumed to be of reduced size (e.g.,select *
from coopsc.metadata).
Timestamps Retrieval Before execution a CoopSC-supported query,
the timestamps of quads which intersect given query must be de-
termined. Thus, clients send SQL interrogations which select
from the timestamps table only the relevant values.
Query Execution Queries are sent for execution to the database server
and their results are returned back to clients in a typical SQL fash-
ion.
4.4.2 Client-Client Interactions
Theclient-client interactions consist on both direct communications be-
tween two clients and also on the messages exchanged using the P2P
overlay. When P2P messages are exchanged, destination node is not
specified by sender but it is selected by the overlay system based on the
value of a hash function. Inwhat follows, the protocols used for commu-
nication during the interaction scenarios described in the Section 4.3 are
presented. Initially, the protocol used during the execution of a remote
query is described (Remote Execution). Afterwards, the protocol used
by the distributed is presented (Distributed Index).
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Query Plan Timestamps
Status Result Set
Request
Reply
Figure 4.5: Remote Execution Message Format
Remote Execution
In the remote execution scenario, a client sends a sub-query for execu-
tion to a remote peer and the result of this query execution is returned.
The message sequence diagram from Figure 4.3 shows the interaction
between the caller and the callee clients.
Figure 4.3 illustrates the structure of messages used when executing
a remote query. When sending a request caller has to specify a query
tree plan which is to be executed, and a list of virtual timestamps which
are used for making sure the only up-to-data semantic regions are uti-
lized. A reply contains a status field which indicates if the execution was
successful and a result set (i.e., a list of tuples). The implementation of
the architecture must decide how to serialize the structures sent and re-
ceived during this interaction.
Distributed Index
Clients also communicate with each other in order to form and main-
tain the distributed index, which was described in Section 3.3. Special
messages are exchanged for adding entries, removing entries and return-
ing query rewritings. A distributed index entry contains information
needed to access a specific region (i.e. region and client IDs), descrip-
tion of that region (i.e. querywhichwas used for its generation) and also
values of virtual timestamps of quads that intersect given region. Each
message is routed to a specific node of the overlay based on the returned
value of a hash function, in a typical DHTmatter.
Figure 4.6 illustrates the structure of messages sent/received for cre-
ating andmaintaining the distributed index. Thefirst field represents the
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Entry
Quad Query Timestamps Client ID Region ID
Quad Client ID Region ID
Quad Query Timestamps Sender ID
Remove 
Entry
Rewriting 
Request
Rewriting
Reply Destination ID Query Plan
Figure 4.6: Distributed Index Message Format
value which is used for routing the message in order to reach the desti-
nation destination.
When a region is indexed in the distributed index, the following ar-
guments are specified in the message (c.f., Figure 4.6): quad which to-
tally contains region (quad), querywhichwas used for generating region
(query), virtual timestamps(timestamps), ID of client that stores region
(Client ID), and region’s ID (Region ID). A hash function is applied to
the quad argument and the peer with the closest ID to hash value is cho-
sen for indexing given region. A good hash function must be chosen in
order to determine a good distribution of the cache entries to all peers.
Removing an entry involves sending a message with quad that contains
given entry (quad), IDs of peer that stores it (Client ID) and of given
region (Region ID). Similarly, this message is routed to the right node
based on value of the quad argument.
A query rewriting request (c.f., Figure 4.6) contains destination quad
(Quad) query which is about to be rewritten (Query), current virtual
timestamps (Timestamps), and identity of sender (Sender ID). Times-
tamps are needed in order to make sure that old entries are not returned
during the rewriting process. The identity of the sender is also neces-
sary in order to know where to send the result. A rewriting reply mes-
sage contains destination node (Destination ID) and a query plan which
refers remote semantic regions.
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4.5 Use Case 1: CoopSCwithin Cloud Environments
This section investigates theuseof theCoopSCarchitecturewith-in real-
life cloud computing environments, emphasizing the economic dimen-
sion of the potential scenarios. These scenarios are meant to serve as
motivating examples for the general CoopSC approach.
Nowadays, cloud computing environments (e.g., Amazon EC2 [10],
Rackspace [76]) have become an important technology which delivers
computing resources (CPU, bandwidth, storage) as a service. End-users
do not need to have information about the physical location of these re-
sources, which can be scaled up or down, in an elasticmatter, depending
on the real-time demand [7]. End-users are charged based on the usage
of these resources. Thus, optimizing the use of cloud-based computing
resource has now also an important economic importance.
4.5.1 Background
One of the key purposes of caching mechanisms is to reduce the vol-
ume of transferred data. Less transferred data can be translated in less
costs to maintain an application. Therefore, in the scope of this the-
sis, it is important to analyze which providers or technologies enable
an optimum gain to deploy CoopSC. Cloud Computing can be con-
sidered as a technology that enables solutions as CoopSC with an op-
timized spending since the “pay-per-use” concept [7] is embedded in
the cloud providers businessmodel. Just paying for the data that is actu-
ally transferred between nodes (i.e., server and clients) has clear advan-
tages over the traditional fashion, when customers used to pay amonthly
fixed amount independently of how much traﬃc was spent. However,
cloud providers may present diﬀerent charging schemes, mainly related
to Infrastructure-as-a-Service (IaaS) [7] products. It is important to an-
alyze each of the charging schemes before deploying any solution into
the Cloud.
In the past, Amazon EC2 [10] did not charge for data transfers of two
virtual machine instances in the same availability zone. The availability
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zone is a region that customer defines to host its instances in themoment
of the Amazon’s instance creation. Nowadays,e.g., Amazon charges in
and out data transfers independently of the instance’s zone [11], mean-
ing that any inbound or outbound traﬃc will be charged on each virtual
node. Rackspace [76] oﬀers a product called Cloud Servers which is
very similar to Amazon EC2. Among some technical and feature diﬀer-
ences between them, the charging scheme diﬀers related to data transfer
between two virtual instances: if the customer does not transfer data us-
ing the network interface which has a public IP assigned, such transfer
is not charged at all. GoGrid [43] can be considered as a midpoint tak-
ing into consideration on how Amazon and Rackspace charges for data
transfer. GoGrid does not charge per any inbound traﬃc into deployed
instances, however it charges per any outbound traﬃc. The examples il-
lustrated above may have advantages and/or disadvantages depending
on how the traﬃc is generated considering the application employed.
4.5.2 Scenarios
The CoopSC architecture reduces the amount of data transferred be-
tween database servers and clients. As seen, many cloud providers (e.g.,
Amazon EC2 [10], Rackspace [76]) bill data transferred between cloud
environment and outsideworld. Therefore, using theCoopSCapproach
within a cloud-computing infrastructure presents also economic advan-
tages. Two scenarios are considered: a) several nodes run inside a cloud
environment in order to perform specific tasks which use data that orig-
inate from a database which is running outside the cloud; b) an oper-
ational database is running within a cloud environment while clients
are running outside. In both scenarios, using the CoopSC approach re-
duces amount of data sent by database server and thus reduces amount
of money that has to be paid for data transfer.
The first scenario (c.f., Figure 4.7) corresponds to non-operational
use cases in which a cloud environment is used for executing specific
tasks using data that originates from outside the cloud. Multiple cloud
nodes are used for decreasing computation times. Clients cache and
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Database
Figure 4.7: Cloud Computing Scenario A
share input data in order to reduce the communication between cloud
environment and outside.
Using a cloud environment for running scientific experiments is a po-
tential real-life use case for this scenario. These types of experiments
usually involve running a number of powerful nodes inside the cloud
in order to execute CPU intensive tasks [51] with data that originates
from outside the cloud. In many situations, diﬀerent nodes access data
structures which overlap. For example, diﬀerent algorithms might be
executed on similar data. Applying a cooperative caching approach can
have both economic and performance-wise benefits.
The second scenario (c.f., Figure 4.8) expresses operational use cases
in which cloud solutions are used as alternative to constructing and
maintaining a operational data center. Database server is running inside
the cloud environment while clients are located outside.
For example, a corporation could use a cloud infrastructure for keep-
ing corporate data which is accessed by clients located in geographically
distributed working centers. A cooperative caching solution reduces
amount of data sent by database server and, thus, decreases the mon-
etary cost for data transfer. Since clients are exchanging tuples, using
CoopSCcauses an increase of data transfer at client side. Because, nowa-
days, most ISPs (Internet Service Providers) utilize a flat rate charging
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Database
Figure 4.8: Cloud Computing Scenario B
model for bandwidth, this client-side increase of data transfer has very
limited negative economic consequences.
4.6 UseCase2: CoopSC-basedNetworkTrafficAnalysis
Analyzing IP traﬃc is an important task on which many network man-
agement applications are based. Cisco’s NetFlow [23] system is one of
themost widely used approaches for accomplishing ameasurement and
collection of flow records, needed to analyze traﬃc. NetFlow records
are generated and exported by routers when communication flows end
(e.g., a TCP/IP connection finishes), stored in a storing solution and ac-
cessed by analyzers in order to perform diﬀerent traﬃcmonitoring tasks
(e.g., intrusion detection, accounting, charging). Every NetFlow entry
has the following values: source IP address, destination IP address, IP
protocol, source and destination ports (for UDP and TCP), start time,
duration, number of packages and number of bytes.
Since only one records is generated per flow, NetFlow based ap-
proaches aremuchmore scalable than solutions whichmonitor every IP
packet. Still, workingwithNetFlowmeans to involve very large amounts
of data, while the collection, storing, and enabling of analyzers demands
the access to this data in the fastest possible manner. Sampling [15] and
distributively storing flow records [70] emerge as important solutions
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for increasing the scalability of the NetFlow collection and storage. En-
abling analyzer to eﬃciently access stored NetFlow records is another
important task which has to be performance-wise optimized.
SQL-based solutions are commonly used for storing such flow
records [72]. When using such a database approach, flow records are
collected and then stored in a database server and analyzers access the
database and retrieveflow records inorder tobeusedwithindiﬀerent ap-
plications. The amount of data transferred between such analyzers and
database server can be significant. Thus, reducing the traﬃc between the
database server and analyzers is also and important objective. Range se-
lection queries are commonly used by many flow-based analyzers. For
example, many analyzers need to access flow record which were gener-
ated in a specified interval of time or which pertain to a particular sub-
net.
Thus, this section shows how the CoopSC architecture can be used
to improve access time and data transfers between the centralized flow-
based storage solution and those analyzers in operation. Such an im-
provement can positively influence the performance of flow-based so-
lutions. Therefore, a new architecture NMCoopSC (Network Man-
agement CoopSC) was developed and, later evaluated throught experi-
ments (c.f., Section 6.3).
4.6.1 Background
In order to cope with the constant increase of Internet traﬃc, many re-
search projects aim to use packet and flow sampling thus, reducing the
amount of traces that need to be processed [24, 27, 37]. While these
approaches increase the scalability of network traﬃc analyzing systems,
they are not very accurate in some scenarios due to the loss of infor-
mation. In [15] and [64] the authors show that sampling algorithms
negatively influence the performance of intrusion detection systems.
The SCRIPT framework [69] uses a peer-to-peer overlay in order to
store and process flow records in multiple nodes, and thus, increase the
throughput of the traﬃc analyzing system.
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In order to allow IP flows traﬃc accounting, Cisco introduced the
NetFlow protocol for transferring IP flow records. Based on this, the
IETF’s (Internet Engineering Task Force) IPFIX [25] working group
developed a new protocol and data format for exchanging IP flow
records. The protocol was based on version 9 of Cisco NetFlow pro-
tocol. flow_tools [40] and nfdump [71] are two of the most widely used
tools for storing flow records. In [72], authors show how SQL-based
database relation systems can be eﬃciently used for storing and process-
ing flow records.
The IETFPacket Sampling (pSAMP)working groupdefineda frame-
work [36] for packet sampling a standardized diﬀerent filtering and
sampling techniques [97]. This framework defines which packet infor-
mation are to be collected and also enables the selections of packets
based on standardized mechanisms. The PSAMP protocol [26], which
is based on the IPFIX protocol, allows the transfer of packet informa-
tion. Based on per-packet information, characteristics related to indi-
vidual packets and flows can be obtained.
Thus, existing NetFlow-based approaches aim to eﬃciently collect
and store flow records. The newly proposed NCoopSC approach opti-
mizes the transfer of flow-records between a logically centralized SQL-
based storage solution and analyzers. A NMCoopSC-based operational
solution can use all existing sampling techniques.
4.6.2 The NMCoopSC Architecture
To define the benefit of NMCoopSC to be applied to the eﬃcient stor-
age and handling of flow records, the NMCoopSC architecture is in-
troduced (c.f. Figure 4.9). The flow collector captures and stores flow
records in a SQL-based database. In order to copewith the large amount
of data it involves, the collector can use sampling techniques.
Theapproachuses a logically centralizeddatabase storage solution. In
order to improve performance, the database server might be replicated.
The NMCoopSC approach is orthogonal to database replication.
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Figure 4.9: NMCoopSC Architecture
Analyzers access the NetFlow database using SQL select interroga-
tions, which are assumed to be range selections. In the context of the
NetFlow storage solution, range selections can be used for returning
flow records which were started in a given interval of time or which per-
tain to a specified sub-net. Such interrogations are common in many
NetFlow-based approaches. The NMCoopSC caching architecture can
also be used for executing aggregation queries. This can be accom-
plished by creating a server side view which defines the aggregation and
by using NMCoopSC with that view.
Analyzers are located in a geographically distributed environment.
Such scenario can correspond to a large ISP with multiple working
centers which access flow records in order to accomplish diﬀerent
tasks (e.g., accounting, intrusion detection systems, visualization tools).
Real-life NetFlow records are also an important resource used by many
research projects. The NMCoopSC approach can also be used in or-
der to distribute NetFlow records to research centers located in diﬀer-
ent universities. Analyzers cache results of old queries and these cache
entries are stored between them in a cooperative way.
4.7 Chapter Summary
Basedon the general requirements of theCoopSCapproach, whichwere
described in Chapter 3, this chapter presented the architecture of the
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newly CoopSC system which implements the general cooperative se-
mantic caching approach. Themain components of this architecture and
their interactions were identified and described. Since updates are han-
dled using the database server, the database-side update relatedCoopSC
components were also presented. Moreover, the design of the protocols
used during communication was outlined. Finally, this chapter outlines
also the architecture of the two CoopSC-based real-life motivating use-
cases which are developed during this cases (c.f. Sections 4.5 and 4.6).
The CoopSC architecture was implemented (c.f., Chapter 5) and evalu-
ated with positive performance-wise results (c.f., Chapter 6).
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5
System Implementation
This chapter describes the implementation of the newly developed
CoopSC system which fully implements the architecture outlined in
the previous chapter. The CoopSC prototype allows database applica-
tions to take advantage of the proposed cooperative database semantic
caching approach, and supports the PostgreSQL [67] system, which is
one of the most popular and performant open-source database manage-
ment systems.
Since decreasing query response time is one of the main goals of
CoopSC,maximizing the performance has been themost important fac-
tor which was taken into consideration when designing and implement-
ing the CoopSC system. The ease of the development process was an-
other factor which was considered when choosing the development en-
vironment.
Taken into account these two important factors, C++ [85] was cho-
sen as the programming language in which the CoopSC project was de-
veloped. C++compilers generate eﬃcientmachine codeswhich are exe-
cuted directly by theCPU[53]. Higher level languages (such as Java, C#
or Python) generate bytecodewhich is then executed by virtual machine.
This extra layer of execution introduces a performance penalty. TheC++
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language also supports the object orientedprogrammingparadigms, and
thus improves the general development process. The Boost library [58]
collection was extensively used during implementation. This collection
providesmany useful object-oriented libraries for working with threads,
smart pointers, and parsers. The lippq library [67] is used for the com-
munication between the CoopSCmiddleware and PostgreSQL.
While not aiming to provide a full development documentation of
the project, in what follows, this chapter describes the most important
development components of the CoopSC system, arguing the most im-
portant design decisions. Thus, initially the query plan tree is presented
in Section 5.1. The storage module is described in Section 5.2. Fur-
thermore, details about the database and peer executors are outlined in
Sections 5.3 and 5.4. Next, the distributed index (c.f., Section 5.5) and
the CoopSC metadata component (c.f., Section 5.6) are presented. Sec-
tion 5.7 presents the CoopSC API while the CoopSC GUI is described
in Section 5.8. Details about the implemenation and the deployment
of the two use cases which are analyzed during this thesis are outline in
Sections 5.9 and 5.10 Finally, this chapter is summarized in Section 5.11.
5.1 Query Plan Tree
A query plan tree, which is returned by the query rewriting process, de-
scribes how a query is to be executed using local cache, remote caches
or the database server. Its implementation is done using the classic com-
posite design pattern [75]: a node super-class contains a list of children.
Each operation is implemented in a class which inherits the node class.
Figure 5.1 presents the UML diagram of the classes which are used
for constructing query plan trees. The main QueryPlanTree class con-
tains a root node and amethod for executing the query plan tree (Query-
PlanTree::execute). This method has, as argument, the timestamps of se-
mantic regions which intersect given query. These timestamps are used
in order to make sure that query execution does not use old semantic
regions.
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.
Node
vector<Node*> children;
RegionPtr execute(const
NQuadTimestamps&);
SelectProjectNode
String tablename;
set<Field> fields;
Predicate predicate;
RegionPtr execute(const NQuad-
Timestamps&);
ServerNode
Query query;
RegionPtr execute(const NQuad-
Timestamps&);
JoinNode
RegionPtr execute(const
NQuadTimestamps&);
UnionNode
RegionPtr execute(const NQuad-
Timestamps&);
RegionNode
int regionid;
RegionPtr execute(const
NQuadTimestamps&);
RemoteNode
QueryPlan queryplan;
PeerId peerid;
RegionPtr execute(const
NQuadTimestamps&);
QueryPlan
NodePtr root;
RegionPtr execute(const
NQuadTimestamps& ts);
Figure 5.1: Query Plan Tree UML Diagram
The Node abstract super-class contains a list of children and an ab-
stract executemethod. Each type of operation is implemented as a sub-
class of the Node class. Thus, Union, Join, SelectProject implement the
basic union, join and select-project operations. RemoteNode executes a
query plan tree on a diﬀerent remote client. RegionNode accesses a lo-
cal semantic region, while ServerNode sends a query for execution to the
database server.
5.2 StorageModule
The storage module handles the storage of semantic regions. Its imple-
mentation must, thus, contain a class for expressing the concept of se-
mantic regions and also a diﬀerent class must be designed for handling
the management of these regions.
Figure 5.2 presents theUMLdiagramof the classes which implement
the storage functionality inside the CoopSC system. The Region class
stores the content of semantic regionswhichwere generated as results of
old query executions. An instance of this class has a query description
(Region::query), a set of tuples which form the current semantic region
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.
StorageManager
RegionsType regions regions;
void addRegion(RegionPtr region);
void removeRegion(int regid);
RegionPtr getRegion(int id);
int getSize();
QueryPlan rewrite(const Query& query, const NQuad-
Timestamps& ts);
Region
void *data;
Query query;
Timestamps timestamps;
Region* selectProject(Fields fields, Predicate pred);
Region* union(Region* region);
Region* join(Region* region);
Figure 5.2: Storage UML Diagram
(Region::data) and timestamps which were returned from the database
server when this semantic region was generated (Region::timestamps).
Methods are provided for executing basic database operations (select-
project, union and join).
The StorageManager class manages the storage of semantic regions.
A StorageManager instance keeps a list of semantic region and provides
methods for adding (StorageManager::addRegion), removing (Storage-
Manager::removeRegion), and retrieving (StorageManager::getRegion)
such regions. When adding or removing entries from/to the local
cache, the distributed index is also updated. The LRU (Least Recently
Used) replacement policy is also implemented in this class. Further-
more, this class implements the local rewriting algorithm (StorageMan-
ager::rewrite).
.
5.3 Database Executor
Thedatabase executor (c.f., Figure 5.3) handles executions of sub-queries
on the database server. In order to allowmultiple queries to be executed
in parallel on the server, a connection pool mechanism is used. Thus,
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.DatabaseConnection
void connect();
void disconnect(int id);
ResultSetPtr query(string q);
void execute(string s);
void asyncQuery(string q, Callback callback);
DatabasePool
int POOL_SIZE;
vector<DatabaseConnection*> connections;
void connect();
void disconnect(int id);
ResultSetPtr query(string q);
void execute(string s);
void asyncQuery(string q, Callback callback);
Figure 5.3: Database Executor UML Class Diagram
the class DatabasePool contains a list of database connections. The size
of this pool is statically specified. When executing a query, a random
connection is chosen from the pool and the given query request is redi-
rected to the associatedDatabaseConnection object.
Methods are provided for executing queries (DatabaseConnec-
tion::query) and statements (DatabaseConnection::execute). An asyn-
chronous queries execution facility is also provided (DatabaseConnec-
tion::asyncQuery). This functionality is used during the execution of a
query plan tree in order to parallelize executions of diﬀerent nodes.
5.4 Peer Executor
The Peer Executor component (c.f., Figure 5.4) handles executions
of remote probe sub-queries on remote peers. Similarly with the
database executor component, a connection pool approach is imple-
mented in order to reuse single connections to remote peers for mul-
tiple query executions. Methods are provided or executing sub-
queries both in synchronous (Peer::execute) and asynchronous matter
(Peer::asyncExecute).
A communication protocol was designed (c.f., Section 4.4) for send-
ing requests and returning results of executions. This protocol works on
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.Peer
PeerId peerId;
RegionPtr execute(const QueryPlan& plan);
void asyncExecute(const QueryPlan& plan, Callback call-
back);
PeerPool
std::map<PeerId, PeerPtr> pool;
PeerPtr get(const PeerId& peerId);
void remove(const PeerId& peerId);
Figure 5.4: Peer Executor UML Class Diagram
top of the TCP/IP transport protocol and uses the boost::serialization
library [58] for serializing request/response objects.
5.5 Distributed Index
The distributed index is used for indexing semantic regions in order to be
available to all clients. The approach described in Section 3.3, was im-
plemented on top of P2P overlay network which is formed by all clients
which are interrogating a specific database server.
Figure 5.5 presents the UML diagram of the distributed index com-
ponent. The DistributedIndex class contains methods for adding (Dis-
tributedIndex::add) and removing (DistributedIndex::remove) semantic
regions to the distributed index. The distributed rewriting algorithm is
also implemented in this class (DistributedIndex::rewrite). In order to
make sure that the rewriting process does not use old entries, the rewrite
method has, as an argument, a list of virtual timestamps of quads which
intersect given query.
The distributed index is built on top of a P2P overlay which imple-
ments a KBR (key-based routing) algorithm. The CoopSC system uses
the Chimera P2P system [22]. Chimera was chosen because it is a light-
weight and eﬃcient P2P overlay developed in the C programming lan-
guage which can be easily integrated in a C++ project.
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.
DistributedIndex
void add(int regId, RegionPtr reg);
void remove(int regId, RegionPtr reg);
QueryPlan rewrite(const Query& query, const NQuad-
Timestamps& timestamps);
Chimera
Figure 5.5: Distributed Index UML Class Diagram
CREATE TABLE coopsc . metada t a
(
i d s e r i a l NOT NULL,
t ab le_name cha r a c t e r vary ing (50) ,
f i e l d s cha r a c t e r vary ing (100) ,
m i n l e v e l in teger ,
m a x l e v e l in teger ,
t s l e v e l in teger ,
CONSTRAINT coopsc_metada ta_pkey PRIMARY KEY ( i d )
)
Figure 5.6: CoopSC Metadata
5.6 CoopSCMetadata
TheCoopSCMetadata contains data about tables andfields forwhich the
CoopSC approach was enabled and also keeps some numerical parame-
ters related to the configuration of the distributed index and the update
handlingmechanism. Since themetadatamust be accesable to all clients
during the initialization phase, it is stored on the database server side as
a relational table.
Figure 5.6 illustrates the structure of the CoopSC metadata relation.
table_name specifies the names of tables for which the CoopSC ap-
proach is enabled. The names of fields are specified, as a comma sep-
arated list, in the column fields (e.g., “latitude, longitude”). minlevel and
maxlevel indicate the minimum and the maximum level of the MX-CIF
quad tree-based distributed index, while tslevel (timestamps level) spec-
ifies the level at which timestamps are computed in order to handle up-
date statements.
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5.7 CoopSC API
In order to allow users to develop database applications that take advan-
tage of the cooperative semantic caching approach, the CoopSC system
must provide an API (Application Programming Interface). Such an
APImust oﬀerways of creatingCoopSCconnections, executingqueries,
and returning their results sets. These result sets must be also accessible
to clients in an iterative way.
The CoopSC API consists of two main classes: coopsc::Connection
(c.f., Figure 5.7) and coopsc::ResultSet (c.f., Figure 5.8). The
coopsc::Connection provides methods for establishing the CoopSC en-
vironment and executing queries and statements. The configuration
parameters of the CoopSC are specified in the constructor. Database
name (dbname), host (dbhost), port (dbport), user (dbusr), and pass-
word (dbpwd) configure connection to the PostgreSQLdatabase server.
CoopSC host (coopschost) and port (coopscport) specify local address
which is used for CoopSC connections and port on which system lis-
tens for requests from other peers. The next arguments configure the
type (cachetype) and size (cachesize) of the cooperative semantic cache.
The last parameters of the constructor configure the Chimera P2P over-
lay connection (local host, local port, bootstrap host, bootstrap port).
ThemethodConnection::query executes a queryusing the cooperative
cache, while Connection::queryServer bypasses the cache by executing a
query directly on server. These two methods return coopsc::ResultSet
object instances. Connection::execute executes a non-select statements
(e.g., insert, update).
The class coopsc::ResultSet provides methods for accessing result
set returned by CoopSC queries. ResultSet::getNoTuples and Result-
Set::getNoFields return the total number of tuples and fields contained
in current result set. Names of fields are returned by the Result-
Set::getFieldName method. The methods Result::getValue are used for
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t ypede f enum
{
NoCache = 0 , LocalCache , Coopera t i veCache
} CacheType ;
c l a s s Connect ion
{
pub l i c :
Connect ion (
// Databa s e c o n n e c t i o n c o n f i g u r a t i o n
const s t d : : s t r i n g& dbname ,
const s t d : : s t r i n g& dbhost ,
i n t dbport ,
const s t d : : s t r i n g& dbusr ,
const s t d : : s t r i n g& dbpwd ,
//CoopSC c o n f i g u r a t i o n
const s t d : : s t r i n g& coopschos t ,
i n t coopscpor t ,
// Cache c o n f i g u r a t i o n
CacheType c a che t ype = Coopera t i veCache ,
unsigned i n t c a c h e s i z e = 128 * 1024 * 1024 ,
// Chimera c o n f i g u r a t i o n
const s t d : : s t r i n g& ch ime r aho s t = ” ” ,
i n t ch ime r apo r t = 9999 ,
const s t d : : s t r i n g& ch ime r ab sho s t = ” ” ,
i n t ch ime r ab s po r t =  1);
void connec t ( ) ;
void d i s c o nn e c t ( ) ;
// e x e c u t e s a qu e r y u s i n g CoopSC
Re s u l t S e t P t r query ( const s t d : : s t r i n g& q ) ;
// e x e c u t e s an SQL s t a t em e n t
void e x e c u t e ( const s t d : : s t r i n g& s ) ;
// e x e c u t e s a qu e r y d i r e c t l y on s e i m p l a p i r v e r
Re s u l t S e t P t r q u e r y S e r v e r ( const s t d : : s t r i n g& q ) ;
} ;
Figure 5.7: CoopSC API
iterating through tuples contained in result sets. Finally, there are also
methods provided for determining the type and size of these fields.
Figure 5.9 presents a simple example which uses the CoopSC API
in order to execute a simple one-dimensional selection query. Ini-
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c l a s s Re s u l t S e t
{
pub l i c :
unsigned i n t getNoTuples ( ) ;
unsigned i n t ge tNoF i e l d s ( ) ;
s t d : : s t r i n g getF ie ldName ( i n t f i e l d n o ) ;
s t d : : s t r i n g g e tVa l u e ( unsigned i n t tup l eno ,
unsigned i n t f i e l d n o ) ;
s t d : : s t r i n g g e tVa l u e ( unsigned i n t tup l eno ,
const s t d : : s t r i n g& f i e l d ) ;
s t d : : s t r i n g g e tF i e l dType ( i n t f i e l d n o ) ;
s t d : : s t r i n g g e tF i e l dType ( const s t d : : s t r i n g& f i e l d ) ;
i n t g e t F i e l d S i z e ( i n t f i e l d n o ) ;
i n t g e t F i e l d S i z e ( const s t d : : s t r i n g& f i e l d ) ;
} ;
Figure 5.8: CoopSC Result Set
tially, a CoopSC connection object is created by specifying all configu-
ration parameters related to PostgreSQL, CoopSC, cache type and size,
and Chimera. The method Connection::connect is used for establish-
ing connection. Finally, the query string is executed using the Connec-
tion::query method. It should be noted that CoopSC connections are
destroyed by the destructor of the CoopSC class in a typicalRAII (Re-
source Acquisition Is Initialization) matter [65] and thus, calling Con-
nection::disconnect is not necessary.
5.7.1 JDBCDriver
While the CoopSC API allows developing database application which
take advantage of the cooperative semantic caching, adapting existing
projects in order touse theCoopSCsystemcanbediﬃcult since itwould
involve changing all code that handles database access. Thus, mecha-
nisms must also be provided for allowing existing database applications
to easily be adapted for using the CoopSC system.
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# inc lude <io s t r e am >
# inc lude < s t r i n g >
# inc lude <coopsc . h>
us ing namespace s t d ;
us ing namespace boos t ;
i n t main ( i n t a rgc , char * * a r g v )
{
coopsc : : Connect ion conn ( ” w i s c on s i n ” , ” 1 9 2 . 4 1 . 1 3 5 . 2 0 5 ” ,
5143 , ” t e s t ” , ” t e s t ” ,
” 1 9 2 . 1 6 8 . 0 . 2 imp l a p i ” , 10002 ,
coopsc : : Coopera t i veCache , 1 << 25 ,
” 1 9 2 . 1 6 8 . 0 . 2 ” , 4002 ,
” 1 9 2 . 1 6 8 . 0 . 1 ” , 4001) ;
conn . connec t ( ) ;
s t r i n g s q l ;
s q l = ” s e l e c t ␣ *␣ from␣w i s c on s i n ␣where␣ ”
” 0␣<␣unique1␣and␣unique1␣<␣10000 ” ;
R e s u l t S e t P t r r e s u l t = conn . query ( s q l ) ;
}
Figure 5.9: CoopSC Example
JDBC (Java Database Connectivity) [77] is a Java-based technology
which enable applications to access dimplapiiﬀerent types of database
systems in a standardized way. Database providers can be changed with
minimummodifications performed on application code.
ACoopSC JDBC driver was implemented in order to permit existing
applications tobe easily adapted inorder touse theCoopSCsystem. The
implementationuses the JNI ( JavaNative Interface) technology [45] for
bridging the Java and C++ environments. Each JDBC call is mapped to
the correspondingCoopSCAPImethod by the driver and thus, applica-
tions can use the cooperative semantic caching in a transparent matter.
Figure 5.10 illustrates how the CoopSC system is used within a
JDBC-based database application. The PostgreSQL database host, port
and name are specified in a JDBC connection URL, while the CoopSC-
related configuration parameters are stored in the coopSCInfo property
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pub l i c c l a s s CoopSCTest {
p r i v a t e s t a t i c Connect ion ge tConnec t i on ()
throws SQLException , C la s sNotFoundExcept ion {
C l a s s . forName ( ” ch . uzh . coop s c j dbc . CoopSCDriver ” ) ;
P r o p e r t i e s coopSCInfo = new P r o p e r t i e s ()
S t r i n g u r l ;
u r l = ” j dbc : coopsc : / / 1 9 2 . 4 1 . 1 3 5 . 2 0 imp l a p i 5 :5432/ w i s c on s i n ” ;
coopSCInfo . s e t P r o p e r t y ( ” u s e r ” , ” t e s t ” ) ;
coopSCInfo . s e t P r o p e r t y ( ” password ” , ” t e s t ” ) ;
coopSCInfo . s e t P r o p e r t y ( ” c a che t ype ” , ”COOPERATIVE_CACHE” ) ;
coopSCInfo . s e t P r o p e r t y ( ” c a c h e s i z e ” , ” 33554432 ” ) ;
coopSCInfo . s e t P r o p e r t y ( ” coop s cho s t ” , ” 1 9 2 . 1 6 8 . 0 . 2 ” ) ;
coopSCInfo . s e t P r o p e r t y ( ” coop s cpo r t ” , ” 10002 ” ) ;
coopSCInfo . s e t P r o p e r t y ( ” ch ime r aho s t ” , ” 1 9 2 . 1 6 8 . 0 . 2 ” ) ;
coopSCInfo . s e t P r o p e r t y ( ” ch ime r apo r t ” , ” 4002 ” ) ;
coopSCInfo . s e t P r o p e r t y ( ” ch ime r ab sho s t ” , ” 1 9 2 . 1 6 8 . 0 . 1 ” ) ;
coopSCInfo . s e t P r o p e r t y ( ” ch ime r ab s po r t ” , ” 4001 ” ) ;
re turn DriverManager . g e tConnec t i on ( u r l , coopSCInfo ) ;
}
pub l i c s t a t i c void main ( S t r i n g [] a r g s ) throws SQLException {
Connect ion con = ge tConnec t i on ( ) ;
S t a t emen t s tmt = con . c r e a t e S t a t emen t ( ) ;
S t r i n g s q l ;
s q l = ” s e l e c t ␣ *␣ from␣w i s c on s i n ␣where␣ ” +
” 0␣<␣unique1␣and␣unique1␣<␣10000 ” ;
s tmt . e x e c u t e ( s q l ) ;
R e s u l t S e t r e s u l t = s tmt . g e t R e s u l t S e t ()
s tmt . c l o s e ( ) ;
conn . c l o s e ( ) ;
}
}
Figure 5.10: CoopSC JDBC Example
map. Both the URL and the property map specified when creating the
JDBC CoopSC connection object.
5.8 Graphical User Interface
In order to demonstrate the functionality of the CoopSC architec-
ture, a graphical user interface (GUI) was also implemented. The
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Figure 5.11: CoopSC GUI
CoopSC GUI enables users to execute SQL (Structured Query Lan-
guage) queries using the CoopSC cooperative cache. Both results of
query executions and the way in which queries were executed are dis-
played.
Figure 5.11 illustrates the CoopSC graphical user interface. The ap-
plication window is divided into three parts. The upper-left text box al-
lows user to enter queries that are to be executed using CoopSC. The
lower-left table displays results of query executions. The right side of
the window contains a tree structure that shows how queries were split
into probe, remote probes and remainders.
5.9 Use Case 1: CoopSCwithin Cloud Environments
This use-case studies both the economic- and performance-wise advan-
tages of using CoopSCwithin cloud computing environments (c.f., Sec-
tion 4.5). Two scenarios are considered: a) several nodes run inside a
cloud environment while the database is running outside the cloud; b)
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database is running within a cloud environment while clients are run-
ning outside.
Based on the general implementation of theCoopSC approach, these
two scenarios are deployed by running a PostgreSQL database andmul-
tiple client nodes which are using the CoopSC system. Clients use the
CoopSC API (c.f., Section 5.7) in order to execute SQL interrogations.
The second scenario assumes that a relational database server is run-
ning inside a cloud environment. While the currentCoopSC implemen-
tation works only with the PostgreSQL database server, which it is as-
sumed to be running inside a cloud-based virtualmachine (e.g., Amazon
EC2,Rackspace), the generalCoopSCapproach canbe easily adapted in
order to work with relation SQL-based cloud services such asMicrosoft
SQL Azure [66] or Amazon RDS (Relational Database Service) [3].
5.10 Use Case 2: CoopSC-based Network Traffic Analy-
sis
The NMCoopSC use-case (c.f., Section 4.6) utilizes the CoopSC ap-
proach is order to improve the performance of NetFlow-based traﬃc
analysis. NetFlow entries are stored in a logically centralized database
which is accessedbyCoopSC-enabled clients located in a geographically
distributed environment.
TheNetFlow database schema is illustrated in Figure 5.12. EachNet-
Flow record corresponds to a tuple from the flows table. In order to
improve performance, indexes are also created for columns involved in
range interrogations. Starttime is represented in the Unix time format
(i.e. the number of seconds elapsed since January 1, 1970). Duration
is expressed in seconds. Proto specifies the protocol (e.g., TCP, UDP,
ICMP). srcip and srcport specify the source ip and port of the flow. dstip
and dstport identify the destination. packets represents the number of
packets contained the flow, while bytes the amount of bytes transferred.
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CREATE TABLE f l ow s
(
i d in teger , s t a r t t i m e in teger ,
d u r a t i o n i n teger , p ro to in teger ,
s r c i p in teger , s r c p o r t i n teger ,
d s t i p in teger , d s t p o r t i n teger ,
p a c k e t s in teger , b y t e s i n teger ,
CONSTRAINT f l ow spkey PRIMARY KEY ( i d )
)
Figure 5.12: NMCoopSC Database Schema
5.11 Chapter Summary
This chapter gives an overview of the implementation of the CoopSC
system, which was based on the general CoopSC architecture (c.f.,
Chapter 4). The most important implementation modules were de-
scribed, presenting their UML class diagrams. A query plan tree deter-
mines how a query is to be executed using cooperative cache and its
implementation is using the composite design pattern. The storage mod-
ule stores semantic regions, manages the local cache and it is also used
from executing the local rewriting process. Database and peer executors
execute sub-queries on database servers or remote peers and are both
implemented using a connection pool mechanism. The distributed in-
dex, which is used for indexing semantic regions, is using the Chimera
P2P overlay. Also, the API which allows database applications to use the
CoopSC system was presented, documented and exemplified.
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6
Evaluation
In order to show the benefits of the cooperative semantic caching ap-
proach, the newly developed CoopSC system was extensively evalu-
ated through experiments. These experiments show how the perfor-
mance of client-server database management systems is influenced by
the CoopSC, by comparing the cooperative semantic approach with the
classic semantic caching solution and to the default no-caching database
client-server environment. The behavior of the CoopSC system is also
evaluated by looking at the hit rates, tuples’ origins, and duration of
distributed rewriting. The economic benefits of using CoopSC within
cloud environments were investigated by applying and experimenting
with CoopSC within real-life cloud infrastructures. Finally, the NM-
CoopSC architecture, which was based on CoopSC, was evaluated with
real life NetFlow data.
In order to emulate real-life productionCoopSCuse cases, the exper-
iments were performed using the EMANICSLab [39] distributed test-
ing infrastructure. This infrastructure allows creating virtualized nodes
within a European-wide distributed network.
Thus, this chapter is organized as follows: initially the result of the
general CoopSC evaluation is presented (Section 6.1). The general eval-
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Table 6.1: EMANICSLab Hosts
Id Host
1 emanicslab1.csg.uzh.ch
2 emanicslab2.csg.uzh.ch
3 emanicslab1.informatik.unibw-muenchen.de
4 emanicslab2.informatik.unibw-muenchen.de
5 emanicslab1.ewi.utwente.nl
6 emanicslab2.ewi.utwente.nl
7 host1-plb.loria.fr
8 host2-plb.loria.fr
9 emanics2.ee.ucl.ac.uk
10 emanicslab1.eecs.jacobs-university.de
uationuses theWisconsin benchmark [14] synthetic data set. This is fol-
lowed by the evaluation of the two CoopSC cloud scenarios, described
in Chapter 4.5 (Section 6.2). TheNMCoopSC architecture is then eval-
uated using real-life NetFlow data (Section 6.3). Finally, the results
of these evaluations are summarized and some concluding remarks are
made in Section 6.4.
6.1 CoopSC System
The CoopSC was evaluated using a PostgreSQL database server and a
of clients that execute, in parallel, single and double indexed attribute
selection queries. Updates statements were also evaluated. During the
evaluation, three scenarios were used: cooperative semantic caching ap-
proach, classic semantic caching and no caching approach.
The EMANICSLab research testing network was used for this eval-
uation. Clients are running in 10 nodes located across Europe, while
the database server runs on a more powerful machine located in Zurich.
Table 6.1 contains the list of EMANICSLab nodes which were used for
this evaluation, while Table 6.2 presents the round-trip times (RTT) be-
tween each peer of nodes, expressed in milliseconds. Table 6.3 contains
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Table 6.2: EMANICSLab RTT
RTT 1 2 3 4 5 6 7 8 9 10
1 0.19 34.44 34.45 26.34 26.34 18.08 17.98 21.17 38.82
2 34.78 34.53 26.36 26.38 18.13 18.00 21.24 38.91
3 0.30 19.80 19.45 28.86 26.59 30.97 17.01
4 19.04 18.89 28.41 26.93 29.91 16.46
5 0.20 25.07 24.82 11.53 17.01
6 25.17 24.91 11.55 16.97
7 0.37 13.66 28.08
8 13.57 27.98
9 34.41
10
Table 6.3: EMANICSLab Throughput
Bit
rate
1 2 3 4 5 6 7 8 9 10
1 94.3 13.3 14.2 18.0 17.9 24.9 25.0 21.8 12.4
2 94.3 14.2 14.2 18.0 18.0 24.8 25.0 21.8 12.4
3 13.7 13.2 622 24.6 25.5 16.4 17.8 15.0 27.0
4 14.2 13.0 632 25.7 25.5 16.5 17.8 16.1 29.1
5 9.68 9.78 11.6 11.1 828 7.18 8.34 17.5 19.6
6 7.36 6.38 11.4 11.8 933 8.35 7.73 18.2 11.9
7 24.8 23.5 17.1 17.0 18.4 18.6 94.3 31.5 16.6
8 25.0 23.7 15.8 14.2 18.7 18.7 94.3 31.9 16.6
9 21.6 20.8 15.4 15.9 36.5 36.5 31.5 31.7 13.4
10 12.3 12.3 24.3 28.7 28.0 27.8 16.5 16.7 13.7
the throughput, in Mbits/sec, of sending data from the host associated
with to row to the host determined by the column.
The evaluation was done using the Wisconsin benchmark [14] rela-
tion of 10 million tuples, where each tuple contains 208 bytes of data.
Each query is a range selection on either the unique1 attribute (Exam-
ple: select * from wisconsin where 4813305 < unique1 and unique1 <
4823306) or on unique1 and unique2 (Example: select * fromwisconsin
where 4813305<unique1 andunique1<4823306 and23000<unique1
and unique1 < 33000).
Similarly with the evaluation of other cache architectures [5], [6],
queries executed by each client have a semantic locality. For each client,
the center-points of queries were randomly chosen to follow a normal
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distribution curve with a chosen standard deviation. For each experi-
ment, clients first execute warm-up queries until cache is filled.
The response time, for each client, is calculated by averaging the re-
sponse time of 10 testing sessions of 50 queries each. The error bar is
calculated using these 10 values. For each scenario, the total amount of
data sent by database server is also measured. Furthermore, for the co-
operative caching scenario, in each session, numbers of tuples that orig-
inated from the local cache, remote caches and the database server are
determined. Local and peers hit rates are computed for the cooperative
caching scenario. The local hit rate is defined as the percent of tuples
from result sets that originated from the local cache, while peers hit rate
refers to tuples that were returned from caches of the other clients. The
duration of the distributed rewriting process is also measured.
Thus, in each experiment, five measurements are made: the first two
compare the cooperative semantic caching approachwith classic seman-
tic caching and no caching scenario, in the relation to (a) query response
time and (b) amount of data sent by database server. The other three
measurements refer only to the cooperative caching approach and deter-
mine (c) tuples’ origin, (d) hit rates and (e) duration of the distributed
rewriting.
For single attribute selections experiments, the distributed index was
configuredwith the following parameters fmin = 10; fmax = 18; fupdate =
15. For the double attributes workload these parameters were fmin =
15; fmax = 20; fupdate = 18. These values were chosen in order to de-
termine a good distribution of the values stored in the distributed index
and using the Wisconsin benchmark dataset.
6.1.1 Cache Size
The first experiment measures how the variation of the size of clients’
caches influences the performance of the two caching approaches for
single-attribute selections. The size of clients’ caches are varied from 0
to 192MB.This experiment uses 10 clients, which is a reasonable values
for the CoopSC real-life use cases. These workloads have standard de-
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viations of 500,000. The means of the Gaussian curves are distributed
uniformly over the range of the unique1 attribute. The diﬀerence be-
tween the means of two consecutive clients is 300,000. This values were
chosen in order to determine a workload in which queries has a moder-
ate semantic locality which corresponds to many real-life use cases. The
evaluation was stopped at 192 MB when that tendency of the system
behaviour became clear.
Analyzing the response time (Figure 6.1), for small cache sizes, the
diﬀerence between the two approaches is reduced, because hit rates are
small in both scenarios and the database server has to handle executions
of most queries. While the cache sizes increase, the benefits of the co-
operative caching approach become more visible. For large cache sizes,
the diﬀerence becomes again reduced, because a large part of queries
can be answered completely by accessing only the local cache and, thus,
in many situation the cooperative cache is not needed. In the seman-
tic caching approach, the number of tuples sent by the database server
is reduced (Figure 6.2), because the database server only sends parts
of queries which are missing from the local cache. The cooperative ap-
proach further decreases the number of tuples sent because clients can
also transfer tuples from caches of other peers.
Figure 6.3 illustrates the origin of tuples for the cooperative caching
approach. For small cache size, most tuples are returned from the
database server. As cache size increases, both the number of tuples re-
turned from the local cache and caches of other clients increase. For
larger cache size, number of tuples returned from caches of other peers
decreases because most queries can be answered using entries from the
local cache and thus, cooperation is reduced.
Hit rates have a similar behavior (Figure 6.4). For small cache size
both the local andpeers hit rate are reduced. Increasing cache size causes
the increase of both hit rates. The peers hit rate reaches amaximum, and
then starts to decrease because the need of cooperation decreases.
The duration of the distributed rewriting process (Figure 6.5) in-
creases, while the cache sizes grow, because the number of semantic re-
gions stored in the distributed index also becomes higher. For larger
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Figure 6.1: Cache Size: Response Time
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Figure 6.2: Cache Size: Server Tuples
cache sizes, this duration starts to decrease becausemost queries are an-
swered using only local caches and thus, smaller sub-queries are sent for
rewriting to the distributed index.
6.1.2 Cache Size (2-dimensional Scenario)
A similar experiment was executed for two dimensional selections. The
workloads have standard deviations of 1,000,000 on both attributes.
Queries are rectangles with side lengths of 300,000 and return around
9,000 tuples.
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Theresults are illustrated in Figures 6.6, 6.7, 6.8, 6.9, and 6.10. Except
response time (Figure 6.6), the othermeasurements are similar with the
one from the single attribute selection. For two dimensional selections,
the time-wise cost of query rewriting and accessing the distributed in-
dexed is increased. For small cache size, due to the low peers hit rate,
this cost overcomes the benefits of cooperation and thus, the coopera-
tive caching approach performs worst than semantic caching. With the
increase of cache size, the cooperative approach starts to outperform se-
mantic caching because the hit rates increase which compensates for the
cost of query rewriting.
Compared with the one-dimensional selections experiment, the du-
ration of the distributed rewriting (Figures 6.5 and 6.10) exhibits a sim-
ilar behavior but the absolute values are higher because the complexity
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Figure 6.6: Cache Size (2-dimensional Scenario): Response Time
of the distributed index grows exponentially with the number of dimen-
sions.
6.1.3 Locality
The next experiment measures how varying queries’ locality influences
the performance of both caching approaches. The size of clients’ cache
is 64 MB. We chose this value because the workloads generated for this
evaluation exhibit a moderate behavior for this cache size. The experi-
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Figure 6.7: Cache Size (2-dimensional Scenario): Server Tuples
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Figure 6.8: Cache Size (2-dimensional Scenario): Tuples’ Origin
ment uses 10 clients. Theworkloads’ standarddeviations are varied from
100,000 to 1,000,000.
Increasing standard deviation of workloads decreases access local-
ity and thus, the performance of both caching systems decreases (Fig-
ures 6.11 and 6.12).
In the cooperative caching approach, increasing the standard devia-
tion causes the number of tuples returned from the local cache to de-
crease, while the number of tuples returned from the server increases.
The number of tuples returned from remote peers initially increases, be-
cause lowering access locality increases the need to cooperate. A fur-
ther increase of standard deviation decreases also the amount of data
returned from remote peers because with a general low access locality,
relevant entries will not be found in other peers (Figure 6.13).
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Figure 6.10: Cache Size (2-dimensional Scenario): Rewriting Dura-
tion
Thelocal hit rate decreaseswith the increase of the standarddeviation
while peers hit rate initially increases and then decreases (Figure 6.14).
For higher locality workloads the distributed rewriting is faster since
larger parts of queries are answered using only local caches and thus,
smaller sub-queries are sent for rewriting to the distributed index (Fig-
ure 6.15). While deviation increases, the duration of distributed rewrit-
ing follows a similar trend.
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Figure 6.12: Deviation (2-dimensional Scenario): Server Tuples
6.1.4 Locality (2-dimensional Scenario)
A similar locality experimentwas performed for 2-dimensional selection
queries. In this experiment, the locality of both unique1 and unique2 at-
tributes are varied from 100,000 to 1,000,000.
Similarly to the evaluation of the one-dimensional workload, increas-
ing standard deviation of workloads decreases access locality and thus,
the performance of both caching systems decreases (Figures 6.16 and
6.17).
Thehit rate and tuples’ originsmeasurements (Figures 6.19 and 6.18)
exhibit also a similar behaviour with the previous experiment.
The rewriting duration (Figure 6.20) first increases because less
queries are answered using local cache, and thus, more queries are sent
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for distributed rewriting. For larger deviations, this duration begins to
decrease because most queries are not answered using the cooperative
cache and thus, the rewriting process uses less time to return fewer re-
sults.
6.1.5 Query Size
The next experiment measures how the size of selections influences the
performance of the system. The size of selections on the unique1 at-
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Figure 6.16: Deviation (2-dimensional Scenario): Response Time
tribute is varied from 1,000 to 20,000 tuples. This interval provides a
good variation from small to large query result sizes.
As the size of selections increases, the response times (Figure 6.21)
and the amount of data sent by database server (Figure 6.22) also in-
crease. The semantic caching approach is more eﬃcient than the no-
caching approach because database server only handles parts of queries
which can not be answered using the cache. The cooperative caching
solution outperforms the local caching approach due to the increase of
hit rate of the cache system.
The hit rate remains constant since the same proportions of queries
are answered using cache local and remote caches (Figure 6.24).
Increasing the size of selections causes a higher number of tuples to
be returned by individual queries. Thus, both the number of tuples re-
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Figure 6.18: Deviation (2-dimensional Scenario): Tuples’ Origin
turns from caches (local or remote) and the database server increase
(Figure 6.23).
The duration of the distributed rewriting slightly decreases with the
increase of selection size, because larger queries are indexed at lower lev-
els and thus the communication overhead decreases (Figure 6.25).
6.1.6 Number of Clients
Evaluations were also performed in order to determine how the perfor-
mance of the system varies while increasing the number of clients. The
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Figure 6.20: Deviation (2-dimensional Scenario): Hit Rate
number of clients are varied from 1 to 30. When 30 clients are used the
response time for the no-caching scenario become unreasonable high
(more then 6 seconds) and the evaluation is stopped. As it can be seen,
both the response time and the amount of data sent by serverwhenusing
the cooperative caching approach are lower compared to the scenario
when no caching is used or when only local semantic caching is utilized
(Figure 6.26 and 6.27). As the number of clients increases, the database
server has to handle the execution of more queries in parallel, thus, the
average response time and the amount of data sent increase. When run-
ning queries using the semantic caching approach, the server has to ex-
ecute only parts of these queries that were not found in local caches of
these clients. This decreases the average response time and the amount
of data sent. When using CoopSC, cache entries are shared between
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Figure 6.22: Query Size: Server Tuples
clients. This causes a further decrease of the average response time and
of the amount of data sent, because the hit rate of the cache system in-
creases.
Except for the single client scenario, hit rates remain constant since
the same portion of queries are answered using the local and remote
caches (Figure 6.29). When this experiment runs with a single the re-
mote hit rate is obviously 0. Tuples’ origin inhibit a similar behavior
(Figure 6.28). The distributed rewriting durations (Figure 6.30) in-
100
 0
 100
 200
 300
 400
 500
 600
 700
 800
 900
 2000  4000  6000  8000 10000 12000 14000 16000 18000 20000
No
. o
f tu
ple
s (
in 
tho
us
an
ds
)
Query Size
Local
Peers
Server
Figure 6.23: Query Size: Tuples’ Origin
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
 2000  4000  6000  8000  10000 12000 14000 16000 18000 20000
Hit
 Ra
te 
(%
)
Query Size
Local
Peers
Figure 6.24: Query Size: Hit Rate
crease with the number of clients since more semantic regions are in-
dexed in the distributed index.
6.1.7 Distributed Index
The next experiment evaluates the general system peformance when the
parameters of the distributed index are varied. Theminimum level (fmin)
is set to 10, while the maximum level (fmax) varies from 10 to 24.
Figures 6.31 and 6.32 illustrate the results of this experiments. The
duration of the query rewriting process first begins to decrease because,
while increasing the maximum level, caches entries and indexed into
an increasing number of distributed quad structures, and thus, the dis-
tributed index becomes more eﬃcient. A further increase of the this
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maximum level decreases the performance due to the communication
overhead of having many quad structures. A similar behavior is exhib-
ited when looking and the response time (Figure 6.32).
6.1.8 Updates
The last experiment investigates how update statements influence the
performance of the two caching approaches. The size of clients’ cache is
64MB.Theworkload consists of a sequence of alternative selection and
update sessions. Selection sessions are generated similarly with the first
experiment. Update sessions contain a number of updates statements
which modify a single tuple chosen randomly based on the normal dis-
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 0
 100
 200
 300
 400
 500
 600
 5  10  15  20  25  30
No
. o
f tu
ple
s (
in 
tho
us
an
ds
)
Number of Clients
Local
Peers
Server
Figure 6.28: Number of Clients: Tuples’ Origin
tribution used for the selection sessions. The number of update state-
ments per session is varied from 0 to 150.
While the number of update statements per session increases, the
performance of both caching systems starts to decrease because update
statements invalidate an increasing number of cache entries. Thus, both
the query response time (Figure 6.33) and the number of tuples sent
by database server (Figure 6.34) increase. For the cooperative caching
approach, increasing the number of update statements causes an in-
crease of tuples that originate from the database server and decreases the
amount of data returned from either the local or remote caches (Figure
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Figure 6.30: Number of Clients: Rewriting Duration
6.35). Both the local and peers hit rate decrease with the increase of up-
date statements due to the invalidation of cache entries (Figure 6.36).
A further evaluation was performed to determine how the update
level (fupdate) influences the performance of the system. Theupdate level
is varied from 4 to 18. These values are consistent with the size of selec-
tions and, thus, with the sizes of the interval convered by semantic re-
gions. The size of an update session is set to 50, which is a reasonable
value for read-intensive workloads.
For lower update levels, the overhead of the distributed rewriting
increases because the number of timestamps transferred grows (Fig-
ure 6.38). This also causes an increase of the response time (Fig-
104
 0
 50
 100
 150
 200
 250
 10  12  14  16  18  20  22  24
D
ur
at
io
n 
(m
s)
Maximum Level
Distributed Rewriting
Figure 6.31: Distributed Index: Rewriting Duration
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 10  12  14  16  18  20  22  24
R
es
po
ns
e 
tim
e 
(s
)
Maximum Level
Cooperative Semantic Caching
Figure 6.32: Distributed Index: Response Time
ure 6.37). For large update levels, the overhead of the distributed rewrit-
ing decreases but also the number of semantic regions which are in-
valided by update statements increases, and thus the performance of the
caching system decreases.
6.2 Use Case 1: CoopSCwithin Cloud Environments
Similarly with the general CoopSC evaluation, the two cloud scenarios,
introduced in Chapter 4.5, were evaluated using the Wisconsin bench-
mark [14] relation. The workloads consists of single attributes selec-
tions on unique1 attribute, generated as described in the previous sec-
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Figure 6.34: Updates: Server Tuples
tions. These experiments look both at performance and also of the eco-
nomic impact of CoopSC. Thus, based on the charging schemes, the
amount of money paid for data transferred are also calculated In each
experiment, three measurements are made: query response time (a),
amount of data sent by database server and amount of money paid for
data transfer (b).
6.2.1 Scenario A
In this experiment, database is located in Zurich, while clients are run-
ning in nodes provided byRackspace [76] cloud infrastructure. The size
of clients’ caches are varied from 0 to 192 MB. This experiment uses 5
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clients. The workloads are generated in a similar matter with the general
system evaluation.
The results of this experiment are presented in Figures 6.39 and 6.40.
Due to the instability of the resource provided to virtual machines by
Rackspace response time measurements (Figure 6.39) show a high de-
gree of instability and thus, the performance-wise benefits of CoopSC
are not evident. Figure 6.40 shows the amount of data sent by database
server during experiments. Taking Rackspace’s charging scheme into
consideration, the amount of money that has to be paid for data trans-
ferred is computed and illustrated in the figure. Thus, the economic-
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wise benefits of using a cooperative caching solution in this scenario are
shown.
6.2.2 Scenario B
In this scenario the database server runs in a large Amazon EC2 [10]
instance while clients run in nodes located in the EMANICSLab testing
environment. Two experiments were performed: the first experiment
measures how cache size influences the performance of system, while
the second experiment varies the update rate. The cost of data transfer
is computed using Amazon EC2’s pricing scheme.
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Figure 6.40: Cloud Scenario A: Server Tuples
Theworkload of the first experiment is generated similarly with Sce-
nario A. Analyzing response time (Figure 6.41), for small cache sizes,
the diﬀerence between the two approaches is reduced, because hit rates
are small in both scenarios and database server has to handle executions
ofmost queries. While the cache sizes increase, the benefits of the coop-
erative caching approach become more visible. In the semantic caching
approach, the amount of data sent by database server is reduced, because
database server only sends parts of queries which are missing from local
cache. The cooperative approach further decreases this amount of data
because clients can also transfer tuples from caches of other peers. Re-
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Figure 6.41: Cloud Scenario B: Response Time
 0
 2000
 4000
 6000
 8000
 10000
 0  20  40  60  80  100  120  140  160  180
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
MB $
Cache Size
Semantic Caching
Cooperative Semantic Caching
Figure 6.42: Cloud Scenario B: Server Tuples
ducing the amount of data also determine the reduction in the cost of
data transfer which is clearly visible in Figure 6.42).
The second experiment investigates how update statements influ-
ence the performance of the cooperative caching approach. The size
of clients’ cache is 64 MB. The workload consists of a sequence of al-
ternative selection and update sessions. Selection session are generated
similarly with the first experiment. Update sessions contain a number of
updates statements which modify a single tuple chosen randomly based
on the normal distribution used for selection sessions. The number of
update statements per session is varied from 0 to 150. Figure 6.43 and
6.44 illustrates the results of this experiment. While the number of up-
date statements per session increases, the performance of the caching
system starts to decrease because update statements invalidate an in-
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Figure 6.44: Cloud Scenario B (Updates): Server Tuples
creasing number of cache entries. Thus, both query response time and
number of tuples sent by database server increase. The cost of data trans-
fer follows the same trend.
6.3 UseCase2: CoopSC-basedNetworkTrafficAnalysis
TheNMCoopSC architectures (introduced in Chapter 4.6) was imple-
mented and evaluated using a PostgreSQL database server and a num-
ber of clients that execute, in parallel, single indexed attribute selection
queries on starttime attribute. The EMANICSLab [39] research testing
networkwas used for this evaluation. Clients are running in 10 nodes lo-
cated across Europe, while the database server runs on a more powerful
machine located in Zurich. During the evaluation, three scenarios were
111
used: cooperative semantic caching approach, classic semantic caching,
and no caching approach.
The evaluation was done using a relation of about 60 million real-
life flow records, which were collected during an interval of 50 hours
from two operational nodes running inside the PlanetLab [74] net-
work. Each query is a range selection on the starttime attribute (Exam-
ple: select * from flows where 1253190752 < starttime and starttime <
1253230752). It is assumed that analyzers’ access patterns have a se-
mantic locality. This means that each analyzer has an interest area in
which most queries are executed. The width of this interest area is also
an important testing variable. In order to express the locality of queries,
the access pattern of diﬀerent analyzers ismodeled using the normal dis-
tribution. Its standard deviation determines the width of interest area.
Thus, for each client, the center-points of queries were randomly chosen
to follow a normal distribution curve with diﬀerent standard deviations.
For each experiment, clients first execute warm-up queries until cache is
filled. The response time, for each client, is calculated by averaging the
response time of 8 testing sessions of 20 queries each. The error bar is
calculated using these 8 values. These values were chosen in order to in-
crease the precision of the measurements. For each scenario, the total
amount of data sent by the database server is also measured. Further-
more, for the cooperative caching scenario, in each session, numbers
of tuples that originated from the local cache, remote caches, and the
database server are determined. Local and peers hit rates are computed
for the cooperative caching scenario. The local hit rate is defined as the
percent of tuples from result sets that originated from the local cache,
while the peers hit rate refers to tuples that were returned from caches
of other clients.
Thus, in each experiment, four measurements are made: the first two
compare the cooperative semantic caching approach with the classic se-
mantic caching and no caching scenario, in relation to (a) query re-
sponse time and (b) amount of data sent by database server. The other
two measurements refer only to the cooperative caching approach and
(c) determine tuples’ origin and (d) hit rates.
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The distributed index was configured with the following parameters
fmin = 5; fmax = 9. These values determine a good distribution of cache
entries within the distributed index.
6.3.1 Cache Size
The first experiment measures how the variation of the size of clients’
caches influences the performance of the two caching approaches for
single-attribute selections. The size of clients’ caches are varied from 0
to 192 MB. These cache sizes were chosen it order to make the overall
behavior of the system visible when the current workload is used. This
experiment uses 10 clients. Each query returns records which were gen-
erated in an interval of 300 seconds (about 10,000 tuples). These work-
loads have standard deviations of 15,000. The means of the Gaussian
curves are distributed uniformly over the range of the starttime attribute.
The diﬀerence between the means of two consecutive clients is 9,000.
This diﬀerence makes sure that interest areas of diﬀerent clients are well
separated and the queries asks for time intervals which are stored in the
database.
Analyzing the response time (Figure 6.45a) for small cache sizes, the
diﬀerence between the two approaches is reduced, because hit rates are
small in both scenarios and the database server has to handle execu-
tions of most queries. While these cache sizes increase, the benefits of
the cooperative caching approach become more visible. In the seman-
tic caching approach, the number of tuples sent by the database server
is reduced (Figure 6.46), because the database server only sends parts
of queries which are missing from the local cache. The cooperative ap-
proach further decreases the number of tuples sent, because clients can
also transfer tuples from caches of other peers. Figure 6.47 illustrates the
origin of tuples for the cooperative caching approach. For small cache
sizes, most tuples are returned from the database server. As cache size
increases, both the number of tuples returned from the local cache and
caches of other client increase. Hit rates have a similar behavior (Fig-
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Figure 6.46: NMCoopSC Cache Size: Server Tuples
ure 6.48). For small cache sizes both local and peers hit rate are reduced.
Increasing the cache size causes the increase of both hit rates.
6.3.2 Locality
The second experiment measures how varying queries’ locality influ-
ences the performance of both caching approaches. The size of the
clients’ cache is 64MB.Theexperiment uses 10 clients. Workloads’ stan-
dard deviations are varied from 5,000 to 50,000 seconds.
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Figure 6.48: NMCoopSC Cache Size: Hit Rate
Figures 6.49, 6.50, 6.51, and 6.52 illustrate the results of this experi-
ment. Increasing standard deviation of workloads decreases access lo-
cality and thus, performance of both caching systems decreases (Fig-
ures 6.49 and 6.50). In the cooperative caching approach, increasing
the standard deviation causes number of tuples returned from the local
cache to decrease, while the number of tuples returned from the server
increases. The number of tuples returned from remote peers initially
increases, because lowering access locality increases the need to cooper-
ate. A further increase of standard deviation decreases also the amount
of data returned from remote peers because with a general low access
locality, relevant entries will not be found in other peers (Figure 6.51).
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Figure 6.50: NMCoopSC Deviation: Server Tuples
Local hit rate decreaseswith the increase of the standard deviationwhile
peers hit rate initially increases and then decreases (Figure 6.52).
6.3.3 Query Size
The next experiment measures how the size of selections influences the
performance. The size of selections is varied from 50 to 600 seconds.
Key results of this experiment are presented in Figures 6.53, 6.54, 6.55
and 6.56. As the size of selections increases, the response times (Fig-
ure 6.53) and the amount of data sent by database server (Figure 6.54)
also increase. Similarly to the first experiment, the semantic caching ap-
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proach is more eﬃcient than the no-caching approach because database
server only handles parts of querieswhich can not be answered using the
cache. The cooperative caching solution outperforms the local caching
approach due to the increase of hit rate of the cache system. The hit rate
remains constant because the same proportion of queries are answered
using cache (Figure 6.56).
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Figure 6.54: NMCoopSC Query Size: Server Tuples
6.4 Chapter Summary
The evaluation, described in this chapter, shows that using CoopSC
within a distributed client-server database environment improves the
performance of range selection queries. Experiments were performed
for measuring average query response time, amount of tuples sent by
database server, hit rates and tuples’ origins. The overhead of the
CoopSC approachwas also shown bymeasuring the duration of the dis-
tributed rewriting.
Update statements were also evaluated and results indicate that
CoopSC has beneficial eﬀects when read-intensive workload are exe-
cuted. Choosing a appropriate value for the update level emerged as an
important factor that has to be considered.
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The economic and performance-wise benefits of using CoopSC
within real-life cloud environment were shown by running experiments
inside Rackspace [76] and andAmazon EC2 [11] cloud infrastructures.
Finally, the NMCoopSC architecture was evaluated using real-life
NetFlow data and results show that a cooperative database semantic
caching approach improves the performance of oﬀ-line NetFlow-based
network monitoring approaches.
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7
Summary and Conclusions
The CoopSC approach determines a cooperative semantic caching ar-
chitecture, that optimizes the execution of database queries by caching
old query results in order to answer new queries, allowing clients to
share their cache entries in a cooperative matter. CoopSC supports n-
dimensional range select-project queries. Update queries are also han-
dled. The design of the CoopSC approach was described and major de-
tails outlined. Theproposed approachwas evaluated and comparedwith
the classic semantic caching approach. These evaluation results show
that CoopSC, especially by applying distributed principles and the P2P
overlay techniques in particular, reduces the response time of range se-
lection queries and the amount of data sent by database server for read-
intensive workloads. The benefits for workloads with a significant num-
ber of updates statements are limited due to the increased invalidation
of cache entries.
Based on the general CoopSC approach, two cloud based scenarios
were determined and evaluated inside real-life cloud environments, out-
lining the main performance and economic benefits. Furthermore, the
CoopSC approach was used in designing the NMCoopSC architecture,
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which improves the handling ofNetFlow records withinNetFlow-based
network monitoring solutions.
7.1 Conclusions per Research Problem
In what follows, based on the content of this thesis, the six main re-
search questions which were introduced in Section 1.2 are restated and
answered in a summarized way.
A. How can cooperative aspects be integrated in the classic seman-
tic caching approach?
As described in Chapter 3, the CoopSC approach integrates coopera-
tive aspects into the semantic caching approach by allowing clients to
share their local cache entries. Each query is split into probes (parts of
query which are answered using local cache), remote probes (sub-queries
executed using remote caches) and remainders (which are executed on
database server). These sub-queries are determined during the query
rewriting process. Cache entries are indexed in a distributed data struc-
ture built on top of a P2P overlaywhich is formed by all clientswhich are
interrogating a specific database server. This distributed index in based
on the MX-CIF quad tree data structure.
B. How to handle update statements in the context of the coopera-
tive semantic caching approach?
Update statements are handled with a cooperation from the database
server (c.f., Section 3.4). The approach uses the same quad space divi-
sion as the distributed index. A specific update level is chosen by the ad-
ministrator. Virtual timestamps are stored for each quad from the spec-
ified update level. A trigger mechanism increments these timestamps
when modifications are performed. Semantic regions store the values
of these timestamps. Before executing a query, current snapshots are
determined by finding which quads intersect given query and their cor-
responding virtual timestamps. Thequery rewriting process ignores and
discards old cache entries.
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C. Does the cooperative caching approach improve the perfor-
mance of database solutions?
In order to determine the performance of the cooperative semantic
caching approach, a prototype CoopSC system was fully implemented.
The systemwas evaluated (c.f., Chapter 6) and comparedwith the classic
semantic approach and a no-caching scenario. The results of this exten-
sive evaluation clearly show that the cooperative caching approach im-
proves both query response time and amount of data sent by database
servers.
D. How does the update handling mechanism impact the perfor-
mance of the cooperative caching approach?
The results of the evaluation (c.f., Section 6.1.8) show the CoopSC ap-
proach behaves well when read-intensive workload are executed. The
general performance decrease while the rate of update increases. Also,
choosing the right value for the update level is important in regards to the
performance.
E. How can the cooperative caching approach be applied within
cloud-computing database solutions and NetFlow-based traﬃc
monitoring applications and which are the benefits?
Two practical scenarios were determined for applying the CoopSC ap-
proach within cloud environments (c.f., Chapter 4.5). Also, the NM-
CoopSC architecture (c.f., Chapter 4.6) was developed in order to im-
prove the handling of NetFlow records in the context of NetFlow based
traﬃc monitoring solutions.
The evaluation of the two cloud scenarios clearly show the economic
benefits of applying the cooperative semantic caching within real-life
cloud environments. The performance-wise benefits are not clearly vis-
ible in all experiments due to the instability of cloud providers (c.f., Sec-
tion 6.2).
Furthermore, the NMCoopSC architecture was evaluated (c.f., Sec-
tion 6.3) and the results of these evaluations show that both response
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time and amount of transferred data are improved when applying a co-
operative semantic caching approach.
7.2 FutureWork
A potential future work direction consists in determining a cache re-
placement policy which optimizes the global performance of clients in
the cooperative semantic caching approach, rather than the local indi-
vidual performance. In the CoopSC approach, each clients manages its
local cache independently by apply the LRU (Least Recently Used) re-
placement policy. Thus, a popular cache entry can be present in the
caches of many clients. This might have negative performance conse-
quences since the global cache size is limited in size. The general per-
formance of the system might be further optimized if a global cache re-
placement policy is appliedwhich limits the number of times a particular
entry is stored.
The CoopSC approach optimized the performance of queries in the
context of relational database management systems. Further investiga-
tions can be performed in order to determine if the approach can be
adapted and applied in non-relational database management systems,
such as key-value storage solutions (e.g., Apache Cassandra [5], Project
Voldemort [92]) or document-oriented database systems (e.g., Apache
CouchDB[6],mongoDB [68])which, nowadays, have becomepopular
since they are suited for many applications which do not require strict
ACID transactional support. Since, usually, these systems use a semi-
structured type system, adapting and using CoopSC eﬃciently might
presented additional challenges [84].
Further investigations can also be conducted in determining new sce-
nario for applying CoopSC within cloud-based environments. For ex-
ample, a potential new scenario might consist in running a database
server and a number of CoopSC-enabled nodes inside the cloud envi-
ronment while clients (which do not need to cache query results) run
outside. Client requests are redirected to the CoopSC-enabled nodes
which can reduce the load of the database server. The number of such
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CoopSCnode can be elasticity increased or decreased depending on the
current load of the system. Determining the performance benefits of
such scenarios is a potential future work direction.
7.3 Final Conclusion
This thesis studied how cooperative aspects can be integrated into the
classic semantic caching solution. In order to determine the feasibility
of such an approach, a CoopSC prototype system was designed, imple-
mented and evaluated. The general approach was also applied in the
context of cloud-based database solutions and for improving the perfor-
mance of NetFlow-based network monitoring solutions.
Therefore, this thesis shows that adding a cooperative dimension to
the classic semantic caching solution is technical feasible and such an
approach improves the general system performance for a wide variety of
real-life use cases in which multiple nodes use range queries for interro-
gating database servers. Geographical Information Systems (GIS) are a
good potential use case since two-dimensional range interrogations are
commonly used by many such solutions.
Netflow-based network monitoring solutions are another good po-
tential use case of the CoopSC approach which was investigated by
this thesis. The experiments which were performed during the eval-
uation of this use-case (c.f., Section 6.3) show that the CoopSC ap-
proach improves the performance of oﬄine network analyzers which
access Netflow-based data stored in a logically centralized storage solu-
tion. Moreover, the load of such a storage solution is also reduced. Thus,
CoopSC can make the execution of tasks such as charging, accounting
or intrusion detection more eﬃcient.
Another important result of this thesis is the design and the imple-
mentation of the update handlingmechanism. This mechanism extends
the set of potential use cases of the cooperative semantic caching ap-
proach also to applications in which modifications are performed in the
database. While the update mechanism is flexible enough to support
all types of workloads, the system evaluation shows that, from a perfor-
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mance perspective, only read-intensiveworkloads benefit fromusing the
CoopSCapproach. Forwrite-intensiveworkloads the performance ben-
efits do not always exist because many cache entries are invalidated.
Finally, this thesis shows that using a cooperative semantic caching
approach presents also economic advantages when appliedwithin cloud
computing environments, because most cloud providers charge, in a
pay-as-you-gomatter, the amount of data transferred between the cloud
and the outside world. Hence, cloud-based software solutions can bene-
fit from using CoopSC from both a technical and an economic perspec-
tive.
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