ABSTRACT Genetic analysis for group selection is developed for the case of a biallelic locus (A,a) undergoing group selection of founder populations only. By contrast to R. Levins' E = E(x) models, extinction now depends on genetics at the propagule stage but acts uniformly on larger populations. Bio 
general than the Fokker-Planck partial differential equation formalism adopted by Levins. It is presently possible to handle cytogenetics of both diploid and haplodiploid type. The model is set up as a quasideterministic recursion in the 5-simplex 25, collapsing both drift and mendelian selection effects into a single parameter u, which is a Fisher-Kimura-Ohta fixation probability. In the analysis, it is shown that the stability of the fixed points is determined by the convexity of the extinction operator acting on propagules, assumed to be of size 2. Thus In the mathematical literature on group selection following the major paper of Levins (1) , group selection has come to be interpreted as differential extinction in a metapopulation (2) (3) (4) (5) . Extinction is modeled by postulating an operator E = E(x) relating the rate (or probability) of extinction to the frequency x of the group-selected gene; in the formalism of Levins, this quantity appears as a new dissipative term in the classical PDE (partial differential equation). Models developed in this way neglect any further connection between E(x) and population size; it is generally implicit in the models that all demes are already at carrying capacity at the time of colonization (see the handling of the recolonization terms in ref. 1). Size variation is thus treated as a Boolean (dichotomous) variable (N = 0 or N = K), and all selection is K-selection in the sense of ecological theory.
A discrepant picture emerges from the empirical and phenomenological literature. Ever since the island biogeography theories of MacArthur and Wilson (6, 7) and the complementary experimental studies of Simberloff and other investigators
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1909 (8) (9) (10) , there has been growing acceptance that the extinction of demes is commonplace in the population biology of many species. The group selection potential of these extinctions has also come to be recognized. However, there remains a major disparity between the ascribed sources of extinction and the way in which E(x) enters the mathematical formulations. With few exceptions, the growing empirical evidence points to concentration of extinction events in extremely tiny populationsusually under a dozen organisms.t When dealing with numbers this small, it is obvious that deme size and deme extinction cannot be successfully decoupled. This is recognized in the original Lewontin-Dunn Monte Carlo study of selection dynamics at the T (Brachy, short tail) locus in Mus musculus (12) . The point is also brought out in recent contributions of Goel and Richter-Dyn, which directly infer the chance of extinction from stochastic birth and death rates, and show that there is a critical deme size Nit above which there is a vanishing probability that extinction will result from these forces alone (13 . Time in the model is partitioned into discrete and nonoverlapping periods. These periods are defined with reference to the time required for a propagule to reach gene fixation at carrying capacity (see Assumptions A2-A3) and will therefore always extend over more than one generation. Within each period, the following sequence of events occurs: (i) extinction, (ii) growth, and (iii) recolonization. At the outset of the period, all sites in the metapopulation are occupied (though not necessarily at carrying capacity). Immediately thereafter, extinction wipes out certain demes. Surviving populations not yet at carrying capacity then grow to carrying capacity, concurrently becoming homozygous at the locus for one or the other gene. Finally, recolonization occurs, with colonists being drawn from populations that are at carrying capacity at the end of the period. This completes the period; sites freshly colonized at the end of the period initially contain-only founder populations of size 2 (see Assumption Al), so that survival for an additional period is required if these populations are to reach carrying capacity.
This phenomenology generally follows Levins, with the crucial exception that there is presently a fundamental distinction between propagules and populations at carrying capacity.
The assumptions are now stated formally: Assumption Al. All propagules (founder populations) are of size 2, comprising one male and one female. There are thus three propagule phenotype classes: (1) N/N, (2) NN/A, and (3) A/A. Assumption A2. Growth of newly founded populations is rapid, so that if such a population escapes extinction at the outset of its history, it requires only a single period to reach carrying capacity (N = K).
Assumption A3. Individual selection pressures (including drift) are strong, so that any population reaching carrying capacity in a period will have lost heterozygosity at the (A,a) locus by the end of this period (the mechanics are developed in A6). Assumption A4. (i) A genetics-dependent extinction probability Ei > 0 (i = 1,2,3) acts on sites occupied byfounder populations at the beginning of a period. If emptied by extinction, the site remains vacant for the remainder of the period and is recolonized at the end of the period by a propagule. Propagules are constituted at random from the gene pool of carrying capacity populations at the time of recolonizing. (ii) Group selection favors the a gene, i.e., E3 < E2 < E,.
Assumption A5. A uniform extinction probability E > 0 acts on carrying capacity populations at the beginning of a period. In the event of extinction, recolonization takes place as in A4.
For Assumption Al to hold, demes must be sufficiently isolated to make multiple recolonizations rare (see ref. 2 for discussion of observed recolonization dynamics in arthropod species). By A2, a founder population escaping extinction in period n arrives at carrying capacity by the outset of period n + 1. From Assumption A3, a carrying capacity populationthat escapes extinction remains unchanged in both size and genotype composition in the next period. Observe that both Assumptions A2 and A3 can be made definitionally correct by making each period long enough (see ref. 20 for related time-scale estimates). However, such an assumption may create difficulties in the hypothesis that extinction acts only once in each period and never hits populations in intermediate growth stages. ¶ Given Assumptions Al-A5, assume that at the outset of the initial period all demes fall into one of the following five classes: I, N/VN propagules; II, N/A propagules; III, A/lA propagules; IV, carrying capacity demes, homozygous for A; and V, carrying capacity demes, homozygous for a. Observe that this classification appears to be purely phenotypic. Nevertheless, it is not hard to show that classifications I-V in fact uniquely determine the genotype composition of each deme in each class. Moreover, the classification will continue to be exhaustive at all subsequent time periods, always taking observations at the outset of each period before extinction acts.
To see this, use Assumption A3 to note that all heterozygosity in propagules will have been eliminated by the time these populations are again censused at carrying capacity. Thus, all carrying capacity populations are of either type IV or type V. From the way in which propagules are constituted (using Assumptions A4 and A5), it follows that there can be no Aa individuals in founder populations. Thus classes I-III are in fact determinative of propagule genotypes as well as phenotypes. These classes are exhaustive of the possible propagules, using Assumption Al. Finally, by Assumption A2 together with Assumption A4 and AS, all populations as of the time of census are either propagules or at carrying capacity, whence the exhaustiveness of the above classification is established.
It remains to relate genetic composition at carrying capacity to that at the founder stage: Assumption A6. Homozygous propagules of type I grow to carrying capacity in class IV; similarly for III and V. Mixed propagules of type II grow to class V with probability u and to class IV with probability (1 -u).
The first half of this assumption is tantamount to neglecting mutation, which is not a serious loss of generality. The second part introduces a new parameter u. This parameter is already familiar in classical theory as the fixation probability of an allele starting in a fixed frequency class, which in the present instance is 1/2 for class II (AA/aa) propagules. In view of the small population numbers during early growth stages, one would expect u to be influenced by drift and other small population effects as well as by mendelian selection; drift is handled in the classical theory for a population of fixed size by solving the steady-state equation Ltt = 0, in which Lt is adjoint to the Fokker-Planck operator L in (t -L)k = 0 describing mendelian selection with drift (23) . For present purposes, it is only necessary to note that in the present model it is u, not the classical selection parameters s and h, which constitutes the natural parametrization of genetics at the individual level (see Fig. 1 ). For measurement and testing, there is the important further implication that unraveling the full details of genetics at the (A,a) locus is unnecessary; only u requires estimation, and this can be done in ¶ It would be possible to try to generalize the formalism so that all processes take place continuously in real time, by analogy to embedding in Markov renewal processes (21) principle at a population level by keeping track of successful propagules and observing their equilibrium composition after many generations.
Outside of the determination of u, the mendelian dominance at the locus (h) is immaterial in the rest of the model; this follows from the fact that heterozygotes Aa are not represented in any of the classes I-V. Because of the way in which heterozygosity is compressed into u, the same formalism also handles haplodiploidy and other types of nondiploid chromosome systems. However, Assumption AS requires that mixed propagules must go to fixation of one gene or the other; in the absence of mutation, whose effect must be excluded if carrying capacity populations are to be treated as homozygous, the simplest way of guaranteeing this is to limit the model to bisexual species, thus excluding cloning as well as thelytoky and other exotic cytogenetics which occur occasionally in the parasitic Hymenoptera (24, 25) . This means that we have a formalism capable of handling group selection in the Hymenoptera and other haplodiploid groups, but not clonal colony development in Bryozoa, Siphonophora, tunicates, and other marine colonial invertebrates (26 (0)). [4] These dynamics have the form of a nonlinear Markov chain.
Observe that no renormalization of Eq. 1 is necessary, since M can be directly interpreted as a matrix of transition probabilities.
[11] [12] while from Eq. 3 together with the definition of x, [13] in which (W4,W,5) (Y4,Y5)171. Obtain (w4,W5) from Eqs. 11 and 12 and substitute in Eq. 13 to obtain a quadratic equation in x alone. This equation has one trivial root x = 0, corresponding to A fixation (Eq. 5), and a second root [14] Thus, the polymorphism (if admissible) may be written explicitly [17] using Eqs. 9-12 together with bat = 1 to determine yI Observe that in the polymorphism Eq. 15 is given by 4/(7y4 + 75) rather than by Eq. 3. This reveals an important robustness of the model, since the existence and location of polymorphism (as well as the stability behavior of all fixed points as discussed below) is unaffected by whether recolonization takes place at the beginning or at the end of a period.
From the solution Eqs. 15-17, any internal fixed point of Eqs. 1-3 will be unique when it exists. The solution Eqs. 15-17 will be interior to 5 if and only if 0 < x <co. It is simple to verify that (A,a) polymorphism occurs when and only when the solution is interior, so that a necessary and sufficient condition for existence of a polymorphic equilibrium is
note that neither depends on E. It is obvious that 18a and 18b are mutually exclusive, since the first interval is (v,IA) while the second is (,vP). Note that max(uv) < 1/2 since E1 > E2 > E3, i.e., group selection favors a (Assumption A4).
There is a fundamental disjunction between two cases, depending on whether E2 ; (E1 + E3)/2, [19] i.e., whether Ei is convex or concave as a function of the genotype mix. First consider the concave case, < in 19. Then 18a is disallowed and 18b is the applicable polymorphism criterion. Since ,u is always strictly positive, the u-interval of allowed polymorphism is bounded away from 0. It is clear phenomenologically that u > v should correspond to a fixation, which is globally stable (except for the 9A given by Eq. 5), and similarly u < A should make A everywhere stable. The most interesting case is obviously 1/2 > u > v, since then the model predicts that group selection should carry its favored allele to fixation despite opposing selection at the individual level. These predictions may be checked by expanding Eq. 1 about 7a and iyA, respectively, and analyzing the local stability behavior about fixation (e.g., whether any eigenvalue of the characteristic equation has modulus exceeding 1 which match exactly with 18b to complete the analysis. One then has the situation summarized in Fig. 2 , which depicts the fixation global stability intervals along the u-axis, separated by a third interval in which there is a unique and globally stable polymorphism. Numerical results on the comparative statics of the polymorphism and the stability behavior of the system will be reported elsewhere. The structure when Ei is convex, > in 19, is essentially the dual of that just described. Now 18a becomes the operative criterion for existence of polymorphism and the roles of v and A are flipped, with ;i being the upper bound of the polymorphism interval and v the lower.
Again it is clear phenomenologically that for u > i a fixation is stable and for u < v A fixation is stable. Now, however, the stability criterion (21) predicts that a fixation will be stable as soon as polymorphism exists at all, using 21, 18a, and 19 with >. Similarly, with respect to A fixation, 20 predicts stability up to the upper boundg of the polymorphism interval (v,,u) . Thus when polymorphism exists it must be unstable, lying on a manifold separating the domains of attraction of the two stable fixations y and ya (see Fig. 3 ). This behavior is dual to that found in the concave case, with the stability characters of all three fixed points being flipped by the shift in convexity. (Eq. 4) , since in the convex case both fixations are locally stable. In this case the a gene will thus win completely-go to fixationprovided that it is initially common, but will lose completely if initially rare. This is reminiscent of the behavior of the cooperative hunting model of ref. 27 , though the principle generating the threshold is presently quite different. The location of the threshold will depend on u and the Es, but for any fixed parameters and initial conditions the outcome will be an allor-nothing one.
By contrast, in the concave case the system will go to the same polymorphic equilibrium regardless of the initial conditions (except for yA and Hya). This is to be compared with the results of the companion paper (28 The opposite occurs if 0 < S3 -S2 << LS < S2 as might be expected in cases of a genetically controlled alarm call trait where multiple warnings contribute little more survival chance than a single warning. In this case, Si will be convex and Es concave so that polymorphism will be stable.
Notice that successful group selection in the present model remains possible even in the face of very strong opposing individual selection. Consider the limiting case u = 0. Then, if Es is convex, the condition for local stability of a fixation is v < 0, i.e.,
1+E3<2E2
[23] 
