Abstract. We construct an increasing sequence of Borel subsets of R, such that their union is R, but R cannot be covered with countably many translations of one set. The proof uses a random method.
Introduction
Consider the following problem: if S is a subset of the real line, then how many translated copies of S can cover R? We say that the set S is κ-small if the real line cannot be covered with less than κ translates of S. For example, if S is of first category or S has zero Lebesgue measure, we clearly need more than countably many translates. For an overview of this problem see [3] and [4] . Here we mention a few of the newest instances and aspects of this topic:
Gruenhage has observed that for any given compact set S of positive Lebesgue measure, it is consistent with ZFC that S is not c-small. He has proved, on the other hand, that the Cantor set is c-small. Darji and Keleti have extended this result to every compact set of packing dimension less than 1 (see [2] ). Abért and Keleti [1] have constructed an increasing sequence of subsets of R such that their union is R, but every set is c-small. (We give a short proof in Proposition 1.) They have used this construction to represent every permutation of the plane as a product of finitely many very simple permutations. (Komjáth [5] has extended their result to every infinite Abelian group.) Their construction uses the Axiom of Choice, hence it does not give very nice (Borel, measurable, etc.) sets. Because of its paradoxical nature one would expect that there is no similar construction for Borel sets. However, in this paper we construct a sequence of ω 1 -small Borel sets such that their union is R. The proof is based on an elementary random method (strong law of large numbers).
Main result
We denote the continuum cardinality by c, and the real, rational and natural numbers by R, Q and N, respectively. The complement of the set S is denoted by S c = R \ S. By random digit we always mean a random variable which is zero or one with the same probability Proof. Take a Hamel base h α (α ∈ c). For every k ∈ N let
Clearly A k = R, and A k ⊂ A k+1 . Fix a k ∈ N and consider the numbers of the form 3kh α . At most one of these numbers can be covered by a translate of A k , and the cardinality of these numbers is a continuum.
The next lemma is about a sequence of zero-one digits. We denote by S h the average of the first h digits.
Lemma 2.
There exists a sequence {p l } converging to zero such that the following holds. For any zero-one sequence of l digits if we continue the sequence with independent random digits (0 or 1 with the same probability), then
Proof. Take a sequence of independent random digits. Denote the average of the first i by ζ i . By the strong law of large numbers ζ i converges to 1 2 with probability 1, hence for every fixed ε > 0,
Whenever S l+i > 1 − t the average of the last i digits must be at least 1 − t, and i > l since every digit is at most 1 and
and this converges to zero as we have seen. Proof. We write every real number in a binary system. If a number has two binary forms we choose the one that contains only zeros after some digits. Denote by S i (x) the average of the first i digits in the binary form of x ∈ R. Let
Theorem 3. There exists an increasing sequence of Borel subsets of
Clearly A k ⊂ A k+1 and A k = R. The method used to prove that such type sets are Borel is rather well known. Consider the sets B m (r) = x ∈ R : S m (x) ≤ r .
Each B m (r) is a countable union of intervals, and
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We should prove that R cannot be covered with countably many translates of any A k . Fix an integer k and a sequence {x n } ∞ n=1 . We construct an x ∈ R such that x / ∈ A k − x n (n ∈ N). Take a sequence y n that consists of the x n 's and contains every x n infinitely many times. We shall construct a number x ∈ R and a sequence of integers s(n) → ∞ such that
hold. This would imply x / ∈ n A k − x n . We construct the digits of x block by block, and we do not change the digits we have determined. The construction determines more and more digits and converges to a number x ∈ R. We always determine a block of digits, one block by a deterministic method and the next by a random method. Let v(n) and s(n) (which will be chosen later) denote the place where the n th random and deterministic block will end, respectively.
At the end of the n th deterministic block we want to make the average S s(n) (x + y n ) bigger than 1 − 1 k . But we also want to keep S n (x + y j ) below 1 − 1 3k for every j < n. For this we choose a very long random block before this deterministic block, and then we make every digit of x+y n to 1 in the deterministic block. This will indeed help since all of the averages S v(n) (x + y j ) (j ≤ n) will be very close to We should deal with some technical problems. We must be careful since a digit sequence constructed as the binary form of some x + y n (n ∈ N) should contain infinitely many zeros. (Every x ∈ R has a unique binary form containing infinitely many zeros, and the definition of the A k 's deals only with this binary form.) Sometimes (for example after the (s(n) + 1) th place) we make a zero digit of the number x + y n , and this does not change the averages very much. Suppose that we have chosen the first h digits of x to determine the first h digits of x + y j . But taking the sum x + y j there can be a carry at the (h + 1)
th digit changing what we have determined. To avoid this problem we choose the (h + 1) th digit of x to be the same as the (h + 1) th digit of y j . Hence it does not depend on the latter digits whether there is a carry at this place. (But the choice of the digits in the block before depends on this carry.) The (h + 1)
th "defender digit" does not change the average very much since h is always very large.
Let x (i) denote the number that agrees with x in its first i digits, and all of its other digits are zeros. After the m th step of the construction we need the following properties: we have integers s(j) (j ≤ m) and the first s(m) + 1 digits of x, such that
is so large that if we continue x (s(m)) using random digits, then
These conditions for every m clearly imply (i) and (ii). The 1 st step of the construction:
and s (1) to be large enough; these imply conditions (2) and (4) by Lemma 2. (Conditions (1) and (3) are trivial.) We choose an s(1) large enough and the digits of x + y 1 such that
and we make a "defender digit" at the (s(1) + 1) th place. The general, n th step of the construction: Suppose that we have ended the (n−1) th step; this means that we have conditions (1)-(4) for m = n − 1. We shall choose s(n) and the next (s(n) − s(n − 1)) digits of x such that these four conditions will hold for m = n. Let v(n) > s(n − 1) be large enough for the next two conditions.
First by the strong law of large numbers, if we take random digits after the (s(n − 1) + 1) th digit until the v(n − 1) th digit, then
holds, if v(n − 1) is large enough. This implies (1 ≤ j ≤ n), then continuing x using random digits after the s th place we get
which yields
We need (7) for condition (4) at the end of the n th step. After the v(n − 1) th place we take n "defender digits" to defend the first v(n − 1) digits of the sums x + y j (1 ≤ j ≤ n). The "defender digits" do not change the distribution of the averages of the previous digits, since they remain random digits. Hence (5) is true for x
