Although the theory of polynomial continuation has been established for over a decade (following the work of Garcia, Zangwill, and Drexler), it is difficult to solve polynomial systems using continuation in practice. Divergent paths (solutions at infinity), singular solutions, and extreme scaling of coefficients can create catastrophic numerical problems. Further, the large number of paths that typically arise can be discouraging.
INTRODUCTION
Let f(z) = 0 denote a system of n polynomial equations in n unknowns with complex number coefficients. Generally, such a system has many (complex) solutions. We use homotopy continuation to find all the geometrically isolated solutions of f(z) = 0 as o f 11 ows. We embed f in a system of n polynomial equations in n + 1 unknowns where this new system includes the variables of f and a new variable, the homotopy parameter. For one value of the homotopy parameter, the new system can be satisfactorily solved, and for another it is identically equal to f. The continuation process attempts to solve f(z) = 0 by evolving or "continuing" the full set of known solutions into the full set of solutions to f(z) = 0.
We denote the homotopy system by h(z, t) = 0 where h(z, 1) = f(z) for all z and we know the solutions to h(z,O) = 0. Thus, we view the homotopy parameter t as varying between 0 and 1. We must continue the solutions of h(z, 0) = Cl into those of h(z, 1) = 0. We assume sufficient conditions so that h-l(O) consists of smooth paths, and the continuation of solutions becomes a process of "path tracking."
Many issues arise in attempting to implement this concept into a reliable and fast algorithm for computing all solutions to polynomial systems. Basically, there are two steps:
(1) Define the homotopy, h(z,t).
(2). Choose a numerical method for tracking the paths defined by h(z, t) = 0.
Step (1) is guided by results from algebraic geometry, while (2) is based on methods for the numerical solution of ordinary differential equations and local methods for the solution of nonlinear systems. Both parts are nontrivial and important.
When homotopy continuation is used to compute the full solution list for a polynomial system, the continuation is carried out in complex projective space in a complex analytic context (as discussed in Section 2). As a consequence, the homotopy paths have a very special structure. For example, dt/ds > 0 on paths where s denotes arc length; thus, paths are strictly increasing in t as a function of arc length. On the other hand, singular solutions to f(z) = 0 always reduce the realrank of the Jacobian matrix by a multiple of 2. Therefore, the end game of the continuation process cannot be made nonsingular by generically embedding f in h, and "rank rz -1 local refinement algorithms" are not applicable. Most sophisticated path-tracking algorithms allow paths to 9urn back in t," so these algorithms are more general .than is needed for polynomial-solving homotopy continuation, and at the same time they generally do not respond well to highly rank-deficient endpoint singularities. It follows that these path trackers are not necessarily well suited to the paths generated by polynomial continuation.
This paper studies the behavior of three standard path-tracking algorithms on the special paths generated by polynomial homotopies. Included is a brief summary of the theory of constructing polynomial homotopies (Section 2) and a brief description of the three path trackers, as implemented in HOMPACK (Section 3). Section 4 describes three test problems and the results of the associated numerical experiments. Section 5 is a summary with conclusions and suggestions for future work.
We shall call polynomial-solving homotopy continuation "polynomial continuation." Any numerical method to find the full set of geometrically isolated solutions to a polynomial system using homotopy continuation is "polynomial continuation."
The POLSYS routine in HOMPACK evokes a traditional polynomial homotopy. POLSYS uses a convenient "tableau" format for inputing the system parameters, along with options to scale (via subroutine SCLGNP) and to apply the projective transformation.
In this paper we consider a broader range of options than is available in POLSYS, the most important being the m-homogeneous approach to homotopy construction (described in Section 2). Also, we consider three pathtracking methods, while POLSYS offers only one. We include in our numerical experiments tests of codes equivalent to POLSYS. See the beginning of Section 3 for additional comments on POLSYS.
The idea of polynomial continuation was first suggested in 1977 in papers by Garcia and Zangwill [lo] and Drexler 151. The following year Chow, Mallet-Paret, and York [4] presented an important refinement of Garcia and Zangwill's work. A number of papers have followed: Brunovsky and Meravy [2] , Drexler [6] , Garcia and Li [9] , Garcia and Zangwill [ll-141, Li, Sauer, and Yorke [19] , Morgan [21- 241, Morgan and Sommese , and Wright [39] .
There have also been some significant physical applications. See Richter and De Carlo [29] , Meintjes and Morgan [20] , Morgan [24] , Morgan and Sarraga [28] , Safonov [31] , and Tsai and Morgan [33] .
CONSTRUCTING HOMOTOPIES FOR POLYNOMIAL SYSTEMS
In this section we state the three theorems on which the m-homogeneous method of constructing polynomial homotopies is based. (These theorems are proven in [25] and [26] .) Then we outline the steps in the homotopy construction process.
Let f(z) = 0 be a polynomial system of n equations in n unknowns with complex number coefficients, where z E C". First, we need the definitions of a geometrically isolated solution and the multiplicity of a solution.
A solution to a polynomial system is called geometrically isolated (or simply isolated) if there is a ball around the solution that contains no other solution. A solution that is 'not geometrically isolated is singular, but an isolated solution can be singular also.
Let .z* be a geometrically isolated solution to the polynomial system f(z) = 0. Let U be a closed ball about z* containing no other solution. We can perturb f by adding arbitrarily small complex numbers to each coefficient of f (including the zero coefficients) in such a way that the perturbed system has only nonsingular solutions. (For example, by the Transversality Theorem 1161, it suffices to add small random numbers to the constant terms.) For all sufficiently small coefficient perturbations, the perturbed systems have a constant number m of solutions in U. This m is (by definition) the multiplicity of z*. See, for example, [7] , [8] , [15] , [32] , [38] . We note that z* has multiplicity greater than one exactly when it is singular; that is, when the Jacobian matrix df(z*) is singular.
The algebraically proper context for generating the full solution list of a polynomial system is complex projective space rather than real or complex Euclidean space. This is because the structure of the solution set to f(z) = 0 is generic in projective space. (See, for example, Bezout's theorem in the above algebraic geometry references.) Homotopy continuation methods for generating the full solution list to f(z) = 0 have always implicitly acknowledged this by being formulated in complex Euclidean space and allowing paths to diverge to infinity. It is more numerically stable, however, to acknowledge projective space directly. We therefore follow the classical approach from algebraic geometry of homogenizing f and establishing our continuation process in projective space. In many cases it is advantageous to homogenize f so that it has an m-homogeneous structure (defined in this section, below).
Then we view the solutions to f(z) = 0 as being in a Cartesian product of projective spaces. We will present our discussion in this generality. Since l-homogeneous systems are merely homogeneous systems, the m-homogeneous approach includes all polynomial systems and does not limit us to special cases.
Complex projective space, P", consists of the lines through the origin in C"+l, where x7==, Icj = n. Now choose homogeneous variables Zo,j for j = 1 to m and define zj = {zO,j7 zl,j7 ***3 zk, ,j> for j = 1 to m. Then evoke the substitution Zi,j + Zi,j/Ze,j for i = 1 to kj and j = 1 to m, generating a system f' = 0 of n equations in n+m unknowns (after we clear the denominators of powers of the Zo,j). Now f' = 0 naturally has solutions in (See 1251.) We say f ' is m-homogeneous because the variables are partitioned into m collections, 21, . . . . Z,, so that f' is homogeneous as a system in the variables of any one of the collections. We let dj,l denote the jth degree of the Zth polynomial; that is, with all variables held fixed except those in Zj, f[ has homogeneous degree dj,l. Note that "l-homogeneous" is the same as "homogeneous," so theorems about m-homogeneous polynomial systems apply essentially to all polynomial systems.
We say that polynomial fi has type = (dl,l, . . . , d,,l).
The Bezout number d of an m-homogeneous polynomial system is defined to be the coefficient of ny!, CX~ in the product D = fJ edj,l*j.
(1)
1=1 j=l
The significance of the Bezout number is that it is an upper bound on the number of homotopy continuation paths we will track in the space P x [0, I] (Theorem 1, below). The smaller d is, the better. Frequently, an m-homogenization of f for m > 1 has a (much) smaller Bezout number than the l-homogenization. If m = 1, then d = dl . . . dn, the total degree of f. This is the "traditional" number of paths to track. While it is natural to extend our context from Euclidean to projective space, it is often a nuisance to acknowledge this change of context with precise changes of notation. Thus, when we start with a system of polynomial equations f (2) = 0 with z E Cn and generate the m-homogenization f'(d) = 0 with Z' E P, we generally will abuse the notation by dropping the primes. Usually, our systems arise naturally as nonhomogeneous systems of n equations in n unknowns, and it will be implicit that an appropriate m-homogenization will be carried out so that "2 is now in P and the systems under discussion are the m-homogeneous forms of the original systems.
Define a homotopy h(z, t) = Cl-t)w(z) + tf (z), where g is an m-homogeneous system of n polynomials in n + m variables, and 7 is a randomly chosen complex number. Let g be chosen so that its m-homogeneous structure matches that of f; that is, 21,. . . , 2, are specified and the dj,t for g are exactly the same as those for f. Naturally, many such g will exist. We can always choose m = 1 and g diagonal (e.g., gj = pj$;" -qjZ,",'i'), but it is important to note that in practice we can often do better. When specific examples of systems f and g are presented below, we give the nonhomogeneous forms with the understanding that the appropriate m-homogenization is to be applied, as noted above.
Let S C P be a set of common solutions of f (2) = 0 and g(z) = 0. For each s E S, we require that the following conditions hold. For s E S let K denote the full connected component of solutions of g(z) = 0 with s E K. If s is a geometrically isolated solution of g(z) = 0 (i.e., K = {s}), we assume that:
-s is a geometrically isolated solution of f(z) = 0, and -the multiplicity of s as a solution of g(z) = 0 is less than or equal to the multiplicity of s as a solution of f (2) = 0.
If s is not a geometrically isolated solution of g(z) = 0, then we assume that:
-K is the full solution component of f(z) = 0 containing s, -K is a smooth manifold (see [16] ), and -at each point z" E K the rank of dg(z") is the codimension of K (that is, n -(the dimension of K)).
Let C denote the solutions of g(z) = 0 in P -S. Then the following theorem holds. THEOREM 1. Assume the points in C are nonsingular solutions of g(z) = 0. For any positive r and for all but a finite number of angles 8, if 7 = reie, then h-l(0) n ((P -S) x [O, 1)) consists of smooth paths and every geometrically isolated solution of f(z) = 0 not in S has a path in (P -S) x [O,l) converging to it. In fact, if mo is the multiplicity of a geometrically isolated solution z" that is not in S, then z" has exactly mo paths converging to it. Further, the paths are strictly increasing in t, and dt/ds > 0, where s denotes arc length.
This theorem is given in [26] as Theorem 1 (including the remarks after the statement of the theorem).
Notes:
1. Naturally, S may be empty, in which case the only restriction on the solutions of g(z) = 0 is that there be exactly d of them. (This implies they are nonsingular.) 2. The theorem can be generalized to allow the K in S not to be smooth manifolds.
However, computing the multiplicity of positive-dimensional nonmanifold solution components is much more difficult than for geometrically isolated solutions and positive-dimensional manifold solution components. 3. Applications in which one might allow S to contain positive-dimensional solution components arise naturally. For example, S might be a disjoint unions of lines, in which case the rank-codimension requirement is that the rank of dg(zO) be n -1 for each z" on each of the lines. See the manipulator example in Section 4. Here is a simple example to illustrate the case when the multiplicities of a common solution are different for f(z) = 0 and g(z) = 0. Let
and f(z) = (2 -l)"(.z -5).
Take S = (1). We track paths beginning at z = 2, 3, and 4. One of these will converge to .z = 5, the other two to z = 1. Let L = (Ll, . . . , L,) with where bi,,j # 0 for j = 1 to m. Note that if z E P, then z E Uh unless Lj (ze,j, . . . , zkj ,j) = 0 for some j. Thus z is in virtually all such coordinate patches. This also holds if we restrict our choices of the constants bi,j to be real numbers. (We say that "virtually all" parameters obey a stated condition if the set of parameters that do not obey the condition are contained in a lower-dimensional algebraic variety of parameter space. The result is that parameters "chosen at random" from parameter space will obey the condition "with probability one." Compare with the similar topological ideas in [3] .)
The following two theorems from [26] show us how to keep the continuation process in Euclidean space, even though our basic theorem (Theorem 1) is formulated in P, a Cartesian product of projective spaces. We can make the phrase "virtually all U L" in Theorem 3 more precise. The result holds for virtually all (bi,j) E n C"j+' and also for virtually all (bi,j) E n Rk,+l. In fact, the only L for which the result fails are those for which T @ Uh where T is the finite set containing both the geometrically isolated solutions of f(z) = 0 in P -S and the limits of homotopy paths in (P -S) x [0, 1) going to positive-dimensional solution components of f(z) = 0. In other words, if Lj(zo,j, . . . , zk,,.) = 0 for some z E T and some j, then UL will not work. Otherwise, it will.
For computations, we need a convenient way to realize the UL. We do this via "the projective transformation," as follows. With m-homogeneous h in the variables .Q for i = 0 to Icj and j = 1 to m, we let In creating a computer code to implement H, our usual procedure is to write a subroutine for h as a system of n equations in the n + m variables Zi,j, but to include the formulas (4) which make ze,j for j = 1 to m implicitly defined functions of the other variables. The partial derivatives of H with respect to Zi,j for i = 1 to kj, j = 1 to m are then generated from those of h with respect to Zi,j for i = 0 to kj, j = 1 to m using the chain rule. To make use of Theorem 3, the /3i,j are chosen at random from C or from R.
In the l-homogeneous case, one option is to apply the projective transformation to f rather than to h, and then solve the resulting F(z) = 0 using a homotopy in Euclidean space (perhaps to make use of an existing homotopy code). In fact, this is recommended in (221. Since this F(z) = 0 has all its geometrically isolated solutions in Euclidean space (for virtually all coefficients of the projective transformation), we are guaranteed that the resulting homotopy paths will find all geometrically isolated solutions of f(z) = 0 (including those at infinity).
In our tests we tried both approaches (projective transformation of h and projective transformation of f) when we were studying traditional homotopies. The practical difference in most cases was slight. For simplicity, in Section 4 we report the results with traditional homotopies using the projective transformation of f only.
Let H be the projective transformation of homotopy h, where h is given by Theorem 1. We now give a summary of the structure of the solution set H-l(O) as given by Theorems 1-3. Then, we complete this section with a step-by-step description of the m-homogeneous solution strategy based on Theorems 1-3.
First, assume that C is the full solution set of g(z) = 0. [The start points for the homotopy will be the associated ("projectively transformed") solutions to H(z,O) = 0.1 Th e set H-l(O) is a union of two parts: Part A (the paths) and Part B (described below). Part A consists of bounded, nonbifurcating, nonintersecting (except perhaps when t = 1) paths in Cn x [0, 11, with start points in C" x (0) and end points in Cn x { 1). There will be one path for each point in C , except that some paths may come together when t = 1. The paths are smooth l-real-dimensional submanifolds of C" x [0, l] (with boundary), except that where paths come together nonmanifold points may be generated. Here is a summary of the m-homogeneous methodology. We want to find all geometrically isolated solutions to f(z) = 0. The solution process described below finds all such solutions. It also finds at least one point on every positive-dimensional solution component, if the Bezout number is not zero. There are two steps:
Step 1: Constructing the homotopy Stage a. Fix an m-homogeneous form for f. Generally, we choose an m-homogeneous form for f that minimizes the Bezout number, although other considerations may be relevant. Stage b. Choose the system g so that:
-g has the same m-homogeneous form as f.
-The solutions to g(z) = 0 are known. Step 2: Numerical path tracking For each point in C , the associated path in H-l(O) will be tracked numerically from t = 0 to t = 1. This will yield the full list of geometrically isolated solutions to H(z, 1) = 0. No paths diverge to infinity, so the numerical path tracking will terminate in a finite number of steps without abandoning any path.
SMOOTH PATH-TRACKING ALGORITHMS
There are many different algorithms for tracking smooth paths. The CONSOL code from [24] was developed specifically for polynomial continuation, and its performance is discussed in [24] and [26] . HOMPACK [36] supports three general path-tracking methods not customized to the polynomial problem. These methods are: ordinary differential equation-based, normal flow, and augmented Jacobian matrix, denoted DF, NF, and QF, respectively. These are described in detail in [36] . Here, we summarize. Although the distinction of sparse vs. dense Jacobian matrix methods is important for some applications, the polynomial applications we have in mind generate dense Jacobian matrices. We will not acknowledge the sparse techniques further here, but see [36] . The POLSYS driver provided with HOMPACK (and described in [36] ) is essentially the traditional generic homotopy with the NF method, including easyto-evoke options for scaling and using the projective transformation of f. The computational results in Section 4 for the traditional homotopy and NF method can be interpreted as POLSYS results, with the exception that the CPU times for POLSYS will generally be longer (but not the WORK values, which are based on operation counts). This is because the coding of the FFUNP subroutine for POLSYS (using the convenient tableau input format) is less efficient than the customized code used in this study. (See [36] for a discussion of the POLSYS input tableau.)
As a result of the theoretical material in Section 2, we have a homotopy
and a set of start points, C', for the homotopy paths, where C' is derived from C in Theorem 1 via the projective transformation. We know the homotopy paths have finite length. It is valid to view (z, t) either as a vector of n complex numbers (~1, . . . , zn) and one real number (t) or 2n + 1 real numbers (Re(a),Im(a), . . . , Re(z,), Im(z,), t). It is standard in polynomial continuation to move from the context of 2n equations in 2n + 1 real unknowns to the context of n equations in n complex and one real unknown as convenient, without loss of rigor (see, for example, [24, App. 31). In this section, we will generally adopt the convention that we are dealing with 2n real equations in 2n + 1 real unknowns. We will use the notation x = (Re(zl), Im(zl), . . . , Re(z,),Im(z,)), so that w = (2, t) % (z, t) and H(w) g H(z, t). (6) identically in s, where dH denotes the 2n x (2n + 1) Jacobian matrix of H with respect to w and the norm in (6) is the Euclidean norm. With the initial conditions
. . . ,Re(zz), Im(z~)) (7) for some .z" E C', the zero curve F is one of the homotopy paths defined by H = 0.
When t(B) = 1, the corresponding Z(S) is a zero of F(z) s H(z, 1) = 0. Thus techniques for numerically solving ordinary differential equations can be brought to bear on the problem of tracking F . Typical ordinary differential equation software requires dw/ds explicitly, but (5-6) only implicitly define dwlds. The derivative dw/ds, which is a unit tangent vector to the zero curve I' , can be calculated by finding the one-dimensional kernel of dH(w(s)), which has full rank according to theory, except perhaps when t = 1. Once the kernel has been calculated, the derivative dw/ds is uniquely determined by (6) and continuity. Complete details for solving the initial value problem (5-7) and obtaining X(S) are in [34] and 1371. A discussion of the kernel computation is given in [36] and [35] , along with a summary flow chart for the ODE-based algorithm.
Normal Flow Algorithm. Consider the family of homotopy continuation systems H(w) = a for a E E2". As a varies, each of the corresponding sets of homotopy curves varies. The resulting family of sets of zero curves is known as the Davidenko flow. The normal flow algorithm is so called because the corrector iterates converge to the zero curves along the flows normal to the Davidenko flow.
The normal flow algorithm has four phases: prediction, correction, step size estimation, and end game (computation of the solution at t = 1). Let F be a continuation curve. For the prediction phase, assume that several points P(r) and P(') on I' have been found, with corresponding tangent vectors T'(l) and Tc2), respectively. Let q be an estimate of the optimal step size (in arc length) to take along F . The prediction of the next point on F is z-(O) = p(s2 + r/), where p(s) is the Hermite cubic interpolating w(s) at sr and ~2. Precisely, Starting at the predicted point Z ('1, the corrector iteration is
where [~H(z("))]' is the Moore-Penrose pseudoinverse of the 2n x (2n+ 1) Jacobian matrix dH.
A corrector step AZ is the unique minimum norm solution of the equation
Fortunately, AZ can be calculated at the same time as the kernel of dH, and with just a little more work. When the iteration (9) converges, the final iterate Z("+l) is accepted as the next point on P and the tangent vector to the integral curve through Z(") is used for the tangent. This saves a Jacobian matrix evaluation and factorization at Zck+'). The step-size estimation attempts to balance progress along l? with the effort expended on the iteration (9) .
The end game is evoked when t 2 1. Inverse cubic interpolation is used to obtain an estimate of a point with t = 1, and this estimate is refined using alternately (9) and inverse cubic interpolation.
Augmented Jacobian Matrix Algorithm. The augmented Jacobian matrix algorithm also has the four phases: prediction, correction, step-size estimation, and end game. The algorithm is based on Rheinboldt 1301, but with some significant differences: (1) a Hermite cubic rather than a linear predictor is used; (2) a tangent vector rather than a standard basis vector is used to augment the Jacobian matrix of the homotopy map; (3) updated QR factorizations and quasi-Newton updates are used rather than Newton's method; (4) different step size control, necessitated by the use of quasi-Newton iterations, is used; (5) a different scheme for locating the target point at t = 1 is used. See [l] for a fuller discussion.
The prediction phase is exactly the same as in the normal flow algorithm. Having the points P(l) and P(') on P with corresponding tangent vectors Z"(l) and Tc2), respectively, the prediction Z co) of the next point on I is given by (8) .
In order to use this predictor, a means of calculating the tangent vector 7'c2) at a point PC') is required. This is done by solving the system for y. (Here, superscript t denotes the matrix transpose.) Normalizing y gives
The last row of (10) insures that the tangent Tc2) makes an acute angle with the previous tangent T(l). It is the augmentation of the Jacobian matrix with this additional row which motivates the name "augmented Jacobian matrix algorithm." The solution to (10) is found by computing a QR factorization of the matrix, and then using back substitution. Starting with the predicted point 2 ('1, the correction is performed by a quasiNewton iteration defined by (11) where A(") is an approximation to the Jacobian matrix dH (Zck)). The last row of the matrix in (11) insures that the iterates lie in a hyperplane perpendicular to the tangent vector Tc2). Equation (11) is the quasi-Newton iteration for solving the augmented nonlinear system ( H(w) T(2) t (w -Z(O)) ) = O* When the iteration (11) converges within some tolerance, the final iterate Z(*) is accepted as the next point on the zero curve P . The step-size estimation algorithm is an adaptation of a procedure developed by Rheinboldt. The final phase of the algorithm, computation of the solution at t = 1, is entered when a point PC21 = (~(~1, tc2)) is generated such that tc2) > 1. Since Pt2) is the first such point, the -solution must lie on I? somewhere between PC21 and the previous point P(l). The algorithm for finding this solution is a two-step process which is repeated until the solution is found. First, starting from a point Pck), a prediction 2(k-2) for the solution is generated such that t(k-2) = 1. Second, a single quasi-Newton iteration is performed to produce a new point P ckS1) close to F, but not necessarily on the hyperplane t = 1.
NUMERICAL RESULTS
This section is devoted to a description of numerical experiments. It is divided into two parts. In the first part we present a discussion of certain key numerical issues:
-path failure, -singular solutions, -run parameters (first run and rerun), -CPU time vs. WORK.
In the second part we present the actual experiments, organized in three subsections corresponding to the three physical problems studied. In fact, we shall consider:
-three problems, one each from geometric modeling, chemical equilibrium studies, and the kinematics of mechanisms; -three path-tracking techniques, the QF; NF, and DF methods from HOMPACK, as discussed in Section 3; -two approaches to constructing homotopies, one "special" (customized, nongeneric, m-homogeneous) and one "traditional" (generic, uncustomized).
One of the purposes of this numerical work is to compare the path-tracking approaches, another is to compare the homotopy construction strategies. In addition, the issue of scaling (which is critical for polynomial continuation) is clarified through the use of the SCLGNP scaling algorithm (see [20] , [36] , or [24] Chap. 5) and the projective transformation, both of which are optional for the traditional homotopy and have a powerful beneficial scaling effect on most problems. Here is a summary of results. See Section 5 for more details. NF and DF generally outperformed QF. In some cases NF did better than DF and in others DF did better than NF. The special (m-homogeneous) way of constructing homotopies leads to solver performance that is faster and more reliable than the traditional (generic) way. However, it requires more (human) time and ingenuity. Also, the SCLGNP scaling and the projective transformation improve solver performance, sometimes considerably. (The homotopy parameter t is denoted "LAMBDA" in HOMPACK.) We recommend doing this routinely, but we avoided it in our tests to clarify the issues. Otherwise, rerunning with tighter run parameters often works (see the Run Parameters subsection below). that is not accurate to even one digit! (For example, see the discussion of Butler's problem below.) Within the context of HOMPACK, such a difficulty can sometimes be discovered by setting the answer-closeness parameters (ANS parameters) very small. But a more direct, reliable, and convenient approach to the issue of endpoint accuracy is to test the accuracy and conditioning of each solution estimate as a postprocessing step (i.e., post-HOMPACK) and to refine important inaccurate solutions, as discussed in the Singular Solutions subsection below.
By "path crossing" we mean that the path tracker begins on one path but crosses to a different path for some t between 0 and 1 and continues on the second path thereafter. We might say that "the paths cross numerically" even though they don't cross in exact arithmetic. Unfortunately, there is no foolproof way to detect path crossing. The possibility of path crossing is the main motivation for setting path-tracking parameters conservatively.
(For an example of path crossing, see the discussion below on solving the mechanism problem with the DF method.) If we suspect a path has crossed, we can rerun it with tighter run parameters. But how can we detect path crossing? Basically, only by detecting deficiencies in the computed full solution set. For example, if two paths converge to the same nonsingular solution, a path crossing has occurred and the two paths should be rerun.
Singular
Solutions. The most satisfactory polynomial continuation occurs in solving a system without singular solutions. In this case, we know that exactly the Bezout number of distinct solutions should be obtained. Thus we have a simple double check on the run. At the same time, nonsingular solutions are handled satisfactorily by all the HOMPACK path trackers. The picture is not so nice for singular solutions. First, to obtain a Bezout count, we must count the solutions by their multiplicities, and we don't know the multiplicities independent of the HOMPACK computation.
Second, singular solutions are expensive to compute and difficult to compute accurately. Judging the accuracy and success of a path computation is challenging when the path ends in a singular solution. Even deciding if a solution is singular or not is a partly subjective judgement. HOMPACK is not constructed to deal with the higher-order singularities generated by polynomial continuation.
The rank of the Jacobian matrix at a singular solution is always real-deficient by a multiple of 2. The theories on which the HOMPACK codes are based break down at such singular endpoints. Our experience with HOMPACK suggests that a singular solution may generate a FLAG=l, FLAG=3, or FLAG=6 condition. We recommend that when HOMPACK has completed, all solution estimates z" be tested for accuracy and singularity by computing cond = cond(g(z', 1
(the condition number of the Jacobian matrix at z" when t = 1) and (the norm of the Newton's method residual). If cond is large and resid is not small, then z" should be refined by a local method if it is judged to be of interest. Newton's method can be used to improve the accuracy of a singular solution. We have been surprised at how well a (complex) Newton's method performs in refining a singular solution if allowed enough iterations. See [18] for some alternative methods and caveats. We specifically recommend that FLAG=6 solutions and FLAG=3 solutions when t is near 1 be refined in this way, rather than by rerunning HOMPACK. A final check of the norm of the difference between the unrefined and refined solution estimates helps weed out "endpoints" that were not actually close to a solution.
Run Parameters.
We distinguish between "first run" and "reruns." Reruns may be reruns of the whole problem ("full reruns") or of individual paths. The process we envision is a first run, followed (perhaps) by several full reruns, followed (perhaps) by reruns of several individual paths.
How conservatively should the first run parameters be set? The critical question is: can the computed solution list be double checked external to HOMPACK? For example, is the physical-solution sublist easy to characterize? Is it easy to see if all the sought solutions have been obtained? Using the special homotopy for the mechanism problem (below), we expect 32 finite solutions and 32 solutions at infinity. Furthermore, 16 of the finite solutions will not satisfy the actual manipulator system. (There are several additional equations to be satisfied.) Half of the solutions at infinity will have 29 = 0 and half will have ~10 = 0 and none both. Generally (depending on the manipulator, hand position, and orientation) the solutions will be nonsingular, and 16 will be actual solutions to the manipulator. With this much information about the final solution list, we are in a good position to evaluate the run and to rerun unsuccessful paths. Another example is provided by chemical equilibrium systems. Each such system has a single physical solution, and it is the only positive real solution. In cases like these, we can "take chances" in choosing "loose" run parameters. If we cannot double check a run by the characteristics of the solution list, we must set tighter run parameters to start and be prepared to rerun the entire problem until path crossing (for example) can be ruled unlikely from general principles. Now we will state how run parameters were set for the experiments in this paper, for the first run and for reruns on all problems, and for the three HOMPACK methods. First, a list of the main parameters, with method-specific variable names and first run values, are given in Table I .
We note the following on run parameters and initialization issues. (Refer to Table I.) 1. In Table I , "-" indicates that the variable is not used in this method. 2. LIMITD, the 'Lmaximum number of steps" parameter, is initialized at the beginning of subroutines FIXPQF, FIXPNF, and FIXPDF (the main HOMPACK subroutines for the QF, NF, and DF methods, respectively). LIMITD is nominally set to 1000. 3. With reference to the START variable: We modified FIXPQF so that "H=O.l" (in the initialization section at the beginning of the program) was replaced by "H=SSPAR(5)," so that we could easily change this constant. 4. We always take ARCRE=ARCAE, and refer to these two variables together as ARC. ARC specifies how close the path tracker will try to keep the path estimate to the actual path, for 0 I t < 1.0. Similarly, we always take ANSRE=ANSAE, called ANS. ANS is the error tolerance for the solution at t = 1.0. The strategy for using ARC and ANS is rather complicated and differs for DF, NF, and QF.
See [341, 1351, [36l, and [37] for the details.
The RHOA subroutine (which DF uses but QF and NF do not) is coded as a
Newton's method which refines z rather than the "random" parameters. It is necessary that z be adjusted for path correction, because the special homotopies do not use an array of random parameters. Now here is the rerun strategy for the QF method. The rerun strategies for the other methods are modifications of this, as noted below. to find an endgame tolerance that works. Note that difficulty generally occurs with ill conditioned solutions. 5. FLAG=3 paths may be the result of path crossing, in which case the appropriate action is described in 2, above. Otherwise, rerun a FLAG=3 path with LIMITD increased, if t is not near 1. If t is near 1, judge if the path is converging to an ill conditioned solution. If so, consider refining post-HOMPACK rather than rerunning, as described in the Singular Solutions section.
The rerun strategy for NF is the same as QF, except that START cannot be adjusted. Use ARC instead.
The rerun strategy for DF is the same as for QF, except that START and MAXSS cannot be adjusted. Use ARC instead.
On QF and NF: Making MAXSS smaller is an extreme change. It tends to increase the computational work by a big increment (like, say, an order of magnitude). On the other hand, it is also a powerful change. Rarely will setting MAXSS smaller and smaller fail to induce eventual convergence (at a cost in CPU time). Making ARC smaller can also improve a run, but this has a more indirect effect on performance. The advantage of adjusting only one parameter for reruns will be obvious to anyone with multivariable optimization experience.
Ideally, most paths will be satisfactory on the first run, and we would (at most) need to rerun only a few paths. However, if a number of paths fail, the danger of path crossing will be great. Thus, we use as a (flexible) rule of thumb to rerun all paths if half the paths fail. The "D" notation indicates powers of 10.
RHOJAC equals one Jacobian matrix evaluation).
The NFE value returned by HOMPACK equals NOJAC. We should consider two issues:
(1) How does WORK compare to CPU time? (2) Does WORK let us compare the computational cost of the QF, NF, and DF methods?
First, note the following:
-QF calls RHO more than RHOJAC. Thus WORK > (N+l)*NFE.
-NF calls RHO exactly as often as RHOJAC. Thus WORK = (N+2)*NFE.
-DF never calls RHO. Thus WORK = (N+l)*NFE.
It is reasonable to use WORK to compare two runs using the same method. This is not so clear for comparisons between methods. Our tests suggest the following rule of thumb for estimating CPU times from WORK values. In Tables V, VII, VIII, and XI, WORK and CPU time values (in minutes on IBM 3090) are given. The WORK/CPU ratios are within a factor of 2 for DF and NF (usually much closer). Comparing WORK/CPU for NF to WORK/CPU for QF we obtain factors between 2 and 4 (approximately).
We conclude that we can compare WORK values for NF and DF, but to compare these with QF values for WORK we should multiply the latter by a factor of 3.
The Problems and Numerical Results
We describe each problem below and then report the result of solving the problem using each path-tracker with a generic homotopy and a new homotopy. For the generic homotopy we use g"(z) in place of rg(z) in (2) where with the "random" coefficients pj and qj given in Table II respectively.) It has been our experience that the traditional homotopy is more efficient when used with such a projective transformation, and it is specifically the case with the test problems in this paper. (Note the computational comparisons for the first problem below.)
Although we tested the alternative to the traditional homotopy of taking the projective transformation of the homotopy (rather than of f), the differences between these variants were minor. For simplicity, we do not include the.numerical results here of this alternative.
For the m-homogeneous homotopies (called "special" homotopies), we define y by r = 1.0 and 6' = 0.876534. The g's themselves are customized to each problem, as given below. The exact projective transformation formulas for each problem are specified below also.
Note that the HOMPACK path-trackers do not specifically acknowledge the fact that the homotopy paths are strictly increasing in t. .) It has two real solutions and a complex conjugate pair of solutions. It has no solutions at infinity. Thus it has total degree equal to 4, and the special homotopy will be l-homogeneous. Three of the solutions are in the circle of radius 2, and the other has norm approximately equal to 2343. This is the last problem presented in [36] , and the solutions are listed there.
This relatively mild problem is included here to show that even when a system exhibits no special numerical difficulties, it can be solved with less work by the special homotopy approach. We have solved the problem with and without the SCLGNP scaling and with and without the projective transformation off (when the traditional homotopy is used) to illustrate the value of these options. In the more difficult two problems presented below (the chemical problem and the mechanism problem), we have omitted running some of these variants, for simplicity. for 1 = 1,2 where the al,j are given in Table IV. Special Choice of g: The special g is the same as f, except that we t&e al,l = al,3 = al,4 = 0. The logic of this choice of g is:
1. g is triangular.
We can solve gi(zs) = 0 for zs using the quadratic formula, substitute for .zs in gs(.z) = 0, and solve for zi with two more applications of the quadratic formula.
2. We can make f into a triangular system in four ways, via a choice of an equation and of a variable to delete in the chosen equation. gi includes the terms of f of greatest magnitude that can be produced in this way.
The projective transformation is defined via zj + Zj/Za for j = 1 to 2 where
with the /9j chosen from Table III. Experimental Results: The results of this experiment are listed in Table V . Almost every run '&worked," in the sense that the correct solution set was obtained without the need for reruns. The exceptions are the two runs of the traditional homotopy without scaling and without the projective transformation using the QF and NF methods. Not enough steps were allowed for the paths converging to the large solution, and a FLAG=3 was returned in each case. Increasing LIMITD was the easy fix. Note the significant difference in WORK and CPU time in solving the traditional homotopy with and without the projective transformation and with and without scaling. The special homotopy is not particularly sensitive to scaling, but the computations are quick in any case. Background: Chemical equilibrium systems generate polynomial systems. They are characterized by extreme scaling and unique model formulation issues. The problem included here is the second example in [20] , "Butler's Problem." See [20] for a discussion of its chemical significance.
This system of a quartic and a cubic has seven finite real solutions and a finite complex conjugate pair of solutions. It has one solution at infinity, of multiplicity Table VI .) Without the SCLGNPscaling and the projective transformation, these solutions are very ill conditioned. Their conditioning is much improved when these options are used. Here is a summary: With scaling and the transformation, the solutions have condition numbers less than 3000, except the complex conjugate pair whose condition number is about 8 x 108. The unscaled transformed solutions all have condition greater than lOlo, except the complex pair whose condition is about 3 x 10". Without scaling and without the transformation, the solutions all have condition greater than lOlo. With scaling but without the transformation, the solutions have condition number less than 3 x 104, except one with condition about 8 x lo5 and the complex pair whose condition is greater than lOlo.
This system has total degree equal to 12. For the special homotopy we use a 2-homogeneous homotopy with associated Bezout number of 9. Thus on P = P1 x P' the system has no solutions at infinity. It is especially significant to eliminate a triple singularity, because this solution is expensive to compute and, with a traditional homotopy, three paths converge to it.
Definition off:
where the ul)i are given in Table VI . We 2-homogenize the system via the transformation ~1 +-zr/zs and ~2 +-~21~4. Thus ~3 and 24 are the homogeneous variables. We can compute the Bezout number from the combinatorial product (1) for this case: D = (4ar + lcQ)(lcXr + 2a2).
We then confirm that the coefficient of CL~CQ is 9. The projective transformation of the special homotopy is realized by:
where the ,& are taken from Table III. Special Choice oj g: The special g is the same as f except we set ui,z = 0. This makes g triangular, and we can solve as in problem 1. (We use the method from [17] to solve the quartic, rather than the quartic formula. The computational cost of this is trivial compared to the total cost of the continuation run.) However, there is a "trick' : gi should be type (4,1), because fl is type (4,l). (The "type" is defined in Section 2.) However, if we homogenize g by the prescription given in Section 2, then gr will be type (4,0), because gr contains no ~2. The trick is to multiply gr by ~4. Then g has the same P-homogeneous structure as f, and g(z) = 0 has exactly 9 solutions in P1 x P', as required. There are eight finite solutions and one solution at infinity: scaled problem required no reruns at all, while the unscaled problem needed some reruns. The failed paths were clearly marked (FLAG=5, FLAG=6) and corrected easily (by reducing MAXSS).
The traditional homotopy is difficult to solve. The unscaled version defeated all three solvers, for all reasonable choices of rerun parameters. Naturally, we could have forced the issue by heroic efforts (say, by using extended precision). However, this seemed pointless. Chemical problems should be scaled, as noted in 1201 and [24, Chap. 91. And the traditional homotopy, which forces a blending of f with a generic g, is more sensitive to scaling and other mismatching issues than a wellchosen special homotopy. Note that the ill conditioning of the solut,ions, per se, is not the difficulty, but rather the ill conditioning of the homotopy. Each of the methods required three full reruns of the scaled problem, for different reasons and with different outcomes. Still, we can conclude that the solution process (including the rerun strategies) is successful, allowing that post-HOMPACK refinement of the complex solution pair is required for reasonable accuracy. In fact, the physical solution (the positive real solution) is relatively easy to find and is found with reasonable accuracy without refinement.
Here are some additional notes on Table VIII: 1. For the QF method: For the all-path reruns, we reduced (only) MAXSS (twice).
The second all-path rerun had four paths for which FLAG # 1. They were settled as follows. The FLAG=6 path is close enough not to rerun. The .345006 x lo-l7 f 7.310953 x lo-"i The condition number of the Jacobian matrix at these solutions is about 8 x lo8 (scaled and transformed). Eventually (after reruns) the QF and DF methods return a FLAG=1 for this solution pair. In this sense, the performance of NF is better, because it insists on returning a FLAG=3, clearly indicating failure. The Newton's method residual resid shows that the path endpoint is (badly) inaccurate. However, Newton's method (implemented in double precision) converges from this endpoint to single precision accuracy, in spite of the ill conditioning. Background: The inverse position problem (IPP) for six-revolute-joint manipulators is a basic problem in mechanisms. Given parameters describing a manipulator and a desired hand position and orientation, the problem is to find all the sets of joint angles that put the hand in this position and orientation. The IPP is analyzed in [33] and described for a more general audience in [24], Chapter 10.
The IPP might have an infinite number of physical solutions in cases where the hand position and orientation can be attained by the free rotation of a joint and in other degenerate configurations. We focus on finding the geometrically isolated solutions. Usually these are nonsingular, but not always. In P8 the l-homogeneous form of the system has total degree 256, an infinite number of solutions at infinity, and (we can prove) at most 64 finite solutions (unless there are an infinite number), while we observe at most 32 finite solutions (unless there are an infinite number). (The complicated formulas by which manipulator data generates polynomial coefficients make exact analysis here difficult.) In P4 x P4 the 2-homogeneous form of the system has Bezout number 96, 8 solutions at infinity (each of multiplicity 4), and (we observe) 32 finite solutions and 32 (additional) solutions at infinity. The test results confirm that the problem should be solved in its 2-homogeneous form rather than the l-homogeneous. However, we have some choice of 2-homogeneous approaches.
In [26] the IPP was solved using three homotopies, the traditional and two 2-homogeneous homotopies. Here we will use only the traditional and the second 2-homogeneous homotopy from [26] (denoted by its start system Gb in 1261). The homotopy we will use has as a start system the IPP system with a particular choice of coefficients. Thus, to use this homotopy, we must solve the IPP once using a different homotopy, thereafter using the solutions obtained from that one run as start points to solve the IPP for a variety of other choices of coefficients.
Definition off: This is system (7) in [25] (1 = 1,. . . ,4)
The values of the coefficients are given in Table IX . These are defined by the second manipulator example in [33] . We 2-homogenize via zj + zj/zo for j = 1,2,5,6 and Zj +-Zj/Zio for j = 3,4,7,8, letting zg and zio be the 2-homogeneous variables. There are four equations of type (l,l), two of type (2,0), and two of type (0,2). The Bezout number calculation requires that we find the coefficient of o;'oi in Equation (l), which in this case is Table III. Special Choice of g: The special g has exactly the same form as f but with coefficients given in Table X. These are defined by the third manipulator example in [33] .
We could simply choose a 2-homogeneous g with 96 nonsingular solutions, such as system (10) in [25] . (This defines the "G"" homotopy for this problem in [26] .) We might do this if we wanted to solve the IPP only once. However, if we wish to solve this problem many times, we can create a much more efficient homotopy. It turns out that f(z) = 0 has exactly the same set of 8 multiplicity-four solutions at infinity in P4 x P4, independent of the choice of coefficients. (This is proven as Theorem 4 in [26].) Therefore, by Theorem 1 we can choose g to have the same form as f and ignore these solutions as start points. This leaves just 64 paths to track. We obviate the issue of finding a g that is easily solvable by simply choosing one and solving it using another homotopy. This becomes the start system for all other IPP systems. In fact we use the third example in [33] as our start system. Note that this is not generic or random at all. We use it to solve the second example in [33] . While these two manipulators themselves are not particularly related to each other, we specify the same hand position and orientation. Thus the two problems are linked by this physical relationship and are not "randomly chosen." But that is the point. In practice, problems are never randomly chosen. Experimental Results: Refer to Table XI. The special homotopy uses much less WORK and is much more reliable than the traditional homotopy. Although we have reduced the number of paths from 256 (traditional) to 64 (special), a 32-path homotopy does not follow, because the finite start points do not yield paths converging to finite solutions. Let us consider this in a little more detail.
The start points for the special homotopy consist of a set A of finite points and a set B of points at infinity, where IAl = IBI = 32. We observe that 19 of the points in A and 13 of the points in B lead to the 32 finite solutions of f = 0 in P4 x P4. The remaining points of A and B lead to infinite solutions of f = 0 in P4 x P4. Thus the finite solutions of g = 0 are not necessarily connected to the finite solutions off = 0, even though f and g have exactly the same structure.
The special homotopy is relatively easy to solve, because: -The 64 solutions are nonsingular. -The solution set has well-known characteristics.
This makes double checking the run and knowing which paths to rerun easy. For example, there are 32 finite solutions and 32 solutions at infinity. The 32 solutions at infinity divide into two groups of 16, those with zg = 0 and those with ~10 = 0. No solutions have both zg = 0 and qo = 0. The finite solutions divide into two groups of 16, those that obey the additional relations that actual manipulator solutions must obey, and the others. (See "extraneous solutions" in [33] .)
For the traditional homotopy, 32 paths should converge to finite solutions, while 224 should converge to (singular) solutions at infinity. Because of the singularity of the endpoints of these 224 paths, it is unrealistic to expect HOMPACK to return "FLAG=l."
Many of the paths will be labeled FLAG=6 or FLAG=3 (while some will have FLAG=l).
Rather than force these paths to converge, it is more reasonable to call a run successful when 32 finite solutions are satisfactorily computed. This is less definitive than obtaining 64 distinct nonsingular solutions to the special homotopy. A path crossing to a path going to infinity is particularly unpleasant, since, while one easily detects a deficiency in the solution list (because we expect 32 finite solutions), every path not converging to a finite solution may have to be rerun to find the crossed path. For these tests, we took the expedient of merely rerunning the paths we knew should have converged to finite solutions. We conclude that, while completely correct solution lists can be obtained using the traditional homotopy, the special homotopy is not only less work, but it is also more reliable. Let us make several observations related to Table XI. The FLAG=6 endpoints are sufficiently close to solutions, so that reruns are not necessary. The FLAG=3 runs are actually crossed paths. The superior performance of DF on the traditional homotopy may be related to its relative efficiency on singular endpoints.
With reference to the special homotopy reruns: For QF, both FLAG=5 paths converged when rerun with MAXSS=O.Ol. The NF run had one crossed path, in addition to the two FLAG=5 paths. Rerunning with ARC=lO-" corrected these. The DF run had one path cross, and it converged correctly wit,h ARC=10M6.
With reference to the traditional homotopy reruns: For QF, the FLAG=3 runs were corrected with START=O.Ol.
The NF FLAG=3 path converged with MAXSS=O.l. The DF run was perfect.
SUMMARY AND CONCLUSIONS
It is not easy to compute the full solution set to small systems of polynomials using homotopy continuation. In spite of the seeming completeness of theoretical results on polynomial continuation, divergent paths (solutions at infinity), singular solutions, and extreme scaling of coefficients can create catastrophic numerical problems. Further, the large number of paths that typically arise can be discouraging.
We have summarized the m-homogeneous strategy for constructing polynomial homotopies and reported on the performance of three standard path-tracking algorithms (as implemented in HOMPACK) in solving three physical problems of varying degrees of difficulty using both m-homogeneous and traditional homotopies. We HOMPACK is deficient in its handling of singular endpoints. Currently, the best fix is to post-process (external to HOMPACK) endpoints judged to be singular. This is not just a local issue (endpoint refinement).
Butler's problem shows a system with ill-conditioned solutions generating an ill-conditioned homotopy, and difficulties occur long before t is close to 1. Scaling and the projective transformation improve, but don't cure, these difficulties. The resilience of Newton's method in the face of ill conditioning suggests that continuation approaches that appropriately exploit Newton's method may have an edge. To some extent the NF and QF methods do this because their correctors are based on Newton's method. The CONSOL code from [24] is another example. It solves Butler's problem unscaled with the traditional homotopy (as reported in [26] ), which none of the HOMPACK codes can do.
If the system being solved is suspected of having a number of unwanted singular solutions (say, a collection of singular solutions at infinity), then to save CPU time one might consider terminating paths that seem to be converging to singular solutions. This makes a heuristic out of the algorithm, but singular solutions do that in any case, in implementation if not in theory. The method whereby one truncates paths could be as simple as carefully choosing the LIMITD parameter (large enough to capture the finite solutions and no larger), or something more elaborate, like monitoring the condition number of the Jacobian matrix as t approaches 1, or monitoring the reduction in the step size as t approaches 1 (usually a strong indicator).
A well-chosen special m-homogeneous homotopy can be much faster and more reliable than a traditional homotopy. Any problem that will be solved many times for various choices of coefficients should be solved with a special homotopy.
The SCLGNP scaling and the projective transformation frequently improve the speed and reliability of path tracking. We believe that they should be used as a matter of course.
How do the QF, NF, and DF methods compare with each other? Because the run parameters are not precisely comparable, one should be cautious in comparing methods. In our tests, the QF method was consistently outperformed by the NF and DF methods. We don't know why. The NF method seems to be faster on "quick and easy" problems, while the DF method sometimes (but not always) did better on the more challenging runs. Because run times and WORK are sensitive to parameter settings, rerunning the experiments with different nominals would produce different results, although (we suspect) not significantly different results. The DF method seems to spend less time on singular endpoints, which accounts for its faster performance on the traditional homotopy runs of Butler's problem and the Tsai-Morgan manipulator problem. Thus, if a new singular end game is developed for the NF method, the advantage may disappear. DF is less prone to the FLAG=5 difficulty, in which the path tracking fails at the beginning. However, we were able to cure all FLAG=5 paths by tightening the run parameters, suggesting that with tighter nominal values, this "difference" might not have come up. (An exception is the traditional homotopy with the unscaled Butler's problem, where most paths failed to converge, usually with a FLAG=5, for all methods.)
HOMPACK was not developed specifically for polynomial continuation. It neither exploits the fact that paths are strictly increasing in the homotopy parameter nor anticipates the need for dealing with highly rank-deficient Jacobian matrices at the endpoints. In spite of this, we have succeeded in solving some difficult polynomial problems using HOMPACK, and we believe that with attention to the issues and options we have discussed, HOMPACK can be a powerful method for finding all geometrically isolated solutions to polynomial systems.
