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Stabilization Control for Linear Continuous-time
Mean-field Systems
Qingyuan Qi, Huanshui Zhang, Senior Member, IEEE
Abstract—This paper investigates the stabilization and control
problems for linear continuous-time mean-field systems (MFS).
Under standard assumptions, necessary and sufficient conditions
to stabilize the mean-field systems in the mean square sense are
explored for the first time. It is shown that, under the assumption
of exact detectability (exact observability), the mean-field system
is stabilizable if and only if a coupled algebraic Riccati equation
(ARE) admits a unique positive semi-definite solution (positive
definite solution), which coincides with the classical stabilization
results for standard deterministic systems and stochastic systems.
One of the key techniques in the paper is the obtained
solution to the forward and backward stochastic differential
equation (FBSDE) associated with the maximum principle for
an optimal control problem. Actually, with the analytical FBSDE
solution, a necessary and sufficient solvability condition of the
optimal control, under mild conditions, is derived. Accordingly,
the stabilization condition is presented by defining an Lyaponuv
functional via the solution to the FBSDE and the optimal cost
function.
It is worth of pointing out that the presented results are
different from the previous works [1] for stabilization and also
different from the works [2], [3], [4] on optimal control.
Index Terms—Mean-field systems, Riccati equation, stabiliza-
tion, optimal control.
I. INTRODUCTION
This paper mainly considers the stabilization and con-
trol problems for linear continuous-time mean-field systems.
Different from the standard optimal control problems, the
mean field LQ control is involved with the dynamic sys-
tems described by mean-field stochastic differential/difference
equations (MF-SDEs). The study of MF-SDEs have received
much attention since 1950s, please see [5]- [11] and references
therein. Based on the system theory developed on MF-SDEs
as mentioned in the above, the optimal control problems
especially the linear quadratic optimal control and related
problems have been studied in recent years, one can refer to
[12]- [20].
Particularly, the pioneering study of the LQ control problem
for continuous-time mean-field systems was given by [2],
in which solvability conditions in terms of operator criteria
were provided. [3] and [4] further investigated the open-loop
solvability and closed-loop solvability, respectively. [1] dealt
with the infinite horizon case, several notions of stability
and relationships between them was discussed, where the
optimal controller of infinite horizon case can be presented via
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algebraic Riccati equations. It is also noted that the maximum
principle for mean-field systems was presented in [3], [12],
[15], [17] and [18].
It is worth of pointing out that all the aforementioned
literatures mainly focused on the optimal control problem.
The stabilization problem for mean-field system remains least
investigated and little progress was made.
The study of stabilization and optimal control problems
for mean-field system of infinite horizon case is significant
and essential. In fact, if the system could not be stabilizable,
the study of optimal control problem of infinite horizon case
would be meaningless. On the other hand, the study of
stabilization problem is an important aspect in classical control
problem, see [21] and [22].
This paper focuses on investigating the stabilization prob-
lems for continuous-time mean-field systems which is a com-
panion paper of [28] where the discrete-time case has been
considered. Firstly, with the maximum principle, the optimal
controller is designed based on a coupled Riccati equation
which is derived from the solution to a FBSDE regarding with
the dynamics of costate and state. The solvability condition
(necessary and sufficient) of optimal control is then obtained
via the coupled Riccati equation. Secondly, a coupled ARE is
obtained through the convergence analysis of Riccati equations
for finite horizon case, and the infinite horizon optimal con-
troller is then obtained accordingly. Finally, the mean square
stabilization for the mean-field systems is investigated with an
Lyapunov function defined with the optimal cost function. It is
to be shown that, under the assumption of exact detectability,
we show that the mean-field system is stabilizable if and only
if the coupled ARE admits a unique positive semi-definite
solution. Moreover, under the exact observability assumption,
the mean-field system is stabilizable if and only if the coupled
ARE admits a unique positive definite solution.
It should be highlighted that the weighting matrices R and
R+ R¯ in cost function are only required to be positive semi-
definite in exploring the stabilizing conditions and optimal
control, which is a weaker assumption than the one in previous
works [2] and [1] where the weighting matrices are assumed
to be positive definite. Furthermore, another thing to note is
that the results obtained in this paper can be reduced to classic
stochastic LQ control case including the solvability condition
and the stabilization condition.
The rest of the paper is organized as follows. As the prelim-
inary work for stabilization control, the finite horizon mean-
field LQ control problem is firstly investigated in Section II.
In Section III, we are devoted to solve infinite horizon mean-
field LQ control and stabilization problems. Some numerical
2examples are provided in Section IV. This paper is concluded
in Section V. Finally, relevant proofs are given in Appendices.
Throughout this paper, the following notations and defini-
tion will be used.
Notations and definition: Superscript ′ signifies the trans-
pose of a matrix. Rn represents the n-dimensional Euclidean
space; In denotes the unit matrix with rank n; Real symmetric
matrix A > 0 (or ≥ 0) is used to indicate that A is strictly
positive definite (or positive semi-definite). B−1 represents
the inverse of real matrix B, and C† means the Moore-
Penrose inverse of C. {Ω,F ,P , {Ft}t≥0} denotes a complete
probability space, with natural filtration {Ft}t≥0 generated
by the standard Brownian motion Wt and system initial
state augmented by all the P-null sets. E[·|Ft] means the
conditional expectation with respect to Ft. IV denotes the
indicator function of set V with w ∈ V , IV = 1, otherwise
IV = 0. a.s. means in the sense of ‘almost surely’.
Definition 1. For random vector x, if E(x′x) = 0, we call it
zero random vector, i.e., x = 0, a.s..
II. FINITE HORIZON STOCHASTIC MEAN-FIELD LQ
CONTROL PROBLEM
Consider the linear continuous-time stochastic mean-field
system as follows:

dxt = (Axt + A¯Ext +But + B¯Eut)dt
+ (Cxt + C¯Ext +Dut + D¯Eut)dWt,
x0 = ζ,
(1)
where xt ∈ R
n, ut ∈ R
m are the system state process and
the control process, respectively. The coefficients A, A¯, C, C¯ ∈
Rn×n, and B, B¯,D, D¯ ∈ Rn×m are known deterministic
coefficient matrices. Wt is one dimensional standard Brow-
nian motion, defined on a complete filtered probability space
(Ω,F ,P , {Ft}t≥0). Ft is the natural filtration generated by
Wt and the initial state ζ augmented by all the P-null sets. E
is the mathematical expectation.
By taking expectations on both sides of (1), we have that
dExt =
[
(A+ A¯)Ext + (B + B¯)Eut
]
dt. (2)
Associated with system equation (1), the cost function is
given as:
JT = E
{∫ T
0
[
x′tQxt + (Ext)
′Q¯Ext + u
′
tRut
+ (Eut)
′R¯Eut
]
dt+ x′TPTxT + (ExT )
′P¯TExT
}
, (3)
where Q, Q¯,R, R¯, PT , P¯T are deterministic symmetric matri-
ces with appropriate dimensions.
The admissible control set is defined as
U [0, T ] =
{
u : [0, T ]× Ω→Rm
∣∣∣ut is Ft − adapted,
and E
∫ T
0
|us|
2ds <∞
}
. (4)
It can be easily shown that by using the contraction mapping
theorem, for arbitrary (x0, ut) ∈ R
n × U [0, T ], mean-field
SDE (1) admits a unique solution, see [2].
Like in classical control theory, it is clear that a linear mean-
field system is mean-square staibilizable if and only if there
exists optimal controller to stabilize the system. Thus, in order
to investigate the stabilization, the first step is to derive the
optimal controller for the mean-filed systems. The LQ control
problem of finite horizon is stated as follows:
Problem 1. For system (1) associated with cost function (3),
find Ft-adapted optimal controller ut ∈ U [0, T ] to minimize
cost function (3).
The following standard assumption for the weighting ma-
trices is made below to solve Problem 1.
Assumption 1. For t ∈ [0, T ], Q ≥ 0, Q + Q¯ ≥ 0, R ≥ 0,
R+ R¯ ≥ 0 and PT ≥ 0, PT + P¯T ≥ 0 in cost function (3).
A. Maximum Principle
The necessary condition for system (1) to minimize cost
function (3), i.e., maximum principle, is introduced in this
section which serves as a basic tool in solving Problem 1.
From (4) we know that U [0, T ] is closed convex subset of
Rn, then the maximum principle can be derived by using
convex variational method. In the case of control set being
non-convex, the maximum principle can be studied by using
spike variation, which will not be discussed here.
Theorem 1. The optimal controller ut minimizing JT satisfies
the following equilibrium equation:
0 = Rut + R¯Eut + E
{[
B
0
]′
pt +
[
D
0
]′
qt
+ E
{[
B¯
B +B¯
]′
pt +
[
D¯
0
]′
qt
}∣∣∣∣∣Ft
}
, (5)
and pt, qt satisfy the following backward stochastic differential
equation (BSDE).

dpt = −
{[
A A¯
0 A+A¯
]′
pt+
[
C C¯
0 0
]′
qt
+
[
In
0
]
(Qxt + Q¯Ext)
}
dt+ qtdWt,
pT =
[
PT P¯
(1)
T
P¯
(2)
T P¯
(3)
T
][
xT
ExT
]
,
(6)
where PT , P¯
(1)
T are given in cost function (3) and P¯
(2)
T =
P¯
(3)
T = 0. The adjoint equation (6) together with system state
(1) form the system of FBSDE.
Proof. See Appendix A.
Remark 1. Obviously, the presented maximum principle is
different from the one given in previous works [2] and [18]
in the following aspects:
• The costate defined in this paper has different dimension
from the costate defined in previous works of [2] and
[18].
• The adjoint equation of previous works ( [2] and [18])
are mean-field BSDE, i.e., the mathematical expecta-
tion of the costate EY (s), EZ(s) are involved in the
3BSDE which are more complicated than the BSDE of
this paper. The mathematical expectations of the costate
are not involved in (6), which provides the convenience
for dealing with the stabilization problem in the next
section. Actually, the Lyapunov functional candidate for
stabilization is to be defined with the solution to the
FBSDE given in this paper, and thus the necessary and
sufficient stabilization conditions can be derived.
• It is noted that the term Eut was not involved in both
the dynamic system and the cost function in [18].
B. Solution to Problem 1
Once the maximum principle is derived in Theorem 1, we
are in the position to state the main result in this section.
Theorem 2. Under Assumption 1, Problem 1 is uniquely
solved if and only if Υ
(1)
t > 0 and Υ
(2)
t > 0 for t ∈ [0, T ],
where Υ
(1)
t and Υ
(2)
t are given as:
Υ
(1)
t = R+D
′PtD, (7)
Υ
(2)
t = R+ R¯+ (D + D¯)
′Pt(D + D¯), (8)
and Pt and P¯t satisfy the coupled Riccati equation:
−P˙t = Q+PtA+A
′Pt+C
′PtC−[M
(1)
t ]
′[Υ
(1)
t ]
−1M
(1)
t , (9)
− ˙¯Pt = Q¯+ PtA¯+ A¯
′Pt + (A+ A¯)
′P¯t + P¯t(A+ A¯)
+ C¯′PtC¯ + C
′PtC¯ + C¯
′PtC
+ [M
(1)
t ]
′[Υ
(1)
t ]
−1M
(1)
t − [M
(2)
t ]
′[Υ
(2)
t ]
−1M
(2)
t , (10)
with final condition PT , P¯T given in (3), where M
(1)
t , M
(2)
t
are given by
M
(1)
t = B
′Pt +D
′PtC, (11)
M
(2)
t = (B+B¯)
′(Pt + P¯t)+(D + D¯)
′Pt(C + C¯). (12)
In this case, the optimal controller ut can be presented as,
ut = Ktxt + K¯tExt, (13)
where
Kt = −[Υ
(1)
t ]
−1M
(1)
t , (14)
K¯t = −
{
[Υ
(2)
t ]
−1M
(2)
t − [Υ
(1)
t ]
−1M
(1)
t
}
, (15)
and the optimal cost function is given as:
J∗T = E(x
′
0P0x0) + Ex
′
0P¯0Ex0. (16)
Moreover, the optimal costate pt of (6) and state xt, Ext
obeys the following relationship (the solution to FBSDE (1)
and (6)),
pt =
[
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
] [
xt
Ext
]
, (17)
where Pt satisfies Riccati equation (9), and P¯
(1)
t + P¯
(2)
t +
P¯
(3)
t = P¯t satisfies Riccati equation (10).
Proof. See Appendix B.
Remark 2. It is noted that the obtained results in Theorem 2
differs from previous works [2] in the following aspects:
• Theorem 2 provides the necessary and sufficient solv-
ability condition in terms of the positive definiteness of
matrices Υ
(1)
t and Υ
(2)
t which is new to our knowledge.
While the solvability conditions in previous works [2] was
given in terms of operator.
• The weighting matrices R and R + R¯ in cost function
(3) are only assumed to be positive semi-definite, which
weakened the assumption of positive definiteness in [2].
• The solution to FBSDE composed of (1) and (5)-(6) is
presented in this paper as in (17), which differs from that
in previous works [2]. It can be seen that (17) will play an
important role in solving stabilization problem in infinite
horizon case.
III. INFINITE HORIZON STOCHASTIC MEAN-FIELD
PROBLEM
A. Problem Formulation
The optimal control in infinite horizon case and stabilization
problem will be explored in this section.
In order to consider the stabilization problem for mean-field
systems, the infinite horizon cost function is described as:
J=E
∫ ∞
0
[x′tQxt+(Ext)
′Q¯Ext+u
′
tRut+(Eut)
′R¯Eut]dt,
(18)
where weighting matrices Q, Q¯, R, R¯ are symmetric with
appropriate dimensions.
The admissible control set for the infinite horizon case is
given as below:
U [0,∞) =
{
u : [0, T ]× Ω→Rm
∣∣∣ut is Ft − adapted,
and E
∫ T
0
|us|
2ds <∞
}
. (19)
To investigate the stabilization conditions for mean-field
system, the following basic assumption is made throughout
this section.
Assumption 2. R ≥ 0, R+ R¯ ≥ 0, and Q ≥ 0, Q+ Q¯ ≥ 0.
Remark 3. The weighting matrices R,R+R¯ in Assumption 2
are just required to be positive semi-definite, which is weaker
than previous works [1], including the traditional stabilization
results [22], [29] and [30].
Before stating the problem to be studied, we give several
definitions at first.
Definition 2. System (1) with ut = 0 is called asymptotically
mean square stable if for any initial values x0, there holds
limt→+∞ E(x
′
txt) = 0.
Definition 3. System (1) is said to be stabilizable in the
mean square sense if there exists Ft-adapted controller ut ∈
U [0,∞), such that for any random vector x0, the closed loop
of system (1) is asymptotically mean square stable.
Definition 4. Consider the following mean-field stochastic
system{
dxt = (Axt + A¯Ext)dt+ (Cxt + C¯Ext)dWt,
Yt = Q
1/2
Xt,
(20)
4where Xt =
[
xt − Ext
Ext
]
, and Q =
[
Q 0
0 Q+ Q¯
]
.
System (20), (A, A¯, C, C¯,Q1/2) for simplicity, is said to be
exact observable, if for any T ≥ 0,
Yt = 0, a.s., ∀ t ∈ [0, T ] ⇒ x0 = 0,
where Yt = 0, x0 = 0 implies E(Y
′
tYt) = 0, E(x
′
0x0) = 0,
whose meaning is given in Definition 1.
Definition 5. For system (20), (A, A¯, C, C¯,Q1/2) is said to
be exact detectable, if for any T ≥ 0,
Yt = 0, a.s., ∀ t ∈ [0, T ] ⇒ lim
t→+∞
E(x′txt) = 0.
Like in previous works [24], [30] and [29], the exact
observability (exact detectability) introduced in Definition 4
(Definition 5) is a basic condition in tackling the stabilization
problems for stochastic control systems. Now we make the
following assumptions.
Assumption 3. (A, A¯, C, C¯,Q1/2) is exact detectable.
Assumption 4. (A, A¯, C, C¯,Q1/2) is exact observable.
Remark 4. From Definition 4 and Definition 5, obviously we
can conclude that if (A, A¯, C, C¯,Q1/2) is exact observable,
then (A, A¯, C, C¯,Q1/2) is exact detectable. Thus the exact
detectability assumption is weaker than the exact observability
assumption.
At the end of this section, the stabilization and control
problems for mean-field systems of infinite horizon case to
be investigated can be described as:
Problem 2. Find the casual and Ft-adapted controller ut ∈
U [0,∞) to minimize cost function (18) and stabilize mean-
field system (1) in the mean square sense.
B. Solution to Problem 2
For convenience of discussions in the below, we now
re-denote Pt, P¯t, Kt and K¯t in (9), (10), (14) and (15)
respectively as Kt(T ), K¯t(T ), Pt(T ) and P¯t(T ) for purpose
of showing they are dependent of the terminal time T . As
usual, PT (T ) and P¯T (T ) in (3) are set to be zero for infinite
horizon control.
Firstly, the following lemma will be introduced without
proof, which can be easily obtained from the proof of Theorem
2.
Lemma 1. Under Assumption 2, suppose the following cou-
pled Riccati equation is solvable:
−P˙t(T ) = Q+ Pt(T )A+A
′Pt(T )+C
′Pt(T )C
− [M
(1)
t (T )]
′[Υ
(1)
t (T )]
†M
(1)
t (T ), (21)
− ˙¯Pt(T ) = Q¯+ Pt(T )A¯+ A¯
′Pt(T ) + (A+ A¯)
′P¯t(T )
+ P¯t(T )(A+ A¯) + C¯
′Pt(T )C¯ + C
′Pt(T )C¯
+ C¯′Pt(T )C + [M
(1)
t (T )]
′[Υ
(1)
t (T )]
†M
(1)
t (T )
− [M
(2)
t (T )]
′[Υ
(2)
t (T )]
†M
(2)
t (T ), (22)
with final condition PT (T ) = P¯T (T ) = 0, and the following
regular condition holds:
Υ
(i)
t (T )[Υ
(i)
t (T )]
†M
(i)
t (T ) = M
(i)
t (T ), i = 1, 2, (23)
where
Υ
(1)
t (T ) = R+D
′Pt(T )D, (24)
Υ
(2)
t (T ) = R+ R¯+ (D + D¯)
′Pt(T )(D + D¯), (25)
M
(1)
t (T ) = B
′Pt(T ) +D
′Pt(T )C, (26)
M
(2)
t (T ) = (B + B¯)
′[Pt(T ) + P¯t(T )]
+ (D + D¯)′Pt(T )(C + C¯). (27)
Then the cost function (3) with PT (T ) = P¯T (T ) = 0 is
minimized by the following controller
ut = Kt(T )xt + K¯t(T )Ext, (28)
where Kt(T ), K¯t(T ) are given as
Kt(T ) = −[Υ
(1)
t (T )]
†M
(1)
t (T ), (29)
K¯t(T ) = −{[Υ
(2)
t (T )]
†M
(2)
t (T )− [Υ
(1)
t (T )]
†M
(1)
t (T )}.
The optimal cost function is
J∗T = E[x
′
0P0(T )x0] + Ex
′
0P¯0(T )Ex0. (30)
Lemma 2. Under Assumption 2, the solution to Riccati
equation (21)-(22) satisfy Pt(T ) ≥ 0 and Pt(T ) + P¯t(T ) ≥ 0
for t ∈ [0, T ].
Proof. See Appendix C.
In this section, we introduce the following coupled ARE:
0 = Q+ PA+A′P + C′PC − [M (1)]′[Υ(1)]†M (1), (31)
0 = Q¯+ PA¯+ A¯′P + (A+ A¯)′P¯ + P¯ (A+ A¯)
+ C′PC¯ + C¯′PC + C¯′PC¯
+ [M (1)]′[Υ(1)]†M (1) − [M (2)]′[Υ(2)]†M (2), (32)
with the following regular condition holds:
Υ(i)[Υ(i)]†M (i) = M (i), i = 1, 2, (33)
where Υ(1), M (1), Υ(2), M (2) are given by
Υ(1) = R+D′PD, (34)
M (1) = B′P +D′PC, (35)
Υ(2) = R+ R¯+ (D + D¯)′P (D + D¯), (36)
M (2) = (B + B¯)′(P + P¯ ) + (D + D¯)′P (C + C¯). (37)
In view of (34)-(37), there holds
[M (1)]′[Υ(1)]†M (1)=−[M (1)]′K−K′M (1)−K′Υ(1)K, (38)
[M (2)]′[Υ(2)]†M (2) = −[M (2)]′(K + K¯)− (K + K¯)′M (2)
− (K + K¯)′Υ(2)(K + K¯), (39)
where K and K¯ satisfy
K = −[Υ(1)]†M (1), (40)
K¯ = −{[Υ(2)]†M (2) − [Υ(1)]†M (1)}. (41)
5Therefore, for the sake of convenience, we rewrite the
coupled ARE (31)-(32) as follows:
0 = Q+A′P + PA+C′PC, (42)
0 = Q¯+ A¯′(P + P¯ ) + (P + P¯ )A¯+ C¯′P C¯, (43)
where
Q = Q+K′RK ≥ 0,A = A+BK,C = C +DK,
Q¯ = Q+ Q¯+ (K + K¯)′(R+ R¯)(K + K¯) ≥ 0,
A¯ = A+ A¯+ (B + B¯)(K + K¯),
C¯ = C + C¯ + (D + D¯)(K + K¯). (44)
In what follows, the definition concerning the solution to
(31)-(32) is introduced as below:
Definition 6. If the coupled ARE (31)-(32) has solution P , P¯
satisfying P ≥ 0 and P + P¯ ≥ 0 (P > 0 and P + P¯ > 0),
we call the coupled ARE (31)-(32) has a positive semi-definite
(positive definite) solution.
Before stating the main results of this paper, the following
Lemma will be introduced at first, which is essential in
exploring the stabilizing conditions of mean-field systems.
Lemma 3. Under Assumptions 2 and 3, the following two
assertions hold:
1) The following system (A˜, C˜, Q˜1/2) is exact detectable:{
dXt = A˜Xtdt+ C˜XtdWt, X0,
Y˜t = Q˜
1/2Xt,
(45)
where A˜=
[
A 0
0 A¯
]
, C˜=
[
C C¯
0 0
]
, Q˜=
[
Q 0
0 Q¯
]
≥ 0, and
Xt =
[
xt − Ext
Ext
]
, t ∈ [0, T ]. i.e., for any T ≥ 0, Y˜t =
0, a.s., ∀ t ∈ [0, T ]⇒ limt→+∞E(X
′
tXt) = 0.
2) If P ≥ 0, then X0 is an unobservable state of system
(A˜, C˜, Q˜1/2) if and only if E(X′0PX0) = 0, where P =[
P 0
0 P + P¯
]
and P, P¯ satisfy (31)-(32).
Proof. See Appendix D.
Remark 5. Following from Lemma 3 and its proof, it
can be verified that the exact observability of system (45)
(A˜, C˜, Q˜1/2) can be implied from the exact observability of
(A, A¯, C, C¯,Q1/2) given in Assumption 4.
The main results of this section will be presented, which
can be stated as the following two theorems. One is under
the assumption of exact detectability assumption (Assumption
3), the other is under the exact observability (Assumption 4)
which is stronger than exact detectability.
Theorem 3. Consider mean-field system (1) and cost function
(18), under Assumptions 2 and 3 (exact detectability), mean-
field system (1) is mean square stabilizable if and only if the
coupled ARE (31)-(32) admits a unique positive semi-definite
solution.
In this case, the stabilizing controller is given by
ut = Kxt + K¯Ext, (46)
where K, K¯ are as in (40)-(41).
Furthermore, the stabilizing controller (46) minimizes the
cost function (18), and the optimal cost function is given as
J∗ = E(x′0Px0) + Ex
′
0P¯Ex0. (47)
Proof. See Appendix E.
Theorem 4. Under Assumptions 2 and 4 (exact observability),
system (1) is mean square stabilizable if and only if the cou-
pled ARE (31)-(32) has a unique positive definite solution. In
this case, the stabilizing controller is given by (46). Moreover,
the controller (46) also minimizes the cost function (18) and
the optimal cost function is given by (47).
Proof. See Appendix F.
Remark 6. Theorems 3 and 4 provide a thorough solution
to stabilization and control problems for linear mean-field
systems under basic assumptions. It is worth of pointing out
that the stabilization results in Theorem 3 and 4 are obtained
under the condition of R ≥ 0, which is a more relaxed
condition than the standard assumption of R > 0 in classical
control [22], [29] and [30].
IV. NUMERICAL EXAMPLES
Consider system (1) and cost function (18) with
A = 0.2, A¯ = 0.4, B = 0.6, B¯ = 0.2, C = 0.1, C¯ = 0.7,
D = 0.9, D¯ = 0.3, Q = 1, Q¯ = 1, R = 1, R¯ = 1.
Obviously, Assumptions 2 and 4 are satisfied, also the
regular condition (23) holds. By solving the coupled ARE
(31)-(32), we know that P = 18.4500 and P¯ = −1.6609
is the unique solution satisfying P = 18.4500 > 0 P + P¯ =
16.7891 > 0. Thus, according to Theorem 3, the system is
mean square stabilizable. From (40)-(41), K = −0.7986 and
K¯ = −0.2915 can be obtained, i.e., the controller is given
from (46) as ut = −0.7986xt − 0.2915Ext.
The simulation result is shown in Fig.1. It can be seen that
system state xt converges to zero in the mean square sense
with the controller given above, as expected.
Fig. 1. The mean square stabilization of mean-field system.
6On the other hand, another example is presented in order
to show necessity condition given in Theorem 3 and Theorem
4. Consider the mean-field system (1) and cost function (18)
with the following coefficients:
A = 2, A¯ = 0.8, B = 1, B¯ = 1.2, C = 0.1, C¯ = 0.6,
D = −0.8, D¯ = −0.2, Q = 1, Q¯ = 1, R = 1, R¯ = 3. (48)
By solving the coupled ARE (31)-(32) with coefficients
(48), we find that P has two negative roots as −0.2356 and
−2.4679. From Theorem 3 we know that system (1) is not
stabilizable in the mean square sense.
In fact, in the case P = −2.4679, from (32) we know that
there is no real roots for P¯ . While in the case of P = −0.2356,
by solving (32), P¯ has two real roots as 4.7637 and −0.0869.
In the latter case, with P = −0.2356 and P¯ = 4.7637, K
and K¯ can be respectively calculated as K = 0.2552 and K¯ =
−0.1106. Similarly, when P = −0.2356 and P¯ = −0.0869,
we can obtain K = 0.2552 and K¯ = −2.9453. Accordingly,
the controller can be designed as ut = 0.2552xt− 0.1106Ext
and ut = 0.2552xt − 2.9453Ext respectively.
With the designed controller, the simulation results of the
state trajectories are shown as in Fig. 2 and Fig. 3. It can be
seen that the system states are divergent.
Fig. 2. Simulations for system state trajectory E(x′
t
xt).
V. CONCLUSIONS
In this paper, the stabilization and control problems for lin-
ear continuous-time mean-field systems have been studied. By
using the maximum principle and the solution to the FBSDE
developed in this paper, we have presented the sufficient and
necessary solvability condition of the finite horizon mean-
field LQ control based on a coupled Riccati equation which is
derived from the FBSDE. By defining an Lyapunov functional
with the optimal cost function and applying the solution of
the FBSDE, we have explored the necessary and sufficient
stabilization conditions for mean-field systems. It has been
shown that, under exact detectability assumption, the system
is mean square stabilizable if and only if the coupled ARE
admits a unique positive semi-definite solution. Furthermore,
we have also shown that, under exact observability assumption,
Fig. 3. Simulations for system state trajectory E(x′
t
xt).
the mean-field system is mean square stabilizable if and only
if the coupled ARE admits a unique positive definite solution.
APPENDIX A: PROOF OF THEOREM 1
Proof. Clearly from (4) we know that U [0, T ] is non-empty,
closed and convex subset of Rm, any ut ∈ U [0, T ] is called
admissible control. For ut, δut ∈ U [0, T ] and ε ∈ [0, 1], there
always holds that uεt = ut + εδut ∈ U [0, T ].
Let xεt , J
ε
T be the corresponding state and cost function with
uεt , and xt, JT are respectively the state and cost function
associated with ut.
Denote δxt = x
ε
t −xt and set δXt =
[
δxt
Eδxt
]
, then by (1)
and (2), the following assertion holds,
dδXt =
[
AδXt + Bεδut + B¯Eεδut
]
dt
+
[
CδXt +Dεδut + D¯Eεδut
]
dWt, (49)
where
A =
[
A A¯
0 A+ A¯
]
, B =
[
B
0
]
, B¯ =
[
B¯
B + B¯
]
,
C =
[
C C¯
0 0
]
, D =
[
D
0
]
, D¯ =
[
D¯
0
]
. (50)
By Theorem 6.14 in [27], from (49) we know δxt can be
obtained as
δxt = [In 0]Φt
∫ t
0
Φ−1s [(Bεδus + B¯Eεδus)
− C(Dεδus + D¯Eεδus)]ds
+ [In 0]Φt
∫ t
0
Φ−1s (Dεδus + D¯Eεδus)dWs. (51)
where Φt is the unique solution of the following SDE{
dΦt = AΦtdt+ CΦtdWt,
Φ0 = I2n,
(52)
and Φ−1t = Ψt exists, satisfying{
dΨt = Ψt(−A+ C
2)dt−ΨtCdWt,
Ψ0 = I2n.
(53)
7Since the coefficient matrices in (1) are given deterministic
and E
∫ T
0
u′tutdt < ∞, thus (51) indicates that there exists
constant C0 > 0 satisfying
E(δx′tδxt) < C0ε
2. (54)
Following from cost function (3) and using (54), the incre-
ment of JT , i.e., δJT = J
ε
T −JT can be calculated as follows
δJT = J
ε
T − JT
= 2E
{∫ T
0
[
x′tQδxt + Ex
′
tQ¯Eδxt + u
′
tRεδut
+ Eu′tR¯Eεδut
]
dt+ x′TPT δxT + Ex
′
T P¯TEδxT
}
+ o(ε)
= 2E
{∫ T
0
[
(x′tQ+Ex
′
tQ¯)δxt + (u
′
tR+Eu
′
tR¯)εδut
]
dt
+ (x′TPT + Ex
′
T P¯T )δxT
}
+ o(ε), (55)
where o(ε) means infinitesimal of higher order with ε.
By plugging (51) into (55), then δJT can be given as follows
δJT = J
ε
T − JT
= 2E
{∫ T
0
{[∫ T
s
(x′tQ + Ex
′
tQ¯)[In 0]Φtdt
+ (x′TPT + Ex
′
T P¯T )[In 0]ΦT
]
Φ−1s (B − CD)
+ E
{[∫ T
s
(x′tQ+Ex
′
tQ¯)[In 0]Φtdt
+ (x′TPT + Ex
′
T P¯T ))[In 0]ΦT
]
Φ−1s (B¯ − CD¯)
}
+ u′sR+ Eu
′
sR¯
}
εδusds
}
+ 2E
{[∫ T
0
(x′tQ+ Ex
′
tQ¯)[In 0]Φtdt
+ (x′TPT + Ex
′
T P¯T ))[In 0]ΦT
]
×
∫ T
0
Φ−1s (Dεδus +D¯Eεδus)dWs
}
+o(ε), (56)
where the following relationship has been used
E
{∫ T
0
(x′tQ+ Ex
′
tQ¯)[In 0]Φt
×
∫ t
0
Φ−1s (Dεδus + D¯Eεδus)dWsdt
}
= E
{∫ T
0
(x′tQ+ Ex
′
tQ¯)[In 0]Φtdt
× E
[ ∫ T
0
Φ−1s (Dεδus + D¯Eεδus)dWs
∣∣∣Ft]}
= E
{∫ T
0
(x′tQ+ Ex
′
tQ¯)[In 0]Φtdt
×
∫ T
0
Φ−1s (Dεδus + D¯Eεδus)dWs
}
.
Denote ξ =
∫ T
0
(x′tQ + Ex
′
tQ¯)[In 0]Φtdt + (x
′
TPT +
Ex′T P¯T ))[In 0]ΦT , then E[ξ|Fs] is a martingale with respect
to s. By the Martingale Representation Theorem, there exists
a unique Ft-adapted process ηt such that E[ξ|Fs] = E[ξ] +∫ s
0 η
′
tdWt. With s = T and ξ = E[ξ|FT ], we have that
ξ = E[ξ] +
∫ T
0
η′tdWt. (57)
Substituting (57) into the last but one term in (56), we can
obtain
E
{[∫ T
0
(x′tQ+Ex
′
tQ¯)[In 0]Φtdt+(x
′
TPT+Ex
′
T P¯T ))[In 0]ΦT
]
×
∫ T
0
Φ−1s (Dεδus + D¯Eεδus)dWs
}
= E
{
E[ξ]
∫ T
0
Φ−1s (Dεδus + D¯Eεδus)dWs
+
∫ T
0
η′tdWt
∫ T
0
Φ−1s (Dεδus + D¯Eεδus)dWs
}
= E
{∫ T
0
η′sΦ
−1
s (Dεδus + D¯Eεδus)ds
}
= E
{∫ T
0
{
η′sΦ
−1
s D + E[η
′
sΦ
−1
s D¯]
}
εδusds
}
. (58)
Denote
H ′s =
[ ∫ T
s
(x′tQ+ Ex
′
tQ¯)[In 0]Φtdt
+ (x′TPT + Ex
′
T P¯T )[In 0]ΦT
]
Φ−1s (B − CD)
+ E
{[∫ T
s
(x′tQ+ Ex
′
tQ¯)[In 0]Φtdt
+ (x′TPT + Ex
′
T P¯T )[In 0]ΦT
]
Φ−1s (B¯ − CD¯)
}
+ u′sR+Eu
′
sR¯+ η
′
sΦ
−1
s D+E[η
′
sΦ
−1
s D¯]. (59)
By using (59) and (58), equation (56) can be rewritten as
δJT = 2E
∫ T
0
H ′sεδusds+ o(ε)
= 2E
∫ T
0
E[H ′s|Fs]εδusds+ o(ε). (60)
By the arbitrary of δus, we know the necessary condition
of minimizing (3) is E[H ′s|Fs] = 0, i.e.,
0 = Rus + R¯Eus
+E
{
(B−CD)′(Φ′s)
−1
×
[ ∫ T
s
Φ′t
[
In
0
]
(Qxt+Q¯Ext)dt+Φ
′
T
[
In
0
]
(PTxT+P¯TExT )
]
+E
{
(B¯−CD¯)′(Φ′s)
−1
×
[ ∫ T
s
Φ′t
[
In
0
]
(Qxt+Q¯Ext)dt+Φ
′
T
[
In
0
]
(PTxT+P¯TExT )
]}
+D′(Φ′s)
−1ηs + E[D¯
′(Φ′s)
−1ηs]
∣∣∣∣∣Fs
}
. (61)
8Define ps, qs respectively as follows,
ps=E
{
(Φ′s)
−1
[ ∫ T
s
Φ′t
[
In
0
]
(Qxt+Q¯Ext)dt
+Φ′T
[
In
0
]
(PTxT + P¯TExT )
]∣∣∣∣∣Fs
}
, (62)
qs=(Φ
′
s)
−1ηs − C
′ps. (63)
Thus, using (62) and (63), equation (61) implies that
0 = Rus + R¯Eus + E
{
B′ps +D
′qs + E[B¯
′ps + D¯
′qs]|Fs
}
.
(64)
Finally, applying Itoˆ’s formula, it is easy to verify that
(ps, qs) in (62) and (63) is the solution pair of (6).
APPENDIX B: PROOF OF THEOREM 2
Proof. “Sufficiency”: Suppose Υ
(1)
t > 0 and Υ
(2)
t > 0 for
t ∈ [0, T ], we will show Problem 1 admits a unique solution.
Applying Itoˆ’s formula to x′tPtxt + Ex
′
tP¯tExt, taking
integral from 0 to T and then expectation, we have
E
∫ T
0
d(x′tPtxt + Ex
′
tP¯tExt)
= E
∫ T
0
[
(dxt)
′Ptxt+x
′
tPtdxt+x
′
tP˙txtdt + (dxt)
′Ptdxt
+ (dExt)
′P¯tExt + Ex
′
t
˙¯PtExtdt+ Ex
′
tP¯tdExt
]
= E
∫ T
0
[x′t(P˙t+A
′Pt+PtA+C
′PtC)xt+u
′
tD
′PtDut
+ 2u′t(B
′Pt+D
′PtC)xt]dt
+ E
∫ T
0
Ex′t[
˙¯Pt + A¯
′Pt + PtA¯+ (A+ A¯)
′P¯t
+ P¯t(A+ A¯) + C
′PtC¯ + C¯
′PtC + C¯
′PtC¯]Extdt
+ 2
∫ T
0
Eu′t[B¯
′Pt +D
′PtC¯ + D¯
′PtC + D¯
′PtC¯
+ (B + B¯)′P¯t]Extdt
+ E
∫ T
0
Eu′t(D
′PtD¯ + D¯
′PtD + D¯
′PtD¯)Eutdt. (65)
Notice Riccati equation (9)-(10) and (14)-(15), (65) implies
that
E(x′TPTxT )+Ex
′
T P¯TExT−[E(x
′
0P0x0) + Ex
′
0P¯0Ex0]
= −E
∫ T
0
[x′tQxt+Ex
′
tQ¯Ext+u
′
tRut+Eu
′
tR¯Eut]dt
+ E
∫ T
0
[ut − Eut −Kt(xt − Ext)]
′Υ
(1)
t
× [ut − Eut −Kt(xt − Ext)]dt
+ E
∫ T
0
[Eut−(Kt+K¯t)Ext]
′Υ
(2)
t [Eut−(Kt+K¯t)Ext]dt.
(66)
where Kt, K¯t, Υ
(1)
t ,Υ
(2)
t are given by (14)-(15) and (7)-(8),
respectively.
Since Υ
(1)
t > 0, Υ
(2)
t > 0, from (66) the cost function JT
in (3) can be given as
JT = E(x
′
0P0x0) + Ex
′
0P¯0Ex0
+ E
∫ T
0
[ut − Eut −Kt(xt − Ext)]
′Υ
(1)
t
× [ut − Eut −Kt(xt − Ext)]dt
+ E
∫ T
0
[Eut − (Kt + K¯t)Ext]
′Υ
(2)
t [Eut−(Kt+K¯t)Ext]dt
≥ E(x′0P0x0) + Ex
′
0P¯0Ex0. (67)
Thus the minimum of JT is given by (16), i.e.,
J∗T = E(x
′
0P0x0) + Ex
′
0P¯0Ex0.
In this case, the controller will satisfy
ut − Eut −Kt(xt − Ext) = 0, (68)
Eut − (Kt + K¯t)Ext = 0. (69)
Thus the optimal controller can be uniquely obtained from
(68)-(69) as (13). The sufficiency proof is complete.
“Necessity”: If Problem 1 has a unique solution, we will
show that under Assumption 1, Υ
(1)
t > 0 and Υ
(2)
t > 0.
Since Problem 1 is solvable, thus the FBSDE from the
necessary condition (Maximum Principle) is solvable. Without
loss of generality, we assume pt in adjoint equation (6) and
system state xt, Ext admit the following linear relationship,
pt =
[
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
][
xt
Ext
]
+Θt, (70)
where Pt, P¯
(1)
t , P¯
(2)
t , P¯
(3)
t and Θt are differential functions
to be determined.
Firstly, we give the following coupled Riccati equation:
−P˙t = Q+PtA+A
′Pt+C
′PtC − [M
(1)
t ]
′[Υ
(1)
t ]
†M
(1)
t , (71)
− ˙¯Pt = Q¯+ PtA¯+ A¯
′Pt + (A+ A¯)
′P¯t + P¯t(A+ A¯)
+ C¯′PtC¯ + C
′PtC¯ + C¯
′PtC
+ [M
(1)
t ]
′[Υ
(1)
t ]
†M
(1)
t − [M
(2)
t ]
′[Υ
(2)
t ]
†M
(2)
t . (72)
where † means the Moore-Penrose inverse of a matrix, final
condition PT , P¯T are given in (3). Υ
(1)
t , Υ
(2)
t , M
(1)
t , M
(2)
t are
the same form with (7)-(8) and (11)-(12) and Pt, P¯t satisfying
(71)-(72).
A solution to (71)-(72) is called regular, if
Υ
(i)
t [Υ
(i)
t ]
†M
(i)
t = M
(i)
t , i = 1, 2. (73)
Now we will show if Problem 1 is solvable and a solution
to Riccati equation (71)-(72) is regular, then Θt = 0.
Assume
dΘt = Θ
1
tdt+Θ
2
tdWt, ΘT = 0, (74)
where Θ1t ,Θ
2
t are to be determined. Then applying Itoˆ’s
formula to pt in (70), we obtain that
dpt=
[
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
]{[
A A¯
0 A+A¯
][
xt
Ext
]
+
[
B
0
]
ut+
[
B¯
B+B¯
]
Eut
}
dt
9+
[
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
]{[
C C¯
0 0
][
xt
Ext
]
+
[
D
0
]
ut+
[
D¯
0
]
Eut
}
dWt
+
[
P˙t
˙¯P
(1)
t
˙¯P
(2)
t
˙¯P
(3)
t
][
xt
Ext
]
dt+Θ1tdt+Θ
2
tdWt. (75)
Comparing the dWt term in (75) with that in (6), we have
that
qt=
[
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
]{[
C C¯
0 0
][
xt
Ext
]
+
[
D
0
]
ut+
[
D¯
0
]
Eut
}
+Θ2t .
(76)
Plugging (70) and (76) into (5), and noting that xt is Ft-
adapted, we have
0 = Rut + R¯Eut +B
′Ptxt+B
′P¯
(1)
t Ext
+D′PtCxt +D
′PtC¯Ext +D
′PtDut +D
′PtD¯Eut
+ [B¯′Pt + (B + B¯)
′(P¯
(2)
t + P¯
(3)
t ) + B¯P¯
(1)
t ]Ext
+ (D¯′PtC + D¯
′PtC¯)Ext + (D¯
′PtD + D¯
′PtD¯)Eut
+ B′Θt +D
′Θ2t + B¯
′EΘt + D¯
′EΘ2t , (77)
where B,D, B¯, D¯ are given in (50).
By letting P¯t = P¯
(1)
t + P¯
(2)
t + P¯
(3)
t , (77) can also be
presented as
0 = Υ
(1)
t ut+[Υ
(2)
t −Υ
(1)
t ]Eut +M
(1)
t xt + [M
(2)
t −M
(1)
t ]Ext
+ B′Θt + D
′Θ2t + B¯
′EΘt + D¯
′EΘ2t . (78)
Taking expectation on both sides of (78), there holds that
0 = Υ
(2)
t Eut+M
(2)
t Ext+(B+B¯)
′EΘt+(D+D¯)
′EΘ2t . (79)
If Problem 1 is solvable, and (71)-(72) is regular, i.e.,
Υ
(2)
t [Υ
(2)
t ]
†M
(2)
t = M
(2)
t , then from (79) we have
{I −Υ
(2)
t [Υ
(2)
t ]
†}[(B + B¯)′EΘt + (D + D¯)
′EΘ2t ] = 0.
(80)
Eut can be calculated from (79) as
Eut = −[Υ
(2)
t ]
†M
(2)
t Ext + L¯− [Υ
(2)
t ]
†{(B + B¯)′EΘt
+ (D + D¯)′EΘ2t},
L¯ = z¯ − [Υ
(2)
t ]
†Υ
(2)
t z¯. (81)
where z¯ ∈ Rm is arbitrary deterministic constant.
Also note (71)-(72) is regular (i.e., Υ
(1)
t [Υ
(1)
t ]
†M
(1)
t =
M
(1)
t ), then using (81) we have
ut= Ktxt + K¯tExt + L+ L¯
− [Υ
(1)
t ]
†[B′Θt +D
′Θ2t + B¯
′EΘt + D¯
′EΘ2t ]
− [Υ
(2)
t ]
†[(B + B¯)′EΘt + (D + D¯)
′EΘ2t ],
L = z − [Υ
(1)
t ]
†Υ
(1)
t z, (82)
where z ∈ Rm is arbitrary, and Kt, K¯t satisfy
Kt = −[Υ
(1)
t ]
†M
(1)
t , (83)
K¯t = −
{
[Υ
(2)
t ]
†M
(2)
t − [Υ
(1)
t ]
†M
(1)
t
}
. (84)
Meanwhile, we can obtain
{I −Υ
(1)
t [Υ
(1)
t ]
†}(B′Θt +D
′Θ2t + B¯
′EΘt + D¯
′EΘ2t ) = 0.
(85)
Furthermore, comparing the dt term in (75) with that in (6)
and noting (70) and (76), we can obtain[
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
]{[
A A¯
0 A+A¯
][
xt
Ext
]
+
[
B
0
]
ut+
[
B¯
B+B¯
]
Eut
}
+
[
P˙t
˙¯P
(1)
t
˙¯P
(2)
t
˙¯P
(3)
t
][
xt
Ext
]
+Θ1t
= −
{[
A A¯
0 A+ A¯
]′[
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
][
xt
Ext
]
+
[
C C¯
0 0
]′ [
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
]
×
{[
C C¯
0 0
][
xt
Ext
]
+
[
D
0
]
ut+
[
D¯
0
]
Eut
}
+
[
In
0
]
(Qxt+Q¯Ext)
}
.
(86)
Notice ut, Eut are given by (82), (81), the following
relationship can be obtained
− ˙¯P
(1)
t = Q¯+ PtA¯+A
′P¯
(1)
t + P¯
(1)
t (A+ A¯) + C
′PtC¯
+ (PtB + C
′PtD)K¯t+C
′PtD¯(Kt + K¯t)
+ [PtB¯ + P¯
(1)
t (B + B¯)](Kt + K¯t), (87)
− ˙¯P
(2)
t = P¯
(2)
t A+ A¯
′Pt + (A+ A¯)
′P¯
(2)
t + C¯
′PtC
+ [P¯
(2)
t B + C¯
′PtD]Kt, (88)
− ˙¯P
(3)
t = P¯
(2)
t A¯+ P¯
(3)
t (A+ A¯) + A¯
′P¯
(1)
t + (A+ A¯)
′P¯
(3)
t
+ C¯′PtC¯ + [P¯
(2)
t B+C¯
′PtD]K¯t
+ [C¯′PtD¯+P¯
(2)
t B¯+P¯
(3)
t (B+B¯)](Kt+K¯t), (89)
0 = (PtB + C
′PtD)L+ [(Pt + P¯
(1)
t )(B + B¯)
+ C′PtD + C
′PtD¯]L¯, (90)
0 = [P¯
(2)
t B + C¯
′PtD]L+ [(P¯
(2)
t + P¯
(3)
t )(B + B¯)
+ C¯′PtD + C¯
′PtD¯]L¯, (91)
Θ1t = Pt
{
B[Υ
(1)
t ]
†(B′Θt +D
′Θ2t + B¯
′EΘt + D¯
′EΘ2t )
+ (B+B¯)[Υ
(2)
t ]
†[(B+B¯)′EΘt+(D+D¯)
′EΘ2t ]
}
, (92)
with final condition P¯
(1)
T = P¯T , P¯
(2)
T = P¯
(3)
T = 0 and Pt =[
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
]
.
Taking summation on both sides of (87)-(89), we know
P¯t = P¯
(1)
t + P¯
(2)
t + P¯
(3)
t satisfies (72). Moreover, (86) also
indicates that Pt satisfies (71).
On the other hand, from (92) we can obtain[
Θ1t
EΘ1t
]
= Bt
[
Θt
EΘt
]
+Dt
[
Θ2t
EΘ2t
]
, (93)
Bt=
[
PtB[Υ
(1)
t ]
†B′ PtB[Υ
(1)
t ]
†B¯′
0 Pt{B[Υ
(1)
t ]
†(B+B¯)′+(B+B¯)[Υ
(2)
t ]
†(B+B¯)′}
]
Dt=
[
PtB[Υ
(1)
t ]
†D′ PtB[Υ
(1)
t ]
†D¯′
0 Pt{B[Υ
(1)
t ]
†(D+D¯)′+(B+B¯)[Υ
(2)
t ]
†(D+D¯)′}
]
From (74), we can obtain
d
[
Θt
EΘt
]
=
{
Bt
[
Θt
EΘt
]
+Dt
[
Θ2t
EΘ2t
]}
dt+
[
Θ2t
0
]
dWt, (94)
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where dEΘt = EΘ
1
tdt has been inserted and ΘT = EΘT =
0.
Since linear BSDE (94) satisfies the Lipschitz conditions
with linear growth, then it can be verified from (94) that
(Θt,Θ
2
t ) = (0, 0) for t ∈ [0, T ] is the unique solution to
BSDE (94), see [27]. Therefore, the solution to FBSDE (1)
and (6) is given by (17).
In what follows, applying Itoˆ’s formula to p′t
[
xt
Ext
]
, we
have that
dp′t
[
xt
Ext
]
= d
[
xt
Ext
]′ [
Pt P¯
(1)
t
P¯
(2)
t P¯
(3)
t
][
xt
Ext
]
(95)
= d(x′tPtxt + Ex
′
tP¯
(2)
t xt + x
′
tP¯
(1)
t Ext + Ex
′
tP¯
(3)
t Ext).
From system dynamics (1), (2) and (17) and noting P¯t =
P¯
(1)
t + P¯
(2)
t + P¯
(3)
t , taking the integral from 0 to T and then
the expectation on both sides of (95), we can obtain
E
∫ T
0
d(x′tPtxt + Ex
′
tP¯
(2)
t xt+x
′
tP¯
(1)
t Ext+Ex
′
tP¯
(3)
t Ext)
= E(x′TPTxT )+Ex
′
T P¯TExT−[E(x
′
0P0x0)+Ex
′
0P¯0Ex0]
= E
∫ T
0
d(x′tPtxt + Ex
′
tP¯tExt). (96)
Similar to the lines of (65), using (71)-(72), JT in (3) can
be calculated as
JT = E(x
′
0P0x0) + Ex
′
0P¯0Ex0 (97)
+ E
∫ T
0
[ut − Eut −Kt(xt − Ext)]
′Υ
(1)
t
× [ut − Eut −Kt(xt − Ext)]dt
+ E
∫ T
0
[Eut − (Kt+K¯t)Ext]
′Υ
(2)
t [Eut−(Kt+K¯t)Ext]dt,
where Kt, K¯t are given by (83), (84).
Next, we will show Υ
(1)
t ≥ 0 and Υ
(2)
t ≥ 0.
Actually, we choose λ
(1)
t be any fixed eigenvalue of Υ
(1)
t
in (7) and λ
(2)
t be any fixed eigenvalue of Υ
(2)
t in (8). We
will show M({t ∈ [0, T ]|λ
(1)
t < 0}) = 0 and M({t ∈
[0, T ]|λ
(2)
t < 0}) = 0, where M is the Lebesgue measure.
Choose v
(1)
λ , v
(2)
λ be unit eigenvector associated with λ
(1)
t and
λ
(2)
t satisfying [v
(1)
λ ]
′v
(1)
λ = 1 and [v
(2)
λ ]
′v
(2)
λ = 1, respectively.
Define I
(1)
l , I
(2)
l be the indicator function of the set {t ∈
[0, T ]|λ
(1)
t < −
1
l }, {t ∈ [0, T ]|λ
(2)
t < −
1
l }, l = 1, 2, · · · ,
respectively. Thus we can obtain that
|λ
(i)
t |
−1I
(i)
l Υ
(i)
t v
(i)
λ = −I
(i)
l v
(i)
λ , i = 1, 2. (98)
Choose a fixed constant δ ∈ R, set
ut = Lt(xt − Ext) + (Lt + L¯t)Ext, (99)
with Lt, L¯t designed as follows,
Lt =


0, ifλ
(1)
t = 0,
δI
(1)
l
|λ
(1)
t |
1/2
v
(1)
λ +Kt, ifλ
(1)
t 6= 0,
(100)
Lt + L¯t =


0, if λ
(2)
t = 0,
δI
(2)
l
|λ
(2)
t |
1/2
v
(2)
λ +Kt + K¯t, if λ
(2)
t 6= 0,
(101)
and Kt, K¯t are as in (83), (84).
Using the controller designed in (99)-(101), and noting (83)-
(84) and (98), thus JT can be calculated from (97) as
JT = E(x
′
0P0x0) + Ex
′
0P¯0Ex0 (102)
−δ2
∫
I
(1)
l
E[(xt−Ext)
′(xt−Ext)]dt−δ
2
∫
I
(2)
l
Ex′tExtdt.
Without loss of generality, we might as well assume that
xt −Ext 6= 0 in the set {t ∈ [0, T ]|λ
(1)
t < −
1
l } and Ext 6= 0
in the set {t ∈ [0, T ]|λ
(2)
t < −
1
l }. Thus we have
∫
I
(1)
l
E[(xt−
Ext)
′(xt − Ext)]dt > 0 and
∫
I
(2)
l
Ex′tExtdt > 0.
By Assumption 1, obviously we have JT ≥ 0. While, for
(102), if M
[
I
(1)
l
]
> 0, by letting δ → ∞, we have JT →
−∞, which is a contradiction with JT ≥ 0. On the other
hand, if M
[
I
(2)
l
]
> 0, also by letting δ → ∞, we have
JT → −∞, which is a contradiction with JT ≥ 0. Hence, we
have M
[
I
(1)
l
]
= 0 and M
[
I
(2)
l
]
= 0.
Notice that
{t ∈ [0, T ]|λ
(i)
t < 0} =
∞⋃
l=1
{
t ∈ [0, T ]|λ
(i)
t < −
1
l
}
, i = 1, 2.
Thus we can conclude that M({t ∈ [0, T ]|λ
(1)
t < 0}) = 0
and M({t ∈ [0, T ]|λ
(2)
t < 0}) = 0, i.e., Υ
(1)
t ≥ 0 and Υ
(2)
t ≥
0.
Finally, we will show that Υ
(1)
t and Υ
(2)
t are invertible for
t ∈ [0, T ].
Actually, if this is not the case, i.e., Υ
(1)
t ,Υ
(2)
t are assumed
to be singular for t ∈ [0, T ]. Notice Υ
(1)
t ≥ 0 and Υ
(2)
t ≥ 0,
from (97) it can be obtained that
JT ≥ E(x
′
0P0x0) + Ex
′
0P¯0Ex0. (103)
On the other hand, from (81)-(82) we can choose
u
(1)
t = Ktxt + K¯tExt, u
(2)
t = Ktxt + K¯tExt + L¯,
where L¯ is defined in (81), and z¯ 6= 0, i.e., u
(1)
t 6= u
(2)
t . In
this case, Eu
(2)
t = (Kt + K¯t)Ext + L¯.
Noting the facts that
Υ
(2)
t L¯ = Υ
(2)
t {z¯ − [Υ
(2)
t ]
†Υ
(2)
t z¯} = 0. (104)
Thus, substituting u
(1)
t and u
(2)
t into (97), respectively, we
know the cost function JT can be calculated as the optimal
cost function, i.e.,
JT (u
(1)
t ) = JT (u
(2)
t ) = E(x
′
0P0x0) + Ex
′
0P¯0Ex0. (105)
Notice u
(1)
t 6= u
(2)
t , (105) indicates that both u
(1)
t and u
(2)
t
are the optimal controller, which contradicts with the unique
solvability of Problem 1. Therefore, the nonsingular of Υ
(1)
t
and Υ
(2)
t can be proved. Combining with Υ
(1)
t ≥ 0 and Υ
(2)
t ≥
0, we can conclude that if Problem 1 has a unique solution,
then Υ
(1)
t > 0 and Υ
(2)
t > 0 for t ∈ [0, T ].
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Therefore, [Υ
(1)
t ]
†, [Υ
(2)
t ]
† in (83)-(84), (87)-(89), (72), (71)
can be replaced by [Υ
(1)
t ]
−1, [Υ
(2)
t ]
−1, respectively. In other
words, Pt, P¯t given by (71), (72) are the coupled Riccati
equation (9), (10); L = L¯ = 0, the relationship (90)-(91)
are obviously satisfied; Kt, K¯t in (83), (84) can be replaced
by Kt, K¯t in (14), (15).
In conclusion, the optimal controller can be given as (13).
Furthermore, from (97) we know that the optimal cost function
can be given by (16). The proof is complete.
APPENDIX C: PROOF OF LEMMA 2
Proof. From Lemma 1, we know under Assumption 2, if
Riccati equation (21)-(22) is solvable and the regular condition
(23) holds, then cost function (3) with the final condition
PT (T ) = P¯T (T ) = 0 can be minimized by the optimal
controller (28), the optimal cost function is given by (30):
J∗T = E[x
′
0P0(T )x0] + Ex
′
0P¯0(T )Ex0. (106)
Moreover, with Assumption 2, obviously we have JT ≥ 0 for
any controller ut, then the optimal cost function J
∗
T ≥ 0.
If the initial state x0 is chosen to be any random variable
satisfying Ex0 = 0, from (106) we have E[x
′
0P0(T )x0] ≥ 0,
then P0(T ) ≥ 0 can be obtained. On the other hand, suppose
x0 is deterministic (i.e., x0 = Ex0), there holds from (106)
that x′0[P0(T )+P¯0(T )]x0 ≥ 0, thus we have P0(T )+P¯0(T ) ≥
0 for any T .
Since the coefficient matrices in (21)-(29) are time-invariant,
we have that
Pt(T ) = P0(T − t), P¯t(T ) = P¯0(T − t), t ∈ [0, T ]. (107)
Thus, we can conclude that under Assumption 2, the solu-
tion to (21)-(22) satisfies Pt(T ) ≥ 0, Pt(T ) + P¯t(T ) ≥ 0 for
t ∈ [0, T ].
APPENDIX D: PROOF OF LEMMA 3
Proof. 1) For system (1) and (2) with controller ut = 0, the
exact detectable of system (A, A¯, C, C¯,Q1/2) in Assumption
3 is equivalent to the exact detectable of the following system
(A,C,Q1/2):{
dXt = AXtdt+ CXtdWt, X0,
Yt = Q
1/2Xt,
(108)
where A=
[
A 0
0 A+ A¯
]
, C=
[
C C + C¯
0 0
]
and Q is as in (20).
While system (1) associated with (2) with controller (46)
can be rewritten as
dXt = A˜Xtdt+ C˜XtdWt, (109)
where Xt, A˜ and C˜ are given below (45).
From the symbols given in (44) and (45), we know
A˜ = A+ BK, C˜ = C+ DK, Q˜ = Q+K′RK
where B=
[
B 0
0 B+B¯
]
,D=
[
D D+D¯
0 0
]
,K =
[
K 0
0 K+K¯
]
and
R =
[
R 0
0 R+R¯
]
.
Following from Theorem 4 and Proposition 1 in [29], we
know that if the exact detectability of system (A,C,Q1/2),
(i.e., (A, A¯, C, C¯,Q1/2)), then system (45) (A˜, C˜, Q˜1/2) is
exact detectable for any feedback gain K, K¯.
2) Applying Itoˆ’s formula to E(x′tPxt) + Ex
′
tP¯Ext and
taking integral from 0 to T , similar to (65)-(67), there holds
that
E(x′TPxT ) + (ExT )
′P¯ExT−[E(x
′
0Px0)+(Ex0)
′P¯Ex0]
= E(X′TPXT )− E(X
′
0PX0)
= −
∫ T
0
E
{
x′tQxt + Ex
′
tQ¯Ext + u
′
tRut + Eu
′
tR¯Eut
+ [ut−Eut−K(xt − Ext)]
′Υ(1)[ut − Eut −K(xt − Ext)]
+ [Eut−(K+ K¯)Ext]
′Υ(2)[Eut−(K + K¯)Ext]
}
dt
= −
∫ T
0
E[x′tQxt + Ex
′
tQ¯Ext+u
′
tRut+Eu
′
tR¯Eut]dt
= −
∫ T
0
E{x′t(Q+K
′RK)xt + Ex
′
t[Q¯+ K¯
′RK
+K′RK¯+ K¯′RK¯ + (K + K¯)′R¯(K + K¯)]Ext}dt
= −
∫ T
0
E{(xt − Ext)
′(Q+K′RK)(xt − Ext)
+ Ex′t[Q+ Q¯+ (K + K¯)
′(R + R¯)(K + K¯)]Ext}dt
= −
∫ T
0
E(X′tQ˜Xt)dt ≤ 0, (110)
where controller (46) has been inserted above.
Suppose E(X′0PX0) = 0, it holds from (110) that
0 ≤
∫ T
0
E(X′tQ˜Xt)dt = −E(X
′
TPXT ) ≤ 0,
⇒
∫ T
0
E(Y˜ ′tY˜t)dt =
∫ T
0
E(X′tQ˜Xt)dt = 0. (111)
i.e., Y˜t = Q˜
1/2Xt = 0, t ≥ 0, and P ≥ 0 has been used. Thus,
X0 is an unobservable state of system (A˜, C˜, Q˜
1/2).
Conversely, suppose X0 is an unobservable state of system
(A˜, C˜, Q˜1/2), i.e., for any t ≥ 0, we have Y˜t = Q˜
1/2Xt ≡
0. From the exact detectability of (A˜, C˜, Q˜1/2), we have
limT→+∞ E(X
′
TPXT ) = 0. Thus, it follows from (110) that
E(X′0PX0)=
∫ ∞
0
E(X′tQ˜Xt)dt =
∫ ∞
0
E(Y˜ ′tY˜t)dt=0. (112)
Therefore, it has been shown that the initial state X0 is an
unobservable state if and only if X0 satisfies E(X
′
0PX0) =
0.
APPENDIX E: PROOF OF THEOREM 3
Proof. “Necessity:” Under Assumptions 2 and 3, assume
mean-field system (1) is mean square stabilizable, we will
show the coupled ARE (31)-(32) admits a unique positive
semi-definite solution.
Firstly, we shall show Pt(T ) and Pt(T ) + P¯t(T ) given in
(21)-(22) are both monotonically increasing with respect to T .
In fact, using (30) and (107), for any T1 > T > t, and all
x0 6= 0, we can obtain
J∗T1−t = E[x
′
0P0(T1 − t)x0] + Ex
′
0P¯0(T1 − t)Ex0
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= E[x′0Pt(T1)x0] + Ex
′
0P¯t(T1)Ex0
≥ J∗T−t = E[x
′
0P0(T − t)x0] + Ex
′
0P¯0(T − t)Ex0
= E[x′0Pt(T )x0] + Ex
′
0P¯t(T )Ex0. (113)
Similarly, for any 0 ≤ t1 < t2 ≤ T , we conclude that
J∗T−t1 = E[x
′
0P0(T − t1)x0] + Ex
′
0P¯0(T − t1)Ex0
= E[x′0Pt1(T )x0] + Ex
′
0P¯t1(T )Ex0
≥ J∗T−t2 = E[x
′
0P0(T − t2)x0] + Ex
′
0P¯0(T − t2)Ex0
= E[x′0Pt2(T )x0] + Ex
′
0P¯t2(T )Ex0. (114)
For any initial state variable x0 6= 0 with Ex0 = 0, (113)
and (114) yield that
E[x′0Pt(T1)x0] ≥ E[x
′
0Pt(T )x0],
E[x′0Pt1(T )x0] ≥ E[x
′
0Pt2(T )x0],
which indicates that Pt(T1) ≥ Pt(T ) and Pt1(T ) ≥ Pt2(T ).
For any initial state x0 6= 0 with x0 = Ex0, i.e., x0 ∈ R
n is
arbitrary deterministic, (113) together with (114) implies that
x′0[Pt(T1) + P¯t(T1)]x0 ≥ x
′
0[Pt(T ) + P¯t(T )]x0,
x′0[Pt1(T ) + P¯t1(T )]x0 ≥ x
′
0[Pt2(T ) + P¯t2(T )]x0.
Then we have Pt(T1)+P¯t(T1) ≥ Pt(T )+P¯t(T ) and Pt1(T )+
P¯t1(T ) ≥ Pt2(T ) + P¯t2(T ).
Thus, Pt(T ) and Pt(T ) + P¯t(T ) are both monotonically
increasing with respect to T and are monotonically decreasing
with respect to t.
Next we will show Pt(T ) and Pt(T )+ P¯t(T ) are uniformly
bounded.
Since there exists ut ∈ U [0,∞) stabilizing system (1) in
the mean square sense,
ut = Lxt + L¯Ext (115)
with constant matrices L, L¯ to be determined, the closed loop
system (1) with controller (115) satisfies
lim
t→+∞
E(x′txt) = 0. (116)
Then, by plugging linear feedback (115) into system (1), we
can obtain
dxt = {(A+BL)xt+[A¯+BL¯+B¯(L+ L¯)]Ext}dt (117)
+ {(C +DL)xt+[C¯ +DL¯+ D¯(L+ L¯)]Ext}dWt,
dExt = [(A+ A¯) + (B + B¯)(L+ L¯)]Extdt. (118)
Since Ex′tExt+E(xt−Ext)
′(xt−Ext) = E(x
′
txt), then
it follows from (116) that limt→+∞Ex
′
tExt = 0.
Similar to the proof of Lemma 4.1 in [26], from (116) we
can obtain
E
∫ ∞
0
x′txtdt <∞, and
∫ ∞
0
Ex′tExtdt <∞.
In other words, there exists constant c such that
E
∫ ∞
0
x′txtdt < cEx
′
0x0. (119)
Using Assumption 2, we know there exists λ > 0 such that[
Q 0
0 Q+Q¯
]
≤ λI and
[
L′RL 0
0 (L+L¯)′(R+R¯)(L+L¯)
]
≤ λI .
Thus, from (115) and (119) we have
J = E
∫ ∞
0
[x′tQxt+(Ext)
′Q¯Ext + u
′
tRut + (Eut)
′R¯Eut]dt
= E
∫ ∞
0
{
x′t(Q + L
′RL)xt + Ex
′
t
[
Q¯+ L′RL¯+ L¯′RL
+ L¯′RL¯+ (L + L¯)′R¯(L + L¯)
]
Ext
}
dt
= E
∫ ∞
0
{[
xt − Ext
Ext
]′ [
Q 0
0 Q+ Q¯
] [
xt − Ext
Ext
]}
dt
+ E
∫ ∞
0
{[
xt − Ext
Ext
]′ [
L′RL 0
0 (L+ L¯)′(R+R¯)(L + L¯)
]
×
[
xt − Ext
Ext
]}
dt
≤ 2λE
∫ ∞
0
E[(xt − Ext)
′(xt − Ext) + Ex
′
tExt]dt
= 2λE
∫ ∞
0
x′txtdt ≤ 2λcE(x
′
0x0). (120)
Recall (106), then (120) implies
0 ≤ E[x′0P0(T )x0] + Ex
′
0P¯0(T )Ex0
= J∗T ≤ J ≤ 2λcE(x
′
0x0). (121)
Now we choose the initial state x0 to be any random vector
with zero mean, i.e., Ex0 = 0, equation (121) indicates that
0 ≤ E[x′0P0(T )x0] ≤ 2λcE(x
′
0x0),
i.e., 0 ≤ P0(T ) ≤ 2λcI .
Similarly, with x0 = Ex0, i.e., the initial state x0 is chosen
to be arbitrary deterministic, then (121) can be reduced to
0 ≤ x′0[P0(T ) + P¯0(T )]x0 ≤ 2λcx
′
0x0,
hence, there holds 0 ≤ P0(T ) + P¯0(T ) ≤ 2λcI .
The boundedness of P0(T ) and P0(T ) + P¯0(T ) has been
proven. Recall that Pt(T ) and Pt(T )+ P¯t(T ) are both mono-
tonically increasing with respect to T and are monotonically
decreasing with respect to t, thus there exists constant matrices
P and P¯ satisfying
lim
t→−∞
Pt(T ) = lim
t→−∞
P0(T − t) = lim
T→+∞
P0(T ) = P ≥ 0,
lim
t→−∞
P¯t(T )= lim
t→−∞
P¯0(T−t)= lim
T→+∞
P¯0(T )=P¯ , P + P¯ ≥ 0.
Thirdly, we will show P˙t(T )→ 0 and
˙¯Pt(T )→ 0.
Actually, from (21) and (22) and noting that Pt(T ) and
P¯t(T ) are bounded, we know that P˙t(T ) and
˙¯Pt(T ) are uni-
formly bounded. Thus the uniformly continuousness of Pt(T )
and P¯t(T ) with respect to t can be obtained. Furthermore, by
using Lemma 8.2 in [25], we can conclude that
lim
t→−∞
P˙t(T ) = 0, lim
t→−∞
˙¯Pt(T ) = 0.
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Taking limitations of t → −∞ on both sides of (24)-(27),
we can conclude Υ
(1)
t (T ), Υ
(2)
t (T ), M
(1)
t (T ) and M
(2)
t (T )
are convergent, i.e.,
lim
t→−∞
Υ
(i)
t (T ) = Υ
(i), lim
t→−∞
M
(i)
t (T ) =M
(i), i = 1, 2, (122)
where Υ(1),M (1),Υ(2),M (2) are respectively as in (34)-(37).
Moreover, taking limitation on both sides of (21) and (22), P ,
P¯ satisfies the coupled ARE (31)-(32). On the other hand, the
regular condition (23) leads to Υ(i)[Υ(i)]†M (i) = M (i), i =
1, 2.
In conclusion, we have proved that the coupled ARE (31)-
(32) admits positive semi-definite solution.
In what follows, we will show the stabilizing controller (46)
minimizes (18).
In fact, similar to (65) and (66), applying Itoˆ’s formula to
x′tPxt + Ex
′
tP¯Ext, taking integral from 0 to T , then taking
expectation, we have that
E(x′TPxT ) + Ex
′
T P¯ExT − [E(x
′
0Px0) + Ex
′
0P¯Ex0]
= −E
∫ T
0
[x′tQxt + Ex
′
tQ¯Ext + u
′
tRut + Eu
′
tR¯Eut]dt
+ E
∫ T
0
[ut − Eut −K(xt − Ext)]
′Υ(1)
× [ut − Eut −K(xt − Ext)]dt
+E
∫ T
0
[Eut−(K+K¯)Ext]
′Υ(2)[Eut−(K+K¯)Ext]dt, (123)
where Υ(1), M (1), Υ(2), M (2) are given in (34)-(37), and K,
K¯ satisfy (40)-(41).
From limt→+∞Ex
′
txt = 0, obviously we can obtain that
limT→+∞[E(x
′
TPxT )+Ex
′
T P¯ExT ] = 0. Thus, letting T →
+∞, the cost function (18) can be rewritten from (123) as
follows,
J = E(x′0P0x0) + Ex
′
0P¯0Ex0 (124)
+ E
∫ ∞
0
[ut − Eut −K(xt − Ext)]
′Υ(1)
× [ut − Eut −K(xt − Ext)]dt
+E
∫ ∞
0
[Eut−(K+K¯)Ext]
′Υ(2)[Eut−(K+K¯)Ext]dt.
Therefore, the optimal controller can be given from (124) as
(46), and the optimal cost function (47) can also be verified.
Finally, the uniqueness of P , P¯ is proved as below. Assume
that the coupled ARE (31)-(32) has another solution S, S¯
satisfying S ≥ 0 and S + S¯ ≥ 0, i.e.,
0 = Q+ SA+A′S + C′SC − [T (1)]′[∆(1)]†T (1), (125)
0 = Q¯+ SA¯+ A¯′S + (A+ A¯)′S¯ + S¯(A+ A¯)
+ C′SC¯ + C¯′SC + C¯′SC¯ + [T (1)]′[∆(1)]†T (1)
− [T (2)]′[∆(2)]†T (2), (126)
where
∆(1) = R+D′SD, T (1) = B′S +D′SC,
∆(2) = R+ R¯+ (D + D¯)′S(D + D¯),
T (2) = (B + B¯)′(S + S¯) + (D + D¯)′S(C + C¯),
and the regular condition holds
∆(i)[∆(i)]†T (i) = T (i), i = 1, 2.
It is noted that the optimal cost function is given by (47),
i.e.,
J∗=E(x′0Px0)+Ex
′
0P¯Ex0=E(x
′
0Sx0)+Ex
′
0S¯Ex0. (127)
Choosing any x0 6= 0 with Ex0 = 0, from (127) we can
obtain
E[x′0(P − S)x0] = 0.
In other words, P = S can be verified.
On the other hand, choosing arbitrary deterministic initial
state, i.e., x0 = Ex0, then it holds from (127) that
x′0(P + P¯ − S − S¯)x0 = 0.
Thus, P + P¯ = S + S¯ can be obtained.
Hence, we have verified that S = P and S¯ = P¯ , i.e., the
solution to the coupled ARE (31)-(32) is unique.
“Sufficiency:” Under Assumptions 2 and 3, if P , P¯ is the
unique positive semi-definite solution to (31)-(32), i.e., P ≥ 0
and P + P¯ ≥ 0, we will show that mean-field system (1) with
specific controller (46) is mean square stabilizable.
For stability analysis, the Lyapunov function candidate
V (t, xt) is introduced as,
V (t, xt) , E(x
′
tPxt) + Ex
′
tP¯Ext, (128)
where P and P¯ satisfy (31)-(32).
From (30) and (95), we know that the Lyapunov function
candidate (128) is defined with the optimal cost function and
the solution to the FBSDE obtained in Theorems 1 and 2.
Since P ≥ 0 and P + P¯ ≥ 0, then (128) indicates that
V (t, xt) = E[(xt − Ext)
′P (xt − Ext) + Ex
′
t(P + P¯ )Ext]
≥ 0. (129)
Following from (110), we can obtain
V˙ (t, xt) = −E(X
′
tQ˜Xt) ≤ 0. (130)
(130) implies that V (t, xt) ≤ V (0, x0), i.e., V (t, xt) is
nonincreasing, from (129) we know V (t, xt) is bounded
below, thus limt→+∞ V (t, xt) exists.
From Lemma 3, we know that the stability of system (109),
(A˜, C˜) for simplicity, is equivalent to the stabilization of
system (1) with controller (46). Thus, two different cases are
considered to show the stability of system (109) in the mean
square sense as below.
Case 1: P > 0.
With P > 0, if E(X′0PX0) = 0, then using Lemma 3 we
know X0 = 0 is the unique unobservable state of system
(A˜, C˜, Q˜1/2). Then we can conclude system (A˜, C˜, Q˜1/2) is
exact observable.
Similar to the derivation of (65)-(66), for system (45),
(A˜, C˜, Q˜1/2) we have∫ T
0
E(X′tQ˜Xt)dt
=
∫ T
0
{E[x(t)− Ext]
′Q[x(t)− Ext] + Ex
′
tQ¯Ext}dt
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= E[(x0 − Ex0)
′H0(T )(x0 − Ex0)]
+ Ex′0[H0(T ) + H¯0(T )]Ex0, (131)
where Ht, H¯t satisfy the following differential equation:
− H˙t(T ) = Q+A
′Ht(T )+Ht(T )A+C
′Ht(T )C, (132)
− H˙t(T ) +
˙¯Ht(T ) = Q¯+ A¯
′[Ht(T ) + H¯t(T )]
+ [Ht(T ) + H¯t(T )]A¯+ C¯
′Ht(T )C¯, (133)
with final condition HT (T ) = H¯T (T ) = 0.
Since Q˜ ≥ 0 in (131), then similar to the proof of Lemma
2, we know that (132)-(133) admit a unique solution Ht(T ) ≥
0, Ht(T ) + H¯t(T ) ≥ 0 for t ∈ [0, T ].
We claim H0(T ) > 0 and H0(T ) + H¯0(T ) > 0. If this
is not the case, we know that there exists nonzero y and y¯
satisfying
y 6= 0, E[y′H0(T )y] = 0, Ey = 0, (134)
y¯ 6= 0, y¯′[H0(T ) + H¯0(T )]y¯ = 0, y¯ = Ey¯. (135)
Then we choose the initial state be y, (131) can be reduced
to ∫ T
0
E(X′tQ˜Xt)dt = E[y
′H0(T )y] = 0 (136)
which indicates that Q˜1/2Xt = 0, a.s. for any t ∈ [0, T ], then
from the exact observability of system (A˜, C˜, Q˜1/2), we can
obtain the initial state y = 0, which contradicts with y 6= 0
defined in (134).
On the other hand, if the initial state is chosen to be y¯, from
(131) we know∫ T
0
E(X′tQ˜Xt)dt = y¯
′[H0(T ) + H¯0(T )]y¯ = 0. (137)
Similar to the discussion above, it follows from the exact
observability of system (45) that y¯ = 0, this contradicts with
y¯ 6= 0 in (135).
In conclusion, we have proved H0(T ) > 0 and H0(T ) +
H¯0(T ) > 0.
Via a time shift of t, combining (131), we have∫ t+T
t
E(X′sQ˜Xs)dt
=E[(xt−Ext)
′H0(T )(xt−Ext)]+Ex
′
t[H0(T )+H¯0(T )]Ext
= V (t, xt)− V (t+ T, xt+T ), (138)
where Ht(T + t) = H0(T ), H¯t(T + t) = H¯0(T ) has been
used.
Taking limitation on both sides of (138) , using the conver-
gence of V (t, xt), we have that
lim
t→+∞
E[(xt−Ext)
′(xt−Ext)]=0, lim
t→+∞
Ex′tExt=0, (139)
In other words, limt→+∞E(x
′
txt) = 0, i.e., system (A˜, C˜)
is stable, thus system (1) is mean square stabilizable with
controller (46).
Case 2: P ≥ 0.
Firstly, combining (42) and (43) we know that P obeys the
following Lyapunov equation:
0 = Q˜+ A˜′P+ PA˜+ {C˜(1)}′PC˜(1) + {C˜(2)}′PC˜(2), (140)
where C˜(1)=
[
C 0
0 0
]
, C˜(2)=
[
0 C¯
0 0
]
and C˜(1) + C˜(2) = C˜.
The positive semi-definiteness of P indicates that there
exists orthogonal matrix U with U ′ = U−1 such that
U ′PU =
[
0 0
0 P2
]
,P2 > 0. (141)
From (140), it can be obtained
0 = U ′Q˜U + U ′A˜′U · U ′PU + U ′PU · U ′A˜U
+ U ′{C˜(1)}′U · U ′PU · U ′C˜(1)U
+ U ′{C˜(2)}′U · U ′PU · U ′C˜(2)U. (142)
Without loss of generality, assume U ′A˜U =
[
A˜11 A˜12
A˜21 A˜22
]
,
U ′C˜(1)U=
[
C˜
(1)
11 C˜
(1)
12
C˜
(1)
21 C˜
(1)
22
]
, U ′C˜(2)U=
[
C˜
(2)
11 C˜
(2)
12
C˜
(2)
21 C˜
(2)
22
]
, U ′Q˜U =[
Q˜1 Q˜12
Q˜′12 Q˜2
]
, it holds
U ′A˜′U · U ′PU + U ′PU · U ′A˜U=
[
0 A˜′21P2
P2A˜21 A˜
′
22P2 + P2A˜22
]
,
U ′[C˜(1)]′U·U ′PU·U ′C˜(1)U=
[
{C˜
(1)
21 }
′P2C˜
(1)
21 {C˜
(1)
21 }
′P2C˜
(1)
22
{C˜
(1)
22 }
′P2C˜
(1)
21 {C˜
(1)
22 }
′P2C˜
(1)
22
]
U ′[C˜(2)]′U·U ′PU·U ′C˜(2)U=
[
{C˜
(2)
21 }
′P2C˜
(2)
21 {C˜
(2)
21 }
′P2C˜
(2)
22
{C˜
(2)
22 }
′P2C˜
(2)
21 {C˜
(2)
22 }
′P2C˜
(2)
22
]
.
Hence, comparing each block element on both sides of (142)
and noticing P2 > 0, we can obtain
A˜
′
21P2+Q˜12=0, C˜
(1)
21 =C˜
(2)
21 =0, Q˜1 = 0, U
′Q˜U=
[
0 Q˜12
Q˜′12 Q˜2
]
.
(143)
Now we will show Q˜12 = 0. Actually, for any x =
U
[
x1
x2
]
∈ R2n and the dimension of x2 is the same as the
dimension of Q˜2, we have that
x′Q˜x=
[
x1
x2
]′[
0 Q˜12
Q˜′12 Q˜2
][
x1
x2
]
=x′2Q˜
′
12x1+x
′
1Q˜12x2+x
′
2Q˜2x2.
(144)
If Q˜12 6= 0, from (144), we can always choose x1 and x2
such that x′Q˜x < 0, which is a contradiction with Q˜ ≥ 0.
Thus, noting (143), we have
U ′A˜U=
[
A˜11 A˜12
0 A˜22
]
, U ′C˜U=
[
C˜11 C˜12
0 C˜22
]
, U ′Q˜U=
[
0 0
0 Q˜2
]
,
Q˜12=0, A˜21=0, Q˜2 ≥ 0, (145)
where C˜11 = C˜
(1)
11 + C˜
(2)
11 , C˜12 = C˜
(1)
12 + C˜
(2)
12 , C˜22 = C˜
(1)
22 +
C˜
(2)
22 .
By plugging (141) and (145) into (142), we have that
0 = Q˜2 + A˜
′
22P2 + P2A˜22 + {C˜
(1)
22 }
′
P2C˜
(1)
22 + {C˜
(2)
22 }
′
P2C˜
(2)
22 .
(146)
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Denote U ′Xt = X¯t =
[
X¯
(1)
t
X¯
(2)
t
]
, and the dimension of X¯
(2)
t
coincides with the rank of P2. Thus, (109) can be rewritten as
U ′dXt = U
′
A˜UU ′Xtdt+ U
′
C˜UU ′XtdWt,
that is
dX¯
(1)
t =[A˜11X¯
(1)
t +A˜12X¯
(2)
t ]dt+[C˜11X¯
(1)
t +C˜12X¯
(2)
t ]dWt, (147)
dX¯
(2)
t = A˜22X¯
(2)
t dt+ C˜22X¯
(2)
t dWt. (148)
Next, we will show the stability of (A˜22, C˜22).
In fact, it follows from (110) and (145) that∫ T
0
E[(X¯
(2)
t )
′Q˜2X¯
(2)
t ]dt =
∫ T
0
E(X′tQ˜Xt)dt
= E(X′0PX0)− E(X
′
TPXT )
= E[(X¯
(2)
0 )
′
P2X¯
(2)
0 ]− E[(X¯
(2)
T )
′
P2X¯
(2)
T ]. (149)
Following the discussions as (111)-(112), we claim that X¯
(2)
0
is an unobservable state of (A˜22, C˜22, Q˜
1/2
2 ) if and only if
X¯
(2)
0 satisfies E[(X¯
(2)
0 )
′
P2X¯
(2)
0 ] = 0. P2 > 0 implies that
(A˜22, C˜22, Q˜
1/2
2 ) is exact observable as discussed in Lemma
3 and Remark 5. Following the discussions of (128)-(139), we
can conclude that
lim
t→+∞
E(X¯
(2)
t )
′
X¯
(2)
t = 0, (150)
i.e., the mean square stability of (A˜22, C˜22) has been verified.
Thirdly, to investigate the stability of (A˜11, C˜11), we might
as well choose X¯
(2)
0 = 0, and equation (148) indicates X¯
(2)
t =
0, t ≥ 0. In this case, (147) can be reduced to
dZt = A˜11Ztdt+ C˜11ZtdWt, (151)
where Zt is the value of X¯
(1)
t with X¯
(2)
t = 0. Hence, for
X¯
(2)
0 = 0, it holds
E[Y˜ ′tY˜t] = E[X
′
tQ˜Xt] = E[(X¯
(2)
t )
′Q˜2X¯
(2)
t ] ≡ 0. (152)
While, the exact detectability of (A˜, C˜, Q˜1/2) implies that
lim
t→+∞
E(X¯′tX¯t)= limt→+∞
E(X¯′tU
′U X¯t)= lim
t→+∞
E(X′tXt)=0.
(153)
Therefore, in the case of X¯
(2)
0 = 0, for any initial Z0 = X¯
(1)
0 ,
from (153) we have that
lim
t→+∞
E(Z′tZt)= limt→+∞
E[(X¯
(1)
t )
′
X¯
(1)
t ] (154)
= lim
t→+∞
{E[(X¯
(1)
t )
′
X¯
(1)
t ] + E[(X¯
(2)
t )
′
X¯
(2)
t ]}
= lim
t→+∞
E(X¯′tX¯t) = 0.
which means (A˜11, C˜11) is mean square stable.
Finally we will show that system (1) with controller (46)
is stabilizable in the mean square sense. Actually, we denote
A˜ =
[
A˜11 0
0 A˜22
]
, C˜ =
[
C˜11 0
0 C˜22
]
. Hence, we can rewrite
(147)-(148) as below
dX¯t={A˜X¯t +
[
A˜12
0
]
Ut}dt+{C˜X¯t+
[
C˜12
0
]
Ut}dWt, (155)
where Ut is the solution to equation (148) with initial condi-
tion U0 = X
(2)
0 . The stability of (A˜11, C˜11) and (A˜22, C˜22) as
shown above indicates that (A˜, C˜) is stable in the mean square
sense. It is easily known from (150) that limt→+∞E(U
′
tUt) =
0 and
∫∞
0 E(U
′
tUt)dt < +∞. Using Proposition 2.8 and
Remark 2.9 in [23], we can obtain that there exists constant
c0 satisfying∫ ∞
0
E(X¯′tX¯t)dt < c0
∫ ∞
0
E(U′tUt)dt < +∞. (156)
Hence, limt→+∞E(X¯
′
tX¯t) = 0 can be verified from (156).
Moreover, from (153) we have
lim
t→+∞
E(x′txt)= lim
t→+∞
E[(xt−Ext)
′(xt−Ext)+Ex
′
tExt]
= lim
t→+∞
E(X′tXt)= limt→+∞
E(X¯′tX¯t)=0.
It is noted that system (A˜, C˜) given in (109) is just mean-
field system (1) with controller (46). In conclusion, mean-field
system (1) can be stabilizable with controller (46) in the mean
square sense.
Finally, for stabilizing controller (46), there holds
E(u′tut)=E[x
′
tK
′Kxt+Ex
′
t(K¯
′K +K′K¯+K¯′K¯)Ext]. (157)
From (119) we know that
∫∞
0
E(x′txt)dt < +∞, therefore∫∞
0
E(u′tut)dt < +∞ can be obtained from (157). Thus we
have proved ut ∈ U [0,∞). The proof is complete.
APPENDIX F: PROOF OF THEOREM 4
Proof. “Sufficiency”: Under Assumptions 2 and 4, if the
coupled ARE (31)-(32) has a unique positive definite solution,
we will show mean-field system (1) is mean square stabilizable
with controller (46).
In fact, from Remark 5, we know that the exact observability
of system (A˜, C˜, Q˜1/2) can be implied by Assumption 4.
In what follows, by following (131)-(139) in the proof of
Theorem 3, the mean square stability of system (A˜, C˜) can
be obtained, i.e., system (1) is mean square stabilizable with
controller (46). The proof is complete.
“Necessity”: Under Assumptions 2 and 4, suppose system
(1) is mean square stabilizable, we will show the coupled ARE
(31)-(32) admits a unique positive definite solution.
Firstly, under Assumption 2, it is noted from (113)-(127)
that the coupled ARE (31)-(32) admit a unique positive semi-
definite solution, i.e., P ≥ 0 and P + P¯ ≥ 0. Next we shall
prove the positive definiteness of P and P + P¯ .
Actually, if this is not the case, since E(x′0x0) = E(X
′
0X0),
then there exists X0 6= 0 (i.e., x0 6= 0) satisfying E(X
′
0PX0) =
0, the symbols P,Xt are given in (45) and (110).
From Lemma 3, we know the mean square stabilization
of system (1) with controller (46), indicates system (45)
(A˜, C˜, Q˜1/2) is mean square stable, and the solution to ARE
P, P¯ satisfy Lyapunov function (42)-(43). Next, by following
from the derivation of (110) and letting the initial state be X0
defined above, we can obtain
0 ≤
∫ T
0
E(X′tQ˜Xt)dt = −E(X
′
TPXT ) ≤ 0, (158)
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which indicates Q˜1/2Xt ≡ 0, a.s., ∀t ∈ [0, T ].
On the other hand, noting from Remark 5 that the exact
observability of system (A˜, C˜, Q˜1/2) can be implied by As-
sumption 4. Thus, we can conclude X0 = 0. This contradicts
with X0 6= 0. Therefore, P > 0 and P + P¯ > 0 has been
shown.
Finally, the infinite horizon optimal controller (46) can be
obtained by following (123)-(124), and ut ∈ U [0,∞) can be
verified by (157).
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