Abstract. We consider some nonlinear second order scalar ODEs of the form x + f (t, x) = 0, where f is periodic in the t-variable and show the existence of infinitely many periodic solutions as well as the presence of complex dynamics, even in the case of certain apparently "simple" equations. We employ a topological approach based on the study of linked twist maps (and suitable modifications of their geometry).
Introduction
The principal aim of this paper is that of proving in a rigorous way (and without the need of computer assistance) the existence of infinitely many periodic solutions and the presence of chaotic dynamics for some nonlinear second order scalar ordinary differential equations (from now on ODEs) of the form x + f (t, x) = 0, (1.1)
The tools which are employed are a combination of a careful but elementary phase-plane analysis with recent results on topological horseshoes and fixed points for maps defined on domains homeomorphic to the unit square of R 2 [33, 34, 35] . Investigating our ODE models [32, 34, 38] we have found that the Poincaré map associated to various first order planar systems presents some features which are typical of those usually connected with the so-called "linked twist maps". Thus a second goal of this work is that of providing a general geometrical setting which is particularly suited to deal with such kind of examples.
The plan of the article is the following. In Section 2 we explain the main topological theory, indicating also the precise definition of chaos we use. In Section 3 we introduce the framework of linked twist maps, concentrating in particular on their geometrical configurations and showing the connection with the theory previously exposed. These topological results are then applied to concrete examples in Section 4, where we show how the phase-portraits of some planar ODE systems recall the geometry associated to the linked twist maps. Part of the results collected in this work surveys some recent theorems from [34, 35, 36, 38, 40] ; however, they are here presented from a different point of view, including also new applications.
Fixed points, periodic points and chaotic-like dynamics for a class of planar maps
In this section we introduce our main theoretical tools for the search of periodic points and complex dynamics of some continuous maps defined on two-dimensional domains. The results we are going to present may be considered as part of the theory of "topological horseshoes". Roughly speaking, with such a term we denote all those contributions in the broad area of chaotic dynamics where one proves the presence of some kind of complex behaviour typically associated to the celebrated Smale horseshoe (like the existence of a semiconjugation to the Bernoully shift on a set of m symbols) by assuming relaxed assumptions on the maps under consideration, possibly replacing the usual hyperbolicity hypotheses with topological conditions which may require the knowledge of the behavior of a map only on some subsets of its domain (for instance, at the boundary of certain sets). Results in this direction were obtained by Easton [11] , Burns and Weiss [5] , Mischaikow and Mrozek [27] , Szymczak [51] , Zgliczyński [56, 57] [15, 16, 17] and further developed in subsequent papers (see also [13, 14, 29, 39, 48, 58, 59, 60] , just to quote some recent works in this area).
We start with a few definitions.
Let X be a metric space. By a path γ in X we mean a continuous mapping γ : R ⊇ [a, b] → X. We also setγ := γ( [a, b] ). Of course, there is no loss of generality in assuming, as a basic interval, [a, b] = [0, 1]. A sub-path σ of γ is the restriction of γ to a compact subinterval of its domain. An arc is the homeomorphic image of the compact interval [0, 1] , while an open arc is an arc without its end-points. We define a generalized rectangle as a set R ⊆ X which is homeomorphic to the unit square Q :
If R is a generalized rectangle and h : Q → h(Q) = R is a homeomorphism defining R, we call contour ϑR of R the set ϑR := h(∂Q), where ∂Q is the usual boundary of the unit square. Note that the contour ϑR is well defined and it is independent of the choice of the homeomorphism h. In fact, ϑR is also a homeomorphic image of S 1 , that is, a Jordan curve (the image of a simple closed curve).
By an oriented rectangle we mean a pair
where R ⊆ X is a generalized rectangle and
is the union of two disjoint arcs R and it was also employed (in a more or less explicit form) by various authors in many different contexts [7, 9, 30] .
Lemma 2.1. [Crossing Lemma]. Let R := (R, R − ) be an oriented rectangle in a metric space X and suppose that S ⊆ R is a compact set such that
Then there exists a compact connected set C ⊆ S such that
Proof. We give only a sketch of the proof. The missing details can be found in [45] or in [34, 35] . First of all, using the inverse of the homeomorphism h : Q → R, we can confine ourselves to the study of a compact set S ⊆ Q having the property of meeting any path γ contained in Q, with γ joining the left and the right sides of Q. If, by contradiction, we assume that S does not contain any compact connected set C intersecting both the lower and the upper sides of Q, by the Whyburn Lemma (see [2] ) we may find a decomposition of S into two disjoint compact subsets A and B EJQTDE, Proc. 8th Coll. QTDE, 2008 No. 14, p. 4
such that
The contradiction is now achieved by showing that there is a path σ contained in Q \ S and joining the left and the right sides of Q (see Figure 2 ). The existence of such a special path avoiding S = A∪B may be proved by different techniques of topological or combinatorial nature (see, for instance [12, 20, 46] and [37] for a more detailed discussion of these and related results). The above Crossing Lemma may be used to give a simple proof of the Poincaré-Miranda theorem in dimension two. We recall that the Poincaré-Miranda theorem asserts the existence of a zero for a continuous vector field
Actually, different combinations on the signs of F 1 and F 2 on the sides of the rectangle are allowed: the only crucial condition requires that the components of the vector field change their sign as the corresponding variables move from a side of the rectangle to the opposite one. The result holds also for the standard hypercube of R N (as well as for N-dimensional rectangles). Such theorem is usually referred to Carlo Miranda who in [25] noted its equivalence to the Brouwer fixed-point theorem. On the other hand, as remarked in [23] , Henry Poincaré in [41] and [42] announced this result with a suggestion of a correct proof using the Kronecker's index. In [42] , with regard to the two-dimensional case, Poincaré (assuming strict inequalities for the components of the vector field on the boundary of the rectangle) described also an heuristic proof as follows: the "curve" F 2 = 0 departs from a point of the side x 1 = b 1 and ends at some point of x 1 = a 1 ; in the same manner, the curve F 1 = 0, departing from a point of x 2 = b 2 and ending at some point of x 2 = a 2 , must necessarily meet the first "curve" in the interior of the rectangle. The interested reader may find in [19, 23] more information and historical remarks about the Poincaré-Miranda theorem. Using Poincaré's heuristic argument, one could adapt his proof in the following manner: if we take any path γ(t) contained in the rectangle
and joining the left and the right sides, by the Bolzano theorem we find at least a zero of F 1 (γ(t)) and this, in turns, means that any path as above meets the set S := F −1 1 (0) . The Crossing Lemma implies the existence of a compact connected set C 1 ⊆ F −1 1 (0) which intersects the lower and the upper sides of the rectangle. At this point one can easily achieve the conclusion in various different ways. For instance, one could just repeat the same argument on F 2 in order to obtain a compact connected set C 2 ⊆ F −1 2 (0) which intersects the left and the right sides of the rectangle and thus prove the existence of a zero of the vector field F using the fact that C 1 ∩ C 2 = ∅. Alternatively, one could apply the Bolzano theorem and find a zero for F 2 restricted to C 1 (see also [45] for a similar use of a variant of the Crossing Lemma and [40] for extensions to the N-dimensional setting). It may be interesting to observe that, conversely, it is possible to provide a proof of the Crossing Lemma via the Poincaré-Miranda theorem (see [35] ).
Suppose that φ : X ⊇ D φ → X is a map defined on a set D φ and let A := (A, A − ) and B := (B, B − ) be oriented rectangles in a metric space X. Now we introduce the concept of "stretching along the paths" which plays a central role in our approach. 
and, moreover, φ(γ(t )) and φ(γ(t )) belong to different components of B − .
In the special case in which H = A, we simply write
The definition of "crossing number" considered below is borrowed from Kennedy and Yorke [17] and adapted to our setting. 
. . , m. In the special case in which D = A, we simply write
Our first main result in this section concerns the existence and the localization of at least one fixed point for maps with the stretching property.
Theorem 2.1. Let φ : X ⊇ D φ → X (with X a metric space) be a map and R = (R, R − ) be an oriented rectangle with R ⊆ X. Suppose that there is a compact set Proof. Like in the proof of Lemma 2.1, it is convenient to reduce our problem to the unit square Q, looking for a fixed point of the map h −1 •φ•h. Actually, in order to avoid cumbersome notation, we assume (without loss of generality) R = Q and For φ = (φ 1 , φ 2 ) and x = (x 1 , x 2 ), we define the set
which is compact, as it is closed in Q (this follows from the continuity of φ on the closed set H). Consider now a path γ = (γ 1 , γ 2 ) : [0, 1] → Q with γ 1 (0) = 0 and γ 1 (1) = 1. By the stretching assumption, there
and
, respectively, and therefore there exists t * ∈ [t , t ] with γ(t * ) ∈ S. Then, by Lemma 2.1, there is a compact connected set C ⊆ S such that C ∩ Q
Bolzano theorem guarantees the existence of at least a point w = (w 1 , w 2 ) ∈ C such that w 2 − φ 2 (w) = 0. By the inclusion H ⊇ S ⊇ C, we conclude also that w 1 − φ 1 (w) = 0 with w ∈ H and therefore w is a fixed point for φ in H.
The next step consists in proving the existence of infinitely many periodic points for a given map φ. This is obtained by repeatedly applying Theorem 2.1 to the iterates of φ (see Theorem 2.2). To such end, we first observe that the stretching property is preserved under composition of maps. Indeed, we have: The proof is a simple adaptation of that in [38, Lemma B.3, Appendix B] (where the case X = R 2 was considered) and therefore it is omitted. By induction this lemma can be extended to the composition of an arbitrary number of maps.
Theorem 2.2. Let φ : X ⊇ D φ → X be a map and R = (R, R − ) an oriented rectangle of the metric space X. Suppose that there are a compact set D ⊆ R ∩ D φ and an integer m ≥ 2 such that
Let also
be m pairwise disjoint compact sets according to Definition 2.2. Then the following conclusions hold:
• for each i = 1, . . . , m, the map φ has at least a fixed point w i ∈ H i ; • let ≥ 2 and consider an arbitrary + 1-tuple (s 0 , s 1 , . . . , s ) with s i ∈ {1, . . . , m}, for all i = 0, . . . , and such that s 0 = s .
Then there exists at least a point w ∈ H s 0 such that
Proof. The existence of a fixed point for φ in each of the H i 's follows from Theorem 2.1 and the fact that
Consider now the second part of the statement. Let (s 0 , s 1 , . . . , s ) be an arbitrary + 1-tuple (for ≥ 2) with s i ∈ {1, . . . , m}, for all i = 0, . . . , and such that s 0 = s . Applying Lemma 2.2 to
for the set
and so Theorem 2.1 ensures the existence of a fixed point w ∈ W for φ ( ) . The definition of W implies that w ∈ H s 0 and φ (i) (w) ∈ H s i , for every i = 1, . . . , − 1.
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The result below gives information about the set of initial points which generate trajectories following an arbitrary forward itinerary. In the sequel, unless otherwise stated, sequences are one-sided and therefore are indexed on the set N of natural numbers. The two-sided sequences are indexed on Z. Let also H 1 , . . . , H m ⊆ D be m pairwise disjoint compact sets according to Definition 2.2. Then the following conclusions hold:
• for each two-sided sequence (s n ) n∈Z ∈ {1, . . . , m} Z there exists a sequence of points (x n ) n∈Z such that φ(x n−1 ) = x n ∈ H sn , ∀ n ∈ Z .
Proof. We start by proving the first assertion. Let s = (s n ) n ∈ {1, . . . , m} N be an arbitrary sequence and define the set
Let γ 0 : [0, 1] → R be a path such that γ 0 (0) and γ 0 (1) belong to different components of R − . By the stretching assumption, there exists a subinterval
By the same assumption, we also have that φ(γ 0 (t 1 )) and φ(γ 0 (t 1 )) belong to different components of R − . Repeating inductively this argument, we produce a decreasing sequence of compact intervals 
we have that, for every n ≥ 0 :
Hence we find that
This proves that any path in R joining the two components of R − meets the set W s and therefore we can conclude by Lemma 2.1.
The second part of the statement (concerning two-sided sequences), follows from a diagonal argument already employed in a more general setting in [14, Proposition 5] . Therefore its proof is omitted (for more details, see also [34, 36] ).
Clearly, Theorem 2.2 and Theorem 2.3 indicate the presence of some kind of chaotic behaviour. To be more precise, we give now the explicit definition of chaos which will be used throughout the paper. Definition 2.3. Let X be a metric space, let φ : X ⊇ D φ → X be a map and D ⊆ D φ a nonempty set. Let m ≥ 2 be an integer. We say that φ induces chaotic dynamics on m symbols in the set D if there exist m nonempty pairwise disjoint compact sets
such that, for each two-sided sequence (s i ) i∈Z ∈ {1, . . . , m} Z , there exists a corresponding sequence (w i ) i∈Z ∈ D Z with
and, moreover, whenever (s i ) i∈Z is a k−periodic sequence (that is, s i+k = s i , ∀i ∈ Z) for some k ≥ 1, there exists a k−periodic sequence (w i ) i∈Z ∈ D Z satisfying (2.1).
1
This definition (taken from [18] with minor variants) corresponds to a classical concept of chaos meant as the possibility of reproducing (via the iterates of a map) a general coin-flipping experiment [47, p. 42] . We also note that our definition, when applied to the case of a Poincaré map, agrees with other ones considered in the literature about chaotic dynamics for ODEs with periodic coefficients (see [8, 31, 49] ). We further observe that a connection to the Bernoulli shift can be derived. With this respect, we first recall some basic results.
Let m ≥ 2 be a positive integer. We denote by
The Bernoulli shift σ is the homeomorphism on Σ m defined by
As proved in [1] , σ has positive topological entropy, given by h top (σ) = log(m).
Let Λ be a compact metric space and let φ : Λ → Λ be a continuous map. We say that φ is semiconjugate to the two-sided m-shift if there exists a continuous surjective mapping g : Λ → Σ m such that
The following lemma relates the dynamical properties of a map satisfying Definition 2.3 to the ones of the Bernoulli shift. and such that φ| Λ is semiconjugate to the two-sided m-shift. Moreover, the subset P of Λ made by the periodic points of φ is dense in Λ and if we denote by g : Λ → Σ m the continuous surjection in (2.2), it holds also that the counterimage through g of any k−periodic sequence in Σ m contains at least one k−periodic point of φ.
The proof, which is based on arguments presented for instance in [14, 17] , is omitted. Complete details can be found in [40] . We observe that the existence of a semiconjugation to the shift map on Σ m implies that the topological entropy of φ| Λ satisfies
(see [53] ). 
Moreover, for each sequence s = (s n ) n ∈ {1, . . . , m} N , there exists a compact connected set C s ⊆ H s 0 with
and such that, for every w ∈ C s , φ (n) (w) ∈ H sn , ∀ n ≥ 1. EJQTDE, Proc. 8th Coll. QTDE, 2008 No. 14, p. 14 In our applications the function φ will the Poincaré map φ : z → u(T, z) associated to a T -periodic non-autonomous second order ODE (with u(·, z) the solution of a given ODE satisfying the initial condition u(0) = z). In this case, the relation φ (n) (z) ∈ H i will be interpreted in terms of the oscillatory behaviour of the solution u(·, z) along the time interval [nT, (n + 1)T ].
A connection to linked twist maps
In the past decades a growing interest has concerned the so-called "Linked Twist Maps" (shortly LTMs). Such kind of maps furnish a geometrical setting for the existence of Smale horseshoes and appear in a natural manner in various different applicative contexts. Around the '80s they were studied from a theoretical point of view by Devaney [10] , Burton and Easton [6] and Przytycki [43, 44] (just to cite a few contributions in this direction), proving some mathematical properties like ergodicity, hyperbolicity and conjugation to the Bernoulli shift. Special configurations related to LTMs appear in the restricted three-body problem [28, pp. 90-94], as well as in the study of diffeomorphisms of surfaces or in mathematical models for particle motions in a magnetic field (see the corresponding references in [10] ). More recently, in the work of Ottino, Sturman and Wiggins (see, for instance, [50, 54, 55] ), LTMs have found applications in the study of fluid mixing. Up to a homeomorphism (or a diffeomorphism), such maps are defined on the union of two circular annuli (or two families of them [44] ) intersecting in two different regions. In each annulus a continuous twist mapping is defined, that is, a map which leaves the annulus invariant and rotates its inner and outer boundaries at different angular speeds. Therefore it is possible to consider the composition of the two movements in the common regions: the resulting function is what we call a linked twist map (see [54, 55] for a detailed description of the geometry of the domain of a LTM). Usual assumptions on the twist mappings involved in the composition require, among others, their smoothness, monotonicity of the angular speed with respect to the radial coordinate and preservation of the Lebesgue measure. In our approach (which is purely topological), we'll just need a twist condition on the boundary.
Our purpose now is to adapt the general results of Section 2 to a geometrical situation which is connected to and generalizes the case of EJQTDE, Proc. = ∅ and such that, for every w ∈ C s there exists a sequence (y n ) n with y 0 = w and y n ∈ H sn , φ(y n ) = y n+1 , ∀ n ≥ 0.
Proof. We prove
from which the conclusion immediately follows by Theorem 2.4. To check condition (3.1), let us consider a path γ : [0, 1] → P such that γ(0) ∈ P − l and γ(1) ∈ P − r and let i ∈ {1, . . . , m} be fixed. By (H f ), there exists a compact interval [t 1 , t 2 ] ⊆ [0, 1] such that γ(t) ∈ H i and f (γ(t)) ∈ O for every t ∈ [t 1 , t 2 ]. We have also that f (γ(t 1 )) and f (γ(t 2 )) belong to different components of O − . Just to fix a case for our discussion (the other one is completely analogous), we suppose that
such that g(σ(t)) ∈ P for every t ∈ [t , t ] and also g(σ(t )) and g(σ(t )) EJQTDE, Proc. 8th Coll. QTDE, 2008 No. 14, p. 16
belong to different components of P − . We have thus showed that γ(t) ∈ H i and φ(γ(t)) ∈ P, ∀ t ∈ [t , t ] with φ(γ(t )) and φ(γ(t )) belonging to different components of P − . This concludes the proof of (3.1) and also of the theorem.
We present now two simple examples for the application of Theorem 3.1 which show how this result is well-fit for studying LTMs. The first of the two examples is fairly classical as it concerns two overlapping annuli under twist rotations. The second one describes the composition of a map which twists an annulus with a longitudinal motion along a strip. Our examples are only of "pedagogical" nature and, in fact, the chaotic-like dynamics that we obtain therein could be also proved using different approaches already developed by various authors (like, for instance, in [27, 48, 56, 60] ). where ı is the imaginary unit, while r > 0, a j = 0 and e j (j = 1, 2) are real coefficients. Such maps twist around the centers (−r, 0) and (r, 0), respectively. We denote by p 1 and p 2 the inner and the outer radii for the annulus around (−r, 0) and by q 1 and q 2 the inner and the outer radii for the annulus around (r, 0). For a suitable choice of r, of the radii p 1 < p 2 and q 1 < q 2 , as well as of the parameters determining f 1 and f 2 , it is possible to apply Theorem 3.1 in order to obtain chaotic dynamics (see Fig. 4-5) . We have chosen r = 3 and p 1 = q 1 = 3.3, p 2 = q 2 = 6 in order to determine the two annuli (this is just to simplify the example, since no special symmetry is needed). For the map f 1 we have taken a 1 = 3.3 and e 1 = −1.5. We define the set P of Theorem 3.1 as the upper intersection of the two annuli and select the two components of P − as the intersections of P with the inner and outer boundaries of the annulus at the left hand side. The set O is defined as the the lower intersection of the two annuli and the two components of O − are the intersections of O with the inner and outer boundaries of the annulus at the right hand side. The narrow strip, spiralling inside the left annulus, is the image of P under f 1 . Clearly, any path in P joining the two components of P − is transformed by f 1 onto a path crossing O twice in the correct manner.
this direction, we first introduce, for any pair of real numbers a < b, the real valued function
and then we define
No. 14, p. 18 Figure 5 . For r, p 1 , p 2 , q 1 , q 2 and f 1 as in Fig. 4 , we have also fixed the parameters of f 2 by taking a 2 = 0.9 and e 2 = 0. The present picture shows the image of P through the composite map f 2 • f 1 . It is evident that (f 2 • f 1 )(P) crosses P twice in the correct way.
where c j = 0 and e j (j = 1, 2) are real coefficients and 0 < p 1 < p 2 and − p 1 < q 1 < q 2 < p 1 are some real parameters which determine, respectively, the inner and the outer radii of the annulus With a straightforward modification in the proof of Theorem 3.1, one could verify that (H f ) and (H g ) imply the existence of chaotic dynamics also for the map f • g. Actually, both Theorem 3.1 and such a variant of it can be obtained as corollaries of the following more general result that we state without proof.
EJQTDE, Proc. 8th Coll. QTDE, 2008 No. 14, p. 20 Fig. 7 , we show the image of P through the composite map
It is evident that (f 2 • f 1 )(P) crosses P twice in the correct manner.
in the set
Moreover, for each sequence of m × symbols
there exists a compact connected set C s ⊆ H p 0 ,q 0 with
= ∅ and such that, for every w ∈ C s , there exists a sequence (y n ) n with y 0 = w and y n ∈ H pn,qn , φ(y n ) = y n+1 , ∀ n ≥ 0. EJQTDE, Proc. 8th Coll. QTDE, 2008 No. 14, p. 22 In [38, Theorem 1.2] , precise information about the oscillatory behaviour of the solutions is given too. The above result is stable with respect to small perturbations in the sense that once we have proved the existence of chaotic-like dynamics in a certain range of parameters for equation (4.3) , then the same result still holds for
provided that |c| and T 0 |p(t) − p r,s (t)| dt (with T = τ r + τ s ) are sufficiently small (see [38, Theorem 1.3] for the details).
We describe now the geometry associated to the phase-portrait of (4.3) in order to show how to apply Theorem 3.1. We remark that similar results can be obtained for equation (4. 2) with g a monotone nondecreasing function bounded from below and such that g (+∞) = k > 0. EJQTDE, Proc. 8th Coll. QTDE, 2008 No. 14, p. 24
With reference to (4.3), first of all, we observe that the Poincaré map φ associated to the equivalent planar system can be decomposed as
where φ r and φ s are the Poincaré maps Here ζ r (· , z 0 ) denotes the solution (x(·), y(·)) of (E r ) with (x(0), y(0)) = z 0 . Clearly, ζ s (· , z 0 ) is defined in the same manner with respect to system (E s ). The orbits of system (E r ) correspond to the level lines of the energy
Except for the equilibrium point (x, 0) (withx := r k ), they are closed curves which are run in the clockwise sense. Moreover, their fundamental period is a monotonically nondecreasing function with respect to the energy and it tends to infinity as the energy tends to infinity. EJQTDE, Proc. 8th Coll. QTDE, 2008 No. 14, p. 25
On the other hand, the orbits of system (E s ) correspond to the level lines of the energy
They are run with y < 0 (see Fig. 10 and Fig. 11 ). Figure 11 . Example of a trajectory of (E r ) (drawn with a darker line) overlapped with a trajectory of (E s ). The times for moving a point along an orbit from c tox or fromx to d can be explicitly determined by means of time-mappings integrals.
Since our trajectories will switch from system (E r ) to system (E s ) and viceversa, in order to study the effect of the forcing term p r,s (t), we are led to overlap the energy level lines of the two systems, as shown in Fig. 11 . Next, intersecting two level lines of (E r ) with two level lines of (E s ), we can determine two regions, like in Fig. 12 In order to get periodic and chaotic solutions for the system ẋ = ẏ y = −kx + + p r,s (t) (4.5) and thus for equation (4.3), we employ the following elementary procedure: we construct a set P in the third quadrant bounded by two level lines of (E r ) and two level lines of (E s ). Using the fact that the period T (·) of the closed orbits of system (E r ) is a strictly monotone increasing function on [0, +∞), we define the two components of P ) as the intersections of P with the level lines of E r , so that points on the inner boundary move faster than points of the outer boundary. Hence, if we take a path γ contained in the third quadrant and joining such two boundary segments, we'll find that (after a sufficiently long time τ r ) its image through φ r turns out to be a spiral-like line crossing the second quadrant at least twice. In particular, we can select two sub-paths (say σ 1 and σ 2 ) of γ whose images through φ r cross the second quadrant. We also define a rectangular subset O in the second quadrant (which is just the reflection of P with respect to the x-axis) having as components of O − (denoted now by O When we switch to system (E s ), we can prove that the images of such sub-paths through φ s cross the set P in the right manner. Then we can apply Theorem 3.1 provided we are free to tune the switching times τ r and τ s . The technical details for this argument can be found in [38] .
Similar conclusions can be drawn for the second order ODE x + q(t)g(x) = 0, (4.6) with g a nonlinear term and q(·) a periodic step function (or a suitable small perturbation of a step function). In the case of a general (but sign changing) weight function q(t), previous results for this equation have been obtained by Butler [7] , Terracini and Verzini [52] , Papini and Zanolin [32, 33, 35] . The detection of chaotic-like solutions for (4.6) with a positive q(t) and under general conditions on g(x) appears as an interesting problem which has not yet been fully investigated. Due to space limitations, we confine such study to a future work.
Conclusions
In the present article we have shown how to apply the abstract topological theory exposed in Section 2 and already developed in [34, 35] to prove the existence of chaotic dynamics for some concrete equations, whose phase-portrait recalls the geometry of the linked twist maps. Further developments in this direction can be obtained by studying new ODE models, whose Poincaré map presents features similar, but not corresponding exactly, to that of the classical LTMs. For example, frameworks like the one in Fig. 7 can be considered as well. Suitable variants of such situations will be analyzed in a future paper. The examples of ODEs we have presented suggest the possibility of proving in an elementary but rigorous manner the presence of chaotic dynamics for a broad class of second order nonlinear ODEs with periodic coefficients (which are piecewise constant or, anyway, not far from the piecewise constant case), provided that we have the freedom to tune some switching time parameters within a certain range depending on the coefficients governing the equations. Our arguments in the proofs EJQTDE, Proc. 8th Coll. QTDE, 2008 No. 14, p. 28
indicate that the same is true also for more general time-dependent coefficients. However, a rigorous proof in such a case would require a more delicate analysis or possibly the aid of computer assistance (as in [3, 4, 26, 27, 57] ). This is far beyond the aims of the present paper where, instead, we wanted only to put in evidence the presence of some simple geometric configurations which appear in a natural way in various planar systems and lead to "chaos".
