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1
$S:=\{p_{\theta}|\theta\in\Theta\subset \mathbb{R}\}$ $\Omega$ 1- . , $X_{1},$ $\ldots,X_{n}$
$p_{\theta}$ $n$ . $n$ $\theta$ $\Omega^{n}$
$\mathbb{R}$ $T_{n}$ . $T=\{T_{n}\}_{n=}^{\infty}1$ .
$\Omega$ 2 $p,$ $q$ Affinity $I(p||q)$ [1].
$I(p||q):=-8 \log(\int_{\Omega}\sqrt{\frac{\partial p}{\partial r}}\sqrt{\frac{\partial q}{\partial r}}r(d\omega))$ . (1)
$q$ , $\frac{\theta}{\theta}2r’(_{\theta r}^{\theta}\Delta)$ $p(q)$ $r$ Radon-Nikodym
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2
$T,$ $\epsilon>0$ $\beta(T,\theta,\epsilon)$ .
$\beta(T,\theta,\epsilon):=-\lim-\wedge\log p_{\theta(|-\theta|\geq}^{n}\tau_{n}\epsilon)$ .
$narrow\infty n$
. , $\epsilonarrow 0$
. $\beta^{+}(T, \theta, a),\beta^{-}(T, \theta,a)$ .
$\beta^{+}(\tau,\theta, a):=-\mathrm{l}\mathrm{i}\mathrm{m}narrow\infty\frac{1}{n}\log p_{\theta}n$ ( $T$r$i\geq a$)
$\beta^{-}(T, \theta, a):=-\lim\underline{1}\log p_{\theta(}^{n}Tn\leq a)$ .
$narrow\infty n$
$\beta^{+}(T, \theta,a),\beta-(\tau,\theta, a)$ $\overline{\beta}(T, \theta, a),\overline{\beta}(\tau,\theta,a)$
. .
$\overline{\beta}(T, \theta, a):=\lim\beta\epsilonarrow+0+(\tau, \theta_{\backslash }.a+\epsilon)$
$\overline{\beta}(T, \theta, a)$
$:= \lim_{\epsilonarrow-0}\beta-(T, \theta, a+\epsilon)$ .




$\{\theta’’|\theta\geq\theta’l\geq\inf\theta\}\frac{\overline{\beta}(T,\theta,\theta’;)+\overline{\beta}(-\tau,\theta’\backslash \theta\prime\prime)}{2}..\leq\frac{1}{8}I(p_{\theta}||p_{\theta’})$ . (2)
’$n$ , $[\theta, \theta’]$ $m$ $.i=0,$ $\ldots,$ $m$ , $\theta_{i}:=\theta+\frac{\theta’-\theta}{m}i$ .
$\epsilon>0$ $N$ .
$\frac{1}{n}p_{\theta}^{n}(T_{n}\geq\theta_{i})\leq\beta^{+}(\tau, \theta,\theta_{i})+\epsilon$







$=( \log(_{7}n+2)-n(\min_{1\leq i\leq m}\frac{\beta^{+}(T,\theta,\theta_{i}-1)+\betarightarrow(\tau,\theta’,\theta_{i})}{2}+\epsilon))$ .
33
$n$ $narrow\infty$ ,
$I(p_{\theta}||p_{\theta}’) \geq 8(\min_{1\leq i\leq m}\frac{\beta^{+}(T,\theta,\theta_{i}-1)+\beta-(\tau,\theta’,\theta_{i})}{2}+\epsilon)$ .
$\epsilon>0$ ,
$I(p_{\theta}||p \theta’)\geq 8\min_{m1\leq i\leq}\frac{\beta^{+}(T,\theta,\theta_{i}-1)+\beta^{-}(\tau,\theta’,\theta_{i})}{2}$ .
$marrow.\infty$ , (2) .
2 $\theta_{0}\in\Theta$ $U_{\delta,\theta_{0}}$
$\lim_{\epsilonarrow 0}\frac{\beta(T,\theta,\epsilon)}{I(p_{\theta}||p_{\theta}+\epsilon)}$. (3)
– $T$ $\theta_{0}$ . (3) $\alpha(T,\theta)$
. $\overline{\alpha}(T,\theta)$ .
$\overline{\alpha}(T, \theta):=\lim_{arrow\epsilon\pm}\sup_{0}\alpha(\tau, \theta+\epsilon)$ .
3 $T$ $\theta_{0}\in\ominus$ .
$\overline{\alpha}(T,\theta 0)\leq\{$
$\frac{1}{4}$ , if $\lim_{\epsilonarrow 0}\frac{t(_{\mathrm{P}\theta}\mathrm{I}|\mathrm{p}\theta+\epsilon)}{\epsilon}>0$ :
$\frac{1}{8}\lim_{\epsilonarrow\infty}\frac{t(p\theta||\mathrm{P}\theta+2\epsilon)}{t(\mathrm{p}_{\theta}|1^{p_{\theta+\epsilon}})}$ , if $\lim_{\epsilonarrow 0}\frac{t(p_{\theta}||_{\mathrm{P}+\epsilon}\theta)}{\epsilon}=0$ .
(4)
$I(p\theta 1|P\theta\epsilon)\cong J_{\theta}\mathrm{o}\epsilon^{\gamma}$ , $1<\gamma\leq 2$
(4) .
.
4 $T$ $\theta_{0}\in\Theta$ .
$B( \alpha(T,\theta 0),\overline{\alpha}(\tau,\theta_{0}),I(p\theta||p\theta+\cdot))\leq\frac{1}{8}$
$\alpha_{1},$ $\alpha_{2}>0$ $f(\epsilon)arrow \mathrm{O}$ as $\epsilonarrow 0$ $f(\epsilon)>0$ $B(\alpha_{1}, \alpha_{2}, f)$ .
$B( \alpha_{1},\alpha_{2}, f):=’\lim\frac{1}{f(\epsilon)}\mathrm{r}\epsilonarrow+0\mathrm{t}^{\gamma}\mathrm{I}0\dot{\mathrm{m}}\mathrm{n}\leq\gamma\leq\epsilon\}\frac{\alpha_{1}f(\gamma)+\alpha 2f(\epsilon-\gamma)}{2}$. (5)
4 (4) . (4) (4) .
5
$\alpha(T,\theta)=\infty$
, $T$ $\theta$ , .
$\overline{\alpha}(T,\theta_{0})\leq\frac{1}{4}$ . (6)
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6 $T$ $\theta_{0}\in\ominus$ ,
$I(p\theta||p\theta\epsilon)\cong j\theta_{\mathrm{O}}\epsilon^{\gamma}$ , $1<\gamma\leq 2$
(5) .




$\frac{\overline{\alpha}(T,\theta 0)\alpha(\tau,\theta 0)^{2}+\alpha(T,\theta 0)\overline{\alpha}(T,\theta 0)^{2}}{(\alpha(T,\theta_{0})+\overline{\alpha}(T,\theta 0))^{2},\prime}.\leq\frac{1}{4}$.
3
.
1 . $f_{\theta}(x)$ $\{p_{\theta}|\theta\in \mathbb{R}\}$ .
$f_{\theta}(x):=\{$
1, $| \theta-X|<\frac{1}{2}$ :
$0$ , $| \theta-x|\geq\frac{1}{2}$ .
$X_{1},$ $\ldots,X_{n}$ $P\theta$ .
$I(_{P\theta}||_{P\theta+\epsilon})=-8\log(1-\epsilon)\cong 8\epsilon$ .
, $T$ – , 3 (4) . $M=\{M_{n}\}$
.




$M$ (4) . $M$ $M’$ .
$M_{n}’:=\{$





$\leq(1-2\epsilon)^{n}+(1-|\theta|)^{n}$ , if $0<| \theta|<\frac{1}{2}$ and $|\theta|\leq\epsilon$
$\geq(1-|\theta|)^{n}$ , if $0<| \theta|<\frac{1}{2}$ and $|\theta|\leq\epsilon$ .
$\leq(1-2\epsilon)^{n}$ , if $0<| \theta|<\frac{1}{2}$ and $|\theta|\geq\epsilon$
$\geq(1-2\epsilon)^{n}-(1-|\theta|)^{n}$ , if $0<| \theta|<\frac{1}{2}$ and $|\theta|>2\epsilon$




$=\infty$ , if $\theta=0$
$=-\log(1-|\theta|)$ , if $0<| \theta|<\frac{1}{2}$ and $|\theta|\leq\epsilon$
$\geq-\log(1-2\epsilon)$ , if $0<| \theta|<\frac{1}{2}$ and $|\theta|\geq\epsilon$
$=-\log(1-2\epsilon)$ , if $0<| \theta|<\frac{1}{2}$ and $|\theta|>2\epsilon$
$=-\log(1-2\epsilon)$ , $\mathrm{i}.\mathrm{f}\mathrm{t}’\theta|\geq\frac{1}{2}$ .
(3) – $\text{ }$. $\cdot$
$\alpha(M’,\theta)=\{$
$\infty$ if $\theta=0$
$\frac{1}{4}$ if $\theta\neq 0$.
2 $f(x)$ [-1, 1] .
$f(x-1)\cong A(x-1)^{a-1}$ as $xarrow 1$
$f(x+1)\cong A(x+1)^{b-1}$ as $xarrow-1$
$a,$ $b>2$ . $f_{\theta}(x):=f(x-\theta)$ $P\theta$ . Akahira and
Takeud [1]
$J_{\theta}:= \lim_{\epsilonarrow 0}\frac{I(p_{\theta}\mathrm{I}|p_{\theta}+\epsilon)}{\epsilon^{2}}’<\infty$ .
. $X_{1},$ $\ldots,$ $X_{n}$ $p_{\theta}$ . $\hat{\theta}_{ML}:=\{\hat{\theta}_{ML,n}\}$
.
$\alpha(\hat{\theta}_{ML},\theta)=\lim_{\epsilonarrow 0n}\lim\frac{\beta(\hat{\theta}_{ML},\theta,\epsilon)}{J_{\theta}\epsilon^{2}}.=\frac{1}{2}arrow\infty$. (7)
(4) 1/2 . ,







$\infty$ , if $\theta=0$
$\frac{1}{2}$ , if $\theta\neq 0$ .
(8)
5 (6) , $\hat{\theta}_{ML}’$ . (8)
$0$ . $\alpha(T,\theta)$ $\hat{\theta}_{ML}$ $\hat{\theta}_{ML}’$
$\hat{\theta}_{ML}’$ $\theta=0$ (8) – $\hat{\theta}_{ML}’$
. (8) – .
36
4Affinity , $[2, 3]$
. 1 2 $M’$ $\hat{\theta}_{ML}’$
$\theta=0-$ . $\theta=0$ rate.
. $\alpha(T,\theta)$
Affinity $\alpha(T, \theta)$ – , $\epsilonarrow 0$
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