Inferring species interactions from co-occurrence data is one of the most 3 controversial tasks in community ecology. One difficulty is that a single pairwise interaction 4 can ripple through an ecological network and produce surprising indirect consequences. For 5 example, the negative correlation between two competing species can be reversed in the 6 presence of a third species that is capable of outcompeting both of them. Here, I apply 7 models from statistical physics, called Markov networks or Markov random fields, that can 8 predict the direct and indirect consequences of any possible species interaction matrix.
Introduction 20
To the extent that nontrophic species interactions (such as competition) affect community 21 assembly, ecologists might expect to find signatures of these interactions in species 22 composition data (MacArthur 1958 , Diamond 1975 . Despite decades of work and several A small network of three competing species. The tree (top) tends not to co-occur with either of the two shrub species, as indicated by the strongly negative coefficient linking them. The two shrub species also compete with one another, but more weakly (circled coefficient). B. In spite of the competitive interactions between the two shrub species, their shared tendency to occur in locations without trees makes their occurrence vectors positively correlated (circled). C. Controlling for trees with a conditional (all-else-equal) approach such as a partial covariance or a Markov network leads to correct identification of the negative shrub-shrub interaction (circled).
Species 1
Absent Present A small Markov network, defined by its α and β values. The abiotic environment favors the occurrence of each species (α > 0), particularly species 2 (α 2 > α 1 ). The negative β 12 coefficient is consistent with competition between the two species. B. The coefficients determine the probabilities of all four possible presence-absence combinations for Species 1 and Species 2. α 1 is added to the exponent whenever Species 1 is present (y 1 = 1), but not when it is absent (y 1 = 0). Similarly, the exponent includes α 2 only when species 2 is present (y 2 = 1), and includes β 12 only when both are present (y 1 y 2 = 1). The normalizing constant Z, ensures that the four probabilities sum to 1. In this case, Z is about 18.5. C. The expected frequencies of all possible co-occurrence patterns between the two species of interest, as calculated in the previous panel. D. Without competition (i.e. with β 12 = 0, each species would occur more often.
the other species on the landscape as predictors. This produced two interaction estimates for 145 each species pair; one for the effect of species i on species j and one for the reverse. These Figure 3 : Proportion of variance in interaction coefficients explained by each method versus number of sampled locations across the three simulation types. For the null model (Pairs), two outliers with |Z| > 1000 were manually adjusted to |Z| = 50 to mitigate their detrimental influence on R 2 (Appendix 5).
Of the methods that did not control for indirect effects, Figure 3 shows that simple 193 correlation coefficients provided a more reliable indicator of species' true interaction 194 strengths than either the joint species distribution model (BayesComm) or the null model 195 (Pairs). The estimates from these approaches were tightly correlated (after controlling for 196 the size of the landscape) suggesting that the null model only contains a noisy version of the 197 same information that could be obtained more easily and interpretably with simple 198 correlation coefficients ( Figure 4B ).
199
Finally, we can evaluate the models' statistical inferences (focusing on the first two 200 simulation types, for which the true interaction rates are easiest to interpret). The Markov 
C. Error rate vs. interaction strength
Null model Markov network Figure 4 : A. The Markov network's estimated interaction coefficients were generally very similar to the GLM estimates. B. The null model's estimates typically matched the (negative) correlation coefficient, after controlling for landscape size. C. For any given interaction strength, the null model was much more likely to misclassify its sign with 95% confidence than the Markov network was.
