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Abstract. This paper describes a method for glaucomatous 
eye detection based on fractal description, followed by 
classification. Two methods for fractal dimensions estima-
tion, which give a different image/tissue description, are 
presented. The fundus color images are used, in which the 
areas with retinal nerve fibers are analyzed. The presented 
method shows that fractal dimensions can be used as fea-
tures for retinal nerve fibers losses detection, which is 
a sign of glaucomatous eye. 
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1. Introduction 
Glaucoma is the second most frequent cause of per-
manent blindness in industrial developed countries. It is 
caused by an irreversible damage of the optical nerve con-
nected with degeneration of retinal ganglia cells, axons 
(neural fibers) and gliocells (providing nutrition for  
the axons) [18]. If not diagnosed in early stage, the damage 
of the optical nerve becomes permanent, which in the final 
stage may lead to blindness. One of the glaucoma symp-
toms is the gradual loss of the retinal nerve fibers (RNF), 
which has been proved of high diagnostic value. The RNF 
atrophy is indicated as a texture changes in color or grey-
scale retinal photographs. Therefore, there has been a high 
effort to use these retinal images to evaluate a RNF since 
1980 [1]. But until now, there is no routinely used method 
for RNF quantification (based only on color photography) 
although an increasing effort in this field is noticeable [2], 
[3], [4]. This is probably due to the expansion of new tech-
nologies in diagnosis process, mainly polarimetry [7], 
coherence based techniques [5], and laser reflections re-
cording [6]. In spite of these methods, the examination by 
(digital) fundus camera plays a basic role in assessment of 
neural retinal tissue at least visually or qualitatively [23].  
This paper presents new features for RNF detection, 
using fractal theory, applied to the texture created by RNF 
layer. Section 2 describes the images and their properties 
with respect to RNF analysis. Section 3 shortly introduces 
fractal theory and its application to texture description. 
The results, based on the Support Vector Machine 
classifier are presented and discussed in Section 4. Section 
5 concludes this paper. 
2. Data 
The database contained 16 color images of glauco-
matous eyes with focal RNF loss and 14 color images of 
healthy eyes in JPEG format with very low compression. 
Green and blue channels were extracted from these images 
taken by fundus camera (Canon CF-60UDi with digital 
camera Canon D20). The mean value from green and blue 
channels was computed, because the red component 
doesn’t carry any information from RNF layer. This is 
contained only on the corresponding green-blue wave-
lengths of reflected eye. 
 
Fig. 1. One image from our database showing macula, optic 
nerve head (ONH), blood vessels and areas with/without 
retinal nerve fibers. 
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The size of the images was 3504 x 2336 pixels with  
a large field of view (60°). One image from that database 
with RNF loss is shown in Fig. 1, depicting the main 
structures and also two areas with RNF losses. Optical 
nerve head (ONH) is a place where blood vessels and RNF 
enters or leaves the inner eye. The macula is the place with 
the highest concentration of retinal ganglia cells. The RNF 
runs mainly from the ONH to macula with the highest 
concentration in radial direction (see Fig. 2 for schematic 
plot of retinal structures). 
  
Fig. 2. Schematic plot of the main retinal structures. The RNF 
runs from the ONH to macula with the highest 
concentration in radial direction. 
The RNF losses appear as a darker area, which is 
caused by a decreasing number of the nerve fiber bundles 
and lowering the reflection of incident light. As the reflec-
tion depends on the optical properties of the examined eye, 
the brightness is not a reliable feature for RNF description. 
Fig. 3. presents a detail of another image showing 
the striation RNF pattern, creating texture - the neural 
fibers are locally oriented in parallel, which causes their 
lightly stripy appearance. In the next section, the feature 
describing this texture based on fractal model is presented. 
The testing of the new features was done on three 
databases of samples. The small square samples (41x41 
pixels) were selected from the retinal images for texture 
analysis (see Fig. 3 and the black and white squares repre-
senting these samples): 
• image samples with tissues containing the RNF 
(310 samples, class A) from patients with glau-
coma (see examples depicted by the black squares 
in Fig. 3). 
• image samples from area without RNF (176 sam-
ples, class B) from patients with glaucoma (see 
examples depicted by the white squares in Fig. 3). 
• image samples from control group - samples se-
lected from healthy eyes of patients without glau-
coma (310 samples, class C).  
The size of these samples was selected in order to span 
a sufficiently large region with RNF striation. 
The maximum size was limited by the blood vessels and 
other anatomical and pathological structure in the retinal 
image. Their positions were selected in a close surrounding 
around the ONH, not exceeding double radius of the ONH 
from ONH border. Values of pixels in all samples were 
normalized to the range of 1 to 256 before further proc-
essing to eliminate different illumination conditions caused 
by different optical eye properties. 
 
Fig. 3. Detail of the fundus image. The striation pattern created 
by RNF is visible. The dark (white) squares show the 
samples taken for the fractal analysis from area of RNF 
(loss of the RNF). 
3. Fractal Analysis 
Stochastic fractal models have been used in image 
processing area from late eighties [8]. Many applications 
can be found in the image processing research. These can 
be divided into two main fields: image compression using 
iterated function systems, e.g. [9], [10], and texture 
modeling connected with segmentation and usually classi-
fication. A plethora of these papers, describing fractal 
analysis, can be found in the medical image processing 
area, particularly for ultrasound images [11], [12], X-ray 
images [24], and magnetic resonance images [25]. Re-
cently, only few papers can be found in the retinal image 
processing area [14], [15]. 
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3.1 Fractal Theory 
Fractals can be understood from intuitive point of 
view as objects with self-similarity, i.e. a considered (usu-
ally textured) object has similar characteristics repeated at 
different scales. One of the parameters that describes be-
havior of the fractal is a fractal dimension (FD), which can 
be considered as a measure, how complicated a particular 
object is (usually a curve or surface). Here, we consider 
self-affine fractals in one dimension, denoted by f(x). 
Scaling the horizontal axis by r, the vertical axis has to be 
scaled as [16, p. 117]: 
)()()( xfrhrxf =  (1) 
where h(r) is a function of r. For stochastic process called 
fractional Brownian motion (fBM) holds  
Hrrh =)(  (2) 
where H is a constant characterizing fBM. Its value defines 
the properties of fBM process, because the absolute 
differences |f(x1) – f(x2)| have a mean value proportional to 
|x1-x2|H, where 0<H<1, and H is called the Hurst exponent. 
The relation between H and fractal dimension is defined as 
[17]: 
HDFD T −+= 1  (3) 
where DT is a topological dimension (1 for line, 2 for 
surface). 
This model can be also expressed in frequency 
domain. If the power spectral density for function f(x) is 
Pf(ω), using the model above, we can deduce the power 
spectral density for g(x) = (1/rH) f(rx) as [16, p.127]: 
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where the last expression holds for fBM power spectral 
density model [13]. From equations (3) and (4) we get: 
2
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TDFD . (5) 
This equation represents a formula for FD computation, 
based on the estimation of spectral parameter β1 and 
topological dimension DT (here DT =2).  
3.2 Method 
There are several methods for FD estimation based on 
different models. These methods include particularly sim-
ple box counting method, maximum likelihood estimators, 
and spectral-based methods. Here we present two methods 
based on the fBM spectral model presented in section 3.1. 
This model is considered in 1D and 2D, which leads to two 
different spectral parameters. From this point of view, 
the underlying processes generate images, which can be 
considered as different. 
The first method proposed here as a new modification 
for fractal dimension estimation, is based on 1D spectrum 
model (4). Originally, the spectrum of the image (or image 
sample) is two dimensional. The harmonic components of 
texture created by the RNF striation pattern are represented 
in its spectrum as an area with increased energy at spatial 
frequencies in the lower part of the log power spectrum.  
Fig. 4 shows the power spectrum obtained by periodogram 
method from samples of class C. This is caused by  
the RNF striation in different directions. On the other hand, 
the log power spectrum of glaucomatous eye with RNF 
loss (class B) has energies distributed more uniformly 
along the whole spectral plane as shown in Fig. 5.  
These different properties can be expressed by  
the fractal dimension. To make the FD coefficient rotation-
ally invariant, we propose to calculate one 1D spectrum 
from 2D spectrum. Consider discrete spectrum of an image 
sample (size N x N), where u and v denote indexes of spa-
tial frequencies; one dimensional spectrum is computed: 
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where u=r.cos(ϕ) and v= r.sin(ϕ), parameter r represents 
the indexes for 1D frequency axis and K denotes the num-
ber of discretized angles. Spectrum Pg1D(r) is the mean 
power spectrum profile computed from the 2D spectral 
plane in the first quadrant. This spectrum is modeled as 
1/f process (4) and the spectral parameter β1 is estimated 
by least squares approximation of Pg1D(r). By taking 
logarithm of this power spectrum the linear least square fit 
can be used. The equation for estimation of the spectral 
parameter is presented bellow for the 2D case, which can 
be straightforwardly modified for this 1D case. 
  
Fig. 4. Power spectrum obtained by periodogram method from 
samples from class C (healthy, control group). The white 
arrow indicates increased energy for image samples 
containing the RNF. 
112 R. KOLÁŘ, J. JAN, DETECTION OF GLAUCOMATOUS EYE VIA COLOR FUNDUS IMAGES USING FRACTAL DIMENSIONS 
 
Fig. 5. Power spectrum obtained by periodogram method from 
samples from class B (samples without RNF).  
The second method, described in [17], uses a direct 
model in 2D. For that case and for a discrete power spec-
trum fBM model, we can write [17]: 
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where 22 vukuv += and c2 is a constant. Using least squares 
approximation of the log – spectrum, parameter β2 can be 
estimated as: 
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These two methods give estimation of the two features: 
fractal dimensions FD1 and FD2, based on the spectral 
parameters β1 and β2, which describe a selected image (or 
image sample) from two different points of view: the for-
mer as a 1D fBM process, and the latter as a 2D fBM 
process. 
4. Results and Discussion 
The above mentioned features (FD1 and FD2) were 
extracted from each image sample: two features were 
computed for all samples from each group (A, B, C). These 
features were used for testing the possibility of discrimina-
tion between the classes B – C and A – C, i.e. to discrimi-
nate between healthy eye (class C) and tissues from 
glaucomatous eye, either containing the RNF (class A) or 
without RNF (class B).  
First, the correlation coefficient was computed for 
investigation the linear relationship between fractal dimen-
sions FD1 and FD2 for classes A, B, and C. These correla-
tion coefficients are presented in Tab. 1, showing their low 
linear dependency and confirming the hypothesis dealing 
with the difference between 1D and 2D fBm. 
 Class A Class B Class C 
ρFD1-FD2 0.29 0.39 0.38 
Tab. 1. Correlation coefficients for fractal distances FD1 and FD2 
within the classes. 
The support vector machine (SVM) [19], [20] with 
soft margins (sc. υ-SVM) was used as a classifier. This 
modification of classical SVM allows introducing a noise 
in the data, which enables overlapping between classes. 
The parameters of SVM were selected as follows: 
the Gaussian radial bases function as a kernel function with 
parameter 0.5 and parameter υ = 0.5.  
Two tests were conducted using LIBSVM tool [22]: 
• Test 1 - 200 samples were used for training and 
100 samples for testing from the same set. This 
test evaluates the best classification result we are 
able to achieve with the selected data. Training 
and testing sequence was run 100 times for differ-
ent sets (randomly selected) to evaluate the de-
pendency of SVM algorithm on the training set.  
• Test 2 – a leave–one–out cross validation test was 
conducted [19]. All samples from tested groups 
were used for training, except one sample that was 
used for testing. 
The results are presented in Tab. 2. The classification 
accuracies for samples of the RNF losses (B) with respect 
to samples of healthy eyes (C) are over 93%. This repre-
sents the probability with which we are able to determine 
the glaucomatous eye based on RNF loss analysis. In some 
cases the RNF losses are not so clearly visible and their 
(manual or automatic) segmentation can be difficult. In 
these cases we compare the samples of RNF of glaucoma-
tous eye with a control group. The classification accuracy 
is lower (slightly over 74%), because the RNF striation is 
still present as in healthy eyes, but with noticeable changes.  
 
 Test 1 Test 2 
Accuracy = 93.1 ± 2.3 % Accuracy = 93.8 % 
FN = 3.9 ± 1.8 % FN = 4.5 % B – C
FP = 3.0 ± 1.7 % FP = 1.7 % 
Accuracy = 74.1 ± 4.4 % Accuracy = 74.9 % 
FN = 11.6 ± 3.3 % FN = 12.7 % A – C
FP = 14.3 ± 3.2 % FP = 12.2 % 
Tab.2. Results of Test 1 and Test 2 for class combination B – C 
and A – C. 
Fig. 6 shows a plot of 2D feature space where 
the clusters for class B and C are obvious with a small 
overlap caused by ‘noise’ in the input data. This noise is 
introduced by small blood vessels, which impinge into 
the image samples and also due to JPEG artifacts. As 
a noise, from this point of view, the distance of samples 
from optic nerve head can be considered as well. Although 
the samples were selected in a close surrounding around 
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the optic nerve head, the spontaneous decrease of RNF 
striation with this distance influences feature’s values. 
 
Fig. 6. 2D feature space FD1 and FD2: features for class B and C 
creates clusters with a small overlap.  
Fig. 7 shows the same feature space for class A and 
C, which introduces a large overlap of these classes, caused 
by RNF striation in samples for both classes. This striation 
is less visible in glaucomatous RNF texture.  
 
Fig. 7. 2D feature space FD1 and FD2: features for class A and C 
creates clusters with a higher overlap due to RNF 
striation pattern in both classes. 
5. Conclusion 
Results of this approach indicate that the fractal coef-
ficients can be used for glaucomatous eye detection in 
connection with the machine learning approach. This 
approach can be viewed as a spectral based method, using 
specific parameters as features. This method is computa-
tionally undemanding, which makes it convenient for 
clinical usage. 
The accuracies for class B and C are sufficiently high 
showing that the proposed features may be used as a part of 
feature vector in Glaucoma Risk Index, as described in 
[26]. These features can be also used in the screening 
program together with other features, based on different 
texture analysis methods [21], [27] and uses large database 
of healthy eyes as a control (reference) group.  
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