Abstract. Requirements gathering and analysis is the most important phase of software development. If done properly it reduces future maintenance costs. It can also stop projects that are unlikely to succeed before costs have become excessive. Di erent software systems require di erent approaches to requirements engineering. A mature requirements process can be based on a generic requirements process from which specialized processes can be adapted. We discuss such a generic process. The aim is to achieve for requirements engineering a capability level that is comparable to Level 3 of the Capability Maturity Model of SEI for the software process in general. We survey in some detail the parts of the process that deal with project purpose and feasibility, the techniques of requirements gathering, and the representation of requirements.
Introduction
Every software system is to serve some purpose, and the rst task of a software or knowledge engineering team is to come to an understanding of the purpose of the system in some detail. This is requirements engineering. In greater detail 1 :
Requirements engineering can be characterized as an iterative process of discovery and analysis, designed to produce an agreed-upon set of clear, complete, and consistent system requirements." We consider a requirement t o b e a v eriable statement regarding some property that a software system is to possess. Thus, the statement that a tra c-light controlled by software is to be red for no longer than two minutes is a requirement, but the unveri able statement that the tra c lights should be pedestrian-friendly is not. We refer to statements of the latter type as wishes. Many requirements start out as wishes, but are converted into veri able statements. Those that are not may still appear in a requirements document as a wish list | developers should try to satisfy them, but, because they cannot be veri ed, there is no obligation to do so.
It has long been customary to claim that the purpose of requirements engineering is to determine merely what is to be done, and that design is to determine how the software system is to be built. This view was challenged as early as 1982 by S w artout and Balzer 2 from a practical point of view, and more recently by Zave and Jackson 3 on more theoretical grounds. The argument for the separation of requirements and design is that designers are not to be handicapped by having a particular approach forced on them. This may h a ve some justi cation when requirements and design are carried out by di erent teams, but none at all when the same team has responsibility for the entire software process.
Some design must be part of the requirements process. Far too often software development su ers from excessive cost and schedule overruns. The primary reason for this is that design is left until far too late. Only if there is a detailed understanding of what components a software system is to have, how these components are to interact with each other, and how the system is to interact with its users and its wider environment does it become possible to arrive a t reasonably accurate cost and schedule estimates. Without such estimates it is not possible to make e v en the most fundamental decision, namely whether the system is to be built at all.
Our survey is based on the assumption that the requirements engineering process includes some high-level design. This is to allow early cost and schedule estimation. We propose a generic process that is to be adapted to the specialized needs of particular projects. The motivation for such a process is given in Section 2. Section 3 is an outline of our generic process, and the sections that follow deal with phases of the process in some detail. As far as practicable, to avoid distraction, we h a ve a voided introduction of references in the text of the survey. Section 10 surveys some of the literature | one criterion for the introduction of a reference was the extent to which i t p o i n ts to additional references; another was the need to arrive at a reasonably complete coverage of all of requirements engineering. The outline of the generic process of Section 3 is based on information extracted from the literature. About 300 items were consulted | only a few representative references will be given here.
Requirements engineering
The most in uential work on the software process is the Capability Maturity Model CMM of the Software Engineering Institute 4 . It is not a process model as such, but a listing of the capabilities that an organization is to have to be e ective in instituting a software process. Requirements management i s a key process area of Level 2 of the CMM, the rst level in a ve-level sequence at which an organization has reached some degree of maturity. The explanation of requirements management in 4 is sketchy, stating little more than that requirements are to be documented, that there are to be adequate resources and training, that both the initial requirements and changes to requirements are to be reviewed, and that requirements are to be the basis for further development.
A Level 2 organization is to have the capability to control the development of a new software system on the basis of its experience with similar systems, and for this the sketchy recommendations are adequate. But a Level 3 organization is to be able to translate its past experience into a controlled process for development of software systems that may di er signi cantly from systems developed in the past, i.e., such an organization should base software development o n a generic process that is adaptable to individual project needs. To assist in the requirements engineering phase of this process, several methods of requirements analysis form part of Level 3. They include functional decomposition, simulation, prototyping, and scenario generation. Still, this list does not provide guidance on how to de ne an explicit requirements process. The real contribution of the CMM is is the identi cation of Level 3 with the capability to construct a specialized software process e ciently and e ectively from a generic software process. Translating this line of thought to the present context, there has to be a generic requirements engineering process.
Generic requirements engineering
A generic software engineering process can be de ned in terms of a set of naturallanguage task descriptions of 25-150 words each. In the de nition of a speci c instance of the process these capsule descriptions are transformed into templates, still in natural language, but structured to some extent. The templates can be left in this form, or they can be translated into a program. The purpose of the program is to prompt the software development team into performing various actions | such a program de nes what is essentially a work ow system.
The capsule-to-template approach is quite general in that it can be applied both to the requirements process and to its products. At the capsule stage tasks are de ned with no regard of how they are to relate to each other. In a template the immediate predecessors and successors of a task are identi ed, as well as all data references and all human-performed activities. The latter are very important for work ow systems. We h a ve found such a t wo-stage approach a very e ective w ay of separating concerns: rst de ne the tasks, then link them together and de ne the data base for the application.
The capsules serve a s c hecklists from which one selects those activities relevant for a particular instance of the requirements process. Here we can merely suggest the avor of the approach. Even the capsules will not be written out in full. The capsules sometimes include design elements. As noted earlier, requirements and design are not all that easy to separate. Also, domain experts may not be able to express the What" except in terms of the How". We distinguish eleven tasks in the requirements process. Note that they do not necessarily follow the shown sequence. For example, Stakeholder Identi cation and Task Identication are likely to be concurrent with Requirements Gathering.
Purpose and Environment De nition. This establishes the type of the system and the environment in which the system is to operate. Control systems form one type, information systems another. A clear understanding of the environment i s particularly important for control systems | for them the environment i s t h e host into which they are embedded. Statements of purpose come from external clients or internal sponsors. For brevity w e shall refer to both classes as clients.
Feasibility Study. An initial cost-risk estimation is performed. This requires an initial module or task identi cation, cost estimation for each such component, and hence for the entire project, possible cost reduction by use of COTS Commercial O -The-Shelf software, consequences of schedule and cost overruns, and consequences of failure after delivery. A group decision support system may b e used for the cost and risk estimation. A decision is made whether to proceed with the project.
Requirements Gathering. One way of gathering requirements for a software system is by a Joint Application Development JAD or Participatory Design PD workshop. The JAD approach is used when the views of developers and of the management of the client organization have greatest weight; under PD greatest weight is attached to views of worker representatives, with emphasis on end-user satisfaction and avoidance of workplace disruption. Cost-bene t analyses may be used under both approaches, but they can di er signi cantly in their de nition and ranking of bene ts.
Stakeholder Identi cation. Because of the di erent emphases of JAD and PD, the selection of stakeholders for workshop participation will be in uenced by the Requirements Gathering Format.
Task Identi cation. The input to this phase is the set of tasks that have been identi ed under Feasibility Study. H o wever, as a result of the task identi cation step, the initial set may become modi ed.
Task Re nement and Review. Capsule descriptions of the tasks are to be produced, and subjected to a peer review, with the selection of participants in the review based on the type of the system. Particular attention is to be paid to completeness of the set of tasks and the activities in each task. The reuse potential of the tasks is to be determined, and the reuse of existing tasks investigated.
Specialization of Tasks. Each generic task is to be adapted for the speci c project. The presentation is still in natural language, but a de nite format is to be followed. It has three components: 1 Triggered b y , which tells what initiates this task, and under what conditions; 2 Activities, which is an outline of the activities that constitute this task, the conditions under which they take place, and the data to be referenced by the activities some activities are to be performed by people | the system is to remind such people of the tasks they need to perform; 3 A ects, which identi es all tasks initiated by this task, and the conditions under which the initiation is to take place.
Review of the Specializations. The set of elaborated tasks is to be subjected to a peer review. A special purpose of this review is to look for inconsistencies in the requirements. This is to be done throughout the requirements process, but a nal concentrated e ort is to be made here. This is particularly important when the tasks de ne corrective actions for dealing with exceptional situations in mission-critical systems. A separate safety review may be recommended.
Formalization. The tasks can be de ned in a formal speci cation language. This may be mandated by authorities, or done to make possible the use of validation tools to establish that the system de ned by the speci cation has particular properties.
Specialized R equirements. Some systems have highly special requirements, such as the need for better than average security, or the ability to be used by physically handicapped people. These special requirements need to be incorporated into the nal requirements document where appropriate.
Change Control. While in some systems liberal allowance can be made for changes, in other systems volatility e v en at the requirements stage cannot be tolerated | otherwise the project can get out of control.
Purpose and feasibility
In order to clarify what we mean by the purpose of a software system, we introduce a taxonomy of software. Under this classi cation scheme the primary partition of software is into procedural and transactional systems. Procedural systems are representations of algorithms that convert inputs into outputs, and a separate requirements phase does not really arise. Examples of such systems are heat transfer calculations, critical path analyses, and the like. Transactional systems are de ned in terms of states and their changes. Note, though, that most systems are mixed. For example, a system that organizes a meeting is predominantly transactional, but the date and place may be selected by some optimizing algorithm.
One major type of transactional systems are information systems, which assist in the running of organizations. Control systems form another type. They control their environment, which m a y be machinery, or climatic conditions in a building, or the ow of tra c. A third type is made up of COTS software. Product lines form a subspecies of all three major types. An instance of a product line of information systems is based on a generic rental process, from which speci c rental processes are derived, such as car rentals. The requirements process itself belongs to the product line category. Lift controllers, adaptable to the needs of di erent buildings, are an example of a control-system product line. A special concern with control systems is co-design. To reduce time to market, the hardware and the software that controls it should be designed concurrently. With COTS software, variability is caused by the need to make a system t di erent platforms.
Requirements for information systems usually come from multiple sources, and it is important to establish their consistency. They also tend to be volatile, the volatility often being a consequence of better understanding by clients of their needs as discussions with developers progress. Volatility m a y also be shown by the requirements for control systems, but here the changes may be brought about by c hanges in the design of the host system into which the software is to be embedded. Because requirements for COTS software are formulated by the developers themselves, possibly guided by market research, they tend to be stable.
The main concern for some control systems is their correctness. Faults in software built into mass-produced TV-sets cannot be tolerated at all. The same holds for safety-critical systems. For some mission-critical systems in avionics or control of nuclear power stations the authorities may mandate the use of formal methods. The transition from an informal requirements de nition to a formal speci cation is then to be part of the requirements process.
Completeness of requirements is very di cult to achieve. Transactional systems generally implement processes that are composed of tasks, e.g., work ow systems. A process consists of a normal sequence or network of tasks, and of exceptions. An example of a normal sequence is the situation in which a customer obtains money from a banking machine. Exceptional situations arise with use of a bank card that has been reported lost, withdrawal limits being exceeded, timeouts, etc. The normal sequence presents problems only when developers lack the skills to extract the required information from domain experts. The real problem arises with exceptions because in the requirements gathering phase many exceptions have not yet been recognized. It is therefore essential that minimal disruption will arise when new requirements that deal with exceptional situations have to be incorporated into the requirements document.
Besides the purpose of the system, it is also necessary to have a complete understanding of the environment in which the system is to operate. Examples: an interactive e-commerce system the environment consists of a customer base; a shipping system for the same here the environment is made up of carriers; portfolio management stock markets make up the environment; embedded control system its environment is the host of the control system.
In determining whether a project is feasible, several factors must be considered. They are formal feasibility, cost, schedule, and risk. Formal feasibility relates to algorithms | do algorithms exist for the tasks to be performed and, if so, are their time requirements acceptable? If an algorithmic solution cannot be generated within an acceptable time, are heuristic approaches acceptable? As regards cost, our interest lies in relating cost to bene ts: how m uch are we willing to pay for the capabilities that we expect the system under consideration to provide? Not only do we need the capabilities, but we need them at the earliest possible time. The modern business environment c hanges so rapidly that software quality is often sacri ced in order to reduce the time it takes to bring a software system into service.
But this introduces risks. We distinguish between process risks and product risks. A process risk arises when actual software development cost or schedule exceeds its estimate. A product risk arises when a released software product fails in a way that causes major inconvenience or damage for the client to whom the product has been released. If the expected risk is too high, the project has to be abandoned. Such a decision has to be made before too many resources have been committed. An accurate risk estimate depends on fairly detailed understanding of the modular structure of the system, which explains our insistence that some high-level design is to be part of requirements engineering.
To prevent cost overruns, requirements should be prioritized, which again implies early modularization. For example, a controller of a set of lifts in a building can be designed as two components | a controller for each lift, and a dispatcher. The purpose of the dispatcher is to optimize the system, e.g., if somebody wants to go from oor 5 to oor 12, the dispatcher selects a particular lift that is to stop at oor 5. However, a simpler system can be developed without the dispatcher: every lift that reaches oor 5 in upward motion will stop there. The dispatcher is built only if cost and schedule allow it.
Estimation of parameters such as cost is very di cult in any case, but particularly so if a system is considered as a single monolithic entity. It is easier to arrive at the cost by combining estimated costs of modules. Group decision support systems can assist in estimating module costs. An early such system is Delphi, which has been used to estimate individual parameters and to rank items in order of importance. The basic procedure starts with a moderator sending out a problem description to a group of experts. The experts suggest a value for a parameter or a ranking of items, giving their reasons for this selection. The moderator collects this information, collates it, and sends it out again. When the experts see the reasoning for estimates di erent from their own, they tend to adjust their own estimates. The objective is to arrive at a consensus after several iterations. An important aspect of Delphi is that the estimates are anonymous. This is to prevent the so called halo e ect", which gives greater weight t o opinions advanced by persons perceived to have greater expertise. If the greater expertise is in fact there, it should show in convincing arguments.
A problem with the early Delphi method was that it took a very long time. The time scale has been compressed by basing Delphi on modern group decision systems. One version has the experts sitting in a specially equipped room, and submitting their estimates anonymously to an electronic blackboard. The drawbacks of this scheme is that it requires the physical presence of the experts, and that not enough time may be given for them to carry out a thorough analysis of the problem. Distributed group decision systems allow the experts to interact asynchronously from di erent locations, which reduces the e ect of both these negative features.
Stakeholder identi cation
A n umber of di erent de nitions of stakeholders in a software project have been advanced. They are surveyed and analyzed in 5 . These de nitions can help to arrive at a detailed picture of what a stakeholder is. A good starting point i s t o consider a stakeholder to be anyone whose job will be altered, who supplies or gains information ... , or whose power or in uence within the organization will increase or decrease." 6 . It should be noted that a stakeholder is nor necessarily a person | rather, it is a role that can be assumed by a person, a team, an organization, or even a software system. For nancial systems a likely stakeholder is an auditing rm; for a control system used in a nuclear power plant it is a regulatory body. When the generic requirements process becomes a specialization, careful attention has to be given to the identi cation of the roles that relate to this particular specialization.
The de nition from 6 is useful in two w ays. It identi es three classes of stakeholders, and it suggests that there is a socio-political aspect to stakeholder selection. In an initial classi cation we call users those people whose jobs will be altered, domain experts those who supply or gain information, and managers those whose power or in uence is a ected. In addition we h a ve to consider developers and regulators.
Users. This role is perhaps the most important. A software system is to appeal to prospective users. Otherwise it will not be used at all, or it will be misused. It has to be realized that there may be di erent classes of users, such a s frequent and infrequent users, users outside an organization e.g., customers of an e-commerce company, users who merely retrieve information, and so forth.
Domain experts. The holders of this role are to supply developers with knowledge relating to the domain in which the application software system is to operate. Such knowledge consists of domain-related facts, business rules and conventions, and specialized algorithms. The identi cation of a true domain expert is not always straightforward. In this task peer evaluation of the suitability o f candidate domain experts tends to be more accurate than management suggestions.
Managers. A system has a client who lls the central management role. The day-to-day supervision of the project is normally delegated to a lower-level manager. It is important t o k n o w the extent of the authority of the holder of the latter role, and the e ect the software system under consideration will have o n the power and in uence of this manager. A very delicate situation can arise when this manager is not supportive of the project because it may diminish the manager's in uence. In 6 it is suggested that one should be very wary of changes which take p o wer, in uence or control from some stakeholders without returning something tangible in its place."
Developers. They are the team that will actually design the system, and supervise its implementation. A role that is often neglected is that of software librarian. The responsibility of this role is to advise what components of a proposed software product are available in the local reuse library, what components exist as COTS software, and what components of the new system are candidates for inclusion in the reuse library.
Regulators. The actual regulators are government agencies, standards organizations, and trade groups. Within the organization that develops the software the role of regulator is played by a person or group of persons familiar with the applicable regulations. This person or persons should be explicitly designated as the regulator" for the given software project.
Requirements gathering format
Here we h a ve to distinguish between requirements gathering activities and the representation of requirements. As requirements gathering progresses there is likely to be a shift in the preferred representation of requirements from textual to graphical. An advantage of diagrams is that they are two-dimensional. Hence they can highlight complex relationships more e ectively than linear text. Still, it has also to be realized that some sections of the user community, particularly those with highly developed verbal skills, may prefer text throughout the requirements engineering phase. Moreover, many requirements that relate to properties of the software, such as descriptions of its environment, safety, security, usability, reusability, and reliability cannot be expressed in graphical form.
Requirements gathering activities
The requirements gathering subprocess has two phases. The rst de nes the parts of the application domain that are relevant for the application. This delimitation is achieved by means of questionnaires, interviews, and brainstorming. In the second phase structured group sessions take o ver. The information gathered in the rst phase allows the system developers to de ne a format for these group sessions.
Questionnaires. If an existing system, either manual or computer-based, is to be replaced, the virtues and de ciencies of the existing system can be obtained by questionnaires submitted to a well selected cross-section of users. The proper design of a questionnaire is very important because users tend to assume that they will nd the good features in the new system no matter what. Positive identi cation of the good features of an existing system is essential because it indicates those characteristics of the old system that users will expect the new system to possess, and that the new system must therefore have. Otherwise the users will be quite upset. If a list of de ciencies is short, a totally new system may not be needed.
In using questionnaires much attention has to be given to detail. A short checklist of what to consider:
Send out a preliminary notice. Before sending out the questionnaire warn the sample group that the questionnaire is coming, and in a sentence or two explain its signi cance.
Express all questions in short sentences, and try to make sure that the answer can also be short.
Keep in mind that all recipients of questionnaires think that they would have formulated much better questions. Allow, therefore, ample space for the respondents' own comments.
Test the questionnaire against a small group to determine that they understand the questions as you do.
Make sure that a deadline is clearly stated, and make the period to the deadline short. Send out a reminder to all non-respondents the very next day after the deadline has passed.
Interviews. The basis for an interview is established by questionnaires or by an interviewer's understanding of the basic purpose of a system that is to be developed. However, for a totally new product, individual interviews may not be necessary. Proper interview techniques are crucial to the elicitation of reliable information from the people interviewed, whom we shall call responders. The use of individual interviews in requirements engineering has to be looked at from ve angles. They are 1 selection of responders, 2 homework by the interviewer, 3 the mechanics of the interview, 4 interpretation of what a responder tells, 5 follow up.
Selection of responders. Here there are four sources. First, if a questionnaire was used, people who showed better than average care in answering the questions should be considered for interviews. The questionnaire, however, was sent out only to samples from various user groups. There is always the danger of some user group being left out. Also there can be stakeholders who are not actual users. The second pool of responders may be recruited by posting appeals for volunteers on bulletin boards. Gause and Weinberg 7 recount the story of an auditor who was the lone respondent to the bulletin-board appeal, but pointed out a aw in the initial plan for a $20 million purchasing system so critical that the project had to be scrapped. Third, the responders already identi ed may suggest other responders. Fourth, very dependable information can sometimes be obtained from recently retired employees. Here the advantages are that a retiree has much experience, has the time to re ect on this experience, and is unlikely to be a ected by o ce politics. While the interviews are going on, an organizational chart should be consulted to determine that some important constituency is not missed, and that no serious blunders regarding business manners are committed. Note that some responders may h a ve t o i n terviewed more than once. As the interviewer's understanding of the system grows, the questioning can become a more probing coverage of the same material. The purpose of follow-up interviews is to resolve misunderstandings that may h a ve arisen in earlier interviews.
Homework by the interviewer. This we give as a list of items to which the interviewer has to give special attention. The list is by no means exhaustive, and may h a ve to be modi ed to take i n to account the corporate culture of the company at which the interviews are carried out. For example, the responder may b e bound by some form of non-disclosure policy. Release from this restraint will be handled di erently by di erent companies. The list of tasks for the interviewer:
Get clearance from the supervisor of the prospective responder for the interview.
Schedule an interview well ahead of time. Ask the prospective responder whether some co-workers should not be interviewed at the same time. People often work in closely integrated teams, and good reactions may be obtained when several members of a team are interviewed together.
De ne a list of areas to be covered. For each area have a few start-up questions ready. In later interviews these questions may be suggested by information obtained in previous interviews.
Mechanics of the interview. Here we shall again use a checklist, and again the list is very far from exhaustive. The most important principle of successful interviewing is to make the responder feel comfortable throughout the interview, and all the items in the list relate to this principle. It has to be faced that some people are better than others at putting responders at ease. Therefore, an important aspect of interviewing is the selection of the interviewer. A list of dos and don'ts for the interviewer:
So that you can concentrate fully on the interaction with the responder, it may be a good idea to have a recorder present to take notes. You should not take notes yourself.
This would have already been done when the responder was signed up, but explain again that the information the responder will provide is of crucial importance for coming up with a system to the liking of all users.
Do not anticipate answers, i.e., hurry responders along by completing answers. This can lead responders to believe that you know all the answers anyway, and that the responders are not really needed.
Avoid giving any indication that an answer is what you expected. If the trend in the answers leads you to suspect that the responder is giving expected" answers, switch to a new area of questioning.
Avoid questions that elicit short answers, particularly yes-no answers. Watch the responder very carefully. If there is a marked reluctance to answer a particular question, the reason for the reluctance should be probed, but not in a w ay t o m a k e the responder uneasy. P erhaps the follow up could go like this:
It seems to me that you expected a di erent question. What question did you expect?"
Interpretation of responder responses. Responders will rarely try to mislead the interviewer deliberately. But there is likely to be a cultural barrier between a user and a requirements engineer. Sometimes it shows as unrealistic assumptions about the capabilities of computerized systems. Users sometimes have great di culty in formulating their real concerns. They may complain about screen layouts, although the real problem may be an indiscriminate use of clashing colors on the screen. Therefore, whatever responders can show, they should show rather than describe. Similarly, a responder may misinterpret an interviewer's question, the interviewer the responder's response, and both be unaware of this. The solution is to have follow-up interviews after a prototype of the new system has been built, and to concentrate in these interviews on actual interaction with the system. In expressing their dissatisfaction with some feature of a system, users are often preoccupied with observable symptoms rather than the causes of the symptoms. They should not be blamed for this | it is not their job to deduce the causes, but that of requirements engineers.
Follow up. Shortly after the interview a thank-you note should be sent to the responder. Future relations with the responder will be particularly helped if the requirements engineer itemizes what was learnt from the responder. When the requirements document is nished, all contributors responders to questionnaires, participants in interviews should be invited to look at it, and give additional comments. It should, however, be explained that all changes are now l o o k ed after by a c hange review committee.
Brainstorming. Brainstorming is a session in which a large group of participants urge each other on to come up with ideas for a software system. Brainstorming can be very fruitful in the development of a new product. In replacing an existing system there are the attributes of the old system to look at. In de ning a totally new system a list of attributes has to be created. This creative e ort is the function of brainstorming. Brainstorming has three distinct phases. The rst is to identify groups that have or should have something to say about the new system. The second is to generate ideas. This is the real brainstorm. The third is to extract from the list generated in the second phase those attributes that are to be built into the new system. In the rst phase a convenor identi es stakeholders groups, selects a representative from each group, and sends out to the representatives a a brief description of the product to be developed; b a list of stakeholder groups, with the motivation o f w h y each group has been selected; c a request to add to the list new groups, with motivation, and, if possible, to suggest a representative o f the group; d a request to return the augmented list to the convenor.
A brainstorming team can be very large. In the second phase this team is assembled in a secluded comfortable room. The convenor explains the product that is to be developed, states the rules of the game, and starts the team o by suggesting a few attributes for the product. Some of these attributes must be outlandish, even downright silly, which i n troduces the rst rule of brainstorming:
Be creative. Original ideas are to be encouraged, even when they seem silly. Many of the most familiar things we see around us started as outlandish ideas. It is a wonder there are automobiles | everyone knew that they were totally impracticable the way they scared horses. Creativity can be easily sti ed, and the only function the convenor has after the initial introduction is to prevent such sti ing, which takes us to the second rule:
Do not criticize. Both criticism and praise which is implied criticism of ideas that are not being praised must be avoided during brainstorming. There is plenty of time afterwards to sort out the ideas that are to be pursued from the ideas that will be quietly dropped. A ban on criticism does not mean that ideas that have already been presented cannot be modi ed. Hence, rule three:
Build on what exists. This is the feature that distinguishes brainstorming from other methods of requirements gathering. The group dynamics encourages participants to improve on what is already there, introduce variants, and combine ideas. This means that all the ideas already generated must be in full view of everybody. They may be written on blackboards or large sheets of paper, or made visible by some other means. Most of the ideas generated in a brainstorming session are discarded, but they must still be produced to help come up with the good ideas. An idea may be impracticable as is, but a mutation of it need not be.
The next stage is to validate" the ideas. A mass of ideas is to be converted into a workable initial requirements statement. This process can be carried out by the same group that generated the ideas, preferably at a second meeting. Various voting schemes can be used to come up with a ranking of the ideas. An alternative is to apply previously established selection criteria to the ideas. If this is done, the selection can be made by a requirements engineer working alone.
not new or we h a ve a good understanding of the purpose and key attributes of a new system, we still need input from di erent stakeholder groups, with emphasis on users. One technique to use in such a situation is JAD, short for Joint Application Development. Under JAD, users and other stakeholders meet system developers in a structured workshop that may last several days. These stakeholders should outnumber developers four to one or ve to one. The task of getting the stakeholders together is handled by client representatives in cooperation with the moderator. There are several phases to JAD.
1. The moderator establishes with high-level representatives of the client organization the purpose of the project, gets some understanding of the assumptions underlying the project, and de nes the objectives of the JAD workshop. Participants for the workshop are also identi ed. Their number should be strictly limited to reduce cost and the problem of getting the participants together. JAD is based on intensive i n teraction, but in a structured manner, and this is di cult to achieve with a large number of participants.
2. The moderator prepares workshop material. The most important component of the material is an initial system model, sketched out with no attention to detail. The purpose of the workshop is to re ne this model by going through several iterations.
3. The workshop takes place. The moderator presents the initial model, and detail gets added piece by piece by the participants. The main advantage of the JAD approach is that it can integrate inspections with prototyping. If the result of a JAD workshop is a prototype, then it would have been built under constant scrutiny of representatives of the various stakeholder groups. They would speak up if they saw the prototype acquiring some unexpected features. But it is not often that the outcome of a JAD workshop is a working prototype. The product is more likely to be a well-inspected set of requirements.
The JAD format is used primarily in North America. An alternative i s P D Participatory Design, which is practiced primarily in Scandinavia and Great Britain. The PD approach puts much w eight on social and ergonometric issues, such as job loss resulting from a proposed software system, and the e ect of the system on stress levels of its users. PD tends to be less structured than JAD.
Requirements representation
A requirements document starts out as a collection of statements derived from questionnaires, interviews, and brainstorming. Part of this collection of statements can be transformed into a set of diagrams, but, as noted at the beginning of Section 6, some will remain as text. We shall assume that the target of the transformations is UML Uni ed Modeling Language because it has become the de facto standard for software development. Here we shall review applicable components of UML.
Components of UML UML has seven components or diagram types that present di erent views of a software system, ve of which are of interest for requirements representation, and will be discussed here. The main advantage of UML is that it is widely understood. This fosters communication: most software developers will interpret a UML diagram in more or less the same way. Another advantage is tool support. Tools are available for drawing UML diagrams and for checking consistency between di erent diagrams that relate to the same software elements.
Use case diagrams. They relate components of a software system and a set of actors. The actors may be users, or hardware units in the case of embedded systems, or other software systems. The software components are speci c tasks, called use cases. A use case diagram shows interactions between actors and use cases, and between use cases themselves. Use case diagrams are used in early stages of requirements engineering. In the generic model of Section 3 they can support all the activities leading up to Task Re nement and Review.
Class diagrams. These diagrams are modernized Entity-Relationship diagrams. They de ne the object classes for an application by listing the attributes and methods that belong to a class, and showing how the object classes relate to each other. These diagrams complement use case diagrams.
Sequence diagrams. A sequence diagram shows in what sequence messages pass between members of a set of interacting elements that comprises actors and objects. Sequence diagrams are one version of interaction diagrams. Another version, called collaboration diagrams, is essentially equivalent to sequence diagrams.
Statechart diagrams. They represent the states that an object may assume, and show all permissible state transitions.
Activity diagrams. These diagrams show the process structure somewhat differently from statechart diagrams. They are essentially Petri nets.
Although we recognize the importance of UML as a means of standardizing representations, we nd that the use of too many t ypes of diagrams can be confusing. The diagrams have to be used in a disciplined way. If requirements are represented in UML, then use case and class diagrams are essential: use case diagrams show h o w a system is to interact with its environment, and the attributes of objects in class diagrams identify the data needs of the application. However, as regards the other three types listed above, just one may be su cient to show the process structure.
We h a ve found that the transition from a generic requirements model to a specialization of this model is done much more easily in a textual representation than by using UML. There is a place in requirements engineering for both diagrams and text. It remains to be determined under what conditions and for what classes of stakeholders each t ype of representation works best.
A textual representation.
Step Task Re nement and Review of the requirements process of Section 3 introduces capsule descriptions of tasks, and these capsule descriptions are to be specialized in the next step of the requirements process. The task de nitions in the process of Section 3 are themselves capsules, but they do not contain as much detail as a capsule normally would. A more realistic example relates to the reservation task for a generic rental process:
Reservation. A customer makes a reservation of a rental object for a length of time starting at an indicated date and or time. Variants of the basic pattern include a group reservations, b indication of just the desired starting point and no indication of the length of rental, c no indication of a starting point, as in the case of a library book that is currently checked out to some other borrower, d con rmed reservation, e overbooking, in anticipation of a cancellation, f no prior reservation, with the arrival of a customer interpreted as a reservation, g in case of shortage of rental objects, a customer may be put int o a w ait line, and be encouraged to make a reservation if the shortage is no longer in e ect, h for some applications, the rental site and the return site of a rental object may di er. The credit-worthiness of a customer may h a ve to be established as part of this task.
As noted earlier, a capsule does not indicate how the task described in a capsule relates to other tasks. Neither is there much said about the data requirements of a task. Both of these concerns are addressed when the capsule description is re ned into a specialization. The reservation capsule, when specialized into a template, becomes: Template: Reservation of rental car.
Triggered by: Customer communication, including the arrival of a customer at the rental desk, or the wait-line pattern.
Activities: | If customer requests a car of a particular type, check the availability of such a car for the requested period at the indicated rental site. | If car of type requested by customer not available, or customer does not ask for a particular type, suggest a car of an available type. | If triggered by the wait-line pattern, notify customer next in line of the possibility of making a reservation. | If a reservation is made, encourage a customer to make this a con rmed reservation. Information base changes: | If a reservation is made, enter customer details and car details into the information base. | If the car is to be returned to a di erent site, make an appropriate entry in the information base for that site.
A subprocess in many applications is the assembling of a set of items S. W e show t wo capsules that de ne this subprocess. Specializations include setting up a meeting in an o ce as soon as all participants are free, the assembly of a purchase order, and the assembly of parts from suppliers.
Assemblage request. A set of items S is checked against a set of available items AV . I f S is a subset of AV , then S becomes an assembly, and it is subtracted from AV and added to a set assembled; otherwise S is added to requests. Special cases arise when multiple copies of the items of S are to enter an assembly, o r when S is required for a speci c time period.
Availability. Whenever the supply of available items in AV increases, elements of requests are tested against AV . H o w this supply increases is determined by the speci c application. If there is now a set S in requests such that S is a subset of AV , then S is subtracted from AV and added to assembled. 7 The task structure Under this heading we shall rst consider task identi cation. After the required tasks have been identi ed and their purpose established, generic capsule descriptions of the tasks are produced. The capsule descriptions should be subjected to peer reviews. When a speci c application arises, the capsules are converted into formatted specializations. We realize that the approach of this section is only one of many that could be followed. Since a somewhat detailed outline of at least one approach should be part of this survey, w e c hose the one with which we h a ve greatest familiarity. It e ectiveness has been tested by means of student projects 8 .
Task identi cation
Task identi cation begins in the Feasibility Study step of the requirements process of Section 3. However, at this stage no actual requirements have been dened. The real requirements gathering phase can start only after the format for the requirements gathering activities has been decided on, the stakeholders identi ed, and participation by representatives of the di erent stakeholder classes ensured. We noted at the start of Section 6.2 that the initial requirements document m a y be a collection of statements.
In order to impose some structure on this collection, the modules de ned in the feasibility study can be interpreted as pigeonholes into which the individual statements are to be deposited. A statement m a y relate to more than one module. A decision has then to be made which of the pigeonholes is the most appropriate for it. In some cases the most appropriate action may be to modify the modular structure. New modules certainly have to be de ned if there are statements that do not relate to any of the modules of the initial structure. It is unlikely that the alteration of the modular structure will appreciably change initial cost and schedule estimates, but if it does, a review has to be undertaken that determines whether to proceed with the project.
An alternative is to start with an identi cation of agents, i.e., the people, hardware components, and other software systems that will interact with the system under consideration, and to de ne scenarios. A scenario is a step-by-step description of how a particular agent i n teracts with the system. For example, the customer of an e-commerce company orders an item, has the order con rmed if the item is available, selects a shipping option, selects a payment option, has the item delivered, and returns the item if dissatis ed with it.
All of these are use cases in the UML terminology, but the purpose here is not to construct a use case diagram. The purpose is merely to identify the use cases as a set of tasks. This identi cation of tasks can be carried out totally independently of what tasks were identi ed as part of the feasibility study, but at the end of scenario-based task identi cation the two sets of tasks are to be compared and, in case they di er, reconciled.
Task re nement and review
All that task identi cation had to accomplish was the determination of what tasks are needed. The tasks were given names, but the names merely convey an intuitive understanding of the purpose of each task. The next step is to produce for each task a brief outline of the activities that are to be part of the task. An important component of some task de nitions is a list of special cases that can arise. For examples of such special cases see the capsule for rental reservations of Section 6.2. The de nition of a set of capsules is most likely motivated by a speci c application. This application suggests what the text of the capsules is to be. The text is to be written with future reuse in mind, and this requires a generic formulation. We h a ve found that even in cases where it is unlikely that a similar application will arise, an initial generic de nition can be useful. It forces the essence of a task to be de ned before details are added on.
The capsule descriptions should be subjected to a technical review. In this review, peers of the capsule designer inspect the capsules. They have four objectives, expressed as questions. First, is the set of tasks complete? There can be two t ypes of incompleteness. As regards the speci c application that motivates the development, not all tasks may h a ve been identi ed. If there is reuse potential for the capsules, the set of tasks may be complete as regards the present application, but incomplete for the general case. Second, are all the activities that should be part of a task listed in the capsule? Third, are the capsules truly generic? Here the objective is to establish that the capsules do not go into detail that may apply to the present application alone. However, speci c aspects can be noted as special cases, as in the rental reservations capsule. Fourth, can we think of any special cases additional to those already listed in the capsules?
Task specialization
At this point there exists a set of capsules, either just developed or extracted from a reuse library. The capsules are to be adapted for the present application. Some of the capsules of the generic set may not be needed for the present application. Also, if the set of capsules has come from a reuse library, i t m a y be incomplete as regards the present application. If this is the case, then additional capsules have to be constructed, for deposition in the reuse library and use in the present application.
In adapting the capsules for the present application, the list of special cases, which is part of at least some capsules, is of particular importance. It is to be hoped that the list includes all the special requirements of the present application. If it does not, it has to be appropriately extended. Task specialization then takes place. It produces formatted requirements of the tasks as a set of templates | an example is given in Section 6.2.
A technical review of the templates may be needed as well. It is to determine whether the templates truly express all needs and reasonable expectations of the stakeholder groups. In addition, the templates are to be checked for inconsistencies. The statements in an initial requirements document are usually too vague for there to be inconsistencies. The statements Periodic summaries of sales activities are to be prepared" and The sales manager is to receive summaries of sales activities periodically" are consistent. Inconsistency arises when further development leads to, say, Summaries of sales activities are to be prepared once a month" and The sales manager is to receive summaries of sales activities each F riday." Inconsistencies can be detected by means of indexes | the inconsistency of our example could be detected by looking up all statements in which some form of summary of sales activities appears.
We found that novice programmers undergraduate students of computer science with no software engineering experience were able to generate C++ code directly from templates. They were even able to carry out the earlier step of generating templates from capsules for a car rental process in one case, and a video rental process in another. Success in this may h a ve been due to their familiarity with car and video rentals. In general, transformation of capsules into templates should be done by experienced personnel, but coding from templates does not require much experience.
Special requirements
A demand by a regulatory agency that formal methods must be used for missioncritical systems is an example of a special requirement. The requirements document is then to be expressed as a formal speci cation, i.e., as expressions in logic. The main argument i n f a vor of formal methods is that their use forces requirements engineers to think very carefully about the properties of the system to be developed. This is true, but the same e ect can be achieved by technical reviews. Another argument is that formal proofs carried out on a speci cation can establish that the system de ned by the speci cation will have certain properties. In particular, it should be possible to detect inconsistencies in a speci cation.
The author is in favor of the use of formal methods to prove that some critical components of mission-critical systems will perform as required, particularly components that are to respond to threatening situations with corrective actions | components that hopefully will never be executed during the lifetime of the system, but, if activated, must perform perfectly. All the tools that improve dependability m ust be applied to such components. We h a ve found that the transformation of our templates into formal speci cations is easier than the formalization of unformatted requirements.
In other situations advantages in the use of formal speci cations is debatable. Hoare, who has done much w ork on formal methods, writes 9 : Formal methods and proof play no greater role in large-scale programming than they do in any other branch of modern engineering." Brie y, the arguments against formal speci cations are that it is very easy to introduce errors during the translation of natural language text into logic, that a very large number of logical expressions is required to specify a typical software system, that automated detection of inconsistencies in such a collection of expressions is impracticable, and that the proof that a system based on a set of requirements will have certain properties can be carried out informally, the way mathematicians normally carry out proofs.
Most special requirements relate to aspects other than functionality. They can come in a variety of forms. One of the most common relates to system performance, i.e., throughput or response time. For example, a telephone directory system may be required to respond to an enquiry within 500 msec. With current technology performance is rarely a serious issue. Delays can arise in access to servers, but this is not a problem to be solved by developers of an application system. In principle, unless unmanageable time demands result from algorithmic complexity, a n y performance problem can be solved by using a dedicated hardware system with all data stored in RAM.
Other special requirements can relate to security, special interfaces for handicapped users, and reliability. The latter is the concern of software reliability engineering. For example, a reliability requirement of 0.95 for 100 hours of execution of a software system states that the probability of failure in the next 100 hours of operation is to be no greater that 0.05. Testing and fault removal are to continue until this level of reliability is reached. Some ultrahigh reliability requirements that may be set by regulatory agencies are meaningless because the testing time to achieve such reliability is impossibly long 10 .
Change control
It is recognized that changes to operational software systems should be strictly controlled, but such discipline is rarely practiced during software development. The lack of discipline can result in what is known as requirements thrashing, which in the worst case means that a particular requirement is put into the requirements document several times, only to be taken out again. Volatility o f requirements has resulted in some very large projects never reaching completion or reaching completion with excessive cost overruns.
Volatility is perfectly acceptable in early phases of requirements gathering. Initial interviews may result in an inconsistent wish list, and it may not be possible to determine how to resolve inconsistencies until the requirements process is well advanced. Resolution of inconsistencies results, of course, in changed requirements. This is normal, but at some point the requirements have t o b e frozen. The manager of the requirements engineering process determines, under consideration of local conditions, when disciplined change control is to begin.
For example, if a JAD or PD workshop is part of the process, this could be at the end of the workshop.
After requirements have been frozen, any c hange to them must be approved by a Change Control Board CCB. Although it is customary to talk of a board, it can be just one person, particularly in smaller organizations. The change proposal may come from a client, but it may originate from developers as well. In the latter case it may h a ve to be approved by both the client and the CCB.
As a rst step, the CCB examines the rationale for the change. The further advanced the project, the more convincing does the rationale have to be. This also holds when concurrent engineering is practiced, i.e., hardware and embedded software are developed in parallel, or when a software system is developed in parallel with test plans and documentation | changes are more costly in such situations. If the change proposal passes this examination, the impact of the change on cost and schedule is analyzed. Hidden e ects have to be included in the analysis, such as customer satisfaction goodwill and the impact of the change on future maintenance costs. If this examination is also passed, various adjustments have to be made to the process plan, but they are outside the scope of requirements engineering.
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