Nothing prevents the use of a nonlinear encoder, i.e., an arbitrary bijective map g from F," into V. If g is such a map and -1.
g . V --f F(,," is its inverse, then the corresponding symbol error rate is where v,(g) =;~Yiol~(P-lo:+Yj~ -g-'(YJ).
Finding a g that will minimize Ps (g) will involve a detailed study of the function v,(g). We conjecture that in general the best encoder g, will outperform the best linear encoder G,.
Unfortunately, PPM is characterized by a large peak-to-average power ratio requirement: for Mary PPM the needed ratio is exactly M. If the optical power source is a semiconductor laser, it is difficult to achieve such large values of the peak-to-average power ratio. One possible way to reduce this ratio while at the same time maintaining energy efficiency is to use more than one optical frequency (color). In fact, if N distinguishable colors are used with M-ary PPM, then for a model similar to that in [lo] the channel capacity is log(M) + log(N) nat/photon with a peakto-average power ratio of M. For example, the proposed monochromatic NASA system is in principle equivalent to a 16-color 16-ary PPM system whose peak-to-average power ratio is only 16, instead of 256.
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Several difficulties need to be overcome before multicolor laser PPM can become a reality, however. One of these noticed by Katz [6] is that additional transmitter energy is needed in order to implement the color frequency modulation. Katz showed that for a voltage-controlled color-modulation scheme in which each color is represented by a different voltage level, the power required to jump from voltage V, to voltage V is proportional to the square of the voltage difference (y -y)i. [l] In a monochromatic system no voltage change is necessary, and so no additional power is consumed. However, in an N-color system the additional modulation power required could significantly reduce the overall system efficiency. We shall show in this correspondence that if the color modulation is done intelligently, this loss can be kept to a minimum. The idea is to ensure that large voltage jumps occur relatively infrequently, while at the same time ensuring that the diversity represented by the color shifting gives a large increase in transmitted information over a monochromatic system. The key to our results is the study of the entropy of the sequence of transmitted colors.
An Entropy Maximization Problem Related to Optical Communication
If no constraints are put on the color sequence and there are N colors, the maximum possible entropy is log N nat/symbol. However, if constraints are put on the color sequence in order to reduce the modulation power, this value will be reduced to some value below log N.
ROBERT J. McELIECE, FELLOW, IEEE, EUGENE R. RODEMICH, AND LAIF SWANSON Ahslruct-Motivated by a problem in optical communication, we consider the general problem of maximizing the entropy of a stationary random process that is subject to an average transition cost constraint. Using a recent result of Justesen and Hoholdt, we present an exact solution to the problem and suggest a class of finite state encoders that give a good approximation to the exact solution.
For what follows, the sequence of modulator voltages is modeled by a stationary random process X = { . . . , X-i, X", Xl, . . . >, where each Xi can take values in the set {F,v,,..., V,} of possible voltages; y is the voltage corresponding to the i th color. The entropy H(X) of the process, as defined, e.g., in [2] and [ll] , represents the average amount of (potential) information per unit of time transmitted by the process. Motivated by Katz's observation [6] we define the average modulation power consumed by the process X by I. INTRODUCTION p = -qIX, -x,+112) (1.1) which is, by the stationarity assumption, independent of i. Our problem is to find out how large H can be for a given value of P.
In several recent studies of energy-efficient direct detection optical communication systems, the use of pulse-position modulation (PPM) has been shown to be optimal, or nearly so [l] , [lo] , [12] . In a proposed system for NASA applications [5] , [8] 256~ary PPM combined with Reed-Solomon coding achieves an energy efficiency of about 2.5 b/photon at a decoded bit error probability of 10e6. Manuscript received October 18, 1984; revised June 3, 1985 In Section II of this correspondence we will see how a recent result of Justesen and Hoholdt will allow us to solve this problem -and many similar problems-exactly. We shall see, for example, that if 16 colors are used, and if the transmitted wavelength is related linearly to the corresponding modulator voltages, one can, in principle, obtain an entropy of about 0.9 X log (16), using only about 25 percent of the power required to obtain the full entropy log(16). For 256 colors the results are even better: one can get 90 percent efficiency using only ten percent of the maximum power.
The results in Section II do not suggest an efficient way to encode, i.e., to map a sequence of binary data bits into a sequence of modulator voltages with a large entropy and small power consumption. In Section III we will address this question and describe a simple finite-state encoder whose performance (in a sense made precise there) is within 0.25 bits of optimal for all values of N. These results, besides being of interest in their own 001%9448/86,'0300-0322$01.00 01986 IEEE right, suggest that multicolor PPM may be a practical way to overcome the peak-to-average power problems associated with optical communication.
II. CALCULATIONOFCHANNELCAPACITY(ENTROPY)
In this section we will use a recent result of Justesen and Hoholdt [4] to give a parametric solution to the entropy maximization problem described in the introduction. The specific form of the cost function (1.1) seems no easier to handle than the following generalization.
Let X = { . . . , Xc, Xi, X,, . . . } be a stationary random process, taking values in the state set S = {1,2; . . , N }. With each pair (k, I) from S we associate a real number D,,, the cost of going from state k to state 1. The average transition cost of the process X is defined as
This quantity is independent of j since X is stationary. The question we ask is this: among all stationary processes { X, } with average transition cost I PO, say, what is the largest possible entropy? Notice that the problem stated in Section I corresponds to the special case D,, = (k -l)2 of this problem. As a first step toward a solution we note that we may restrict our attention to stationary Markov chains. Suppose that {X,} is a stationary process, not necessarily a Markov chain. Then if { x } is that stationary Markov chain whose transition probabilities are the same as those for (X,,}, i.e., then plainly { X, } and ( XL } will have the same value of P. On the other hand, the entropy of the process {X,,} is less than or equal to H(X,]X,,) [2, theorem 35.11 , which is the same as H( X,']Xh), and this is in turn the entropy of the Markov chain { X,: }. Thus the stationary Markov chain (XL } has the same value of P as {X,,}, and at least as large an entropy. Therefore we may safely restrict our search for the largest possible entropy to the set of stationary Markov chains.
The problem of finding a maximal-entropy Markov chain is solved in the paper of Justesen and Hoholdt [4] . They show that if any Markov chains.with P I PO exist, then a unique maximal one also exists. If h (PO) denotes the largest possible entropy, they show that h ( PO) is a monotonic increasing function of P,, and reaches its maximum, log N, when the extremal Markov chain is in fact a sequence of independent identically distributed (i.i.d.) uniform random variables, and the average transition cost is given by PI = $ CD,,.
k.1
For all P,, 2 PI, h(P,) = log N. The precise description of the extremal process for PO I PI is as follows. For each X 2 0 define the matrix G = G(X) = (epADk/). In order to apply the results of Section II to the optical communication problem described in Section I, it would be necessary to encode a given binary data stream into a sequence of symbols from { 1,2,. . . , N }, which closely resembles a typical sequence from the optimal Markov chain for D,, = (k -l)*. Given the complex form of this chain, such an encoding would be very difficult to implement. In this section we shall examine some approximations to the optimal solution that are not far from optimal (about 0.25 b when PO is large) and that suggest ways to implement energy-efficient .multicolor PPM. We begin by studying a simplification of the problem.
A. Approximations
The maximum-entropy problem of Section II is modified as follows: the state set is enlarged from {1,2; . ., N } to Z, the set of all integers. These steps follow from results in [9, ch. 11. Hence the maximum in (3.3) is less than or equal to the maximum in (3.4):
On the other hand, if ( . . . , X-1, X0, X1, . . . } is a stationary Markov chain with i.i.d. increments, the common distribution being the solution to (3.4), the entropy of the chain is H(Z). According to Theorem 1, to solve our problem on H with D( k -I) = (k -1)2 it is sufficient to maximize H(A) subject to E(b) s PO. This can be done using straightforward variational techniques [9, problem 1.81, and the maximum entropy is given parametrically as follows. Using these approximations in (3.7) and (3.8), we obtain the approximation %a, = flog PO + $log2?re, PO large (3.113 which is extremely good, even for small values of PO as exhibited in Table I . In Table I we have calculated the corresponding value of PO for a range of X's from (3.8), the exact value of H,, calculated from (3.7), and the approximate value of H,, from (3.11). We conclude that for PO 2 1 no significant difference exists between the exact value of Hmax given by (3.7) and the approximation given by (3.11). Both (3.7) and (3.11) appear as the envelope (N = 00) in Fig. 1 . The optimal distribution A,, is unfortunately ill-suited for adaptation to a practical modulation scheme. The exact distribution is in fact Pr {A = k} = e-kZX/m(X), (3.12) a nonuniform distribution on a countable set (0, k 1, f 2, . . . } of values. However, we can get a surprisingly large entropy by considering instead of (3.12) a much simpler random variable A(',) which is uniformly distributed on ( -L, -L + 1; . . , L -1): Note that this factor l/2 log (?re/6) occurred in [3] in a similar but apparently not identical context. There the problem was to minimize the entropy of a process whose variance is above a certain value. The minimum entropy was shown to be 0.255 b/sample above the rate distortion function of the source. 19) and (3.16) , we see that for a given value of Pa, a Markov chain with uniform and independent increments gives about one half bit more entropy than one whose components are independent and uniform. Stated in another way, for a fixed value of H, the distribution (3.13) requires about 1.53 dB more power than the optimal distribution, whereas a uniform distribution on the X's requires 4.53 dB more power.
Motivated by these results, we now introduce an encoding process that maps a sequence of zeros and ones into a sequence of elements from { -L, -L + 1; + ., L -l} that closely resembles a typical sequence from the Markov chain whose increments are described by (3.13).
B. An Encoding Algorithm
Motivated by the aforementioned results we propose a method of encoding a random stream of zeros and ones, say u,, u,, u,,. . ., into a sequence Xi, X,, . . . of elements from the set {-N/2, -N/2 + l;..,O,l;.., N/2 -l} such that E( IX,, -X,,, iI') I P, is satisfied. For notational convenience in this section we assume that N is even, and let the state set be as described, instead of the {1,2; . . , N }. The number B is the largest value for X,',, that guarantees X;, + i I N/2 -1. Similarly, -B -1 is the smallest value for XA that guarantees X' ,,>+i 2 -N/2. It follows that the chain { X, } defined by (3.20) will lie in the desired range -N'/2 5 X, < N/2. The entropy of { X, } is still log L bits, since H( X,+,lX,,,) = log L for all m. However, the value of E(IX, -X,+,1*) will be somewhat larger than the corresponding value for { XL }, since when X,, > B or X,,, < -B -1 the difference X, + i -X,,, will no longer be uniformly distributed on { -L/2,. . . , L/2 -l}. However, since E(A,) = -l/2, (3.20) causes the chain to be attracted to zero and unlikely to lie near the boundaries. We make this precise in the Appendix and show that in fact E(IXn,+1 -Xm12) 5 $(l + r") + i In Fig. 3 we have plotted (for N = 256) H = log L versus PO = E(IX,,, -XAl*) for L = 2,4,6;..,256, together with the exact solution to the entropy-maximization problem given in Section II. Asymptotically, the two curves are indeed 0.255 b apart as predicted. Here is our proposed encoding algorithm. We choose an integer L as before but now require that L be a power of two, say L = 2'{ where H is an integer. The sequence {X,,,} is again defined by (3.20), but now the increments A,,, are controlled by the data stream U,, U, , Us, . . . . In particular, A,, is determined by the (m + 1)st block of H data bits, viz. (UHm+l,. . ., U, m+lj) . If the U's are i.i.d and equally likely to be zero or one, 6 t e A's will be i.i.d. as required, and the performance of the encoding will follow the lower curve in Fig. 3 except that only integral values of H will occur. We conclude with a simple numerical example.
Example: Let N = 64, P = 23. Choose L = 16, H = 4, B = 24. The data sequence u = (1000 0110 0111 0110 1100.. . ) yields the increment sequence Ai = -8, A2 = 6, As = 7, A4 = 6, As = -4, and soby(3.20) we have X0 = 0 and (Xi, X2;..) = (-8, -14, -21, -27, -21;..) .
The entropy of this chain is H = 4 b, and from (3.21) and Table II E(IXn,+I -X,J*) I ;(l + (0.953817)24) + ; = 28.36.
In fact, an exact calculation of the steady-state probabilities for this chain shows that P = 22.6. As a comparison, note that (3.11) shows that the largest possible entropy for a Markov chain with P = 22.6 is 4.3 b. The performance of our algorithm in this example is very close to the predicted 0.255-b loss.
APPENDIX
This appendix uses Kingman's bound to bound the value of EC&t,+, -X,,,)', where Xi, X2, . . . is the process of Section III-B. This is possible because Kingman's bound gives a maximum possible-value to P(X,,, 2 l)-for II) > B, while we have E((X,,+, -Xn,)*l 111 I B) = (2 2H-2/3) + (l/6). Throughout this appendix K will mean 2H-', and N is an even integer larger than 2 K.
Lemma 1: Let Y,, Y,, . '. be i.i.d. random variables, P(Yn = I)=K/2,-K1l~K.LetW,=0,andletW,+,=max(0,W, + Y,+i). Let r, 0 < r < 1, be a solution of xF=-K+lzJ = 2K. Then P(X,,, 2 I) I r'.
Lemma 1 is a special case of Kingman's bound [7, p. Then for all n and all I, we have P(17;, 2 l) I r'.
Proof: The statement is trivial for 1 I 0. For any sequence r,, r,,. . ., 7;, I qj, where W, is the process of Lemma 1, and so the statement is true for 1 > 0.
Theorem 2: For the process Xi, X2 . . . described in Section III the steady-state probability P satisfies P(x,,>_l)~(N';-~) for 12 B, where 0 < r < 1, and rB Proof Given that X0 = 0, Xi, X2, . . . has exactly the same distribution as T,, T2, . . . in Lemma 2, thus P(X, 2 B) I rB.
Separately, for B I 1 < N/2, =l)=gfy P(X,=j)
J--I-K+1 so P(X,, = B) 2 P(X,,, = B + 1) 2 . . . 2 P(X,, = N/2 -1). Therefore, p( X, 2 I) 5 (N'im I) . rB.
Corollary: E ( X,,, + 1 -X,,,)* I K2/3 + l/6 + (4K2/3)rB.
Proof: As in (3.14), E((X,+, -X,)2l -B -1 I X, I B) = (K*/3) + l/6. Therefore E(JL.1 -X,,)' < $ + l/6 + ZN';-' P(X, = 1) l=B -E(Vm+1 -x,)*1x, = r). 
