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Introduction générale
L’UTILISATION des convertisseurs de puissance et plus généralement des sys-tèmes d’électronique de puissance pour des applications devient de plus
en plus importante. Les domaines sont principalement les applications domes-
tiques (téléphonie mobile, ordinateurs, électroménager, etc.), l’industrie automo-
bile (avec surtout l’électrification de fonctions et l’apparition de véhicules hy-
brides et électriques), l’aéronautique (avec principalement l’“avion plus électri-
que”), le domaine ferroviaire, les énergies renouvelables (panneaux solaires pho-
tovoltaïques, éoliennes, etc.), les réseaux de transport d’énergie électrique (avec
l’apparation des liaisons à courant continu), etc.
D’un point de vue un peu plus technique, les convertisseurs de puissance sont
organisés en grandes familles fondées sur des principes de conversion : continu-
continu, continu-alternatif (onduleurs), alternatif-continu (redresseurs) et alternatif-
alternatif. Dans ces travaux, nous nous intéressons à la famille des convertis-
seurs continu-continu car elle représente en quelque sorte la base des topologies
connues en électronique de puissance (abaisseur, élévateur, inverseur, flyback, for-
ward, etc.) et des phénomènes physiques essentiels à la compréhension de tous les
autres convertisseurs (notion de base de cellule de commutation).
Les convertisseurs continu-continu ou commercialement appelés DC-DC consti-
tuent une partie essentielle des alimentations de puissance. En effet, on trouve
ces convertisseurs dans de nombreuses applications à différents niveaux de puis-
sance. Par exemple, à des faibles puissances (quelques watts) dans des chargeurs
et alimentations de téléphones portables, à des puissances moyennes (quelques
centaines de watts) dans des alimentations industrielles, et aussi à des fortes puis-
sances (quelques kW) pour des applications de soudage électrique par exemple.
Les convertisseurs DC-DC ont donc un rôle très important dans les systèmes
de conversion d’énergie. Pour ce type de fonction, plusieurs topologies de cir-
cuits sont proposées. Nous pouvons les classifier généralement par les topologies
simples, qui sont les convertisseurs DC-DC de second ordre du point de vue de
la modélisation mathématique, et les topologies complexes, qui sont ceux d’ordre
plus élevé. Pour les topologies simples nous citons les convertisseurs de second
ordre de type Buck (abaisseur), Boost (élévateur) et Buck-Boost (inverseur). Pour
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ceux d’ordre élevé, nous citons les convertisseurs C´uk et SEPIC (de l’anglais :
Single-Ended Primary Inductor Converter) de quatrième ordre. Du point de vue
de l’électronique de puissance, chacun de ces convertisseurs a des avantages et
des inconvénients. Les schémas des différents convertisseurs DC-DC cités sont
donnés sur les Fig. 1 à 5.
Parmi les convertisseurs DC-DC de base, le SEPIC présente beaucoup d’avan-
tages et très peu d’inconvénients par rapport aux autres. En effet, cette topolo-
gie SEPIC présente plusieurs éléments intéressants. Le premier et le plus impor-
tant, est le fonctionnement abaisseur-élévateur avec une tension de sortie ayant la
même polarité que la tension d’entrée. Ensuite, la commande de l’interrupteur est
référencée par rapport à la masse, ce qui simplifie l’électronique de commande
rapprochée du MOSFET (interrupteur). Pour cela, il peut aussi parfois être pré-
féré pour les applications de correction du facteur de puissance pour la famille
des convertisseurs alternatif-continu. De ce fait, il a donné naissance au concept
générique de « convertisseur universel » (termes quelque peu ambitieux mais qui
donnent une vision claire de la fonction recherchée).
Cependant, ce convertisseur n’est pas encore exploité pour tous ses avantages
en raison des difficultés de régulation de la tension de sortie. En effet, afin de
réaliser ces tâches, le convertisseur SEPIC (comme les autres convertisseurs DC-
DC) se trouve dans des environnements soumis à des perturbations, c’est-à-dire
que la tension d’entrée et la puissance de sortie sont variables dans le temps, ce
qui fait varier son point de fonctionnement. La régulation est rendue difficile non
seulement du fait qu’il soit un système d’ordre élevé mais essentiellement par
la présence d’une paire de zéros, complexes conjugués, dans le demi-plan droit
et dont la pulsation caractéristique dépend du point de fonctionnement. L’empla-
cement de ces zéros s’approche de la bande passante souhaitée et la limite. Par
conséquent, du point de vue de l’automatique, le problème de la stabilisation, tout
en assurant de très bonnes performances a été un défi moteur pour ces travaux de
recherche.
Les difficultés de la commande nous ont amenés à choisir en particulier ce
convertisseur pour tester et évaluer les lois de commande proposées dans le cadre
de ces travaux. Nous nous intéressons donc dans cette thèse à une analyse appro-
fondie du SEPIC pour comprendre les réels enjeux et défis précis afin de pouvoir
synthétiser des lois de commande efficaces et robustes qui répondent aux cahiers
des charges industriels. De ce fait, nous illustrerons plus spécifiquement nos ap-
proches et méthodologies sur le convertisseur SEPIC sans oublier l’aspect géné-
rique de ces travaux qui peuvent être adaptés et appliqués aux autres convertisseurs
DC-DC.
Nous pouvons trouver dans la littérature de nombreuses études de modélisa-
tion et de commande sur les convertisseurs DC-DC mais qui sont malheureuse-
INTRODUCTION GÉNÉRALE 3
R
i
L
Vc
di
Ve
Vs
i
s
i
k
C
L
Figure 1 – Convertisseur Buck
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Figure 3 – Convertisseur Buck-Boost
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Figure 4 – Convertisseur C´uk
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Figure 5 – Convertisseur SEPIC
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ment trop souvent découplées. Ces études antérieures utilisent soit des méthodes
simples en automatique comme des lois de commande linéaires, ou bien des mé-
thodes de stabilisation fondées sur l’insertion de sous-circuits d’amortissement
[UI08]. Par conséquent, la stabilisation globale du convertisseur au sens large en
assurant de bonnes performances est généralement très difficile en vue d’assurer
des cahiers des charges contraignants. Par ailleurs, il existe plusieurs approches
de modélisation et de commande proposées qui sont fondées sur différentes ap-
proches parfois faisant appel à des outils théoriques complexes. Malgré leurs très
bonnes performances en simulation, les lois proposées sont peu souvent validées
expérimentalement. De ce fait, un des fils conducteurs de ces travaux de thèse sera
la validation expérimentale des outils et des lois de commande proposées. Cette
validation est importante, en particulier, dans l’objectif du transfert méthodolo-
gique vers le milieu industriel.
L’objectif de nos travaux de recherche est donc de proposer des lois de com-
mandes robustes fondées sur une démarche théorique cohérente, mais en même
temps qui peuvent être facilement implantées et validées expérimentalement avec
du matériel disponible dans un environnement industriel. Nous essayons donc de
proposer plusieurs approches dans le but d’analyser les différentes performances
et d’aider le concepteur au choix d’une approche pour une application ou un pro-
jet industriel donné. Pour mieux placer cet objectif, nous prenons l’exemple des
travaux de la thèse [UI08]. La stabilisation du convertisseur a été partiellement as-
surée en insérant un sous-circuit RC amortisseur, ce qui complique les contraintes
technologiques lors de la phase de réalisation du convertisseur d’une part et fait
baisser le rendement du convertisseur en raison des éléments résistifs addition-
nels d’autre part. Dans cette perspective, nous nous focalisons sur la résolution
des problèmes de régulation/stabilisation en proposant des approches ne nécessi-
tant pas d’intervention technologique complémentaire, mais plutôt complètement
fondées sur l’implantation de lois de commandes capables d’assurer les perfor-
mances exigées, et aussi exploitables avec les problématiques du développement
industriel. Nous nous trouvons alors, lors de nos analyses et propositions, en face
d’un compromis théorique/pratique a prendre en compte, qui dessinera les che-
mins de modélisation et de synthèse de lois de commande suivis.
Ce manuscrit est ainsi organisé :
– Le premier chapitre présente un état de l’art sur les différentes approches
de modélisation qu’on peut trouver dans la littérature. Les différents types
de modèles sont expliqués avec leurs utilisations, applicabilité et marges de
fonctionnement. Pour chaque approche de modélisation, nous présentons les
conditions sous lesquelles elle peut être exploitée. Ensuite nous discutons
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sur la potentialité de chaque modèle vis-à-vis de la synthèse des lois de com-
mande en prenant en compte les points de vue de l’électronique de puissance
et de l’automatique. Nous terminons le chapitre en discutant les raisons de
nos choix de certains modèles pour nos analyses et synthèses aux chapitres
suivants.
– Dans le deuxième chapitre, nous proposons une procédure d’analyse des
convertisseurs DC-DC en l’illustrant sur le convertisseur SEPIC. Cette pro-
cédure commence par le dimensionnement des composants du convertisseur.
Ensuite, nous expliquons une méthode systématique pour analyser le conver-
tisseur du point de vue de l’automatique afin d’interpréter et de représenter
le comportement physique par des outils mathématiques convenant à la syn-
thèse des lois de commande. Cette méthode consiste à déterminer les marges
de fonctionnement d’un convertisseur, à continuer par l’analyse fréquentielle
du comportement et du déphasage non minimal, et à terminer par la corré-
lation entre le modèle adopté et le circuit réel. Les deux premiers chapitres
constituent alors une sorte de lien entre l’électronique de puissance et l’au-
tomatique.
– Après les phases de modélisation et d’analyse, les derniers trois chapitres
proposent différentes approches de synthèse de lois de commande non li-
néaires. Le troisième chapitre se fonde sur le principe des modes glissants
(ou du mode de glissement). Plus précisément, nous présentons une mé-
thode de synthèse, appliquée sur le SEPIC, et qui est modifiée par rapport
aux méthodes classiques par modes glissants tout en gardant la fréquence
de commutation du convertisseur constante. Nous proposons également un
observateur non linéaire par modes glissants afin d’estimer l’état du conver-
tisseur dont la connaissance est exigée par les stratégies de commande.
– Dans le quatrième chapitre, nous proposons de synthétiser des lois de com-
mande non linéaires en utilisant les approches théoriques de passivité. Nous
illustrons les méthodes « classiques » sur les convertisseurs basiques et en-
suite, nous proposons deux lois de commande par passivité pour le SEPIC où
chaque loi peut être différemment exploitée, en notant que les méthodes clas-
siques n’aboutissent pas à des résultats satisfaisants sur ce type de convertis-
seur. Ces lois sont fondées sur le principe de la passivité des systèmes, mais
formulées d’une façon différente de ce qui existe à notre connaissance dans
la littérature.
– Comme la majorité des lois de commande non linéaires performantes, les
lois proposées au chapitre précédent nécessitent l’accès au vecteur d’état et à
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certains paramètres inconnus et variants dans le temps (dans notre cas, la ré-
sistance de charge). Par conséquent, nous exploitons, au cinquième chapitre,
le principe d’immersion et invariance où nous proposons des observateurs
d’état et un estimateur de charge en vue d’obtenir des lois de commande
adaptatives et seulement par retour de sortie afin de limiter le nombre de
capteurs. Dans ce chapitre, des preuves mathématiques garantissant la stabi-
lité globale au sens large sont établies.
– Enfin, nous résumons les résultats importants de ces travaux de thèse en
soulignant les diverses contributions dans le monde académique et égale-
ment industriel. Par ailleurs, nous suggérons des perspectives aux travaux de
recherche effectués, notamment dans les approches de synthèse des lois de
commande.
Chapitre 1
Modélisation des convertisseurs
DC-DC
La modélisation des convertisseurs DC-DC de puissance est un domaine de
recherche très actif [MC09], [fPEE06]. L’augmentation de la complexité des
convertisseurs, pour répondre aux besoins industriels, nécessite des modèles ma-
thématiques capables de représenter les comportements statiques et dynamiques.
Les modèles dynamiques, dont il est question dans cette thèse, ont pour rôle de
pouvoir analyser le comportement transitoire des convertisseurs afin de synthé-
tiser les lois de commande nécessaires qui répondent aux cahiers de charges
préalablement définis. Par conséquent, les différentes lois de commande poten-
tielles exigent différents modèles pour formuler les problèmes de synthèse. Il est
donc nécessaire d’étudier et d’analyser les différentes méthodes pour modéliser
un convertisseur. Ce chapitre présente un état de l’art sur les techniques de modé-
lisation des convertisseurs DC-DC. Ensuite, la potentialité des modèles est ana-
lysée vis-à-vis de la conception et de l’implantation des lois de commande. Ceci
afin de choisir un modèle adapté à une stratégie de commande visée.
1.1 État de l’art des modèles pour convertisseurs DC-
DC
Dans la littérature, il existe différentes études faites pour trouver un modèle
mathématique qui représente le comportement dynamique des convertisseurs. Ces
modèles peuvent se regrouper dans trois classes majeures : modèles à temps continu,
à temps discret et hybrides. Les modèles à temps continu sont fondés sur un mo-
dèle dans l’espace d’état continu, ou un circuit électronique équivalent ayant des
composants et paramètres, dont l’évolution est décrite par la variable temporelle
à temps continu.
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Les modèles à temps discret sont fondés sur un modèle dans l’espace d’état
dont le temps est discrétisé. Les modèles hybrides sont fondés sur une représenta-
tion par un diagramme d’états discrets où chaque état est modélisé par un système
à temps continu.
Dans chaque classe, il existe plusieurs types. Chaque type est capable de mo-
déliser une famille de convertisseurs sur une plage de fréquences bien définie par
rapport à la fréquence de commutation, et pour des modes de fonctionnement spé-
cifiques.
Les modes de fonctionnement des convertisseurs DC-DC peuvent être classi-
fiés en première approximation selon deux modes : « mode de conduction continue
(CCM en anglais : Continuous Conduction Mode) » et « mode de conduction dis-
continue (DCM en anglais : Discontinuous Conduction Mode) ». Cependant, il ne
faut pas confondre le mode de conduction continue et un modèle à temps continu.
En pratique, les modes CCM ou DCM sont directement liés au point de fonction-
nement du convertisseur et peuvent chacun être représentés par un modèle à temps
continu ou bien à temps discret. Dans l’illustration des modèles qui suivra, le mode
de conduction est spécifié, mais pour mieux comprendre le fonctionnement d’un
convertisseur du point de vue de l’électronique de puissance, nous explicitons les
deux modes de conduction.
• Mode de conduction continue (CCM) : en régime établi, les formes d’onde
des tensions et courants dans un convertisseur DC-DC sont T-périodiques.
Chaque période est constituée de deux parties, l’état passant de l’interrup-
teur défini par l’intervalle de temps [t0 ; t0+dT ], et l’état bloqué défini par
l’intervalle [t0 + dT ; t0 + T ], où T et d sont respectivement la période de
commutation et le rapport cyclique. Prenons l’exemple du courant d’induc-
tance d’un convertisseur Buck (Fig. 1.1), la forme d’onde est donnée dans
la Fig.1.2 (a). Nous pouvons remarquer que pendant la phase où l’interrup-
teur est ouvert, le courant iL ne s’annule pas (iLmin > 0) : ce convertisseur
fonctionne en conduction continue.
• Mode de conduction discontinue (DCM) : dans ce mode, la période de commu-
tation est constituée de trois parties. L’état passant de l’interrupteur défini
par l’intervalle de temps [t0 ; t0 + d1T ], et l’état bloqué qui est lui même
constitué de deux sous états définis par les intervalles [t0+d1T ; t0+(d1+
d2)T ] et [t0 +(d1 + d2)T ; t0 +T ]. d1 est le rapport cyclique équivalent à d
dans le cas de CCM, mais d2 est un nouveau rapport cyclique qui désigne
l’intervalle de temps ([t0 +(d1 + d2)T ; t0 + T ]) pendant lequel le courant
s’annule durant l’état bloqué de l’interrupteur comme le montre la Fig.1.2
(b). Ce rapport cyclique n’est pas directement imposé par une entrée du sys-
tème comme d1, mais dépend de d1 et des valeurs de certains paramètres du
convertisseur comme son point de fonctionnement. Ceci sera détaillé dans
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la suite. La limite entre CCM et DCM est appelée mode de conduction li-
mite et se produit quand le courant s’annule pendant un instant : CCM pour
iLmin = 0 ou DCM pour d2 = 1− d1. L’intérêt et l’utilisation de ces modes
dépend des conditions et de l’application pour lesquelles le convertisseur
est conçu.
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Figure 1.1 – Schéma du convertisseur Buck
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Figure 1.2 – Formes d’onde du courant en CCM et DCM
Nous présentons dans le tableau 1.1 un récapitulatif des différentes familles de
modèles à temps continu et à temps discret proposées dans la littérature.
1.1.1 Modèles continus
Les modèles continus sont repartis en trois classes : ordre réduit, ordre plein et
ordre plein corrigé. Les termes réduit et plein correspondent à l’ordre du système,
par exemple, un système de deuxième ordre est réduit en un système du premier
ordre en remplaçant une des variables d’état par une constante, mais avec l’addi-
tion d’une contrainte sur cette variable : cette spécificité est surtout utilisée pour
le mode de conduction DCM.
10 1.1 État de l’art des modèles pour convertisseurs DC-DC
Modèles à temps continu
Modèles à
temps
discret
Ordre
réduit
Ordre
plein
Ordre
plein
corrigé
Linéaire
Espace
d’état
moyenné
Circuit
équivalent
moyenné
Espace
d’état
moyenné
Bilinéaire
Espace
d’état
moyenné
Espace
d’état
moyenné
numérique
Bilinéaire
amélioré
Séries de
Fourier
Non
linéaire
Tableau 1.1 – Classification des modèles analytiques pour les convertisseurs DC-DC
1.1.1.1 Ordre réduit
Ce sont des modèles représentés dans l’espace d’état du système par des va-
riables continues. Ce modèle est obtenu en considérant la moyenne des deux ou
trois équations d’état selon le mode de fonctionnement du convertisseur (CCM ou
DCM). Donc, nous avons un modèle mathématique pour chaque mode. Cepen-
dant, l’ordre du système est réduit seulement dans le cas du mode DCM, mais
il nous semble qu’il est nécessaire d’expliquer d’abord le modèle dans le mode
CCM pour mieux comprendre le principe de la modélisation et de la réduction de
l’ordre. Il faut alors considérer ce modèle parmi ceux à ordre plein. Dans le cas
des convertisseurs de puissance, l’ordre est généralement défini par le nombre de
composants qui permet d’emmagasiner l’énergie, notamment les inductances et
les condensateurs.
Pour le mode CCM, nous définissons deux phases de fonctionnement : l’in-
terrupteur commandé est passant, u = 1 ; celui-ci est bloqué, u = 0. Dans chaque
phase, le comportement dynamique du convertisseur est représenté par un modèle
linéaire qui provient directement des lois de Kirchoff qui décrivent le fonctionne-
ment du circuit :
u = 1 :
{
x˙ = A1 x+b1 ve
y = c>1 x
u = 0 :
{
x˙ = A2 x+b2 ve
y = c>2 x
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où x représente le vecteur d’état, ve la tension d’entrée et y la sortie à asservir. Le
modèle appelé « modèle moyen » est alors obtenu en moyennant les deux équa-
tions d’état avec le rapport cyclique d, ce qui donne une représentation d’état
unique [MC76] : {
x˙ = A(d)x+b(d)ve
y = c>(d)x
(1.1)
où 
A(d) = d A1+(1−d)A2
b(d) = d b1+(1−d)b2
c>(d) = d c>1 +(1−d)c>2
La validité de ce modèle n’est assurée que si la bande passante du système est
beaucoup plus faible que la fréquence de commutation. Cette représentation consi-
dère, bien sûr, le vecteur d’état x et l’entrée ve, mais également d. Le rapport
cyclique devient alors l’entrée du système au sens de la commande. Cette repré-
sentation est non linéaire et est plus précisément bilinéaire : produit du vecteur
d’état avec la commande et de la tension d’entrée avec la commande. Un modèle
linéaire peut donc toujours être obtenu en linéarisant ce dernier autour d’un point
d’équilibre (régime permanent). Notons chaque variable comme la somme d’une
valeur permanente (notée en majuscule) et d’une variation autour de cette valeur
(notée en minuscule avec un ˆ), par exemple x = X + xˆ. Le régime permanent est
calculé en prenant x˙ = 0, ce qui donne X = −A−1bVe et Y = −c>A−1bVe, sous
réserve que A soit inversible. Le régime de variations est obtenu en négligeant les
termes du second ordre, ce qui donne :{
˙ˆx = Axˆ+bvˆe+[(A1−A2)X +(b1−b2)Ve]dˆ
yˆ = c>xˆ+(c>1 − c>2 )Xdˆ
(1.2)
où les matrices constantes A, b et c sont calculées en remplaçant d par D et en
notant D′ = 1−D : 
A = DA1+D′A2
b = Db1+D′b2
c> = Dc>1 +D
′c>2
Pour le mode DCM, les deux rapports cycliques d1 et d2 interviennent dans l’équa-
tion de la dynamique du convertisseur [C´M77]. Cependant, la période de commu-
tation est constituée de trois intervalles et il y a trois configurations différentes du
circuit du convertisseur au lieu de deux dans le mode CCM. La moyenne est alors
effectuée, sous les mêmes conditions de validité que celles du mode CCM, entre
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les trois modèles linéaires :
u = 1 :
{
x˙ = A1 x+b1 ve
y = c>1 x
Interrupteur passant et diode bloquée
u = 0 :
{
x˙ = A2 x+b2 ve
y = c>2 x
Interrupteur bloqué et diode passante
u = 0 :
{
x˙ = A3 x+b3 ve
y = c>3 x
Interrupteur bloqué et diode bloquée
Notons d3 = 1−d1−d2, le modèle moyen bilinéaire est :{
x˙ = A(d)x+b(d)ve
y = c(d)>x
où nous avons ici 
A(d) = d1 A1+d2 A2+d3 A3
b(d) = d1 b1+d2 b2+d3 b3
c(d)> = d1 c>1 +d2 c
>
2 +d3 c
>
3
Comme le montre la Fig. 1.2 (b), iL(t0) = 0 et aussi iL(t0 + T ) = 0. Il est donc
possible de considérer que diLdt ≈ iL(t0+T )−iL(t0)T = 0 (première contrainte). Le cou-
rant iL est donc remplacé par sa valeur moyenne, qui est, aussi selon la Fig. 1.2
(b), iL = iLmax/2 = iL(ve,vs,d1,L,T ) (deuxième contrainte), où vs est la tension
aux bornes de la charge du convertisseur. Par conséquent, l’ordre du système est
réduit, mais avec deux contraintes à ajouter pour compenser « la perte » d’une
variable d’état. Les régimes permanent et transitoire sont calculés de la même fa-
çon que dans le mode CCM, avec les mêmes notations. Sous réserve que A soit
inversible, le régime permanent est donc X = −A−1bVe, mais avec la contrainte
IL = iLmax/2 = iL(Ve,Vs,D1,L,T ). Le modèle en régime de variations devient :
˙ˆx = Axˆ+bvˆe+[(A1−A3)X +(b1−b3)Ve]dˆ1+[(A2−A3)X +(b2−b3)Ve]dˆ2
où {
A = D1A1+D2A2+D3A3
b = D1b1+D2b2+D3b3
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mais aussi avec les contraintes diˆLdt = 0 et iˆL =
∂iL
∂ve vˆe+
∂iL
∂vs vˆs+
∂iL
∂d1
dˆ1.
Nous voyons qu’avec ces contraintes, l’ordre du système a été réduit d’un de-
gré. De plus, en utilisant les équations du régime permanent et les contraintes, des
expressions de D2 peuvent être établies en fonction de D1, Vs, Ve, L, T = 1/F et
la charge pour étudier les limites entre les modes CCM et DCM [C´M77].
1.1.1.2 Ordre plein
Nous présentons quatre modèles différents sans réduction de l’ordre du sys-
tème. Le premier est le modèle moyen pour le mode CCM, présenté dans la sous
section 1.1.1.1. Les trois autres sont illustrés ci-après.
1.1.1.2.1 Circuit équivalent moyenné
Pour modéliser un convertisseur avec cette méthode, au lieu d’une représenta-
tion d’état, un circuit moyenné est obtenu à partir des topologies des circuits de
chaque état d’un mode de fonctionnement (deux pour CCM et trois pour DCM).
Une topologie moyenne globale est donc établie en remplaçant la partie conte-
nant les éléments non linéaires (transistors et diodes) [WM73], appelée « partie
de commutation », par un circuit équivalent. Les méthodes pour choisir et ma-
nipuler les expressions des courants et des tensions pour obtenir une expression
moyenne globale et éventuellement un circuit moyen, sont faites de différentes
manières dans la littérature. Le circuit équivalent est généralement composé des
éléments passifs, de transformateurs idéaux et de sources de courant et de tension
dépendantes d’autres courants et tensions dans le convertisseur.
Dans [Vor90a], l’interrupteur et la diode sont remplacés par un quadripôle com-
posé d’éléments non linéaires. Ces éléments sont ensuite linéarisés autour du ré-
gime permanent pour obtenir un modèle « petits » signaux. Dans le cas du mode
DCM [Vor90b], les expressions utilisées pour trouver le schéma équivalent pre-
nant en compte d2 sont ensuite utilisées pour déterminer la frontière entre les
modes DCM et CCM.
Prenons l’exemple du convertisseur basique Buck-Boost, en mode CCM, pré-
senté sur la Fig. 1.3 (a) où les interrupteurs actif (transistor) et passif (diode)
sont regroupés dans un seul bloc fonctionnel (quadripôle) appelé « interrupteur
PWM ». Le terme PWM (Pulse Width Modulation) correspond à « Modulation
à Largeur d’Impulsion » en anglais. Ce bloc fonctionnel représente la non linéa-
rité du convertisseur et est représenté comme un dispositif à trois bornes sur la
Fig. 1.3 (b). Pour des raisons évidentes, les désignations des bornes « a », « p » et
« c » se référent à « actif », « passif » et « commune », respectivement. La désigna-
tion des entrées/sorties des tensions et courants du quadripôle sont importantes si
nous considérons l’interrupteur PWM comme la composante de base des conver-
tisseurs. De plus, les éléments du circuit externe sont connectés à l’interrupteur
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PWM d’une manière à assurer les notations de la Fig. 1.3 (b), ce qui permet aussi
d’insérer ce même interrupteur PWM dans d’autres convertisseurs basiques avec
une simple permutation. D’après la Fig. 1.3 (b), il est clair que :
ia(t) =
{
ic(t) 0 ≤ t ≤ DT
0 DT ≤ t ≤ T (1.3a)
vcp(t) =
{
vap(t) 0 ≤ t ≤ DT
0 DT ≤ t ≤ T (1.3b)
En prenant les moyennes dans les équations (1.3) et en notant re = rc//R, où rc
R
iL
Vc
di
Ve
Vs
is
ik
C
L
ia ic
a
p
c
vcpvap
D
1-D
Figure 1.3 – Convertisseur Buck-Boost et interrupteur PWM
est la résistance équivalente en série du condensateur et R la charge résistive, nous
obtenons : {
ia = dic
vcp = d(vap− icred′) (1.4)
Cette équation donne donc la relation entrée/sortie du quadripôle en remplaçant
les éléments non linéaires par des expressions dépendantes d’autres courants et
tensions et éventuellement du vecteur d’état du convertisseur. De plus, ces rela-
tions contiennent le produit « rapport cyclique × courants et tensions », ce qui
ramène à une représentation non linéaire. Le circuit équivalent est alors constituée
de sources dépendantes avec un transformateur idéal donnant le rapport entre la
tension d’entrée et la tension de sortie. Cependant, la linéarisation de ce circuit
pour des faibles variations autour d’un point d’équilibre peut toujours être effec-
tuée, ce qui donne :
iˆa = Diˆc+ Icdˆ
vˆap =
vˆcp
D
+ iˆcreD′− (Vap− Ic(D−D′)re) dˆD
(1.5)
Le circuit linéaire équivalent est alors donné par la Fig. 1.4. En remplaçant le qua-
dripôle (a,p,c) par ce circuit, nous obtenons un circuit global linéarisé du conver-
tisseur Buck-Boost. Ceci permet de calculer les fonctions et impédances de trans-
fert souhaitées pour l’analyse et la commande.
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i
a
i
c
p
I d^c
1:D
a c
DD r´
e
d^ V /DD
Figure 1.4 – Circuit équivalent linéaire en CCM
Dans le mode DCM, la même démarche est utilisée, mais avec différentes ten-
sions et courants pour trouver le circuit équivalent. Le quadripôle a les mêmes
bornes, mais avec une légère permutation (Fig. 1.5). En analysant les formes
d’onde en DCM nous pouvons écrire :
i
a
i
p
a p
c
v
cp
v
ac
D
Figure 1.5 – Interrupteur PWM en DCM

ia =
ipk
2
d1
ip =
ipk
2
d2
vac = L
ipk
d1T
vcp = L
ipk
d2T
(1.6)
En combinant (1.6) et en prenant F = 1/T , nous trouvons :
ia =
d1
d2
ip
vac =
d2
d1
vcp
d2 =
2LF
d1
ia
vcp
=
2LF
d1
ip
vac
(1.7)
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Le modèle non linéaire, montré sur la Fig. 1.6, est donc décrit par :
ia = µip
vcp = µvac
µ =
d21
2LF
vcp
ia
=
d21
2LF
vac
ip
(1.8)
De la même façon qu’en mode CCM, le modèle peut être linéarisé autour d’un
point de fonctionnement pour établir les fonctions de transfert caractérisant le
modèle.
i
a
i
p
c
µi
p µvac
a p
Figure 1.6 – Circuit équivalent non linéaire en DCM
L’ordre du système est alors le même dans les modes CCM et DCM. L’effet de
réduction d’ordre est compensé par l’injection de d2 dans les équations de fonc-
tionnement du circuit pour conserver la présence de la variable courant. L’analyse
de la fonction de transfert montre que le pôle correspondant à l’ordre réduit se
trouve à une fréquence très éloignée de la bande passante, ce qui justifie l’utilisa-
tion du modèle à ordre réduit. Cependant, ceci est vérifié pour les convertisseurs
de second ordre et non pas pour ceux d’ordres élevés. Dans [NTM01], la même
démarche est utilisée, mais avec une formulation différente sur le convertisseur
Boost, ce qui donne un modèle valide jusqu’à la moitié de la fréquence de com-
mutation. D’autres méthodes faisant appel à des approches similaires, mais selon
différents point de vue, et aussi pour le mode de conduction limite, sont présentées
dans [Lee85], [Sun00], [Eri97] et [CEM01].
1.1.1.2.2 Espace d’état moyenné non linéaire
Même si les approches présentées jusqu’à ce point ramènent à une représen-
tation moyenne, une autre approche plus rigoureuse fondée sur une théorie de
moyennisation [Nay73] est présentée dans [KBBL90]. Le système doit s’écrire
sous la forme :
x˙ = εF(t,x) avec ε<< 1 et x(t0) = x0 (1.9)
Modélisation des convertisseurs DC-DC 17
où F(t,x) est continue et la moyenne de la partie droite de l’équation (1.9) est
définie par :
G(•) = lim
T→∞
1
T
∫ T
0
F(s,•)ds (1.10)
Ceci nous ramène à un nouveau système d’équations de la forme y˙ = εG(y) avec
y(t0) = t0. Ensuite, la méthode de moyennisation de KBM (Krylov-Bogoliubov-
Miltropolsky) [Nay73] est appliquée pour obtenir le changement de variable :{
x(t) = y(t)+ εψ1(t,y)+ ε2ψ2(t,y)+ ε3ψ3(t,y)+ · · ·
y˙(t) = εG1(y)+ ε2G2(y)+ ε3G3(y)+ ε4G4(y)+ · · ·
(1.11)
En utilisant (1.9) et (1.11), nous pouvons calculer les Gi et les ψi jusqu’à l’ordre
désiré. Le premier ordre représente la moyenne et plus l’ordre est élevé, plus les
trajectoires des états sont proches de leurs valeurs instantanées en commutation.
Prenant l’exemple d’un convertisseur Boost (Fig. 1.7), le modèle hybride re-
présentant les deux configurations en mode CCM est donné par :
d
dt
x(t) = [A1+h(t,T )A2]x(t)+b (1.12)
où x = (i v)>, A1, A2 et b sont des matrices composées de L, C et Ve, h(t,T ) =
[D− t modulo TT ]ϒ et ϒ est la fonction d’échelon à t = 0. Choisissons ε = αT avec
α= max( 1L ,
1
C ,
1
RC ,
Ve
L ) et une mise à l’échelle du temps t = Tτ, nous obtenons :
d
dτ
x(τ) = ε
{[
1
α
A1+
h(τ)
α
A2
]
x(τ)+
1
α
b
}
(1.13)
avec h(τ) = [D− τ modulo 1]ϒ. La moyenne évaluée selon (1.10) mène à :
G(y) =
[
1
α
A1+
D
α
A2
]
y+
1
α
b (1.14)
ce qui donne dans l’échelle originale du temps :
d
dt
y(t) = [A1+DA2]y(t)+b (1.15)
Ce dernier modèle est en fait identique à celui correspondant au modèle moyen
linéarisé présenté précédemment. Cependant, l’estimation de l’ondulation entre la
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Figure 1.7 – Schéma du convertisseur boost
valeur moyenne et celle exacte est calculée selon la moyenne de KBM :
ε
([
1
α
A1+
h(τ)
α
A2
][
y+ εψ1+ ε2ψ2+ · · ·
]
+
1
α
b
)
= (εG1+ ε2G2+ · · ·)
+ ε
[
∂ψ1
∂τ
+
∂ψ1
∂y
(εG1+ ε2G2+ · · ·)
]
(1.16)
+ ε2
[
∂ψ2
∂τ
+
∂ψ2
∂y
(εG1+ ε2G2+ · · ·)
]
+ · · ·
Donc, en identifiant les termes multipliés par les mêmes puissances de ε à gauche
et à droite, les ψi peuvent être calculés jusqu’à l’ordre désiré pour mieux estimer
l’ondulation. Finalement, les conditions initiales sont plus précisement détermi-
nées par :
y0 = x0− εψ1(t0,y0)− ε2ψ2(t0,y0)−· · · (1.17)
Une autre méthode améliorée, et fondée sur la même technique, est décrite dans
[LB96].
1.1.1.2.3 Série de Fourier
Dans cette approche [SNLV91], comme la variable d’état est périodique avec
une période T , elle peut être décomposée en série de Fourier dans l’intervalle
[t0 ; t0+T ]. La série de Fourier est de la forme :
x(t−T + s) =∑
k
〈x〉k (t)e jkωs(t−T+s) où (1.18)
〈x〉k (t) =
1
T
∫ T
0
x(t−T + s)e− jkωs(t−T+s)ds (1.19)
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Ensuite, deux approximations sont utilisées en vue de calculer les composantes de
la série à partir des équations de la dynamique du système x˙ = f (x,u) :
d
dt
〈x〉k (t) =
〈
d
dt
x
〉
k
(t)− jωs 〈x〉k (t) avec
〈
d
dt
x
〉
k
= 〈 f (x,u)〉k
〈xy〉k =∑
i
〈x〉k−i 〈y〉i
Les composantes de la série de Fourier peuvent être calculées jusqu’à l’ordre dé-
siré. La valeur temporelle instantanée est déterminée en prenant le module de la
solution complexe. Cette méthode, comme celle précédente, est capable de mo-
déliser les ondulations (grandes variations autour de la moyenne). Elle est plutôt
utilisée pour les convertisseurs à résonance, mais aussi pour les convertisseurs
Buck, Boost et Buck-Boost en mode CCM [MEBE97].
1.1.1.3 Ordre plein corrigé
Cette méthode est fondée sur le principe d’un espace d’état moyenné. Néan-
moins, elle a été établie pour le mode DCM, mais peut être également utilisée
pour le mode CCM. La raison est d’essayer d’éviter la réduction de l’ordre dans
le mode DCM, car cela conduit à « la perte de la dynamique » d’une variable
d’état. L’ordre est conservé en ajoutant une contrainte sur le deuxième rapport
cyclique d2.
1.1.1.3.1 Espace d’état moyenné
En mode CCM, la moyenne du produit diL est identique au produit des moyennes,
et la moyenne de l’espace d’état donne le même résultat que la moyenne des équa-
tions décrivant le fonctionnement du circuit. En revanche, dans le mode DCM,
la moyenne du produit diL ne donnera pas le même résultat que le produit des
moyennes[SMG+98] [SMG+01]. Selon la Fig. 1.2, la moyenne du courant en
DCM est :
i¯L =
iLmax
2
(d1+d2) (1.20)
L’expression de la loi de Kirchoff pour la tension aux bornes de l’inductance
est essentiellement la même qu’en mode CCM, sauf qu’une nouvelle inconnue
d2 apparaît. Considérons maintenant un cas général dans lequel un condensa-
teur est connecté à l’inductance durant le temps de fermeture de l’interrupteur
[t0 ; t0+d1T ]. Le courant fourni au condensateur n’est pas nécessairement le même
que le courant moyen de l’inductance. Nous formulons l’équation du problème en
considérant la conservation de la charge dans le condensateur, et ensuite effec-
tuons l’étape du calcul de la moyenne. Dans ce cas, la charge totale reçue par le
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condensateur provenant de l’inductance sur un cycle de commutation est :
Qc =
iLmaxd1T
2
(1.21)
ce qui est équivalent à un courant moyen de charge :
Qc
T
=
iLmaxd1
2
(1.22)
Cependant et selon le principe du modèle moyen, le courant dans (1.20) traverse
le condensateur pendant d1T et d2T et donc sa moyenne sera :
i¯L(d1+d2) =
iLmax
2
(d1+d2)2 (1.23)
ce qui est différent de (1.20). Cette différence est due au fait qu’en mode CCM, les
résultats sont les mêmes quelle que soit l’étape où la moyenne est effectuée. En
mode DCM, l’évolution rapide du courant dans l’inductance exige que la moyenne
soit effectuée de façon plus formelle sur les expressions issues des lois de Kir-
choff. Par conséquent, un terme de correction doit être inséré pour compenser
la différence tout en conservant les mêmes équations et formulations du modèle
moyen. Il faut donc diviser chaque courant du vecteur d’état par (d1 + d2). Une
méthode systématique consiste à regrouper les courants dans le vecteur d’état au
début et de multiplier la matrice d’état par une matrice de correction M définie
par :
M = diag
 1d1+d2 , · · ·, 1d1+d2︸ ︷︷ ︸
nL
,1, · · ·,1
 (1.24)
où nL est le nombre d’inductances du convertisseur. Nous aurons donc :
x˙= [d1A1+d2A2+(1−d1−d2)A3]Mx+[d1b1+d2b2+(1−d1−d2)b3]ve (1.25)
Notons que pour le mode CCM le rapport cyclique vérifie la relation d1+d2 = 1
et M devient la matrice d’identité, ce qui coïncide avec modèle non-corrigé.
Le modèle résultant n’est plus bilinéaire, mais reste non linéaire. Néanmoins,
il contient les deux rapports cycliques d1 et d2. Bien que l’entrée de commande
soit d1, d2 ne peut pas être maîtrisé. Pour cela, il est souhaité de le remplacer par
une expression en fonction des variables connues. Contrairement aux approches
conventionnelles qui utilisent « l’équilibre volt-seconde », cette expression est éta-
blie en insérant le courant maximal traversant l’inductance iLmax = d1T ve/L dans
(1.20), et devient :
d2 =
2Li¯L
d1T ve
−d1 (1.26)
Modélisation des convertisseurs DC-DC 21
En remplaçant d2 dans (1.25), le modèle moyen contiendra d1 seulement. Cette
contrainte (1.26) est appelé « contrainte du rapport cyclique ». Ce modèle est plus
précis en mode DCM que celui à ordre réduit, notamment pour des fréquences
élevées. Il représente correctement les réponses en petits signaux jusqu’à un tiers
de la fréquence de commutation. En outre, il explique l’origine d’un pôle en haute
fréquence en mode DCM qui n’était pas prédictible avec le modèle à ordre réduit.
1.1.1.3.2 Espace d’état moyenné numérique
Le principe de cette méthode est comparable à l’approche précédente en termes
de la contrainte sur d2 et la matrice de correction M. Cependant, toutes les mé-
thodes présentées ajoutent l’effet de termes parasites après avoir établi les expres-
sions mathématiques. Dans cette approche, les termes parasites, représentés par
les résistances équivalentes en série avec les inductances et les condensateurs, sont
intégrés avant d’avoir établi le modèle mathématique, en raison de la complexité
et difficulté de les intégrer analytiquement dans certains cas. Par conséquent, en
présence de ces termes, la matrice M n’aura plus la forme donnée dans le para-
graphe précédent, mais une forme complexe à trouver analytiquement. En mode
DCM, le modèle moyen, incluant les termes parasites dans les matrices d’état,
peut être représenté par [DJ01] :
˙¯x =
3
∑
k
(Akx¯k)+
(
3
∑
k
dkBk
)
ve (1.27)
où x¯ est la moyenne de x et k = 1,2,3 (trois intervalles de temps du mode DCM).
En insérant une nouvelle matrice de correction Wk correspondante à Ak, le modèle
devient :
˙¯x =
(
3
∑
k
dkAkWk
)
x¯k +
(
3
∑
k
dkBk
)
ve (1.28)
Pour un convertisseur de second ordre (un courant iL et une tension vC), Wk =
diag[ω1,k,ω2,k] qui est, en général, défini par :
ω1,k =
i¯L,k
dk i¯L
; ω2,k =
v¯C,k
dkv¯C
; ω1,3 = 0 (1.29)
Nous remarquons qu’en l’absence des termes parasites,
i¯L,1
d1
=
i¯L,2
d2
=
i¯L
d1+d2
⇒ ω1,1 = ω1,2 = 1d1+d2
De plus, la dérivée de iL dans l’intervalle [t0+d2T ; t0+T ] est nulle et les éléments
correspondants des matrices A3 et B3 sont nuls. Il est donc possible de choisir
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ω1,3 non-nulle. Un choix judicieux est de prendre ω1,3 =ω1,1 =ω1,2. De la même
façon, si les ondulations des tensions aux bornes des condensateurs sont négligées,
nous aurons ω2,1 = ω2,2 = ω2,3. Il est alors évident que nous retrouvons la même
matrice M donnée dans le paragraphe précédent.
Pour résoudre le problème de complexité analytique, la démarche consiste donc
à faire des simulations sur le circuit du convertisseur en balayant d1 de 0 à 1 et
la charge de 0 à ∞. Dans chaque essai, les variables d’état sont sauvegardées et
contiennent des informations sur d1 et d2. Une fois la phase de simulation termi-
née, les données résultantes sont réorganisées pour obtenir les valeurs numériques
de d2 et M, qui sont ensuite enregistrées dans des tables prêtes à être utilisées
ultérieurement pour interpolation ou extrapolation. Un modèle numérique et non
linéaire est donc établi, qui est valide pour des grands signaux. Lors de son ap-
plication, pour chaque entrée de d1 et ve, les valeurs de d2 et M sont recherchées
dans les tables, et ensuite utilisées dans le modèle [DJR06]. Le schéma de la Fig.
1.8 illustre la façon d’implanter ce modèle numérique.
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Figure 1.8 – Implantation du modèle numérique proposé
Cependant, pour obtenir un modèle local autour d’un point de fonctionne-
ment, la représentation numérique ne peut pas être linéarisée. Une « caractérisa-
tion faibles signaux » peut être établie. Elle utilise le même principe décrit dans la
Fig. 1.8, mais d’une façon plus simple. En particulier, l’élément clé de la construc-
tion d’un modèle petits signaux est de déterminer la pente des fonctions d2(d1, i¯L)
et Wk(d1, i¯L) correspondant à un point de fonctionnement désiré. Ces fonctions
numériques sont continues et peuvent être considérées suffisamment douces au-
tour du point de fonctionnement, où leur pentes locales sont définies par des plans.
Etant donné qu’il faut trois points pour construire un plan, la simulation doit être
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exécutée au point de fonctionnement et à deux points légèrement différents (par
exemple, ±1 · · ·2%). Cette méthode donne des résultats plus précis que la précé-
dente dans le cas de la présence d’éléments parasites.
1.1.2 Modèles discrets
Dans le cas des convertisseurs DC-DC, les modèles discrets sont obtenus à
partir des modèles continus en prenant le modèle linéaire du convertisseur dans
chaque configuration des modes CCM ou DCM, puis en appliquant les transfor-
mations classiques suivantes [FPW90] :
xn+1 =Φxn+Γve,n ; Φ= eATs ; Γ=
Ts∫
0
eAtbdt (1.30)
où Ts est la période d’échantillonnage, n une abréviation pour l’instant nTs et A et
b les matrices d’évolution et de commande respectivement.
1.1.2.1 Modèle linéaire
Ce modèle est appliqué dans le mode CCM seulement [HBY89]. En appliquant
les transformations (1.30) et en divisant l’intervalle [nT ; nT +T ] en deux sous-
intervalles [nT ; nT + dT ] et [nT + dT ; nT + T ], où les matrices correspondant
à chaque configuration du mode CCM sont utilisées pour chaque sous-intervalle,
nous obtenons le modèle discret non linéaire suivant :
xn+1 = Φxn+Γve,n ; Φ= eA2(1−d)TseA1dTs
Γ = eA2(1−d)Ts
dTs∫
0
eA1(dTs−t)b1dt+
Ts∫
dTs
eA2(Ts−t)b2dt
(1.31)
La discrétisation exige que la fréquence d’échantillonnage soit au moins deux fois
la bande passante du système. Pour éliminer les termes exponentiels, l’approxi-
mation eA = I +A peut être utilisée, ce qui nécessite que la bande passante soit
négligeable devant la fréquence de commutation du convertisseur (BP << F =
1/T ). En supposant des faibles variations autour de l’équilibre et en négligeant
les termes d’ordre supérieur à un, un modèle linéaire est obtenu selon la formula-
tion :
xn+1 = (A1+A2DTs)xn+Ts(A2X +b2Ve)dn+Ts(b1+b2D)ve,n (1.32)
où X , D et Ve sont les valeurs de x, d et ve respectivement en régime permanent,
obtenues en posant xn+1 = xn. Dans ce modèle, nous pouvons avoir Ts = mT avec
m≥ 1.
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1.1.2.2 Modèle bilinéaire
Pour obtenir le modèle discret non linéaire, la même démarche précédente est
appliquée pour arriver au système suivant en mode CCM :
xn+1 = Φxn+Γve,n ; Φ= eA2(1−dn)TseA1dnTs
Γ = eA2(1−dn)Ts
dnTs∫
0
eA1tb1dt+
(1−dn)Ts∫
0
eA2tb2dt
(1.33)
où dn = d(nT ). Ensuite, les approximations suivantes peuvent être utilisées :
BP << F
eA1t ≈ I+A1t
eA2t ≈ I+A2t
eA1dnTs ≈ I+A1dnTs
eA2(1−dn)Ts ≈ I+A2(1−dn)Ts
(1.34)
Nous obtenons le modèle bilinéaire de la forme [VEK86] :
xn+1 = (I+dnA1Ts+(1−dn)A2Ts)xn+(dnb1Ts+(1−dn)b2Ts)ve (1.35)
Pour synthétiser une loi de commande en boucle fermée, l’expression de x(nT +
dnT ) est souvent utilisée. Pour cela, nous pouvons établir l’expression xn+dn =
Φ′xn+Γ′ve,n. En combinant ces deux derniers, une relation implicite σ(xn,dn) = 0
est obtenue, et qui permet d’évaluer la commande dn à appliquer sur le modèle bi-
linéaire pour avoir x(nT +T ). Souvent la période d’échantillonnage Ts est choisie
égale à T .
1.1.2.3 Modèle bilinéaire amélioré
Le modèle proposé est proche du précédent. Cependant, pour appliquer l’ap-
proximation (1.34), il faut avoir les normes 1 des matrices :{
‖A1dnTs‖<< 1
‖A2(1−dn)Ts‖<< 1
ce qui n’est pas toujours valide. Pour cela, une autre approximation [RSH03] est
utilisée et nécessite la condition :{
‖A1(dn−0,5)Ts‖<< 1
‖A2(0,5−dn)Ts‖<< 1
1. ‖∗‖ représente la norme-2 matricielle.
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qui est toujours valide. Cette approximation est :{
eA1dnTs = e(A1Ts/2)+(dn−0,5)TsA1 ≈ eA1Ts/2(I+A1(dn−0,5)Ts)
eA2(1−dn)Tse(A2Ts/2)+(0,5−dn)TsA2 ≈ eA2Ts/2(I+A2(0,5−dn)Ts)
Nous arrivons enfin au système suivant :
xn+1 = Φxn+Γve,n
Φ = eA2Ts/2(I+(A1−A2)(dn−0,5)Ts)eA1Ts/2
Γ = (eA2Ts/2(I−A2(dn−0,5)Ts)− I)A−12 b2
+ eA2Ts/2((eA1Ts/2− I)(I− (dn−0,5)A2Ts)
− eA1Ts/2(dn−0,5)A1Ts)A−11 b1
(1.36)
Notons que les termes exponentiels contiennent des constantes, et sont donc indé-
pendantes de dn. Ce modèle montre une amélioration de la précision par rapport
aux deux modèles discrets précédents.
1.1.2.4 Modèles non linéaires
Le terme non linéaire est utilisé ici pour indiquer que le modèle n’est pas bi-
linéaire, mais plus fortement non linéaire. Ce modèle, comme vu dans les para-
graphes précédents, est obtenu après avoir appliqué une transformation sur les
grandeurs considérées x, d et ve. Nous obtenons toujours un modèle à ordre plein,
mais il y a plusieurs types d’approximations effectuées pour obtenir un modèle
linéaire, bilinéaire ou non linéaire. La façon de faire une approximation est dé-
finie selon la théorie mathématique utilisée. Nous nommons donc les titres des
paragraphes selon l’approche mathématique utilisée.
1.1.2.4.1 Modèle utilisant le théorème de Cayley-Hamilton
Dans ce modèle, l’obtention du modèle d’état discret est effectuée comme dans
le cas du modèle bilinéaire, mais avec une modification de l’intervalle de temps sur
lequel la discrétisation est faite. Au lieu de prendre une période de commutation
sur l’intervalle [nT ; nT +T ], elle est prise sur l’intervalle [nT +0,5dnT ; nT +T +
0,5dnT ] commençant par l’instant nT + 0,5dnT au lieu de l’instant nT [Su05].
Cet intervalle, illustré par la représentation de la Fig. 1.9, donne une prédiction
plus précise du régime permanent par rapport à la moyenne continue du signal,
parce que cette dernière est souvent située au milieu de l’intervalle de temps de la
fermeture de l’interrupteur (nT +0,5dnT ).
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Figure 1.9 – Nouvel intervalle de discrétisation pour le modèle utilisant le théorème de Cayley-
Hamilton
Cette approche conduit aux relations :
xn+1 = Φxn+(e0,5A1dnTseA2(1−dn)Ts + I)Γ1ve,n+ e0,5A1dnTsΓ2ve,n
Φ = e0,5A1dnTseA2(1−dn)Tse0,5A1dnTs
Γ1 =
0,5dnTs∫
0
eA1(0,5dnTs−τ)b1dτ
Γ2 =
(1−dn)Ts∫
0
eA2((1−dn)Ts−τ)b2dτ
(1.37)
Ensuite, pour approcher les termes en exponentiels, le théorème de Cayley-
Hamilton est utilisé pour les transformer en polynômes de matrices :
e0,5A1dnTs =
m
∑
i=1
αi(dn)Ai−11
eA2(1−dn)Ts =
m
∑
i=1
βi(dn)Ai−12
où m est l’ordre du système. Les coefficients αi(dn) et βi(dn) sont eux-mêmes
approchés par des polynômes du deuxième ordre en dn. En les remplaçant, nous
obtenons un modèle non linéaire. Ce modèle est plus précis que celui de la section
1.1.2.3.
1.1.2.4.2 Modèle utilisant la méthode de Newton et le théorème de la fonc-
tion implicite
Dans ce modèle, le système est non linéaire de la forme :{
xn+1 = f (xn,dn,ve,n)
yn =Cxn
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En général, une relation implicite décrit la loi de commande par g(xn,dn,ve,n) = 0
[FA99]. La discrétisation est faite de la même manière que précédemment. Ce-
pendant, il n’y a pas d’approximations pour obtenir la représentation simplifiée.
Donc, pour évaluer le régime permanent, la méthode de Newton est utilisée en
résolvant l’équation non linéaire suivante :{
xo(0) = f (xo(0),d,ve)
g(xo(0),d,ve) = 0
où xo est une solution. Ensuite, pour obtenir un système linéaire, afin d’étudier sa
stabilité ou encore évaluer les fonctions de transfert, la linéarisation est effectuée
autour du régime permanent en appliquant le théorème de la fonction implicite,
ce qui conduit aux relations suivantes :
xˆn+1 = φxˆn+Γvˆe,n
yˆn = Cxˆn
Φ =
∂ f
∂xn
− ∂ f
∂dn
(
∂g
∂dn
)−1 ∂g
∂xn
∣∣∣∣∣
(xn,dn,ve,n)=(xo(0),d,ve)
Γ =
∂ f
∂ve,n
− ∂ f
∂dn
(
∂g
∂dn
)−1 ∂g
∂ve,n
∣∣∣∣∣
(xn,dn,ve,n)=(xo(0),d,ve)
(1.38)
Cette méthode est utilisée pour les modes CCM et DCM.
1.1.2.4.3 Modèle discret global
Le terme « global » dans cette approche signifie qu’elle modélise les modes
CCM et DCM simultanément sans devoir changer la formulation mathématique.
Nous donnons juste l’idée générale. La méthode détaillée est décrite dans [BM95].
Le principe est de séparer le rapport cyclique des variables d’état classiques (cou-
rants et tensions). D’abord, les composants non linéaires (diodes et interrupteurs)
sont modélisés par un espace d’état unique et discret dont les variables d’état
prennent les valeurs 0 ou 1. Cet espace donne la topologie du circuit du convertis-
seur. Il est établi à partir des graphes d’état décrivant le fonctionnement des com-
posants. Ensuite, avec la topologie actuelle, le modèle linéaire avec les matrices
d’état correspondantes est discrétisé. Le vecteur global discret est alors composé
de deux sous-vecteurs (composants non linéaires et modèle linéaire) et la repré-
sentation globale est :[
q[k+1]
x j[k+1][k+1]
]
=
[
h(q[k],x[k],ve[k],k)
Φ j[k+1]x j[k+1][k]+Γ j[k+1]ve[k]
]
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où q est le sous-vecteur d’état modélisant les composants non linéaires et j[k+1]
la configuration topologique à l’instant k+1.
1.1.3 Modèles hybrides
Nous avons vu que le mode CCM possède deux configurations du circuit du
convertisseur et que le mode DCM possède trois configurations. Les modèles
continus et discrets présentés ont toujours combiné les configurations en une seule
en prenant souvent la moyenne. En revanche, le principe des modèles hybrides est
de considérer le système comme continu ou bien discret dans chaque configura-
tion, et puis de choisir celle correspondant à chaque instant. Le modèle hybride
est représenté par un graphe d’état où chaque état est un modèle décrivant une
dynamique valable sous certains conditions. Ce modèle reflète un comportement
plus précis du système, mais son challenge est de bien maîtriser le passage entre
les configurations. Les travaux de cette thèse ne se focalisent pas sur l’aspect hy-
bride, nous ne présentons que brièvement ces approches.
Concernant les convertisseurs DC-DC, il y a plusieurs méthodes hybrides pour
les modéliser. Nous présentons quelques unes parmi elles [AFJ+07].
– Système linéaire commuté
Le système est considéré linéaire par configuration du circuit, et la commuta-
tion entre les équations de chaque configuration est assurée par une fonction
de commutation à concevoir selon la topologie du convertisseur et le mode
de fonctionnement (CCM ou DCM). La représentation est donc :
{
x˙(t) = Aα(x,t)x(t)+bα(x,t)ve
y(t) = Cx(t)
(1.39)
où x est le vecteur d’état, α(x, t) : Rn×R+ → {1,2, . . . ,m} la fonction
de commutation à concevoir, m le nombre des configurations possibles et
(Ai,Bi), 1≤ i≤ m un sous-système de (1.39).
– Système à temps discret affine par morceau
Cette méthode est fondée sur la notion de ν-résolution [PGM04], [Gey05],
[GPM08], [VRAGL10]. Elle consiste à partitionner la période de commuta-
tion en plusieurs parties où dans chacune d’elles, la représentation discrète
de la configuration correspondante est utilisée. Dans la partie comprenant
une transition entre deux configurations, la moyenne et prise. Nous donnons
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un exemple dans le cas de trois partitions (ν= 3) :
x[k+1] =Φ3x[k]+

Φ2Ψ3d[k], d[k] ∈
[
0;
1
3
]
Φ2Ψ+ΦΨ3
(
d[k]− 1
3
)
, d[k] ∈
[
1
3
;
2
3
]
Φ2Ψ+ΦΨ+Φ3
(
d[k]− 2
3
)
, d[k] ∈
[
2
3
;1
]
où Φ = eFτ, ψ = f
τ∫
0
eF(τ−t)dt, τ = T/3 et F et f sont des matrices qui se
déduisent de celles correspondantes aux configurations du circuit du conver-
tisseur.
– Modèle échantillonné
Cette méthode est utilisée en mode CCM. Le système à deux configurations,
correspondant aux états ouvert et fermé de l’interrupteur, est représenté par :
x˙(t) =
{
F˘x(t)+ G˘1ve(t)+ G˘2, t ∈ I˘(d[k])
Fˆx(t)+ Gˆ1ve(t)+ Gˆ2, t ∈ Iˆ(d[k]) (1.40)
vs(t) =
{
H˘x(t)+ J˘ve(t), t ∈ I˘(d[k])
Hˆx(t)+ Jˆve(t), t ∈ Iˆ(d[k]) (1.41)
avec vs la tension de sortie et 2{
I˘(d[k]) := [kT ;(k+d[k])T )
Iˆ(d[k]) := [(k+d[k])T ;(k+1)T )
Ensuite, la sortie utilisée pour la commande est y[k] = 1T
kT∫
(k−1)T
vs(t)dt.
– Modèle robuste à temps discret
Cette approche modélise les convertisseurs DC-DC en temps discret par :
x[k+1] = Φ¯(R)x[k]+ Γ¯(d[k],R) (1.42)
où Φ¯(R) et Γ¯(d[k],R) dépendent du rapport cyclique d et la charge R (consi-
dérée résistive). Ce modèle n’étant pas adapté pour la commande, une repré-
sentation linéaire est utilisée :
x[k+1] =Φx[k]+Γd[k] (1.43)
2. := désigne une définition
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En remplaçant (1.42) par (1.43), l’erreur maximale est donnée par :
J = sup
∥∥Φx+Γd− Φ¯(R)x− Γ¯(d,R)∥∥ (1.44)
Il faut minimiser J. Le problème de synthèse d’une loi de commande est
donc formulé comme un problème d’optimisation tout en intégrant l’objectif
de minimisation de J.
1.1.4 Modèles linéaires à paramètres variants
Une façon de représenter la non linéarité d’un système est de le transformer en
un système linéaire, mais en considérant que les matrices d’état dépendent elles-
mêmes des paramètres variant dans le temps. Ceci a pour but de profiter de la
forme linéaire afin d’appliquer des techniques de synthèse de lois de commande
bien formulées pour ces classes de systèmes. Ces techniques transforment géné-
ralement les problèmes de synthèse en des problèmes d’optimisation sous forme
d’équations de Riccati ou d’inégalités matricielles. Un système linéaire à para-
mètres variants (LPV) est décrit par :{
x˙ = A(θ)x+B(θ)u
y = C(θ)x+D(θ)u (1.45)
θ(t) = (θ1 θ2 · · · θp)> est un vecteur de p paramètres. Souvent, la synthèse de
lois de commande exige la connaissance des bornes inférieures et supérieures sur
θ, et parfois aussi, sur θ˙. Parmi les systèmes LPV, trois types sont souvent utili-
sés et traités : systèmes LPV affines, polytopiques et les représentations linéaires
fractionnaires.
– LPV affine
Les matrices d’états dépendent de θ d’une façon affine. Elles peuvent être
exprimées sous la forme :
M =∑Miθi ; M =
[
A B
C D
]
(1.46)
– LPV polytopique
Les matrices d’état sont chacune une combinaison barycentrique de plu-
sieurs matrices :
M =∑αiMsi ; 0≤ αi ≤ 1 et ∑αi = 1 (1.47)
Les représentations affines et polytopiques sont équivalentes. Nous pouvons
passer d’une à l’autre, par exemple, en exprimant chaque matrice de sommet
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Msi en fonction des matrices Mi et les bornes de θ. De la même façon, αi peut
être exprimée en fonction des θi et leurs bornes.
– Représentation linéaire fractionnaire
La transformation linéaire fractionnaire (LFT de l’anglais : Linear Fractional
Transformation) représente le système par une interconnexion d’un système
linéaire à temps invariant (LTI) avec une matrice (système statique) ∆ dépen-
dant des paramètres (Fig. 1.10). La dépendance des paramètres est donc dé-
couplée et mise à part du système LTI. Cette représentation est utilisée dans
le cas où les matrices d’état dépendent rationnellement des paramètres. Ce-
pendant, il n’est pas toujours aisé de trouver une représentation LFT d’ordre
minimale, c’est à dire, avec une matrice ∆ de taille minimale.
Figure 1.10 – Représentation linéaire fractionnaire
Les modèles LPV peuvent être à temps continus ou bien discrets et dans les
deux modes de conduction. Ils sont rarement utilisés pour les convertisseurs DC-
DC en raison de la difficulté de les ramener sous les trois formes présentées pré-
cédemment. En général, le modèle moyen bilinéaire est représenté sous la forme
affine ou polytopique, ce qui donne une approche conservative [OLA+10]. Au-
trement, le système bilinéaire est linéarisé et le point d’équilibre est considéré
comme le paramètre θ variant dans le temps et donc, une des trois représentations
est utilisée.
1.1.5 Modèles énergétiques
Une classe de modèles continus en mode CCM ou DCM, très intéressante pour
les convertisseurs de puissance, est la classe de modèles énergétiques. Le terme
« énergétiques » signifie que la représentation reflète le comportement du point
de vue énergétique. Le modèle est donc formulé à partir des énergies du système
ou, plus formellement, des fonctions de stockage. Il existe deux types de modèles
énergétiques utilisés pour les convertisseurs DC-DC : le modèle d’Euler-Lagrange
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et le modèle Hamiltonien. Nous présentons le principe de chaque modèle en bref.
– Modèle d’Euler-Lagrange
Ce modèle est fondé sur l’équation d’Euler-Lagrange utilisée souvent pour
décrire et modéliser les systèmes mécaniques, en particulier dans le domaine
de la robotique. L’équation différentielle a la forme :
d
dt
∂L
∂q˙
(q, q˙)− ∂L
∂q
(q, q˙) =−∂F
∂q˙
(q˙)+Q (1.48)
avec L(q, q˙) = T (q˙)−V (q) et :
L → Lagrangien
T → Energie cinétique
V → Energie potentielle
F → Fonction de dissipation de Rayleigh
Q → Entrées exogènes
q → Position mécanique
Dans le cas des systèmes électriques, notamment les convertisseurs DC-DC,
il est nécessaire d’établir l’analogie des énergies cinétique et potentielle et la
fonction de dissipation de Rayleigh. L’analogie de la position est la charge
stockée dans les condensateurs. L’analogie de la vitesse et la force sont donc
le courant et la tension respectivement. L’analogie de l’énergie cinétique
est alors celle emmagasinée dans les inductances. D’autre part, l’analogie
de l’énergie potentielle est celle stockée dans les condensateurs grâce aux
charges. La fonction de dissipation de Rayleigh représente la dissipation
dans le circuit électrique qui est naturellement décrite par des résistances
pures. Nous pouvons dire que l’inductance est l’équivalent à l’inertie méca-
nique, la capacité à l’élasticité et la résistance au frottement. En remplaçant
dans (1.48), l’équation de la dynamique du système est obtenue.
– Modèle Hamiltonien
Dans cette approche, l’équation de la dynamique est obtenue sous la forme :
x˙ = (J−R)∂H
∂x
+ξ (1.49)
où J est une matrice antisymétrique, appelée matrice d’interconnexion, R
une matrice de dissipation qui est semi-définie positive, H l’énergie totale
du système (somme des énergies cinétique et potentielle) et ξ un vecteur
des entrées exogènes. Le vecteur d’état x est constitué des flux traversant les
inductances et des charges stockées dans les condensateurs, au lieu des cou-
rants et tensions. Ce modèle peut-être déduit du modèle moyen ou bien en
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utilisant une méthode systématique qui est développée dans le chapitre 4.
Ces deux approches énergétiques sont détaillées dans le chapitre 4.
1.2 Discussion sur les modèles
Comme nous l’avons vu, diverses approches sont impliquées dans la modéli-
sation des convertisseur DC-DC et conduisent parfois à des résultats similaires.
En réalité, chaque approche à été conçue pour un objectif. Il faut donc pouvoir
déterminer l’utilisation de chacune d’elles afin de décider lesquelles seront utiles
et dans quelles perspectives. Après avoir analysé ces modèles, nous estimons leurs
potentialités, vis-à-vis de leur exploitation pour l’analyse des comportements des
convertisseurs et la synthèse de lois de commande globales robustes, en termes de
la complexité mathématique, précision et faisabilité d’implantation pratique.
Le modèle moyen, représenté par (1.1), fournit un modèle unifié pour tous les
types de convertisseurs DC-DC en utilisant une forme générale canonique. La re-
présentation d’état globale permet d’analyser la stabilité et la conception des lois
de commande non linéaires. Ce modèle bilinéaire est assez simple mathématique-
ment et est valide sur tout l’espace de fonctionnement du convertisseur. Il reflète
donc le comportement moyen des variables d’état. Dans la majorité des cas, le
dimensionnement du circuit du convertisseur est fait de façon à assurer des ondu-
lations faibles autour de la valeur moyenne. Il est donc très raisonnable d’utiliser
ce modèle pour l’analyse et la synthèse. Cependant, il est valide pour une plage de
fréquences qui doit être inférieure à la fréquence de commutation. Dans les appli-
cations industrielles, les contraintes de poids et d’encombrement obligent souvent
le concepteur à choisir des fréquences de découpage élevées. En revanche, le mode
DCM n’est pas bien représenté en raison de la réduction de l’ordre qui conduit à
la perte de la dynamique d’une variable d’état.
L’approche par modèle en circuit moyenné dans la section 1.1.1.2.1 est très
utile pour l’analyse des fonctions de transfert locales, l’étude des impédances
d’entrée et de sortie du circuit du convertisseur et l’intégration avec d’autres cir-
cuits électroniques. Cependant, l’exploitation pour la synthèse des lois de com-
mande non linéaires robustes est limitée.
Dans les sections 1.1.1.2.2 et 1.1.1.2.3, les modèles d’ordre plein présentent
une formulation plus précise que le modèle moyen initial. Ils reflètent, selon les
précisions de leurs approximations, les ondulations des signaux en temps réel et
sont moins limités en fréquence. Néanmoins, ils sont conçus pour le mode CCM
seulement et ont des formulations mathématiques complexes, ce qui rend très dif-
ficile leur exploitation pour la synthèse des lois de commande non linéaires. Ils
conviennent mieux aux convertisseurs à résonance.
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Les modèles d’ordre plein corrigé dans les sections 1.1.1.3.1 et 1.1.1.3.2 ont les
mêmes caractéristiques en mode CCM que le modèle moyen initial. En revanche,
ils sont conçus spécialement pour le mode DCM, et présentent une très haute
précision pour ce mode. Leur formulation est aussi assez simple pour la synthèse
des lois de commande non linéaires, mais ils reflètent toujours le comportement
moyen. De plus, le modèle numérique de la section 1.1.1.3.2 est plus précis dans
le cas de la présence d’éléments parasites, mais devient plus complexe du point
de vue de la synthèse en raison du manque des expressions analytiques.
Concernant les modèles à temps discret, il est évident que le modèle linéaire
de la section 1.1.2.1 est valide localement. Les modèles bilinéaires des sections
1.1.2.2 et 1.1.2.3 ont presque les mêmes caractéristiques que le modèle moyen
continu (1.1) en termes de comportement et de synthèse de lois de commande. Ce-
pendant, le modèle amélioré (section 1.1.2.3) présente une meilleure précision. De
plus, les modèles discrets non linéaires des sections 1.1.2.4.1, 1.1.2.4.2 et 1.1.2.4.3
présentent une meilleure précision au niveau de l’analyse de comportement, mais
sont plus complexes à utiliser pour la synthèse des lois de commande.
Seulement les modèles des sections 1.1.2.4.2 et 1.1.2.4.3 peuvent être utilisés
pour les deux modes de conduction. Enfin, l’avantage des modèles à temps discret
est la facilité d’implantation pratique, étant donné que les modèles à temps continu
devront être discrétisés avant d’être implantés. Néanmoins, les méthodologies et
approches de synthèse des lois de commande sont beaucoup plus nombreuses et
avancées dans le cas des modèles à temps continus, ce qui explique le besoin de
la synthèse à temps continu. De plus, la synthèse directe et non linéaire à temps
discret est beaucoup plus difficile.
Les modèles hybrides traitent les deux modes de conduction de la même fa-
çon. Ils reflètent un comportement très précis du convertisseur en raison de leur
modélisation de chaque configuration précisément. De plus, cette modélisation
est parfaitement linéaire, ce qui facilite l’analyse et la synthèse des lois de com-
mande. Cependant, la difficulté reste dans la gestion des transitions entre les confi-
gurations, qui peut être très couteuse en termes de complexité mathématique et
d’analyse de la stabilité des lois de commande synthétisées. Aussi, l’implantation
pratique devient plus complexe.
Les deux dernières classes des modèles présentées (modèles linéaires à pa-
ramètres variants et modèles énergétiques) sont généralement issues du modèle
moyen bilinéaire. Même s’ils ont des caractéristiques proches, leur objectif est de
pouvoir analyser le comportement et éventuellement synthétiser des lois de com-
mande selon des points de vue différents et efficaces. Les modèles LPV consistent
à utiliser des techniques linéaires pour les systèmes non linéaires, mais cela peut
conduire à des formulations mathématiques complexes. Les modèles énergétiques
ont pour rôle de refléter le comportement afin de l’améliorer du point de vue éner-
gétique.
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1.3 Choix des modèles et conclusion
Le choix d’un modèle pour une commande est déterminé selon les exigences
pour atteindre certains niveaux de performances (précision, rapidité, insensibilité
aux bruits, ...) et de robustesse exprimés par le cahier des charges. Cependant, pour
un système donné, il n’est pas toujours facile de décider quelle loi de commande
donnera les meilleurs résultats, mais il est possible d’envisager une classe des lois
de commande et de les étudier. Par conséquent, les classes de structures/méthodes
de commande exigeront des modèles dédiés. Cette thèse se focalise donc sur la
synthèse des lois de commande non linéaires tout en assurant la faisabilité de leur
implantation pratique et de la réponse aux cahiers des charges.
Dans un premier temps, le comportement non linéaire des convertisseurs DC-
DC est précisément analysé afin de mieux comprendre et choisir des lois de com-
mande adaptées. Pour cela, le modèle moyen bilinéaire (1.1) est utilisé, et une
caractérisation est définie dans le chapitre 2. Nous estimons que ce modèle reflète
suffisamment l’analyse souhaitée pour la commande avec un bon compromis pré-
cision/complexité. Il est alors utilisé pour étudier et synthétiser des lois de com-
mande et des observateurs par l’approche des modes glissants (chapitre 3). De
plus, l’approche énergétique est particulièrement abordée dans cette thèse et les
modèles énergétiques sont en conséquence étudiés et détaillés dans le chapitre 4.
L’approche par « immersion et invariance » est exploitée pour l’estimation et l’ob-
servation (chapitre 5). Le modèle moyen bilinéaire est encore utilisé. Dans toutes
les approches traitées, les avantages, inconvénients et conséquences du choix du
modèle correspondant sont clarifiés dans les chapitres dédiés. Finalement, le choix
des modèles à temps continu et non pas discrets se fonde sur la discussion donnée
dans la section 1.2.

Chapitre 2
Analyse du point de vue de la
commande
La mise en œuvre des algorithmes et lois de commande nécessite des modèles
qui reflètent le comportement du circuit électronique d’un convertisseur. Cela est
souvent une tâche difficile pour les ingénieurs et chercheurs en électronique de
puissance et en automatique. Nous avons vu dans le chapitre 1 que de nombreux
modèles, fondés sur différentes approches mathématiques, ont été développés dans
la littérature. Certains conviennent aux automaticiens, tandis que d’autres ne sont
pas adaptés dans un environnement industriel, en raison de leur complexité qui,
d’une part, impose un travail analytique important, d’autre part rendent des al-
gorithmes de résolution numériques fastidieux ou encore difficiles à implanter
en temps réel en raison des ressources nécessaires à leur implantation. Cepen-
dant, après avoir décidé d’exploiter une approche de modélisation pour la com-
mande, la synthèse ne peut pas être directement effectuée. Il est nécessaire d’ana-
lyser le système du point de vue de la commande. En général, les analyses com-
prennent l’étude du comportement physique du système à commander. Dans le
cas des convertisseurs de puissance, il s’agit d’étudier le fonctionnement électro-
nique du circuit. Presque toutes ces analyses abordent le comportement du circuit
et donc, l’automaticien doit essayer de transformer ces résultats avec sa propre
méthode d’interprétation, pour pouvoir synthétiser les lois de commande. Ceci a
créé parfois une certaine distance entre les automaticiens et les électroniciens de
puissance. L’objectif de cette analyse du point de vue de la commande est donc
d’essayer de réduire, voire éliminer cette distance et, éventuellement, interpréter
et associer au comportement physique, des règles en automatique à prendre en
compte lors de la synthèse. En préalable à l’analyse, ce chapitre présente une
illustration du processus de dimensionnement du circuit d’un convertisseur DC-
DC afin de faire le lien entre les éléments du circuit et son comportement physique.
Ensuite, les marges de fonctionnement d’un convertisseur sont établies pour assu-
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rer un mode de fonctionnement, puis une méthode systématique pour l’analyse du
point de vue de la commande est proposée. Cette analyse est mise en évidence par
la synthèse des lois de commande classiques. Comme indiqué dans la section 1.3
du chapitre 1, le modèle moyen est utilisé. Ce chapitre se conclut par l’illustration
de la corrélation entre le modèle moyen bilinéaire, le modèle en commutation et
les résultats expérimentaux.
2.1 Pré-dimensionnement et analyse du fonctionne-
ment quasi-statique
Un convertisseur DC-DC est généralement conçu pour fonctionner dans un ou
plusieurs environnements bien connus et aussi pour respecter une ou plusieurs
spécifications bien définies. Le pré-dimensionnement du circuit est donc réalisé
afin de satisfaire des conditions d’utilisation. Il est alors évident que le comporte-
ment physique est directement lié aux valeurs des composants du convertisseur et
à la fréquence de commutation. Il faut choisir les composants de puissance pour
une valeur ou bien une plage de fréquences de commutation. Cependant, le fonc-
tionnement à plusieurs fréquences complique le dimensionnement au niveau de
la taille du circuit et d’autres contraintes technologiques comme l’ondulation de
tension de sortie. Il est donc préférable de prévoir une fréquence fixe du point de
sa réalisation et en particulier dans un cadre industriel.
La tâche de stabilisation et d’adaptation du convertisseur aux différents envi-
ronnements et consignes d’opération est réalisée par le biais de la loi de com-
mande. Nous allons donc illustrer le processus de dimensionnement des conver-
tisseurs pour une fréquence de commutation fixe. De plus, dans cette thèse, nous
nous intéressons aux problèmes de stabilisation des convertisseurs DC-DC à ordre
élevé, comme le SEPIC (Single-Ended Primary Inductor Converter), qui ne sont
généralement pas présents pour les convertisseurs basiques. Le dimensionnement
est donc illustré pour le convertisseur SEPIC dans le mode CCM. Concernant le
choix de la fréquence de commutation, deux fréquences sont choisies pour les
deux prototypes expérimentaux réalisés au laboratoire spécifiquement pour va-
lider expérimentalement les outils méthodologiques proposés. Un prototype uti-
lisant une carte d’acquisition dSpace® à 20kHz, et un autre une carte FPGA à
500kHz.
Le convertisseur SEPIC est constitué d’une cellule de commutation, de deux
condensateurs et de deux inductances (Fig.2.1). Nous considérons toujours que la
charge est résistive.
Le pré-dimensionnement des éléments passifs du circuit du convertisseur est
effectué à partir de la définition des contraintes quasi-statiques pour la puissance,
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Figure 2.1 – Schéma du convertisseur SEPIC
les tensions et les courants du circuit. La diode et l’interrupteur sont dimensionnés
à partir de la définition des valeurs des tensions et courants maximales admissibles
et aussi des pertes en conduction et en commutation.
2.1.1 Pré-dimensionnement des éléments passifs
Prenons les contraintes quasi-statiques suivantes, où le terme « quasi-statiques »
indique que nous considérons les valeurs permanentes (statiques) :
– P ∈ [Pmin ; Pmax] (plage de la puissance P =VeIe =VsIs)
– Ve ∈ [Vemin ; Vemax] (plage de la tension d’entrée)
– ∆ie < xie Iemin (ondulation du courant d’entrée)
– ∆vs < xvs Vs (ondulation de la tension de sortie)
– ∆vC1 < xvC1 Vemin (ondulation de la tension VC1)
– Mode CCM sur la plage P ∈ [Pmin ; Pmax] & Ve ∈ [Vemin ; Vemax]
– Fréquence de découpage (commutation) fixée selon de type d’application :
20kHz pour la solution à base de la carte dSpace et 500kHz pour la version
à base de FPGA
où xie, xvs et xvC1 sont des pourcentages à définir en fonction de l’application en-
visagée. Le dimensionnement est fait à partir des chronogrammes des courants et
tensions au sein du convertisseur : Fig. 2.2. Nous supposons que la tension d’en-
trée et le courant de sortie sont constants et nous supposons que le fonctionnement
du convertisseur est dans le mode CCM.
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Figure 2.2 – Chronogrammes des courants et tensions en mode CCM pour le convertisseur SEPIC
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2.1.1.1 Relation entrée/sortie
La relation entrée/sortie du convertisseur est obtenue en considérant la valeur
moyenne de la tension vL1 . Nous avons, d’une part 〈vL1〉 = 0, et d’autre part,
〈vL1〉= dVe− (1−d)Vs, ce qui donne :
Vs =
d
1−dVe (2.1)
2.1.1.2 Conditions de conduction continue
Il y a plusieurs méthodes pour définir la limite de conduction entre CCM et
DCM, selon l’intérêt du comportement des tensions et courants du convertisseur.
Par exemple, la Fig. 1.2 du Chapitre 1 définit la limite par rapport au courant de
l’inductance iL. Dans notre cas, elle est définie quand idmin = 0. Si idmin > 0, nous
fonctionnons en mode CCM. La valeur moyenne du courant de la diode est égale
au courant de sortie (la valeur moyenne du courant du condensateur C2 étant égale
à 0). Nous avons donc :
〈id〉 = Is
〈id〉 = idmin+ idmax2 (1−d)
idmax = idmin+Vs
L1+L2
L1L2
(1−d)T
ce qui donne :
idmin =
Is
1−d −Vs
L1+L2
L1L2
(1−d)T
2
La limite de conduction continue est définie lorsque idmin = 0. Nous obtenons la
relation :
Is
1−d =Vs
(1−d)
FLeq
; Leq =
L1L2
L1+L2
; F = 1/T
Pour mieux caractériser la frontière entre les deux modes de conduction, nous
définissons les unités réduites suivantes :
x =
FLeqIs
Ve
& y =
Vs
Ve
La relation définissant la frontière entre CCM et DCM est en utilisant ces défini-
tions :
xlimite =
1
2
y
(1− y)2 (2.2)
La Fig. 2.3 donne le réseau de courbes de fonctionnement de la structure SEPIC
avec la frontière CCM/DCM donnée par l’équation (2.2) en rouge. Nous souhai-
42 2.1 Pré-dimensionnement et analyse du fonctionnement quasi-statique
Figure 2.3 – Courbes de fonctionnement de la structure SEPIC et frontière CCM/DCM
tons que le convertisseur fonctionne en mode CCM sur la plage P ∈ [Pmin ; Pmax]
& Ve ∈ [Vemin ; Vemax] ; pour cela, l’inégalité suivante doit être vérifiée :
xlimite < xCCM⇒ FLeqIsVe >
1
2
y
(1− y)2
ce qui donne :
Leq >
V 2s
2FP(1+ VsVe )
2
= f (P,Ve) (2.3)
2.1.1.3 Pré-dimensionnement de L1
Pour dimensionner L1, nous imposons la contrainte suivante :
∆ie < xie Iemin = xie
Pmin
Vemax
A l’aide du chronogramme de la Fig. 2.2, nous pouvons calculer ∆ie :
∆ie =
Ve
L1
dT
Après simplification, nous obtenons l’inégalité suivante :
L1 >
VsVemax
xieFPmin(1+ VsVe )
= fL1(Ve)
La fonction fL1 est maximale pour Ve =Vemax, donc :
L1 > L1max =
VsVemax
xieFPmin(1+ VsVemax )
(2.4)
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2.1.1.4 Pré-dimensionnement de L2
En utilisant (2.3) et (2.4), nous pouvons donner une relation de contraintes sur
L2 :
L2 > L2max =
1
2FPmin(1+ VsVemax )
2
V 2s
− 1
L1max
(2.5)
2.1.1.5 Pré-dimensionnement de C2
Pour dimensionner C2, nous imposons la contrainte ∆vs < xvs Vs, et nous cal-
culons donc ∆vs à l’aide du chronogramme de la Fig. 2.2.
∆vs =
Is
C2
dT
Après simplification, nous obtenons :
C2 >
P
xvsFve(Vs+Ve)
= fC2(Ve)
La fonction fC2 est maximale pour Ve =Vemin et P = Pmax, donc :
C2 >C2max =
Pmax
xvsFVemin(Vs+Vemin)
(2.6)
2.1.1.6 Pré-dimensionnement de C1
Pour C1, nous imposons ∆vC1 < xvC1 Vemin. Encore, à l’aide du chronogramme
de la Fig. 2.2, nous pouvons calculer ∆vC1 :
∆vC1 =
T∫
dT
dvC1 =
1
C1
T∫
dT
iC1dt =
1
C1
T∫
dT
(− vs
L1
t+ iemax)dt
Supposant que le rendement du convertisseur est égal à l’unité (sans pertes), 〈id〉=
Is et donc :
iemax = iemin+
Vs
2L1
(1−d)T
Nous obtenons après simplification :
C1 >C1max =
Pmax
xvC1FVemin(Vs+Vemin)
(2.7)
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2.1.2 Pré-dimensionnement du MOSFET et de la diode
2.1.2.1 MOSFET, pertes en conduction
L’allure de la tension et du courant au sein de l’interrupteur MOSFET sont
montrés dans la Fig. 2.4. Le MOSFET à l’état passant (conduction) est modélisé
Figure 2.4 – Tension/courant au sein du MOSFET
par une résistance RdsON . La puissance de conduction correspondante est donnée
par :
PcondMOS =
dT∫
0
RdsON i2kdt =
dT∫
0
RdsON(
ve
L1
t+ iemin)2dt (2.8)
où iemin =
P
Ve
− Vs
2FL1
(1−d).
2.1.2.2 MOSFET, pertes en commutation
Lors du changement d’état des interrupteurs, la présence simultanée de courant
et tension, de manière transitoire, génère des pertes dites « en commutation ».
Celles-ci sont dépendantes des MOSFET, des drivers et du câblage (inductances
parasites). La Fig. 2.5 montre quatre temps de commutation du MOSFET pendant
une période T . Nous les notons tr1, t f 1, tr2 et t f 2, correspondant respectivement au
temps de montée du courant et temps de descente de la tension durant la fermeture
de l’interrupteur, et ensuite, au temps de montée de la tension et temps de descente
du courant durant l’ouverture.
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Figure 2.5 – Mise en évidence des temps de montée et de descente des commutations du MOSFET
2.1.2.3 MOSFET, contraintes maximales
Pour pré-dimensionner le MOSFET, il est nécessaire connaître les valeurs maxi-
males du courant et de la tension appliqués. Ils sont donnés par : Ikmax = iemax =
Pmax
Vemin
+
Vs
2FL1
(1− Vs
Vemin+Vs
)
Vkmax = Vemax+Vs
(2.9)
2.1.2.4 Diode, pertes en conduction
La diode est modélisée à l’état passant par une résistante rON et une source de
tension VON . La valeur moyenne de la puissance dissipée dans la diode est donc
donnée par :
Pconddiode =
1
T
T∫
0
vdiddt =
1
T
T∫
dT
VON iddt+
1
T
T∫
dT
rON i2ddt (2.10)
2.1.2.5 Diode, contraintes maximales
Comme pour le MOSFET, pour pré-dimensionner la diode, il faut connaître les
valeurs maximales du courant et de la tension appliqués. Ces valeurs sont données
par : Idmax = idmax = iemax =
(L1+L2)V 2emaxV
2
s +2FL1L2Pmax(Vemax+Vs)
2FL1L2VemaxVs(Vemax+Vs)
Vdmax = −Vemax−Vs
(2.11)
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F(kHz) L1(H) L2(H) C1(F) C2(F)
20 2,3m 330µ 190µ 190µ
500 185µ 13µ 7,6µ 7,6µ
Tableau 2.1 – Valeurs numériques des éléments passifs
2.1.3 Résultats numériques
Les valeurs numériques des éléments passifs sont choisies d’après les données
des catalogues des constructeurs, et en utilisant (2.4), (2.5), (2.7) et (2.6). Concer-
nant le MOSFET et la diode, (2.9) et (2.11) sont utilisées pour les choisir. Ensuite,
leurs pertes maximales, en fonction de P et Ve, sont calculées selon (2.8), les pertes
du MOSFET en commutation (section 2.1.2.2) et (2.10) afin de déterminer le ren-
dement η du circuit. Nous considérons les contraintes quasi-statiques suivantes :
– P ∈ [Pmin ; Pmax] = [10 ; 100]W
– Ve ∈ [Vemin ; Vemax] = [15 ; 25]V
– Tension de sortie nominale égale à 20V
– ∆ie < xie Iemin : xie = 60%
– ∆vs < xvs Vs : xvs = 5%
– ∆vC1 < xvC1 Vemin : xvC1 = 5%
Les tableaux 2.1 et 2.2 résument les valeurs numériques pour les deux fré-
quences de commutation considérées (20kHz et 500kHz). Nous remarquons que
les valeurs des contraintes courant/tension du MOSFET et de la diode ne va-
rient pas. Donc, quelle que soit la fréquence de fonctionnement, nous pouvons
choisir un seul MOSFET et une seule diode. Afin d’estimer les pertes dans le
convertisseur, nous choisissons un MOSFET IRFR3518 avec les caractéristiques
(80V-30A- 29mΩ-tr=25ns-t f =13ns) et une diode Schottky 30CPQ150 avec les ca-
ractéristiques (150V-2×15A-VON=0,78). Le tableau 2.3 résume les valeurs numé-
riques. Ces pertes peuvent être évacuées facilement en utilisant un simple Substrat
Métal Isolant (SMI).
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F(kHz) Ikmax(A) Vkmax(V) Idmax(A) Vdmax(V)
20 6,67 45 9,9 -45
500 6,67 45 9,9 -45
Tableau 2.2 – Valeurs maximales du MOSFET et diode
F(kHz) Pdiode(W) PMOS(W) Ptotale(W) η(%)
20 3,9 1,42 5,32 94,7
500 3,9 5,62 9,52 90,5
Tableau 2.3 – Pertes et rendement du circuit
2.2 Marges de fonctionnement
Dans la section précédente, nous avons expliqué les conditions de fonction-
nement dans les modes CCM et DCM (Fig. 2.3). Cependant, nous présentons ici
une généralisation et une reformulation de ces conditions d’un point de vue adapté
pour la synthèse des lois de commande. Nous appliquons cette étude au conver-
tisseur SEPIC, mais elle peut également être appliquée à tous les convertisseurs
DC-DC.
En utilisant le modèle moyen linéaire (1.2), l’expression du gain statique Vs/Ve
du SEPIC est VsVe =
D
1−D sans prendre en compte les pertes résistives représentées
par des résistances équivalentes rL1 et rL2 en série avec les inductances L1 et L2
respectivement. En revanche, si nous prenons en compte ces pertes, l’expression
du gain statique devient :
Vs
Ve
=
(1−D)DR
(−1+D)2R+ rL2−2DrL2 +D2(rL1 + rL2)
(2.12)
Nous voyons que dans l’expression sans pertes, D peut varier de 0 à 1 et Vs varie de
0 à ∞. Cependant, dans (2.12), si D tend vers 1, Vs tend vers 0. Ainsi, en pratique,
il existe une valeur maximale pour D après laquelle Vs commence à diminuer. Au
delà de cette valeur, Vs entre dans une région que nous allons appeler « région
de chute de tension », où le rendement du convertisseur n’est pas très favorable.
Ceci impose donc une limite supérieure sur la valeur statique du rapport cyclique.
La valeur maximale Dmax dépend généralement des éléments dissipatifs du circuit
(rL1 , rL2 et R pour le SEPIC). Etant donné que rL1 et rL2 sont connues et ne varient
pas selon le point de fonctionnement du convertisseur, nous considérons Dmax
comme une fonction de la charge R. Cette fonction est donné par :
Dmax(R) =
R+ rL2−
√
rL1(R+ rL2)
R− rL1 + rL2
(2.13)
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D’autre part, la condition de fonctionnement à la limite des modes CCM et
DCM, donnée par (2.2), peut être reformulée en remplaçant x par son expression
et y par (2.12). Ensuite, D est déterminé en fonction des autres variables de l’ex-
pression. Ceci donne donc une limite pour D, qui est en fait, comme une limite
inférieure si nous souhaitons rester en mode CCM. Cette limite dépend aussi de R
et est donnée par :
Dlimite(R) = 1−
√
2FL1L2
R(L1+L2)
(2.14)
Cependant, (2.14) est valide dans le cas sans pertes en raison de la complexité
de trouver l’expression exacte en prenant en compte les pertes. Pour cela, nous
évaluons numériquement les différentes valeurs de Dlimite(R) en faisant varier R
dans la plage de puissance admissible. Finalement, ces valeurs numériques sont
tracées en fonction de R avec les deux limites (2.13) et (2.14) dans la Fig. 2.6.
Figure 2.6 – Modes et régions d’opération selon R et D
Concernant la limite entre les modes CCM et DCM, la courbe en pointillés
tracée numériquement en prenant en compte les pertes, colle presque parfaite-
ment avec celle en trait plein, trouvée analytiquement dans le cas sans pertes.
Ceci montre que l’expression analytique (2.14) peut être toujours utilisée pour re-
présenter cette limite. Finalement, d’après la Fig. 2.6 nous donnons la proposition
suivante :
Proposition 2.1. Dans le cas réel de fonctionnement d’un convertisseur DC-DC
(prise en compte des pertes du circuit), pour chaque valeur de la charge R :
– Il existe une valeur maximale admissible Dmax pour le rapport cyclique D,
où Dmax < 1. Au delà de cette valeur, la tension de sortie n’est plus conver-
tie d’une façon similaire au cas idéal, et le rendement du convertisseur de-
vient très faible. De plus le franchissement de cette frontière peut conduire
à l’instabilité d’un convertisseur régulé car le gain en régime dynamique
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change de signe.
– Il existe une plage différente et unique des valeurs admissibles pour D afin
de rester en mode CCM.
– Le démarrage du convertisseur ne peut pas être toujours assuré dans un
mode de fonctionnement (CCM ou DCM). En réalité, il existe une valeur
pour R au delà de laquelle le démarrage passe du mode CCM en mode DCM.
Cette valeur est l’intersection de la courbe (2.14) avec l’axe des abscisses,
trouvée en mettant Dlimite(R) = 0.
Ce résultat d’analyse est très important des points de vue de l’électronique de
puissance et de la commande. D’une part, un électronicien de puissance doit défi-
nir, a priori, la plage de puissance pour laquelle le convertisseur doit fonctionner.
D’autre part, un automaticien aura une idée sur la plage de variation de la charge
afin de pouvoir déterminer (d’après la Fig. 2.6) l’intervalle du rapport cyclique
admissible selon le mode de fonctionnement, qui est l’intervalle de la grandeur de
commande. Cela impose donc une contrainte sur la loi de commande à synthétiser.
De plus, ayant cet intervalle, nous pouvons déterminer un autre intervalle définis-
sant la variation admissible pour la consigne correspondant à une boucle fermée.
Il est calculé à partir de l’expression de la valeur permanente de la sortie à asservir
((2.12) dans le cas de SEPIC). Nous obtenons donc un générateur de la trajectoire
de référence, à fournir à un régulateur conçu a priori. La Fig. 2.7 montre l’in-
tégration du générateur de trajectoire (en trait pointillé) dans une boucle fermée.
Ce générateur nécessite cependant la connaissance de la valeur instantanée de la
charge R qui peut être, éventuellement, issue d’un estimateur de charge.
Par conséquent, les deux spécialistes peuvent dimensionner ensemble le conver-
tisseur en réfléchissant simultanément sur les applications pour lesquelles il sera
conçu, et sur les lois de commande envisagées. Ceci ouvre la porte à la possibilité
de prendre en compte les aspects et contraintes des lois de commande à synthétiser
lors de la phase de dimensionnement et donc, de formuler un problème d’optimi-
sation des composants du circuit du convertisseur afin de répondre à la possibilité
d’implanter certaines lois de commande [Ejj10].
2.3 Effet des zéros instables
Dans cette section, nous présentons une analyse du comportement non linéaire
du convertisseur SEPIC en termes de sa réponse fréquentielle et du comportement
à déphasage non minimal caractéristique de ce type de convertisseur. Le modèle
moyen linéarisé (1.2) est utilisé en faisant varier le point de fonctionnement (point
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Figure 2.7 – Adaptation de la trajectoire de référence
d’équilibre), et en déterminant les pôles et zéros. Même si le terme « instable » est
utilisé pour les pôles, nous l’associons à un zéro pour indiquer qu’il se trouve aussi
dans le demi plan droit (déphasage non minimal). Donc, une analyse de la réponse
fréquentielle du convertisseur a été réalisée pour donner une meilleure idée sur les
défis à prendre en compte lors de la synthèse d’une loi de commande, surtout
que les systèmes à déphasage non minimal imposent des contraintes sur la boucle
fermée. Il est en effet bien connu que la position des zéros instables par rapport
aux autres modes dynamiques du système pourrait imposer de contraintes lourdes
sur la loi de commande et les performances en boucle fermée. La détérioration des
performances peut aller d’une limitation de la bande passante jusqu’à l’instabilité.
Le problème devient encore plus complexe lorsque les zéros instables n’ont pas
des positions fixes et dépendent du point de fonctionnement. Il est donc essentiel
avant toute tentative de concevoir une loi de commande, d’identifier et de bien
localiser les zéros instables.
La fonction de transfert, entre le rapport cyclique (entrée de commande) et
la tension de sortie, possède trois zéros dont les valeurs dépendent du point de
fonctionnement (rapport cyclique D et la charge R). Bien que le point de fonction-
nement dépende également de la tension d’entrée, cette dernière à été fixée, parce
que son influence est presque négligeable. D’autre part, la fonction de transfert,
entre la tension d’entrée et la tension de sortie ne présente pas un changement de
comportement important pour la synthèse des lois de commande. La localisation
de la pulsation correspondant à chaque zéro, par rapport à la bande passante du
système en boucle ouverte, varie selon le point de fonctionnement. Cette localisa-
tion a donc été évaluée et tracée par rapport à la bande passante du système dans
deux cas :
1. En fixant la valeur de la charge R à 22Ω et en faisant varier la valeur en
régime permanent du rapport cyclique D de 0,35 à 0,7.
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2. En fixant D à 0,5 et en faisant varier la résistance de charge R de 5Ω à 40Ω.
Ces cas ont été choisis en utilisant les résultats de la Fig. 2.6 afin de garantir
simultanément un fonctionnement en mode CCM et d’étudier un espace de fonc-
tionnement assez large et représentatif du fonctionnement réel du convertisseur.
Le premier cas peut correspondre à une très grande variation de la tension d’en-
trée (ou éventuellement la tension de référence dans un système de commande en
boucle fermée), tandis que le second peut correspondre à la variation de la charge
connectée, qui sont les cas les plus réalistes dans les applications industrielles.
Les Fig. 2.8 et 2.10 montrent les réponses fréquentielles du convertisseur avec
les positions (pulsations) des zéros instables dans les cas 1 et 2 respectivement.
Les flèches dans les deux figures indiquent le sens de l’évolution en fonction de
l’augmentation des valeurs de D et R respectivement :
– A charge constante et lors de la variation du rapport cyclique, le troisième
tracé de la Fig. 2.8 montre qu’il y a toujours un zéro réel instable (représenté
par des cercles ayant une ordonnée de 0) et une paire de zéros complexes
conjugués (représenté par des cercles ayant une ordonnée de 2) stables jus-
qu’à une certaine valeur de D au delà de laquelle ces zéros deviennent « in-
stables ». La fréquence propre de cette paire de zéros complexes conjugués
se trouve dans la bande passante ce qui peut rendre la synthèse de la loi
de commande complexe, pour conserver le même niveau de performances,
lorsque le point de fonctionnement se décale autour du point de fonctionne-
ment considéré.
– En raison du changement du signe de la partie réelle des zéros complexes, la
Fig. 2.8 montre qu’au delà d’une certaine valeur de D, le profil de la phase
subit un changement important (rotation de phase rapide, déphasage impor-
tant et que le gain diminue considérablement traduisant un zéro de transmis-
sion). Comme montré sur la Fig. 2.9, cette modification du comportement
intervient pour un rapport cyclique d’environ 0,67. Toutefois, la pulsation
caractéristique correspondante reste la même (autour de 1300 rd/s).
– Vis-à-vis de la variation de charge, et pour un rapport cyclique constant D =
0,5, la Fig. 2.10 montre que les profils d’amplitude et de phase restent les
mêmes malgré la variation de la charge. On peut noter une variation du gain,
d’environ 8 dB (soit un facteur 2,5), sur l’ensemble de fréquences de la bande
passante. Le troisième tracé de cette figure montre l’existence d’un zéro réel
instable quelle que soit la charge et une paire de zéros complexes conjugués
stables.
– L’évolution des zéros, est montrée plus précisément par les tracés des Fig.
2.9 et 2.11 qui montrent l’évolution de la partie réelle des trois zéros.
• Comme mentionnée précédemment, les tracés de la Fig. 2.9 indiquent
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que lorsque D augmente, la paire complexe devient « moins stable » (le co-
efficient d’amortissement diminue en raison de la diminution de la partie
réelle) jusqu’à la valeur d’environ 0,67 où elle devient instable (la par-
tie réelle devient positive), ce qui explique la descente progressive de la
phase dans la Fig. 2.8 au lieu d’une augmentation, car sa variation passe
de +180◦ à -180◦.
• La position du zéro réel instable s’approche de la pulsation de cassure
du système (courbe décroissante) d’une manière non linéaire lorsque D
augmente.
• Les tracés de la Fig. 2.11 permettent de conclure sur la stabilité, indé-
pendamment de la charge, de la paire de zéros complexes et indiquent
une augmentation de leur coefficient d’amortissement lorsque R s’accroît
(augmentation de la partie réelle). La position du zéro réel instable s’éloigne
de la bande passante de manière linéaire, quand R augmente c’est-à-dire
lorsque puissance de sortie Ps diminue (à tension de sortie vs constante).
• Pour mieux illustrer les tracés des Fig. 2.9 et 2.11, nous traçons dans
les Fig. 2.12 et 2.13 les lieux dans le plan complexe de la paire de zéros
complexes selon la variation de D et R respectivement. Sur ces courbes
les flèches donnent le sens de l’évolution en fonction des valeurs crois-
santes de D et R. Les zéros étant symétriques par rapport à l’axe réel, seuls
les lieux pour la partie imaginaire positive sont tracés. Les parties imagi-
naires sont quasiment constantes, ainsi ces tracés confirment les analyses
précédentes : l’augmentation du rapport cyclique et (ou)la diminution de
la charge conduisent à la diminution du coefficient d’amortissement des
zéros.
Figure 2.8 – Réponse fréquentielle et positions des zéros selon la variation de D
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Figure 2.9 – Evolution de la partie réelle des zéros selon la variation de D
Figure 2.10 – Réponse fréquentielle et positions des zéros selon la variation de R
Figure 2.11 – Evolution de la partie réelle des zéros selon la variation de R
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Figure 2.12 – Lieux de la paire des zéros complexes selon la variation de D
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Figure 2.13 – Lieux de la paire des zéros complexes selon la variation de R
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Cette analyse révèle que le premier cas semble plus difficile en termes de
conception d’une loi de commande valide sur la plage de variation. Cela est parti-
culier car le profil de la réponse fréquentielle subit des changements significatifs,
et qu’il y a certains cas de fonctionnement avec trois zéros instables et que l’évo-
lution du zéro réel est non linéaire. Néanmoins, le second cas semble plus facile à
réguler en raison de la forme du profil avec peu de changements et de l’évolution
linéaire du zéro réel (étant par ailleurs le seul instable pour cette valeur du rapport
cyclique), ce qui pourrait être pris en compte par la loi de commande. Ainsi, ayant
le zéro réel instable toujours à l’extérieur de la bande passante du système, il n’est
pas recommandé de la réduire en boucle fermée, sauf pour le premier cas où la
paire complexe devient instable pour D > 0,68. Un zéro instable très éloigné de
la bande passante est généralement une configuration favorable.
Une remarque importante ici est que dans le cas d’un modèle ne prenant pas
en compte les pertes, les trois zéros sont toujours instables, ce qui complique
davantage la synthèse d’un régulateur robuste. Ce résultat est cohérent avec celui
énoncé dans [Vor06]. Toutefois, les expressions analytiques approchées des zéros
dans [Vor06] montrent une différence significative dans leurs positions avec ceux
trouvés en utilisant le modèle proposé dans ce manuscrit.
Finalement, cette analyse est identiquement applicable à tous les convertis-
seurs DC-DC afin de caractériser leur comportement non linéaire vis-à-vis de la
synthèse des lois de commande.
2.4 Corrélation du modèle moyen
Nous avons vu, dans les sections précédentes, une analyse systématique pour
les convertisseurs DC-DC. Cette analyse est fondée sur le modèle moyen. Pour
la valider complètement, il faut encore étudier la corrélation de ce modèle moyen
avec le circuit réel (prototype expérimental). L’objectif ici est donc de déterminer
le degré de corrélation entre les différents modèles moyens et le modèle en com-
mutation, car la richesse d’une loi de commande dépend fortement de la réponse
fréquentielle et d’autres propriétés du système. Nous illustrons cette corrélation
par des tests en boucle ouverte et ensuite en boucle fermée.
2.4.1 Caractérisation et corrélation en boucle ouverte
Les réponses fréquentielles d’un système et celles temporelles transitoires sont
liées. Par conséquent, deux tests ont été réalisés pour étudier le degré de cor-
rélation du modèle moyen (obtenu en utilisant les représentations dans l’espace
d’état) : une variation simple du rapport cyclique d en boucle ouverte, et la ré-
ponse fréquentielle de la fonction de transfert entre le rapport cyclique (entrée de
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commande) et la tension de sortie, en boucle ouverte. Un point de fonctionnement
a été choisi pour les essais avec les valeurs Ve = 20V, D = 0,5 et R = 22Ω. La
variation de d a été effectuée par une transition 0,5 - 0,6 - 0,5, qui est une petite
variation qui respecte l’hypothèse du modèle linéaire. Les modèles comparés au
circuit réel sont le modèle moyen linéaire (1.2), un modèle de circuit moyenné bi-
linéaire obtenu selon la méthode présentée dans la section 1.1.1.2.1 et un modèle
en commutation du convertisseur (circuit implémenté avec Simulink). Le modèle
moyen du circuit est obtenu en remplaçant les éléments non linéaires avec des
sources de tension et de courant dépendantes. La dépendance est sur d et sur les
variables d’état, et s’exprime par la moyenne des tensions et des courants corres-
pondants. Dans notre cas, l’interrupteur et la diode sont remplacés par des sources
de courant et de tension respectivement, ayant comme valeurs la moyenne du cou-
rant de l’interrupteur et celle de la tension aux bornes de la diode, respectivement.
Les expressions pour le SEPIC sont données par :{
< iMOSFET >= d(iL1− iL2)
< vDiode >=−d(vC1 + vC2)
Ce modèle obtenu est bilinéaire, et est plus rapide à simuler que le modèle en
commutation. Il est également plus représentatif du modèle réel que le modèle
linéaire. Le circuit est montré sur la Fig. 2.14.
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Figure 2.14 – Modèle de circuit moyenné du SEPIC
Nous présentons donc une comparaison des temps de réponse transitoires de
chacun des modèles en simulation avec la réponse mesurée expérimentalement. La
réponse fréquentielle mesurée est comparée à celle du modèle linéaire seulement.
La variation du rapport cyclique et la réponse fréquentielle sont montrées dans la
Fig. 2.15 et la Fig. 2.16 respectivement.
Ces deux figures montrent une très bonne corrélation parmi les différents mo-
dèles. Dans la Fig. 2.15, les quatre réponses ont presque les mêmes valeurs à
l’équilibre (erreur< 2%). Il y a aussi une légère différence dans le temps du pre-
mier maximum et l’amortissement de la phase transitoire. Bien que cette diffé-
rence ne soit pas significative, elle est due à l’erreur de mesure des résistances
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Figure 2.15 – Variation de la tension de sortie en fonction du rapport cyclique en boucle ouverte
Figure 2.16 – Réponse fréquentielle en boucle ouverte
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équivalentes en série des inductances. Le modèle linéaire se confond avec le mo-
dèle du circuit moyen, tandis que le modèle en commutation est confondu avec la
mésure expérimentale. Cela montre que les modèles moyens présentent une très
faible erreur dans le cas d’un convertisseur SEPIC, contrairement aux convertis-
seurs ayant des topologies simples. Dans la Fig. 2.16, la réponse fréquentielle du
modèle linéaire (courbe lisse) colle fortement avec celle expérimentale (points re-
joints), où le même comportement (résonances) est atteint. La seule différence est
un léger déplacement des pulsations de résonance (bande passante), et un faible
écart d’amplitude en hautes pulsations. C’est aussi en raison des incertitudes des
résistances équivalentes en série des inductances. Le fait que la bande passante
d’un système est liée à son comportement d’amortissement et au temps de ré-
ponse, justifie la présence des légères différences dans la Fig. 2.15 et la Fig. 2.16.
Ainsi, une loi de commande conçue en utilisant le modèle moyen (obtenu en uti-
lisant les représentations dans l’espace d’état) sera beaucoup plus précise si elle
intègre une analyse de robustesse en stabilité qui tient compte des incertitudes des
composants du circuit.
2.4.2 Caractérisation et corrélation en boucle fermée
Dans la section précédente, les propriétés en boucle ouverte ont été validées.
Maintenant, la réponse en boucle fermée est analysée, où la tension de référence
varie dans un premier temps en fixant R, et où R varie en fixant la consigne dans
un second temps. La Fig. 2.17 montre le prototype expérimental du convertisseur
SEPIC (à droite) avec le banc de variation de charge (à gauche). La commande en
boucle fermée à été implantée en utilisant un régulateur PI :
K
(
1+
1
Ti p
)
avec K = 0,01, Ti = 1/300 et « p » l’opérateur de Laplace. Le réglage du PI est
fait ici dans le but de montrer la corrélation et sera justifié dans le chapitre 3.
La variation de la tension de référence a été faite par la transition 20V - 22V
- 20V avec la résistance de charge fixée à 22Ω. Ensuite, la variation de charge
a été faite par la transition 44Ω - 22Ω - 44Ω avec Vre f fixée à 20V. La tension
d’entrée est toujours fixée à 20V. Ces variations sont effectuées dans le but d’ob-
server la corrélation de la réponse en boucle fermée des différents modèles avec le
circuit réel, dans le cas des variations importantes d’une part, et de la réversibilité
montée-descente d’autre part. Dans chaque cas, la tension de sortie et le signal de
commande issu du régulateur PI sont comparés.
Les résultats de variation de la consigne sont montrés dans la Fig. 2.18 et ceux
de la variation de charge dans la Fig. 2.19. Chacune des figures a la même légende
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que celle de la figure. 2.15. Elles montrent également un très bon degré de corres-
pondance entre les trois modèles différents et le circuit réel. Dans la Fig. 2.18, la
seule légère différence est encore dans la phase transitoire (amortissement), tandis
que les états permanents et la réversibilité sont presque les mêmes. Dans la Fig.
2.19, tous les modèles s’adaptent à la variation de charge de la même manière
que le circuit réel. Cependant, les deux figures montrent une légère différence
dans les valeurs en régime permanent des signaux de commande. Cela confirme
l’erreur des modèles moyens pour le convertisseur SEPIC présentée dans la sec-
tion précédente, et est donc présent ici pour compenser et annuler cette erreur en
boucle fermée. Ces résultats sont ainsi cohérents avec ceux obtenus par les es-
sais en boucle ouverte, et conduisent à la même conclusion sur l’intégration d’une
étude de robustesse.
Figure 2.17 – Prototype expérimental (droite) avec banc de variation de charge (gauche)
2.5 Conclusions
Dans ce chapitre, nous avons proposé une méthode systématique pour l’ana-
lyse et l’étude des convertisseurs DC-DC, convenant à la synthèse des lois de
commande, en partant du dimensionnement de ses composants, et en passant par
la définition des marges de fonctionnement selon l’intérêt de son utilisation, jus-
qu’à l’analyse des conséquences du comportement non linéaire sur les réponses
fréquentielles. Cette analyse à été faite en utilisant le modèle moyen et sa corré-
lation avec le circuit réel a été effectuée afin de valider, au regard des réponses
expérimentale, les différentes remarques.
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Figure 2.18 – Variation de la consigne pour PI
Figure 2.19 – Variation de charge pour PI
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Nous pouvons retenir que le dimensionnement est lié à la fréquence de com-
mutation du convertisseur, et que les marges de fonctionnement varient selon la
charge connectée à sa sortie et sont très influencées par les pertes résistives. En
outre, l’existence et la position des zéros instables de la fonction de transfert, entre
le rapport cyclique (entrée de commande) et la tension de sortie, par rapport à la
bande passante du système ont été analysées. La marge de stabilité du système
est fortement influencée dans le cas d’une variation du rapport cyclique, en raison
du déplacement des zéros instables et de leur évolution selon une forme non li-
néaire. Toutefois, dans le cas d’une variation de charge, il existe toujours un zéro
réel « instable » dont l’évolution est linéaire par rapport à la charge, ce qui peut
faciliter la conception d’une loi de commande.
La validation expérimentale est le moyen le plus pratique pour voir le degré
de corrélation entre un modèle théorique d’un convertisseur et le circuit réel.
Plusieurs approches de modélisation ont été présentées dans la littérature sur les
convertisseurs ayant des structures topologiques simples, et n’ont pas été testées
pour des structures plus complexes. Une validation expérimentale a ainsi été me-
née sur le convertisseur SEPIC en mode CCM. Les temps de réponse en régime
transitoire et les réponses fréquentielles ont été comparés entre eux, ce qui a mon-
tré un très bon degré de corrélation entre le modèle moyen (obtenu en utilisant les
représentations dans l’espace d’état) et le circuit réel en régime de petits signaux.
Le modèle de circuit moyenné correspond également au modèle réel. La légère
différence entre les modèles est due à l’incertitude des valeurs des composants.

Chapitre 3
Commande et observation par
modes glissants
Le principe des modes glissants présente un intérêt très important à la com-
mande des systèmes à structure variable. Les convertisseurs de puissance et no-
tamment les convertisseurs DC-DC sont caractérisés par une structure variable et
sont, plus précisément, considérés comme des systèmes en commutation en raison
du changement de la topologie de leurs circuits selon les états passants et bloqués
des interrupteurs et diodes. Ce principe a été souvent étudié sur les convertisseurs
DC-DC, et a montré une bonne fiabilité. Il a aussi été exploité pour concevoir
des observateurs non linéaires robustes. Il est alors très intéressant d’étudier la
synthèse des lois de commande par modes glissants, accompagnée par des obser-
vateurs fondés sur les mêmes approches méthodologiques, sur les convertisseurs
DC-DC à ordre élevé et notamment sur le SEPIC. Ce chapitre présente une pro-
position de modification sur l’application classique des régulateurs par modes
glissants en l’illustrant sur une topologie SEPIC. Cette modification est fondée
sur l’idée de garantir un compromis entre complexité théorique et implémentation
pratique, qui soit raisonnable des points de vue des problèmes de l’électronique
de puissance et de l’automatique. Ensuite, un observateur par modes glissants est
proposé afin d’estimer le vecteur d’état et la charge requis pour l’implantation de
la loi de commande.
3.1 Principes généraux de la commande par modes
glissants
La commande par modes glissants (SMC de l’anglais : Sliding Mode Control)
est une approche méthodologique de commande non linéaire [Kha02], [Utk93]
utilisée pour de nombreuses applications, notamment pour les systèmes non li-
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néaires avec des structures variables tels que les convertisseurs de puissance. Par
rapport à d’autres stratégies de commande non linéaires, sa conception peut être
envisagée en limitant la complexité et, en même temps, permettant de garantir
la robustesse en stabilité. Cependant, son application aux différentes topologies
de convertisseurs de puissance est difficilement généralisable et doit être adaptée
pour chaque architecture. Comme la plupart des méthodes de commande, la SMC
a été appliquée aux convertisseurs DC-DC basiques [FL06], [TLT06], [MET97]
et complexes [HL06], [ME96], [MRST95], [HXL89], [Nic96]. Bien que la plu-
part des auteurs mentionnent la généralisation des méthodes développées sur les
convertisseurs d’ordre élevé, la différence de topologie du circuit peut changer
complètement le comportement du système, et cela même s’ils sont du même
ordre. L’utilisation des approches de synthèse doit être adaptée en conséquence.
Nous avons vu au chapitre 2 qu’une topologie SEPIC correspond à un système
non linéaire de quatrième ordre dont le comportement dépend fortement du point
de fonctionnement. Il est connu pour la complexité de ses équations et des mo-
dèles, contrairement à d’autres convertisseurs de quatrième ordre, comme le C´uk
(Fig. 3.1) dont la commande se révèle plus simple. Par conséquent, relativement
peu d’études ont été menées sur ce type de topologie et ce peut être en raison de
la complexité de synthèse de lois de commande efficaces.
Par exemple, nous montrons dans la suite que la même stratégie utilisée sur le
convertisseur C´uk [ME96] ne conduit pas à des résultats satisfaisants sur le SE-
PIC, bien que les deux convertisseurs soient du même ordre et ont des topologies
de circuit très proches. Plus précisément, peu d’applications argumentées ont été
effectuées dans la littérature afin d’expliquer les effets, en termes de stabilité et
de performance, des différentes surfaces de glissement choisies. Ainsi, dans cette
section, une étude du choix de la surface de glissement pour commander le SEPIC
est effectuée. Nous proposons deux surfaces de glissement permettant de prendre
en compte les spécifications de stabilité et de performances. Les résultats obtenus
sont aussi comparés à ceux d’une régulation PI et d’une commande par retour
d’état. Enfin une analyse de la robustesse en stabilité structurée (µ-analyse) par
rapport à la variation de la charge est abordée pour chaque loi de commande afin
de montrer l’efficacité de la méthode proposée.
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Figure 3.1 – Schéma du convertisseur C´uk
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3.1.1 Commande discontinue
La commande par modes glissants appartient à une classe des lois de com-
mande plus large appelée « commande à structure variable » où le changement
de structure est généralement effectué par commutation au niveau de l’organe de
commande. L’objectif de cette méthode est de contraindre la trajectoire du sys-
tème, à l’aide d’une commande discontinue, à évoluer et se maintenir, au delà
d’un temps fini, sur une surface, appelée « surface de glissement » s(x), où le com-
portement résultant correspond à une dynamique souhaitée. Le terme « surface »
n’est pas précis au sens qu’il représente une surface à l’aide de deux vecteurs,
mais il est communément utilisé. Le terme plus précis est « hyperplan » de dimen-
sion égale à celle de l’ordre du système diminuée de un. Donc, la synthèse d’une
commande par modes glissants s’effectue généralement en deux étapes [Utk93] :
définition ou choix de la surface de glissement s(x) qui prend en compte les objec-
tifs attendus de la commande, et recherche d’une commande qui mène le système
au glissement sur la surface. La surface peut être une expression linéaire ou non
linéaire qui dépend du vecteur d’état x ou d’un vecteur dont les éléments sont une
combinaison des variables d’état, et qui sera appelé « vecteur de commande (x′) ».
Le régime du système ainsi commandé est appelé modes glissants et la dyna-
mique de celui-ci peut être rendue, du moins dans un certain intervalle, insensible
aux variations paramétriques, aux erreurs de modélisation et à certaines perturba-
tions externes. La loi de commande par modes glissants est relativement simple à
concevoir et présente des qualités de robustesse vis-à-vis de certaines classes de
perturbations. Les caractéristiques de ce type de commande sont :
– comportement dynamique du système adapté par le choix de la stratégie de
commutation.
– réponse en boucle fermée insensible aux perturbations et aux changements
de paramètres (ce qui garantit la robustesse du système).
– choix de la surface assez vaste selon les cas.
– emploi relativement limité dans beaucoup d’applications, par exemple le cas
des systèmes mécaniques, en raison des discontinuités de la commande.
Supposons que la grandeur de commande discontinue u prenne deux valeurs u+
et u−, la commutation entre celles-ci est déterminée par les valeurs prises par
l’hyperplan s(x) de la façon suivante :
u =
{
u+,s(x)> 0
u−,s(x)< 0
(3.1)
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Nous allons illustrer le principe général de la commande discontinue sur un sys-
tème non-linéaire du second ordre invariant dans le temps [Kha02]. Soit le sys-
tème : {
x˙1 = x2
x˙2 = f (x)+g(x)u
où f (x) et g(x) sont des fonctions non-linéaires différentiables avec g(x) > g0 >
0, ∀x. Supposons que nous désirions faire converger le système vers le point stable
x1 = x2 = 0. Il faut donc obtenir une loi de commande qui stabilise le système à
(0, 0). Choisissons une surface linéaire :
s(x) = a1x1+ x2 = 0
et supposons que nous pouvons concevoir une loi de commande qui contraint les
trajectoires du système à évoluer sur cette surface. Le déplacement sur la surface
sera donc gouverné par l’équation différentielle :
x˙1(x) = x2 =−a1x1
La solution de cette équation est x1(t) = e−a1t
t→∞, a1>0−−−−−−→ 0. Si a1 > 0, cela as-
sure une convergence à 0. Elle traduit aussi que la vitesse de convergence dépend
de a1. Le trajet sur la surface est donc indépendant des valeurs de f (x) et g(x).
Cependant, le problème est quand le point initial (x01,x02) n’appartient pas à la
surface s(x) et qu’il faudra amener le système vers cette surface. Afin que le mou-
vement de glissement existe, la trajectoire des variables d’état doit être orientée
vers l’hyperplan s(x) = 0 (droite dans le cas d’un système de second ordre) pour
atteindre le point d’équilibre stable (0, 0). Il est donc nécessaire de déterminer les
conditions d’attractivité et de stabilité. Cette analyse peut être menée en utilisant
la fonction de Lyapunov :
V (x) =
1
2
s2(x)
V(x)>0 , ∀x 6= 0, et comme s(x) = 0 est la droite qui passe par le point d’équilibre
x = 0 il vient V (0) = 0. Il reste à vérifier si V˙ (x)< 0. Nous avons
V˙ (x) = s(x)s˙(x)
s˙(x) = a1x˙1+ x˙2 = a1x2+ f (x)+g(x)u
En considérant que : ∣∣∣∣a1x2+ f (x)g(x)
∣∣∣∣6 ρ(x),∀x ∈ R2
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nous obtenons :
V˙ (x)= s[a1x2+ f (x)]+g(x)us= g(x)
[
s
a1x2+ f (x)
g(x)
+us
]
6 g(x) |s|ρ(x)+g(x)su
Soit la commande suivante :
u =−β(x)sgn(s) avec
β(x)> ρ(x)+β0, β0 > 0 et sgn(s) =

1 , s > 0
0 , s = 0
−1 , s < 0
⇒ V˙ 6 g(x) |s|ρ(x)+g(x)s(ρ(x)+β0)sgn(s) =−g(x)β0 |s|6−g0β0 |s|6 0
La trajectoire suivie par le système est donc constituée selon deux phases. Si elle
commence en-dessus ou au-dessous de la surface de glissement, la commande
u appliquée l’amène dans un premier temps sur la droite (phase de ralliement)
et ensuite la fait glisser sur cette surface jusqu’à l’arrivée au point d’équilibre
(phase de glissement). Ceci est montré sur la Fig. 3.2. Les conditions d’attractivité
peuvent donc s’écrire comme :{
s˙(x)> 0⇒ s(x)< 0
s˙(x)< 0⇒ s(x)> 0 ⇒ ss˙ < 0 (3.2)
x
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Figure 3.2 – Comportement des trajectoires sous une commande par modes glissants
En utilisant pour la synthèse la relation ss˙ < 0, nous pouvons déterminer les
régions dans l’espace d’état qui assurent l’attractivité. Ces régions sont appelées
« régions d’attraction », elles jouent un rôle très important dans la synthèse des
lois de SMC. Elles se traduisent par les deux inégalités suivantes :
lim
s→0−,u→u−
s˙ > 0, lim
s→0+,u→u+
s˙ < 0 (3.3)
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Pour un système de deuxième ordre, ces inégalités donnent des régions non-
bornées délimitées par des lignes droites. Les lignes sont donc parallèles ou bien
sécantes. Les régions d’attraction ont, par conséquence, deux formes selon ces
lignes séparatrices, qui sont montrées sur les Fig. 3.3 et 3.4 respectivement (ré-
gions hachurées).
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Figure 3.3 – Région d’attraction pour des lignes parallèles
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Figure 3.4 – Région d’attraction pour des lignes sécantes
Pour les systèmes d’ordre élevé, nous aurons des hyperplans séparateurs avec
les notions générales de parallélisme et d’intersection, mais les régions restent
toujours non-bornées.
Un tel régime de glissement est considéré idéal et il est notamment supposé que
les organes de commande commutent à une fréquence infinie. Toutefois, ce n’est
pas le cas dans la pratique, d’une part étant données les imperfections de ces der-
niers ou encore les phénomènes de retard, d’autre part pour des raisons pratiques
il est nécessaire de limiter les fréquences pour des nombreuses applications. De ce
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fait, le régime glissant ne prend place que dans un proche voisinage de la surface
considérée. Ce comportement est appelé « régime de glissement réel ». Par consé-
quent, il y existe quelques problèmes comme le phénomène de réticence (Fig.
3.5), dû au caractère discontinu de la commande. Ce phénomène pose certaines
restrictions sur l’application de la technique de commande par modes glissants
aux systèmes physiques. Il conduit quelque fois à un nombre élevé d’oscillations
de la trajectoire du système autour de la surface de glissement et donc des oscilla-
tions excessives des actionneurs avec une excitation des modes souples éventuels.
Les conséquences de la réticence sont, en général, la dégradation des perfor-
mances de la loi de commande (précision de convergence réduite), pertes Joule
pour les circuits électriques et parfois instabilité.
S x =( ) 0
(0,0)
S x >( ) 0
S x <( ) 0
Figure 3.5 – Phénomène de réticence
Dans le cas des convertisseurs de puissance, u+ et u− prennent respectivement
les valeurs 1 et 0, indiquant les états passant et bloqué des interrupteurs. L’utili-
sation directe de cette méthode conduit à une fréquence de commutation variable,
car la trajectoire bascule entre les régions s(x)> 0 et s(x)< 0 d’une manière non
périodique qui dépend parfois de la dynamique du système. Toutefois, l’exploi-
tation d’un convertisseur DC-DC, à une fréquence variable est peu souhaitable
car elle rend difficile le dimensionnement des filtres et l’étude des performances
CEM.
3.1.2 Commande continue
La commande continue (ou équivalente) constitue la partie de commande qui
fait évoluer la trajectoire sur la surface de glissement (phase de glissement). C’est
par ce mécanisme que les dynamiques souhaitées sont définies en vue de la conver-
gence de l’état vers le point d’équilibre. Nous illustrons cette commande sur un
système linéaire, son application sur un système non linéaire se fait selon une dé-
marche comparable.
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Prenons donc un système linéaire x˙ = Ax+Bu, et choisissons une surface de glis-
sement linéaire par rapport au vecteur d’état s(x) = Kx avec x ∈ Rn et K ∈ Rn.
Lorsque l’état du système évolue sur la surface, nous pouvons écrire :
s(x) = 0 et s˙(x) = 0
La commande équivalente est donc donnée par :
ueq =−(K>B)−1K>A
La grandeur ueq peut être considérée comme la valeur moyenne de la commande
u, commutant à la fréquence infinie ou relativement élevée entre les valeurs u+ et
u−.
Remarque : pour les systèmes où la grandeur de commande est un signal par
modulation à largeur d’impulsion (MLI) (plus communément appelé PWM de
l’anglais : Pulse-Width Modulation), la commande équivalente prend une valeur
spécifique. Les convertisseurs DC-DC ayant leurs interrupteurs pilotés par un si-
gnal PWM, nous montrons dans la suite que ueq = d, avec d ∈ [0 ; 1] le rapport
cyclique [TLT06], [Guo09].
Pour chaque intervalle de commutation (τ,τ+Ts) (où Ts est la période de com-
mutation), nous pouvons écrire la commande u comme :
u =
{
u+ = 1,τ6 t 6 τ+d(x)Ts
u− = 0,τ+d(x)Ts 6 t 6 τ+Ts
Nous avons :
x(τ+Ts) = x(τ)+
t+Ts∫
t
x˙dt =x(τ)+
t+d(x)Ts∫
t
[ f (x)+g(x)]dt+
t+Ts∫
t+d(x)Ts
f (x)dt
Lorsque la fréquence de commutation tend vers l’infini, Ts→ 0 et nous aurons :
lim
Ts−→0
x(τ+Ts)− x(τ)
Ts
= lim
Ts−→0
t+d(x)Ts∫
t
f (x)dt+
t+Ts∫
t+d(x)Ts
f (x)dt+
t+d(x)Ts∫
t
g(x)dt
Ts
= lim
Ts−→0
t+Ts∫
t
f (x)dt+
t+d(x)Ts∫
t
g(x)dt
Ts
Finalement, ceci conduit à :
x˙ = f (x)+g(x)d(x)
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Ce résultat montre donc que dans le cas des convertisseurs DC-DC et sur l’hypo-
thèse que la fréquence de commutation soit suffisamment grande, la commande
équivalente se traduit par le rapport cyclique.
La commande par modes glissants, telle qu’elle a été présentée, conduit par son
principe même à des fortes discontinuités. Une solution permettant de diminuer
ces discontinuités est de décomposer la commande en deux termes u = uc+ud .
– Le terme uc représente la partie continue, correspondant à la commande
idéale lorsque l’état du système est sur la surface de glissement.
– Le terme ud représente la partie discontinue, commutant à une fréquence éle-
vée. La fonction de cette composante est d’assurer l’attraction vers l’hyper-
plan. En théorie, la commutation de la commande doit être à une fréquence
infinie et pourrait être à amplitude nulle.
Notons que les bonnes performances dynamiques sont obtenues au détriment
de la continuité de la commande, un autre mécanisme permettant de diminuer les
discontinuités est de remplacer la fonction signe par une approximation continue
au voisinage de la surface de glissement (fonction de saturation montrée sur la
Fig. 3.6).
u
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Figure 3.6 – Fonction de saturation pour réduire la réticence
L’effet de la réticence est ainsi presque limité, tout en préservant les propriétés
de robustesse et en améliorant même la précision de convergence.
3.1.3 Application à un convertisseur de type SEPIC
Nous proposons, dans cette section, de modifier la façon classique dont la com-
mande par modes glissants est formulée. Nous illustrons cette modification en ap-
pliquant la stratégie proposée sur un convertisseur SEPIC. La philosophie de la
démarche proposée est d’obtenir une stratégie de commande qui non seulement
garantit des très bonnes performances et s’appuie sur une preuve théorique pour
assurer la stabilité et même, la robustesse en stabilité ; mais aussi permet d’aboutir
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à une complexité de commande qui rend la loi de commande suffisamment simple
(complexité de synthèse, implémentation pratique, ...) afin d’être exploitable dans
un environnement industriel.
Cela revient à gérer un compromis entre complexité théorique et complexité pra-
tique que nous essayons de rendre optimal. En appliquant la commande discon-
tinue, nous nous retrouvons avec une fréquence de commutation variable, ce qui
conduit à la complexité du matériel du prototype expérimental. Pour pallier ce pro-
blème, une façon de procéder est d’utiliser la commande équivalente qui consiste à
admettre qu’en modes glissants, tout se passe comme si le système était piloté par
une commande qui rend la surface invariante dans le temps : s(x) = 0 ; s˙(x) = 0.
Néanmoins, en partant d’un point quelconque de l’espace d’état, il reste encore à
vérifier que la trajectoire est attirée vers la surface de glissement, propriété obte-
nue généralement par une commande discontinue. Dans l’approche utilisée, nous
assurons cette attraction sans l’ajout de la composante discontinue. Le conver-
tisseur est donc piloté en faisant varier le rapport cyclique tout en conservant une
fréquence de commutation constante.
La surface de glissement est souvent exprimée comme une combinaison li-
néaire des variables d’état ou des éléments du vecteur de commande pour la sim-
plicité et la faisabilité de la loi de commande. En général, l’ordre de la commande
par modes glissants est défini comme l’ordre de la dérivée de la variable de sortie y
intervenant dans l’expression de la surface de glissement [SFS04]. Ainsi, il existe
des lois de commande d’ordre élevé, par exemple l’algorithme « Super Twisting ».
Cependant, pour mieux comprendre et classifier les différentes surfaces, nous dé-
finissons, dans le cadre de ces travaux, un autre ordre qui est l’ordre de la surface
de glissement. Cet ordre représente « le nombre de variables d’état présents dans
s(x) » ; néanmoins, il ne faut pas le confondre avec l’ordre de la dynamique de
glissement. La réduction de l’ordre de la surface de glissement est généralement
préférable afin de limiter le nombre de paramètres de réglage intervenant dans la
loi de commande. Avant d’exposer notre approche, nous rappelons brièvement le
modèle utilisé pour synthétiser les lois de commande et ensuite nous montrons
l’efficacité de quelques surfaces classiques issues de la littérature.
Comme montré dans le chapitre 1, le modèle moyen bilinéaire est obtenu, en
mode CCM, en moyennant les deux représentations linéaires (états fermé et ouvert
de l’interrupteur) utilisant le rapport cyclique d. Ainsi, en reprenant :
u = 1 :
{
x˙ = A1 x+b1 ve
y = c>1 x
u = 0 :
{
x˙ = A2 x+b2 ve
y = c>2 x
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où x = (x1 x2 x3 x4)> = (iL1 iL2 vC1 vC2)> ; y = vs, nous obtenons :{
x˙ = Ax+bve
y = c>x
avec : 
A(d) = d A1+(1−d)A2
b(d) = d b1+(1−d)b2
c>(d) = d c>1 +(1−d)c>2
Les coefficients des matrices A1, b1, c1, A2, b2 et c2 sont composés des éléments
du circuit, des éléments parasites éventuels et de la résistance de charge. Pour le
convertisseur SEPIC (Fig. 3.7), le modèle bilinéaire, prenant en compte les pertes,
est donné par : 
x˙1 =− rL1L1 x1− 1−dL1 x3− 1−dL1 x4+ 1L1 ve
x˙2 =− rL2L2 x2− dL2 x3+ 1−dL2 x4
x˙3 = 1−dC1 x1+
d
C1
x2
x˙4 = 1−dC2 x1− 1−dC2 x2− 1RC2 x4
(3.4)
où rL1 et rL2 sont respectivement les résistances équivalentes en série de L1 et L2.
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Figure 3.7 – Schéma du convertisseur SEPIC
Elles représentent les pertes dans le circuit du convertisseur. D’après (2.12),
ces résistances peuvent conduire à une valeur limite du rapport cyclique au delà
de laquelle le gain dynamique du convertisseur s’inverse, et peut être éventuelle-
ment nul. Un fonctionnement dans cette zone peut conduire à une instabilité du
convertisseur. Ce modèle est identique, en termes de sa dynamique et sa corréla-
tion avec le circuit réel, au modèle du circuit moyenné bilinéaire de la Fig. 2.14 du
chapitre 2. Les valeurs numériques des paramètres du convertisseur sont issues du
tableau 2.1 pour F = 20 kHz. De plus, rL1 et rL2 ont été caractérisées séparément
pour chaque inductance. Les valeurs expérimentales sont :
F = 20 kHz, Ve = 20 V, R = 22Ω, rL1 = 1,7Ω, rL2 = 0,5Ω,
L1 = 2,3 mH, L2 = 330µH, C1 = 190 µF, C2 = 190µ F.
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Dans la section suivante, l’effet de l’application de la commande par modes glis-
sants du premier ordre au convertisseur SEPIC est étudié.
3.1.3.1 Modes glissants du premier ordre
Cet ordre est le plus simple et le plus utilisé pour les convertisseurs DC-DC. La
surface de glissement est donc choisie en fonction d’une seule variable d’état. La
régulation portant sur la tension de sortie, il est naturel de choisir cette grandeur
dans ce cas.
3.1.3.1.1 Dynamique du premier ordre
Le terme « dynamique du premier ordre » traduit que la dynamique de glisse-
ment souhaitée est du premier ordre. Cette dynamique est choisie comme [ME96].
s(x) = K>(xre f − x) = 0
avec K> = (0 0 0 λ) et λ > 0. Le terme « ref » signifie la valeur de référence
(désirée). Nous avons seulement un paramètre de réglage λ. Afin de satisfaire les
conditions d’attraction (3.2) dans ce cas, nous pouvons imposer une dynamique
de premier ordre pour gouverner le comportement de la trajectoire sur la surface
de glissement. Cette dynamique est donnée par la relation :
x˙4 =−λ(x4− vre f )
vre f étant la tension de référence pour la tension de sortie. Nous pouvons faci-
lement choisir λ selon la relation précédente pour obtenir la constante du temps
désirée. Cette stratégie a été appliquée dans [ME96] au convertisseur C´uk avec
des résultats satisfaisants. Une remarque importante ici est que nous ne pouvons
pas choisir une valeur arbitraire pour λ, car même si l’intérêt est de rendre le sys-
tème le plus rapide possible, une valeur trop importante pourrait le conduire à
l’instabilité ou même à une convergence vers un autre point d’équilibre. La stabi-
lité du système a donc été testée ici pour la plage des valeurs possibles pour λ, en
évaluant la partie réelle des valeurs propres du système linéarisé en boucle fermée
autour du point d’équilibre désiré.
Dans le cas du convertisseur SEPIC aucune valeur λ permettant d’assurer la stabi-
lité locale n’a pu être déterminée. Ainsi, cette stratégie de commande n’a pas été
concluante dans le cas du convertisseur SEPIC.
3.1.3.1.2 Dynamique du second ordre
Au regard des résultats obtenus avec une surface de glissement du premier
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ordre, une autre approche logique est d’augmenter l’ordre de la dynamique im-
posée. Pour ce faire, la surface doit contenir un terme dérivé :
s(x) =−K>1 (x− xre f )−K>2 x˙
K>1 = ( 0 0 0 λ1 )
K>2 = ( 0 0 0 λ2 )
Ensuite, nous imposons la dynamique de second ordre dans le même but de satis-
faire la condition d’attraction (3.2) :
x¨4 =−λ1(x4− vre f )−
(
λ1
λ2
+λ2
)
x˙4
Cette relation n’est pas unique, mais elle doit toujours satisfaire les conditions
d’attraction indépendamment de la manière dont les paramètres λ1 et λ2 sont ré-
glés. En outre, λ1 et λ2 peuvent être choisis pour satisfaire la dynamique de second
ordre désirée définie par une fréquence propre et un coefficient d’amortissement.
Cette stratégie mise en oeuvre sur le convertisseur SEPIC n’a pas permis de trou-
ver un jeu de valeurs λ1 et λ2 permettant d’assurer la stabilité sur l’ensemble du
domaine de fonctionnement.
3.1.3.1.3 Modèle étendu
Au lieu d’augmenter l’ordre de la dynamique désirée, une autre façon d’abor-
der le problème est d’étudier les conséquences du modèle de synthèse sur la loi
de commande. Ainsi, nous proposons de reformuler la commande équivalente en
utilisant un modèle étendu. Ce modèle consiste à ajouter une action intégrale sur
l’erreur vre f − x4 = vre f − vs. Dans ce cas, nous définissons un vecteur de com-
mande x′ qui sera utilisé pour choisir la surface de glissement :
x′ =
(
x′1 x
′
2 x
′
3
)>
=
(
(vre f − vs)
∫
(vre f − vs)dα
∫∫
(vre f − vs)dρdα
)>
(3.5)
Remarque : selon cette formulation on peut montrer qu’il est nécessaire d’incorpo-
rer le terme double intégrateur dans le vecteur de commande afin que la cinquième
variable d’état (terme intégral) apparaisse explicitement dans la loi de commande.
Prenons maintenant :
s(x′) = K>x′ = λ1x′1+λ2x
′
2+λ3x
′
3 (3.6)
En utilisant (3.4), (3.5) et s˙ = 0, nous trouvons la commande équivalente :
d =
x1− x2+(k1C2−1/R)x4− k1C2vre f − k2C2x5
x1− x2
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où k1 = λ2/λ1 ; k2 = λ3/λ1. En dérivant deux fois l’expression de la surface de
glissement, soit s¨ = 0 à partir de (3.6), nous obtenons la dynamique de glissement
suivante :
x¨4+ k1x˙4+ k2x4 = k2vre f
Cette dynamique exige que k1 et k2 soient positifs afin d’obtenir la stabilité. Les
régions d’attraction, imposées par la stratégie de SMC, peuvent être déterminées
en utilisant la relation (3.2) de manière à assurer la stabilité sur l’ensemble du do-
maine de fonctionnement. On utilise pour cette synthèse les inégalités suivantes :
lim
s→0−,d→0
s˙ > 0, lim
s→0+,d→1
s˙ < 0
Concernant les valeurs numériques, chaque variable d’état est remplacée, soit par
sa limite inférieure ou bien celle supérieure, selon les inégalités afin de couvrir le
domaine de fonctionnement. Ainsi, nous obtenons le système d’inégalités suivant
en k1 et k2 : {
k2 <−5×105k1−9327×105
k2 <−5×105k1−3588×105
(3.7)
D’après (3.7), nous pouvons voir que k1 et k2 ne peuvent jamais être simultané-
ment positifs, ce qui est en contradiction avec la dynamique de glissement et par
conséquent, l’attraction ne peut jamais être assurée. Cette stratégie ne permet pas
d’assurer la stabilité pour la totalité du domaine de fonctionnement considéré.
3.1.3.1.4 Surface PID
Bien sûr, il ne faut pas oublier la surface du premier ordre la plus commune et
utilisée pour la commande par modes glissants sur les convertisseurs de puissance.
Elle est inspirée des régulateurs PID [TLT08] et est donnée par :
s(x) = λ1(vre f − vs)+λ2 ddt (vre f − vs)+λ3
∫
(vre f − vs)dα
Notons que cette surface est inapplicable au convertisseur SEPIC parce qu’elle ne
contient qu’une seule variable d’état. Il n’a pas été possible de déterminer une loi
de commande, fondée sur ce type de surface, permettant de stabiliser le convertis-
seur dans l’ensemble du domaine de fonctionnement.
Nous avons jusqu’ici montré que les stratégies de SMC de premier ordre, les
plus utilisées ou bien qui peuvent sembler logiques et applicables aux convertis-
seurs DC-DC, ne sont pas entièrement satisfaisantes si elles étaient appliquées sur
une structure SEPIC. Ce n’est pas une conséquence de l’ordre élevé du convertis-
seur, mais de la topologie du circuit lui-même. Ces résultats d’instabilité ont été
confirmés par des tests en simulation.
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3.1.3.2 SMC du second ordre
Nous proposons donc une surface de glissement en augmentant l’ordre de la
commande par modes glissants. Ce choix est justifié par l’objectif de limiter le
nombre de paramètres de réglage, et dans le but de stabiliser le SEPIC. Bien qu’il
existe une infinité de possibilités pour le choix de la combinaison permettant de
définir la surface de glissement, les combinaisons non-linéaires peuvent donner
des lois de commande complexes qui ne sont pas facilement implémentables.
Afin de diminuer le nombre de paramètres de réglage, il est préférable de limi-
ter le nombre de variables d’état dans la surface de glissement. Pour le vecteur de
commande x′, nous avons retenu : le courant d’entrée iL1 et la tension de sortie vs.
La raison du choix de iL1 et non iL2 est de permettre, via la surface de glissement,
de piloter directement les grandeurs en entrée du convertisseur, en plus de sa sor-
tie. Nous avons étudié le choix du vecteur de commande selon deux stratégies en
utilisant, dans les deux cas, des surfaces du type s(x′) = K>x′.
3.1.3.2.1 Première stratégie
Dans ce premier cas, le vecteur de commande suivant a été utilisé :
x′ =
x
′
1
x′2
x′3
=
 ire f − iL1vre f −βvs∫
(x′1+ x
′
2)dτ
 (3.8)
où ire f et vre f représentent respectivement le courant de référence dans l’induc-
tance L1 et la consigne de tension. Ce vecteur est associé à la surface de glisse-
ment :
s(x′) = K>x′ = λ1x′1+λ2x
′
2+λ3x
′
3 (3.9)
Le courant de référence ire f se déduit de la tension de consigne en calculant le ré-
gime statique du modèle bilinéaire du convertisseur. Dans le cas du convertisseur
SEPIC, il a comme expression :
ire f =
Rve−
√
R2v2e−4rL1(R+ rL2)v2re f
2RrL1
En utilisant s˙= 0, (3.9) et (3.8), nous obtenons l’expression de la commande équi-
valente dépendante du vecteur d’état :
d =
x3+ x4− k2
(
x1− x2− x4
/
R
)
+ k1
(
ire f − x1+ vre f −βx4
)
+ rL1x1− ve
x3+ x4− k2(x1− x2)
où k1 = λ2/λ1 ; k2 = λ3/λ1 sont les paramètres de réglage.
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Toutefois, le fait d’introduire un courant dans le vecteur de commande conduit
à une équation de dynamique de glissement s˙ = 0 à deux états différents. Il n’est
donc pas possible de choisir les paramètres k1 et k2 en imposant complètement la
dynamique souhaitée. Notre solution consiste donc :
– à déterminer les régions d’attraction définies par (3.3) en fonction de ces
deux paramètres ;
– puis de les calculer de telle sorte que ces régions couvrent tout le domaine
de fonctionnement du convertisseur.
Nous assurons donc l’attractivité de la trajectoire vers la surface de glissement
dans tout le domaine de fonctionnement du système, ce qui ne nécessite pas
d’ajouter une composante discontinue à la commande équivalente. Les relations
(3.7) ont été déterminées de la même façon. L’attractivité de la surface de glisse-
ment, en considérant les différentes régions permettant de couvrir le domaine de
fonctionnement considéré, se traduit par les inégalités suivantes à satisfaire :{
vemax− k1(ire f − iL1max+ vre f −βvs)+ k2iC2max− rL1iL1min < vC1min+ vs
vemin− k1(ire f − iL1min+ vre f −βvs)+ k2iC2min− rL1iL1max > 0
Pour une plage de valeurs de k1 et k2 qui satisfont ces inégalités, les performances
marge de phase et bande passante, sont ensuite évaluées et données sur les Fig. 3.8
et 3.9 respectivement en utilisant un modèle linéarisé autour de différents points
d’équilibre. Le réglage final des paramètres se fait selon un compromis entre la
bande passante et la marge de phase. Il s’agit d’une méthode indirecte liée à la
dynamique du système [AMF03].
Les paramètres finalement retenus, au regard des différents compromis, sont k1 =
2 et k2 = 1. Enfin, afin d’obtenir vs = vre f , il est nécessaire de fixer β= 1.
3.1.3.2.2 Deuxième stratégie
Comme dans le cas de la commande par modes glissants du premier ordre, nous
proposons une surface de glissement en utilisant le modèle étendu (avec l’action
intégrale). Bien sûr, nous ne pouvons pas étudier l’effet de la modification de la
dynamique désirée parce que, comme mentionné dans le paragraphe précédent,
elle ne peut pas être imposée. Ainsi, les mêmes variables d’état, courant dans
l’inductance d’entrée et tension de sortie, sont utilisées pour constituer le vecteur
de commande, mais avec la présence d’une double intégrale de telle sorte que la
cinquième variable d’état (terme intégral) apparaisse dans l’expression de com-
mande. Sans cette double intégrale, nous nous retrouverions avec une expression
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Figure 3.8 – Marge de phase en fonction de k1 et k2
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Figure 3.9 – Bande passante en fonction de k1 et k2
80 3.1 Principes généraux de la commande par modes glissants
pouvant être exactement obtenue à partir du modèle non-étendu. Finalement, le
vecteur de commande retenu est :
x′ =
x
′
1
x′2
x′3
=

ire f − iL1∫
(vre f − vs)dτ∫∫
(vre f − vs)dρdτ

L’expression de la commande équivalente devient :
d =
rL1x1+ x3+(1− k1)x4+L1k2x5− ve+L1k1vre f
x3+ x4
Un raisonnement similaire, c’est-à-dire réalisant un compromis sur les marges
de stabilité, à celui du cas précédent est utilisé pour régler k1 et k2. Les régions
d’attraction sont définies par les relations suivantes :−
(−rL1iL1min− vC1min− vs min+ ve max)
L1
+ k1(vre f − vs max)+ k2x5min > 0
−(−rL1iL1max+ ve min)/L1+ k1(vre f − vs min)+ k2x5max < 0
Nous retenons k1 = 2 et k2 = 150000.
Remarque importante : la solution que nous proposons pour attirer la trajec-
toire vers la surface de glissement, sans l’ajout de la composante discontinue, n’est
valable que sous certaines conditions sur les systèmes physiques. D’après les Fig.
3.3 et 3.4, nous pouvons voir que les régions où ss˙ < 0 et où ss˙ > 0 sont sépa-
rées par des hyperplans séparateurs. Ceci est toujours valable malgré le calcul de
ss˙ < 0 couvrant ici tout le domaine de fonctionnement. Si la trajectoire se trouve
à l’intérieur des régions d’attraction, elle est attirée vers la surface de glissement.
Cependant, dans certains cas et à cause de la réticence ou des phénomènes de
retard, la trajectoire peut sortir en s’approchant de la surface de glissement et du
point d’équilibre. Elle risque donc de ne plus être attirée sauf si elle rentre dans les
régions. Les conditions pour que cette trajectoire rentre est que son diagramme de
phase soit de la forme d’un foyer stable, et que les régions soient non-bornées. De
cette façon, toute trajectoire se trouvant à l’extérieur des régions, les rencontrera
après un certain temps et se dirigera vers la surface. Au fur et à mesure, elle se ter-
minera au point d’équilibre. D’une part, les régions d’attraction sont non-bornées
selon (3.2) et d’autre part, la majorité des convertisseurs, dont le cas du SEPIC,
ont des pôles complexes conjugués à partie réelle négative, ce qui conduit à un
foyer stable dans le digramme de phase. On peut ainsi supposer que les conditions
sont vérifiées. Néanmoins, si la trajectoire traverse un autre point d’équilibre que
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celui désiré, elle sera attirée vers ce point et non plus vers la surface. Ce cas est très
rare et dépend de la complexité et de la non linéarité du système à commander.
Enfin, pour mieux comprendre les conditions de cette remarque, nous donnons
un exemple sur la Fig. 3.10 où la trajectoire montrée sort de la région d’attrac-
tion ayant s < 0, mais s˙ = 0 avant que s˙ devienne positive, en raison d’un retard.
A l’extérieur elle s’éloigne, mais rentre forcement dans la région grâce à l’allure
d’un foyer stable.
x
2S=0
(0,0)
x
1
S>0
S<0
S<0 S; =0
.
Figure 3.10 – Illustration des conditions d’attraction
3.1.4 Simulation et validation expérimentale des performances
En vue de procéder à une analyse comparative, deux stratégies linéaires uti-
lisant respectivement une régulation PI et une commande par retour d’état sont
comparées avec l’approche non-linéaire par modes glissants présentée ici. Les
deux stratégies linéaires sont synthétisées en utilisant des modèles tangents et
donc, ne permettent de garantir rigoureusement les performances qu’autour du
point de fonctionnement utilisé pour la synthèse.
3.1.4.1 Réglage du régulateur P.I.
Le régulateur PI a été synthétisé pour obtenir une combinaison « marge de
phase et bande passante » cohérente au regard de la dynamique du convertisseur.
Les paramètres de ce régulateur, de fonction de transfert Kp(1+ 1Tis) avec Kp =
0,01 et Ti = 1/300, sont déterminés en vue d’assurer une pulsation de coupure
à 0 dB ωc = 820 rd/s et une marge de phase ∆ϕ = 120◦. La marge de phase
peut sembler importante, mais l’augmentation de la pulsation de coupure conduit
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assez rapidement à l’instabilité en raison d’un manque de robustesse vis-à-vis des
incertitudes et par rapport au décalage du point de fonctionnement.
3.1.4.2 Commande par retour d’état
La commande par retour d’état a été synthétisée essentiellement pour amélio-
rer les performances dynamiques. En vue d’assurer une erreur statique nulle, le
modèle a été complété en ajoutant l’intégrale de l’erreur x5 =
∫
(vre f − vs)dτ dans
le vecteur d’état. Comme expliqué précédemment, le convertisseur présente un
déphasage non-minimal. Au point de fonctionnement choisi pour la synthèse, le
convertisseur possède un zéro réel dans le 1/2 plan droit et une paire de zéros
complexes stables. Le placement des pôles a été fait de façon à définir la dyna-
mique en boucle fermée en plaçant deux paires de pôles complexes conjugués : à
la bande passante souhaitée, et au delà de la bande passante en boucle ouverte ; et
un pôle réel d’une manière symétrique par rapport à celle du zéro dans le 1/2 plan
droit :
λi_BF = [ −7000 −700(1± i) −2100(1± i) ]>
Les pôles dominants ont une pulsation propre de 980 rd/s, ce qui conduit à un
système légèrement plus rapide que celui obtenu par le régulateur PI caractérisé
par une pulsation de coupure de 820 rd/s. Ce choix des pôles en boucle fermée
conduit au vecteur de retour Le :
Le = ( 0,4619 −0,0324 0,0305 0,1149 −104 )
3.1.4.3 Commande par modes glissants : analyse des résultats obtenus
Afin de comparer la dynamique et les performances des lois de commande
synthétisées nous avons effectué, dans un premier temps, des simulations utilisant
le modèle non linéaire. Les résultats obtenus sont complétés, dans un deuxième
temps, par des résultats expérimentaux. Les tests ont consisté à effectuer des varia-
tions de consigne et de charge (de faible puis de forte amplitude) pour différentes
valeurs de la tension d’alimentation. Ce sont des scénarios relativement réalistes
de cas de fonctionnement d’un convertisseur DC-DC. Nous comparons d’abord
les deux stratégies de la SMC. Les réponses obtenues à une variation de consigne
sont montrées sur la Fig. 3.11.
– la première stratégie conduit à un temps de réponse beaucoup plus rapide,
mais présente une erreur plus importante ;
– la présence de l’intégrale de l’erreur dans la deuxième stratégie permet d’éli-
miner théoriquement l’erreur statique. Néanmoins, une légère erreur existe,
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mais négligeable, en raison de l’imprécision des capteurs de courant ;
– les résultats expérimentaux sont proches de ceux obtenus en simulation ;
l’absence d’erreur dans la simulation confirme que celle observée expéri-
mentalement est essentiellement due à des biais dans les capteurs ;
– la première stratégie possède une réponse plus rapide en raison de la pré-
sence de l’intégrale de l’erreur du courant dans le vecteur de commande.
Figure 3.11 – Résultats de simulation et expérimentaux des deux stratégies de SMC pour une
variation de la consigne de 20V à 22V
Concernant les essais expérimentaux, les tests ont été validés sur le banc d’es-
sai prototype dans le laboratoire fonctionnant à une fréquence de commutation
constante de 20 kHz, avec un banc de variation de charge résistive, Fig. 3.12. Une
carte d’acquisition « dSpace® » est utilisée pour l’interface de transfert des don-
nées (tension de sortie mesurée et rapport cyclique fourni) entre le convertisseur
et un PC, où la loi de commande est implémentée en utilisant la « Real-Time Win-
dows Target Simulink Library ». L’environnement logiciel « Control Desk® » est
utilisé comme interface graphique. De plus, la période d’échantillonnage du sys-
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tème d’acquisition de données est choisie assez faible pour ne pas influencer les
performances des modes glissants et en particulier ne pas induire de problèmes de
stabilité liés au retard dûs à la commande numérique.
Figure 3.12 – Prototype expérimental (droite) avec banc de variation de charge (gauche)
En raison de sa rapidité malgré le faible biais observé, nous retenons la pre-
mière stratégie seule en vue d’effectuer la comparaison avec la régulation PI et
la commande par retour d’état. Les figures 3.13 et 3.14 montrent les résultats de
simulation et expérimentaux obtenus en réponse à une variation de consigne de 2
volts. Les figures 3.15, 3.16, 3.17 et 3.18 montrent les résultats obtenus vis-à-vis
d’une variation de charge.
L’analyse de ces résultats montre :
– que la SMC présente des meilleures performances en terme de temps de
réponse et que la commande par retour d’état donne des résultats intermé-
diaires avec le régulateur PI ;
– que vis-à-vis de la variation de charge, les meilleurs résultats sont obtenus
aussi avec la commande par modes glissants ; en effet l’amplitude de la va-
riation de la tension de sortie en régime transitoire est la plus faible (par ex.
∆V = 0,5V sur la Fig. 3.18). Néanmoins, une légère erreur existe à cause de
la méconnaissance de la valeur de la charge en temps réel, ce qui nécessite
un estimateur de charge ;
– la présence, dans le cas des essais expérimentaux, d’un très faible écart (<200
mV) en raison d’un biais dans les capteurs de courant et la chaîne de mesure
de la tension de sortie ; cependant, la commande par modes glissants est
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Figure 3.13 – Résultats de simulation des trois types de commande pour une variation de la
consigne de 20V à 22V
Figure 3.14 – Résultats expérimentaux des trois types de commande pour une variation de la
consigne de 20V à 22V
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Figure 3.15 – Résultats de simulation des trois types de commande pour une faible variation de
charge, entre 22Ω et 18Ω à Ve=20V et 25V
Figure 3.16 – . Résultats expérimentaux des trois types de commande pour une faible variation de
charge, entre 22Ω et 18Ω à Ve=20V et 25V
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Figure 3.17 – Résultats de simulation des trois types de commande pour une forte variation de
charge, entre 44 Ω et 22Ω à Ve=15V et 20V
Figure 3.18 – Résultats expérimentaux des trois types de commande pour une forte variation de
charge, entre 44Ω et 22Ω à Ve=15V et 20V
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moins sensible aux bruits que la commande par retour d’état.
Au regard de ces résultats nous pouvons conclure que la commande par modes
glissants de second ordre est en mesure de fournir une loi de commande relati-
vement rapide et stable dans tout le domaine de fonctionnement considéré. Elle
permet de réguler directement la tension de sortie mais aussi le courant d’entrée
(le calcul de la référence de courant est effectué selon le point de fonctionnement
souhaité). Le réglage de la stratégie proposée est relativement simple à concevoir,
il est fondé sur le choix de deux paramètres de réglage seulement.
3.1.5 Analyse de robustesse
Dans ce qui précède, nous avons comparé les performances temporelles des dif-
férentes lois de commande autour d’un point de fonctionnement. Pour compléter
ces résultats et afin d’analyser la sensibilité à la variation du point de fonctionne-
ment, nous étudions dans cette section la robustesse de la stabilité du convertisseur
vis-à-vis de l’incertitude de charge sur la plage de fonctionnement. On se limite
dans cette étude à la variation de charge sachant que la variation de la tension d’ali-
mentation qui peut atteindre des valeurs importantes peut aussi modifier le point
de fonctionnement. D’une part les variations de la charge sont plus fréquentes et
d’autre part la tension d’alimentation est plus facilement mesurable et une action
d’anticipation peut être mise en place vis-à-vis de cette perturbation. La connais-
sance de la charge nécessite cependant la mise en place d’un estimateur.
Nous avons aussi supposé que les principales sources de perturbations sont la
charge et la tension d’alimentation. Certaines approches [Bus99], [LRAMSVO01]
prennent en compte des incertitudes sur plusieurs ou sur toutes les valeurs des
composants du circuit du convertisseur dans l’analyse de robustesse. Souvent, ces
incertitudes sont modélisées de façon non structurée, ce qui en fait une approche
simple mais conservatrice.
Dans notre cas et malgré la difficulté du calcul analytique des expressions pour
le convertisseur SEPIC, nous avons effectué une analyse de robustesse structu-
rée (µ-analyse) pour modéliser idéalement la variation de charge. Il s’agit donc
d’établir le modèle d’analyse de la robustesse sous la forme d’une transforma-
tion linéaire fractionnaire (LFT) [ZDG96], [Mag04]. Pour ce faire, le modèle est
d’abord linéarisé autour du point d’équilibre et ensuite, la résistance de la charge
est remplacée par R = R0 + rδ, où R0 est la valeur nominale et 0 < δ < 1, pour
avoir une représentation normalisée [Mag04]. En posant x = X + x˜, d = D+ d˜ et
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ve =Ve+ v˜e, le modèle linéaire est :
˙˜x1 = − rL1L1 x˜1− 1−DL1 x˜3− 1−DL1 x˜4+ 1L1 v˜e+ m+nRp+qR d˜
˙˜x2 = − rL2L2 x˜2− DL2 x˜3+ 1−DL2 x˜4+
L1
L2
m+nR
p+qR d˜
˙˜x3 = 1−DC1 x˜1+
D
C1
x˜2− DVeC1 1p+qR d˜
˙˜x4 = 1−DC2 x˜1− 1−DC2 x˜2− 1RC2 x˜4−
DVe
C2
1
p+qR d˜
(3.10)
où : 
m =
rL2Ve(1−D)
L1
n =
Ve(1−D)
L1
p = rL2−2DrL2 +D2(rL1 + rL2)
q = (1−D)2
(3.11)
Un modèle linéaire étendu est alors déterminé comprenant des entrées et des sor-
ties supplémentaires représentant l’incertitude sur la charge (termes contenant des
produits de δ avec des états). Ces entrées et sorties sont bouclées à travers une
matrice d’incertitude ∆ (Fig. 3.19). Le modèle étendu est donné par :{
x˙ = Amx+Bmu
y = Cmx+Dmu
(3.12)
avec :
u = (v1 v2 v3 v4 v5 v˜e d˜)>
y = (z1 z2 z3 z4 z5 x˜1 x˜2 x˜3 x˜4)>
(v1 v2 v3 v4 v5)> = ∆(z1 z2 z3 z4 z5)>
La représentation du système est alors donnée par les relations suivantes :
˙˜x1 = − rL1L1 x˜1− 1−DL1 x˜3− 1−DL1 x˜4+ 1L1 v˜e+
m+nR0
p+qR0
d˜+ v1
˙˜x2 = − rL2L2 x˜2− DL2 x˜3+ 1−DL2 x˜4+
L1
L2
m+nR0
p+qR0
d˜+ v2
˙˜x3 = 1−DC1 x˜1+
D
C1
x˜2− DVeC1 1p+qR0 d˜+ v3
˙˜x4 = 1−DC2 x˜1− 1−DC2 x˜2− 1RC2 x˜4−
DVe
C2
1
p+qR0
d˜+ v4+ v5
(3.13)
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z1 =
−qr
p+qR0
v1+
(p+qR0)nr−(m+nR0)qr
(p+qR0)2
d˜
z2 =
−qr
p+qR0
v2+ L1L2
−(p+qR0)nr+(m+nR0)qr
(p+qR0)2
d˜
z3 =
−qr
p+qR0
v3+
qrDVe/C1
(p+qR0)2
d˜
z4 =
−qr
p+qR0
(v4+ v5)+
qrDVe/C2
(p+qR0)2
d˜+ 1C2R0
qr
(p+qR0)
x˜4
z5 =
r(p+qR0)−qrR0
(p+qR0)C2R20
x˜4+ r(R0)v5
(3.14)
Nous obtenons donc une matrice ∆= δI5×5, modélisant l’incertitude sur la charge,
de dimension cinq. Les bornes supérieures de µ(M( jω)) ont été calculées en uti-
lisant les procédures spécialisées disponibles dans Matlab® pour les trois lois de
commande comparées précédemment. Cependant, les lois PI et par retour d’état
étant déjà linéaires, la loi de commande par modes glissants a été linéarisée afin
de déterminer ces bornes.
Les bornes supérieures obtenues avec les trois lois de commande sont montrées
sur la Fig. 3.20. Au regard de ces tracés, nous pouvons vérifier que la commande
par modes glissants, ayant la plus petite valeur de µ, est plus robuste que la régu-
lation PI et la commande par retour d’état.
Figure 3.19 – Modèle pour l’analyse de la robustesse structurée
3.2 Synthèse des observateurs par modes glissants
Une autre tâche complémentaire à la commande est l’estimation des paramètres
incertains et des variables d’état. Souvent dans la littérature, le vecteur d’état a
toujours été supposé accessible. Ceci peut être réalisé pour un circuit prototype
dédié, mais complique suffisamment la mise en œuvre pratique dans les applica-
tions industrielles. Plus précisément, il conduit à une complication technologique
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Figure 3.20 – Bornes supérieures de µ(M( jω))
en particulier dans les systèmes embarqués, car d’une part certains capteurs pour-
raient ne pas être assez précis (et bruités) tels que les capteurs de courant, d’autre
part leur intégration pourrait s’avérer difficile. De ce point de vue, l’utilisation
d’observateurs pour estimer le vecteur d’état est de grand intérêt. Les dynamiques
en hautes fréquences excitées ou négligées peuvent être « contournées » par un
observateur asymptotique.
Plusieurs techniques d’observateurs linéaires et non linéaires ont été propo-
sées [RG06]. Chaque technique non linéaire a sa complexité et son applicabilité
sur une famille particulière de modèles non linéaires. Les observateurs linéaires
sont faciles à concevoir, mais la convergence n’est garantie que localement. Une
des approches la plus commune est celle fondée sur l’utilisation des dérivées de
Lie [DKK09]. Elle ne fournit pas toujours une transformation canonique inver-
sible entre le système et les variables d’état de l’observateur. Les observateurs
par modes glissants (SMO de l’anglais : Sliding Mode Observers) non linéaires
[SFS04] ne sont pas complexes à concevoir et, en même temps, bénéficient des
propriétés de robustesse en stabilité de l’approche de la commande par modes
glissants. Cependant, le SMO que nous proposons ici est différent des SMO à
ordre élevé, comme dans [BPF09] par exemple. Ce dernier exige l’évaluation des
dérivées d’ordre élevé, alors que celui proposé dans cette thèse est très similaire à
92 3.2 Synthèse des observateurs par modes glissants
la technique de commande par modes glissants telle qu’elle a été présentée dans
les sections précédentes, ce qui facilite sa synthèse et son intégration avec la SMC.
En outre, il prend en compte les incertitudes des composants du circuit.
3.2.1 Synthèse de l’observateur
Prenons le modèle bilinéaire (3.4), nous pouvons l’écrire sous forme matri-
cielle suivante, où x′′ regroupe les variables mesurées et x′ celles à estimer :{
x˙ = A′x+B′xd+L′ve
y = Cx =C1x′+C2x′′
; x = (x′ x′′ ) et det(C2) 6= 0 (3.15)
Un avantage de cet observateur par modes glissants est que son ordre est réduit,
il est égal à la dimension de x′. Comme défini dans (3.15), le vecteur d’état x est
divisé en deux sous-vecteurs d’état avec une condition sur le déterminant de la
matrice C2. Dans notre cas, cet ordre est réduit de quatre à trois. Nous pouvons
donc réécrire le système (3.15) comme :{
x˙′ = A11x′+A12y+(B1x′+E1y)d+L′ve
y˙ = A21x′+A22y+(B2x′+E2y)d ; x′′ =C−12 (y−C1x′)
(3.16)
Remarque : à partir de ce point, le terme x′ dans (3.15) ne doit pas être confondu
avec celui utilisé pour représenter les vecteurs de commande définis précédem-
ment. Il est complètement indépendant.
Tous les éléments des matrices dans (3.15) et (3.16) sont composés de para-
mètres du circuit du convertisseur et peuvent être facilement obtenus à partir de la
réorganisation de (3.4). Un problème majeur et pratiquement présent dans tous les
convertisseurs de puissance est l’incertitude de leurs composants. Cela se traduit
par une erreur expérimentale sur la convergence de l’état, même si la stabilité glo-
bale est théoriquement satisfaite. Pour résoudre ce problème, nous proposons de
prendre en compte ces incertitudes. Parmi plusieurs méthodes, nous avons choisi
de le faire d’une façon non structurée. Cela signifie que nous ne formulons pas
le problème à travers l’incertitude exacte de chaque composant, mais plutôt, nous
considérons que toutes les incertitudes peuvent être résumées et représentées par
une perturbation constante d0 sur le signal de commande d. d0 est alors considéré
comme un état supplémentaire à estimer. Cela augmente donc l’ordre du système
d’une unité, mais évite une formulation complexe et longue des incertitudes. Cette
approche non-structurée ne garantit pas une élimination complète de l’erreur ex-
périmentale dû aux incertitudes, mais d’un point de vue de l’application, nous
pouvons tolérer un certain écart. Le nouveau système étendu qui prend en compte
les incertitudes est donc d’ordre quatre et sa représentation d’état est de la forme
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suivante : 
x˙′ = A11x′+A12y+(B1x′+E1y)(d+d0)+L′ve
d˙0 = 0
y˙ = A21x′+A22y+(B2x′+E2y)(d+d0)
(3.17)
Dans (3.17), d est le signal de commande fourni par la loi de commande, tandis
que d0 est une perturbation estimée avec le vecteur d’état, par l’observateur. La
représentation d’état étendue de l’observateur par modes glissants correspondant
à la forme bilinéaire est la suivante :
˙ˆx′ = A11xˆ′+A12yˆ+(B1xˆ′+E1yˆ)(d+ dˆ0)+L′ve+K1w
˙ˆd0 = 0+K2w
˙ˆy = A21xˆ′+A22yˆ+(B2xˆ′+E2yˆ)(d+ dˆ0)−w
(3.18)
où K1 et K2 sont les gains de l’observateur, (xˆ′ dˆ0)> le vecteur d’état augmenté et
w l’entrée de l’observateur, qui est équivalent à une entrée de commande dans le
cas d’une SMC.
Dans ce cas, nous appliquons le principe de la commande discontinue pour
assurer l’attractivité vers la surface de glissement. Ainsi, nous assignons w =
M sgn(s) avec M une constante positive. Un bon choix de M peut être trouvé
en utilisant la condition d’attractivité ss˙ < 0. Cependant, le problème de réticence
n’est pas significatif puisque, dans ce cas, le modèle (SMO) est entièrement numé-
rique (absence de bruit ou des dynamiques négligées). La surface de glissement est
s = yˆ−y, ce qui montre que sa convergence vers 0 assure une estimation parfaite.
Finalement, il reste à vérifier la dynamique de glissement. Pour cela, nous déter-
minons la dynamique de l’erreur d’estimation en utilisant la composante continue
weq (commande équivalent dans le cas de la SMC). Cela conduit à :{
ε˙ = (A11+K1A21)ε+(B1+K1B2)ε(d+d0)
ε = xˆ′− x′ (3.19)
La paire (A11,A21) étant observable, nous pouvons trouver un gain K1 tel que
Aε = A11+K1A21 est Hurwitz. Ensuite, nous pouvons estimer x′′ à partir de xˆ′′ =
C−12 (y−C1xˆ′).
Un observateur est donc synthétisé en prenant :
M = 1500;K1 = ( - 0,0822 0,7284 0,2486)>;K2 = - 0,0066
Un essai de variation de la consigne, comme celui de la SMC (première stratégie
sans observateur), est effectué. La Fig. 3.21 montre les réponses obtenues en si-
mulation et expérimentalement. Nous pouvons remarquer :
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– en simulation, la réponse est identique à celle sans observateur ;
– expérimentalement, la phase transitoire est plus lisse, et avec un écart faible
entre la référence et la tension de sortie.
L’écart constaté, entre la référence et la tension de sortie, existe toujours comme
prévu et a une valeur relative inférieure à 0,8%, ce qui est acceptable dans la
majorité des applications des convertisseurs DC-DC. Il est maintenant dû aux in-
certitudes des valeurs des résistances du capteur de la tension de sortie, et à la
chaîne de mesure.
Figure 3.21 – Réponse en simulation et expérimentale à une variation de 2V de la consigne en
présence de l’observateur
Sachant que l’approche de l’observateur par modes glissants proposé est non
linéaire, et que le principe de séparation de la stabilité pour la commande et
l’observateur ne s’applique pas, il faut démontrer analytiquement la stabilité glo-
bale du système complet comportant la commande et l’observation (convertis-
seur+SMC+SMO), ce qui n’est pas donné ici à cause des expressions non linéaires
complexes. Cependant, nous avons vérifié que le système complet, linéarisé autour
du point de fonctionnement, est stable (ayant une matrice de transition Hurwitz).
Enfin, un résultat positif de cette approche est que les réglages des paramètres
de la SMC et ceux du SMO sont totalement indépendants.
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3.3 Conclusions
Dans ce chapitre, la commande équivalente par modes glissants a été appliquée
afin de fournir une loi de commande rapide et stable, appliquée dans le cadre de
ces travaux sur un convertisseur de type SEPIC, tout en conservant une fréquence
de commutation fixe. Ceci a facilité l’implémentation pratique et son utilisation
sans la commande discontinue a été justifiée. Nous avons montré que, contraire-
ment à ce qui a été supposé en termes du choix de la surface de glissement, une
commande par modes glissants du premier ordre conduit à une loi de commande
instable pour le SEPIC, même si ce n’est pas le cas pour d’autres convertisseurs
DC-DC.
Nous avons proposé des stratégies de commande par modes glissants du second
ordre qui permettent d’obtenir des comportements dynamiques rapides et stables
et qui sont en même temps d’une complexité de synthèse « raisonnable ».
Par ailleurs, nous avons proposé un observateur par modes glissants qui prend
en compte des incertitudes pour estimer le vecteur d’état et limiter les problèmes
de mesure de toutes les variables d’état.
De plus, une comparaison des lois de commande avec une analyse de robus-
tesse de stabilité, pour le convertisseur SEPIC, a été traitée. Comparativement
à la régulation de type PI et à la commande par retour d’état, les résultats ob-
tenus en simulation, et confirmés expérimentalement, ont permis de conclure à
des meilleures performances de la commande par modes glissants, en particulier
vis-à-vis des perturbations de la charge. Du point de vue du comportement non
linéaire, la commande par modes glissants a aussi permis d’obtenir une meilleure
homogénéité avec une très bonne dynamique transitoire lors des changements de
point de fonctionnement. En termes de robustesse, l’analyse effectuée en utilisant
la valeur singulière structurée a permis de conclure à une meilleure performance
de la commande par modes glissants.
Cependant, ces performances peuvent être améliorées si la valeur de la charge
peut être estimée, ce que l’observateur par modes glissants ne fait pas ici. Ce
problème est complexe vis-à-vis de la conception de ce type d’observateurs. En
revanche, nous le proposons dans le chapitre 5 en utilisant une autre approche
méthodologique fondée sur les principes d’immersion et invariance.

Chapitre 4
Modélisation et commande par
approches énergétiques
La différence entre les systèmes non linéaires et linéaires est que chaque sys-
tème non linéaire a ses propres propriétés et comportement, et qu’une méthode de
commande n’est adaptée qu’à une classe de non linéarités. Ceci se traduit d’un
point de vue de la commande par l’exigence des stratégies et des approches dif-
férentes pour atteindre la stabilité et les mêmes objectifs de performance. Ainsi,
il faut disposer d’une bonne connaissance du procédé à commander, car des sys-
tèmes appartenant à une même famille de modèles peuvent avoir des propriétés
dynamiques « éloignées ». Cela implique que le choix d’une stratégie de com-
mande ne peut pas, généralement, être préalablement déterminé sans une analyse
approfondie, argumentée et comportant des éléments comparatifs au regard des
différentes approches potentielles.
Contrairement à ce qu’on pourrait penser, les phases de modélisation et de
commande des systèmes dynamiques ne doivent pas être menées distinctement,
mais plutôt simultanément et analysées en tenant compte de la problématique. Dif-
férents modèles conduisent à des difficultés différentes dans la synthèse des lois de
commande, où l’utilisation de certaines représentations mathématiques pourrait
complexifier la conception d’une stratégie de commande spécifique, voire même
les rendre inefficaces. Dans la littérature, la plupart des convertisseurs DC-DC
ont été modélisés en utilisant une approche de type modèle moyen classique en
espace d’état [MC76], [C´M77], car il convient le mieux aux différents concepts
de commande. Beaucoup d’auteurs ont adopté ce modèle pour la synthèse des
lois de commande dans un objectif classique de robustesse et de performances :
commande par compensation des pôles [LMK00], commande par modes glis-
sants (SMC) [Utk93], [ME96], [TLT06], [HL06], commande robuste [GSZ02],
[Bus99], [LRAMSVO01], [AMF03], [SFH+10].
De par sa représentation même, l’approche par la passivité est un outil très
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utile dans l’analyse et la commande des systèmes non linéaires, en raison de
sa forte liaison avec les méthodes de Lyapunov [Kha02]. Les notions énergé-
tiques, à la base de ces méthodes, les rendent compréhensibles, adaptables et
applicables aux systèmes dynamiques fondés sur les concepts de flux d’énergie,
tels que les convertisseurs de puissance. En outre, la commande par passivité
(PBC de l’anglais : Passivity-Based Control) a été appliquée en utilisant des
méthodes de modélisation dédiées et principalement fondées sur la modélisation
d’Euler-Lagrange (EL) [OLNSR98] et Hamiltonienne (PH de l’anglais : Port-
Hamiltonian) [EvdSO99], ce qui a permis d’avoir une bonne cohérence et inter-
action entre la modélisation et la commande. La commande des convertisseurs
DC-DC a elle-même été aussi analysée et stabilisée en utilisant des approches
PBC, ce qui a fourni des lois de commande non-linéaires performantes et robustes
par rapport à d’autres stratégies.
Dans ce chapitre, nous proposons le développement des méthodologies de syn-
thèse de lois de commande fondées sur la passivité, en utilisant des modèles dé-
diés. Ceci a pour but de proposer une stratégie de {modélisation+commande}
mieux adaptée, plus performante et plus systématique que les approches pro-
posées dans les chapitres précédents pour le convertisseur SEPIC. Nous mon-
trons dans un premier temps l’applicabilité des approches classiques, en prenant
comme point de départ les convertisseurs basiques, et ensuite nous proposons
deux approches pour la commande du convertisseur SEPIC. Dans une perspective
de l’extension de leur application dans un environnement industriel les travaux
sont aussi guidés par le compromis théorique/pratique d’une part, puis d’autre
part par la nécessite de la validation expérimentale des lois de commande synthé-
tisées et des concepts utilisés.
4.1 Modélisation par approches énergétiques
Dans cette section, nous allons présenter deux approches différentes, toutes
deux s’appuyant sur le point de vue énergétique, afin de modéliser les conver-
tisseurs DC/DC en commutation. La première approche utilise le Lagrangien du
système alors que la seconde utilise l’Hamiltonien. Notons que ces méthodes sont
a priori très générales et peuvent aussi bien être utilisées pour la modélisation de
systèmes mécaniques par exemple. Chacun de ces modèles nous permettra d’ap-
pliquer les diverses méthodes de synthèse de lois de commande utilisant les outils
de la passivité. Pour des questions de facilité de présentation nous nous plaçons
en mode CCM.
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4.1.1 Le modèle d’EULER-LAGRANGE
4.1.1.1 Principe de la modélisation d’EULER-LAGRANGE
L’approche par le Lagrangien consiste à établir les grandeurs et fonctions d’Euler-
Lagrange du circuit :
– énergies cinétique et potentielle,
– fonction de dissipation de Rayleigh,
– et entrées exogènes au système,
pour chacune des topologies associées aux deux positions du commutateur. Dans
le cas des convertisseurs de puissance, l’énergie cinétique est l’énergie emmaga-
sinée dans les inductances, et l’énergie potentielle est celle emmagasinée dans
les condensateurs. La fonction de dissipation de Rayleigh correspond en pratique
à la dissipation par effet Joule. Cette approche est expliquée et appliquée à di-
vers types de systèmes physiques, électriques aussi bien que mécaniques dans
[KPAY06], [OLNSR98] et [RO95]. Nous verrons que certaines grandeurs (et fonc-
tions) d’Euler-Lagrange restent inchangées selon l’état des interrupteurs, alors que
d’autres ne sont affectées que par l’ajout ou le retrait de certains termes. En in-
cluant la position de l’interrupteur commandé (fermé ou ouvert) dans l’expression
de ces grandeurs, nous pourrons alors définir un modèle général en commuta-
tion pour le système. En appliquant ensuite l’équation de la dynamique d’Euler-
Lagrange, nous obtiendrons un système d’équations différentielles sur les va-
riables d’état du système qui définiront sa représentation d’état.
4.1.1.2 Application aux convertisseurs
Nous illustrons l’utilisation de la modélisation d’Euler-Lagrange sur les conver-
tisseurs Boost et SEPIC. Celles des convertisseurs Buck et Buck-Boost sont simi-
laires au convertisseur Boost, tandis que celle du convertisseur C´uk est similaire à
celle du SEPIC.
4.1.1.2.1 Modèle d’Euler-Lagrange du convertisseur Boost
Le schéma du convertisseur Boost est redonné dans la Fig. 4.1. Pour l’expres-
sion du Lagrangien, les quantités de charge dans les inductances et les condensa-
teurs sont utilisées :
q =
(
qL
qC
)
(4.1)
Après avoir défini les fonctions caractéristiques d’Euler-Lagrange pour chaque
configuration du circuit, selon l’état du commutateur µ = 0 (ouvert) et µ = 1
(fermé), nous pouvons, en les combinant, déduire un ensemble d’expressions glo-
bales pour le système en commutation. En remplaçant µ par 0 ou 1, nous obtenons
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Figure 4.1 – Schéma du convertisseur Boost
les relations suivantes pour le convertisseur Boost :
Σµ :

Tµ(q˙) = 12Lq˙
2
L
Vµ(q) = 12C q
2
C
Fµ(q˙) = 12R((1−µ)q˙L− q˙C)2
Qµ =
(
E
0
) (4.2)
où Tµ et Vµ sont les énergies cinétique et potentielle respectivement, Fµ la fonction
de dissipation de Rayleigh qui représente la puissance dissipée, et Qµ le vecteur
des entrées exogènes. Le terme E remplace la tension d’alimentation Ve et le fac-
teur 1/2 dans Fµ est ajouté pour des raisons de cohérence. Le Lagrangien peut
ensuite être défini, à partir des énergies cinétique et potentielle, par :
Lµ(q, q˙) = Tµ(q˙)−Vµ(q) (4.3)
=
1
2
(Lq˙2L−
q2C
C
) (4.4)
Ensuite, l’équation d’Euler-Lagrange, définie par l’expression (4.5), permet d’ob-
tenir une représentation dynamique du système en commutation.
d
dt
(
∂L(q, q˙)
∂q˙
)
− ∂L(q, q˙)
∂q
= Q− ∂F(q˙)
∂q˙
(4.5)
Nous aurons pour le convertisseur Boost :(
Lq¨L
q˙C
)
=
( −(1−µ)qCC
(1−µ)q˙L− qCRC
)
+
(
E
0
)
(4.6)
En prenant comme nouvelles variables d’état
x =
(
x1
x2
)
=
(
q˙L
qC
C
)
=
(
iL
vC
)
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nous obtentons le modèle d’état suivant :(
L 0
0 C
)
x˙ =
(
0 −(1−µ)
1−µ − 1R
)
x+
(
E
0
)
(4.7)
Le modèle d’état (4.7) est mis sous une forme simplifiée et plus informative du
point de vue énergétique par :
D x˙ = (J −R )x+E (4.8)
où nous avons les matrices :
– D =
(
L 0
0 C
)
diagonale,
– J =
(
0 −(1−µ)
(1−µ) 0
)
antisymétrique,
– R =
(
0 0
0 1R
)
diagonale
– E =
(
E
0
)
La matrice D contient les éléments de stockage dans le convertisseur (induc-
tances et capacités), la matrice J représente l’interconnexion des composants du
circuit, la matrice R contient les éléments dissipatifs (résistances) et le vecteur E
représente les entrées exogènes.
4.1.1.2.2 Modèle d’Euler-Lagrange du convertisseur SEPIC
D’après le schéma simplifié du SEPIC, Fig. 4.2, nous pouvons voir que la
charge qC1 du condensateur C1 est alternativement égale à celle de l’inductance
L2 lorsque µ = 1 puis à celle de l’inductance L1 lorsque µ = 0. En effet, les cou-
1L
2L R
2C
1CiL
1
i
L
2
Vc
1
di
Ve
Vs
i
sik
Vc
2
Figure 4.2 – Schéma du convertisseur SEPIC
rants sont égaux et les conditions aux limites impliquent l’égalité des charges pour
chacune des positions du commutateur, que ce soit avec L2 pour µ = 1 ou avec L1
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pour µ = 0. Comme le courant est la dérivée de la charge, alors nous avons l’éga-
lité des charges précédemment citées quels que soient le temps t et la position du
commutateur µ.
Nous prenons les grandeurs suivantes :
q =
(
qL1 qL2 qC2
)> (4.9)
pour définir les fonctions d’Euler-Lagrange pour chacune des positions du com-
mutateur afin d’obtenir les relations caractéristiques du système en commutation.
Nous obtenons alors :
Σµ :

Tµ(q˙) = 12(L1q˙
2
L1 +L2q˙
2
L2)
Vµ(q) = 12C2 q
2
C2 +
1
2C1
(µqL2 +(1−µ)qL1)2
Fµ(q˙) = 12R((1−µ)(q˙L1− q˙L2)− q˙C2)2
Qµ = µ
E0
0

(4.10)
Les énergies cinétique et potentielle permettent ensuite d’écrire l’expression du
Lagrangien :
Lµ(q, q˙) = Tµ(q˙)−Vµ(q) (4.11)
=
1
2
(L1q˙2L1 +L2q˙
2
L2−
q2C2
C2
− 1
C1
(µqL2 +(1−µ)qL1)2) (4.12)
Appliquons alors l’équation d’Euler-Lagrange (4.5) à l’ensemble d’équations Σµ :L1q¨L1L2q¨L2
q˙C2
=
−(1−µ)
1
C1
(µqL2 +(1−µ)qL1)− (1−µ)
qC2
C2
−µ 1C1 (µqL2 +(1−µ)qL1)+(1−µ)
qC2
C2
(1−µ)(q˙L1− q˙L2)−
qC2
RC2
+
E0
0
 (4.13)
Il est évident qu’un modèle d’état ne peut pas être défini avec le seul système
d’équations (4.13) sans ajouter de variable complémentaire car le vecteur q est de
dimension trois. La raison de l’absence de la charge qC1 de C1 dans le vecteur q
est que l’énergie cinétique associée dépend de µ et des autres charges. En effet,
dans (4.12), le terme (µqL2 +(1−µ)qL1)2 n’est pas q2C1 . Ceci est une conséquence
de la topologie du circuit, on peut prendre comme nouvelles variables d’état :
x =

x1
x2
x3
x4
=

q˙L1
1
C1
(µqL2 +(1−µ)qL1)
q˙L2qC2
C2

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Ce choix conduit au modèle d’état suivant :
L1 0 0 0
0 C1 0 0
0 0 L2 0
0 0 0 C2
 x˙ =

0 −(1−µ) 0 −(1−µ)
1−µ 0 µ 0
0 −µ 0 1−µ
1−µ 0 −(1−µ) − 1R
x+

E
0
0
0

Soit selon la formulation énergétique :
D x˙ = (J −R )x+E (4.14)
où
D =

L1 0 0 0
0 C1 0 0
0 0 L2 0
0 0 0 C2

J =

0 −(1−µ) 0 −(1−µ)
1−µ 0 µ 0
0 −µ 0 1−µ
1−µ 0 −(1−µ) 0

R =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1R

E =

E
0
0
0

Les structures et rôles des différentes matrices restent les mêmes que ceux des
matrices dans le cas du convertisseur Boost.
4.1.2 Le modèle Hamiltonien
4.1.2.1 Principe de la modélisation Hamiltonienne
Un système Hamiltonien généralisé est un système non linéaire sans pertes
muni de ports extérieurs agissant comme des entrées et défini par un modèle d’état
traditionnel. Il est caractérisé par une inclusion explicite de la contribution du
gradient de l’énergie totale du système dans les équations différentielles décrivant
l’évolution du vecteur d’état.
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Habituellement, les circuits électriques ne sont pas considérés comme Hamil-
toniens en raison de la présence d’éléments dissipatifs comme les résistances ainsi
que d’éléments non dissipatifs qui perturbent néanmoins la structure fondamen-
tale d’un système sans pertes. Ainsi, les circuits électriques munis de transforma-
teurs, de diodes, de commutateurs, etc. . . ne peuvent être considérés comme de
réels systèmes Hamiltoniens généralisés.
Cependant le formalisme Hamiltonien ainsi que toutes ses propriétés physiques
intéressantes peuvent être préservés dans le cas de circuits électriques dont nous
ne nous préoccupons que du sous-circuit sans pertes 1, en considérant le reste des
éléments constitutifs du circuit comme des ports externes ou des entrées du sys-
tème. De cette manière, les circuits résistifs, munis de diodes, de commutateurs,
de transformateurs, etc. . . peuvent aussi être modélisés de manière systématique.
Cette approche, étudiée pour différents types de systèmes physiques dans [DSO08],
[EvdSO99] et [OLNSR98], permet ainsi la modélisation systématique de réseaux
électriques incluant toutes sortes d’éléments électriques, ce qui n’est pas aisé et
parfois même impossible à effectuer en utilisant le formalisme Lagrangien.
Avec l’approche Hamiltonienne, tous les éléments d’un circuit électrique sont
représentés comme des ports électriques dont :
– les courants sont identifiés comme des flux notés avec la lettre f ,
– les tensions sont identifiés comme des efforts et notés avec la lettre e.
Les variables d’état du circuit LC sans pertes sont les charges qC des différents
condensateurs et les flux φL des différentes inductances.
Nous pouvons alors écrire, en fonction des variables d’état, l’énergie emmaga-
sinée dans un condensateur, qui joue le rôle de l’énergie potentielle V du système :
V =
1
2C
q2C (4.15)
et l’énergie magnétique d’une inductance, qui joue le rôle d’énergie cinétique T
du système :
T =
1
2L
φ2L (4.16)
L’Hamiltonien, qui représente l’énergie totale du sous-circuit LC sans pertes, est
alors simplement :
H = T +V =
1
2L
φ2L+
1
2C
q2C (4.17)
Les équations régissant le fonctionnement de chacun des différents éléments
constitutifs retrouvés dans les convertisseurs DC-DC en commutation pour l’ap-
proche Hamiltonienne se déterminent à partir des caractéristiques propres de chaque
élément :
1. Nous ne considérons que ses inductances et ses condensateurs
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– Résistance :
eR = R fR (4.18)
– Inductance :
fL =
φL
L
et eL = φ˙L (4.19)
– Condensateur :
eC =
qC
C
et fC = q˙C (4.20)
– Commutateur idéal : il sera noté SW 2 et commandé par la variable µ dont la
valeur appartient à l’ensemble fini {0,1}. La relation suivante montre donc
le comportement du commutateur pour chacune de ces valeurs de µ :
µ =
{
1 ⇒ eSW = 0 et fSW ∈ R
0 ⇒ eSW ∈ R et fSW = 0 (4.21)
– Diode idéale : nous utilisons les commutateurs en mode de fonctionnement
continu et dans ces conditions, la diode sera équivalente à un autre commu-
tateur qui fonctionnera de manière dépendante du commutateur commandé.
Son mode de fonctionnement sera modifié à chaque commutation et pour
cette raison nous pouvons nous ramener à des circuits simplifiés avec deux
commutateurs dépendants. Si nous utilisions les commutateurs en mode de
fonctionnement discontinu, alors il faudrait tenir compte des modes de fonc-
tionnement suivants :
Diode
{
passante ⇒ eSW = 0 et fSW ≥ 0
bloquée ⇒ eSW ≤ 0 et fSW = 0 (4.22)
4.1.2.2 Application aux différents convertisseurs
La démarche à suivre afin de modéliser les circuits électriques par cette ap-
proche va être clairement décrite pour le convertisseur Boost, ce qui nous per-
mettra pour le SEPIC de ne pas nous attarder sur certaines étapes du processus
de développement du modèle. Il faut cependant noter ici que les convertisseurs
sont utilisés en mode de conduction continue (CCM) et que les éléments du cir-
cuit sont considérés comme parfaits, ce qui nous permet de considérer un schéma
équivalent plus simple pour chacun des types de convertisseur.
4.1.2.2.1 Modèle PH du convertisseur Boost
Soit le vecteur d’état :
x =
(
φL
qC
)
=
(
LiL
CvC
)
(4.23)
2. Pour l’anglais Switch
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Comme nous l’avons vu dans l’équation (4.17), l’Hamiltonien du système est
alors :
H(x) = T +V =
1
2L
φ2L+
1
2C
q2C =
1
2
x>Qx (4.24)
avec
Q =
( 1
L 0
0 1C
)
(4.25)
et donc en dérivant l’Hamiltonien par rapport au vecteur d’état, nous obtenons :
∂H(x)
∂x
= Qx =
(φL
LqC
C
)
=
(
iL
uC
)
(4.26)
En observant la Fig. 4.1, les lois des mailles et des nœuds nous indiquent directe-
ment que :
x˙ =
(−1
0
)
eSW1 +
(
1
0
)
E +
(
0
1
)
fSW2 +
(
0
−1
)
fR (4.27)
où SW1 désigne l’interrupteur et SW2 la diode.
Les lois de Kirchoff nous permettent ensuite d’établir les relations existantes
entre les ports externes restants, qui sont fS, eSW1 , fSW2 et eR, et le gradient du
Hamiltonien ∂H(x)∂x ainsi que les ports E, − fSW1 , −eSW2 et − fR qui interviennent
dans l’équation (4.27).
L’équation des ports externes écrite sous forme standard sera alors :
fS
fSW1
eSW2
eR
=

1 0
1 0
0 −1
0 1
(φLLqC
C
)
+

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0


E
eSW1
fSW2
fR
 (4.28)
Afin d’expliciter l’équation (4.27) on peut noter, d’après les équations (4.18)
et (4.28), que fR =
qC
RC et pour obtenir eSW1 et fSW2 , nous devons les exprimer pour
chacune des valeurs de µ et en déduire leurs formulations générales (en fonction
de µ).
Des équations (4.21) et (4.28), nous déterminons :
– Pour µ = 1, {
eSW1 = 0
fSW2 = 0
⇒
{
eSW2 = −qCC
fSW1 =
φL
L
– Pour µ = 0, {
eSW2 = 0
fSW1 = 0
⇒
{
eSW1 =
qC
C
fSW2 =
φL
L
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Nous en déduisons eSW1 = (1− µ)qCC et fSW2 = (1− µ)φLL , ce qui conduit au
modèle d’état :
x˙ =
(
0 −(1−µ)
1−µ − 1R
)
∂H
∂x
+
(
E
0
)
(4.29)
Ce modèle peut être écrit sous la forme simplifiée :
x˙ = (J −R )∂H
∂x
+E (4.30)
où nous avons les matrices :
– J =
(
0 −(1−µ)
(1−µ) 0
)
antisymétrique,
– R =
(
0 0
0 1R
)
diagonale
– E =
(
E
0
)
.
Leur signification est la même que celle du modèle d’Euler-Lagrange.
Notons aussi que ce modèle peut être également obtenu à partir du modèle
d’Euler-Lagrange par un réarrangement des éléments des différentes matrices.
Nous verrons par la suite que cette forme de modèle d’état sera fortement utile
lors de la synthèse de lois de commande utilisant les approches de la passivité.
4.1.2.2.2 Modèle Hamiltonien du SEPIC
Soit le vecteur d’état
x =

φL1
qC1
φL2
qC2
=

L1iL1
C1vC1
L2iL2
C2vC2
 (4.31)
L’Hamiltonien du système est :
H(x) = T +V =
1
2L1
φ2L1 +
1
2L2
φ2L2 +
1
2C1
q2C1 +
1
2C2
q2C2 =
1
2
x>Qx (4.32)
avec
Q =

1
L1
0 0 0
0 1C1 0 0
0 0 1L2
0 0 0 1C2
 (4.33)
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et donc en dérivant l’Hamiltonien par rapport au vecteur d’état nous obtenons :
∂H(x)
∂x
= Qx =

φL1
L1qC1
C1
φL2
L2qC2
C2
=

iL1
vC1
iL2
vC2
 (4.34)
En observant la Fig. 4.2, les lois des mailles et des nœuds nous permettent
d’écrire directement :
x˙=

0 −1 0 −1
1 0 0 0
0 0 0 1
1 0 −1 0


φL1
L1qC1
C1
φL2
L2qC2
C2
+

1
0
0
0
E+

0
−1
0
−1
 fSW1+

−1
0
1
0
eSW2+

0
0
0
−1
 fR
Ces mêmes lois nous donnent l’équation des ports externes :

fS
eSW1
fSW2
eR
=

1 0 0 0
0 1 0 1
1 0 −1 0
0 0 0 1


φL1
L1qC1
C1
φL2
L2qC2
C2
+

0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0


E
fSW1
eSW2
fR
 (4.35)
où SW1 désigne l’interrupteur et SW2 la diode. Enfin, nous savons d’après les équa-
tions (4.18) et (4.35) que fR =
qC2
RC2
.
Afin d’obtenir eSW2 et fSW1 , nous devons calculer, comme dans le cas précé-
dent, leurs valeurs pour chacune des valeurs de µ et en déduire leurs formulations
générales. Des équations (4.21) et (4.35) on déduit :
– Pour µ = 1,
{
eSW1 = 0
fSW2 = 0
⇒
{
eSW2 = −
qC1
C1
− qC2C2
fSW1 =
φL1
L1
− φL2L2
– Pour µ = 0,
{
eSW2 = 0
fSW1 = 0
⇒
{
eSW1 =
qC1
C2
+
qC2
C2
fSW2 =
φL1
L1
− φL2L2
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En déduisant eSW2 =−µ(
qC2
C2
+
qC4
C4
) et fSW1 = µ(
φL1
L1
− φL3L3 ), le modèle d’état est :
x˙ =

0 −(1−µ) 0 −(1−µ)
1−µ 0 µ 0
0 −µ 0 1−µ
1−µ 0 −(1−µ) − 1R
 ∂H∂x +

E
0
0
0
 (4.36)
Ce modèle aussi être écrit sous la forme simplifiée :
x˙ = (J −R )∂H
∂x
+E (4.37)
faisant apparaître les matrices :
– J =

0 −(1−µ) 0 −(1−µ)
1−µ 0 µ 0
0 −µ 0 1−µ
1−µ 0 −(1−µ) 0
 antisymétrique,
– R =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1R
 diagonale,
– E =

E
0
0
0
.
4.1.3 Modulation de largeur d’impulsion et modélisation
moyenne (PWM)
Nous avons vu que les modèles d’Euler-Lagrange et Hamiltonien sont établis
pour le système en commutation. Autrement dit, le vecteur d’état représente les
signaux en commutation. Ces modèles ont comme entrées de commande la posi-
tion du commutateur (0 ou 1). Cependant, le convertisseur est pratiquement com-
mandé par une entrée PWM en faisant varier le rapport cyclique d tout en gardant
la fréquence de commutation fixe. Pour la synthèse de la loi de commande il est
préférable de formuler les modèles selon les représentations d’EL et PH équiva-
lentes ayant comme entrée de commande le rapport cyclique d. La conséquence
est que nous nous retrouverons avec un modèle moyen équivalent.
Les formes d’Euler-Lagrange et Hamiltonienne simplifiées et énergétiques,
trouvées précédemment, peuvent être réécrites sous la forme :
x˙ = f (x)+g(x)µ (4.38)
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En considérant que la période de commutation T tend vers 0, le système (4.38) est
équivalent à :
x˙(t) = f (x(t))+g(x(t))u(x(t)) (4.39)
où x est maintenant la valeur moyenne du vecteur d’état. Ce résultat suit le même
raisonnement que celui de la section 3.1.2 du chapitre 3. La considération T → 0
n’est en fait que la même condition exigée par le principe de la modélisation
moyenne du chapitre 1. Cette condition est que la fréquence de commutation tend
vers l’infini ou en pratique, qu’elle soit « suffisamment » grande par rapport à la
bande passante du convertisseur.
4.2 La passivité : principes, théorèmes et méthodes
4.2.1 Principes de la passivité
La dissipativité est une propriété des systèmes physiques assimilable aux phé-
nomènes de perte ou de dissipation d’énergie. Un exemple typique de dissipativité
pourrait être un circuit électrique dans lequel une partie des énergies magnétiques
et électriques serait dissipée sous forme de chaleur par une ou plusieurs résis-
tances. Pour un système mécanique, le phénomène de frottement joue un rôle
similaire. Ces différents concepts sont expliqués dans [Kha02], [OLNSR98] et
[OGC04].
Afin de définir mathématiquement le phénomène de dissipativité, nous intro-
duisons deux fonctions :
La vitesse d’injection : c’est le débit d’arrivée d’énergie vers le système.
La fonction de stockage : elle mesure la quantité d’énergie contenue dans le cir-
cuit.
Ces fonctions sont reliées par l’inégalité de dissipation, qui exprime que pour
un système dissipatif, la vitesse d’injection est supérieure ou égale à l’augmenta-
tion de la fonction de stockage au cours du temps. Un système dissipatif ne peut
donc pas emmagasiner plus d’énergie qu’il ne lui en est fourni, la différence étant
bien sûr l’énergie dissipée.
Pour aborder la passivité, il faudra ensuite introduire les notions d’entrée u ∈
Rm et de sortie y ∈ Rm du système car nous verrons qu’un système sera dit passif
s’il est dissipatif pour la vitesse d’injection s(u,y) = u>y. Avant de présenter d’un
point de vue mathématique les définitions et propriétés de la passivité, nous allons
aborder un exemple simple de système passif afin d’éclaircir ce concept.
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Figure 4.3 – Circuit RLC série
4.2.2 Exemple de système passif : le circuit RLC série
En appliquant la loi de Kirchoff au circuit RLC série de la Fig. 4.3, nous obte-
nons facilement son comportement dynamique :
v(t) = Ri(t)+
1
C
∫ t
0
i(τ)dτ+L
di(t)
dt
(4.40)
qui nous donne en multipliant le tout par i(t) :
v(t)i(t)−Ri2(t) = d
dt
(
1
2C
(
∫ t
0
i(τ)dτ)2︸ ︷︷ ︸
V
+
L
2
i2(t)︸ ︷︷ ︸
T︸ ︷︷ ︸
H
)
(4.41)
où V , T et H désignent respectivement l’énergie électrique emmagasinée dans le
condensateur C, l’énergie magnétique emmagasinée dans l’inductance L et l’Ha-
miltonien du système. En intégrant l’équation (4.41) de 0 à t, nous obtenons
l’équation de l’équilibre des énergies :∫ t
0
v(τ)i(τ)dτ︸ ︷︷ ︸
fournie
−
∫ t
0
Ri2(τ)dτ︸ ︷︷ ︸
dissipée
= H(t)︸︷︷︸
disponible
−H(0)︸︷︷︸
initiale
(4.42)
Dans cet exemple, la vitesse d’injection vi est la puissance délivrée au réseau
RLC par la source externe. Le circuit RLC série est donc très clairement dissipatif
par rapport à cette vitesse d’injection. De plus, si nous prenons u = v comme
entrée et y = i comme sortie (ou inversement), alors le système Σ : u 7→ y est
passif.
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4.2.3 Définitions et propriétés de la passivité
Même si le concept de passivité d’un système ne requiert pas la définition d’un
modèle d’état de celui-ci, dans un but de simplicité, nous allons nous restreindre
aux systèmes de la forme :
Σ :
{
x˙ = f (x,u), x(0) = x0 ∈ Rn
y = h(x,u) (4.43)
avec x ∈ Rn vecteur d’état, u ∈ Rm entrée et y ∈ Rm sortie du système Σ. Nous
pouvons alors présenter les définitions mathématiques des concepts précédem-
ment introduits [Kha02].
Définition 4.1 (Dissipativité). Le système Σ défini par (4.43) est dissipatif vis-à-
vis de la vitesse d’injection s(u,y) : Rm×Rm 7→ R si et seulement s’il existe une
fonction de stockage H : Rn 7→ R+ telle que
H (x(T ))≤H (x(0))+
∫ T
0
s(u(t),y(t))dt (4.44)
∀ u, T ≥ 0 et x0 ∈ Rn.
Définition 4.2 (Passivité). Σ est passif s’il est dissipatif pour s(u,y) = u>y. Il est à
entrée strictement passive (ISP 3) s’il est dissipatif pour s(u,y) = u>y−δi‖u‖2, où
δi > 0. Il est à sortie strictement passive (OSP 4) s’il est dissipatif pour s(u,y) =
u>y−δo‖y‖2, où δo > 0.
Proposition 4.1 (Interconnexion de systèmes passifs). Soient deux systèmes Σ1 :
u1 7→ y1 et Σ2 : u2 7→ y2 qui sont interconnectés de manière classique u2 = y1
et u1 = −y2. Si Σ1 et Σ2 sont passifs, alors le système en boucle fermé Σ : u =(
u1 u2
)> 7→ y= (y1 y2)> est aussi passif. De plus, s’ils sont à sortie strictement
passive, alors Σ l’est aussi.
Dans cette partie, nous étudions une classe spéciale de systèmes : les systèmes
affines en la commande.
Définition 4.3 (Système affine). Un système Σa est affine en u s’il est de la forme
Σa :
{
x˙ = f (x)+g(x)u, x(0) = x0 ∈ Rn
y = h(x) (4.45)
où g(x) ∈ Rn×m.
3. De l’anglais Input Strictly Passive
4. De l’anglais Output Strictly Passive
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Définition 4.4 (Observabilité et détectabilité de l’état zéro). Nous considérons le
système Σa de l’équation (4.45) avec une entrée nulle u= 0. L’état zéro du système
Σa est observable depuis la sortie 5 y(t) si ∀x0 ∈Rn nous avons y(t)≡ 0⇒ x(t)≡
0, et l’état zéro est détectable 6 si y(t)≡ 0⇒ lim
t→∞x(t) = 0.
Proposition 4.2 (Stabilité des systèmes passifs). Supposons que le système Σa de
l’équation (4.45) est à sortie strictement passive avec une fonction de stockageH
semi-définie positive.
(i) Si Σa est à état zéro observable, alors H (x)> 0 pour tout x 6= 0.
(ii) Si H (x) > 0 pour tout x 6= 0, H (0) = 0 et Σa est à état zéro détectable,
alors x = 0 est un état d’équilibre localement asymptotiquement stable de
x˙ = f (x). De plus, si H est radialement non bornée, alors la stabilité est
globale.
La démonstration est donnée dans [Kha02].
4.2.4 Méthodes de synthèse de lois de commande par passivité
Dans cette section, nous allons introduire d’un point de vue théorique, deux
méthodes classiques pour la synthèse de lois de commande, toutes deux fondées
sur la passivité :
– la méthode DI 7
– la méthode IDAPBC 8.
4.2.4.1 Injection d’amortissement (DI)
Considérons un système dont le modèle général d’état, modèle d’Euler-Lagrange,
est de la forme :
D x˙− J x+R x = E (4.46)
où D est diagonale, J est antisymétrique et R est symétrique semi-définie po-
sitive, correspondant au modèle moyen d’Euler-Lagrange. L’objectif de la loi de
commande est de réguler la sortie du système à une valeur constante désirée 9.
La méthodologie de la commande par passivité consiste à rendre la boucle
fermée (strictement) passive caractérisée par une fonction de stockage désiréeHd .
Nous considérons qu’une fonction de stockage du système peut être choisie selon
la forme H = 12x
>Dx, qui s’avère être l’énergie totale du modèle moyen sans
5. En anglais : Zero State Observable System
6. En anglais : Zero State Detectable System
7. De l’anglais Damping Injection
8. De l’anglais Interconnection and Damping Assignment Passivity-Based Control
9. La tension aux bornes d’un condensateur ou sa charge selon la définition de x
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pertes du convertisseur. Alors nous pouvons proposer comme fonction de stockage
désirée :
Hd =
1
2
x˜>D x˜ (4.47)
où x˜ := x− xd 10, avec xd la valeur désirée de x à définir. Ainsi, en posant dans
(4.46) :
– x = x˜+ xd ,
– R = Rd−RDI où Rd représente l’amortissement souhaité,
la dynamique de l’erreur x˜ du système associée à la fonction de stockage (4.47)
sera :
D ˙˜x− J x˜+Rd x˜ = E − (D x˙d− J xd +R xd)+RDI x˜ =Ψ (4.48)
Cette dynamique est obtenue après avoir injecté l’amortissement nécessaire
RDI de sorte que Rd =R +RDI soit symétrique définie positive. Cependant, ayant
une matrice d’amortissement définie positive, il est possible de rendre la boucle
fermée strictement passive en prenant Ψ= 0. La dynamique :
D ˙˜x− J x˜+Rd x˜ = 0 (4.49)
sera donc exponentiellement stable, car en prenant la dérivée temporelle de Hd le
long des solutions de (4.49), comme J est antisymétrique, nous obtenons :
H˙d =−x˜>Rd x˜≤−αHd < 0 ∀x˜ 6= 0
car Rd et D sont deux matrices diagonales à coefficients positifs. Il suffit alors de
fixer Ψ≡ 0 pour obtenir la dynamique de la loi de commande, ce qui donne :
D x˙d− J xd +R xd−RDI x˜ = E (4.50)
L’équation (4.50) nous donne alors une définition implicite de la loi de com-
mande. Pour en obtenir une définition explicite et comme la commande u est pré-
sente dans la matrice J ou le vecteur E , nous devons alors résoudre un système
de n équations à n+1 inconnues. Ainsi, il faudra choisir une des variables d’état
du système à fixer afin de pouvoir définir explicitement la loi de commande en u.
Cette façon de procéder sera illustrée dans la suite dans le cadre de l’application
aux convertisseurs DC-DC. Nous verrons également que l’application de cette
méthode pourra aboutir, selon la variable d’état fixée, à des instabilités de la loi de
commande, à l’équilibre ou même à une trop grande complexité, notamment pour
les systèmes d’ordre élevé [KPAY06], [OLNSR98], et [RO95].
10. La notation := traduit une définition
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4.2.4.2 Assignation d’interconnexion et d’amortissement (IDAPBC)
La méthodologie IDAPBC utilise les modèles Hamiltoniens de la forme :{
x˙ = (J (x)−R (x))∂H(x)∂x +g(x)u
y = g>(x)∂H(x)∂x
(4.51)
où x∈Rn est le vecteur d’état, u∈Rm avec m< n est la commande, H :Rn 7→R est
l’énergie totale emmagasinée par le système 11, J (x) antisymétrique et R (x) sy-
métrique semi-définie positive sont respectivement les matrices d’interconnexion
et d’amortissement naturelles et u,y ∈ Rm sont des variables dont le produit est
homogène à une puissance.
Proposition 4.3. Considérons le système affine en u :
x˙ = f (x)+g(x)u (4.52)
Supposons qu’il existe des matrices g⊥(x), Jd(x) =−J>d (x), Rd(x) = R >d (x)≥ 0
et une fonction Hd : Rn 7→ R qui vérifient l’équation aux dérivées partielles
g⊥(x) f (x) = g⊥(x)(Jd(x)−Rd(x))∂Hd(x)∂x (4.53)
où g⊥(x) est telle que g⊥(x)g(x) = 0 et Hd(x) est telle que le point d’équilibre
x∗ ∈ Rn à stabiliser est un minimum de Hd(x) sur Rn. Alors le système (4.52) en
boucle fermée avec u = β(x) où
β(x) = (g>(x)g(x))−1g>(x)((Jd(x)−Rd(x))∂Hd(x)∂x − f (x)) (4.54)
prend la forme
x˙ = (Jd(x)−Rd(x))∂Hd(x)∂x (4.55)
avec x∗ un point d’équilibre localement stable. Il sera asymptotiquement stable si
x∗ est minimum isolé de Hd sur Rn et le seul élément de Rn tel que :
(
∂Hd(x)
∂x
)>Rd(x)
∂Hd(x)
∂x
= 0
Démonstration. Lorsque β(x) de (4.54) est injectée à la place de u dans (4.52),
nous obtenons (4.55), ce qui conduit à l’équation de correspondance :
f (x)+g(x)u = (Jd(x)−Rd(x))∂Hd(x)∂x (4.56)
11. Ou encore l’Hamiltonien du système
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En multipliant par g⊥(x), nous retrouvons l’équation aux dérivées partielles (4.53).
Nous avons, le long des trajectoires de (4.55) :
H˙d =−(∂Hd(x)∂x )
>Rd(x)
∂Hd(x)
∂x
≤ 0
Ainsi, Hd(x) est une fonction de Lyapunov qui vérifie les conditions de stabilité
(asymptotique) requises pour x∗. 222
Il est donc clair que la synthèse d’un correcteur par la méthode IDAPBC consiste
à trouver :
– les matrices g⊥(x), Jd(x) =−J>d (x), Rd(x) = R >d (x)≥ 0
– et une fonction Hd :Rn 7→R qui a x∗ comme minimum local ou global 12 sur
Rn
et qui vérifient l’équation aux dérivées partielles (4.53). Il y a au moins trois ap-
proches différentes afin de procéder à la résolution de cette équation :
IDA non paramétrique Le nom de IDAPBC vient du fait que la première idée a
été de fixer, a priori, les matrices d’interconnexion Jd(x) et de dissipation
Rd(x) désirées, ainsi que g⊥(x). Ce qui amène alors à une équation aux
dérivées partielles en Hd(x) donnant un ensemble de solutions pour Hd(x)
dont on choisit celle qui aura pour minimum le point d’équilibre désiré x∗.
IDA algébrique Nous pouvons aussi fixer la fonction de stockage d’énergie dé-
sirée Hd(x) et ainsi (4.53) devient une équation algébrique en Jd(x), Rd(x)
et g⊥(x).
IDA paramétrique Pour certains types de systèmes, il est préférable de restreindre
la fonction de stockage d’énergie Hd(x) à une certaine classe de fonctions.
Par exemple, pour un système mécanique, ce sera la somme de l’énergie
potentielle qui ne dépend que de la position et de l’énergie cinétique qui est
une forme quadratique sur les moments. En donnant une structure à cette
fonction Hd(x), nous obtiendrons alors une nouvelle équation aux dérivées
partielles qui nous fournira des contraintes sur les matrices d’interconnexion
et d’amortissement.
Cette méthode a été étudiée de diverses manières dans [DSO08], [OLNSR98]
et [OGC04]. Nous verrons lors de son application aux convertisseurs DC-DC que
nous pourrons aboutir, suivant la technique choisie parmi les trois approches citées
précédemment, à des instabilités de la loi de commande.
12. Suivant le type de stabilité possible ou désirée
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4.3 Commande des convertisseurs DC-DC par pas-
sivité
Dans cette section, nous allons mettre en application les méthodes de synthèse
de lois de commande fondées sur la passivité pour trois types différents de conver-
tisseurs DC-DC (Buck, Boost et SEPIC). Nous montrerons alors les performances
obtenues avec ces lois de commande en simulation pour chaque type de conver-
tisseurs ainsi que les résultats obtenus expérimentalement pour les convertisseurs
Buck et SEPIC, dont des maquettes d’essai spécifiques ont été développées pour
ces travaux.
4.3.1 Le convertisseur Buck
4.3.1.1 Synthèse par "damping injection" (DI)
Le modèle d’état moyen d’Euler-Lagrange pour le convertisseur Buck (Fig.
4.4) est : (
L 0
0 C
)
x˙ =
(
0 −1
1 − 1R
)
x+u
(
E
0
)
(4.57)
obtenu en suivant la méthode de modélisation présentée dans la section 4.1.1.
L’expression de la loi de commande par la méthode DI (damping injection) de la
section 4.2.4.1 nous donne alors le système d’équations suivant, obtenu en exploi-
tant la relation (4.50) :
Ψ= 0⇔
{
Lx˙1d + x2d−R1(x1− x1d) = uE
Cx˙2d− x1d + 1Rx2d = 0
(4.58)
pour une matrice :
RDI =
(
R1 0
0 0
)
Si nous fixons x2d = x∗2 avec x
∗
2 = vCd tension de sortie de référence (supposée
constante), nous obtenons la loi de commande :
u =
vCd−R1(x1− vCdR )
E
(4.59)
qui n’est rien d’autre que la loi de commande (4.64), obtenue par la méthode
IDAPBC dans la suite, pour laquelle nous aurions fixé r2d = 1R . Elle n’a donc pas
beaucoup d’intérêt et nous verrons que le convertisseur Buck est un cas à prendre
à part. En effet, c’est un système à déphasage minimal contrairement à beaucoup
d’autres types de convertisseurs (comme le SEPIC par exemple). Pour lesquels,
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Figure 4.4 – Schéma du convertisseur Buck
comme nous le verrons par la suite, il n’est pas possible de fixer directement la
tension de sortie car cela aboutirait à une loi de commande instable.
Par conséquent, une autre manière de procéder est de fixer x1d au lieu de x2d ,
c’est-à-dire, réguler directement le courant. Le modèle d’état moyen (4.57) nous
indique qu’à l’équilibre, nous avons x1 = x2R . Ainsi, nous pouvons essayer de fixer
x1d = x∗1 =
vCd
R . Nous obtenons une autre loi de commande linéaire qui peut être
formulée selon l’équation différentielle suivante :
u˙+
u
RC
+
R1
L
u =
1
CE
(
1+
R1
R
)
vCd
R
− R1
RCE
x1+
R1
EL
x2 (4.60)
Le modèle du convertisseur Buck étant linéaire, la synthèse de la loi de com-
mande conduit aussi à une forme linéaire. Enfin, on peut aussi noter que la for-
mulation obtenue fait apparaître un retour sur les deux variables d’état (courant et
tension). Il peut ainsi être assimilé à un retour d’état dont la commande est filtrée
par une fonction du premier ordre de pulsation de brisure ωb = 1RC +
R1
L ≈ 1RC .
Nous montrons, sur la Fig. 4.5, les évolutions temporelles de la tension de
sortie et du rapport cyclique obtenus en simulation avec cette loi de commande
(4.60) sur un convertisseur Buck ayant les paramètres donnés dans le tableau 4.1.
Le modèle de simulation a été complété par des filtres de mesure réglés à 2 kHz
et la commande réalisée en numérique avec une période d’échantillonnage corres-
pondant à la période de commutation T = 50 microsecondes. Pour ces essais, la
référence de la tension de sortie désirée est de 12 V et une variation en échelon de
vCd = 12V à vCd = 14V est imposé à t = 20 ms.
Ces réponses font apparaitre une réponse très amortie, cohérente avec les dia-
grammes de Bode, montrés sur la Fig. 4.6, du système en boucle ouverte avec
le régulateur (boucle ouverte au niveau de la grandeur de commande). Ces dia-
grammes permettent de relever une marge de phase de 70° environ et une marge
de gain de 20dB, ce qui justifie la réponse amortie obtenue.
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L C R E F R1
220µH 47µF 11Ω 20V 20kHz 3Ω
Tableau 4.1 – Paramètres du convertisseur Buck
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Figure 4.5 – Résultats en simulation obtenus avec la loi de commande "damping injection" en
fixant x1d pour un convertisseur Buck
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Figure 4.6 – Diagramme de Bode du système en boucle ouverte avec le régulateur DI pour Buck
4.3.1.2 Correction par IDAPBC
Le modèle d’état moyen Hamiltonien est :
x˙ =
(
0 −1
1 − 1R
)
∂H
∂x
+µ
(
E
0
)
(4.61)
d’après la méthode de modélisation présentée dans la section 4.1.2. Pour la syn-
thèse de lois de commande par la méthode IDAPBC, nous avons choisi pour
chaque convertisseur l’approche algébrique. La méthode choisie a été de fixer
Hd(x) comme étant l’Hamiltonien du système autour de la position d’équilibre
désirée x∗, c’est à dire Hd(x) = 12(x− x∗)>Q(x− x∗) (relation (4.47)). Par cette
approche nous obtenons alors un système d’équations algébriques en Jd(x), Rd(x)
et g⊥(x).
En posant les matrices :
Jd(x) =
(
0 − jd
jd 0
)
et
Rd(x) =
(
r1d 0
0 r2d
)
> 0
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nous obtenons le système :{ −vC +u ·E = −r1d(iL− i∗L)− jd(vC− vCd)
−iL− vCR = jd(iL− i∗L)− r2d(vC− vCd)
(4.62)
La deuxième relation nous donne :
jd =
RiL− vC +Rr2d(vC− vCd)
RiL− vCd (4.63)
et conduit à la loi de commande suivante en l’insérant dans la première relation :
u =
vC− r1d(iL− vCdR )+ (vC−vCd)(vC−RiL−Rr2d(vC−vCd))RiL−vCd
E
(4.64)
Concernant la matrice de dissipation, r2d représente logiquement une conductance
tandis que r1d représente une résistance. En effet, cette dernière se trouve dans la
première équation dynamique, obtenue généralement selon les lois de Kirchoff de
la boucle de l’inductance L. En prenant r2d = 1R et r1d = 3Ω, nous avons jd = 1 et
nous obtenons l’expression de la commande suivante (identique à la première loi
obtenue par dumping injection) :
u =
vCd− r1d(iL− vCdR )
E
La Fig. 4.7 montre les résultats obtenus, évolutions temporelles de la tension
de sortie et du rapport cyclique, avec cette loi de commande sur un convertisseur
Buck ayant les mêmes paramètres que celui de la section précédente. Afin de
faire apparaître l’impact des filtres de mesure et de l’implantation numérique de
la commande, sur cette figure le modèle de simulation ne comporte pas les filtres
et la loi de commande a été modélisée à temps continu (aux aspects de simulation
numérique prés). Les évolutions observées attirent les commentaires suivants :
– La présence d’un écart statique sur la réponse expérimentale, toutefois la
variation de la tension de sortie est identique à la variation de la consigne (2
volts).
– Un régime transitoire relativement oscillant sur la réponse expérimentale. Si
le temps du premier maximum est comparable, l’évolution de la tension de
sortie obtenue expérimentalement semble relativement peu amortie compa-
rativement à celle obtenue en simulation.
Les écarts statiques observés sont dus aux biais des capteurs et de la chaîne de
mesure et à la résistance équivalente en série avec l’inductance dans la matrice de
dissipation du modèle (4.57) qui a été négligée dans la modélisation. La réponse
de la tension de sortie présente des oscillations lentement amorties par rapport à
la réponse observée en simulation.
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Les oscillations observées sont dues d’une part à l’implantation numérique et
d’autre part à la mise en place d’un filtre passe bas (à 2 kHz) dans la mesure de
courant afin de limiter l’impact des bruits. La Fig. 4.8 montre le diagramme de
Bode du système discret en boucle ouverte avec le régulateur obtenu. On peut
noter que la pulsation de coupure et celle du mode oscillant du système sont très
proches. Nous remarquons une marge de phase assez faible, de l’ordre de 20°, qui
explique l’origine des oscillations basse fréquence faiblement amorties.
Les résultats en simulation réalisés avec l’implantation numérique du régula-
teur, et complété par le filtre de mesure, sont montrés sur la Fig. 4.9. Les résultats
obtenus se rapprochent de la réponse expérimentale qui comporte, comme men-
tionné précédemment, un écart statique en raison du biais dans les capteurs et des
incertitudes.
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Figure 4.7 – Résultats en simulation et expérimentaux de la loi de commande IDAPBC pour Buck
A titre de comparaison la Fig. 4.10 montre les résultats (tension de sortie, cou-
rant dans l’inductance et rapport cyclique) obtenus en simulation avec le modèle
moyen non linéaire pour les lois de commande déterminées par la deuxième DI
(4.60) et par la loi IDAPBC (4.64) (qui est aussi celle obtenue avec la première loi
DI (4.59)). Ces figures attirent les remarques suivantes :
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Figure 4.8 – Diagramme de Bode du système discret en boucle ouverte avec le régulateur IDAPBC
pour Buck
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Figure 4.9 – Résultats en simulation du système discret et expérimentaux de la loi de commande
IDAPBC pour Buck
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– les performances de l’IDAPBC sont meilleures, du point de vue du temps de
réponse, pour la tension de sortie ;
– une évolution « plus douce » du courant circulant dans l’inductance avec
la commande DI, ce qui est assez logique car cette méthode tend à réguler
directement (on se rappellera que cette loi fait intervenir un retour en tension
mais aussi en courant) ;
– de plus, nous pouvons distinguer un pic de courant pour la loi de commande
IDAPBC qui n’est pas présent dans la commande DI en raison aussi de la
régulation directe du courant avec cette méthode.
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Figure 4.10 – Résultats obtenus en simulation des lois de commande obtenues par DI, en fixant
x1d , et IDAPBC avec le convertisseur Buck
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L C R E F R1
310µH 600µF 30Ω 12V 200kHz 0,1Ω
Tableau 4.2 – Paramètres du convertisseur Boost
4.3.2 Le convertisseur Boost
4.3.2.1 Correction par "damping injection"
Rappelons que le modèle d’état moyen d’Euler-Lagrange est :(
L 0
0 C
)
x˙ =
(
0 −(1−u)
1−u − 1R
)
x+
(
E
0
)
(4.65)
d’après l’équation (4.7). La relation donnant la loi de commande par la méthode
DI (4.50) conduit alors alors au système d’équations :
Ψ= 0⇔
{
Lx˙1d +(1−u)x2d−R1(x1− x1d) = E
Cx˙2d− (1−u)x1d + 1Rx2d = 0
(4.66)
pour une matrice
RDI =
(
R1 0
0 0
)
Comme indiqué dans [OLNSR98] et confirmé en simulation, si nous fixons
x2d = x∗2 avec x
∗
2 = vCd tension de sortie désirée constante, ce choix conduit à une
loi de commande instable. Cependant, le modèle d’état moyen (4.65) nous indique
aussi qu’à l’équilibre, nous avons x1 =
x22
ER . Ainsi, nous pouvons essayer de fixer
x1d = x∗1 =
v2Cd
ER . Ce qui donne une loi de commande non linéaire de la forme :
u˙ =
1−u
C(E +R1(x1− x∗1))
((1−u)2x∗1−
E +R1(x1− x∗1)
R
− R1C
L
(E− (1−u)x2))
Cette loi est stable puisque pour x =
(
x∗1 vCd
)>, u˙ = 0 et ∂u˙∂u < 0.
Les simulations pour la loi de commande (4.60) sont effectuées sur un conver-
tisseur Boost ayant les paramètres donnés dans le tableau 4.2, et où la tension de
sortie désirée fait un échelon de vCd = 24V à vCd = 30V.
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4.3.2.2 Correction par IDAPBC
Rappelons que le modèle d’état Hamiltonien moyen, pour cette topologie de
convertisseur, est :
x˙ =
(
0 −(1−u)
1−u − 1R
)
∂H
∂x
+
(
E
0
)
(4.67)
d’après l’équation (4.29). Pour ce modèle (4.67), et en posant les matrices :
Jd(x) =
(
0 − jd
jd 0
)
et
Rd(x) =
(
r1d 0
0 r2d
)
> 0
nous obtenons le système d’équations :{
(u−1)vC +E = −r1d(iL− i∗L)− jd(vC− vCd)
(1−u)iL− vCR = jd(iL− i∗L)− r2d(vC− vCd)
(4.68)
En prenant r2d = 1R , nous obtenons la loi de commande (4.69), où nous choisissons
r1d = 0,3 Ω.
u = −r1d(v
2
Cd− iLRE)2+RE((−1+Rr2d)u2CE + · · ·
RvCdE(−vCvCd + iLRE)
· · ·E(−vCd(iLR+ vCd−Rr2dvCd)+ iLRE)+ · · ·
RvCdE(−vCvCd + iLRE)
· · ·uCvCd(vCd +E−2Rr2dE))
RvCdE(−vCvCd + iLRE)
(4.69)
En réponse à une variation de consigne de 6 volts, la Fig. 4.11 montre les
réponses temporelles obtenues en simulation (tension de sortie, courant dans l’in-
ductance et rapport cyclique), sur le modèle moyen bilinéaire, pour les lois de
commande obtenues par DI (4.3.2.1) et par IDAPBC. Ces réponses attirent les
remarques suivantes :
– comme précédemment pour le convertisseur Buck, la loi de commande ob-
tenue par la synthèse IDAPBC conduit à un temps de réponse plus rapide
que celle obtenue par la synthèse DI ;
– la meilleure dynamique obtenue avec la loi de commande IDAPBC se traduit
logiquement par un pic de courant dans l’inductance, assez important dans
ce cas, contrairement à la loi DI ;
Modélisation et commande par approches énergétiques 127
– d’une manière comparable à celle du convertisseur Buck la loi de commande
DI tend à réguler le courant dans l’inductance, d’où une évolution plus douce
du courant dans le cas d’une régulation avec cette commande.
– la commande (rapport cyclique), dans le cas de la loi IDAPBC, atteint la
saturation en régime transitoire.
Un autre réglage des paramètres peut permettre d’affiner les résultats obtenus.
0.09 0.1 0.11 0.12 0.13 0.14 0.15
22
24
26
28
30
32
t (s)
v
C 
(V
)
 
 
0.09 0.1 0.11 0.12 0.13 0.14 0.15
0
2
4
6
8
t (s)
i L
 
(A
)
 
 
DI
IDAPBC
0.09 0.1 0.11 0.12 0.13 0.14 0.15
0
0.2
0.4
0.6
0.8
1
t (s)
u
 
 
DI
IDAPBC
DI
IDAPBC
Figure 4.11 – Simulations des lois de commande obtenues par DI et IDAPBC avec le convertisseur
Boost
4.3.3 Le convertisseur SEPIC
La synthèse des lois de commande par les méthodes DI et IDAPBC telles
qu’elles ont été appliquées précédemment aux convertisseurs Buck et Boost, ne
donne pas des résultats satisfaisants pour les convertisseurs d’ordre élevé. En effet,
les lois de commandes obtenues sont parfois instables ou bien, leurs expressions
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analytiques ne peuvent pas être obtenues explicitement en raison de l’explosion du
choix pour les paramètres des lois de commande, c’est-à-dire des termes des ma-
trices Jd et Rd . Suite à cette analyse, nous proposons deux stratégies de synthèse
de la loi de commande différentes pour le convertisseur SEPIC. Elles s’appuient
plus fortement sur les propriétés fondamentales de la passivité.
4.3.3.1 Correction par IDAPBC modifiée
Considérons le modèle Hamiltonien du SEPIC (4.36). Pour des raisons de co-
hérence des expressions, nous allons redistribuer les variables dans le vecteur
d’état. En prenant x = (φL1 φL2 qC1 qC2)> le modèle Hamiltonien devient :
x˙ = (J (u)−R )∂H
∂x
+E (4.70)
avec
H(x) =
1
2L1
φ2L1 +
1
2L2
φ2L2 +
1
2C1
q2C1 +
1
2C2
q2C2 =
1
2
x>Qx
Q =

1
L1
0 0 0
0 1L2 0 0
0 0 1C1
0 0 0 1C2

J (u) =

0 0 −(1−u) −(1−u)
0 0 −u 1−u
1−u u 0 0
1−u −(1−u) 0 0

R =

rL1 0 0 0
0 rL2 0 0
0 0 0 0
0 0 0 1R

E =

Ve
0
0
0

Cependant, afin de synthétiser la loi de commande par passivité PBC, le modèle
non linéaire incrémental est utilisé avec sa forte propriété de passivité [JOGCC07],
[SV92]. Le modèle incrémental consiste à établir la dynamique de l’erreur, il est
donc obtenu à partir de la référence ou de la trajectoire désirée pour le vecteur
d’état.
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Soient x∗ et u∗ respectivement le vecteur d’état et l’entrée de commande à
l’équilibre et prenons e = x− x∗ puis δu = u− u∗. Les expressions de ces va-
riables peuvent être déduites du régime d’équilibre de (4.70) et peuvent s’écrire
en fonction de Ve, rL1 , rL2 , R et de la tension de référence Vre f pour la tension de
sortie. En considérant Ve constante, nous obtenons :
e˙ = (J (u∗)−R )Qe+(J (u∗+δu)− J (u∗))Q(e+ x∗) (4.71)
= (J (u∗)−R )Qe+ J (δu)Q(e+ x∗) (4.72)
où
J (δu) =

0 0 δu δu
0 0 −δu −δu
−δu δu 0 0
−δu δu 0 0

Puisque J (δu) = J (1)δu, (4.72) peut être réécrite comme :
e˙ = (J (u∗)−R )Qe+B(x)δu (4.73)
avec
B(x) = J (1)Q(e+ x∗︸ ︷︷ ︸
x
) =

x3
C1
+ x4C2−( x3C1 +
x4
C2
)
x2
L2
− x1L1x2
L2
− x1L1
=

a
−a
b
b
 (4.74)
La fonction de stockage Hamiltonienne est maintenant H = 12e
>Qe, qui est
clairement définie positive d’après l’expression de la matrice Q. Connaissant u∗,
l’objectif est donc de trouver δu selon une stratégie de commande assurant que e
est bornée et lim
t→∞e = 0.
Concernant la loi de commande, nous proposons une version modifiée de l’ap-
proche IDAPBC [OGC04], [DSO08]. Elle est semblable à celle de [SS09] ap-
pliquée au convertisseur C´uk et celle de [LFRSR10], appliquée à une combinai-
son convertisseur Boost/moteur à courant continu. Ici, elle est adaptée au cas du
convertisseur SEPIC. De plus, elle est en quelque sorte proche de l’approche DI
car elle consiste également à injecter un certain amortissement à travers la loi de
commande dans le système en boucle fermée afin de refaçonner l’amortissement
existant pour obtenir celui désiré. Cependant, la différence est que l’amortisse-
ment total devient dépendant du vecteur d’état et est donc variable. Le défi
qui en résulte est d’assurer que la matrice R finale soit définie positive ∀x, en vue
d’obtenir un système globalement asymptotiquement stable. Si cela n’a pas été
difficile dans les applications des deux travaux cités, dans le cas du convertisseur
SEPIC cette synthèse s’avère plus difficile en raison de la complexité du modèle.
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La matrice R en boucle ouverte est semi-définie positive. L’injection d’amor-
tissement est réalisée en utilisant la relation suivante :
δuDI =−kDIB>(x)Qe =−kDI(a( e1L1 −
e2
L2
)+b(
e3
C1
+
e4
C2
)) (4.75)
En prenant δu = δuDI , la matrice de dissipation globale devient alors R ′ = R +
kDIB(x)B>(x). Une matrice R ′ > 0 garantit la stabilité asymptotique globale, car
en prenant la fonction de stockage H comme une fonction de Lyapunov candidate,
sa dérivée par rapport au temps devient H˙ =−e>(QR ′Q)e < 0.
Cependant, il est toujours recommandé qu’une action intégrale soit ajoutée à
la loi de commande afin de tenir compte des incertitudes des capteurs ou du mo-
dèle. Ceci n’est pas possible, dans ce cas, car un terme intégral exact sur l’erreur
ne conduit pas à une matrice d’amortissement définie positive. Une solution est
d’ajouter un cinquième état ayant une dynamique de premier ordre et donc une ac-
tion intégrale partielle ce qui correspond à une approximation de l’intégrale pour
les pulsations au-delà de la pulsation de brisure du terme du premier ordre. Ceci
se traduit par l’ajout d’un terme δuint contenant le cinquième état pour la loi de
commande. Soit δuint =−kintξint , où :
ξ˙int + kξkintξint =
e4
C2
(4.76)
La division par C2 est ajoutée pour avoir la dynamique de vC2 = vs et non pas x4,
puisque l’objectif est d’éliminer l’erreur sur la tension de sortie. L’expression de
la loi de commande devient donc :
u = u∗+δuDI +δuint
= u∗− kDIB>(x)Qe− kintξint (4.77)
La dynamique du système étendu en boucle fermée devient alors :(
e˙
ξ˙int
)
=
(
J (u∗)− (R + kDIB(x)B>(x)) B(x)
0 0 0 1 −kξ
)
︸ ︷︷ ︸
ACL
Qe
(
e
ξint
)
(4.78)
où
Qe =

1
L1
0 0 0 0
0 1L2 0 0 0
0 0 1C1 0 0
0 0 0 1C2 0
0 0 0 0 kint
> 0
si kint > 0.
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Néanmoins, la forme précédente ne donne pas d’informations sur les propriétés
de passivité et donc les propriétés du système étendu doivent être re-vérifiées. En
utilisant le vecteur d’état étendu ee = (e ξint)>, la nouvelle fonction de stockage
devient He(ee)= 12(e
>Qe+kintξ2int)=
1
2e
>
e Qeee et e˙e =ACL
∂He(ee)
∂ee . Ainsi,ACL doit
être décomposée en une différence d’une matrice antisymétrique (interconnexion)
et une matrice définie positive (amortissement).
Soit JCL = 12(ACL−A>CL) et RCL =−12(ACL+A>CL), nous avons :
e˙e = (JCL−RCL)∂He(ee)∂ee (4.79)
(4.79) est maintenant un modèle PH avec JCL comme la matrice d’interconnexion
et RCL celle d’amortissement. Comme nous pouvons le constater, RCL dépend du
vecteur d’état étendu ee par le biais de B(x). Si la condition RCL > 0∀ee est assu-
rée, la dérivée temporelle de la nouvelle fonction de Lyapunov candidate He(ee)
devient H˙e = −e>e (QeRCLQe)ee < 0, ce qui prouve la stabilité asymptotique glo-
bale. Afin de garantir cette condition (définie positive), le critère de Sylvester 13
est utilisé. Nous obtenons, en appliquant ce critère, les nouvelles conditions de
stabilité : 
kDI > 0
kint > 0
kξ >
1
4(R+
1
kDI
)
(4.80)
Cette stratégie de commande nécessite donc le réglage de trois gains (kDI , kint
et kξ). Le réglage le plus important est celui qui assure (4.80). Il est évident que ce
choix n’est pas compliqué, car il exige deux gains positifs et une dernière condi-
tion qui est facile à garantir parce que la valeur physique maximale de R est pra-
tiquement connue. Le second réglage est d’essayer d’améliorer les performances
du régulateur sous réserve, bien sûr, de satisfaire (4.80).
La Fig. 4.12 montre les résultats (tension de sortie et rapport cyclique) obtenus
en simulation et expérimentaux pour une tension de consigne Vre f = 20 V et un
échelon ∆Vre f = 2V. Le dimensionnement du convertisseur utilisé a été effectué
pour les valeurs données dans le tableau 4.3 et les paramètres de réglage sont
donnés dans le tableau 4.4.
Ces réponses mettent en évidence un temps de réponse de l’ordre de 8 ms avec un
comportement dynamique bien amorti.
13. Le critère de Sylvester exprime que pour qu’une matrice de dimension n× n, réelle symé-
trique ou complexe hermitienne, soit définie positive, il faut et suffit que les n mineurs principaux
dominants soient strictement positifs.
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rL1 rL2 L1 L2 C1 C2 R E F
1,7Ω 0,5Ω 2,3mH 330µH 190µF 190µF 22Ω 20V 20kHz
Tableau 4.3 – Valeurs des composants du convertisseur SEPIC
kDI kint kξ
10−3 50 14(R+
1
kDI
)+1000
Tableau 4.4 – Paramètres de réglage pour le convertisseur SEPIC
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Figure 4.12 – Résultats en simulation et expérimentaux avec la loi IDAPBC modifiée pour le
convertisseur SEPIC
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4.3.3.2 Correction PI passive
Cette stratégie de commande s’applique à une classe de modèles Hamiltoniens
de la forme :
x˙ =
(
J0+
m
∑
i=1
Jiui−R
)
∇H(x)+E (4.81)
où x ∈ Rn et u ∈ Rm est le rapport cyclique [HGOcLLE10]. L’énergie totale em-
magasinée dans les inductances et condensateurs est :
H(x) =
1
2
x>Qx, Q = Q> > 0 (4.82)
∇ = ∂∂x , Ji = −J>i ∈ Rn×n, i ∈ {0}
⋃
m¯ := {1, . . . ,m} sont les matrices d’inter-
connexion, R ∈ Rn×n, R = R > ≥ 0 est la matrice de dissipation et E ∈ Rn est
le vecteur des entrées exogènes. Le modèle incrémental, c’est-à-dire en prenant
comme variables d’état les écarts par rapport au régime permanent, est aussi uti-
lisé pour cette approche de la commande.
Proposition 4.4. Prenons le système commuté (4.81). Soit x? ∈Rn un point d’équi-
libre admissible qui satisfait :
0 =
(
J0+
m
∑
i=1
Jiu∗i −R
)
Qx?+E (4.83)
pour u? ∈ Rm. Définissons l’entrée de commande incrémentale :
u˜ := u−u?
et la sortie :
y = Cx
où
C :=−
 (x
?)>QJ1Q
...
(x?)>QJmQ
 ∈ Rm×n (4.84)
1. L’application u˜→ y est passive. Plus précisément, le système vérifie l’inégalité
de dissipation suivante :
H˙ ≤ y>u˜ (4.85)
ayant comme fonction de stockage :
H : Rn→ R+
H(x˜) =
1
2
x˜>Qx˜ (4.86)
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où x˜ := x− x?.
2. La boucle fermée obtenue à partir de la sortie passive y par le régulateur PI :
w˙ = y
u = −Kpy−Kiw (4.87)
où Kp = K>p > 0,Ki = K>i > 0, assure que le point d’équilibre :
(x,w) = (x?,−K−1i u?)
est globalement asymptotiquement stable si y est détectable, c’est-à-dire, si pour
chaque trajectoire (x(t),w(t)) solution de la boucle fermée, l’implication suivante
est vraie :
y(t)≡ 0 ⇒ lim
t→∞x(t) = x
?, lim
t→∞w(t) =−K
−1
i u
? (4.88)
y ici ne désigne pas la sortie régulée mais la sortie passive. La démonstration
de cette proposition est faite en prenant comme fonction de Lyapunov candidate
V (x(t),w(t))= 12 x˜
>Qx˜+ 12w˜
>Kiw˜. Elle est donnée en détails dans [HGOcLLE10].
Nous ne l’illustrons pas ici car nous proposons dans le chapitre 5 un observateur
pour estimer l’état exigé par la loi de commande et une preuve de stabilité globale
avec l’observateur. Dans le cas du convertisseur SEPIC, m = 1 et la condition de
détectabilité est vérifiée, car en calculant y = Cx nous obtenons :
C =
(
x∗3
L1C1
+
x∗4
L1C2
− x
∗
3
L2C1
− x
∗
4
L2C2
− x
∗
1
L1C1
+
x∗2
L2C1
− x
∗
1
L1C2
+
x∗2
L2C2
)
y =
(
x∗3x1− x∗1x3
L1C1
)
+
(
x∗4x1− x∗1x4
L1C2
)
+
(
x∗2x3− x∗3x2
L2C1
)
+
(
x∗2x4− x∗4x2
L2C2
)
Si y≡ 0, nous ne pouvons qu’avoir x = x∗ et donc w(t) =−K−1i u?.
La Fig. 4.13 montre les résultats (en simulation et expérimentaux) obtenus pour
une tension de consigne Vre f = 20 V et un échelon ∆Vre f = 2V (mêmes conditions
d’essai que dans le cas de la stratégie IDAPBC) pour un réglage du régulateur
PI : Kp = 0,001 et Ki = 5. Le réglage des gains du régulateur PI est relativement
simple, la seule condition exigée est qu’ils soient positifs afin d’assurer la stabilité.
Leur choix peut être affiné afin d’assurer un certain niveau de performances, par
exemple en utilisant un modèle linéarisé (en évaluant par exemple les marges de
stabilité autour d’un point d’équilibre).
Au regard des deux stratégies de commande présentées pour le convertisseur
SEPIC (Fig. 4.12 et 4.13), les remarques suivantes peuvent être effectuées :
– on note la présence d’un écart statique pour les résultats expérimentaux qui
est dû à un biais dans les capteurs ;
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Figure 4.13 – Résultats en simulation et expérimentaux pour le convertisseur SEPIC avec le régu-
lateur PI passif
– la loi de commande IDAPBC présente de meilleures performances en termes
de temps de réponse 20 ms avec le régulateur PI passif et environ 8 ms avec
la commande IDAPBC ;
– le niveau d’amortissement des deux réponses est comparable ;
– la commande PI est une commande « linéaire (d’après l’expression y = Cx
et celui du régulateur PI) ».
– une loi de commande de type « régulateur PI passif » est plus facile à utiliser
du point de vue de la conception et du réglage de ces paramètres.
4.4 Conclusions
Au cours de ce chapitre ont été étudiées différentes méthodes de modélisation
et commande par approches énergétiques de systèmes physiques. Elles ont été
appliquées à différents types de convertisseurs DC-DC.
Grâce aux outils de la passivité et aux différentes méthodes de synthèse asso-
ciées, les lois de commande obtenues permettent de garantir une stabilité globale
dans l’ensemble du domaine de fonctionnement considéré. Les lois de commande
obtenues par ces approches et les outils méthodologiques ont été validées en si-
mulation sur différents types de convertisseurs et implantés expérimentalement
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sur un convertisseurs SEPIC.
Les résultats obtenus ont été plutôt satisfaisants en termes de stabilité et temps
de réponse, notamment avec les lois de commandes issues des dernières méthodes
(IDAPBC et PI passif) que nous avons proposées et testées sur le SEPIC, en
prenant en compte les éléments résistifs conduisant à des pertes dans le circuit.
Une modification de l’approche « classique » de synthèse de la loi de commande
IDAPBC a été proposée en vue de satisfaire les conditions de stabilité plus contrai-
gnantes pour les convertisseurs d’ordre plus élevé comme le SEPIC.
Comme il a été mis évidence dans le cas particulier du Buck, pour une même
approche de la commande, le choix de la variable d’état fixée dans le calcul expli-
cite de la loi de commande peut conduire à des formulations et des performances
diverses. On peut aussi noter que cette approche de la commande n’introduit pas
de critères explicites sur les performances dynamiques qui sont à valider a poste-
riori.
Les démonstrations mathématiques précises de stabilité n’ont pas encore été
présentées et seuls des tests de variation de consigne ont été effectués pour confir-
mer la synthèse théorique. Les preuves mathématiques de stabilité globale seront
données dans le chapitre suivant. En effet, l’implantation des lois de commande
synthétisées nécessite d’avoir accès à l’état complet du système et à la valeur de la
charge en temps réel (on peut noter que la résistance de charge R intervient dans
l’expression des lois de commande). Cela conduit à la mise place non seulement
d’un observateur permettant d’obtenir l’état, mais aussi d’un estimateur de charge.
Dans le chapitre portant sur la commande par modes glissants, chapitre 3, un ob-
servateur non linéaire par modes glissants a été proposé mais sans reconstitution
de la charge.
Pour pallier ce problème, nous proposons, dans le chapitre 5, des méthodes
systématiques pour la synthèse des observateurs et d’un estimateur de charge en
utilisant le principe d’immersion et invariance. Ces derniers sont utilisés en as-
sociation avec les lois de commande IDAPBC et régulation PI passif, appliquées
dans ce cas sur un convertisseur SEPIC, ce qui conduit, au final, à des lois de com-
mande adaptatives. Nous donnerons alors les preuves de stabilité après avoir inté-
gré les observateurs et l’estimateur de charge. Des essais complémentaires seront
de plus effectués afin de confirmer les approches théoriques. Enfin une comparai-
son portera également sur les lois de commande par passivité et celle par modes
glissants présentée au chapitre 3 afin de conclure sur l’efficacité des approches
proposées.
Chapitre 5
Observation et estimation par
immersion et invariance
Beaucoup de lois de commande non linéaires efficaces nécessitent l’accès aux
variables d’état et à certains paramètres du système qui sont souvent inconnus
et qui varient dans le temps. Dans le cas des convertisseurs DC-DC, la charge
(considérée résistive dans ces travaux) est le paramètre inconnu le plus important
et influant. La tension d’alimentation, également variable et modifiant le point
de fonctionnement, est plus facilement accessible à la mesure. Dans la plupart
des travaux cités précédemment, le vecteur d’état a toujours été censé être mesu-
rable, et la charge connue. Ceci peut être réalisé en quelque sorte pour un circuit
prototype, mais sa mise en œuvre pratique dans les applications réelles est as-
sez compliquée. Par conséquent, plusieurs techniques d’observateurs linéaires et
non linéaires ont été proposées [RG06]. Chaque technique non linéaire a sa com-
plexité et son applicabilité sur une famille particulière de modèles non linéaires.
Dans le chapitre 3, un observateur par modes glissants (SMO) a également été
proposé pour estimer ou observer le vecteur d’état exigé par l’expression de la loi
de commande. Malgré ses bonnes performances, la mise en place d’un estimateur
de charge n’a pas donné des résultats satisfaisants.
En utilisant le principe d’immersion et invariance (I&I) [AKO08], un observa-
teur d’état, nécessitant comme seule mesure la tension de sortie, et un estimateur
de charge sont proposés dans ce chapitre pour être intégrés avec les lois de com-
mande de type PBC présentées au chapitre 4 sur la commande du convertisseur
SEPIC. Le vecteur d’état et la charge sont ainsi estimés et une preuve de la stabi-
lité globale du système complet (comportant la loi de commande, l’observateur et
l’estimateur) est établie. Plus précisément, un observateur est proposé pour cha-
cune des lois de commande IDAPBC et « régulateur PI passif » sur le convertis-
seur SEPIC et un estimateur de charge est proposé pour la loi IDAPBC seulement.
A notre connaissance, on trouve peu de méthodes dans la littérature qui, simulta-
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nément, proposent la conception d’un observateur d’état complet avec l’estima-
tion de charge pour les convertisseurs DC-DC. Un estimateur de charge seule est
proposée dans [HGOcLLE10], ou bien un observateur d’état partiel, nécessitant
l’accès à deux états au moins avec un estimateur de charge [AKO08]. Les raisons
sont à la fois la complexité de la conception et la preuve de stabilité du système
bouclé complet. Les résultats issus des approches théoriques proposées dans ce
chapitre sont vérifiés en simulation. Ensuite, la faisabilité de leur mise en œuvre
pratique est illustrée par une validation expérimentale sur un circuit prototype,
validation assez peu présente dans beaucoup de travaux sur l’application de la
synthèse PBC.
5.1 Principe d’immersion & invariance
« L’I&I est une méthode assez récente pour la conception de régulateurs non
linéaires adaptatifs pour des systèmes non linéaires (incertains). Elle s’appuie sur
les notions d’immersion des systèmes et des variétés 1 invariantes, qui sont des
outils classiques de la théorie non linéaire et de la commande non linéaire géo-
métrique, mais exploités dans une nouvelle perspective. L’idée de base consiste à
immerger la dynamique d’un système dans un autre système cible (éventuellement
d’ordre inférieur) et qui reflète le comportement désiré » [AKO08].
Figure 5.1 – Illustration graphique de l’approche I&I
L’approche est illustrée graphiquement par le schéma dans la Fig. 5.1. Elle
consiste à établir une application qui associe aux trajectoires dans l’espace-ξ des
trajectoires dans l’espace-x se trouvant, avec le point équilibre désiré, dans une
variété attractive et invariante M . Le théorème suivant donne un résultat impor-
tant :
1. Le terme courant en anglais est : Manifold
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Théorème 5.1. Soit le système
x˙ = f (x)+g(x)u (5.1)
avec x ∈ Rn, u ∈ Rm, et un point d’équilibre x∗ ∈ Rn à être stabilisé. Supposons
qu’il existe des applications suffisamment dérivables α : Rp → Rp, pi : Rp →
Rn, φ : Rn → Rn−p, c : Rp → Rm, et υ : Rn×(n−p) → Rm, avec p < n, telles
que les hypothèses suivantes soient valides :
(A1) Le système cible
ξ˙= α(ξ) (5.2)
avec ξ ∈ Rp a le point d’équilibre ξ∗ ∈ Rp GAS 2 et
x∗ = pi(ξ∗)
(A2) Quel que soit ξ ∈ Rp,
f (pi(ξ))+g(pi(ξ))c(pi(ξ)) =
∂pi
∂ξ
α(ξ) (5.3)
(A3) L’égalité suivante est valide
{x ∈ Rn | φ(x) = 0}= {x ∈ Rn | x = pi(ξ), ξ ∈ Rp} (5.4)
(A4) Toutes les trajectoires du système
z˙ =
∂φ
∂x
( f (x)+g(x)υ(x,z)) (5.5a)
x˙ = f (x)+g(x)υ(x,z) (5.5b)
sont bornées et (5.5a) a le point d’équilibre z = 0 uniformément GAS.
Alors x∗ est un point d’équilibre GAS pour le système en boucle fermée
x˙ = f (x)+g(x)υ(x,φ(x)) (5.6)
La preuve est donnée dans [AKO08], on notera que υ(x,φ(x)) représente la
loi de commande en boucle fermée. Comme nous pouvons le constater, les hy-
pothèses (A1) et (A2) traduisent l’application, tandis que (A3) et (A4) traduisent
l’attractivité et l’invariance de la variété. Bien que le principe d’I&I peut égale-
ment être utilisé pour la conception des régulateurs, il n’est exploité dans le cadre
de ces travaux que pour l’observation et l’estimation. Ces deux cas sont très
similaires car leur différence est juste dans le choix de la variété M et du système
cible.
2. GAS : Globalement asymptotiquement stable
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5.2 Principe général d’estimation des paramètres uti-
lisant l’I&I
Soit le système (5.1), où les fonctions f et g sont maintenant dépendantes d’un
vecteur de paramètres inconnus θ ∈ Rq. Le problème général est de trouver, si
possible, une commande par retour d’état adaptative de la forme
˙ˆθ = ω(x, θˆ)
u = υ(x, θˆ)
(5.7)
telle que le système en boucle fermée (5.1), (5.7) est GAS. Pour ce faire, nous
supposons qu’un régulateur dépendant de θ existe et qui sera appelé « régulateur
idéal », c’est-à-dire, qu’il existe une fonction υ(x,θ) telle que le système
x˙ = f (x)+g(x)υ(x,θ) (5.8)
a le point d’équilibre x = x∗ GAS.
Le problème de synthèse de l’estimateur peut donc être donné selon la définition
suivante.
Définition 5.1. Le système (5.1), avec l’hypothèse précédente (régulateur idéal),
est dit stabilisable adaptativement par I&I s’il existe des fonctions β et ω telles
que toutes les trajectoires du système étendu
x˙ = f (x)+g(x)υ(x, θˆ+β(x))
˙ˆθ = ω(x, θˆ)
(5.9)
sont bornées et satisfont
lim
t→∞
[
g(x)υ(x, θˆ+β(x))−g(x)υ(x,θ)]= 0 (5.10)
Ceci implique que lim
t→∞x = x
∗. De plus, (5.10) indique que la variété ici est :
M =
{
(x, θˆ) ∈ Rn×Rq | θˆ−θ+β(x) = 0} (5.11)
Remarque 5.1. Il faut noter que l’estimation de θ n’est pas θˆ, mais plutôt θˆ+
β(x). Même si β(x) peut parfois être nulle, ce n’est pas nécessaire car l’objectif
n’est pas de connaître la valeur réelle de θ, mais plutôt de le remplacer par une
certaine estimation θˆ+β(x) qui garantira la stabilité asymptotique globale. De
plus, cela offre plus de degrés de liberté dans la conception de l’estimateur et est
donc, moins conservateur.
Comme dans tout problème d’estimation le choix de la fonction ω(x, θˆ) n’est
pas unique, une démarche et une solution particulière seront proposées dans le
paragraphe 5.5 lors de l’application à l’estimation de charge pour un convertisseur
SEPIC.
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5.3 Principe d’observation utilisant l’I&I
L’observateur d’état est conçu pour accéder à des grandeurs difficilement me-
surables ou encore limiter le nombre de mesures, les capteurs de courant en par-
ticulier, qui en pratique peuvent poser davantage de problèmes de précision que
les capteurs de tension. Dans notre cas, nous supposons que le seul état accessible
est la tension de sortie, ce qui est facile à obtenir pratiquement. Nous rappelons
à nouveau que la conception d’un observateur avec un estimateur de charge en
une seule dynamique GAS a été très complexe pour les systèmes d’ordre élevé en
raison de la difficulté pour établir une preuve mathématique globale de stabilité.
L’observateur est conçu d’après le concept général d’I&I, mais avec une vision
différente du système cible et de la variété invariante [AKO08].
Tout d’abord, le vecteur d’état est découpé en x = (η y)> avec η ∈ Rn−m, la
partie non mesurée (à observer) et y la partie mesurée. La dynamique générale non
linéaire et variante dans le temps peut alors être décrite par :{
η˙ = f1(η,y, t)
y˙ = f2(η,y, t)
(5.12)
Définition 5.2. Le système dynamique
ξ˙= α(ξ,y, t) (5.13)
avec ξ ∈ Rp, p ≥ n−m, est un observateur global pour le système (5.12), s’il
existe des applications β : Rp×Rm×R → Rp et φ : Rn−m×Rm×R → Rp qui
sont inversibles par rapport à leur premier argument (par rapport à ξ) et telles
que la variété
M =
{
(η,y,ξ, t) ∈ Rn−m×Rm×Rp×R : β(ξ,y, t) = φ(η,y, t)} (5.14)
ait les propriétés suivantes :
(i) Toutes les trajectoires du système étendu (5.12), (5.13) qui partent de la variété
M y restent, c’est-à-dire, M est positive invariante.
(ii) Toutes les trajectoires du système étendu (5.12), (5.13) qui partent du voisi-
nage de M convergent asymptotiquement vers M ∀(η(t0),y(t0),ξ(t0), t0), c’est-
à-dire, M est attractive.
Cela implique que l’estimation ηˆ = φL(β(ξ,y, t),y, t) converge asymptotique-
ment vers η, où φL est l’inverse de φ par rapport au premier argument et que
l’erreur de l’estimation eη = ηˆ−η est nulle sur la variété M . En outre, l’ordre
de la dynamique de l’observateur est réduit par rapport à celui du système, ce qui
simplifie sa conception et réduit les paramètres de réglage.
Le théorème suivant décrit la construction de l’observateur d’ordre réduit :
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Théorème 5.2. Soit le système (5.12), (5.13) et supposons qu’il existe des appli-
cations C 1 β(ξ,y, t) : Rp×Rm×R → Rp et φ(η,y, t) : Rn−m×Rm×R → Rp
avec l’inverse par rapport au premier argument φL : Rp×Rm×R → Rn−m,
telles que les hypothèses suivante soient valides :
(A1) Quels que soient y, ξ, et t, β(ξ,y, t) est inversible par rapport au premier
argument ξ et le déterminant
det
(
∂β
∂ξ
)
6= 0 (5.15)
(A2) Le système
z˙ = − ∂β
∂y
( f2(ηˆ,y, t)− f2(η,y, t))
+
∂φ
∂y
∣∣∣∣
η=ηˆ
f2(ηˆ,y, t)− ∂φ∂y f2(η,y, t)
+
∂φ
∂η
∣∣∣∣
η=ηˆ
f1(ηˆ,y, t)− ∂φ∂η f1(η,y, t)+
∂φ
∂t
∣∣∣∣
η=ηˆ
− ∂φ
∂t
(5.16)
avec ηˆ = φL(φ(η,y, t)+ z), a le point d’équilibre z = 0 (globalement) asymptoti-
quement stable, uniformément en (η,y, t).
Alors, le système (5.13) avec
α(ξ,y, t) = −
(
∂β
∂ξ
)−1(∂β
∂y
f2(ηˆ,y, t)+
∂β
∂t
− ∂φ
∂y
∣∣∣∣
η=ηˆ
f2(ηˆ,y, t)
− ∂φ
∂η
∣∣∣∣
η=ηˆ
f1(ηˆ,y, t)− ∂φ∂t
∣∣∣∣
η=ηˆ
) (5.17)
où ηˆ= φL(β(ξ,y, t),y, t), est un observateur (global) pour le système (5.12).
La preuve est aussi donnée dans [AKO08]. En pratique, z= β−φ traduit la dy-
namique d’éloignement de la variété 3. La synthèse de l’observateur revient donc
à la recherche des fonctions β et φ qui satisfont le théorème précédent, ces fonc-
tions associées à celles ( f1(η,y, t) et f2(η,y, t)) décrivant le modèle du procédé
permettent de définir le modèle dynamique de l’observateur donné par les rela-
tions 5.13 et 5.17. Le choix des fonctions β et φ n’est bien sûr pas unique, des
formes particulière peuvent être utilisées. Le résultats de ce théorème seront ex-
ploités dans les sections 5.4 et 5.5.0.4 dans le cas de la synthèse d’observateurs
pour le convertisseur SEPIC.
3. En anglais : Off-the-manifold dynamics
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5.4 Observateur pour la loi PI passive
Nous avons montré dans le chapitre 4 qu’une large classe de convertisseurs
de puissance (dont le SEPIC) peut être globalement asymptotiquement stabili-
sée avec un régulateur proportionnel-intégral (PI) linéaire. Ce travail exploite ef-
ficacement la propriété clé de la passivité du modèle non linéaire incrémental
[JOGCC07], évoqué pour la première fois dans [SV92]. Toutefois, pour générer
la sortie, par rapport à laquelle la passivité incrémentale est établie, l’accès à l’état
entier est généralement nécessaire. Comme mentionné précédemment, pour des
raisons économiques et technologiques, il est souhaitable de limiter le nombre
des capteurs dans les convertisseurs de puissance, en particulier les capteurs de
courant, d’où la nécessité de reconstruire la partie non mesurée de l’état.
La principale contribution de cette section est de montrer que l’approche d’I&I
de [AKO08] peut être utilisée pour concevoir un observateur d’ordre réduit, qui
converge asymptotiquement, pour une classe de convertisseurs de puissance bien
définie et qui se caractérise par une simple inégalité matricielle linéaire (LMI).
Par ailleurs, il est prouvé que cet observateur par I&I peut être combiné avec
un régulateur PI tout en préservant les propriétés GAS de la boucle fermée. Ce
nouveau régulateur 4 est appliqué dans nos travaux au convertisseur SEPIC pour
lequel des résultats expérimentaux sont présentés .
5.4.1 Synthèse de l’observateur
Nous considérons, comme pour le régulateur PI, la classe de convertisseurs de
puissance avec des condensateurs et inductances linéaires, décrits selon la forme
Hamiltonienne [EvdSO99] 5
x˙ =
(
J0+
m
∑
i=1
Jiui−R
)
∇H(x)+E (5.18)
où x ∈ Rn, est l’état constitué des flux des inductances et charges des condensa-
teurs, u ∈ Rm est le rapport cyclique [HGOcLLE10]. L’énergie totale emmagasi-
née dans les inductances et condensateurs est :
H(x) =
1
2
x>Qx, Q = Q> > 0 (5.19)
∇ = ∂∂x , Ji = −J>i ∈ Rn×n, i ∈ {0}
⋃
m¯ := {1, . . . ,m} sont les matrices d’inter-
connexion, R ∈Rn×n, R = R > ≥ 0 est la matrice de dissipation et E ∈ Rn est le
vecteur des entrées exogènes.
4. Appelé en anglais : « régulateur à équivalence de certitude »
5. Dans [HGOcLLE10], une classe plus générale de convertisseurs comprenant des sources
commutées est considérée. Cette extension peut être facilement ajoutée ici.
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Le problème de synthèse de l’observateur est formulé comme suit. Supposant
que
ym =Cx ∈ Rp 6
avec p < n et C ∈Rp×n de rang plein, est mesurée. Pour reconstruire l’état x nous
définissons une matrice S ∈ R(n−p)×n telle que la matrice carrée
T :=
[
S
C
]
∈ Rn×n (5.20)
est de rang plein. De plus, prenons le changement de variables[
η
ym
]
= T x
Le problème est alors de générer une estimation ηˆ ∈ Rn−p du vecteur η ∈ Rn−p,
afin de définir l’état de l’observateur comme
xˆ := T−1
[
ηˆ
ym
]
=
[
D1 D2
][ ηˆ
ym
]
(5.21)
où nous avons introduit les matrices D1 ∈Rn×(n−p) et D2 ∈Rn×p qui seront utili-
sées ultérieurement.
Une classe de convertisseurs pour laquelle le problème de synthèse de l’ob-
servateur a une solution est caractérisée par la LMI suivante, où les matrices
J0, · · · ,Jm,R ,Q correspondent au modèle (5.18) du convertisseur.
Hypothèse 5.1. Soit
J0, · · · ,Jm,R ,Q ∈ Rn×n
S ∈ R(n−p)×n, D1 ∈ Rn×(n−p), C ∈ Rp×n
Définissons
F0 := S(J0−R )QD1
Fi := SJiQD1, i ∈ m¯
G0 := C(J0−R )QD1
Gi := CJiQD1, i ∈ m¯ (5.22)
Il existe
Z ∈ R(n−p)×p, P = P> ∈ R(n−p)×(n−p)
6. Nous supposons ici que y n’est pas nécessairement de dimension m. Elle peut être d’une
autre dimension p < n
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solution de la LMI
P > 0
sym{PF0+ZG0} < 0
sym{PFi+ZGi} = 0, i ∈ m¯ (5.23)
où symΣ représente la partie symétrique donnée par Σ+Σ>.
Proposition 5.1. Prenons le convertisseur représenté par le modèle (5.18), (5.19)
qui vérifie l’hypothèse 5.1. Définissons l’application
A : Rm→ Rn×n
A(u) := (J0−R )Q+
m
∑
i=1
JiQui (5.24)
où u := (u1 . . . um)>. L’observateur par I&I de dimension (n− p)
ξ˙ = (S+ΓC)[A(u)((D2−D1Γ)ym+D1ξ)+E ]
ηˆ = ξ−Γym (5.25)
où
Γ= P−1Z ∈ R(n−p)×p (5.26)
avec P et Z solutions de la LMI (5.23), assure la convergence exponentielle glo-
bale de l’erreur d’observation. C’est-à-dire, quelles que soient les conditions ini-
tiales x(0) ∈ Rn,ξ(0) ∈ Rn−p, et la commande u(t), il existe α,k ∈ R+ telle que
|ηˆ(t)−η(t)| ≤ ke−αt |ηˆ(0)−η(0)|
pour t ≥ 0, où | · | est la norme Euclidienne.
Démonstration. Pour établir le résultat, nous suivons la procédure d’I&I rigou-
reusement [AKO08]. Définissons le vecteur de dimension (n− p)
z = η−ξ+β(ym)
où nous cherchons à trouver l’application β : Rp→ Rn−p. L’objectif par l’I&I est
de choisir ξ˙ et β afin d’assurer une dynamique stable asymptotiquement pour z.
Par conséquent, une estimation de η est donnée par
ηˆ= ξ−β
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En dérivant z, en prenant ∇β = ∂β/∂ym et en rappelant que η = Sx et ym = Cx,
nous obtenons
z˙ = S(A(u)x+E)− ξ˙+∇βC(A(u)x+E)
= (S+ΓC)[A(u)x+E ]− ξ˙
où nous avons choisi a priori
β= Γym
pour établir la deuxième identité. En utilisant
x =
[
D1 D2
][ η
ym
]
(5.27)
et en choisissant ξ˙ comme dans (5.25), nous obtenons
z˙ = (S+ΓC)A(u)D1z (5.28)
Le problème restant est de montrer que Γ, donnée par (5.26), assure une dyna-
mique stable exponentiellement pour z.
Pour y arriver, notons qu’avec les définitions (5.22) et
Z := PΓ
la LMI (5.23) devient
sym{P(S+ΓC)(J0−R )QD1} < 0 (5.29)
sym{P(S+ΓC)JiQD1} = 0 (5.30)
pour i ∈ m¯. Maintenant, selon la définition de A(u) par (5.24), la dynamique de z
peut être donnée par
z˙ = (S+ΓC)[(J0−R )QD1+
m
∑
i=1
JiQD1ui]z
Prenons la fonction candidate de Lyapunov
V (z) =
1
2
z>Pz
Sa dérivée, en utilisant (5.30) pour supprimer les termes dépendants de ui et (5.29),
vérifie
V˙ ≤ −α0|z|2
≤ − 2α0
λmax{P}V (5.31)
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pour α0 ∈ R+ et où λmax désigne la valeur propre la plus grande. Finalement, la
démonstration est complétée en notant que
z = ηˆ−η (5.32)
222
Remarque 5.2. Comme dans d’autres cas de synthèse d’observateurs, l’obser-
vateur par I&I proposé s’appuie sur la connaissance exacte de la dynamique du
système. En effet, la construction de l’observateur (5.25) contient la matrice A(u)
définie dans (5.24) et le vecteur E . Dans le cas d’incertitude sur ces paramètres,
la dynamique d’éloignement de la variété (5.28) est perturbée par un terme addi-
tif. Par exemple, une situation courante : l’incertitude sur la matrice R due à la
variation de la charge, donne
z˙ = (S+ΓC)A(u)D1z− (Rˆ −R )Q[(D2−D1Γ)Cx+D1ξ] (5.33)
où Rˆ est une matrice (constante) estimée. L’analyse de stabilité de la dynamique
totale perturbée, ayant (x,ξ,z) comme état, est une tâche compliquée. Cependant,
ce qui semble intéressant est que les résultats en simulation et expérimentaux pré-
sentés dans la section 5.4.4 montrent que cette erreur paramétrique ne déstabilise
pas le système, mais qu’elle introduit une erreur statique sur l’état de l’observa-
teur.
Remarque 5.3. Bien que la LMI (5.23) ne donne que des conditions suffisantes
pour la convergence de l’observateur, les résultats en simulation et expérimentaux
présentés dans la section 5.4.4 montrent aussi que ces conditions sont susceptibles
d’être nécessaires. En effet, si la condition algébrique (5.30) est satisfaite et l’in-
égalité (5.29) « change de signe », c’est-à-dire, si
sym{P(S+ΓC)(J0−R )QD1}> 0
la dynamique de z est instable.
Nous remarquons que lors de la synthèse de cet observateur, nous avons appli-
qué la version fondamentale d’I&I, mais en définissant la variété via des fonctions
séparées et en prenant des fonctions linéaires pour β au lieu des expressions expli-
cites définies préalablement. Cette approche sera illustrée lors de son application
au convertisseur SEPIC dans la section 5.4.3.
5.4.2 Stabilité observateur-régulateur PI passif
Dans cette section, nous démontrons que l’observateur par I&I proposé dans la
section précédente peut être utilisé avec le régulateur PI passif du chapitre 4, tout
en préservant la propriété GAS de la boucle fermée.
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Proposition 5.2. Prenons le convertisseur décrit par (5.18), vérifiant l’hypothèse
5.1 et ayant un état d’équilibre x? et une entrée de commande en équilibre u?.
Supposons que (4.88) de la proposition 4.4 du chapitre 4 est valide. Le régulateur
PI utilisant l’observateur
w˙ = C xˆ = yˆ
u = −KpC xˆ−Kiw (5.34)
avec xˆ l’estimation de l’état obtenue par (5.21), (5.24), (5.25) et (5.26), assure
que le point d’équilibre
(x w z) = (x? −K−1i u? 0)
est GAS.
Démonstration. D’après (5.21) et (5.27), nous pouvons voir que l’erreur d’obser-
vation peut être exprimée comme
x˜ = xˆ− x = D1z
Nous pouvons alors écrire la commande (5.34) sous la forme perturbée
w˙ = y+CD1z
u = −Kpy−Kiw−KpCD1z (5.35)
Pour procéder à la démonstration, nous écrivons le système complet en boucle
fermée comme une interconnexion en cascade du sous-système de l’erreur d’ob-
servation avec la dynamique de retour d’état, ce qui donne la forme[
˙˜x
˙˜w
]
= fBF(x˜, w˜)+gBF(x˜)z
z˙ = −A(u)z (5.36)
où
w˜ := w+K−1i u
?
et fBF : Rn ×Rm → Rn+m,gBF : Rn → Rn+m sont des applications connues a
priori en fonction des dynamiques du système et du régulateur. La proposition 4.4
montre que le système avec z = 0 est GAS. Pour la démonstration, nous utilisons
un résultat de [SS90] et [Son03] qui montre qu’elle sera complète si nous pouvons
établir que les trajectoires (x˜(t), w˜(t)) sont bornées. Afin d’y arriver, nous suivons
la démarche de [PL01] et nous construisons une fonction dérivable W3(x˜, w˜,z).
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Une telle fonction bornée impliquera que l’état est aussi borné. La borne de W3
sera caractérisée par la relation
W˙3 ≤ c|z|W3
pour c ∈ R+. Puisque z est clairement une fonction intégrable, en invoquant le
lemme de comparaison [Kha02], nous pouvons conclure que W3 est bornée et par
conséquent les trajectoires dans l’espace d’état le sont aussi.
Afin de construire W3, prenons la fonction
W1(x˜, w˜) = H(x˜)+
1
2
w˜T Kiw˜
où H est définie dans (4.86) 7. En dérivant tout au long des trajectoires de (5.36)
et en utilisant (5.35) et (4.85), nous obtenons les bornes
W˙1 ≤ −α1 |y|2+(c1 |y|+ c2 |w˜|) |z|
≤ c
2
1
4α1
|z|2+ c2 |w˜| |z|
où nous définissons les constantes
α1 := λmin{Kp}, c1 := ‖KpCD1‖, c2 := ‖KiCD1‖,
avec ‖ · ‖ la norme–2 et λmin désigne la plus petite valeur propre . De plus, nous
avons utilisé la relation
|y| |z| ≤ α1
c1
|y|2+ c1
4α1
|z|2
pour obtenir la deuxième inégalité. Prenons maintenant la fonction
W2(x˜, w˜,z) =W1(x˜, w˜)+
c21
4α1α0
V (z)
où V (z) est la même que celle du paragraphe précédent. Sa dérivée selon (5.31)
satisfait
W˙2 ≤ c2 |w˜| |z|
=
(
c2 |w˜| |z|
1
2
)
|z| 12
≤ c
2
2
2
|w˜|2 |z|+ 1
2
|z|
7. Plus de détails sont donnés dans la démonstration de la proposition 2 dans [HGOcLLE10]
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où nous avons appliqué 2ab≤ a2+b2 aux facteurs de la deuxième équation pour
obtenir la dernière inégalité.
D’après (5.31),
d
dt
V
1
2 (z)≤−
α0λ
1
2
min{P}√
2λmax{P}
|z|
Par conséquent, définissons la fonction
W3(x˜, w˜,z) = 2W2(x˜, w˜,z)+
√
2λmax{P}
α0λ
1
2
min{P}
V
1
2 (z)
afin de supprimer le terme 12 |z|. La dérivée de cette fonction donne
W˙3 ≤ c22 |w˜|2 |z|
≤ c
2
2
λmin{Ki}
|z|W3 (5.37)
où nous avons utilisé l’inégalité
W3 ≥ 2W1 ≥ λmin{Ki}|w˜|2
pour obtenir la dernière équation. L’inégalité (5.37) complète ainsi la démonstra-
tion.
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Remarque 5.4. La caractéristique intéressante de la proposition 5.2, qui est une
conséquence de l’exploitation d’une propriété de passivité, est que la propriété
GAS est assurée quelles que soient les valeurs positives des paramètres PI. Ceci
simplifie considérablement la procédure de réglage des paramètres du régulateur.
5.4.3 Application au convertisseur SEPIC
Nous appliquons donc la synthèse de l’observateur associé à un régulateur PI
passif au convertisseur SEPIC. Comme déjà mentionné, ce convertisseur est dif-
ficile à piloter et présente, d’après le chapitre 2, un comportement non linéaire
complexe en comparaison avec d’autres convertisseurs DC-DC. La représentation
du convertisseur SEPIC alimentant une charge purement résistive est donnée sur
le schéma de la Fig. 5.2. En se plaçant dans le mode CCM le modèle moyen
Hamiltonien (5.18) aura les matrices caractéristiques de dimension n = 4
x = (φ1 φ2 q1 q2)>, E = (Ve 0 0 0)>
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R = diag
{
rL1,rL2,0,
1
R
}
Q = diag
{
1
L1
,
1
L2
,
1
C1
,
1
C2
}
J0 =

0 0 −1 −1
0 0 0 1
1 0 0 0
1 −1 0 0

J1 =

0 0 1 1
0 0 −1 −1
−1 1 0 0
−1 1 0 0

où φi sont les flux des inductances, qi les charges des condensateurs, u le rapport
cyclique, Ve la tension d’alimentation supposée constante, Li, Ci, rLi , les para-
mètres du convertisseur et R la résistance de charge.
1L
2L R
2C
1CiL
1
i
L
2
Vc
1
di
Ve
Vs
i
sik
Vc
2
Figure 5.2 – Schéma du convertisseur SEPIC
L’objectif de la commande est la régulation de la tension de sortie à une valeur
désirée V ?, ce qui revient à la régulation de la charge x4, du condensateur du filtre
de sortie, à une référence désirée x?4 > 0 où C2V
? = x?4. Il est alors supposé que la
seule variable d’état mesurée est la tension de sortie, ce qui donne p = 1 et
C = (0 0 0 1)
Le résultat principal de cette section est l’application directe de la proposition
5.1 pour établir l’existence d’un observateur par I&I GAS et ensuite, la proposi-
tion 5.2 pour déterminer un régulateur PI par retour de sortie qui rend le conver-
tisseur bouclé GAS. Pour cette synthèse, la dimension de la matrice P est 3.
Proposition 5.3. Fixons P13 > 0 et
P22 =
1
rL2
P13+K (5.38)
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P33 =
(
rL2 +
L2
C1rL2
)
P13+
L2
C1
K (5.39)
Il existe Kmin > 0 tel que, quel que soit K ≥ Kmin les matrices
P =
 L2L1 P22 0 P130 P22 P13
P13 P13 P33

et
Z =
 −P13−P13
L2(P22C1 −
P33
L1
)

constituent une solution de la LMI de l’hypothèse 5.1 pour le modèle du conver-
tisseur SEPIC.
Démonstration. D’après (5.20) et (5.21), nous avons
T = I4, S = [I3 | 0] = D>1 , D2 = (0 0 0 1)>
où I3 est la matrice identité 3×3. Maintenant, utilisons (5.22) pour calculer
F0 =
 −
rL1
L1
0 − 1C1
0 − rL2L2 0
1
L1
0 0

F1 =
 0 0
1
C1
0 0 − 1C1
− 1L1 1L2 0

G0 =
[
1
L1
− 1L2 0
]
, G1 =
[
− 1L1 1L2 0
]
Afin de simplifier la synthèse, choisissons l’élément (1,2) de la matrice P égal à
zéro, c’est-à-dire, P12 = 0. Un remplacement direct montre que, sous cette condi-
tion, l’égalité
sym{PF1+ZG1}= 0
est satisfaite si et seulement si
P11 =
L2
L1
P22, P13 = P23
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et
Z =
 −P13−P13
L2(P22C1 −
P33
L1
)

Définissons
Q0 :=−sym{PF0+ZG0}
Il reste à choisir les éléments de P, ayant la forme
P =
 L2L1 P22 0 P130 P22 P13
P13 P13 P33

qui préservent P > 0 et assurent aussi que Q0 > 0. En remplaçant P et Z données
ci-dessus dans Q0, nous obtenons
Q0 =

2rL1L2
L21
P22 −1L2 P13
rL1
L1
P13
∗ K 1C1 P22− 1L2 P33+
rL2
L2
P13
∗ ∗ 2C1 P13

où nous avons défini
K :=
2rL2
L2
P22− 2L2 P13
Afin de simplifier le test de positivité, soit le terme (2,3) égal à zéro, c’est-à-dire,
1
C1
P22− 1L2 P33+
rL2
L2
P13 = 0
Ceci donne
Q0 =

2rL1L2
L21
P22 −1L2 P13
rL1
L1
P13
−1
L2
P13 K 0
rL1
L1
P13 0 2C1 P13

D’après le complément de Schur [BEFB94], P > 0 si et seulement si
P22 > 0, P33P22 > P213
(
1+
L1
L2
)
En remplaçant P22 et P33 par (5.38) et (5.39) respectivement, nous obtenons alors
la première condition que K doit satisfaire :
1
4r3L2C1
L42
L1
K2+
(
1
2rL2
L2
L1
+
1
r3L2C1
L32
L1
)
KP13+
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1
rL2L1
+
1
r3L2C1
L22
L1
− 1
rL2
L2
L1
− 1
rL2
)
P213 > 0 (5.40)
D’autre part, le complément de Schur montre aussi que Q0 > 0 si et seulement si
2rL1L2
L21
P22 > P213(
1
KL22
+
C1r2L1
2L21P13
)
ce qui donne, en remplaçant P22 par son expression, la deuxième condition que K
doit satisfaire :
rL1
rL2
L22
L21
K2+(2
rL1
rL2
L2
L21
− r
2
L1
L21
C1
2
)P13K− 1L22
P213 > 0 (5.41)
Finalement, puisque les coefficients de K2 dans les parties gauches de (5.40) et
(5.41) sont positifs, il est clair que, pour un P13 fixé, il existe K > 0 tel que ces
deux inégalités sont valides. 222
Ainsi, cette synthèse nous permet d’obtenir le modèle de l’observateur à partir
de la relation (5.25) rappelée ci-dessous :
ξ˙ = (S+ΓC)[A(u)((D2−D1Γ)ym+D1ξ)+E ]
ηˆ = ξ−Γym (5.42)
où :
Γ= P−1Z ∈ R(n−p)×p (5.43)
5.4.4 Résultats en simulation et expérimentaux
Dans cette section, nous effectuons des tests en simulation et expérimentaux
afin de valider l’approche de l’observation–régulation PI pour le convertisseur
SEPIC présenté dans la section 5.4.3. Les paramètres du convertisseur sont les
mêmes que précédemment :
Ve = 20V,L1 = 2,3×10−3H,L2 = 330×10−6H
C1 =C2 = 190×10−6F,rL1 = 1,7Ω,rL2 = 0,5Ω
Les tests consistent à faire varier le point de fonctionnement pour valider la robus-
tesse en stabilité (du système non linéaire). La résistance de charge a été initiale-
ment fixée à R = 22Ω, mais des variations ont ensuite été imposées. La tension
de référence V ? est initialement égale à 20V, une variation en échelon de 2V a
ensuite été imposée.
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5.4.4.1 Simulations
Les simulations sont effectuées en utilisant les fonctionnalités de MATLAB®
Simulink®. Dans un premier temps, nous effectuons des tests pour montrer l’effet
des paramètres de réglage P13 et K de la proposition 5.3 sur la performance de
l’observateur. Les conditions initiales sont x(0) = 0,w(0) = 0 pour le procédé
et (xˆ1(0) xˆ2(0) xˆ3(0))> = (1,9550× 10−7 1,9550× 10−7 − 2,2× 10−8)> pour
l’observateur.
Le régulateur PI passif a été réglé avec les gains Kp = 0,001 et Ki = 5.
Sur la Fig. 5.3, les erreur d’observation xˆ1− x1 pour P13 = 0,5 et différentes
valeurs de K ≥ Kmin = 4545 sont montrées 8. Sur la Fig. 5.4, cette erreur est mon-
trée pour K = 1 et des valeurs de P13 ≤ 0,0001 qui satisfont les conditions de la
proposition 5.3. Comme l’indique (5.31), la stabilité est assurée, mais nous ob-
servons aussi que la performance transitoire est améliorée en augmentant K et en
diminuant P13.
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Figure 5.3 – Erreur d’observation xˆ1− x1 pour P13 = 0,5 et K ≥ Kmin = 4545
Pour illustrer la remarque 5.3, nous montrons sur la Fig. 5.5 que l’observateur
devient instable si K est choisi en dehors de l’intervalle admissible. Un phénomène
d’instabilité similaire a aussi été observé pour K = 1 et P13 = 0,0002 > 0,0001.
8. Les autres erreurs d’observation ont les mêmes patterns
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Figure 5.4 – Erreur d’observation xˆ1− x1 pour K = 1 et P13 ≤ 0,0001
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Figure 5.5 – Erreur d’observation xˆ1− x1 pour P13 = 0,5 et K = 800 < Kmin = 4545
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Après avoir analysé l’influence des paramètres de l’observateur, nous fixons
P13 = 0,5 et K = 4550 au regard des réponses obtenues. Nous testons mainte-
nant la réponse du convertisseur vis-à-vis d’un démarrage à partir de conditions
initiales nulles et vis-à-vis d’une variation de consigne de 2 volts (imposée à
t = 0,08 s). La Fig. 5.6 montre la réponse de la tension de sortie pour des va-
leurs différentes de Kp et Ki. Conformément aux prédéterminations analytiques, le
système complet {procédé + commande+ observateur} converge vers la consigne
avec une erreur statique nulle. De plus, nous avons pu constater que le paramètre
qui influence fortement le comportement transitoire est Kp.
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Figure 5.6 – Tension de sortie x4C2 pour des différents réglages des gains PI
Comme expliqué dans la remarque 5.2, l’observateur est sensible aux incerti-
tudes paramétriques. Afin d’illustrer ce point, nous effectuons une variation (en
échelon) de la résistance de charge R de 22Ω à 44Ω, qui correspond à une varia-
tion de puissance de 9W à 18W intervenant à t0 = 0,08 s :
– La Fig. 5.7 montre les erreurs d’estimation qui, malgré la variation impor-
tante des paramètres, restent bornées, mais présentent un écart statique.
– Par conséquent, la tension de sortie présente aussi une erreur statique rela-
tivement importante (10V), comme le montre la Fig. 5.8. L’annulation de
cette erreur sera effectuée dans la suite de ce chapitre par la mise en place
d’un estimateur de charge.
5.4.4.2 Résultats expérimentaux
Un des fils conducteurs de ces travaux de thèse est non seulement de proposer
les approches méthodologiques de modélisation et de commande des convertis-
158 5.4 Observateur pour la loi PI passive
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
t (s)
e 1
 
(A
)
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
−0.35
−0.3
−0.25
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
t (s)
e 2
 
(A
)
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
−0.2
−0.1
0
0.1
0.2
0.3
0.4
0.5
t (s)
e 3
 
(V
)
Figure 5.7 – Erreurs d’observation xˆi− xi, i = 1,2,3, pour une variation de la résistance de charge
100%
Observation et estimation par immersion et invariance 159
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0
5
10
15
20
25
30
35
t (s)
Te
ns
io
n 
de
 so
rti
e 
(V
)
Figure 5.8 – Évolution de la tension de sortie en réponse une variation de 100% de la résistance
de charge
seurs mais aussi leurs validations expérimentales. Ainsi, la réponse de la tension
de sortie pour un échelon de la tension de référence (variation de 2 volts à partir
d’une tension de référence de 20 volts) est donnée dans la Fig. 5.9. Cette réponse a
été obtenue en utilisant la même loi de commande que celle utilisée en simulation,
c’est-à-dire avec le même réglage des paramètres de l’observateur et du régula-
teur PI passif. Nous pouvons voir que cette réponse est légèrement plus rapide que
celle obtenue en simulation, mais présente un léger dépassement.
Cependant on constate un léger écart statique sur la réponse expérimentale. Ce
biais est dû à la dépendance de l’observateur, et également de la loi de commande,
à la résistance de charge. De plus, d’une manière générale, ce paramètre inconnu
est variant dans le temps. Même si sa valeur est supposée connue dans le banc
d’essai, elle évolue facilement avec la température et le temps.
Dans la suite, nous proposons de l’estimer à travers un estimateur par I&I pour
la loi IDAPBC, tout en incluant un observateur par I&I. Nous verrons, dans la
suite, que l’utilisation de l’approche proposée permet de rendre l’écart statique
quasiment nul et négligeable.
5.5 Estimateur et observateur pour la loi IDAPBC
Nous avons montré dans le chapitre 4 que la loi IDAPBC conduit à des meilleures
performances qu’une régulation fondée sur un régulateur PI passif. Les perfor-
mances de la régulation de type PI passif sont très bonnes aussi du point de vue
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Figure 5.9 – Évolution expérimentale de la tension de sortie x4C2 en réponse à une variation de
consigne de 2 volts
de l’application industrielle. De plus, cette loi est proposée en association avec
l’observateur d’état développé dans la section précédente pour une classe des mo-
dèles. Cependant l’estimation de la charge n’a pu être menée complètement avec
cette approche en raison de la complexité de démontrer la stabilité du système
complet.
Ainsi, la synthèse IDAPBC conduisant à la loi la plus performante du point
de vue de la commande, dans la suite, nous nous concentrons sur cette approche
et nous développons une méthodologie de synthèse couplée à un estimateur de
charge et un observateur, fondé sur l’approche I&I, appliquées au convertisseur
SEPIC. Des éléments de démonstration de stabilité globale sont donnés en consi-
dérant un vecteur d’état borné.
5.5.0.3 Estimateur de charge
Selon la définition 5.1, l’estimateur est synthétisé dans le cas où la résistance
de charge R est un paramètre à estimer. Elle est considérée constante par mor-
ceaux sur des intervalles de temps d’une durée plus importante que le temps de
réponse du convertisseur. Notons que c’est un cas de fonctionnement relativement
réaliste. Pour la mise en place de cet estimateur, nous n’utilisons pas le modèle
Hamiltonien, mais plutôt le modèle bilinéaire pour faciliter les formulations.
Soit la représentation bilinéaire x˙ = A(θ)x+Bxu+BeVe, où u est le rapport
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cyclique, θ= 1/R et :
A = A0+A1θ=

− rL1L1 0 − 1L1 − 1L1
0 − rL2L2 0 1L2
1
C1
0 0 0
1
C2
− 1C2 0 0

︸ ︷︷ ︸
A0
+

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 − 1C2

︸ ︷︷ ︸
A1
θ (5.44)
B =

0 0 1L1
1
L1
0 0 − 1L2 − 1L2
− 1C1 1C1 0 0
− 1C2 1C2 0 0
 ; Be =

1
L1
0
0
0
 (5.45)
On peut supposer, d’après la loi IDAPBC déterminée au chapitre 4, que l’hypo-
thèse d’existence du « régulateur idéal » est valide ici et que la loi de commande
est en fonction de x et θ : u = υ(x,θ).
Proposition 5.4. Soit β(x) une fonction quadratique négative et γ une constante
ajoutée pour le conditionnement numérique si nécessaire. La loi de commande
adaptative est donnée par :
˙ˆθ = ω(x, θˆ)
u = υ(x,γθˆ+β(x))
(5.46)
où
ω=−1
γ
∂β
∂x
(A0x+A1x(γθˆ+β(x))+Bxυ(x,γθˆ+β(x))+BeVe)
est GAS et γθˆ+β(x) est une estimation parfaite de θ.
Démonstration. Soit z = γθˆ− θ+β(x). Si z est bornée et z→ 0, alors la variété
(5.11) devient invariante. La dynamique de z est :
z˙ = γ ˙ˆθ− θ˙+ ∂β
∂x
x˙ = γω+
∂β
∂x
(Ax+Bxυ+BeVe) (5.47)
⇒ z˙ = γω+ ∂β
∂x
(A0x+A1x(γθˆ+β(x)− z)+Bxυ(x,γθˆ+β(x))+BeVe) (5.48)
Choisissons :
ω=−1
γ
∂β
∂x
(A0x+A1x(γθˆ+β(x))+Bxυ(x,γθˆ+β(x))+BeVe) (5.49)
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Nous obtenons la dynamique suivante du système total : z˙ = −
(
∂β
∂x
A1x
)
z
x˙ = A0x+A1x(γθˆ+β(x)− z)+Bxυ(x,γθˆ+β(x))+BeVe
(5.50)
Soit la fonction β telle que ∂β∂x = (? ? ? χ(x))
>, au regard de la matrice A1 on
obtient A1x = (0 0 0 − x4/C2)> et donc, −∂β∂x A1x = χ(x)x4C2 .
Si l’on choisit χ(x) =−λx4, la dynamique de z devient z˙ =−λ x
2
4
C2
z, λ> 0 étant
le paramètre de réglage. Cette dynamique est GAS si l’intégrale de x24 est diver-
gente. La fonction β(x) peut donc être choisie comme β(x) =−λ x242 .
Comme z converge asymptotiquement vers zéro, la charge est parfaitement esti-
mée. Cependant, la stabilité de la dynamique totale (5.50) doit encore être démon-
trée. Des éléments de preuve seront apportés après la synthèse de l’observateur
d’état. 222
En résumé le modèle dynamique de l’estimateur et la loi de commande sont
donnés, à partir du modèle bilinéaire du convertisseur (représenté par les matrices
A0, A1, B et Be, par la relation suivante :
˙ˆθ = −1γ ∂β∂x (A0x+A1x(γθˆ+β(x))+Bxυ(x,γθˆ+β(x))+BeVe)
u = υ(x,γθˆ+β(x))
(5.51)
où β(x) =−λ x242 et υ(x,γθˆ+β(x)) est la loi de commande en boucle fermée (issue
de la synthèse par IDAPBC dans notre cas).
5.5.0.4 Observateur
Dans cette section, nous appliquons la démarche issue du théorème 5.2. Comme
dans le cas de l’estimation de charge, le modèle bilinéaire est utilisé afin de simpli-
fier la procédure de synthèse. La représentation découplée correspondant à (5.12)
devient : {
η˙ = A11η+A12y+(B1η+E1y)u+GVe
y˙ = A21η+A22y+(B2η+E2y)u
(5.52)
où :
A11 =
−
rL1
L1
0 − 1L1
0 − rL2L2 0
1
C1
0 0
, A12 =
− 1L11
L2
0
, A21 =( 1C2 − 1C2 0), A22 =− 1RC2 ,
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B1 =
 0 0
1
L1
0 0 − 1L2
− 1C1 1C1 0
, E1 =
 1L1− 1L2
0
, B2 =(− 1C2 1C2 0), E2 = 0, G=( 1L1 0 0)
Proposition 5.5. Soit β(ξ,y, t) = Aξ+B , (fonction affine) où A et B sont des
matrices et soit φ(η,y, t) une fonction linéaire de η. Le système ayant la dyna-
mique (5.17) en utilisant (5.52) pour remplacer f1 et f2, est un observateur global
de (5.52). Par ailleurs, cet observateur est robuste vis-à-vis de l’incertitude de la
charge.
Démonstration. Pour simplifier la synthèse et sans perte de généralité, soit φ(η,y, t)=
γ(y)η et eη = ηˆ−η. La dynamique de z est donc :
z˙ = − ∂β
∂y
[ A21ηˆ+A22y+(B2ηˆ+E2y)u
− (A21η+A22y+(B2η+E2y)u) ]
+
∂φ
∂y
|η=ηˆ (A21ηˆ+A22y+(B2ηˆ+E2y)u)
− ∂φ
∂y
(A21η+A22y+(B2η+E2y)u)
+
∂φ
∂η
|η=ηˆ (A11ηˆ+A21y+(B1ηˆ+E1y)u+GVe)
− ∂φ
∂η
(A11η+A21y+(B1η+E1y)u+GVe)
+
∂φ
∂t
|η=ηˆ −
∂φ
∂t
(5.53)
Nous pouvons voir que ∂φ∂t |η=ηˆ = ∂φ∂t , ∂φ∂η |η=ηˆ = ∂φ∂η = γ(y) , ∂φ∂y |η=ηˆ = γ′(y)ηˆ , et
∂φ
∂y = γ
′(y)η . De plus, ηˆ= φL(β,y, t)= γ−1(y)η , ce qui implique que ηˆ= γ−1(y)β
et z = β−φ= γ(y)[ηˆ−η] = γ(y)eη .
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Nous avons donc :
z˙ = − ∂β
∂y
(A21eη+B2eηu)
+ γ′(y)[A21(ηˆ2−η2)+A22yeη+B2(ηˆ2−η2)u+E2yeηu]
+ γ(y)(A11eη+B1eηu)
= −
[
∂β
∂y
(A21+B2u)− γ′(y)(A22y+E2y)u− γ(y)(A11+B1u)
]
γ−1(y)︸ ︷︷ ︸
αobs
z
+ γ′(y)(A21+B2u)(ηˆ2−η2)
(5.54)
Une dynamique GAS pour z peut être obtenue si :
∂β
∂y
(A21+B2u)− γ′(y)(A22y+E2y)u− γ(y)(A11+B1u) ≥ k(y)γ(y)
γ′(y)(A21+B2u) = 0
(5.55)
où k(y)> 0 ∀y. Ceci indique que z˙ =−αobsz avec αobs > 0.
Afin de satisfaire (5.55), soit γ(y) = Γ, Γ ∈R supposé constant, donc γ′(y) = 0
et choisissons aussi k(y) = κI − (A11 + B1u), κ > 0. En pratique, ce choix est
possible, car comme u et y sont bornés, ∃κ | k(y) > k0 > 0 ∀y. Les conditions
(5.55) deviennent alors :
∂β
∂y
(A21+B2u)≥ (κΓ)I (5.56)
En notant ∂β∂y = (β1 β2 β3)
>, (5.56) devient :
sym

(1−u)β1−κΓ −(1−u)β1 0(1−u)β2 −(1−u)β2−κΓ 0
(1−u)β3 −(1−u)β3 −κΓ
≥ 0 (5.57)
Finalement, les conditions de stabilité sont établies à partir de (5.57) en utilisant
le critère de Sylvester, ce qui donne :
(1−u)β1−κΓ ≥ 0
1/4(4Γ2κ2−4β2Γκ(−1+u)−2β22(−1+u)2+ · · ·
· · ·+2β1(−1+u)(β2+2Γκ−β2u)) ≥ 0
1/4Γκ(2(−2Γ2κ2+β23(−1+u)2)+4β2Γκ(−1+u)+ · · ·
· · ·+(β21+β22)(−1+u)2−2β1(−1+u)(β2+2Γκ−β2u)) ≥ 0
(5.58)
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Pour satisfaire (5.58), nous choisissons β= (β(1) β(2) β(3))> tel que :
β1 =
κΓ
1−umin ⇒ β(1) = β1y+ξ1+a (5.59)
où ξ1+a > 0.
β2 =
κΓ
1−umin ⇒ β(2) = β2y+ξ2+b (5.60)
où ξ2+b≤ ξ1+a.
β3 = 0⇒ β(3) = β3y+ξ3+ c (5.61)
Les inégalités (5.58) exigent aussi que κΓ< 0. Donc, κ> 0⇒ Γ< 0. En réalité :
– (5.58) ne nécessite pas l’ajout des termes en ξ aux variables β,
– cependant, ces termes doivent être ajoutés pour rendre ∂β∂ξ inversible (relation
(5.15),
– en conséquence, a, b et c doivent être ajoutées aux variables β afin de com-
penser l’effet des termes ξ et ainsi satisfaire (5.58).
L’observateur a maintenant cinq paramètres de réglage (κ, Γ, a, b et c) :
– En ce qui concerne leur choix numérique, a, b et c peuvent facilement être
fixés car les plages de variation maximales des termes ξ peuvent être déter-
minées à partir des plages de variation physique du vecteur d’état. De plus,
umin est fixée ici, même si sa valeur admissible peut varier légèrement, selon
le chapitre 2. Ceci n’est pas un problème, car cette variation peut également
être compensée par a et b.
– Concernant κ et Γ, κ doit être choisi assez grand pour satisfaire (5.56), alors
que Γ peut être choisi arbitrairement.
– Enfin, β étant une fonction affine de ξ et φ étant une fonction linéaire de η,
la démonstration est faite.
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Le modèle dynamique de l’observateur ξ˙ = α(ξ,y, t) est finalement donné par
la relation (5.17) avec ∂β∂y = (β1 β2 β3)
>, φ= Γη, ηˆ= Γ−1β et :
β=
 β(1)β(2)
β(3)
=
 β1y+ξ1+aβ2y+ξ2+b
β3y+ξ3+ c
 (5.62)
Puisque γ′(y) = 0, on peut remarquer d’après (5.54) que la présence du seul
terme (A22) qui contient la résistance R est annulé. Par conséquent, l’observateur
ne dépend pas de R et est robuste vis-à-vis des incertitudes sur sa valeur. Ainsi,
malgré le conservatisme de la forme des fonctions choisies pour la synthèse, cette
famille particulière d’observateurs semble une bonne option.
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5.5.0.5 Stabilité globale
Après avoir synthétisé l’estimateur et l’observateur, la stabilité globale doit être
re-vérifiée. Le système étant non linéaire, le principe de séparation ne s’applique
pas. Afin d’éviter toute confusion entre la dynamique z de l’estimateur de charge
et celle de l’observateur, ces deux dynamiques seront désormais notées par zest
pour l’estimateur et zobs pour l’observateur. En outre, le modèle bilinéaire est ré-
utilisé dans la démonstration. Nous démontrons que l’observateur et l’estimateur
convergent asymptotiquement, tandis que le vecteur d’état a une limite ultime 9.
De plus, le principe de la démonstration suppose que l’entrée de commande
et l’estimation de la charge ont des limites supérieures et inférieures, c’est-à-dire,
l’expression de la loi de commande (rapport cyclique) est bornée par 1. Cepen-
dant, ces hypothèses rendent la démonstration très conservatrice du point de vue
théorique, mais en pratique, elles sont réalistes dans le cas des convertisseurs
DC-DC. Néanmoins, cette démonstration doit être améliorée en essayant d’éta-
blir une preuve mathématique moins conservatrice et plus rigoureuse, en prenant
en compte l’expression explicite de la loi de commande.
Même si les limites ultimes ne garantissent pas la stabilité asymptotique, les
résultats de la section 5.5.0.6 montrent des très bonnes performances, tant du point
de vue de la convergence des estimations que de la régulation de la tension de
sortie.
Proposition 5.6. Le système complet en boucle fermée, constitué du convertisseur
associé à la loi IDAPBC, à l’estimateur et à l’observateur par I&I , est globale-
ment stable. Plus précisément, la charge et l’état estimés convergent asymptoti-
quement vers leurs valeurs réelles tandis que l’état du convertisseur a une limite
ultime. De plus, ∃µ2 > 0 et un ensemble positif invariant 10 Π(x)≤ µ2 tel que x a
une limite ultime.
Démonstration. Soit la transformation X = x− xre f , où x est le vecteur d’état du
modèle bilinéaire x˙ = Ax+Bxu+BeVe et xre f est sa valeur de référence. Prenons
V (X ,zest ,zobs) = 12X
>PX+ 12z
2
est +
1
2z
>
obszobs, où P> 0, comme fonction de Lyapu-
nov candidate. Notre but est d’avoir (X zest zobs)> = (0 0 0)> ou borné au moins.
V˙ = ∆−λ x
2
4
C2
z2est− z>obs
(αobs+α>obs)
2
zobs (5.63)
Le troisième terme de (5.63) est strictement négatif d’après (5.55). Il reste alors à
9. χ est une limite ultime pour x si ‖x‖< χ quand t→ ∞
10. Un ensemble Π est positif invariant si x(t0) ∈Π implique que x(t) ∈Π ∀t > t0
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démontrer que ∆< 0.
∆ = X>(A>P+PA)X +X>(B>P+PB)uX
+ (B>e Ve+ x>re f A
>+ x>re f B
>u)PX
+ X>P(BeVe+Axre f +Bxre f u)
= X>(A>0 P+PA0)X +X
>(A>1 P+PA1)θX +X
>(B>P+PB)uX
+ (B>e Ve+ x>re f A
>
0 + x
>
re f A
>
1 θ+ x
>
re f B
>u)PX
+ X>P(BeVe+A0xre f +A1xre fθ+Bxre f u)
(5.64)
où A, B et Be sont donnés par le modèle bilinéaire du convertisseur (5.44) et (5.45).
Soit :
A>0 P+PA0 =−QA0 (QA0 > 0) (A0 est stable)
A>1 P+PA1 =−QA1 (QA1 ≥ 0)
BT P+PB =−QB
umin ≤ u≤ 1, et θmin ≤
∣∣θ= γθˆ+β(ηˆ,y)∣∣≤ θmax.
Nous pouvons écrire :
∆≤ − X>QA0X−X>QA1Xθ−X>QBuX
+
(∥∥B>e Ve∥∥+∥∥∥x>re f A>0 ∥∥∥+∥∥∥x>re f A>1 ∥∥∥θmax+∥∥∥x>re f B>∥∥∥)‖PX‖
+
∥∥X>P∥∥(‖BeVe‖+∥∥A0xre f∥∥+∥∥A1xre f∥∥θmax+∥∥Bxre f∥∥)
(5.65)
Posons ‖BeVe‖+
∥∥A0xre f∥∥+∥∥A1xre f∥∥θmax+∥∥Bxre f∥∥=N/2, où N est une constante
positive. Comme ‖PX‖ = ∥∥X>P∥∥ car ‖v‖ = ∥∥v>∥∥ (avec ‖·‖ la norme Eucli-
dienne), on peut écrire
∆ ≤ −σmin(QA0)‖X‖2−σmin(QA1)θmin ‖X‖2
− σmin(QB)umin ‖X‖2+Nσmax(P)‖X‖
∆ ≤ −
L︷ ︸︸ ︷
(σmin(QA0)+σmin(QA1)θmin+σmin(QB)umin)‖X‖2
+ Nσmax(P)‖X‖
∆ ≤ −L ‖X‖2+Nσmax(P)‖X‖=−L ρ‖X‖2−L (1−ρ)‖X‖2
+ Nσmax(P)‖X‖
(5.66)
où 0 < ρ < 1 et σ est la valeur singulière. En conséquence ∆ < 0 si ‖X‖ >
Nσmax(P)
L (1−ρ) = µ1.
Ceci implique que V˙ < 0 ∀ zest 6= 0,zobs 6= 0 et ‖X‖ > µ1. Donc, zest et zobs
convergent globalement asymptotiquement vers zéro, tandis que X a une limite
ultime. En effet :
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Paramètre λ (PBC) λ (SMC) γ a b c κ Γ
Valeur 0,002 0,001 1 1 0,5 0,1 10−4 -0,05
Tableau 5.1 – Paramètres de l’estimateur et de l’observateur
– d’une part µ1 peut être rendu assez faible par le choix de P
– d’autre part, soit µ2 = µ21σmax(P) et sachant queΠ(X)=X
>PX <σmax(P)‖X‖2
– nous pouvons voir que Π> µ2⇒ ‖X‖> µ1 ; par conséquent, Π≤ µ2 est un
ensemble positif invariant.
Ceci assure que quel que soit le point de départ de la trajectoire de X , elle
rentrera et restera dans l’ensemble Π ≤ µ2 après un temps fini. Le système total
est ainsi globalement stable. 222
5.5.0.6 Simulations et résultats expérimentaux
Les performances du système complet sont testées et analysées en simulation
sous MATLAB® Simulink® et ensuite validés sur le prototype expérimental du
convertisseur SEPIC. Afin de mettre en évidence les performances obtenues avec
la loi IDAPBC, elles sont comparées avec celles obtenues avec la commande par
modes glissants du paragraphe 3.1.3.2.1 du chapitre 3.
Notons que la loi de commande par modes glissants est utilisée ici en asso-
ciation avec l’estimateur de charge et l’observateur en vue de s’affranchir de la
méconnaissance de la charge. Le paramètre λ de l’estimateur a été réglé d’une
manière différente que pour le cas de la loi IDAPBC, tandis que le réglage des
paramètres de l’observateur reste identique.
Les paramètres de l’estimateur et de l’observateur synthétisés sont donnés dans
le tableau 5.1 et comme les essais précédents, deux types de tests ont été effectués.
Les essais effectués ont porté sur des variations de consigne et de charge :
– Tension de référence Vre f = 20 V
– Variation de consigne entre 20 V et 22 V, soit ∆V = 2 V, pour une résistance
de charge R = 22Ω (correspondant à une variation de puissance de 18W à
22W)
– Variation de la résistance charge entre 22Ω et 44Ω, pour une consigne Vre f =
20V, soit une variation de puissance de 9W à 18W.
La Fig. 5.10 montre les réponses obtenues en simulation avec les deux lois
IDAPBC et SMC aux variations de la consigne et de la charge, les réponses expé-
rimentales correspondantes sont montrées par les enregistrements de la Fig. 5.11.
A titre comparatif, les résultats obtenus, en simulation et expérimentalement,
sont montrés simultanément par les Figs. 5.12 et 5.13 pour chacune des lois
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IDAPBC et SMC, en réponse aux variations de la consigne et de la charge res-
pectivement.
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Figure 5.10 – Réponses en simulation aux variations de la consigne et de la charge
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Figure 5.11 – Réponses expérimentales aux variations de la consigne et de la charge
L’analyse des différentes évolutions temporelles, données pas ces figures, sug-
gère les commentaires suivants :
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Figure 5.12 – Réponses en simulation et expérimentales à la variation de la consigne
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Figure 5.13 – Réponses en simulation et expérimentales à la variation de la charge
– D’après les Figs. 5.10 et 5.11, nous pouvons voir que la PBC offre des
meilleures performances et est moins sensible aux bruits que la SMC
– Les deux lois de commande (PBC et SMC) conduisent à un meilleur ni-
veau de performances que celui obtenu avec les lois de commande linéaires
comme la commande PI et la commande par retour d’état linéaire données
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au chapitre 3.
– Un temps de réponse d’environ 5 ms est obtenu avec la loi IDAPBC, ce
qui est plus rapide comparativement aux autres approches. Cette rapidité et
la robustesse des approches proposées vis-à-vis de la variation du point de
fonctionnement sont aussi confirmées expérimentalement.
– De plus, les Figs. 5.12 et 5.13 montrent que l’écart statique observé sur les
réponses expérimentales, maintenant présent en raison seulement des incer-
titudes des gains du capteur de la tension de sortie et de la chaîne d’acquisi-
tion, est très faible voire négligeable. Il est désormais de l’ordre de 0,3%, ce
qui montre l’efficacité des approches proposées.
– Finalement, comme mentionné dans la section 5.5.0.5, les résultats montrent
des bonnes performances en termes de stabilité à travers une erreur sta-
tique nulle. Par ailleurs, ces résultats montrent que l’état et la résistance
de charge sont estimés, respectivement par l’observateur et l’estimateur de
charge, d’une façon rapide et précise. Cela confirme donc l’efficacité et la
robustesse de l’approche d’observation/estimation par I&I .
– Enfin la Fig. 5.14 illustre la performance de l’estimateur de charge en mon-
trant les valeurs de la résistance réelle et estimée. Le temps de réponse de
l’estimateur de charge est d’environ 1 ms.
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Figure 5.14 – Valeurs réelle et estimée en simulation de la résistance de charge
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5.6 Conclusions
Le problème de stabilisation de convertisseurs DC-DC non linéaires au sens
large a été traité dans ce chapitre. Les méthodologies proposées ont comme fil
conducteur d’obtenir des lois de commande robustes et adaptatives (comparative-
ment au point de fonctionnement et à la charge) avec une formulation théorique
structurée et en même temps une facilité d’implantation en temps réel dans un
objectif de l’extension de ces méthodes vers un environnement industriel.
Le convertisseur SEPIC, difficile à piloter, a été choisi comme cadre d’applica-
tion. De plus, son architecture (commande de l’interrupteur référencé par rapport à
la masse, élévateur/abaisseur, ...) présente des caractéristiques intéressantes pour
des applications pratiques. Dans le chapitre 4, nous avons proposé deux lois de
commande non linéaires fondées sur la théorie de passivité : commande PI passive
et IDAPBC. Ces approches nécessitent l’accès au vecteur d’état et à certains para-
mètres, dont le plus influant et incertain est la résistance de charge. Pour répondre
à ce problème, le principe d’immersion et invariance (I&I) a été exploité pour syn-
thétiser un estimateur de charge et un observateur d’état pour la loi IDAPBC et un
autre observateur pour la loi PI. Nous avons donc proposé une synthèse systéma-
tique de {modélisation–estimation–observation–commande} avec des éléments
de preuves de stabilité mathématiques. Ces approches ont, d’autre part, montré
une facilité d’implantation pratique en temps réel.
Concernant la loi de type régulateur PI passif, nous avons pu définir une classe
de convertisseurs DC-DC pour laquelle une commande PI par retour de sortie pas-
sive stabilise le système en boucle fermée. La solution du problème de synthèse
est donnée sous la forme d’une LMI qui peut être facilement vérifiée avec des
outils de calcul standards. En effet, la construction d’un observateur a été réalisée
en utilisant les techniques d’I&I . Pour simplifier la synthèse, nous avons appliqué
la version fondamentale d’I&I en définissant la variété via des fonctions séparées
et en prenant des fonctions linéaires pour β. En revanche, nous avons pu consta-
ter qu’en considérant une classe plus large de ces fonctions, les formulations de-
viennent assez complexes. L’approche adoptée pour la synthèse de l’observateur
est d’éliminer les termes dépendant de l’entrée de commande dans la dérivée de la
fonction de Lyapunov, ce qui ramène le problème à une synthèse conservatrice qui
diminue la classe admissible des convertisseurs. De plus, cet observateur dépend
de la valeur de la charge, ce qui n’a pas d’influence sur la stabilité globale, mais
plutôt sur le niveau des performances en conduisant, en particulier, à une erreur
statique. Il est aussi possible de montrer que les LMI ne sont pas faisables pour
des convertisseurs classiques comme le Boost et le C´uk. Néanmoins, nous avons
pu définir, via une LMI, qu’un tel observateur converge globalement pour la classe
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des systèmes bilinéaires de la forme :
x˙ = A0x+
m
∑
i=1
uiAix+E
y = Cx
A notre connaissance et malgré sa simplicité, ce résultat est nouveau.
Au regard des caractéristiques de l’observateur pour la loi PI passive, nous
avons proposé un autre observateur pour la loi IDAPBC formulé également à par-
tir de fonctions linéaires pour β et donc fourni une synthèse conservatrice, mais
qui ne dépend pas de la charge et est robuste vis-à-vis de ses variations. Cet ob-
servateur a été synthétisé d’une manière spécifique sur un convertisseur SEPIC,
mais, comme dans le cas de l’observateur pour la loi PI, cette synthèse peut être
étendue à une classe de systèmes bien définie. Par ailleurs, associé à l’observateur,
un estimateur de la charge a été proposé.
Finalement, d’après les comparaisons des lois régulateur PI passif et IDAPBC
dans le chapitre 4 et des lois IDAPBC et SMC dans ce chapitre, nous pouvons
constater que la loi IDAPBC, associée à l’estimateur de charge et à l’observateur,
possède les meilleures performances parmi toutes les approches présentées dans
cette thèse. De plus, elle n’exige que la mesure de la tension de sortie afin d’es-
timer la charge et le vecteur d’état, ce qui est très intéressant dans un objectif de
développement dans un cadre industriel.

Conclusions générales et
perspectives
NOUS nous sommes intéressés dans cette thèse aux problèmes de stabilisationdes convertisseurs DC-DC de puissance au sens large, tout en assurant de
bonnes performances dynamiques. La première raison de cet intérêt a été d’une
part de répondre au besoin croissant des systèmes d’alimentation de puissance ca-
pables de faire varier largement le niveau de la tension continue en restant stables
et en ayant une précision et une rapidité bien définies. La deuxième raison est de
répondre aux nombreuses difficultés toujours existantes concernant la commande
des convertisseurs DC-DC d’ordre élevé. De ce fait, un des objectifs de ces tra-
vaux de thèse a été de tenter de rapprocher les travaux propres à l’électronique de
puissance et ceux du domaine de l’automatique (et inversement).
Dans le cadre de ces travaux de thèse, le convertisseur DC-DC de type SEPIC
(présentant plusieurs avantages du point de vue des problèmes de l’électronique
de puissance, mais difficile à piloter du point de vue de l’automatique) a été choisi
pour analyser et valider plus précisément les concepts généraux utilisés ainsi que
les performances des lois de commande obtenues. Nous avons donc illustré plus
particulièrement nos approches sur ce convertisseur, en montrant que leurs exten-
sions à d’autres convertisseur seraient également faciles.
D’un manière générale, nous avons essayé de contribuer au renforcement de
la liaison entre les principes de modélisation non linéaires pour les convertisseurs
DC-DC et celles de la synthèse des lois de commande fiables et robustes vis-à-
vis des variations paramétriques et les imperfections des modèles mathématiques
par rapport aux éléments réels en commutation des convertisseurs. Concernant
les problèmes d’amortissement, nous avons trouvé dans la littérature soit des mé-
thodes fondées sur l’utilisation de circuits auxiliaires d’aide à l’amortissement
et à la stabilisation, ou encore fondée sur une bonne formulation théorique des
problèmes de stabilisation, mais qui s’avèrent souvent difficiles à exploiter prati-
quement et en particulier dans un environnement industriel. Par conséquent, nous
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avons proposé des méthodes entièrement fondées sur l’exploitation d’approches
formalisées (synthèse des régulateurs, d’observateurs et d’estimateurs de para-
mètres) afin d’obtenir des lois de commande robustes et permettant de garantir a
priori la stabilité dans tout le domaine de fonctionnement du convertisseur.
Au cours de nos travaux de recherche, comme dans tout problème d’automa-
tique, la phase de modélisation a été un préalable aux phases d’analyse et de
synthèse. Lors de nos études, ces trois phases ont toujours été prises en compte
d’une manière simultanée et systématique pour assurer la formalisation des ap-
proches méthodologiques avec comme objectifs de mettre en place des associa-
tions {modèle–loi de commande} cohérentes.
Concernant la modélisation, nous avons effectué un état de l’art des principes
et des modèles existants. Les différents modèles ont été classifiés et leurs poten-
tialités vis-à-vis de leur exploitation théorique et pratique pour la synthèse de lois
de commande a été analysée. Nous avons alors proposé une procédure systéma-
tique pour l’analyse des convertisseurs DC-DC du point de vue de la synthèse de
lois de commande. Cette procédure consiste à pré-dimensionner les composants
du convertisseur pour fonctionner à une fréquence de commutation fixe définie a
priori. Ensuite, elle donne une méthode d’évaluation des marges de fonctionne-
ment d’un point de vue adapté pour la synthèse de lois de commande. La procé-
dure d’analyse a également intégré l’aspect comportement non linéaire et surtout
la caractérisation du phénomène du déphasage non minimal. Elle s’est conclue
par l’analyse de la corrélation entre le modèle moyen et le circuit prototype. Nous
avons pu constater que le convertisseur SEPIC présente un déphasage non mini-
mal fortement variable avec le point de fonctionnement décrit par la résistance de
charge et le rapport cyclique.
Après avoir liée la modélisation à la synthèse des lois de commande à travers
la phase d’analyse du point de vue de l’automatique, plusieurs principes permet-
tant de résoudre les problèmes de stabilité des convertisseurs d’ordre élevé ont
été exploités et des lois de commande adaptatives (en particulier par rapport à la
variation de la charge) ont été proposées. Pour ce faire, différentes structures de
commande, et de méthodologies de réglage, assurant d’une part la stabilité dans
tout le domaine de fonctionnement, d’autre part un niveau de performances com-
parable aux exigences de certaines applications industrielles ont été proposées.
Dans un premier temps, deux stratégies de commande par modes glissants ont été
proposées avec une méthode de conception légèrement différente que celles utili-
sées « classiquement », tout en assurant une fréquence de commutation constante.
Nous avons également proposé un observateur par modes glissants, intégré avec
les stratégies de commande, pour estimer l’état du convertisseur. Au final cette
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approche a conduit à des lois de commande par retour de sortie. Cependant, avec
cette approche, un estimateur de charge (supposée variante dans le temps) n’a pas
conduit à des résultats satisfaisants.
Une deuxième approche de la commande a été d’exploiter les outils théoriques
de passivité. Pour cette approche de synthèse des lois de commande, nous avons
utilisé les modèles énergétiques d’Euler-Lagrange et Hamiltonien bien adaptés à
la formulation et à la « vision » énergétique des convertisseurs. Un des intérêts
de cette méthodologie de modélisation est qu’elle conduit à des représentations
bien adaptées à leur exploitation par les principes de la passivité. Deux lois de
commande (IDAPBC et PI passive) ont été proposés. Un point important de cette
approche, bien qu’elle ne soit pas la seule, est d’obtenir des lois de commande
dont la stabilité est garantie dans tout le domaine de fonctionnement sans utiliser
une approche plus « classique » faisant appel à des linéarisations locales. Cepen-
dant, une remarque est que pour une même manière de formuler le problème de
synthèse, le choix de la variable d’état fixée dans le calcul explicite de la loi de
commande peut conduire à des formulations et des performances diverses (comme
cela a été vu, par exemple, pour le cas du Buck avec la méthode de Damping In-
jection). On peut aussi noter que l’approche n’introduit pas de critères explicites
sur les performances dynamiques qui devront être validés a posteriori.
Enfin, les principes d’immersion et invariance pour synthétiser un observateur
d’état et un estimateur de charge, ont été associés aux lois de commande par pas-
sivité en vue d’une part de limiter le nombre de capteurs, d’autre part d’obte-
nir une loi de commande adapté au point de fonctionnement. Ainsi, nous avons
pu proposer une procédure formalisée de {modélisation–commande–observation–
estimation} permettant d’assurer la stabilité dans tout le domaine de fonctionne-
ment. En complément de cette approche de la commande, nous avons aussi pu
définir une classe de systèmes auxquels une loi de commande fondée sur un régu-
lateur PI passif assure la stabilité asymptotique globale. Les méthodologies issues
des approches de la passivité ont montré de meilleures performances que celles
obtenues par l’approche par modes glissants. Et plus précisément, la synthèse par
l’approche IDAPBC a montré les meilleurs performances en terme de temps de
réponse.
Les travaux de recherche effectués dans le cadre de cette thèse ont contribué à
l’apport dans le monde académique et nous espérons également que leurs facilités
d’utilisation pourront être étendues dans un environnement industriel. A travers
les résultats présentés ci-dessus, nous avons pu apporter des méthodes systéma-
tiques pour modéliser, analyser et commander les convertisseurs DC-DC. Cela
a montré qu’il est nécessaire de prendre en compte la loi de commande envisa-
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gée dès la phase de modélisation. De plus, nous avons pu donner une vision sur
l’applicabilité ou l’exploitation de plusieurs principes de modélisation et de com-
mande non linéaire pour les convertisseurs DC-DC en gardant à l’esprit d’aboutir
à un équilibre entre les compromis théorique/pratique raisonnable afin de pouvoir
implanter expérimentalement les lois de commande finalement obtenues. Notons
que les approches de la passivité reposent sur des modèles et des concepts qui
peuvent être assez facilement interprétés physiquement, comme par exemple la
notion d’amortissement.
Cette thèse a ouvert la porte a plusieurs perspectives non seulement au sens
académique, mais aussi industriel.
– Dans les phases de modélisation et analyse, d’autres modèles peuvent être
envisagés et comparés entre eux afin de pouvoir mieux traduire le compor-
tement des convertisseurs DC-DC et les caractériser du point de vue de l’au-
tomatique.
– Pour l’observateur par modes glissants, la preuve de stabilité globale du sys-
tème complet comportant la commande et l’observation sont à approfondir
afin de garantir théoriquement la stabilité au sens large.
– Concernant la commande par les outils de la passivité, il sera intéressant
de synthétiser un estimateur de charge pour la commande PI passive, tout
en démontrant la stabilité asymptotique au sens large. Pour la commande
IDAPBC, il sera aussi intéressant de définir une classe de modèles auxquels
la méthode peut être appliquée d’une part, et améliorer la démonstration de
la stabilité au sens large d’autre part, par une preuve mathématique moins
conservative et plus rigoureuse qui prend en compte l’expression explicite
de la loi de commande. Par ailleurs, comme l’observateur et l’estimateur
sont synthétisés séparément, un axe de travail intéressant serai de poursuivre
une synthétise en une seule dynamique.
– Enfin, toutes les approches ont été proposées pour le mode de conduction
continue. Un axe de travail important et intéressant est de les établir pour les
deux modes de conduction continue/discontinue tout en assurant une bonne
commutation en régime transitoire entre ces deux modes.
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Résumé :  
    L'utilisation des convertisseurs de puissance pour des applications de la vie quotidienne devient de 
plus en plus importante. Les applications technologiques actuelles demandent simultanément un haut 
niveau de précision et de performance, ainsi les convertisseurs DC-DC ont un rôle très important dans 
les systèmes nécessitant la conversion et l’adaptation du niveau d'énergie. Nous nous intéressons dans 
le cadre des travaux de cette thèse à une analyse des approches de modélisation et de synthèse de loi 
de commande permettant d’assurer la stabilité et un certain niveau de performances dans l’ensemble 
du domaine de fonctionnement défini par un cahier des charges tout en prenant en compte la 
problématique de leur application dans un environnement industriel. L'objectif de nos travaux de 
recherche est donc de proposer des lois de commandes dont la synthèse est fondée sur une approche 
formalisé {modélisation + commande} en vue d’obtenir des lois de commande adaptées au point de 
fonctionnement. Les principes exploités sont fondés sur la commande et l’observation par modes 
glissants d’une part, et sur la théorie de passivité pour la synthèse des lois de commande, complétées 
par un couple {observateur d’état + estimateur de charge} dont la synthèse est fondée sur 
l’exploitation des principes d'immersion et invariance, d’autre part. Le souci de la validation 
expérimentale et de l’implantation des structures de commande avec du matériel disponible 
industriellement a été en permanence un fil conducteur. Pour démontrer l’efficacité des méthodes 
proposées, leur application expérimentale a été effectuée sur un convertisseur de type SEPIC. Ce 
convertisseur présente plusieurs avantages par rapport à autres convertisseurs. Cependant, il reste peu 
exploité, en dépit de ces avantages, en raison des difficultés pour obtenir des lois commande 
performantes permettant la stabilisation de sa tension de sortie dans tout l’ensemble du domaine de 
fonctionnement. 
Mots clés : Convertisseurs DC-DC, SEPIC, Commande par modes glissants, Commande par Passivité, 
Immersion et invariance. 
 
 
Abstract:  
    The use of power converters for real life applications is continuously increasing. Technological 
requirements include high precision levels and very good performances at the same time, where DC-
DC converters have always played an important role in energy conversion-based systems. Our interest, 
throughout this thesis, is to analyze modeling and control law synthesis approaches in order to provide 
efficient control laws that are stable within the operating range, in response to certain specifications 
and also taking into account the problem of being industrially applicable. The aim of our research is 
hence to propose control law synthesis based on formalized {modeling + control} approaches, and 
adaptable to the operating point change. The exploited principles deal with Sliding Mode Observation 
and Control on one hand, and with the Passivity theory for control law synthesis coupled with the 
Immersion and Invariance principle for synthesizing {observers + load estimators} on the other. Also, 
the ease of implementing and validating the control law structures with common hardware available in 
the industry has always been a main issue throughout our study. In the view of illustrating the efficacy 
of the proposed methods, their experimental validation has been carried out on the SEPIC. This type of 
converter has many advantages compared to other converters. However, despite its advantages, it is 
still not well-exploited due to the difficulty in obtaining control laws capable of stabilizing its output 
voltage within a wide operating range.  
Keywords: DC-DC converters, SEPIC, Sliding Mode Control, Passivity-Based Control, Immersion 
and Invariance.  

