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Identification of the Parameters When the 
Density of the Minimum is Given 
 
John C. Davis III 
 
ABSTRACT 
 
 Let ( )321 ,, XXX  be a tri-variate normal vector with a non-singular co-variance 
matrix ∑ , where for 0, <∑≠ ijji .  It is shown here that it is then possible to determine 
the three means, the three variances and the three correlation coefficients based only on 
the knowledge of the probability density function for the minimum variate 
{ }321 ,,min XXXY = .  We will present a method for identifying the nine parameters 
which consists of careful determination of the asymptotic orders of various bivariate tail 
probabilities. 
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Chapter 1 
Introduction 
 
 
 
The identification of parameters problem is one in which the underlying type of 
distribution is known but the values of the parameters is unknown.  To be identifiable the 
parameters must have unique values under the specified conditions.  A. P. Basu [5] 
defined Identifiable as follows:  “Let U be an observable random variable whose 
distribution function belongs to a family   { }Ω∈=Ω θθ :FF   of distribution functions 
indexed by a parameter θ .  Here θ  could be scalar or vector valued.  We shall say θ  is 
nonidentifiable  by U  if there are distinct parameter values, θ  and 'θ , such that 
)()( ' uFuF θθ =  for all u .  In the contrary case we shall say θ  is identifiable.” 
 
The identification of parameters by the distribution of the extremum problem involves 
finding the unique values of parameters for a set of random variables when we know only 
the underlying type of distribution of the random variables but we know exactly the 
distribution of the minimum variate (or maximum variate). 
 
Suppose we are given the distribution function F and we know there exists a random 
vector ( )nXXX ,,, 21 …  such that the minimum variate of this vector, 
{ }nXXXX ,,,min 21 …= , has F as its distribution function.  Furthermore, suppose we 
know there is a family,G , to which the distribution functions of nXXX ,,, 21 … all belong,  
but the specific parameters for each of the distribution functions are not known.  The 
questions addressed by the identification of parameters problem are: 
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1. Is the vector ( )nXXX ,,, 21 …  unique in its relationship to F or can there be 
another vector ( )nYYY ,,, 21 …  whose components’ distribution functions are also in 
G and whose minimum variate { }nYYYY ,,,min 21 …=  has distribution function 
FFY = ? 
2. Can the values of the parameters of ( )nXXX ,,, 21 …  be determined from F ? 
 
These types of problems can be found in several areas of application.  An econometric 
model for supply and demand in a state of disequilibrium can be stated as an 
identification of parameters by the distribution of the minimum problem.  Let 1X  be the 
amount of a commodity that consumers will purchase at price p and let 2X  represent the 
amount of this commodity that producers are willing to supply at price p .  Assuming 
1EX  is a downward sloping function of p and 2EX is an upward sloping function of 
p we write: 
  
2222
1111
epX
epX
++=
++=
βα
βα
 
Here 1α and 1β represent the slope and intercept for 1EX while 1e  is ),0( 21σN . Similarly, 
2α and 2β represent the slope and intercept for 2EX while 2e  is ),0( 22σN .  
1α , 1β , 1σ , 2α , 2β , 2σ  are the parameters for this model.  In a state of disequilibrium when 
the amount demanded is less than the amount produced ( 21 XX < ) then the amount 
actually purchased is 1X and there is an excess amount produced that goes unsold.  On 
the other hand, when the amount produced is less than the amount demanded ( 12 XX < ) 
then the amount actually purchased is 2X and there is a shortage.  If we denote by Y  the 
amount purchased at price p  we can write { }21,min XXY = .  Here Y is the observable 
random variable and the question is, does the distribution of Y  uniquely determine the 
six parameters and therefore give the distribution for the demand schedule ( 1X ) and the 
distribution for the supply schedule ( 2X )?  Anderson and Ghurye [1] prove that the 
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answer to this question is yes.  It is shown that the mean and variance of 1X  and 2X  are 
identified by Y .  Observe that 
   
( )
( )22222
2
1111
,~
,~
σβα
σβα
+
+
pNX
pNX
 
From an observation of Y  at price *pp =  the mean and variance of  1X   are identified 
as, say, 21  and  * σµ  while the mean and variance of  2X   are identified as 22  and  * σν .  
From another observation of Y  at price **pp =  the means of  1X  and  2X  are 
identified as  **  and  ** νµ  respectively.  The parameters 1α , 1β , 2α , 2β  can be 
identified using the following equations: 
  
****
**
****
**
22
22
11
11
νβα
νβα
µβα
µβα
=+
=+
=+
=+
p
p
p
p
 
 
Rather than prove directly that the parameters of  ( )12 , XX can be identified by the 
minimum variate, the following statement is made: “Since the normal distribution is 
symmetric, the question is mathematically equivalent to the question poised in terms of 
the maximum of 1X  and  2X .”  This can be seen by observing: 
  { } { }2121 ,max,min XXXXY −−−==  
When Y  is observable, YZ −= is also observable. Now { }WVZ ,max=  where 
21, XWXV −=−= .  Therefore if  
  
( )
( )
( )
( )222
2
11
2
222
2
111
,~
,~
then
,~
,~
σµ
σµ
σµ
σµ
−
−
NW
NV
NX
NX
 
Hence if observable maximum variate Z identifies the parameters of ( )WV ,  then 
{ }21,min XXY =  identifies the parameters of ( )12 , XX .  So Anderson and Ghurye prove 
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that the distribution of the observable maximum variate, { }21,max XXZ = , identifies the 
parameters of ( )12 , XX  when 1X  and  2X  are independent normal random variables.  In 
fact, they prove the following, more general theorem:  Suppose G is a family of 
probability density functions on the real number line with the two properties (1) each 
element of G  is continuous and positive to the right of some point A, (2)  for any two 
distinct elements of G , say f  and g ,  ∞→x  as , 
)(
)(
xg
xf
 either converges to 0 or diverges 
to ∞.  Let nXXX ,,, 21 …  be independent random variables whose pdf’s nfff ,,, 21 … are 
elements of G and let { }nXXXY ,,,max 21 …= , then the set { }nfff ,,, 21 …  is uniquely 
determined by the distribution of Y so that if mYYY ,,, 21 … is any collection of  m random 
variables whose pdf’s are in G and with { }mYYYY ,,,max 21 …=  then  nm = and 
nfff ,,, 21 … must be the pdf’s of nYYY ,,, 21 …  (but not necessarily respectively). 
 
Survival analysis and reliability theory are other areas in which parameter identification 
by the distiribution of the extreme variate is important.  From survival analysis we 
consider a population in which each individual is subject to n causes of death.  Let iX be 
the time until death of an individual from cause nii ≤≤1, .  Let { }nXXXY ,,,min 21 …= .  
The variable Y gives the time until death and is observable while the variables 
nXXX ,,, 21 … are not observable but knowledge of their distributions is highly desirable.  
Problems of this type (finding the distributions of nXXX ,,, 21 …  from the distribution of 
the minimum variate) are called competing risks problems.  A similar type problem from 
reliability theory considers a system composed of n components each of which is vital. 
When any component fails, the system fails. Here we let iX be the time until failure of 
component nii ≤≤1, and the observable { }nXXXY ,,,min 21 …=  gives the time until 
failure for the system. We now consider a different type n -component system.  In this 
system the components are redundant (or at least not individually vital) so that the system 
fails only after all n  of the components have failed. Here the variable representing the 
time until failure for the system is the observable { }nXXXY ,,,max 21 …= .  Problems of 
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this type (finding the distributions of nXXX ,,, 21 …  from the distribution of the 
maximum variate) are called complementary risks problems. 
 
Certainly it is not always the case that the parameters can be determined by the 
distribution of the extreme variate.  In general if nXXX ,,, 21 …  are independent random 
variables with distribution functions nFFF ,,, 21 …  respectively and 
{ }nXXXY ,,,max 21 …=  is the maximum variate with distribution function F  then  
( ) { }( )
( )
( ) ( ) ( )
n
n
n
n
FFF
yXPyXPyXP
yXyXyXP
yXXXPyYPF


…
…
21
21
21
21
    
    
,,,    
,,,max
=
≤≤≤=
≤≤≤=
≤=≤=
 
Now suppose mYYY ,,, 21 …  is a collection of independent, identically distributed random 
variables with distribution function nmFg m ≠=   and  .  Observe that the distribution 
function of the maximum variate of this last collection of random variables is again F .  
However, this last collection of random variables are quite different in distribution from 
the former set and the distribution of the maximum variate does not identify the 
parameters. 
     Basu [5] gives another easy example: Let 4321 ,,, XXXX be independent random 
variables with ( )iiX λexp~ 41, ≤≤ i .  Observe that distribution function for the 
minimum variate { }21,min XXU =  is given by  
  
( ) ( ) { }( )
{ }( )
( ) ( )
( )ttt
U
eee
tXPtXP
tXXP
tXXPtUPtF
2121 11    
1    
,min1    
,min
21
21
21
λλλλ +−−−
−=−=
>>−=
>−=
≤=≤=
 
 So long as 4321 λλλλ +=+  the minimum variate { }21,min XXU =  and the minimum 
variate { }43,min XXV =  are identically distributed since the density functions 
( ) ( ) ( ) ( ) ( ) ( )tfeetf VttU =+=+= +−+− 4321 4321 λλλλ λλλλ  for ∞<≤ t0 .  Therefore the 
distribution of the minimum variate does not identify the parameters when G  is the 
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family of pdf’s for a collection of independent, exponentially distributed random 
variables. 
 
The parameters for a finite collection of bivariate normal random vectors are identified 
by the distribution of a bivariate vector whose components are the maximum of the 
corresponding components of the vectors in the collection.  That is, suppose 
( ) ( ) ( )nn YXYXYX ,,,,,, 2211 …  is a collection of independent bi-variate normal random 
vectors with ( ) ( ) niNYX iiii ,,2,1for   ,~, … =Σµ .  Now let { }nXXXM ,,,max 211 …=  and 
{ }nYYYM ,,,max 212 …= .  The distribution of ( )21,MM  determines the parameters 
niii ,,2,1for   , …

=Σµ .  Anderson and Ghurye [1] proved this under the conditions that 
the vectors in the collection had means zero, non-negative correlations, and a non-
singular covariance matrix.  Mukherjea, Nakassis, and Miyashita [11] extended these 
results to include the conditions of negative correlations and means not necessarily zero.   
     Mukherjea, Nakassis, and Miyashita also showed that for the Cauchy distribution, the 
parameters for a collection of independent random variables could be identified by the 
distribution of the maximum variate.  This is done by proving the following:  Let  
  ( ) ( ) n,1,2,i ,tan1
2
1 1
…=+= − xaxH ii pi
 
be the distribution functions for a collection of  n Cauchy random variables.  Let 
  ( ) ( ) m,1,2,j ,tan1
2
1 1
…=+= − xbxL jj pi
 
be the distribution functions for a collection of  m Cauchy random variables.  Now 
suppose  mn LLLHHH  2121 = .  It follows that nm =  and that naaa ,,, 21 … is some 
permutation of  nbbb ,,, 21 … . 
     Earlier we saw with the disequilibrium econometric model that the parameters of a 
pair of normal random variables could be identified from the distribution of the minimum 
variate.  A key condition set there was that the pair of random variables be independent.  
Gilliland and Hannan [9] remove this condition and show that if the covariance matrix for 
the bivariate normal vector formed by the two random variables is non singular, then the 
five parameters for this vector are identified by the distribution of the minimum variate.  
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This is accomplished by first writing the pdf of the minimum variate as a function of the 
five parameters then using the asymptotic behavior of the pdf to find the value for each 
parameter.  Since the vectors ( )UV ,  and ( )VU ,  have the same minimum variate, the 
parameters are said to be identified up to switch.  This means that the mean and variance 
is identifiable for the two variables but assignment cannot be made to the specific 
variable.   If the five parameters are 122121 ,,,, ρσσµµ we can identify 11,σµ as the mean 
and standard deviation of one of the variables (in fact we can identify these as belonging 
to the variable with the larger variance) and 22 ,σµ  as the mean and standard deviation of 
the other variable, but we can not say which pair belongs to U and which pair belong to 
V . 
     Another type of identification problem occurs when given a collection of random 
variables, nXXX ,,, 21 … , and  not only the value of the minimum variate is observable 
but also the index of the variable giving the minimum value is observable. That is, the 
random variable, I, defined by  
  { } in XXXXYiII === ,,,max    when: 21 …  
is also observable.  This is the case in a competing risk survival analysis problem when 
an autopsy is performed to determine the specific cause after each death.  The random 
variable I  is called the identified minimum.  Nadas [13] proved that the parameters of a 
bi-variate normal could be identified by the distribution of the minimum variate with the 
identified minimum provided 01 >− jiij σσρ . Basu and Ghosh [3] proved the same for 
the tri-variate normal case.  Elnaggar and Mukherjea  [7] proved the tri-variate normal 
case without the 01 >− jiij σσρ  restriction.  They also proved the the tri-variate normal 
case without the identified minimum but with the restriction that all correlation have the 
same value and the means are all zero. 
     In this thesis we prove the tri-variate normal case where the correlations are all 
negative and the means are not necessarily zero. 
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Chapter 2 
Lemmas and Corollaries 
 
 
 
Domination: If  )(tf  and  )(tg  are two functions, we say that  )(tg  dominates  )(tf  
∞−→t  as  if and only if  
−∞→t
lim 0
)(
)(
=
tg
tf
. We will use the Landau symbol  ( ))(tgo  and use 
the expression “ )(tf  is ( ))(tgo ”  to mean  “ )(tg  dominates  )(tf  “.  We will refer to 
)(tf  and  )(tg  as being of the same dominating order if  
−∞→t
lim γ=
)(
)(
tg
tf
 where γ  is some 
non-zero constant.  We will refer to )(tf  and  )(tg  as being of the same order and as 
being equivalent if  
−∞→t
lim 1
)(
)(
=
tg
tf
.  We will write “ )(~)( tgtf ∞−→t  as ” to express that 
)(tf  is equivalent to )(tg .  Suppose )()()()( tCtBtAtf ++=   and further suppose )(tA  
is of the same dominating order as )(tf , then we say )(tA  is a dominating term of  )(tf . 
 
Lemma 2.1 Let  A, B, a, b, c, d, e, and f be constants.  Let m and n be integers.  Define 
)(tf
m
t
A
= exp ( )



++
−
cbtat 2
2
1
       )(tg
n
t
B
= exp ( )



++
−
fetdt 2
2
1
  .  The order of 
domination is given by 
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( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( ) ∞±→⇒<==
∞±→⇒<==
∞+→
∞−→⇒<=
∞−→
∞+→⇒<=
∞±→⇒<
∞±→⇒<
ttftgebda
ttgtfebda
ttftg
ttgtfbeda
ttftg
ttgtfebda
ttftgad
ttgtfda
  as dominates mn and  and 
  as dominates nm and  and 
  as dominates 
  as dominates  and 
  as dominates 
  as dominates  and 
  as dominates 
  as dominates 
 
Proof 
)(
)(
tg
tf mn
t
B
A −
=  exp ( ) ( ) ( )( )



−+−+−
−
fctebtda 2
2
1
    
By L’hộpital’s rule   
±∞→t
lim ∞=
)(
)(
tg
tf
  if  ( ) 0<− da  
   
±∞→t
lim 0
)(
)(
=
tg
tf
  if  ( ) 0>− da  
   
−∞→t
lim ∞=
)(
)(
tg
tf
  if  ( ) 0=− da and ( ) 0>− eb  
   
−∞→t
lim 0
)(
)(
=
tg
tf
  if  ( ) 0=− da and ( ) 0<− eb  
   
+∞→t
lim ∞=
)(
)(
tg
tf
  if  ( ) 0=− da and ( ) 0<− eb  
   
+∞→t
lim 0
)(
)(
=
tg
tf
  if  ( ) 0=− da and ( ) 0>− eb  
if  ( ) 0=− da and ( ) 0=− eb  then 
)(
)(
tg
tf mn
t
B
A −
=  so that 
±∞→t
lim ∞=
)(
)(
tg
tf
  if  ( ) 0>−mn ,
±∞→t
lim 0
)(
)(
=
tg
tf
  if  ( ) 0<−mn     
□ 
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Lemma 2.2  Let )(),(),( tCtBtA be functions in the single variable t and let 
)(tf )()( tBtA += .  Further assume for large values of ( ) 0, ≠tCt  Then ∞−→t  as , the 
following are equivalent: 
1. )(tf )(~ tA   
2. )(  dominates  )( tBtA  
3. )()( tftC )()(~ tAtC  
Proof 
)(tf ⇒)(~ tA
−∞→t
lim
)(
)(
tA
tf
 = 1
−∞→
⇒
t
lim
)(
)()(
tA
tBtA +
−∞→
+=
t
lim1
)(
)(
tA
tB
 = 1 
−∞→
⇒
t
lim 0
)(
)(
=
tA
tB
,that is )(  dominates  )( tBtA
−∞→
⇒
t
lim
)()(
)()(
tAtC
tftC
)()(
)()()()(
lim
tAtC
tBtCtAtC
t
+
=
−∞→
 
)()(
)()(
lim
)()(
)()(
lim
tAtC
tBtC
tAtC
tAtC
tt −∞→−∞→
+= 101
)(
)(
lim1 =+=+=
−∞→ tA
tB
t
; that is )()( tftC )()(~ tAtC  
Finally, )()( tftC )()(~ tAtC
−∞→
=⇒
t
lim1
)()(
)()(
tAtC
tftC
−∞→
=
t
lim
)(
)(
tA
tf
)(tf⇒ )(~ tA   
□ 
 
 
 
Corollary 2.2.1    Let )(,),(),( 1 tgtgtg n be functions in the single variable t and let 
)()()( 1 tgtgtg n++=  with ( ) ( ) )(,),(1 tgtg mii   dominating and of the same dominating 
order.   Then ∞−→t  as , ( ) ( ) )()(~)( 1 tgtgtg mii ++ . 
 
 
 
Lemma 2.3  Suppose jir σσ ,,  are positive real numbers and 0<ijρ .  Then 
( )222
22
1
2
ijji
jiijji
ijAr ρσσ
σσρσσ
−
−+
≡=    if and only if   








−





−





−
−
=
rrr
ji
ji
ij
1111 22 σσ
σσ
ρ  
Proof 
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(if) 
⇒








−





−





−
−
=
rrr
ji
ji
ij
1111 22 σσ
σσ
ρ 





−





−=





−
rrr
jiijji
111 22
2
σσρσσ
2
22
22
2
222 112
rrrrr
ji
ji
ijji
ijji +−−=+−⇒
σσ
σσ
ρσσρσσ  
2222222 2 jijiijjiijji rr σσσσρσσρσσ −−=−⇒  
( )2222222 2 ijjijiijjiji r ρσσσσρσσσσ −=−+⇒  
( )222
22
1
2
ijji
jiijji
r
ρσσ
σσρσσ
−
−+
=⇒  
 
(only if) 
( ) ⇒−
−+
=
222
22
1
2
ijji
jiijji
r
ρσσ
σσρσσ
⇒
−+
>
22
22 2
ji
jiijji
r
σσ
σσρσσ
2222
22
11
jiji
ji
r
σσσσ
σσ
+=
+
>  and 
( )2222 1 jiji
r
σσσσ +>  





−





−⇒
rr
ji
11 22 σσ   is real and positive and greater than 
r
1
 .  
Therefore 
( ) ⇒−
−+
=
222
22
1
2
ijji
jiijji
r
ρσσ
σσρσσ
rrr ji
ji
ji
ij σσ
σσ
σσ
ρ 1111 22 +





−





−
±
= with  ijρ  real, and 
since 0<ijρ , 








−





−





−
−
=
rrr
ji
ji
ij
1111 22 σσ
σσ
ρ  
□ 
 
 
 
Lemma 2.4  Define 
22 1
   ,   
1 ijji
ijijji
ij
ijji
ijij
ij ρσσ
µσρµσβ
ρσσ
ρσσ
α
−
−
=
−
−
=  
For jiji ≠≤≤   and  3,1  
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1. ijji
i
ij
j
A≡+=+ 2
2
2
2
11
α
σ
α
σ
 
2. ij
i
i
jiji
j
j
ijij B≡−=− 22 σ
µβα
σ
µβα  
3. ijji
i
i
ij
j
j
C≡+=+ 2
2
2
2
2
2
β
σ
µβ
σ
µ
 
We define ijA  , ijB and ijC  by the above identities 
Proof 
1.  =+ 2
2
1
ij
j
α
σ
+
2
1
jσ
=







−
−
2
21 ijji
ijij
ρσσ
ρσσ
  
( )
( )222
22222
1
21
ijji
ijiijjijiji
ρσσ
ρσρσσσρσ
−
+−+−
        
( ) =−
−+
=
222
22
1
2
ijji
ijjiji
ρσσ
ρσσσσ ( )
( )222
22222
1
21
ijji
ijjijjiiijj
ρσσ
ρσρσσσρσ
−
+−+−
 
+
2
1
iσ
=







−
−
2
21 ijji
ijji
ρσσ
ρσσ
2
2
1
ji
i
α
σ
+  
2.  =−
2
j
j
ijij σ
µβα =−






−
−








−
−
222 11 j
j
ijji
ijijji
ijji
ijij
σ
µ
ρσσ
µσρµσ
ρσσ
ρσσ
 
 
( ) =−





−
+−−
2222 1 j
j
ijji
ijijiijjiijiijjijjij
σ
µ
ρσσ
µσρσρµσρσµσσρµσσ
 
( )
( ) =−
−−+−−
222
22222
1
1
ijji
ijijijijiijjiijijjij
ρσσ
ρσµρµσσρµσµσρµσσ
 
( ) =−
−+−
222
22
1 ijji
ijijijiijijjij
ρσσ
σµρµσσµσρµσσ
 
( )
( ) =−
−−+−−
222
22222
1
1
ijji
ijjiijjijijijjiijiji
ρσσ
ρσµρµσσρµσµσρµσσ
 
( ) =−





−
+−−
2222 1 i
i
ijji
jiijjijijijjjiiijiji
σ
µ
ρσσ
µσρσρµσρσµσσρµσσ
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=−







−
−








−
−
222 11 i
i
ijji
jiijij
ijji
ijji
σ
µ
ρσσ
µσρµσ
ρσσ
ρσσ
2
i
i
jiji σ
µβα −  
3.  =+ 2
2
2
ij
j
j β
σ
µ
+
2
2
j
j
σ
µ
=







−
−
2
21 ijji
ijijji
ρσσ
µσρµσ
          
( )
( ) =−
+−+−
222
22222222
1
21
ijji
ijijjijiijjiijij
ρσσ
µσρµµσσρµσρσµ
( )
( ) =−
+−+−
222
22222222
1
21
ijji
jiijjijiijjiijji
ρσσ
µσρµµσσρµσρσµ
 
+
2
2
i
i
σ
µ
=







−
−
2
21 ijji
jiijij
ρσσ
µσρµσ
2
2
2
ji
i
i β
σ
µ
+  
□ 
 
 
 
Lemma 2.5    Suppose nn x  a is  Σ  non-singular covariance matrix.  Then Σ  is positive 
definite and if ( ) jijiji ijij ,0 then ,)(,0 1 ∀>Σ≠∀<Σ −  
Proof 
By induction for n = 2 






=Σ
2
221
21
2
1
σσρσ
σρσσ
 with 0<ρ  
Then ( ) 




−
−
−
=Σ−
2
121
21
2
2
21
2
1
1
1
σσρσ
σρσσ
σσρ
 
So that ( ) jiij ,0 1 ∀>Σ−  
Now assume the assertion is true for    nk =  for some integer  2≥k  
Let Σ  be some ( ) ( )11 +×+ kk  covariance matrix with )(,0 jijiij ≠∀<Σ  
Partition Σ  as 
 14 






Σ
ΣΣ
=Σ
+
2
121
1211
kσ
  where  11Σ  is  kk × ,  12Σ is 1×k , and  21Σ is k×1 . 
 
Now denote the partition of the inverse of the covariance matrix by 






=Σ−
DC
BA
1  with corresponding sub-matrices being of the same dimensions. 
Notice that since Σ  is symmetric, positive definite, and non-singular, 111
1 ,,, −− ΣΣ AA are 
also symmetric, positive definite, and non-singular. 
Now since 1
1
+
−
=ΣΣ kI , we have 







=





+Σ+Σ
Σ+ΣΣ+Σ
×
×
++
10
0
1
1
2
121
2
121
12111211
k
k
k
kk
I
DBCA
DBCA
σσ
 
which yields the following equations: 
 
( )
( )
( )
( )4.21
3.20
2.20
1.2
2
121
1
2
121
1
1211
1211
=+Σ
=+Σ
=Σ+Σ
=Σ+Σ
+
×
+
×
DB
CA
DB
ICA
k
k
k
k
k
σ
σ
 
From (2.3) we obtain 
 ( )5.21 212
1
AC
k
Σ−=
+σ
 
Now rewrite (2.1) as 
 ( )6.21 21122
1
11 k
k
IAA =ΣΣ−Σ
+σ
 
from which we obtain 
 
( )
( )8.21
7.2
1
21122
1
11
1
1
21122
1
11






ΣΣ−Σ=






ΣΣ−Σ=
+
−
−
+
k
k
A
A
σ
σ
 
Now kkAA ×−  are  , 1 so that   
 
when  ),1( kjiji ≤≤≠   
 15 
( ) ( ) ( )
( )( ) ( )9.201           
1
,11,2
1
21122
1
11
1
<ΣΣ−Σ=
ΣΣ−Σ=
++
+
+
−
jkki
k
ij
ij
k
ijij
A
σ
σ
 
since ( ) jiijij ≠<Σ=Σ    when0  11 , and both 1  thanless are   and  +kji  
resulting in both ( ) ( )jkki ,11,   and  ++ ΣΣ being negative. 
 
when  )1( kjiji ≤=≤=   
( ) ( )
( )( )
( ) ( )10.201           
1
           
2
1,2
1
,11,2
1
11
>Σ−Σ=
ΣΣ−Σ=
=
+
+
++
+
−−
ki
k
ii
ikki
k
ii
iiij AA
σ
σ
 
The inequality in (2.10) holds since 1rank -full being 2 <⇒Σ ijρ  
( ) ( )ii
k
ki
ki
ki Σ<
Σ
⇒<⇒
+
+
+
+
2
1
2
1,
2
1
2
2
1, 1 
σσσ
σ
 
 
Hence 1−A is a kk ×  full-rank covariance matrix with ( ) jiA ij ≠<−     when01 . 
By the induction hypothesis kjiAij ≤≤> ,1for    0  
 
Each component of 21Σ is negative, therefore ( ) kjA j ≤≤<Σ 1 ,0121 , so that 
each component of  AC
k
212
1
1 Σ−=
+σ
 is positive. 
Since 1−Σ is symmetric, TCB = so that each component of B is positive. 
 
Finally, from (2.4) we have that 0  since  0
1
21212
1
<Σ>Σ−=
+
BBD
kσ
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Lemma 2.6    Let ( ) ( )






=
≠<
=ΣΣ
   if         1
  if  0
     where,0~,,, 21
ji
jir
NYYY
ij
ijn… .  Also, let 
( )nδδδδ ,, , 21 …=   be a vector of constants and the n-vector ( )1,,1,1 …=1  .  Finally, 
define T
n
1
12
1
−Σ≡














β
β
β

Then ,  as ∞→t  
( )~,,, 2211 nn tYtYtYP δδδ +>+>+> …
( )[ ]
( ) ∏
=
−−−
Σ





 Σ+Σ+Σ−
n
i
i
n
n
TTT
t
tt
1
1112
2
2
2
1
exp
βpi
δδδ 111
(2.11)   
Proof 
( )~,,, 2211 nn tYtYtYP δδδ +>+>+> …  
( ) ( )∫∫
∞
+
−
∞
+ 




 Σ−
Σ
=
1
1
2
1
exp
2
1
δδ pit
T
n
t
YY
n
 dY  
Put δ−= YX  
( ) ( ) ( )[ ]∫∫
∞
−
∞






+Σ+−
Σ
=
t
T
n
t
XX δδ
pi
1
2
1
exp
2
1
 dX  
  Since ( ) ( ) ( ) ( ) ( )TTTT XXXXX δδδδδ 1111 2 −−−− Σ+Σ+Σ=+Σ+  
[ ]
( ) ( ) ( )[ ]∫∫
∞
−−
∞
−





 Σ+Σ−
Σ





 Σ−
=
t
TT
t
n
T
XXX δ
pi
δδ
11
1
2
2
1
exp
2
2
1
exp
 dX  
  Put 1tttXZ =−=     where  
[ ]
( ) ( ) ( ) ( )∫∫
∞
−−
∞
−









 Σ+++Σ+−
Σ





 Σ−
=
0
11
0
1
2
2
1
exp
2
2
1
exp
T
T
n
T
tZtZtZ δ
pi
δδ
 dZ  
  ( ) ( ) ( ) ( )TTTT tZtZZtZtZ 111 12111 2 −−−− Σ+Σ+Σ=+Σ+  
  ( ) ( ) ( )TTT tZtZ 1111 222 −−− Σ+Σ=Σ+ δδδ  
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( ) ( ) ( )[ ]
( ) ( ) ( ) ( )[ ] dZZZtZZ
tt
TTT
n
TTT
∫∫
∞
−−−
∞
−−−





 Σ+Σ+Σ−
Σ





 Σ+Σ+Σ−
=
0
111
0
1112
22
2
1
exp
2
2
2
1
exp
δ
pi
δδδ
1
111

 Let ,0  with  >= ttZW   then 
( ) ( ) ( )[ ] dZZZtZZ TTT∫∫
∞
−−−
∞





 Σ+Σ+Σ−
0
111
0
22
2
1
exp δ1  
( ) ( ) ( ) dWWW
t
WW
tt
TTT
n ∫∫
∞
−−−
∞









 Σ+Σ+Σ−=
0
111
2
0
1
2
1
exp
1
1δ  
,  As ∞→t ( ) 1
2
1
exp 1
2
→





 Σ− − TWW
t
 
 ( ) 11exp 1 →





 Σ− − TW
t
δ  
 ( ){ }






−=Σ− ∑
=
−
n
i
ii
T WW
1
1 expexp β1  
( ) ( ) ( ) ∏∫∫
=
∞
−−−
∞






→









 Σ+Σ+Σ−⇒
n
i i
TTT dWWW
t
WW
t 10
111
2
0
11
2
1
exp βδ 1  
Therefore, ,  as ∞→t  
( )~,,, 2211 nn tYtYtYP δδδ +>+>+> …
( )[ ]
( ) ∏
=
−−−
Σ





 Σ+Σ+Σ−
n
i
i
n
n
TTT
t
tt
1
1112
2
2
2
1
exp
βpi
δδδ 111
  
□ 
 
 
 
Corollary 2.6.1    Let ( ) ( ) 01     where;1,1;0,0~, 21 ≤<− ρρNYY .  Also, let 
21  and   while,0  , 0 δδβα >> are constants.  Then ,  as ∞−→t  
( )~, 2211 δβδα +≤+≤ tYtYP 22 t
D
pi
 exp ( )



++
−
cbtat 2
2
1 2    (2.12) 
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Where  
( )
( )( )ραβρβα
ρ
−−
−
=
2
3
21
D , 
2
22
1
2
ρ
βραβα
−
+−
=a , 
( )
2
2211
1 ρ
βδαδβδραδ
−
++−
=b , 
2
2
221
2
1
1
2
ρ
δρδδδ
−
+−
=c  
Therefore ( )2211 , δβδα +≤+≤ tYtYP  is both  ( )






+
+
1
1
δα
δαφ
t
t
o   and   
( )








+
+
2
2
δβ
δβφ
t
t
o  
Proof 
 
Since ( ) ( )yYxYPyYxYP −>−>=≤−≤− 2121 ,,  
( )( ) drdssrsr
xy
∫∫
∞
−
∞
−






+−
−
−
−
=
22
22
2
12
1
exp
12
1
 ρ
ρρpi
 
  Let svru −=−=   and   
( )( ) dudvvuvu
xy
∫∫
∞−∞− 





+−
−
−
−
=
22
22
2
12
1
exp
12
1
 ρ
ρρpi
 
( )yYxYP ≤≤= 21 ,  
( ) ( )2121 ,, YYYY
d
=−−⇒ .  It follows that 
( ) ( ) ( )( )22112211 ,, δβδαδβδα −−>−−−>−=+≤+≤ tYtYPtYtYP  
( ) ( )( ) ( ) ( ) 





−−>−−>=−−>−−>= β
δ
βα
δ
α
δβδα 22112211 ,, tYtYPtYtYP  
.  Then ,  as ∞−→t  ( ) ,  ∞→− t  and by Lemma 2.6 
( ) ( ) ~, 2211 





−−>−−> β
δ
βα
δ
α
t
Y
t
Y
P
( ) ( )[ ]
∏
=
−−−
Σ





 Σ+Σ−+Σ−
2
1
2
1112
2
2
2
1
exp
i
i
TTT
t
tt
βpi
δδδ 111
 
Where  Σ  is the covariance matrix for 





βα
21 ,
YY
.  Therefore 
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











=Σ
2
2
1
1
βαβ
ρ
αβ
ρ
α
, 
22
21
βα
ρ−
=Σ , 












−−
−
−
−
−
=Σ−
2
2
2
22
2
1
11
11
ρ
β
ρ
ραβ
ρ
ραβ
ρ
α
, 














−
−
−
−
=Σ≡





−
2
2
2
2
1
2
1
1
1
ρ
ραββ
ρ
ραβα
β
β
T
1 ,  
2
22
1
1
2
ρ
βραβα
−
+−
=Σ− T11 , 




 −−
= β
δ
α
δδ 21 ,  
2
2
221
2
11
1
2
ρ
δρδδδδδ
−
+−
=Σ− T  and ( )
2
22111
1 ρ
βδαδβδραδδ
−
−++−
=Σ− T1  The desired 
results follow: ,  as ∞−→t  
( )~, 2211 δβδα +≤+≤ tYtYP  
( ) ( )
( )( )ραβρβαpi
ρ
δρδδδ
ρ
βδαδβδραδ
ρ
βραβαρ
−−




















−
+−
+





−
++−
+





−
+−−
−
2
2
2
221
2
1
2
22112
2
22
2
3
2
2
1
2
1
2
1
2
2
1
exp1
t
tt
 
 Furthermore, since   
( ) ( ) { }222
2
2
2
2
2
2
22
,max
111
2 βαα
ρ
ραββ
ρ
ρβα
ρ
βραβα
>+
−
−
=+
−
−
=
−
+−
, 
We have by Lemma 2.1 that ( )2211 , δβδα +≤+≤ tYtYP  is both  ( )






+
+
1
1
δα
δαφ
t
t
o   and   
( )








+
+
2
2
δβ
δβφ
t
t
o   ,  as ∞−→t  
□ 
 
 
 
Corollary 2.6.2  Let ( ) ( ) 01     where;1,1;0,0~, 21 ≤<− ρρNYY .  Also, let 
21  and   while,0  , 0 δδβα >> are constants.  Then ,  as ∞−→t  
( )[ ]
δpi
δβδα
+
+>+>−
ut
C
tYtYP
2
~,1 2211  exp ( ) 



+
− 2
2
1 δut    (2.13) 
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 where 
{ }
{ }










>
<
=
=






==
≠≠
=
=
βαδ
βαδ
βαδδ
δ
δδβα
δδβα
βα
 if                 
 if                 
 if  ,max
   and   if  2
or     if1
,min
2
1
21
21
21
C
u
 
 
Proof 
( )[ ]2211 ,1 δβδα +>+>− tYtYP ( )2211 δβδα +≤+≤= tYtYP ∪  
( ) ( ) ( )22112211 , δβδαδβδα +≤+≤−+≤++≤= tYtYPtYPtYP  
By Mill’s Ratio, ,  as ∞−→t ( )~11 δα +≤ tYP ( )
1
1
δα
δαφ
+
+
t
t
 
 
piδα 2
1
1+
=
t
 exp ( )



++
− 2
11
22 2
2
1 δαδα tt  and 
( )~22 δβ +≤ tYP ( )
2
2
δβ
δβφ
+
+
t
t
piδβ 2
1
2+
=
t
 exp ( )



++
− 2
22
22 2
2
1 δβδβ tt  and by 
 Corollary 2.6.1, ( )2211 , δβδα +≤+≤ tYtYP  is both    ( )






+
+
1
1
δα
δαφ
t
t
o   and   
( )








+
+
2
2
δβ
δβφ
t
t
o . 
It follows by Lemma 2.1 that  
( )11 δα +≤ tYP dominates ( )22 δβ +≤ tYP  and δδα +=+ utt 1  
 when βα <  or when    and  21 δδβα >= but 
( )22 δβ +≤ tYP  dominates ( )11 δα +≤ tYP  and δδβ +=+ utt 2  
 when βα >  or when    and  21 δδβα <=  
 Therefore by Lemma 2.2 ,  when 21or    δδβα ≠≠  
( )[ ]
δpi
δβδα
+
+≥+≥−
ut
tYtYP
2
1
~,1 2211  exp ( ) 



+
− 2
2
1 δut    
 21 
   Clearly, when 21  and  δδβα ==  
( )[ ]
δpi
δβδα
+
+≥+≥−
ut
tYtYP
2
2
~,1 2211  exp ( ) 



+
− 2
2
1 δut    
□ 
 
 
 
Corollary 2.6.3  Let ( ) ( ) 01     where;1,1;0,0~, 21 ≤<− ρρNYY .  Also, let 
u  and  ,  ,  ,  , 21 δδδβα be as in corollary 2.6.2.  Then ,  as ∞−→t     (2.14) 
 ( ) ( )[ ]
dMt
utZPtYtYP
+
+≤−+>+>−
pi
δδβδα
2
1
~,1 2211  exp ( ) 



+
− 2
2
1
dMt  
which is  ( )( )δ+≤ utZPo .  Here 






=
=
=






=
=
=
12
21
  if  
  if  
 d and  
  if  
  if  
δδδ
δδδ
αβ
βα
u
u
M  
If it is additionally true that 21  and  δδβα == , then ,  as ∞−→t  
( ) ( )[ ]δδβδα +≤−+>+>− utZPtYtYP 2,1 2211  
( )~, 2211 δβδα +≤+≤= tYtYP 22 t
D
pi
 exp ( )



++
−
cbtat 2
2
1 2    
Where  
( )
( )( )ραβρβα
ρ
−−
−
=
2
3
21
D , 
2
22
1
2
ρ
βραβα
−
+−
=a , 
( )
2
2211
1 ρ
βδαδβδραδ
−
++−
=b , 
2
2
221
2
1
1
2
ρ
δρδδδ
−
+−
=c  
Proof 
As in the proof of corollary 2.6.2, we have 
( )[ ]2211 ,1 δβδα +>+>− tYtYP ( )2211 δβδα +≤+≤= tYtYP ∪  
( ) ( ) ( )22112211 , δβδαδβδα +≤+≤−+≤++≤= tYtYPtYPtYP  
W.L.O.G. assume βα < . Then 
( ) ( )[ ]δδβδα +≤−+>+>− utZPtYtYP 2211 ,1  
( ) ( )[ ]112211 ,1 δαδβδα +≤−+>+>−= tYPtYtYP  
 22 
( ) ( )221122 , δβδαδβ +≤+≤−+≤= tYtYPtYP  
And since by corollary 2.6.1  ( )2211 , δβδα +≤+≤ tYtYP   is  ( )






+
+
2
2
δβ
δβφ
t
t
o , 
  ( ) ( )[ ]112211 ,1 δαδβδα +≤−+>+>− tYPtYtYP  
( )21~ δβ +≤ tYP ( )dMtZP +≤=  
dMt +pi2
1
~ exp ( ) 



+
− 2
2
1
dMt  
Which is clearly ( )( )δ+≤ utZPo . 
 
When δδδβα ==== 21  and  u , 
( ) ( )[ ]112211 2,1 δαδβδα +≤−+>+>− tYPtYtYP
( ) ( ) ( )[ ]21112211 ,1 δβδαδβδα +≤−+≤−+>+>−= tYPtYPtYtYP  
( )~, 2211 δβδα +≤+≤= tYtYP 22 t
D
pi
 exp ( )



++
−
cbtat 2
2
1 2    
This last line was proven in corollary 2.6.2 
□ 
 
 
 
Lemma 2.7  Let ( )nXXX ,,, 21 …  be a normally distributed n-vector with 
( )2,~ iii NX σµ ni ≤≤1for  and with 0<ijρ  as the correlation coefficient for ( )ji XX ,  
nji ≤<≤1for .  We further assume ( )nσσσ >>> 21 .  Let ( )nXXXY ,,,min 21 …=   
Then the pdf for Y is given by 
)(tfY  =  ( )∑
=
≠
=










+>








−
n
j
n
ji
i
ijijij
j
j
j
tWp
t
1 1
1
∩ βασ
µφ
σ
where 
22 1
   ,   
1 ijji
ijijji
ij
ijji
ijij
ij ρσσ
µσρµσβ
ρσσ
ρσσ
α
−
−
=
−
−
=   ,  ( ) 





−=
2
2
1
exp
2
1
tt
pi
φ    
For every triplet  { } kijkjinkji ≠≠≠∈ ,,  where,,2,1,,  , 
 23 
( ) ( )
jikkjij NWW •ρ;1,1;0,0~,   with  
22 11 jkij
jkijik
jik ρρ
ρρρρ
−−
−
=
•
 
Proof  
Let )(tFY be the distribution function for ( )nXXXY ,,,min 21 …= . 
( )tYPtFY ≤=)(  
          







=≤=
=
∪
n
j
jXYtYP
1
,  
          ( )





=≤=
=
∪
n
j
jXYtYP
1
, and since when { } { }[ ] 0, ===≠ ki XYXYPki ∩  
          ( )∑
=
=≤=
n
j
jXYtYP
1
,  
         ( )∑
=
≠∀≤≤=
n
j
ijj jiXXtXP
1
,  
      ( ) j
n
j
t
x
i
n
ji
i
nn
n
ji
i
xx dxdxxx
j
ji∑∫ ∏
=
−∞=
≠
=
≠
=
∞
=










Π










∫=
1
1
1
1
,,ϕ , where nϕ is the pdf for ( )nXXX ,,, 21 …  
     
     ( ) ( ) jn
j
t
x
i
n
ji
i
jnjjn
n
ji
i
xxj dxdxxxxxxx
j
ji∑∫ ∏
=
−∞=
≠
=
+−−
≠
=
∞
=










Π










∫=
1
1
1111
1
1 |,,,,, ϕϕ   
           Where ( )jx1ϕ  is the univariate pdf of 1X and ( )jnjjn xxxxx |,,,,, 1111  +−−ϕ  
            is the conditional pdf of ( )njj XXXXX ,,,,,, 1121 …… +−  given jj xX =  
      ( ) jn
j
t
x
jj
n
ji
i
ji
j
jj
j
dxxXxXP
x
j
∑∫
=
−∞=
≠
= 



















=










≥








−
=
1 1
|
1
∩σ
µφ
σ
 
             
           Where φ  is the standard normal pdf. 
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We can now find the pdf of Y,  )(tfY  , by differentiating using the Fundamental Theorem 
of Calculus: 
[ ])()( tF
dt
d
tf YY =  
         ( )∑
=
≠
= 



















=










≥








−
=
n
j
j
n
ji
i
i
j
j
j
tXtXP
t
1 1
|
1
∩σ
µφ
σ
 
         ( )∑
=
≠
= 



















≥








−
=
n
j
n
ji
i
ij
j
j
j
tXP
t
1 1
*1
∩σ
µφ
σ
 
            Where ( )** 1* 1*2*1 ,,,,,, njjjjjjj XXXXX …… +−  is  (n-1)-variate normal with  
            
( ) ( )








−
−
+ 22* 1,~ iji
j
jiji
iij
t
NX ρσ
σ
µρσµ and ( )
22
**
11
,
jkij
jkijik
kjij XXcorr ρρ
ρρρ
−−
−
=  
            This is a standard result from multivariate analysis (see Y. L. Tong [14]) 
Now define 
( )
( )22
*
1 iji
j
jiji
iij
ij
t
X
W
ρσ
σ
µρσµ
−








−
+−
=  so that ( )1,0~ NWij  and 
( )
22 11
,
jkij
jkijik
kjij WWcorr ρρ
ρρρ
−−
−
= .  We now have that 
)(tfY  =  ( )∑
=
≠
=










+>








−
n
j
n
ji
i
ijijij
j
j
j
tWp
t
1 1
1
∩ βασ
µφ
σ
where 
22 1
   ,   
1 ijji
ijijji
ij
ijji
ijij
ij ρσσ
µσρµσβ
ρσσ
ρσσ
α
−
−
=
−
−
=  
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Chapter 3 
The Tri-variate Normal Case with Negative Correlations 
 
 
 
     Assume ( )321 ,, XXX  is a normally distributed vector with ( )2,~ iii NX σµ 31for ≤≤ i  
and with 0<ijρ  as the correlation coefficient for ( )ji XX ,  31for ≤<≤ ji .  We further 
assume 321 σσσ >> .  Let { }321 ,,min XXXY =  and )(tf  be the pdf of Y .  In this chapter 
we will prove that the distribution of Y uniquely gives the distribution of ( )321 ,, XXX .  
This will be done by showing that given )(tf , the parameters 
231312321321 ,,,,,,,, ρρρσσσµµµ  are uniquely determined.   
     By Lemma 2.7 we have the pdf for Y is given by 
      )(tf  =  ( )∑
=
≠
=










+>








−
3
1
3
1
1
j
ji
i
ijijij
j
j
j
tWp
t
∩ βασ
µφ
σ
  (3.1) 
where 
22 1
   ,   
1 ijji
ijijji
ij
ijji
ijij
ij ρσσ
µσρµσβ
ρσσ
ρσσ
α
−
−
=
−
−
=   ,  ( ) 





−=
2
2
1
exp
2
1
tt
pi
φ  
( ) ( )jikkjij NWW •ρ;1,1;0,0~,   with  
22 11 jkij
jkijik
jik ρρ
ρρρρ
−−
−
=
•
and  
( )  some  ,, kji permutation ( )3,2,1  of . 
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Now. ( ) 1lim,3,2,100 3
1
=










+>=⇒>⇒<
≠
=
−∞→
∩
ji
i
ijijij
t
ijij tWpjfor βααρ  Therefore 
∞−→t  as  
 term  j of  
piσσ
µφ
σ 2
11
~)(
jj
j
j
t
tf =








−
exp
















+








−
+
−
2
2
2
2
2
2
1
2
1
j
j
j
j
j
tt
σ
µ
σ
µ
σ
 (3.2) 
Since 1for  
11
22
1
>< j
jσσ
, term 1 dominates.  It follows that 
piσ 2
1
~)(
1
tf exp
















+





−
+
−
2
1
2
1
2
1
12
2
1
2
1
2
1
σ
µ
σ
µ
σ
tt   and 








−
−∞→ 2
)(ln
lim2
t
tf
t 






=
2
1
1
σ
   (3.3) 
Thus 1σ   is identified. 
     Define ( ) )(1 tf  )(tf≡ exp 





2
1
2
2
1
σ
t
 (3.4) 
By lemma 2.2, 
 
term  j of  ( )
piσ 2
1
~)(1
j
tf exp
















+








−
+








−
−
2
2
2
2
2
1
2
2
11
2
1
j
j
j
j
j
tt
σ
µ
σ
µ
σσ
 (3.5) 
Since
2
1
2
11
σσ
−
j
 is smallest when  j = 1, term 1 dominates. 
( )
piσ 2
1
~)(
1
1 tf  exp
















+





−−
2
1
2
1
2
1
12
2
1
σ
µ
σ
µ
t  (3.6) 
( )








−∞→ t
tf
t
)(ln
lim
1
2
1
1
σ
µ
=   (3.7)  
Thus 1µ   is identified 
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     Define )(1 tf )(tf≡ 





−
−
1
1
1
1
σ
µφ
σ
t
     (3.8) 
 
( )[ ]
( )
( )232323131313
3
3
3
323232121212
2
2
2
313131212121
1
1
1
,
1
,
1
,1
1
βαβα
σ
µφ
σ
βαβα
σ
µφ
σ
βαβα
σ
µφ
σ
+>+>




 −
+
+>+>




 −
+
+>+>−




 −−
=
tWtWp
t
tWtWp
t
tWtWp
t
 
By corollary 2.6.2, ∞−→t  as  
1
st
 term of )(1 tf
piδσ 2~ 111
1
+
−
tu
C
 exp ( )
















++




 −
−
2
11
2
1
1
2
1 δ
σ
µ
tu
t
    
  
piδσ 2111
1
+
−
=
tu
C
 exp














++





−+





+− 212
1
2
1
2
1
1
11
22
12
1
2
1
2
1 δ
σ
µ
σ
µδ
σ
tutu  (3.9) 
1,, 1211211 === Cu βδα  when 3121 αα <  
1,, 1311311 === Cu βδα  when 2131 αα <  
1,, 121131211 ==== Cu βδαα  when 31213121 , ββαα >=  
1,, 131131211 ==== Cu βδαα  when 21313121 , ββαα >=  
2,, 13121131211 ===== Cu ββδαα  when 31213121 , ββαα ==  
 
 2
nd
  term of )(1 tf
piσ 2
1
~
2
exp
















+





−
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


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2
2
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σ
tt   
3
rd
  term of )(1 tf
piσ 2
1
~
3
exp
















+





−
+

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−
2
3
2
3
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3
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2
3
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1
2
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µ
σ
µ
σ
tt   
Since
2
3
2
2
11
σσ
<   the 2nd  term dominates the 3rd  term.  Also 
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      212
1
2
22
312
1
2
132
3
2
2
2
212
1
2
122
2
2
2 11
111
111
u+<⇒














+=+<
+=+<
σσ
α
σ
α
σσ
α
σ
α
σσ
  .    (3.10) 
Consequently, the 2
nd
  term dominates the 1
st
  term. 
 
)(1 tf
piσ 2
1
~
2
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




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



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
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tt  (3.11) 





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
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t
tf
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





=
2
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1
σ
  (3.12)  
Thus 2σ   is identified. 
 
     Define ( ) )(2 tf  )(1 tf≡ exp 





2
2
2
2
1
σ
t
  (3.13) 
By lemma 2.2, ∞−→t  as  
1
st
 term of ( ) )(2 tf
piδσ 2
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~
111 +
−
tu
 exp ( )
















−++




 −
−
2
2
2
2
11
2
1
1
2
1
σ
δ
σ
µ t
tu
t
    
       
piδσ 2
1
111 +
−
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
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
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 2
nd
  term of ( ) )(2 tf
piσ 2
1
~
2
exp
















+




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3
rd
  term of ( ) )(2 tf
piσ 2
1
~
3
exp










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

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
+
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0
11
2
2
2
12
1
>−+
σσ
u    and   0
11
2
2
2
3
>−
σσ
,  so term 2 dominates. 
( )








−∞→ t
tf
t
)(ln
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2
2
2
2
σ
µ
=   (3.15)  
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Thus 2µ   is identified. 
     Define )(2 tf )(tf≡ 


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
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Using Corollary 2.6.2, ∞−→t  as  
1
st
 term of )(2 tf
piδσ 2~ 111
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 2
nd
  term of ~)(2 tf  
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1,, 2122122 === Cu βδα  when 3212 αα <  
1,, 2322322 === Cu βδα  when 1232 αα <  
1,, 212232122 ==== Cu βδαα  when 32123212 , ββαα >=  
1,, 232232122 ==== Cu βδαα  when 12323212 , ββαα >=  
2,, 23212232122 ===== Cu ββδαα  when 32123212 , ββαα ==  
 
3
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




−
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




−
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3
2
3
2
3
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2
3
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1
2
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µ
σ
µ
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tt   
By lemma 2.4














+=+<
+=+<
2
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2
2
232
3
2
3
2
312
1
2
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3
2
3
111
111
α
σ
α
σσ
α
σ
α
σσ
 (3.18) 
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





++<⇒ 222
2
2
12
1
2
3
1
,
1
min
1
uu
σσσ
if and only if 12
2
122
2
2
212
1
2
3
111
A=+=+< α
σ
α
σσ
 (3.19) 
Using lemma 2.1, we must consider the two cases: 
Case 1:  Term 1 and term 2 dominate when 122
3
1
A>
σ
  
     (so that 122211122211    and   ,, , βδβδαα ==== uu ) 
     OR when 122
1
1
21212
2
2
12122
3
3
122
3
  and  
1
BA =





−=−<
−
=
σ
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σ
µβα
σ
µ
σ
 
 )(2 tf⇒ 







+
−
∑
=
2
1 2
~
j jjj
j
tu
C
piδσ
 exp [ ]






++− 1212
2
12 2
2
1
CtBtA (3.20) 
Case 2:  Term 3 dominates when 122
3
1
A<
σ
  
OR when 122
1
1
21212
2
2
12122
3
3
122
3
  and  
1
BA =





−=−≥−=
σ
µβα
σ
µβα
σ
µ
σ
 
)(2 tf⇒
piσ 2
1
~
3
exp
















+





−
+





−
2
3
2
3
2
3
32
2
3
2
1
2
1
σ
µ
σ
µ
σ
tt  (3.21) 
 
To determine which case applies we define: 
 
2
2r 







−≡
−∞→ 2
2 )(ln
lim2
t
tf
t
     










=
2for   
1
1for     
2
3
12
case
caseA
σ
  (3.22) 
 
2s














−≡
−∞→ t
etf
tr
t
22
2
2
1
2 )(ln
lim2      




















−






−
=
2for                2
1for     2
2
3
3
2
1
1
2121
case
case
σ
µ
σ
µβα
 (3.23) 
Finally, we define 
 31 
2b
[ ]








≡
+
−∞→
tetf
tstr
t
2
22
2
2
1
2 )(lim      





∞
=
2for                           
1for number     negative
case
case
 (3.24) 
We will determine case by use of 2b . 
 
Case 1: 2b number  negative=  
Since 22r 12A= , by lemma 2.3, 12ρ








−





−





−
−
=
2
2
2
2
2
22
2
2
1
21
1111
rrr
σσ
σσ
 
12ρ  is now identified and since 2121 ,,, µµσσ were already identified, we can now 
identify 21122112 ,,, ββαα . 
 
 
Define 
)(th )(2 tf−≡ ( ) ( )121212
2
2
2
212121
1
1
1
11 βα
σ
µφ
σ
βα
σ
µφ
σ
+≤





−
−+≤





−
− tWP
t
tWP
t
   (3.25)  
 
( ) ( )[ ]
( ) ( )[ ]
( )232323131313
3
3
3
121212323232121212
2
2
2
212121313131212121
1
1
1
,
1
,1
1
,1
1
βαβα
σ
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σ
βαβαβα
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σ
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σ
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

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

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+
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




−
+
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




−
=
tWtWp
t
tWPtWtWp
t
tWPtWtWp
t
 
In corollary 2.6.3 let  , and  , 311311211211 βαβδα ==== dMu and also 
 , and  , 322322122122 βαβδα ==== dMu  
then ∞−→t  as  
 
1
st
 term of )(th  
piβασ 2
1
~
31311 +t
exp














++





−+





+− 2312
1
2
1
2
1
1
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22
312
1
2
1
2
1 β
σ
µ
σ
µβαα
σ
tt (3.26) 
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2
nd
  term of )(th  
piβασ 2
1
~
32322 +t
exp














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

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
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σ
µ
σ
µβαα
σ
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3
rd
  term of )(th
piσ 2
1
~
3
−
exp
















+





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
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Since 






++< 2322
2
2
312
1
2
3
1
,
1
min
1
α
σ
α
σσ
, term 3 of  )(th  dominates 








−
−∞→ 2
)(ln
lim2
t
th
t 2
3
1
σ
= ,  3σ  is identified for case 1. 
 
 
Define ( ) )(3 tf  )(th≡ exp 





2
3
2
2
1
σ
t
  (3.28) 
 
∞−→t  as  
 
1
st
 term of ( ) )(3 tf  
 
piβασ 2
1
~
31311 +t
 exp














++





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

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1
2
1
1
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3
2
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µ
σ
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σ
α
σ
tt (3.29) 
   
2
nd
  term of ( ) )(3 tf  
piβασ 2
1
~
32322 +t
exp














++


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

−+





−+− 2322
2
2
2
2
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3
2
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2
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µ
σ
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σ
α
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3
rd
  term of ( ) )(3 tf  
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piσ 2
1
~
3
−
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















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
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Since 






++< 2322
2
2
312
1
2
3
1
,
1
min
1
α
σ
α
σσ
, term 3 of  ( ) )(3 tf  dominates 
( )








−∞→ 2
3 )(ln
lim
t
tf
t 2
3
3
σ
µ
= ,  (3.31) 
3µ  is identified for case 1. 
 
 
Case 2: 2b  ∞=  
Since 22r 2
3
1
σ
= , 3σ  is identified for case 2. 
Since 2s 





−
=
2
3
32
σ
µ
, 3µ  is identified for case 2. 
 
 
For both cases we have identified 321321 ,,,,, σσσµµµ . 
 
 
Define )(3 tf )(tf≡ 

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
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   (3.32) 
( )[ ]
( )[ ]
( )[ ]232323131313
3
3
3
323232121212
2
2
2
313131212121
1
1
1
,1
1
,1
1
,1
1
βαβα
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t
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As usual, we consider each of the addends as a term of )(3 tf .  By corollary 2.6.2, 
∞−→t  as  
1
st
 term of )(3 tf
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+
−
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3
rd
  term of ~)(3 tf  
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+
−
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
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1,, 3133133 === Cu βδα  when 2313 αα <  
1,, 3233233 === Cu βδα  when 1323 αα <  
1,, 313323133 ==== Cu βδαα  when 23132313 , ββαα >=  
1,, 323323133 ==== Cu βδαα  when 13232313 , ββαα >=  
2,, 32313323133 ===== Cu ββδαα  when 23132313 , ββαα ==  
 
For 3,2,1=j ,  define: 
{ })(for   termdominating a is  term| 3 tfjjJ ≡ , 
3
1
2
2
* 1min
=





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* 1| AujJ j
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 (3.34) 
 
Lemma 3.1  There are at least two dominating terms for )(3 tf : 
Proof 
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By lemma 2.1, there is some *Jj∈  such that term j  is a dominating term.  Also there is 
some ,, jii ≠ such that  ijju α=  and  ijj βδ =  Since 222222* 111 ji
i
ij
j
j
j
uA α
σ
α
σσ
+=+=+= .   
It follows that  jiiu α=  Also, by lemma 4, 22
i
i
jiji
j
j
ijij σ
µβα
σ
µβα −=−  which implies 
 jii βδ =  Thus term i and term j are of the same dominating order.  Therefore 
Ji∈  and Jj∈   so we must conclude J  has at least two elements meaning there are at 
least two dominating terms for )(3 tf .  
□ 
 
 
By lemma 2.2.   
( )∑
∈Jj
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 (3.35) 
 
By  lemma 2.1,  for each Jj∈  we have 
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where 

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Define 23r 
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It now follows that  
3
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2
3
1
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so we can write 
)(3 tf 
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We can therefore give an equivalent definition for  J : 
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 and now define 
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 (3.41) 
 and    jj IcardD ≡ .   (3.42) 
Notice that jj CD =  when term j is a dominating term, but 0=jD  when term j is not a 
dominating term.  Also notice that we always have { }2,1,0∈jD  
 
Lemma 3.2  ji IiIj ∈∈   ifonly  and if   
Proof   
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Now define:     
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When term  j of  )(3 tf  is a dominating term,  
then, jj uu =  ,  jj δδ = , and jj cc = .  Again, 0=jD  when term j is not a dominating 
term; therefore,  
)(3 tf




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
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Now define 3b  [ ]





+≡
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 exp2)(lim pi  (3.45) 
The following theorem will show there are exactly seven possible cases for the value of 
the vector ( )321 ,, DDD .  The values of 3b , 321  and ,, ccc  will be used to determine case. 
 
 
Theorem 3.1:  Let kji ,, be some permutation of  3,2,1 .  Also, let  ( )321 ,, DDD  be the 
vector whose components are defined by (3.42). Then, the following three statements 
hold: 
1. No more than one coordinate has the value of zero.  If one of the coordinates has 
the value of zero, the other two coordinates must have the value of one. Then one 
of the correlation coefficients is identified.  More specifically,  0=jD  implies 
that  1== ki DD  and  ikAr =
2
3  so that  ikρ  is identified.  Also, ki cc =  
2. If no coordinate has the value zero, then at least one of the coordinates has the 
value two and two of the correlation coefficients are identified.  More specifically, 
if 1== ki DD  and  0≠jD , then 2=jD  and  jkij AAr ==
2
3  so that  jkij ρρ   and    
are identified.  Also, kji ccc ==  
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3. If two of the coordinates have the value two, then the third coordinate must also 
have the value two and jkikij AAAr ===
2
3  so that all three of the correlation 
coefficients are identified.  Again we have kji ccc ==  
 
Proof of 1.: 
Suppose 0=jD .  Then  term j  is not a dominating term.  Since two of the terms must be 
dominating, term i and term k are both dominating terms.  Therefore ki II   and   are not 
empty  while jI  is empty.  Furthermore, from lemma 3.2 we have   iIj∉ and kIj∉ .  
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Also, by lemma 2.4, 
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And since term i and term k  are dominating terms,  ki cc =  
 
 
Proof of 2.: 
Let 1== ki DD  and  suppose 0≠jD . Then  term j  is a dominating term.  Hence all three 
terms are dominating terms: 
3222
2
3
2
2
2
2
2
2
  and  
111
suuuruuu
k
k
kk
i
i
ii
j
j
jjk
k
i
i
j
j
=−=−=−=+=+=+
σ
µδ
σ
µδ
σ
µδ
σσσ
 
Since 1=iD  either { }jI i =  or  { }kI i =  
 39 
Suppose { }kI i =  then by lemma 3.2 kIi∈  and  { }iIk =  since 1=kD . 
∅=⇒∉∉⇒∉∉⇒ jjjki IIkIiIjIj   and    and   which contradicts 0≠jD . 
We must therefore have { } { },, jIjI ki ==  and { } 2, =⇒= jj DkiI  
We now have jkkkjijjjii βδββδβδ ====  and,,  
                        jkkkjijjjii uuu αααα ====  and,,  
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We now show that kji ccc == : 
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All three terms are dominating terms so kji ccc ==  
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Proof of 3.: 
Let ⇒== 2ki DD { }kjI i ,=  and { }jiIk ,= 2  and  , =∈⇒ jj DIki   
We now have jkikkkjijjkijii ββδββδββδ ======  and,,  
                        jkikkkjijjkijii uuu αααααα ======  and,,  
 
It follows that   A AA jkikij
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Using the argument given above in the proof of 2, we find  that kji ccc == : 
 
□ 
 
 
 
It is now clear that there are seven possible values for ( )321 ,, DDD  namely 
( ) ( ) ( ) ( ) ( ) ( ) ( )2,2,2,2,1,1,1,2,1,1,1,2,1,1,0,1,0,1,0,1,1 . Thus there are seven possible cases.  
For each case either exactly two of the values  321  ,, ccc  are equal (ie kji ccc ≠=  where 
kji ,, is the appropriate permutation of  3,2,1 ) or 321  ccc == .  Notice kji ccc ≠=  only 
when 0  and  1 === kji DDD . So here case is readily determined.  When 321  ccc ==  we 
determine case by calculating 3b .  By definition 3b [ ]
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where 321  cccc === .  Observe that 3b  has a different value for each of the seven cases.  
For the correct case 3b = 3b .  Thus when 321  ccc == , case can be determined using 
3b and 3b . 
Theorem 3.2 summarizes these findings. 
 
Theorem 3.2:  The value of   ( )321 ,, DDD  and the value for at least one of the correlation 
coefficients can be determined by the values of  3b , 321  and ,, ccc  as follows: 
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Case 4    cccc === 321   and  
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Case 7    cccc === 321   and  
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For each case we have identified at least one of the correlation coefficients.  To identify 
the remaining correlation coefficients under each of the seven cases, we will use the 
following definitions: 
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Case 1:  ( ) ( )0,1,1,, 321 =DDD  
  Occurs when  321  ccc ≠=  or   
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where 3C  is as in (3.33).  
 
We now form the vector ( )131211 ,, ••• DDD  where  
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and since  
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Observe that term 3 of )(1 tg  must be a dominating term and at least one of the other 
terms must be dominating.  There are three possible outcomes: 
1. Only term 1 and term 3 are dominating terms so that ( ) =
••• 131211 ,, DDD ( )1,0,1   
       and 1311 •• = cc  .  We will call this outcome subcase 1A. 
2. Only term 2 and term 3 are dominating terms so that ( ) =
••• 131211 ,, DDD ( )1,1,0   
      and 1312 •• = cc  .   We will call this outcome subcase 1B 
3. All three terms are dominating terms so that ( ) =
••• 131211 ,, DDD ( )2,1,1   
      and 131211 ••• == ccc  .   We will call this outcome subcase 1C 
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
+≡
••
−∞→
tstrttg
t
13
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1
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= •
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−
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1 1
11
j jj
jj
u
cD
σ
 
and when 131211 ••• == ccc   we define 
13•b 







−
+
−
+
−
=≡
•
•
•
•
•
•
=
∑
111 213
2
3
13
2
13
2
2
12
2
13
2
1
11
3
1 r
D
r
D
r
D
c
u
cD
j jj
jj
σσσσ
 where 131211 ••• === cccc .  
Observe that 13•b  has a different value for each of the three sub-cases.  For the correct 
sub-case 13•b =. 13•b   Thus when 131211 ••• == ccc , case can be determined using 3b and 3b . 
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Similar to Theorem 3.2 we have: 
 
 
Subcase 1A :  ( ) ( )1,0,1,, 131211 =••• DDD  if and only if  
                        121311 ••• ≠= ccc   or 
                         131211 ••• == ccc  and 13•b
133
3
111
1
••
+=
u
c
u
c
σσ
   
Here only terms 1 and 3 are dominating. so that , , 13133111 αα == •• uu  13
2
13 Ar =•  
 13ρ⇒








−





−


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−
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2
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2
1
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1111
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To identify 23ρ  , define  ≡)(2 tg   ( )1113
1
1
1
)(
•••
=
+≤




 −
−∑ iii
i i
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tuZPD
t
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σ
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Again, by corollary 2.6.3 we find ∞−→t  as  
1
st
 term of )(2 tg ( ) 2231
1
2
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t
D
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
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 Where parameters 1111 ,,, cbaD  are as defined in corollary 2.6.3.  
  
2
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Now define 223•r 

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
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23•b [ ]
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1
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Case 1:  23•b  is infinite 
Terms 2 and 3 dominate: ⇒=
• 23
2
23 Ar 23ρ
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Case 2:  23•b  is finite 
Term 1 dominates: =
•
2
23r 12
1
1
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σ 2 123
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−
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 Where  
2
31
2
21
131223
123
11 ρρ
ρρρρ
−−
−
=
•
 hence 23ρ  is identified” 
 
 
 
Subcase 1B :  ( ) ( )1,1,0,, 131211 =••• DDD  if and only if  
                        111312 ••• ≠= ccc   or 
                         131211 ••• == ccc  and 13•b
133
3
122
2
••
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u
c
u
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σσ
   
 
13ρ  and 23ρ  are found using similar procedures as in Subcase 1A 
 
 
Subcase 1C :  ( ) ( )2,1,1,, 131211 =••• DDD  if and only if  
                         131211 ••• == ccc  and 13•b
133
3
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2
111
1 2
•••
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u
c
u
c
u
c
σσσ
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 Here  231313 αα ==•u     . 2313
2
13 AAr ==•  
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and 23ρ
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Case 2:  ( ) ( )1,0,1,, 321 =DDD   and  Case 3:  ( ) ( )1,1,0,, 321 =DDD    
We use similar procedures to those used in Case 1 . 
 
 
 
Case 4:  ( ) ( )1,1,2,, 321 =DDD  
Occurs when   321  ccc ==  and  3b
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Here 1u 3121 αα == , 2u 12α= , 3u 13α=  
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∞−→t  as  
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 Where parameters 1111 ,,, cbaD  are as defined in corollary 2.6.3. 
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Continue as in subcase 1A  to identify 23ρ  since the terms of  )(1 tg  here are the same as 
the terms of  )(2 tg  in subcase 1A. 
 
 
 
Case 5:  ( ) ( )1,2,1,, 321 =DDD   and Case 6:  ( ) ( )2,1,1,, 321 =DDD  
We use similar procedures to those used in Case 4 . 
 
 
 
Case 7:  ( ) ( )2,2,2,, 321 =DDD    
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Chapter 4 
Examples 
 
 
 
Example 1 
Let 321 ,, XXX be iid N(0,1) and let bcacba >>>>  and ,0,0,0  
Define 
 
33
322
3211
XY
cXXY
bXaXXY
=
−=
−−=
 
 
Then 
 
( ) ( )( )[ ]
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )( )[ ]
( ) ( ) ( )
( ) ( )( )[ ]
( ) ( )
c
XXcXX
XcXXEYY
b
XXbXXaXX
XbXaXXEYY
bca
XXbcXXbXXacXXaXXcXX
cXXbXaXXEYY
−=
−=
−=
−=
−−=
−−=
<+−=
+−+−−=
−−−=
                 
 EE                 
,cov
                                            
 EEE                 
,cov
0                 
EEEEEE                 
,cov
3332
33232
333231
332131
333232223121
3232121
 
So that  ( )321 ,, YYY  is tri-variate normal with negative correlation coefficients. 
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Example 2 
 
Let ( )ZYX ,,  be non-singular tri-variate normal with zero means and co-variances all 
positive.  Let 221321 ,,,,, sddbbb  be positive constants and 321321 ,,,,, cccaaa  be negative 
constants such that 
 
( ){ }
( ){ }
( ) ( )
( )( )[ ] ( )( )[ ]321321123213212
32113212
2
1
ZY,X, ofmatrix  variance-co  theof entries  theallmax
ZY,X, ofmatrix  variance-co  theof entries  theallmin
cccbbbdscccaaad
bbbdaaad
d
d
++++−<<++++
++<++−
>
<
   (4.1) 
Now define 
 
ZcYcXcZ
ZbYbXbY
ZaYaXaX
321
321
321
−−=′
−−=′
−−=′
 
Let ( ) ( )ZYXsNW ,, oft independen and  ,0~ 2 .  It follows that 
( )ZYXW ′′′ ,, oft independen is   .  Finally, define 
 
WZZ
WYY
WXX
−′=′′
−′=′′
+′=′′
 
( )ZYX ′′′′′′ ,,  is tri-variate normal.  We now show that the co-variances are negative. 
 
Observe that  
( ) ( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) ( )[ ] ( )
( )( )[ ]
{ }EYZEXZEXYEZEYEXd
cccaaad
cacacacacacacacacad
YZcacaXZcacaXYcacaZcaYcaXcaEZX
,,,,,max  since             
             
4.2                                
E
222
2
3213212
2332133112213322112
233213311221
2
33
2
22
2
11
>
++++=
++++++++<
++++++++=′′
 
Also 
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( ) ( ) ( ) ( ) ( )[ ]
( )( )[ ] ( )
{ }
( )( ) 0  and             
,,,,,min  since             
4.3                                                                               
E
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2
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2
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Thus yielding the inequality 
 ( ) ( )ZYsZX ′′−<<′′ EE 2           (4.4) 
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Example 3 
 
Let ( ) ( )Σ,0~,, 321 TVNXXX  where 










=Σ
2
32313
23
2
212
1312
2
1
σσσ
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 is a full-rank covariance 
matrix with 
2
1 2112
σσ
σ << .  Now define 
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Observe that 
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( )
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( ) ( )
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