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On the Outage Probability Conjecture for MIMO Channels
Gen Li, Jingkai Yan, and Yuantao Gu∗
Abstract
Multiple-Input-Multiple-Output (MIMO) communication systems have seen wide
application due to its performance benefits such as multiplexing gain. For MIMO sys-
tems with non-ergodic Gaussian channel, a conjecture regarding its outage probability
has been proposed by Telatar in [1]. This conjecture has been proved for the special
single-output case, and is in general assumed to be true. In this work, we analyze the
special Two-Input-Multiple-Output (TIMO) case theoretically, and provide a counter-
example to the conjecture. The counter-example is verified both theoretically and by
numerical experiments. We also present a theoretical analysis for general MIMO case,
including a method for calculation. This result rejects the decades-long conjecture and
provides interesting insight into the symmetry of MIMO systems.
Keywords: Outage probability conjecture, MIMO channels, Gaussian random ma-
trix, non-ergodic channels
1 Introduction
The method of Multi-Input-Multi-Output (MIMO) has seen wide application since its pio-
neering proposal in the 1990s [2–4]. The use of MIMO significantly improves data rates and
allows for multi-user communication [5, 6], and has currently been adopted as standard by
WLAN, WiMAX and LTE networks [6–8]. Furthermore, MIMO plays an essential part in
the future generations of communication systems, as it is crucial to the currently developing
5G [9,10] and the popular mmWave MIMO systems [11,12]. Reviews on the important role
of MIMO in contemporary communication are provided in [12,13].
∗The authors are with the Department of Electronic Engineering and Tsinghua National Laboratory for
Information Science and Technology (TNList), Tsinghua University, Beijing 100084, CHINA. The corre-
sponding author of this paper is Yuantao Gu (gyt@tsinghua.edu.cn).
1
ar
X
iv
:1
71
1.
01
78
2v
2 
 [c
s.I
T]
  1
0 D
ec
 20
17
The channel capacity of MIMO system has been studied extensively by researchers.
Telatar is believed to be the first to derive theoretical results regarding MIMO capacity [1].
In that work he proposed expressions of capacity of mean (ergodic) Gaussian channel with
Rayleigh fading. A number of later works also address this problem. [14] discussed the
capacity and obtained insightful results on parameter setting. [15] discussed the capacity
when correlation exists in real-world circumstances. The case when interference occurs with
multiple users sharing the channel is addressed by [16].
Despite the abundance of existing work, the vast majority is only focusing on the prob-
lem for mean (ergodic) Gaussian channel. For non-ergodic channels, on the other hand,
previous analysis techniques for calculating channel capacity would fail because the capac-
ity is in general not equal to the maximum mutual information [1]. In the work of [1],
the author provided an alternative analysis using the outage probability. [17] studied the
power-bandwidth tradeoff for non-ergodic channels. [18] studied the outage probability for
block-fading non-ergodic channels. A conjecture regarding optimum condition for the mini-
mum outage probability was proposed in [1]. The conjecture has been widely assumed to be
true [19,20], and a special case of Multiple-Input-Single-Output (MISO) was proved by [20].
In this work, we provide a new analysis technique to the outage probability conjec-
ture, particularly in the case of Two-Input-Multiple-Output (TIMO), and prove that the
conjecture can actually be false. We provide a concrete counter-example, verified both by
theoretical calculation and numerical simulation. We also present an analysis for the general
MIMO setting, and provide a method to calculate the derivatives involved, as well as for a
particular type of power distribution.
The rest of this paper is organized as follows. Section II reviews the Outage Probability
Conjecture and the proven case of MISO. Theoretical analysis of the TIMO case and the
counter-example is given in Section III, which is the main contribution of our work. Section
IV discusses the general MIMO case. Numerical experiments are conducted in Section V.
Section VI offers concluding remarks.
Notations: HT and H∗ denote respectively the transpose and conjugate transpose of H.
#S denotes the number of elements in set S.
2
2 The Outage Probability Conjecture
2.1 The Conjecture
Consider a single-user MIMO Gaussian channel. Assume the number of transmitting an-
tennas and receiving antennas is t and r, respectively. The channel model can be described
as
y = Hx + n, (1)
where x ∈ Ct, y ∈ Cr, and n ∈ Cr denotes the transmitted vector, the received vector, and
the additive noise, respectively. The channel is denoted by H ∈ Cr×t, where each entry is
i.i.d. circularly symmetric complex Gaussian variable with
E |Hi,j |2 = 1.
In the non-ergodic case, the matrix H is random but is held fix once it is chosen. In this
case, we consider the outage probability for evaluation of the channel. Let R be the data
rate and P be the signal power constraint. The outage probability Pout(R,P ) is defined as
follows:
Pout(R,P ) := inf
Q:Q≥0,
tr(Q)≤P
P[log det(Ir + HQH∗) < R]. (2)
In Telatar’s words, Pout(R,P ) is a probability such that
For any rate less than R and any δ there exists a code satisfying the power
constraint P for which the error probability is less than δ for all but a set of H
whose total probability is less than Pout(R,P ).
The conjecture is stated as the following [1]:
Conjecture 1 (Outage Probability Conjecture) The matrices Q that yield the infi-
mum in (4) has eigenvalue decomposition UDU∗, where U is t× t unitary and D has the
form of
D =
P
k
diag
1, . . . , 1︸ ︷︷ ︸
k
, 0, . . . , 0︸ ︷︷ ︸
t−k
 , (3)
where 1 ≤ k ≤ t is some integer.
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The intuition behind this conjecture is the symmetry between the transmitters, where
they are either working at some same power P/k or not working. This seems very plausible
and therefore has been generally accepted as true.
While the above gives the original form of the Conjecture, in actuality we need only to
consider the case of tr(Q) = P , as the outage probability becomes smaller as maximum
allowed power increases [20]. Therefore the model can be expressed as
Pout(R,P ) := inf
Q:Q≥0,
tr(Q)=P
P[log det(Ir + HQH∗) < R]. (4)
2.2 The Proven MISO Case
In the work of Abbe et al [20], the authors in particular focused on the MISO case and
offered a proof for the Conjecture. For the MISO case where r = 1, we are able to remove
the determinant in (4), leading to the following conjecture:
Conjecture 2 (Outage Probability Conjecture for MISO) Let
D(t) := {Q ∈ Ct×t | Q ≥ 0, tr(Q) ≤ 1}
and (Hi)1≤i≤t
i.i.d∼ NC(0, 1). For all x ∈ R+, there exists k ∈ {1, . . . , t} such that
arg min
Q∈D(t)
P{HQH∗ ≤ x} =
Udiag
1k , . . . , 1k︸ ︷︷ ︸
k
, 0, . . . , 0︸ ︷︷ ︸
t−k
U∗ : U ∈ U(t)
 ,
where U(t) denotes the group of t× t unitary matrices.
After transforming the conjecture into the problem of Gaussian quadratic forms having
largest tail probability corresponding to such diagonal matrices, the proof of MISO case was
completed. For specific details please refer to [20].
3 Analysis of TIMO Case and Counter-Example
In this section, we present our analysis of the Two-Input-Multiple-Output case of the Con-
jecture. A counter-example is shown and verified.
4
3.1 Main Results
Addressing the general MIMO version of the Outage Probability Conjecture is rather hard,
where the major difficulty lies in handling the determinant on the right hand side of (4).
This also partially explains why the MISO case is comparatively earlier to solve than the
general case.
For the TIMO case, we employ another approach to the simplification of the determi-
nant. In this case we can write
Q = diag(q1, q2),
H = [h1,h2].
According to Sylvester’s determinant theorem [21], we have
det(Ir + HQH
∗) = det(Ir + H∗HQ)
=1+q1|h1|2+q2|h2|2+q1q2|h1|2|h2|2
(
1− |h
∗
1h2|2
|h1|2|h2|2
)
, (5)
By introducing three random variables S, T , and ρ, we observe the important fact that
S := q1|h1|2 ∼ q1
2
χ22r,
T := q2|h2|2 ∼ q2
2
χ22r,
1− ρ := |h
∗
1h2|2
|h1|2|h2|2 ∼ Beta(1, r − 1),
where the probability density f(x; k) for Chi-squared distribution χ2k and f(x;α, β) for Beta
distribution Beta(α, β) are, respectively,
f(x; k) =

x
k
2
−1e−
x
2
2
k
2 Γk2
, x > 0;
0, otherwise.
f(x;α, β) =

Γ(α+ β)
Γ(α)Γ(β)
xα−1(1− x)β−1, 0 < x < 1;
0, otherwise.
Notice that these three random variables are independent of each other, as
|h∗1h2|2
|h1|2|h2|2 can
be interpreted as the angle between vectors h1 and h2, and is therefore independent of the
vector lengths.
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Based on (5) and above interpretation, we could calculate the right hand side of (4) by
a probability integral. When q1, q2 6= 0, the integral is
P[log det(Ir + HQH∗) < R]
=P[1 + S + T + STρ < eR]
=
∫ 1
0
(r − 1)ρr−2dρ
∫ eR−1
0
sr−1e−
s
q1
(r − 1)!qr1
∫ eR−1−s
1+ρs
0
tr−1e−
t
q2
(r − 1)!qr2
dtds (6)
=:f(q1, q2)
When q1 or q2 equals zero, assuming that q1 = P, q2 = 0 without loss of generality, the
integral is
P[log det(Ir + HQH∗) < R] =
∫ eR−1
0
sr−1e−
s
P
(r − 1)!P r ds, (7)
which can also be derived indirectly from (6) by taking the limit q1 = P and q2 → 0. This
indicates that there is no need to make explicit distinction between the two cases, and we
shall use the nonzero case in the following discussion when no ambiguity is possible.
According to the above analysis, the original conjecture is equivalent to the following:
Conjecture 3 (Outage Probability Conjecture for TIMO) Let
D = {(q1, q2) ∈ [0, P ]2 | q1 + q2 = P}.
The pairs of (q1, q2) that minimizes f(q1, q2) in domain D fall in the set{
(P, 0),
(
P
2
,
P
2
)
, (0, P )
}
.
The right hand side expression in (6), i.e. f = f(q1, q2), is symmetric in the sense of
f(q1, q2) = f(q2, q1). It should be noted that while f has the form of a bivariate function,
it is intrinsically univariate in our problem (4) due to the relation q1 + q2 = P .
Applying derivatives and exploiting the symmetry between q1 and q2, the following
result can be directly obtained as a sufficient condition for rejecting the Outage Probability
Conjecture:
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Theorem 1 If there exist positive integers m,n, such that
dif
dqi1
∣∣∣∣
q1=0
= 0, 1 ≤ i ≤ m− 1, (8)
dmf
dqm1
∣∣∣∣
q1=0
< 0, (9)
djf
dqj1
∣∣∣∣∣
q1=
P
2
= 0, 1 ≤ j ≤ n− 1, (10)
dnf
dqn1
∣∣∣∣
q1=
P
2
< 0, (11)
then the Conjecture 3 does not hold.
Proof From the definition of derivatives, the above conditions imply that f(q, P − q) is
monotone decreasing in some interval [0, 1) and [
P
2 ,
P
2 + 2), where 1 and 2 are suffi-
ciently small. By symmetry f is monotone increasing on (P2 − 2, P2 ]. Therefore from the
continuity of f there exist some qm with 1 < qm <
P
2 − 2 such that f(qm, P − qm) <
min(f(0, P ), f(P2 ,
P
2 )).
Remark 1 Observe the fact that an analytic function will not take the value of 0 over a
set with measure greater than zero, unless it is constant zero. Therefore for general values
of R and P , the first and the second order derivatives will not be constantly 0, and we need
not consider the cases m > 1 and n > 2 in general. Note that when q1 = q2 =
P
2 , the
first derivative of f to q1, q2 at this point is constantly zero. Therefore n = 2 has to be
considered.
3.2 A Counter-Example
From the results above, it becomes theoretically straightforward to identify counter-examples
by examining conditions (8)-(11). According to Remark 1, we only need to check the first
and the second order derivatives of expression (6), the derivation of which is included in
Appendix.
As a specific instance, take the set of parameters
t = 2, r = 2, P = 0.5, R = ln 3.
A direct verification of the first and the second order derivatives using results in Appendix
7
Figure 1: Outage Probability is plotted as a function of q1 under parameters t = 2, r =
2, P = 0.5, R = ln 3. Both Monte Carlo simulation and numerical integration are included.
It can be from the curve that the minimum is attained within the interval (0.05, 0.1), instead
of at 0 or P/2 as predicted by the Conjecture.
shows that
df
dq1
∣∣∣∣
q1=0
= 0,
d2f
dq21
∣∣∣∣
q1=0
= − 8
e4
< 0,
df
dq1
∣∣∣∣
q1=
P
2
= 0,
d2f
dq21
∣∣∣∣
q1=
P
2
=
∫ 1
0
∫ 2
0
γ(t, ρ)dsdρ ≈ −0.1014 < 0,
where
γ(s, ρ) = 46st2e−4(s+t) (2− 8t+ 8s) ,
t =
2− s
1 + ρs
.
Therefore there would exist some qm with 0 < qm <
P
2 such that (q1, q2) = (qm, P − qm)
yields a smaller outage probability than as predicted by the Outage Probability Conjecture.
A numerical verification of the counter-example is demonstrated in Fig. 1.
Remark 2 The above counter-example suggests that the seemingly intuitive symmetry in
the Outage Probability Conjecture is actually misleading. One possible explanation is that
the expression (4) in calculating outage probability is non-convex, and therefore does not
enjoy many of the promising properties of convex functions.
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4 Discussion of the General MIMO Case
In this section we provide some discussions about dealing with the general MIMO case with
arbitrary t. We first derive a generalization of the previous sufficient condition, and then
provide a method for the calculation of derivatives as well as for direct calculation of the
outage probability under a certain type of power distribution.
4.1 Extending the Sufficient Condition
We can generalize our main result into general cases with arbitrary t. Denote the power
distribution vector by
q˜(k, t) =
P
k
1, . . . , 1︸ ︷︷ ︸
k
, 0, . . . , 0︸ ︷︷ ︸
t−k
T , 1 ≤ k ≤ t,
where k nonzero transmitters with uniform power are present among a total of t. The first
k are set as nonzero without loss of generality. According to the Conjecture, the minimizer
of f(q) is among these vectors.
Similar to the intuition of Theorem 1, the following result can be obtained:
Theorem 2 For arbitrary t, the Outage Probability Conjecture does not hold, if for all
integers k with 1 ≤ k ≤ t, at least one of the following conditions is satisfied :
∂f
∂qi
∣∣∣∣
q=q˜(k,t)
− ∂f
∂ql
∣∣∣∣
q=q˜(k,t)
> 0, (12)
∂2f
∂q2i
∣∣∣∣
q=q˜(k,t)
− ∂
2f
∂qi∂qj
∣∣∣∣
q=q˜(k,t)
> 0, (13)
where i and j are two different indices such that qi = qj = P/k, and l is an index such that
ql = 0. In particular, when k = t condition (12) is omitted, and when k = 1 condition (13)
is omitted. 1
Proof In order to prove that the Conjecture fails, it suffices to show that at every q˜(k, t),
some slight variation on q˜ within feasible region would result in a decrease in function value
f , so that q˜ cannot be a local minimum point. For this variation, we in particular look
at two special cases, q˜′(k, t) and q˜′′(k, t), where only two entries are modified, namely the
1The specific choice of the indices does not matter due to symmetry.
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following:
q˜′(k, t) =
Pk − , Pk , . . . , Pk︸ ︷︷ ︸
k−1
, , 0, . . . , 0︸ ︷︷ ︸
t−k−1

T
,
q˜′′(k, t) =
Pk − , Pk + , Pk , . . . , Pk︸ ︷︷ ︸
k−2
, 0, . . . , 0︸ ︷︷ ︸
t−k

T
,
where  > 0 is sufficiently small. As a matter of fact, inspecting the above two cases
is both sufficient and necessary for showing that q˜(k, t) is not the local minimum. Take
any variation q˜ + t at q˜ with |t| = 1, the increment t can be decomposed into some
combinations of the above two patterns, by exploiting the symmetry between variables.
Now we observe that f(q′(k, t)) < f(q(k, t)) is equivalent to (12), and f(q′′(k, t)) <
f(q(k, t)) is equivalent to (13). Therefore when for every q˜(k, t) at least one of these two
inequalities holds, it is implied that q˜(k, t) is not the local minimum and thus not the global
minimum. This contradicts the Conjecture.
4.2 Special Power Distribution and Calculating Derivatives
In this part we present an alternative method for evaluating the expressions in Theorem 2,
as well as calculating the outage probability (4) directly for arbitrary t under a particular
constraint on the power distribution matrix Q.
Let Q = diag(q1, . . . , qt). We focus on cases where there exists q0 > 0 such that
# {qi | qi /∈ {0, q0}, 1 ≤ i ≤ t} ≤ 2.
In other words, at most two non-zero diagonal entries deviate from a common value q0.
These two possibly deviant values are denoted by qa and qb. We further assume that
qa, qb > 0, because when they take the value of 0, we can always reduce k or arrive at the
trivial case of k = 1. Also, this particular type of Q is sufficient to describe any power
distribution for t = 3 cases.
Without loss of generality, we can assume that
Q = diag
q0, . . . , q0︸ ︷︷ ︸
k−2
, qa, qb, 0, . . . , 0︸ ︷︷ ︸
t−k
 .
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These transmitters can be divided into three groups: the uniform, the deviant, and the
non-functioning. We define the sub-matrices Q1 and Q2 as the following:
Q1 = diag
q0, . . . , q0︸ ︷︷ ︸
k−2
 = q0Ik−2. (14)
Q2 = diag (qa, qb) =
qa 0
0 qb
 . (15)
The Gaussian matrix H can be divided correspondingly as
H = [H1,H2,H0],
where H1 ∈ Cr×(k−2),H2 ∈ Cr×2,H0 ∈ Cr×(t−k).
The following lemma is required for our discussion.
Lemma 1 [22] For a standard complex Gaussian matrix A ∈ Cn×m, the distribution
density of the eigenvalues λ = [λ1, . . . , λm]
T of Hermitian matrix A∗A was derived as the
following:
ϕm,n(λ) =
2−mnpim(m−1)
Γm(n)Γm(m)
exp
(
−1
2
m∑
i=1
λi
)
m∏
i=1
λn−mi
m∏
i<j
(λi − λj)2,
where Γp(·) denotes the complex multivariate Gamma function.
Let the eigenvalue decomposition of H1H
∗
1 be UΛU
∗. The distribution of eigenvalues
diag(Λ) comes directly from the lemma. Define H˜2 ∈ Cr×2 as
H˜2 = U
∗H2 = [ha,hb].
Because H1 and H2 are independent, so is the unitary U and H2, and therefore H˜2 has the
same distribution as H2. We have the following equations:
|Ir + HQH∗| = |Ir + H1Q1H∗1 + H2Q2H∗2|
= |Ir + q0UΛU∗ + H2Q2H∗2|
=
∣∣∣Λ′ + H˜2Q2H˜∗2∣∣∣
=
∣∣Λ′∣∣ ∣∣∣I2 + Q2H˜∗2(Λ′)−1H˜2∣∣∣
=
(
r∏
i=1
λ′i
)(
(1 + qama)(1 + qbmb)− qaqb |ξab|2
)
(16)
11
where Λ′ = Ir + q0Λ is diagonal, and
ma = h
∗
a(Λ
′)−1ha, (17)
mb = h
∗
b(Λ
′)−1hb, (18)
ξab = h
∗
a(Λ
′)−1hb =
(
h∗b(Λ
′)−1ha
)∗
. (19)
The joint distribution density ψ(ma,mb, ξab) can be directly derived from the dis-
tribution of standard complex Gaussian vectors ha,hb, and Lemma 1. Denote (16) as
F (λ,ma,mb, ξab). Then the outage probability can be calculated as∫
F<eR−1
ψ(ma,mb, ξab)dλdmadmbdξab, (20)
This expression contains far less integral variables due to our simplification assumption.
This approach is also useful in that it can be directly applied to the calculation of
derivatives. Recall Theorem 2 where our intuition comes from modifying two entries of q
at once, as can be seen from the proof. Therefore our specific type of Q discussed here is
suitable for the derivative calculation problem posed by Theorem 2.
Remark 3 As an important note, our conversion of the original matrix-form inequality
into the integral expression is crucial, because direct Monte Carlo simulation in matrix
form can be highly unstable and therefore unreliable. Simplifying matrix expression into
integral of elementary functions guarantees the accuracy of our results.
5 Numerical Verification
In this section, we present some experiments to illustrate in what cases the Outage Proba-
bility Conjecture is likely to fail. Throughout our discussion, the number of transmitters t
is set as 2.
We take the system parameters (r,R, P ) as different sets of values, and look for the
qm ∈ [0, P/2] that minimizes the outage probability for t = 2 from the result of (6) and (7).
The number of receivers r is set as 2. We first conduct a broad search, where the channel
rate R ranges from 0.05r to 5r at step 0.05r, and the power P range from 0.05r to 5r at
step 0.05r. The multiplication by r is due to the consideration of controlling the rate and
power per receiver. Then we look for the qm that achieves the smallest outage probability
among these sample values. When the minimum is not attained at either end, it is sufficient
12
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Figure 2: Test of the Conjecture with t = r = 2 and (R,P ) varying. The Conjecture is
mostly true with few exceptions. The bottom plot specifies the exception region in the top
plot, where small blue dot and big red dot denotes the true and false sample, respectively.
to conclude that the conjecture is false. The result is shown as the first figure in the top
plot in Fig. 2, which only identifies one region where the conjecture fails. A thick red dot
indicates a (R,P ) set where we have sufficient evidence that the conjecture failed, and a
blue dot indicates where the conjecture appears correct at least from our sample points.
The blank area on the bottom-right is discarded, where outage probability becomes so close
to 1 that numerical calculation becomes unstable. Such cases are also meaningless because
the channel would be useless in reality.
Taking a closer look at the failure region, we zoom in the parameters, and let R range
from 0.42r to 0.7r at step 0.02r, and P from 0.2r to 0.28r at step 0.02r. q is set at sample
values from 0 to 0.5P at step 0.025P . The detail is plotted in the bottom plot in Fig. 2.
From the experiment result above, we find that the Outage Probability Conjecture
is likely to be true for most parameter sets, which explains why it has been trusted by
researchers for so many years. We also tested the Conjecture for r = 3 and r = 4 with
a broad range of parameters (R,P ), and surprisingly did not find any counter-example.
Future work could go deeper into this problem as for whether the identified region above is
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the only failure region, or with what parameters the Conjecture would fail.
Remark 4 However, we note that of all counter-examples we have identified so far, the
actual outage probability is approximately 0.9. A channel with such a failure rate would be
way too unreliable for any practical application. We suggest that the conjecture is still safe
to use in any real-world circumstances where the outage probability is small, although this
is still to be verified.
6 Conclusion
In this paper, we present the theoretical analysis of the Outage Probability Conjecture
regarding non-ergodic MIMO channel. A sufficient condition for counter-examples to the
Conjecture is proposed, and a specific counter-example is shown that rejects the long-
believed Conjecture. The counter-example is verified by both theoretical derivation and
numerical experiment. We also propose an alternative method to evaluate the derivatives
and the outage probability with particular power distributions for arbitrary t. Experiments
are conducted to test the Conjecture on different parameter sets, revealing that the Con-
jecture is true in most cases, despite the counter-example identified here. Possible future
work can address the problem of what particular parameters would be counter-examples of
the Conjecture, and whether the Conjecture is true in almost every other case.
7 Appendix
We shall provide the derivation of the first and the second order derivatives that appear in
Theorem 1. The reason for only calculating derivatives up to the second order is explained
in Remark 1.
We first reiterate the fact that f = f(q1, q2) is actually a univariate function with
constraint q1 + q2 = P . We will use the derivative such as df/dq1 to denote the derivative
of f as a univariate function with the constraint, and use the partial derivative such as
∂f(q1, q2)/∂q1 to denote the partial derivative of f as a bivariate function without any
constraint. Such notation would facilitate our discussion.
For better checking, the partial derivative equations with the symmetry in this problem
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are copied below.
df
dq1
=
∂f(q1, q2)
∂q1
− ∂f(q1, q2)
∂q2
=
∂f(q2, q1)
∂q1
− ∂f(q1, q2)
∂q2
,
d2f
dq21
=
∂2f(q1, q2)
∂q21
+
∂2f(q1, q2)
∂q22
− 2∂
2f(q1, q2)
∂q1∂q2
=
∂2f(q2, q1)
∂q21
+
∂2f(q1, q2)
∂q22
− 2∂
2f(q1, q2)
∂q1∂q2
.
Let us begin from calculating the first order derivatives. Denote u = eR−1 for briefness.
When q1, q2 6= 0,
∂f(q1, q2)
∂q2
=
∫ 1
0
(r − 1)ρr−2dρ ·A, (21)
where
A :=
∫ u
0
sr−1e−
s
q1
(r − 1)!qr1
·
∂
∫ 1
q2
u−s
1+ρs
0
tr−1e−t
(r−1)! dt
∂q2
ds
=−
∫ u
0
sr−1
(
u−s
1+ρs
)r
(r − 1)!2qr1qr+12
e
− s
q1
− 1
q2
u−s
1+ρsds
=−
∫ u
0
sr
(
u−s
1+ρs
)r−1
(r − 1)!2qr1qr+12
1 + ρu
(1 + ρt)2
e
− s
q2
− 1
q1
u−s
1+ρsds.
Since f(q1, q2) = f(q2, q1), we have
∂f(q1, q2)
∂q1
=
∂f(q2, q1)
∂q1
.
Therefore (21) can be used to calculate the first order derivatives at any point except for 0
and P .
In addition, when one of the variables is zero, we have
∂f(q1, q2)
∂q2
∣∣∣∣q1=0,
q2=P
= − u
re−
u
P
(r − 1)!P r+1
and
∂f(q1, q2)
∂q2
∣∣∣∣q1=P,
q2=0
= − u
r−1e−
u
P
(r − 1)!P r (r + (r − 1)u).
Next we calculate the second order derivatives. When q1, q2 6= 0, we have
∂2f(q1, q2)
∂q22
= −
∫ 1
0
(r − 1)ρr−2dρ ·B, (22)
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where
B :=
∫ u
0
∂
∂q2
sr−1
(
u−s
1+ρs
)r
(r − 1)!2qr1qr+12
e
− s
q1
− 1
q2
u−s
1+ρsds
=−
∫ u
0
sr−1
(
u−s
1+ρs
)r
(r − 1)!2qr1qr+22
e
− s
q1
− 1
q2
u−s
1+ρs
(
r + 1− 1
q2
u− s
1 + ρs
)
ds,
and
∂2f(q1, q2)
∂q1∂q2
= −
∫ 1
0
(r − 1)ρr−2dρ · C, (23)
where
C :=
∫ u
0
∂
∂q1
sr−1
(
u−s
1+ρs
)r
(r − 1)!2qr1qr+12
e
− s
q1
− 1
q2
u−s
1+ρsds
=−
∫ u
0
sr−1
(
u−s
1+ρs
)r
(r − 1)!2qr+11 qr+12
e
− s
q1
− 1
q2
u−s
1+ρs
(
r − s
q1
)
ds.
Equations (22) and (23) can be used to calculate the second order derivatives at any point
except for 0 and P .
In addition, when one of the variables is zero, we have
∂2f(q1, q2)
∂q22
∣∣∣∣q1=0,
q2=P
=
ure−
u
P
(r − 1)!P r+2
(
r + 1− u
P
)
,
∂2f(q1, q2)
∂q22
∣∣∣∣q1=P
q2=0
=
ure−
u
P
(r − 1)!P r+1 r(r + 1)
·
(
P (r − 1)( 1
u
+ 1)2 − 1
u
− 2(r − 1)
r
− u(r − 1)
r + 1
)
,
∂2f(q1, q2)
∂q1∂q2
∣∣∣∣q1=0,
q2=P
=
ure−
u
P
(r − 1)!P r+2
(
rP
u
− 1
)
(r + (r − 1)u) ,
and
∂2f(q1, q2)
∂q1∂q2
∣∣∣∣q1=P
q2=0
=
∂2f(q1, q2)
∂q1∂q2
∣∣∣∣q1=0,
q2=P
.
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