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Abstract 
Physiological computing is a paradigm of computing that treats users’ physiological data as input during computing tasks in an Ambient 
Assisted Living (AAL) environment. By monitoring, analyzing and responding to such inputs, Physiological Computing Systems (PCS) 
are able to respond to the users’ cognitive, emotional and physical states. A specific case of PCS is Neural Computer Interface (NCI), 
which uses electrical signals governing users’ muscular activity (EMG data) to establish a direct communication pathway between the user 
and a computer. We present taxonomy of speller application parameters, propose a model of PCS, and describe the development of the 
EMG-based speller as a benchmark application. We analyze and develop an EMG-based speller application with a traditional letter-based 
as well as visual concept-based interface. Finally, we evaluate the performance and usability of the developed speller using empirical 
(accuracy, information transfer speed, input speed) metrics. 
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Desarrollo de un deletreador basado en conceptos basados en EMG  
 
Resumen 
La computación fisiológica es un paradigma de la computación que usa los datos de los usuarios como entradas durante las tareas 
computacionales en un Ambiente de vidacotidianasoportado po rcomputadores (AAL). Monitoreando, analizando y respondiendo a dichas 
entradas, los Sistemas de Computación Fisiológica pueden responder al estado cognitivo, emocional y físico de los usuarios. Un caso 
particular es el de la interface de Computación Neuronal (NCI), que usa señales eléctricas para manejar la actividad muscular del usuario 
establecioendo una comunicación directa entre el usuario y el computador. Se present una taxonomía de parametros de aplicación de 
deletreo, proponiendo un modelo de PCS y describiendo el desarrollo de un deletreador basado en EMG. Se analiza y desarrolla 
unaaplicación con un sistema basado en letras tradicionales y una interfaz visual. Finalmente, se evalua el desempeño y usabilidad del 
sistemadesarrollado. 
 




1.  Introduction 
 
Today's computer systems are failing to satisfy the 
increasing expectations of everyday users. While computer 
systems output features multimedia communication 
channels, computer input is still fairly limited to mechanical 
(keyboard, mouse), audio (speech) and tactile inputs [1]. 
Such limitations raise barriers for people with major or minor 
disabilities such as elderly people with motor impairments. 
Considering the predicted demographic changes in society 
and the need to improve the quality of daily life for humans 
during different periods of their life, new concepts and 
methods of human-computer interaction (such as Ambient 
Assisted Living (AAL) [2] systems) must be researched. 
These efficiently address the accessibility problems in human 
interaction with software applications and services while 
meeting the individual requirements of the users in general, 
including disabled and elderly people.  
Physiological computing is a paradigm of computing that 
treats user’s’ physiological data as input during computing 
tasks [3]. By monitoring, analyzing and responding to such 
inputs, physiological computing systems (PCS) are able to 
monitor and respond to users’ cognitive, emotional and 
physical states in real time. Examples of such physiological 
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data are Electroencephalography (EEG), Electrooculography 
(EOG), Electromyography (EMG), etc. A user’s state is 
captured using sensors attached to the body, and they could 
be used to offer assistance if the user is frustrated or unable 
to perform the task due to excessive mental workload, to 
adapt the level of challenge in order to sustain or increase 
engagement, or to incorporate an emotional display element 
into the user interface [4]. 
Specific examples of PCS are the neural computer 
interface (NCI) and the brain computer interface (BCI). BCI 
manipulates users’ brain activity (EEG) to establish a direct 
pathway between the brain and computer. The concept is 
particularly suited to the needs of the handicapped as well to 
smart environments. NCI is similar to BCI in methods it uses 
as well as its applications; however, it uses the surface EMG 
signals to establish an interface between human peripheral 
neural system and computers by recording electrical signals 
governing a subject’s muscular movements.  
A speller is a typical example of a PCS, which is a 
benchmark application for BCI and NCI methods [5]. The 
speller aims to help persons unable to activate muscles 
traditionally used in communication (for example in the 
hands and tongue) to spell words by utilizing their neural 
activity. Usually, spellers use signal amplitude information; 
however, integrating this with signal preprocessing methods 
such as noise reduction methods (e.g., shrinking functions 
[6], nonlinear filter operators [7]), and user intent prediction 
techniques can improve the results [8]. Due to the noise 
present in the physiological signals, the detection of control 
signals requires the use of efficient digital signal processing 
techniques [9-11]. Furthermore, the requirements of real-
time systems prohibit the use of highly complex 
computations and demand that the result is delivered just in 
time for the user to be able to use it [12]. 
In this paper, we continue our previous work [13,14] and 
describe a PCS model for EMG-based applications, analyze 
the requirements for the development of interfaces for 
impaired users and visual interfaces of known speller 
applications, and describe the development of an EMG 
speller as a typical benchmark application.  
 
2.  Analysis of requirements for speller applications 
 
The requirements for speller applications can be 
categorized as being on different levels depending upon the 
physical abilities of their users [15]: 1) Users with no 
physical disability, who may use NCI for entertainment or in 
other situations where physical movement is restricted. 2) 
Users with minor impairments (such as older persons). 3) 
Users with severe physical disabilities, who may wish to use 
NCI as a secondary input. 4) Users who have limited muscle 
control and may need to use NCI as a method for 
communication.  
First, the speller must follow general requirements for 
smart systems to be integrated into the AAL environments. 
Next, the specific requirements for impaired users must be 
followed. Impaired users need assistance such as automatic 
learning of user’s behavior to estimate his/her current needs. 
Humans often make mistakes in interacting with machines, 
so any human-operated system user interface should be 
designed such that errors are prevented whenever possible: 
the deactivation of invalid commands; making errors easy to 
detect and showing users what they have done; and easily 
allowing undoes, reverse, correct errors [16]. For smart 
systems, the following principles (also called “operational 
modes”) of Humanistic Intelligence Framework [17] must be 
satisfied:  
1) Constancy: the interface should operate continuously 
to read signals from human to computer and to provide a 
constant user-interface.  
2) Augmentation: the primary task is increasing the 
intelligence of the system rather than computing tasks.  
3) Mediation: the interface mediates between human 
senses, emotions and perceptions and acts as an information 
filter by blocking or attenuating undesired input in order to 
decrease negative effects of interaction (such as fatigue, 
information overload, etc.) and to increase positive effects 
(such as user satisfaction) by amplifying or enhancing 
desired inputs. 
According to Lopes [18], user interface for persons with 
disabilities must: support user variability, providing the 
means to adapt to user-specific requirements, support a wide 
range of input devices and output modes, provide minimal 
user interface design, promote interaction and retain user 
attention on the tasks, and establish strong feedback 
mechanisms that may provide reward schemes for correct 
behavior (results). The requirements for interfaces for 
impaired users can be formulated as follows [2]: 1) Limited 
access to details: complex and vital details of the system have 
to be hidden to avoid overwhelming and trapping users. 2) 
Self-learning: detected common patterns in the behavior of 
the user should be used to automatically create rules or 
shortcuts that speed and ease up the use of the system. 3) 
System interruption: Impaired users have, in most cases, no 
idea how the system works;, therefore, easy cancellation of 
system’s activities must be ensured.  
 
3.  Overview of speller systems and interfaces 
 
The research into developing and improving speller 
systems focuses on improving spelling accuracy, increasing 
speed of information transfer, developing usable and 
effective speller interfaces, and combining EEG/EMG based 
input with input automation techniques such as word 
complete and automatic correction of misspellings.  
The speller implementations can be characterized by: 
Type of data: EEG [19], EMG [20], ECoG [8], EOG 
[21]. 
Type of analyzed signal: P300 event-related potentials 
(ERPs), which are a series of peaks and troughs appearing in 
the EEG in response to the occurrence of a discrete event 
such as presentation of a stimulus or psychological reaction 
to a stimulus [8], Error-related Potentials (ErrPs) generated 
by the subject's perception of an error [22], steady-state 
visual evoked potential (SSVEP), which are signals that are 
natural responses to visual stimulation at the same (or 
multiples of) frequency as the visual stimulus [23]. 
Modality: Auditory: the rows and columns of the letter 
matrix are represented by different sounds such as spoken 
numbers [24] or environmental sounds. Visual: subjects 
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direct their eye gaze toward the letter they want to select. 
There are two cases: overt attention when eye gaze is directed 
toward the target letter, and covert attention when eye gaze is 
directed at a central fixation point [25].  
Interface: 
Single character (or Linear) speller: all letters are shown 
and each letter is flashed individually until letter selection is 
done [26].  
Matrix Speller: All letters are arranged in a matrix. First, 
speller flashes an entire column or row of characters. Then, 
single letters are flashed in a sequence, and can be selected 
[27]. Different matrix sizes can be used, e.g., a 6x6 matrix 
containing all 26 letters of the alphabet and 10 digits (0-9), or 
even a full QWERTY keyboard [23]. 
Lateral single-character is a single-character paradigm 
comprising of all letters in the alphabet and it follows an 
event strategy that significantly reduces the time for symbol 
selection [28].  
Chekerboard Speller [29]: the 8x9 matrix is virtually 
superimposed on a checkerboard, which the participants 
never actually see. The items in white cells of the 8 x 9 matrix 
are segregated into a white 6 x 6 matrix and the items in the 
black cells are segregated into a black 6 x 6 matrix. The items 
in the first matrix) randomly populate the white or black 
matrices, and the users see random groups of six items 
flashing (as opposed to rows and columns in Matrix Speller). 
Such layout controls for adjacency-distraction errors, as the 
adjacent items cannot be included in the same flash group.  
Hex-o-Spell: speller consists of six circles that all have the 
same distance to the point of fixation. The circles are flashed while 
users direct their attention to one of the circles. First, the circle with 
the desired group of letters is selected. Second, letters are 
redistributed over the circles and the target letter is selected [30]. 
Frequency-based layout accounts for the relative frequency 
of character occurrence in a language [31]. It has a virtual 
keyboard with 32 symbols surrounded by five boxes flickering 
at different frequencies. These boxes correspond to commands 
to navigate the cursor, and to select the intended character. The 
application starts with the cursor in the central position 
corresponding to the most frequent character in English (i.e., 
“E”). Letters with the higher frequency of occurrence are 
positioned closer to the center while the less frequent ones are 
further away. The user can navigate the cursor to the desired 
letter and confirm his/her choice with the “Select” command. 
The further the character is located from the center, the more 
command selections (cursor movements) are required. 
Stimulus type: the way each individual character 
changes (e.g., flashing, color change, etc.). Rapid serial 
visual presentation (RSVP) is a method of displaying 
information (generally text or images) in which the text is 
displayed word-by-word in a fixed focal position [32]. 
Stimulus rate: the speed at which individual characters 
change. 
Stimulus pattern: grouping of symbols in the interface 
(e.g., QUERTY or DVORAK layouts on a virtual keyboard). 
Character set (alphabet): includes all letters of the 
alphabet as well as some additional symbols (numbers, 
separation marks, etc.). 
Intelligence techniques: additional techniques for 
improving the system’s accuracy and rate of communication 
such as using the language model [33], word autocomplete, 
spelling correction or word prediction. 
The result of the analysis can be considered as a 
taxonomy of speller application parameters, which could be 
used for developing new speller applications. Next, we 
discuss the PCS model and its application in developing the 
EMG-based systems. 
 
4.  A physiological computing system model 
 
The physiological computing system (PCS) model 
proposed in this paper is based on the “operational modes” of 
the Humanistic Intelligence Framework [17]:  
1) Constancy: PCS should operate continuously to read 
signals from humans and provide a constant user interface.  
2) Augmentation: the primary task is increasing the 
intelligence of the system rather than computing tasks.  
3) Mediation: PCS mediates between human senses, 
emotions and perceptions and acts as an information filter by 
blocking or attenuating undesired inputs to decrease negative 
effects of interaction (fatigue, information overload) as well 
as to increase positive effects (e.g., user satisfaction) by 
amplifying or enhancing desired inputs.  
The proposed model is summarized in Fig. 1 and has three 
levels of information processing.  
1) On the lowest level, the physiological signal is sampled 
into a data stream of physiological data. Downsampling can 
be used to decrease the amount of data and increase 
information processing speed at higher levels.  
2) On the intermediate level, data is aggregated and 
events corresponding to specific patterns of data are 
generated. Machine learning techniques such as artificial 
neural networks may be used to recognize such events and 
generate decisions. 
3) On the highest level, decisions are processed and used 















Figure 1. Physiological computing system model.  
Source: The authors 
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5.  Development of EMG speller 
 
5.1.  Components and architecture 
 
A NCI system is generally comprised of the following 
components: (1) a device that records muscular activity 
signals; (2) a signal preprocessor that reduces noise and 
artifacts; (3) a decoder that classifies the de-noised signal into 
control commands for (4) an external device or application 
(e.g., a robotic actuator, a computer program etc.), which 
provides feedback to the user [34].  
Our speller application has three layers: 1) on the lowest 
layer, the physiological signal is sampled into a data stream 
of physiological data. Downsampling can be used to decrease 
the amount of data and increase information processing speed 
at higher levels. 2) On the intermediate layer, data is 
aggregated and events corresponding to specific patterns of 
data are generated. Machine learning techniques such as 
artificial neural networks may be used to recognize such 
events and generate decisions. 3) On the highest layer, 
decisions are processed and used to generate control 
commands for external applications (systems). 
The speller’s architecture consists of 6 main components: 
MainReader – the system module responsible for control of 
data reader, which is selected to use. ReaderAPI – public 
external interface module. All third-party modules must 
implement this component for full system integration. 
MainController– system module responsible for selected 
control module (executes commands). NiaReader– third-
party module implemented for the “OCZ NIA” data reader 
device. SpellingSquare– third-party module implemented for 
text input in the symbol matrix using EMG-based commands. 
The dashed rectangle separates system components (inside 
the dashed rectangle) from external components, which are 
either the sensor controllers (EMG readers) or actuator 
controllers (software or hardware applications such as 
robots). The speller system is based on JavaNetBeans 
framework. The speller was developed with its future 
extension and maintenance in consideration so that external 
components are easy to add or remove. 
 
5.2.  Control 
 
The speller has two types of control commands: “Select” 
command – selects a column or types a symbol of that 
column. “Cancel” command – exits the selected column or 
deletes the selected symbol. These control commands can be 
initiated by the movements of facial muscles. In practice, 
blinks of the eye are used to generate each control command 
(left eye blink for “select” and right eye blink for “cancel”). 
The user can see the EMG signal feedback in EMG signal 
view area (see Fig. 2).  
The particular control command is performed when the 
amplitude of the EMG signal is higher than the specified 
threshold value. The thresholds are marked as yellow 
horizontal lines in the EMG signal view area. The upper 
threshold indicates the “select” command, and the lower 
threshold indicates the “cancel” command. Threshold values 
can be adjusted using threshold setting sliders. The signal 
view of EMG, when spelling the word “hello”, is presented 
in Fig. 2. In Fig. 2 (left), the word “hello” is spelled without 
mistakes. In Fig. 2 (right), the spelling contains a few 
mistakes. In order to correct these mistakes cancellation 
commands must be performed. The spikes indicate the 
“select” command. One trial (selection of one character) 
contains two positive signal spikes, the first spike is for 
column selection, the second for letter selection in the 
corresponding column. 
 
5.3.  Traditional speller interface 
 
The developed EMG speller has two different user 
























Figure 2. Signal view of spelling the word “hello”. Left: no spelling mistakes were made while three characters (“hel”) were selected from symbol matrix. 
Right: two spelling mistakes were made, and after each wrong selection the cancellation command was performed. In both cases, dictionary selection was 
used to complete the word.  
Source: The authors. 
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Figure 3. EMG speller Interfaces: a) traditional, and b) visual concept based.  
Source: The authors. 
 
 
that is presented in Fig. 3a. The other one is a novel concept-
based interface that is presented in Fig. 3b. The most 
important part of the visual interface is symbol matrix. The 
matrix is adaptable so that various symbols (including special 
or national) could be added into the matrix. The red-colored 
column indicates the current position of the speller cursor. 
The cursor moves coherently form column to column until 
the user activates the “select” command. Next, the cursor 
moves onto each symbol in the specific column. After 
another “select” command, the particular symbol is selected. 
That symbol appears in the output area (see Fig. 3). The 
speller cursor moves by step, which varies from 500 to 1500 
milliseconds. The step value depends on the number of 
mistakes the user makes. A smaller number of mistakes mean 
the cursor movement will move at a faster speed. The mistake 
is considered to be the “cancel” command.  
The first row of the speller symbol matrix contains a 
dictionary selection. This selection allows the user to enter 
the dictionary. When a few symbols or word stem is written, 
the dictionary provides the user with the opportunity to 
complete the particular word faster. The system logs 
dictionary selections, thus commonly used words are at the 
top of the dictionary and the dictionary adapts to the user. 
 
5.4.  Visual concept-based speller interface 
 
We have also implemented a completely different EMG 
speller interface. Traditional spellers use common letters in 
the alphabet rearranged in different layouts. We have 
implemented a visual concept based interface that is based on 
graphical symbols (graphemes) of a visual communication 
language. Visual language is a form of communication that 
uses visual elements as opposed to a formal written (textual) 
language to convey meaning or an idea. Visual language uses 
pictograms or ideograms to symbolize the concepts that are 
to be communicated. Pictograms are pictures that resemble 
what they signify, and represent a concept, object, activity, 
place or event by graphical illustration. An ideogram is a 
graphical symbol that represents an idea, rather than a group 
of letters arranged according to the phonemes and grammar 
of a spoken language, as is the case in textual languages. 
Visual symbols form part of our daily lives through their 
use in medication, transport, computers, etc., because they 
indicate in a concise and easily understandable form places, 
directions, actions or action constraints in either the real 
world or virtual space.  Thus, visual symbols can be used in 
a number of situations in which textual messages are not 
possible or adequate due to context or user based constraints. 
The development of software for people with impaired 
cognitive or motor capabilities requires the developers to take 
into account the high-level cognitive processes and mental 
models of the solution to a domain-specific problem (such as 
expressing basing needs of an impaired user), which may 
contribute to the ease of use of the developed application by 
its potential users.  
While textual (letter-based) languages are good for 
expressing all kinds of human communication, they require a 
great deal of typing effort for human-computer 
communication, which for specific groups of users such as 
users with impaired motor capabilities may be a tiresome 
burden. A visual concept-based language allows high-level 
concepts to be expressed succinctly using a notation tailored 
to a set of specific user problems. Such languages could be 
tailored towards a specific domain, and could be based only 
on the relevant concepts and features of that domain. 
Therefore, visual languages can be considered as a medium 
of communication that allows for the gap to be bridged 
between the mental models of users and the domain systems 
and, consequently, to cut the distance (both in terms of effort 
required and speed of communication) between 
communicating parties in AAL applications. 
A snapshot of the visual concept-based interface that was 
developed for the EMG speller is shown in Fig. 3b. The 
interface is organized using a hierarchical structure. It consists 
of symbol matrixes connected with each other by references. 
Each reference is represented as an icon of a particular domain. 
Currently, we have included visual symbols from 8 main 
concept domains: emotion domain, location domain, action 
domain, time domain, object domain, body part domain, person 
domain and special symbol domain. Most of the visual icons 
we use are adopted from The Noun Project 
(http://thenounproject.com/), while the remaining ones are 
custom-built. Each domain matrix as well as the root matrix can 
be extended easily by adding new icons (concepts) to the 
particular domain matrixes. Also each icon (concept) can 
contain a reference to the specific subdomain matrix. The 
taxonomical tree of concept matrixes is summarized in Fig. 4. 
 
 












Figure 4.The tree of concept matrixes.  
Source: The authors. 
 
 




Meaning of visual symbols.  
Source: The authors. 
 



















































































Left pointer to object or subject 
 





6.  Experimental results 
 
6.1.  Experiment with text-based interface 
 
The experiments we performed with 5 subjects (3 males), 
aged 24–54 (mean = 33) years. Subjects did not have any 
neurological abnormalities, reported normal or corrected to 
normal vision, and did not use medication. All subjects gave 
informed consent prior to the experiment.  
The EMG data was recorded using OCZ Neuro Impulse 
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Actuator equipment. Visual stimuli were presented on a 
13.3'' size TFT LCD screen with 1360 × 768 pixel 
resolution and a refresh rate of 60 Hz. Subjects were seated 
in front of a table. The screen was in the middle of the table 
at a distance of approximately 100 cm from the subject. 
The size of each character was 1.5 × 1.5 cm (0.86 × 0.86° 
visual angle) and the entire speller matrix was 9.5 × 13 cm 
(5.44 × 7.42° visual angle).  
Stimuli consisted of intensifications of the rows and 
columns in sequential order. Intensification was achieved 
by increasing the size of all characters in the row or column 
with a factor 500 for 1500 ms. 
A trial is defined here as spelling of one character. All 
trials started with the speller being displayed on the screen, 
together with an instruction indicating which letter to 
select. Each stimulation sequence was followed by 
feedback on the screen, showing which letter or group of 
letters had been selected.  
Three text paragraphs were given to the experiment 
participants. Their task was to input the proposed text 
paragraphs using speller. All text paragraphs were 
presented in the Lithuanian language. The first text 
paragraph contained 126 characters and its content was 
that of a daily conversation. The second text paragraph 
contained 111 characters and its content was that of a 
scientific speech. The third text paragraph contained 120 
characters and was that of a scientific speech with 
mathematical equations. Each experiment participant 
repeated the experiment 4 times. The average accuracy, 
input speed and bit rate values were calculated.  
Quantitatively, the performance of speller application 
can be evaluated using accuracy, information transfer 
speed and input speed metrics. Accuracy is calculated as 
the percentage of correct decisions during the symbol 
selection process. Bit rate (or information transfer rate) 
indicates how much information can be communicated per 
time unit (calculated using the Wolpaw’s formula [35]). 
Finally, input speed is measured as the average time 
required to enter a set of benchmark texts.  
The experimental results are presented in Table 2 and 
in Figs. 5, 6 & 7. Our results are comparable with the 
results achieved by other authors. 
Accuracy values of the BCI/NCI spellers achieved by 
other authors (Table 2) are within a range of 80-95% 
(82.77% using ECoG [8], 87.58% using SSVEP-based BCI 
[24], 87.8% for EOG-based speller [21], 91.80% [36], 
94.8% for RVSP based speller [32]).  
The information transfer rate (aka bit rate) of the 
BCI/NCI-based speller applications achieved by other 
authors is within 7-41 bits/min (7.43 bits/min [37], 17.13 
bits/min [38], 19.18 bits/min [36], 11.58-37.57 bits/min 
[39], 40.72 using SSVEP based BCI [23], 41.02 using 
ECoG[8]). 
The symbol input speed of the BCI/NCI-based speller 
applications achieved by other authors is within 1-12 CPM 
(1.43 CPM for RSVP based speller [32], 4.33 CPM [36], 
4.91 CPM [39], 9.39 CPM using SSVEP based BCI [23], 
12.75 CPM [40]). 
Table 2. 
Evaluation of the speller application. Source: The authors’ own. 
Quantitative metric Average Value Peak value 
BASIC SETTINGS 
Accuracy 96.29 98.25 
Information transfer rate 34.78 41.83 
Input speed 6.37 7.57 
ADAPTABLE STIMULUS RATE 
Accuracy 88.61 93.64 
Information transfer rate 42.53 49.79 
Input speed 8.19 9.60 
WITH DICTIONARY 
Accuracy 92.65 96.06 
Information transfer rate 43.55 49.26 
Input speed 8.22 9.35 
WITH ADAPTABLE STIMULUS RATE AND DICTIONARY 
Accuracy 89.16 92.53 
Information transfer rate 58.69 65.53 




Figure 5. Accuracy of character input.  




Figure 6. Information transfer rate.  
Source: The authors. 
 
 
6.2.  Experiment with visual concept based interface 
 
The experiment with the visual concept-based interface 
was performed under the same conditions as the experiment 
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Figure 7. Input speed.  
Source: The authors. 
 
 
paragraph of text (196 symbols) that was based on daily 
conversation topics. This paragraph contained simple 
formulations of basic user needs (see an example of message 
in Fig. 8). The experiment was performed with 2 subjects 
(both male, aged between 24-28 years). The duration of the 
experiment was measured, and the input speed is presented 
in Fig. 9. 
Two metrics of input speed are presented in Fig. 10: concept 
input speed (number of valid concepts entered in a time unit) 
and input speed of letters in a textual language, which require 
to be entered in a time unit in order to convey the same 
message. The results show that using the visual concept-
based interface can increase input speed to 26.03 sym/min 
(equivalent to 4.31 concepts/min) in comparison to 11.35 
sym/min (see Table 2) using the EMG speller’s traditional 
text-based interface.  
 
Figure 8. Example of a message entered using the visual language.  




Figure 9. Input speed of concept-based speller.  
Source: The authors. 
7.  Evaluation and conclusion 
 
We have described the development of the EMG speller 
application for an Assisted Living Environment based on a 
three-layered model of a Physiological Computing system 
based on the “operational modes” of Mann’s Humanistic 
Intelligence Framework. This system is controlled by 
voluntary muscular movements, particularly the orbicular 
ones (i.e., eye blinking), which are translated into text input 
commands.  
The developed speller application is adaptive (input speed 
can be adapted dynamically in response to the user’s state) 
and intelligence (it uses word complete and word frequency 
features). The application can aid people with reduced 
mobility by increasing their autonomy in their home 
environment. 
Two types of interfaces were developed and evaluated: 
the traditional letter matrix-based interface and the novel 
visual concept-based interface. The speller’s letter-matrix 
interface has been evaluated using accuracy, bit rate and 
input speed metrics. The empirical results obtained are within 
range of results also obtained by other authors. The visual 
concept-based interface was evaluated using concept input 
speed and compared with equivalent text input speed. The 
results show an improvement in input speed by a factor of 2.3 
in comparison to the best results achieved using a letter 
matrix based interface with a dictionary and adaptable input 
speed, which could be explained by the conciseness of the 
visual language (both in terms of the size of dictionary and 
the length of visual “words”) as well as by a reduced user 
effort required to communicate a message.  
The advantages of using a visual language rather than a 
textual (alphabet-based) one are as follows: visual 
representation is easier to understand and communicate, 
common visual signs (such as computer icons) are 
universally known and understood, there is no need to 
implement multiple languages as the signs of a visual 
language are understandable for all users, there are fewer 
grammar constraints, there is immediate visual feedback, a 
smaller effort due to economy of concepts is required for 
communication, input speed is increased as the user has to 
select only one visual symbol (icon) instead of having to 
enter many the different letters in a word.  
The disadvantages of the visual language are: ambiguity 
in interpreting sentences consisting of visual symbols and 
limited expression capabilities.  
We plan to address these problems in future the by 
extending the dictionary of visual symbols as well as by 
integrating an automatic translation plugin for conversion 
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