The data from a wide range of single molecule experiments , i.e. the passage of ions and biopolymers through individual channels (3) (4) (5) , activity and conformational changes of biopolymers (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) , diffusion of molecules (16) (17) (18) (19) , and blinking of nano-crystals (20) (21) (22) (23) , is inevitably turned into a trajectory of on and off periods (waiting times), FIG 1A. A frequently used assumption describes the mechanism of the observed process by a multi-substate on-off Markovian kinetic scheme (KS) (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) , Fig. 1B . (This is a fairly unrestrictive assumption because, in many cases, adding substates to the KS is equivalent for describing the process by coupled stochastic (sub-) processes; see also Refs. 37-50). The KS describes a discrete conformational energy landscape of a biomolecule, chemical kinetics with (or without) conformational, or environmental, changes, stands for quantum states, etc.
The underlying stochastic dynamics of the process in the multi-substate on-off KS is thus encoded in the two-state trajectory (the stochastic signal changes value only when transitions between substates of different states in the KS take place). The aim of such sophisticated single molecule experiments is to learn about the underlying KS to an extent that is unattainable from bulk measurements due to averaging. However, determining the KS from the two-state trajectory is difficult since the number of the substates in each of the states, x L (x = on, off), is usually large, and the connectivity among the substates is generally complex. A widely used approach for deducing the KS relies on the construction of waiting time probability density functions (WTPDFs): the WT-PDF of state x (= on, off), ) (t x φ , and the joint PDFs of two successive waiting times, x event followed by y event, ) , 51. Then, a search for a KS that leads to the fitted PDFs is performed. Alternatively, a maximum likelihood method can be applied (24) (25) , which demands first assuming a KS's topology. Although these techniques are frequently used, looking for a possible KS that reproduces the data is an exhaustive task. Moreover, there are KSs with the same ) (t MIR and BKU forms are useful in handling reversible connection, non-symmetric (i.e. the spectrums of the ) (t x φ s is non-degenerate), underlying KSs, and are not so efficient in discriminating between KSs. In practice, MIR and BKU forms are found from the data using fitting procedures. Here, we introduce new canonical forms, called reduced dimensions (RD) forms, which can handle any KS, i.e. a KS with irreversible connections and/or symmetry. Relationships between the data, the KS's on-off connectivity and the RD form's topology are established. These relationships are used in mapping a KS into a RD form. A simple procedure for finding the RD form from the data is given, where the topology and other details of the RD form are determined without the need of fitting, which significantly shortens the search time in the kinetic scheme space. The suggested canonical forms constitute a powerful tool in discriminating among KSs. Based on our approach, the upper bound on the information content in two-state trajectories is set.
METHODS

Explicit on-off connectivity representation of the WT-PDFs
Our approach is based on expressing the WT-PDFs in an explicit on-off connectivity representation (for any KS). As usual, the on-off process is separated into two irreversible processes that occur sequentially (24) (25) (26) (27) (28) (29) (30) (31) (32) (33) (34) (35) (36) . For example, ) , 
This leads to the equality, (Further discussion and a generalization of this relationship are given in SI.C). Using matrix notation, microscopic reversibility means,
The RD form
Examples and the utility of RD forms
, where T stands for the transpose of a matrix).
The division of KSs into equivalence groups (RD forms) is useful also when, on top of the information extracted from the 'original' two-state trajectory, additional information about the observed process is available. [Additional information can be inferred, under some physical assumptions, by analyzing different kind of measurements, e.g. the crystal structure of the biopolymer, or by analyzing two-state trajectories while varying some parameters, e.g. the substrate concentration (13) (14) (15) ].
Suppose that the connectivity of the underlying KS is unchanged by the manipulation.
Then, the additional information can be used to resolve KSs that correspond to the RD form found from the statistical analysis of the 'original' two-state trajectory, whereas any KS with a different RD form is irrelevant. Alternatively, when manipulating the system leads to a change in the connectivity of the underlying KS, or even to the addition or removal of substates, the RD forms obtained from the different data sets are distinct. Either of these possibilities is identifiable using RD forms and the corresponding KSs; in the first case an adequate parameter tuning relates the RD forms obtained from the various sources, whereas in the second case the RD forms cannot be related by a parameter tuning. 
Additional relationships between the data, the RD form, and the KS
Concluding remarks
The main effort in this paper is to utilize the information content in an ideal (noiseless, infinitely long) two-state trajectory for an efficient elucidation of a unique mechanism that can generate it. Accordingly, the KS space is partitioned into canonical forms that are (usually) not Markovian, where a canonical form is determined by the ranks of the ) , 
and, 
, obey the reversible master equation: 
The second equality in Eq. (B4) follows from a similarity transformation X K X λ 
and,
) (t f x y n n can be further rewritten as,
and similarly for ( ) ( Fig. D1A with x=off) . Based on the clustering procedure, there are N y substates in each of the states in the RD form, and as many as (2) We turn now to treat cases for which some of the terms in Eq. (1) are proportional.
We consider only KSs with reversible on-off connections, but the same ideas can be applied for KSs with irreversible on-off connections. 
and, ( ) 
where we associate 
on -6 on
This result can be generalized to the case of J groups in the underlying KS that are connected in the way defined above for the case of a single pair of groups. The generalized result reads,
These expressions imply that x M and y Ñ on Eq. (2) are related to the KS's topology by,
D
In this section, a discussion about the rank of an underlying KS is given, using the master equation formalism. This will be shown to emphasize the advantageous of the formalism of the main text. Following Fredkin and Rice (1), we introduce the singular value
where
, and 
The last three factors on the third line of Eq. (D2) are, 
Now, dealing with data means that the time is discrete, namely, ) , gives explicit meaning to the factors that are contained in ) , 
E
In this section, we suggest a method to perform a simulation of a random walk in a RD form, and discuss ways to build the RD form from the data. Complementary to the general results given in the main text, a particular emphasis is put on the technical details for restoring the RD form from data, where also given is a treatment for finite trajectories.
To generate a two-state trajectory from a random walk in a RD form, a modified ) generated from the RD form shown in Fig. 3D (main text), corresponding to the underlying KS shown in Fig. 1B (main text) . The above algorithm was used to generate the data. All the transition rates in the underlying KS are set to be the same, (Fig. E3A) . As implied by the large ratio of the two singular values, the contribution from the large singular value contains most of the signal (Fig. E3C) . The two-dimensional function from the small singular value is not positive always (Fig. E3B) , which immediately means that it is not a PDF.
The fact that the function from the second singular value in this example is not positive everywhere implies that the decomposition of a matrix ) , 
FIG E3
The two dimensional histogram ) , 
and, for the specific example discussed above. The utility of these rank-one histograms is by supplying additional information for extracting the ) ( *'* t ϕ s (for example, the second factor in each of the Eqs. (E1)-(E2) is normalized to one, so integrating over t 2 gives exactly the first factor).
The numerical result that shows that the contribution from the large singular value contains most of the signal corresponds to the limit of an infinitely long trajectory. Thus, Indeed, SVD is frequently used to filter noise by throwing away the components from the singular values that are smaller than a user-defined cut-off. Here, we wish to determine the number of nonzero singular values that would appear in the matrix obtained from an infinitely long trajectory by analyzing the matrix obtained from a finite trajectory, so any cut-off should be carefully defined. We suggest a simple manipulation that can be used to define a cut-off, but note that in ambiguous cases a Bayesian Information Criteria, according to which the optimum complexity of a model given data can be determined, should be applied for constructing the RD form's topology from the finite trajectory. The simplest way to smooth a PDF obtained from data is to plot it with a larger bin size. This doesn't change the rank of the original matrix, as long as the smaller dimension of the obtained matrix is not smaller than the rank of the original matrix. Figure E5A shows ) , 
