Abstract. We prove some new results related to Tanaka's formula.
indicate the countably additive set function induced by X, X on F ⊗ B(R + ) and defined as (1) m X (H) = P 1 H d X, X H ∈ F ⊗ B(R + ).
Eventually, T will be the family of stopping times τ satisfying P (τ < ∞) = 1 and X τ the process X stopped at τ ∈ T . A family {T (n, k) : n, k ∈ N} in T such that T (0, k) = 0, T (n−1, k) < T (n, k)
on {T (n, k) > 0} and P (sup n T (n, k) < ∞) = 1 for all k ∈ N and lim k sup n [T (n, k)∧t−T (n−1, k)∧ t] = 0 for all t ∈ R + is a Riemann sequence. P 0 will be the collection of predictable rectangles and P and σP the ring and σ ring generated by P 0 , respectively.
We write the expected value of a measurable quantity f somehow unconventionally, as P (f ). We denote with the symbols F(A) and B(A) the class of real valued functions on some set A and the subset of all bounded functions, respectively.
Main representation
Our starting point is the class H 0 X of X-summable functions, i.e. those h ∈ F(Ω × R × R) such that: (i ) h(ω, x, x) = 0 for all (ω, x) ∈ Ω × R and (ii ) for all τ ∈ T the limit (2) I X (h) τ = lim
exists in probability and is independent of the intervening Riemann sequence T (n, k) k∈N . In general, when treating h ∈ H 0 X we will omit reference to Ω but it is important to notice that h ∈ H 0 X and b ∈ F(Ω) imply hb ∈ H 0 X with I X (hb) = I X (h)b. When h ∈ H 0 X we define (3) T (h) = τ ∈ T : I X (h) τ ∈ L 1 (P ) and construct the families P 0 (h) and P(h) similarly to P 0 and P with T (h) in place of T . It is useful to remark that T (h) is a lattice and P 0 (h) a lattice of sets.
In general, for each h ∈ H 0 X , the quantity I X (h) describes a (not necessarily adapted) process starting at I X (h) 0 = 0 and describing the increments of h along X. Heuristically, it is tempting to interpret I X (h) as a sort of generalized stochastic integral with respect to X. Easy examples of the sums in
In the former case, we simply get
− dX when g is locally bounded and measurable.
In order to introduce doubly indexed processes, we let
Setting conventionally 0/0 = 0, we define the positive, linear map T X :
In order to have a nicer mathematical structure than H 0 X we define
. . , I, I ∈ N and the generated ideal
Notice that V X ⊂ L X because of the way we defined H X . In the applications, proving the inclusion h ∈ H X will be a major step.
and such that the following representation holds:
In (10), T P X (h) is a predictable process associated with h ∈ H X and such that
Proof. Of course, if [X, X] ∞ = 0 a.s. then I X (h) = T X (h) = 0 and (10) becomes trivial. We shall therefore assume throughout that
The decomposition property
extends to P (I X (h) τ ) so that the following writing
implicitlydefines a strongly addditive set function on the lattice P 0 (h) which may be extended to an additive set function to P(h), [1, theorem 3.1.6], by letting 
Fix I ∈ N and for i = 1, . . . , I let h i ∈ H X and σ i , τ i ∈ T (h i ). We claim that
In fact, assume that
) ≤ −3a < 0. According to (2) , along any Riemann sequence τ n,k k∈N and for all k sufficiently large, the inequality
obtains with positive probability. Choosing the Riemann sequence so as to include all times σ i and
Taking limits in probability as k → ∞, the following inequality must hold with positive probability:
which proves our preceding claim.
Then, using (14), we conclude that writing
implicitly defines a positive linear functional on the vector space
LetL X be the induced ideal, so that V X ⊂Ṽ X and L X ⊂L X .
Given thatṼ X is an ordered vector space containing the constants and that, in the terminology introduced in [2] , F is conglomerative with respect to the identity onṼ X , we conclude from [2, theorem 1] that there exist: (i ) a positive, additive set function µ defined on all subsets ofΩ,
Clearly, (21) implies (9a); likewise
Let λ be the P marginal of µ. Then,
Thereforeλ = m X |σP is the unique, countably additive extension of λ to the generated σ ring.
More generally, fix g ∈ L X , g ≥ 0 and define
Choosing ε > 0 arbitrary and k large enough so that (g ∧ k)dµ ≥ gdµ − ε, we conclude
i.e. λ g ≪ λ. Then alsoλ g ≪λ, withλ g the countably extension of λ g to σP, and we can thus define (g) P ∈ L 1 (λ) to be the corresponding Radon Nikodym derivative. (9b) follows from (23) and uniqueness of the Radon Nikodym derivative.
If h ∈ H X , let τ h n n∈N be an increasing sequence in T (h) such that
and define
If τ ∈ T (h) and B ∈ σP we deduce (11) from
We obtain (10) by combining (22) with (26).
In the general case [X, X] is integrable only along some localizing sequence σ j j∈N . We can then establish the existence of a mapping, T P X (h; j) which satisfies (10) in restriction to the interval ]]σ j−1 , σ j ]]. But then it is enough to define
It is a novel feature of our approach to work with a doubly indexed stochastic process, such as T X (h), and under rather weak measurability conditions. These unusual aspects are easily approached via the finitely additive integral representation adopted which has however the drawback that the operator T P X (h), despite a superficial resemblance with the classical predictable projection, lacks in fact some desirable properties such as monotone continuity. Moreover the representation (10) contains the term ψ which is difficult to treat explicitly and that we set out to dispose of in the next results.
Theorem 2. Let h ∈ H X admit a sequence σ n n∈N in T which increases to ∞ a.s. and such that (27) lim
Then,
In addition, if I X (h) is adapted and locally integrable it is then of locally integrable variation, with predictable compensator T P X (h)d X, X . In this special case,
Proof. We first prove the claim in the case in which X is locally bounded. Asssume then, with no loss of generality, that σ n ∈ T (h 0 ). Let A n,k k∈N be an increasing sequence in F with A n,k ⊂ {sup s<t≤σn |T X (h)| ≤ k} and lim k P (A c n,k ) = 0. According to (22), if τ ∈ T (h)
In addition, we deduce from (30) the inequality
and from this in turn
Fix σ, τ ∈ T and let b ∈ B(F ) be such that 
is a uniformly integrable martingale for each τ ∈ T . We can then write
with M a pure jump martingale. Thus, s≤t ∆I X (h) s = M t + s≤t T P X (h) s ∆X 2 s from which (29) readily follows. This proves the claim for the case in which X is locally bounded.
Returning to the general case, fix a > 0 and define X a t = X t − s≤t ∆X s 1 {|∆Xs|>a} . Clearly X a satisfies (29), since locally bounded. Moreover, for each T > 0 fixed, X admits only finitely many jumps larger than a, so we can proceed by induction on the number N of such jumps. With no loss of generality we can arrange the jump times in increasing order, T 1 < T 2 < . . . < T N . In case N = 0, X = X a and the claim holds. Suppose that
the last equality being obtained by passing to the limit. On the other hand, let T p n = T n on {|∆X Tn | < p} or else T 
The claim follows upon noting that T p n ↓ T n , a.s..
A one sided version of the condition (27) is also quite useful in applications.
Theorem 3. Let h ∈ H X be such that I X (h) is adapted and locally integrable and that there exists a sequence σ n n∈N in T which increases to ∞ a.s. and satisfies
Then, I X (h) is a submartingale of locally integrable variation and admits a continuous process C h of locally integrable variation such that
Proof. The proof is essentially the same as that of Theorem 4, so we only sketch the salient points. Restricting attention to a sequence A n,k k∈N of F measurable subsets of {sup s<t≤σn T X (h) ≥ −k} of arbitrary large probability, we conclude from
The proof that I X (h) is of locally integrable variation follows from the inequality
We conclude that I X (h) − T P X (h)d X, X is a submartingale of locally integrable variation so its martingale part is just a compensated sum of jumps. We write it as M + A, with A an increasing, predictable process. Looking at its jumps we find that
This proves the claim upon defining
with A c the continuous part of A. It is clear that if T X (h) ≥ 0 then C h is increasing.
Applications
In this section we specialize our preceding results, proving an extension ofÎto's and Tanaka's formulas. Our proof is clearly inspired by [5] . The typical element h ∈ H X will be of the form h = f * g with
Incidentally we note that f * g ≥ 0 if and only if f is convex and D − f ≤ g ≤ D + f while |f * g| ≤f * ĝ for some pairf ,ĝ ∈ F(R) if and only if f is the difference of two convex functions, g admits right and left limits and
This remark together with Theorem 3 deliver an immediate proof of the original claim of Tanaka.
In fact, when f is convex and
where C f is continuous, increasing and
Example 1. Let g ∈ F(R) be Lipschitz of rank 2K and f one of its primitives. Then,
Theorem 4. Let g ∈ C (R) be locally Lipschitz and f its primitive. Then,
where the sum
Proof.
Assume initially that X is bounded and that [X, X] τ and τ 0 (g • X) − dX are integrable for each τ ∈ T , i.e. T (h 0 ) = T . Given compactness we can further assume that g is Lipschitz. Then, as we saw in Example 1, T X (h) is bounded and we obtain (39) from (29). The extension to the case in which X is just locally bounded is immediate.
As in the proof of Theorem 2, the extension from the case of a locally bounded semimartingale to that of a general semimartingale is done by noting first that for fixed a > 0 the process X a t = X t − s≤t ∆X s 1 {|∆Xs|>a} satisfies the claim and then showing inductively that (39) is preserved when introducing a single, unbounded jump of which X has only a limited number on each bounded interval.
The following is a further extension in which, however, we cannot establish a precise extension formula.
Proof. Assume again that X is bounded and let g be the derivative of f . Locally Lipschitz functions on a compact set K form a collection which contains the constants, is closed with respect to multiplication and separates points. There is then a sequence g n n∈N of locally Lipschitz functions which converges uniformly to g. Let f n (x) = f (a) + x a g n (t)dt for some a ∈ K. Then, f n converges to f uniformly. By Theorem 4, f n and g n satisfy (39), so that, taking limits in probability as n → ∞, we conclude that
where V n = T P X (f n * g n )d X c , X c + s {∆(f n •X) s −(g n •X) s− ∆X s } and converges in probability uniformly over compact sets to some limit V , since the other terms do. Then necessarily necessarily V is a semimartingale and so is f • X. Proof. Write f = f c + f d with f c a primitive of g c and f d of g d . Given that g d is of finite variation, it splits into the difference of two increasing functions. Thus f d splits into the difference of two convex functions to which (29) applies as a consequence of Tanaka's theorem. We obtain the same conclusion for f c as this is an element of C 1 (R), by Theorem 4.
