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Abstract 
 
Aged people who live independently require continuous monitoring of their health and activities of daily 
living in order to be supported by different health services and maintain their health status. This need can be 
addressed in the home setting, by providing a “health smart home” living environment for them. Using a 
health smart home approach has many advantages, such as, reducing the cost of health services by minimizing 
visits to hospitals, improving the quality of life for aged people recovering from illness at home instead of 
hospital, providing a secure and safe place for aged people who live independently, and routinely monitoring 
health status and daily activities to assist in improving health life of aged people. To provide such solution, it 
is required to classify the activities of daily living by using an activity recognition system.  
.  
The development of sensing technologies that are cheap in price and provide an appropriate level of accuracy 
has opened the door for a wide range of research in the field of human activity recognition, including health 
applications. Different types of sensing technologies, modelling approaches and computational methods have 
been proposed for use in activity recognition systems, some of which are very complex. However, no one 
system solution has been widely accepted as optimal, providing scope for more investigations and 
improvements in this very rapidly growing area.  
 
The aim of this thesis is to develop a rule-based system to classify the activities of daily living in different 
hierarchical levels by using a cheap and sufficiently accurate ultrasonic location system (Hexamite19). 
Moreover, using a simple classification method based on initial application of activity distinguishing rules and 
then improving these results using finite state machine methods that can provide a high level of accuracy 
similar or better to previous research. In addition, a comparison of the system performance with existing 
classification methods is desirable, and in this case a decision-tree method (implemented in Sipina software) 
was used. 
 
To achieve the aims of the thesis, a systematic approach was followed, that included defining the research 
questions, setting up the experimental facility, selecting wearable sensor technology, collection of data on 
typical daily activities, development of methods for pre-processing of data followed by windowing, feature 
extracting, classification and finally the analysis of the rule-based system performance and accuracy. 
 
The rule-based system deployed three classification methods (range-based method, backward range-based 
method and symmetric range-based method). Range-based method deploys only rules, where backward range-
based method and symmetric range-based method deploy rules and finite state machine extensions. The 
 
 
 
 
difference between backward range-based method and symmetric range-based method is the improvement of 
classification for undefined activity. 
 
System testing accuracy was used to assess the accuracy values of the different hierarchical levels. The rule-
based system performance and accuracy was improved by using the finite state machine and the best method 
was symmetric range-based method for all hierarchical levels, except for the second hierarchical level where 
the accuracy of the three classification methods was equal. Moreover, it was found that the accuracy range of 
rule-based system was 83.4%-100%. By comparing the accuracy range of rule-based system with previous 
research and decision-tree method of Sipina software, it was found that the performance and accuracy of rule-
based system were comparable with previous research and better in some cases. By using the decision-tree 
method of Sipina software, the accuracy range was 74.4%-99.3%. By comparing the accuracy range of rule-
based system and decision-tree method of Sipina software, it is obvious that the rule-based system 
performance and accuracy was better, except for the activities sleep, walk straight and walk curvy.  
 
In conclusion, based on the analysis it was found that the rule-based system succeeded in classifying the 
activities of daily living into hierarchical levels; the finite state machine improved the accuracy of the rule-
based system and the rule-based system accuracy was comparable with previous research and better than the 
decision-tree method of Sipina software (for all activities except for sleep, walk straight and walk curvy). It is 
therefore claimed that the deployed rule-based system has fulfilled the objectives of providing a robust and 
computationally inexpensive solution for common home-based activity recognition.   
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1 
 
Chapter 1: Introduction 
There has been an increase in human population and demand for better health services, so it is required to find 
solutions that can provide better and low cost of health services for people of different ages. In general, aged 
people require more attention than other people due to their health status and conditions. Aged people have 
been the target for researchers in different endeavours, such as, improving health status by preventing causes 
of illness, assisting in recovery from illness, encouraging a healthy lifestyle for aged people and monitoring 
activities of daily living of aged people living independently. These and other areas of healthcare can all be 
addressed in the home setting, by providing a “health smart home” to meet aged people needs. Using a health 
smart home approach has many advantages, such as, reducing the cost of health services by minimizing visits 
to hospitals, improving the quality of life for aged people recovering from illness at home instead of hospital, 
providing a secure and safe place for aged people who live independently, and routinely monitoring health 
status and daily activities to assist in improving the health life of aged people. 
Monitoring activities of daily living of aged people living independently is the main area of interest of this 
research. Monitoring activities of daily living requires building a system that can detect and recognize human 
activities. The process of detection, recognition and classification of activities by identifying the behaviour of 
people and characteristics of their living environment from a set of measurements is called human activity 
recognition. Human activity recognition has emerged as an active area of research over the past few years. It is 
a multidisciplinary research area which has relations with different areas such as, machine learning, statistics, 
data mining, pervasive computing, human computer- interaction, psychology and sociology. Human activity 
recognition can be used to support many applications, such as, surveillance, fraud detection, medical 
diagnosis, rehabilitation and recovery, assisting aged people at home, fall detection and prevention. 
Human activity recognition deals with two types of activities: indoor activities and outdoor activities. Indoor 
activities are activities that conducted within an enclosed specified area, such as, a home, while outdoor 
activities can be performed outside or in public places, which are essentially unbounded. Classification of 
indoor activities of daily living is the focus of this research. To apply activity recognition, two sets of data 
including seven scenarios were required to be collected. Different types of sensing technologies could be used 
to sense and collect this data, such as, ambient sensors, wearable sensors, vision-based sensors or a 
combination of them. Wearable sensors are the further focus interest of this research project. Location systems 
provide one type of data useful for human activity recognition systems. Different types of location systems are 
available, such as, ultrasonic systems, inertial navigation systems, infrared location systems and RSSI location 
system. There are many differences in the characteristics of location systems which require more investigation 
to select the best location system that suits the aim of any research. 
 
 
2 
 
1.1 Motivation 
Humans are capable of understanding and interpreting their activities that are conducted on daily basis, based 
on previous experience. It seems simple but when it comes to automatic recognition using machines, human 
activity recognition becomes very complicated because it requires complicated tasks of sensing the state of the 
environment and subjects within the environment, requiring learning and inference of knowledge. So, it is 
challenging to find ways to enable automatic activity recognition by machines to provide results similar to the 
way that humans recognize different activities. 
Activities of daily living include static and dynamic activities. Static activities are those where the human is 
stationary at a macro level, such as, stand, sit, sleep and fall, whereas dynamic activities are those where the 
human are in continuous motion, such as, walk, stand-to-sit and stand-to-fall. Previous research has used 
different types of sensing technology for activities of daily living recognition. Most of previous research has 
used inertial navigation systems, such as, accelerometers for activities of daily living recognition. The results 
in some of this research was promising, and could achieve a high accuracy in some tests, but they do not 
provide evidence that the same results can be obtained in real world conditions because they typically rely  on 
data collected from subjects under tightly controlled laboratory conditions (Mathie et al. 2002) (Bao and Intille 
2004). 
It is important to select the proper sensing technology for a human activity recognition system, because the 
accuracy of data depends on this directly. Also, some sensing technologies require more complicated data 
processing, for example, using the accelerometer within activity recognition systems requires pre-processing 
of data to remove noise and extract features in the signals before classifying the data into classes of activities. 
The deployed pre-processing with accelerometer data requires filtering of the data and the filtering techniques 
are difficult to apply and use in general. Moreover, it can be noticed that the accelerometer is very popular in 
human activity recognition, even though there are other sensing technologies that offer potentially better 
performance and accuracy. This thesis investigates the use of ultrasonic location systems and the performance 
they can achieve in human activity recognition with real world scenarios. Currently, there are different and 
new technologies of sensors and location systems that can provide fine grain information (such as, 
Hexamite19), that do not require processing or filtration, unlike accelerometer data. Using such systems can 
save time for researchers to focus more on improving their system model and applications. 
Many research projects of human activity recognition exist, but unfortunately not implemented or adopted in 
healthcare due to the system characteristics, such as, high cost of the system, the system range, real-time data 
and data rate. After investigating different types of locations systems, it was found that the cost of the 
Hexamite19 system is low compared to other location systems. Moreover, the system range is suitable for 
indoor location applications and it provides a continuous data for real-time applications. Also, the data rate is 
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enough for conducting indoor applications and the accuracy of the data is very high.  More details are provided 
in the next chapter (see 2.2.3.2 location systems) 
Different modelling approaches and computational techniques can be used for constructing human activity 
recognition systems. Selecting the appropriate modelling approach consistent with other design choices helps 
in the success of a human activity recognition system. This is considered as a complicated problem every 
system designer faces while designing the system. The selection of approach depends on the aims of the 
research, the nature of the collected data and system performance criteria such as simplicity and robustness. 
More complicated solutions might cause less accuracy under certain conditions and the system will then be 
prone to different types of errors. This research considers the use of a hierarchical modelling approach and 
incorporates the use of a finite-state machine within a rule-based system. Hierarchical approaches have been 
used in previous research for a specific number of activities of daily living and they have often provided high 
accuracy. However, there is no evidence on how previous research designs will respond if a new type of 
activity is introduced and the system is required to detect and recognize the new activity i.e. design 
adaptability. Moreover, there is limited research that has deployed or investigated the use of finite-state 
machines and rule-based systems in human activity recognition. Moreover, the deployed rules within the 
previous research did not consider the environmental conditions. For example, if an experiment is conducted 
to recognize a specific activity, then the results might be affected by using different furniture. So, it is 
necessary to consider flexibility to cater for variations. This thesis describes the development of a robust and 
simple method to classify activities of daily living based on the use of rules and finite state machine methods. 
As the number of aged people is increasing because of the healthier lifestyle and better healthcare which 
makes people live longer, the cost of providing health services is increasing too. Where the healthcare 
professionals have to travel to visit aged people at their own places, or if aged people have to travel to 
hospitals for health services, then more staff will be required to assist. It can be seen that in such scenarios, 
health services costs are increasing, also wasting of time for travelling and more health risks exist for aged 
people living independently. Thus, there is a need to provide an objective and reliable system that helps aged 
people to monitor, analyse and manage their current lifestyle, which often involves increase of physical 
activity and providing motivation to adopt a healthier lifestyle for aged people who live independently. The 
next chapter will explain all the relevant material that will provide information about the previous research 
gaps and problems. 
1.2 Scope of the thesis 
There is a broad range of activities conducted by humans frequently, on a daily basis. Some of these activities 
are performed either outdoor or indoor and others may be performed in both settings. Moreover, activities of 
daily living can be simple basic activities, such as, sit, stand and walk, or complex activities, such as, 
preparing a meal. Complex activities are beyond the scope of this research and only simple basic activities of 
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daily living are intended to be recognised by the proposed system. This research aims to recognise some 
indoor common activities of daily living as in Table 1.1. In this research an ultrasonic wearable device 
(Heaxamite19) is used to collect two sets of data for the proposed scenarios of three subjects. Then a rule-
based system is designed based on a hierarchical approach to classify the activities of daily living into different 
hierarchical levels. Within the rule-based system, three classification methods are used. The first method only 
uses rules to classify the activities whereas the other two methods use rules in conjunction with finite-state 
machines to classify the activities of daily living. Finally, evaluating the performance and accuracy of the rule-
based system is undertaken by, comparing the three classification methods with previous research and the 
performance and accuracy of a decision-tree method of Sipina software. 
Type Activity 
Static Stand 
Sit 
Sleep 
Fall 
Dynamic, Transition Stand-to-sit 
Sit-to-stand 
Sit-to-sleep 
Sleep-to-sit 
Stand-to-fall 
Dynamic, Non-transition Walk straight 
Walk curvy 
Table 1.1: The selected indoor activities 
1.3 Research questions and investigations 
Although several studies have been conducted in classification activities of daily living, there are very limited 
works using ultrasonic location systems and most of the previous research used inertial navigation systems 
(accelerometer). Moreover, there are very limited studies that combine the use of rules and finite-state machine 
within rule-based systems. Also, most of the previous research deployed complex methods and approaches 
that are very hard to comprehend or to use. Moreover, most of the previous research provided solutions for 
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specific activities, so if new activity is introduced, then their solution might not work or additional processing 
effort might be required. This is unlike using rule-based system, which only requires adding simple rules 
without affecting the rules of other activities when a new activity is introduced. This research will overcome 
some of the limitations of the previous research, by designing a rule-based system that deploys simple and new 
classification methods based on rules and finite-state machine methods. Research questions are: 
1. Can a rule-based system using location based properties be used to accurately represent common basic 
activities of daily living? 
2. Does the deployment of finite-state machine methods within such a rule-based system improve the 
performance and accuracy of the rule-based system? 
3. Is a rule-based system performance comparable with the closest commonly used decision-tree method 
of Sipina software? 
The following investigations are applied to answer the thesis research questions: 
1. Understanding of how the ultrasonic location system data can be processed and prepared for the rule-
based system. 
2. Specifying the activities of daily living that will be classified. 
3. Constructing the scenarios that will be conducted by three subjects.   
4. Applying calibration of the environment including subjects and furniture. 
5. Incorporate signal processing techniques, such as, windowing, signal composition, features extraction 
and selection. 
6. Constructing the rules that will be used to develop the three classification methods (range-based 
method, backward range-based method and symmetric range-based method). 
7. Applying the three classification methods on the two sets of data after aggregating the two sets of data 
into one set of data and calculating the accuracy. 
8. Applying decision-tree method of Sipina software on the aggregated data and calculating the accuracy. 
9. Evaluating and comparing the accuracy of the rule-based system after adding the finite-state machine 
(comparing the accuracy of the three classification method). 
10. Evaluating the performance and accuracy of the rule-based system with previous research. 
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11. Comparing the accuracy of the three classification methods with the accuracy of the decision-tree 
method that is used within Sipina software.  
1.4 Structure of the thesis 
Overall this thesis is structured as follow: 
Chapter 1: Introduction- this chapter introduces the motivation, discussion of the problem, research questions, 
suggestions and scope of the thesis. 
Chapter 2: Literature Review- presents the literature review including previous research and achievements in 
smart homes, location systems and activity recognition including activity of daily living. 
Chapter 3: Background-describes the deployed rule-based system, classification mechanism and validation of 
rule-based system design. 
Chapter 4: Methodology- describes the process of designing the rule-based system. 
Chapter 5: Results, Analysis and Discussion- it provides a study that explains how the rule-based system 
classifies the activities of different hierarchical levels using the range-based method, backward range-based 
method and symmetric range-based method. It reports the results of applying the three classification methods, 
the evaluation and analysis of system testing accuracy and the decision-tree method of Sipina software. 
Finally, the discussion of the key findings and the analysis results, the successes and failures and the required 
improvements. 
Chapter 6: Conclusion- presents the thesis conclusion and future work. 
1.5 Chapter summary 
In summary, aged people who live independently need a solution that can monitor their activities of daily 
living to ensure their safety, improve their health lifestyle, and reduce the cost of health services and time. To 
fulfil these requirements, an activity recognition system must be developed. The selected activity recognition 
system is a rule-based system which classifies the activities into hierarchical levels using three classification 
methods based on rules and finite state machine. Three thesis research questions were formed based on the 
previous research gaps and investigations were provided to answer the questions.  
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Chapter 2: Literature review 
This chapter provides the background information that was used to inform the research undertaken to 
investigate the rule-based system, developed in this thesis. It was considered helpful to gain an understanding 
initially of the progress in this field which has been achieved within a smart home environment, including 
successes and failures in previous research. Moreover, it was necessary to review information about sensing 
technologies including location systems and activity recognition or classification. This chapter is divided into 
three main sections: smart home, location technology and monitoring, and classification of activities of daily 
living (ADLs). 
2.1 Smart home 
The term smart home refers to a residence equipped with technology that is able to acquire and apply 
knowledge about the environment and its inhabitants to improve their experience in that environment (Cook 
and Das 2007). The technology is integrated into the infrastructure of the residence and does not necessarily 
require training of or operation, by the residents. Smart homes have been developed to provide solutions for 
some issues in the health sector, such as, fall detection and prevention, monitoring activities of daily living, 
sensory impairment, diminished mobility, isolation, medication management, dependency, chronic disease 
management, health care services cost (Demiris et al. 2008). Smart home technology can be particularly useful 
for elderly or disabled people who live independently. 
Different designs have been deployed for smart homes. These designs have often varied widely from each 
other, based on the technology used, such as, ambient sensors, vision-based sensors and wireless wearable 
sensors. Moreover, different decision and deduction protocols have been used in various smart home projects. 
To understand the scope of smart home technology, it is essential to understand the design aspects of a smart 
home, the technology involved within a smart home design, smart home applications and health smart home, 
and finally smart home design challenges. The following sections will cover this scope.  
2.1.1 Smart home design aspects 
Smart homes can vary in three design aspects: the topology, the transmission media and the protocols (Peine 
2008). The topology specifies how the components in smart homes are arranged. The topology of smart homes 
can be centralized or decentralized. In a centralized topology all the components are connected to the control 
unit separately while in a decentralized topology, the components and the central control unit are linked by 
peer-to-peer arrangement. The transmission media in smart homes specifies other relevant parameters, such as, 
the speed and capacity of transmission, the interference, and the feasibility of setup changes. Examples of 
transmission media are twisted pair copper lines, coaxial cables, fibre optic channels, and power lines. Finally, 
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a protocol is used to facilitate the communication between the components within a smart home, which defines 
the language that is used to make the components interoperable. 
Context-aware services are an important characteristic of smart home. According to (Lertlakkhanakul, Choi 
and Kim2008), context-aware services can be categorized into active or passive. Active context-aware services 
are those that change their content autonomously on the basis of sensor data. While passive context-aware 
services only provide the updated context to the users and allow them to specify how the application should 
work in the same way, a smart home can be classified as an active smart home or passive smart home 
depending on the services provided. Passive smart homes are those that react to occupancy commands whereas 
active smart homes require interaction from the user. Examples of active smart homes are The Aware Home 
(Kidd et al. 1999), Gator Tech Smart Home (Helal et al. 2005) and Toyota Dream House Papi (Sakamura 
2006). Usually, most active smart homes have the following characteristics which are:  
1. Building components and networked appliances communicate and operate with each other to perform 
context-aware services. 
2. Smart services are invisible and contain a series of different functions supported by different devices. 
3. Homes are capable of identifying and predicting the occupants’ actions by sensors and actuators and 
then committing actions on behalf of them by means of artificial intelligence (AI). 
The term ‘home automation’ is the main core of the smart home design. It integrates different types of devices 
into a network. The network allows the devices to organize and manage their behaviour in order to achieve 
complex tasks without human intervention. The home automation concept attempts to achieve different goals 
within the smart home design, such as, comfort, security, lifestyle and low costs. A variety of technical 
domains contribute to the design aspects of smart homes. These domains have a strong relationship with home 
automation functions (Pohl, Van Der Linden and Bockle 2005). Figure 2.1 shows the relationship between 
home automation and the domains of smart homes.  
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Figure 2.1: The relationship between home automation and smart home domains (Pohl, Van Der Linden and Bockle 2005) 
According to (Chan et al. 2008), smart homes can be classified based on the types of equipment and systems 
installed. A General organization of a smart home system should include different components, such as, 
devices, communication system, database, data processing, software, decision centre, services and users. 
Figure 2.2 shows the general organization of a smart home system. The major aims of smart homes are 
improving comfort, dealing with medical rehabilitation, monitoring mobility and physiological parameters and 
delivering therapy.  
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Figure 2.2: General organization of a smart home system (Chan et al. 2008) 
Moreover, the deployed devices within smart homes specify the type of smart home. A strong relationship 
exists between the deployed devices and the type of smart home.  The deployed devices can be classified into 
five categories which are automation and control of environment devices, assistive devices, devices for health 
monitoring, information exchange devices and leisure devices. Table 1.1 shows the types of smart homes and 
the deployed devices (Stefanov, Bien and Bang 2004). 
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Table 2.1: The types of smart home and the deployed devices (Stefanov, Bien and Bang 2004) 
2.1.2 Health smart home (HSH) 
According to (Bartolomeu, Fonseca and Vasques 2008), a smart home is a “dwelling incorporating a 
communications network that connects the key electrical appliances and services, and allows them to be 
remotely controlled, monitored or accessed”. This field emerged from the research activity in both home 
automation and home networking areas. The inclusion of assistive technologies altogether with the 
requirements of elderly and impaired users drove the assistive social-oriented application of smart home into 
the health domain, originating the concept of health smart home (HSH)(Stefanov, Bien and Bang 2004). 
The goal of telecare is to provide users with different health services from a far. Telecare has helped in the 
evolution of the health smart home concept.  Health smart home evolution has accompanied the different 
generations of telecare. Telecare can be divided into two generations of practices or applications based on 
health services. These two generations are the social practice of telesurveillance for safety purposes and the 
medical practice of remote monitoring for medical supervision purposes (Rialle et al. 2002).A social alarm 
system or safety alarm system refers to any basic device at home which can raise alarm automatically, sent via 
a phone call to a remote control centre (RCC) that can provide help and assistance. Social alarm system is 
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assumed to be the first generation of telecare systems. An example of a social alarm is the small portable alarm 
trigger in the form of a pendant press-button or a watch, which disabled and elderly people use in case of fall, 
sickness, intrusion of strangers, or other emergency situations. Social alarm systems consist of three 
components, which are means of generating a call for assistance at emergency situations, a control centre to 
handle the emergency call and carers who provide support and necessary help. 
The first generation has different benefits, such as, reducing anxiety for the users and their families, reducing 
hospital admission and promoting earlier discharge, reducing the length of staying at hospital, reducing the 
need of home care and reducing the cost of health services. On the other hand, the first generation has some 
limitations. The obtained level of security might be at the expense of the individual’s confidence and self-
esteem. Moreover, in some situations social alarm systems might fail to alert the carers. This is due to the need 
to trigger the system by the user when problems occur and the user may not be able to trigger the system 
because of different factors, such as, physical problems, unconsciousness, mental dysfunction or confusion 
caused by falling down (Sixsmith 2000). Based on these limitations, the second generation of social alarm 
systems was introduced in order to overcome some of these limitations.          
The second generation is remote monitoring or tele-monitoring of human physiological data which includes all 
intelligent home-monitoring systems (Rialle et al. 2002). This generation exploits sensors and software for 
triggering alarm by automatic detection of critical situations. This generation has been developed over several 
decades for different ranges of medical purposes, such as, medical exploration, emergency handling, elder 
care, chronic disease monitoring and management, disability, monitoring activities of daily living (ADLs), 
localization and positioning, and assisting aged people in living independently.  
Moreover, telecare can be divided into three generations of functionality and objectives. The first generation 
includes a home computer, an emergency button and a call centre to receive the messages. The second 
generation is the smart home generation which uses different types of sensors and medical devices for 
monitoring the daily activities of residents. The third generation goal is to improve the health and living 
quality of the home residents which is the health smart home (Su, Tsai and Hsu 2013). 
The health smart home provides variety of applications and services in the health sector. These applications or 
services aim to solve a problem or issue in health. Elderly people living independently is an issue in health that 
motivated researchers to provide solutions using smart home technologies in order to assist them. Several 
solutions have recently appeared to assist elderly people living alone. These solutions are based on monitoring 
the activities of daily living and raising alarms in urgent situations (Talib et al. 2009). 
Health smart homes provide different applications and services, such as, fall prevention and detection. Falls 
are the leading cause of injury and death among elderly people. In order to support an independent live at 
home, different devices have been deployed to automatically detect or prevent a fall. Most of fall detection and 
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prevention solutions are based on monitoring the mobility patterns or the activities of daily living of residents. 
In the situation of abnormality or variation in mobility patterns or activities of daily living an alarm will be 
raised to inform a health problem event. In addition to the previous examples there are many health problems 
which can be solved by monitoring the activities of daily living in smart homes, such as, chronic disease 
management, rehabilitation, and improving the health status of residents (Bitzer, Schmittendorf and Wallhoff 
2011). 
Many research projects around the world have been conducted in the areas of smart homes and health smart 
homes. Different technologies, methodologies, approaches and applications have been deployed in these 
projects. In France, The Smart Home Initiative project was created to examine the deployment of infrared 
motion sensors. These sensors were connected to a wireless network. The aim of this project is identifying 
abnormal behaviour of patients that suffer from Alzheimers disease (Chan et al. 1999). PlaceLab is a living 
laboratory in USA which is used as a tool for researchers developing context-aware and ubiquitous interaction 
technologies. It is a real home where the activities of daily living can be observed and recorded for analysis 
(Intille et al. 2005). The Aware Home was developed in USA which deploys sensors and assistive technology 
to support and enable aged people to live independently. TigerPlace was developed in USA based on the 
principle of Aging in Place. It provides different types of services to enable aged people to live in the same 
place as long as it is possible without the need of being transferred to another place when their health status 
requires more attention. It includes 31 apartments which use sensor technology to monitor and assess issues in 
mobility and cognition of aged people. Moreover, it can sense the changes in daily patterns that caused by 
abnormalities (Demiris et al. 2008). Vital-Home is a patient monitoring system which is used to monitor the 
vital signs of a patient at home after leaving the hospital. The architecture of Vital-Home system is divided 
into two different operational subsystems. The first one is for acquiring and encoding vital signs at the patient 
place. The second one collects the vital signs through a communication link and store them at the health care 
centre to be analysed and to take the required actions (Maglogiannis et al. 2006). In Europe, considerable 
attention and interest have been directed towards smart home technology to enable citizens and especially aged 
people to manage their healthcare. According to the investigation that has been conducted by (Kamel Boulos 
et al. 2009), six projects have been funded by the European Commission. These projects are CAALXY, 
ECAALXY, COGKNOW, EasyLine+, 12Home, and SHARE-it. 
2.1.3 Smart home challenges 
Smart environment technologies provide promising prospects to assist and help people with special needs. 
Context-specific and high-cost solutions have been developed which prevent them to be adopted by large 
audiences. However, developing smart environments require providing user requirements and satisfaction. 
According to (Mokhtari and Feki 2007), there are many issues and challenges that prevent meeting user 
requirements and satisfaction. Some of these challenges are: 
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 Cost-ineffectiveness: Cost is affected by the interoperability issues and limited portability. In other 
words, for providing cost-effective system there should be some solution for interoperability issues 
and portability in smart spaces. 
 Inability to cope with heterogeneous environment: Technology environments engage with 
heterogeneous devices, sensors, and appliances. The available solutions usually integrate innovative 
services but rarely integrate the heterogeneity of real-life environment. 
 Limited user adaptability: The user’s acceptance and use of a new technology is an important factor 
for gaining user requirements and satisfaction. Moreover, user adaptability is the key factor of system 
success. 
 Limited user acceptability: Each person in smart spaces may have specific needs based on the situation 
and the living environment. 
Seven smart home design challenges have been suggested by (Edwards and Grinter 2001). These challenges 
are based on technical, social and pragmatic domains. The seven challenges are: 
 Accidentally 
 Impromptu interoperability  
 No system administrator 
 Designing for domestic use 
 Social implications of aware home technology 
 Reliability 
 Inference in the presence of ambiguity  
 
Different researches and studies have explored and investigated the technical challenges and the potential 
impact on clinical outcomes, little attention has been paid to the ethical challenges of smart home applications. 
These ethical challenges are privacy, informed consent, autonomy, lack of human touch, medicalization of the 
human environment, and obtrusiveness (Demiris and Hensel 2009). 
2.2 Location technology 
There has been an increase in the use of wireless sensor networks in different applications, such as, people 
tracking and localization, asset management, etc. Different systems have been deployed for localization and 
people tracking. These systems are based either on ambient sensor networks, wearable sensor networks, or 
vision-based sensor networks. The idea of tracking and localization is to find an object’s position within the 
environment. Tracking and localization systems can be divided into indoor and outdoor systems (Zhu 2008). 
The interest in this research project is to use indoor localization technology to classify some basic indoor 
activities of daily living.   
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The type of location systems depends on their component; the deployed sensors within the location and 
tracking system, the type of protocols and standards, the type and format of the outcome data, and the 
deployed localization techniques. To understand the domain of location systems, the following sub-sections 
provide an overview of sensor networks, motion and indoor localization, and location systems. 
2.2.1 Sensor networks 
Smart homes deploy networks of devices to perform specific tasks. According to (Bourcier et al. 2006), smart 
home devices can be classified into three categories, as follows: 
 The first category concerns sensors. These devices sense the whole environment and convert their 
observations into data. They periodically collect data and store them. They can interact with other 
software entities in two different ways, which are push mode and poll mode. A temperature sensor is 
an example of this category.   
 The second category concerns controllable devices. These devices are able to perform actions on the 
environment. An example of this category is a shutter or a light.  
 The third category concerns devices that are combinations of the first and the second category. These 
devices are able to sense and perform actions. They combine the possibility of controllable and sensor 
devices. An example of this category is a heater that has a temperature sensor to turn it on or off.   
 
The first category is a major area interest for researchers. Several sensors from the first category can be 
combined to form a sensor network. A sensor network is a group of specialized transducers, such as, 
microphone, antenna, and thermometer, with a communication infrastructure distributed within an 
environment to collect data. The organization of a sensor network is similar to a distributed computing system. 
In general, networks might support different types of tasks. In contrast, sensor networks are task-specific 
(Sixsmith 2000). 
The main component of any sensor network is a sensor node. According to (Su, Tsai and Hsu 2013), a basic 
sensor node contains five main components which are a controller that is capable of processing all the relevant 
data and executing arbitrary code, a memory to store programmes and intermediate data, sensors and actuators 
which are the actual interface to the physical world and devices to observe or control physical parameters of 
the environment,  communication which is established by the use of device for sending and receiving 
information over a wireless channel or a fixed line channel, and a power supply that can be in the form of 
batteries or in the form of recharging by obtaining energy from the environment. 
Sensor networks can be classified into two categories. The first category is based on sensing modality which 
includes ambient sensors, vision based sensors, and wearable sensors, and these modalities can transmit data 
either by using wireless channels technologies or fixed line channel. The second category relies on the type of 
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the deployed sensors within the sensor node. This category is divided into active sensors, and passive sensors 
(Chan et al. 1999). 
2.2.1.1 Ambient sensor networks 
Ambient sensors are a group of sensors which are integrated invisibly into the environment, and these sensors 
have a fixed position and are not mobile (Intille et al. 2005).  These sensors can be placed on walls, furniture, 
ceiling, appliances, and floors. Figure 2.3 shows a smart home with ambient sensors. These sensors are 
capable of jointly sensing multiple physical phenomena in various surrounding. 
 
Figure 2.3: Smart home with ambient sensors (Patel et al. 2012) 
Ambient sensors are typically part of stationary wireless sensor networks. Examples of ambient sensors are 
PIR sensors, active infrared sensors, ambient sound sensors, pressure sensors and vibration sensors etc. 
Ambient sensors can provide information about the spatial location and general activities of the subject within 
the environment (Patel et al. 2005). Table 2.2 shows a description of the popular ambient sensors that have 
been used in smart homes. 
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Sensor Type Sensor Description 
Pressure sensors An unobtrusive pad placed under a mattress or chair to 
detect if the bed or chair is in use 
Pressure mat An unobtrusive pad placed under a mat to detect 
movement 
Smart tiles Footstep detection tiles, which can identify a subject 
and the 
direction in which they are walking 
Passive infrared sensors Detects movement by responding at any heat variations. 
Can be used in broad mode to detect presence in a room 
or in narrow mode to detect presence in an area. But 
there is a possibility of false alarms due to heat sources 
or wind blowing curtains 
Sound sensors Sensors used to determine activity type 
Magnetic switches Switches used in doorframes, cupboard and fridges to 
detect movement or activity type 
Active infrared sensors Sensors, consisting of an infrared emitter and receptor 
and placed in a doorway to estimate size and direction 
through doorway 
Ultrasonic system Measure gait speed and direction as subject passes 
through doorway 
Table 2.2: Ambient sensors deployed in smart home (Scanaill et al. 2006) 
Different applications exploit ambient sensors, such as, monitoring environment conditions (temperature, 
humidity), motion and movement, security, health applications (Maglogiannis 2006). Ambient sensors can 
unobtrusively monitor individuals in the smart home environment. It can monitor activity patterns, such as, 
sleeping, sitting etc. Ambient sensors are expected to make the home of the future smarter and safer for 
patients living with chronic conditions. 
Different smart home research projects have deployed ambient sensors for the purpose of monitoring objects 
and the environment. The CASAS smart home project is an example of a smart home that uses ambient 
sensors (Cook et al. 2009). The aims of this project are to recognise activities of daily living and to improve 
the comfort, safety and productivity of the residents. The CASAS smart home includes three bedrooms, one 
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kitchen, one bathroom and a living room. Motion sensors are placed all over the smart home to detect the 
resident movement. Also, digital sensors are installed to provide temperature readings. Asterisk-enabled VOIP 
is used to capture the phone usage. Contact switch sensors are placed on different items, such as, phone book, 
cooking pot, medicine container and key cooking ingredients to detect some activities of daily living.  
The weakness of ambient sensors is the uncertainty of providing and separating detailed information about the 
subject (Demiris et al. 2008). So, it is very difficult to recognize different residents from each other and to 
assign the performed activities for each resident. To overcome this weakness, wearable sensors are used 
instead of ambient sensors or a combination of ambient sensors and wearable sensors are used in other 
research project. According to (Patel et al. 2012), different smart home projects, such as, TigerPlace, 
Technology Research for Independent Living (TRIL), Oregon Centre for Aging and Technology 
(ORCATECH), Aware Home and PlaceLab are conducted to explore the use of ambient and/or wearable 
sensing technology to monitor the well-being of individuals in the home environment. 
2.2.1.2 Wearable sensor networks 
Wearable sensors are sensors which attached to objects, embedded into clothes, or carried to provide 
continuous readings and measurements (biomechanical or physiological parameters) (Bourcier et al. 2006). 
Wearable sensors have diagnostic and monitoring applications. Their capabilities include physiological, 
biochemical and motion sensing. Wearable sensors are widely used in remote monitoring systems where 
physiological and motion data are collected to allow caregivers to monitor the resident’s status. A conceptual 
representation of a remote health monitoring system using wearable sensors was introduced by (Patel et al. 
2012). It consists of wearable sensors, information gateway and caregivers. Figure 2.4 shows the concept of 
how a remote health monitoring system with wearable sensors might work. 
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Figure 2.4: The concept of remote health monitoring system using wearable sensors (Patel et al. 2012) 
Different types of wearable sensors have been developed to meet specific applications. Table 2.3 shows some 
typical wearable sensors that can be used in smart home applications (Rashidi and Mihailidis 2013). Vivo 
Metric Life shirt is an example of a shirt which has numerous embedded sensors (Coyle 2002). According to 
(Cook et al. 2009), wearable sensor systems can be classified based on data collection methods into data 
processing, data logging, and data forwarding. 
 
Table 2.3: Some wearable sensors for smart some applications (Rashidi and Mihailidis 2013) 
Data processing wearable system include processing elements, such as, PDA or microcontroller device. It 
consumes more power than other methods; however, it can provide a real-time feedback and does not need a 
large amount of data storage. An example of data processing is PERSiMON mobility monitoring system based 
on microwave technology which was developed by CSIRO (Personal information monitor-PERSiMON n.d.). 
 
 
21 
 
It is held in the pocket of an under garment vest to measure heart rate, respiration rate, movement, and 
activities.  
Data logging systems can monitor the subjects regardless of their location by acquiring data from sensors and 
logging data for offline analysis. The disadvantage of this method is the subject mobility patterns cannot be 
analysed between uploads. The BodyMedia Sense Wear is an example of telemonitoring data logging system 
which is worn on the upper hand, and it is capable of storing up to 14 days of continuous data from its dual-
axis accelerometer, galvanic skin response sensor and heat sensor (Scanaill et al. 2006). 
Data forwarding wearable systems acquire data from sensors and forward these directly to a local analysis 
station by using RF, Bluetooth, or WLAN. An example of this wearable system is an Actigraph, which can be 
worn on the wrist, waist, or foot to monitor mobility and is usually a single-axis device. The Vivago® device 
is a wrist worn device with a manual alarm button and it has inbuilt movement measurement. It consists of 
three main components: a wrist unit, base station, and Vista alarm receiving and routing software (Scanaill et 
al. 2006). 
There has been much attention for wearable sensors network applications especially in the telecare 
environment. According to (Jovanov et al. 2001), there are numerous possible applications of wireless 
wearable networks in the telecare environment. These applications might be: 
 Intelligent portable health monitors, such as, ECG and ischemia or epilepsy monitoring. Portable 
health monitors can decrease the health services cost by reducing the number of hospitalizations and 
nurse visits. 
 Intelligent control of medication delivery, dosing and compliance monitoring. 
 Breathing monitoring for polysomnography, sleeping disorders, stress monitoring, biofeedback 
techniques and circadian rhythm analysis. 
 Activity monitoring using accelerometer MEMS devices. 
 Aids and assistance for disabled people. 
 Computer-assisted rehabilitation. 
 Battlefield soldier monitoring. 
 
Some smart home projects have used wearable sensor networks in their project design. An example of a smart 
home project with wearable sensor network is Casattenta (Farella, Falavigna and Ricco 2010). It deploys 
wireless sensor network for monitoring elderly people in their homes to identify events, such as, falling, 
reaction incapacity and immobility. The wireless sensors in this project were active keys (AK) of two types. 
The first type is based on ZigBee technology and the second type TmoteSky platform. These active keys can 
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be carried in pockets, worn around the neck or placed on the belt to track guests, their activities and 
physiological parameters.    
As mentioned previously, wearable sensor networks can be deployed instead of ambient sensors because they 
can provide fine grain data about objects within the environment. To establish this fact it is required to 
investigate and find solutions for some challenges that might occur while deploying wearable sensor networks 
in applications. The challenges and issues that might occur with applications development are based on the 
user requirements and needs. So, it is necessary to analyse the user requirements and to specify the targeted 
group. For example, if wearable sensor networks are used to monitor activities of daily living of aged people, 
then the aged people requirements, needs and challenges might differ if the targeted group is replaced with 
disabled people.  According to (Lymberis 2003), some issues and challenges have to be addressed in order to 
satisfy the user requirements, which are: 
 Patient data to be entered into the wearable devices. 
 A friendly user interface: it is required to deploy an interface that provides some graphical options, 
which is easy to implement and understand. 
 Data storage: a data backup is required to store data. The length and the type of stored data should be 
recognized and decided by the developers. 
 Telecommunication:  the link between wearable sensor networks and health providers should be 
identified and selected.  
 Data fusion: algorithms and techniques should be developed to integrate data coming from different 
wearable sensors.  
 Telemedicine services: the transferred data to the health or service provider should be of good quality, 
interpretable and compatible with the patient records. 
 Legal and ethical issues: the privacy, confidentiality of the targeted groups should be assured 
especially in personal medical data. 
 User safety: the deployed wearable sensor has to be cleared of any potential risks and danger. 
 Standardization and interoperability: it is required to develop wearable sensors in a way that a 
structured communication can be established. This can be fulfilled by using protocols. 
 Validation plan: based on possible scenarios, the wearable sensor networks applications can be tested 
and validated. The outcomes of validation will have a significant impact on user acceptance. 
 Risk analysis: it deals with the security problems for each specific application. 
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2.2.1.3 Vision based sensor networks 
Vision based sensors are sensors which obtain data in visual image format from the environment. These 
sensors enforce a particular spatial and temporal sampling on the objects they observe. In addition, these 
sensors are used for specific procedure, unlike, smart cameras. The picture resolution is often not too high. The 
components of vision-based sensors usually include camera, lens, processor, communication, software, and 
sometimes lighting. Vision based sensors are widely used in vision-based technologies, such as, Pfinder 
(person finder) (Wren et al. 1997). Different applications can be achieved by using vision-based sensors, such 
as, monitoring, tracking people and objects, security, activity recognition and localization. An example of 
vision-based sensor network applications within smart homes is smart light controlling. Based on the location 
and activity of the user that is derived from a camera network, a light control system was constructed by (Lee, 
Wu and Aghajan 2011).   
Most previous studies  have preferred not to use a vision based sensor network, especially involving a camera 
because of some significant issues, such as, people privacy, complexity of data analysis, complexity of 
computations and data models. According to (Smith and Johnson 2004), to overcome the problems of using a 
camera in smart home applications, alternative types of vision-based sensors are available at the market, such 
as, IRISYS thermal systems. 
2.2.1.4 Active sensors 
Active sensors transmit a signal from a transmitter, and with a receiver, they detect changes or reflections of 
that signal. Active sensors generate a field of energy when they are operating, and a very complicated 
adversary might use this field to detect the presence of the sensor prior to stepping into the active sensing zone 
(Gracia 2007).Active sensors actively probe the environment and they require continuous energy from a power 
source. Example of active sensor is sonar or radar sonar.  
Active sensors are used widely in different applications, such as, detection, surveillance, measuring 
instruments. Detection requires input energy from a source, so the active sensor senses the energy signals from 
objects by transmitting energy signals and then receiving the reflection of the energy signal from the object. 
Surveillance requires the active sensor to emit energy, so that it will be detected by itself. Moreover, active 
sensors can be useful devices for measuring instrument in the earth exploration-satellite service or in the space 
research service. 
2.2.1.5 Passive sensors 
Passive sensors are used to collect data from environments by detecting radiation that is emitted or reflected by 
objects. Passive sensors can be divided into passive-omnidirectional and passive-narrow-beam. Passive-
omnidirectional is sensor that measures a physical quantity at the point of the sensor node without 
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manipulating the environment by active probing (Xuan Hoa Binh et al. 2007). In addition, these sensors are 
self-powered that they obtain the required energy from the environment. Examples of these sensors are 
thermometer, light sensors, vibration, microphones, humidity, mechanical stress or tension in materials, 
chemical sensor sensitive, smoke detectors, air pressure, and PIR sensors (Skubic et al. 2009). 
Passive-narrow-beam sensors are the second type of passive sensors. These are passive sensors which have a 
well-defined notion of measurement direction. A passive camera is an example of a narrow-beam sensor, 
which obtains measurements in a given direction and can be rotated if required. Passive-narrow-beam are 
more popular (and used in smart homes) because they are very suitable for indoor applications.  
2.2.2 Motion and indoor localization 
Smart home environments have become the focus and attention of much research in the health sector. They 
consist of large numbers of networked sensors and actuators for decentralised indoor environment control, 
remote access and monitoring, for different functions and activities. A basic scenario of a smart home 
environment is a system for detection of motion and movement of objects within the environment. According 
to (Ivanov, Ruser and Kellner 2002), such system is used mainly in security (intruder detection), economical 
issues, environmental issues (lighting, heating and ventilation), and comfort issues (effective, off-the desktop 
interaction of the users with the smart environment). Moreover, it can be expanded to include other 
applications, such as, monitoring activity of daily living, chronic disease management (CDM), tracking and 
localization of individuals, monitoring the wellness of smart home residents, and posture recognition. 
Work conducted in motion and movement detection within the smart home environment has deployed 
different types of sensor networks, including all of the above mentioned: ambient sensor networks, wearable 
sensor networks, and vision-based sensor networks. Motion detection using sensor technology is a 
fundamental of tracking and localization. The analysis of motion and movement helps in providing 
information about location. So, it is essential to understand how motion and location detection are achieved by 
using sensor networks and indoor location systems. Motion and location analysis require using a model to 
interpret the raw data into useful information. 
According to (Poppe 2007), most of the previous research has used either model-based (generative) 
approaches or model-free (discriminative) approaches to apply different types of motion analysis, such as, 
facial movement analysis, body parts movement analysis, pose motion analysis, gesture recognition and body 
motion analysis.  The interest of this research project is in the whole body motion as the whole body is tracked 
continuously, and the resulting location data is used to classify the body movement. It is necessary to give an 
overview of motion and location detection using sensor networks and indoor localization systems. These will 
be covered in the following sub-sections: motion detection using ambient sensors, motion detection using 
wearable sensors, motion detection using vision-based sensors and localization systems.  
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2.2.2.1 Motion detection using ambient sensors 
To detect the motion or movement of an object within an indoor environment, different types of ambient 
sensors can be placed in different locations within the environment. The most common ambient sensors for 
motion and presence detection are passive infrared (PIR) sensors and pressure sensors. According to (Arrora et 
al. 2005) PIR sensors are usually used for motion detection in automatic light switch and home security 
products. PIR sensors are made of a crystalline material whose surface charge varies in response to the 
received infrared radiation emitted from hot objects, such as, human body. To detect movement within the 
environment, PIR sensors can be distributed among the environment and whenever an object moves in the 
coverage of the PIR sensor, a movement is detected. PIR sensors are useful for coarse motion detection. 
Pressure sensors contain diaphragms whose deflection varies depending on the position in which the sensor is 
mounted. Most of the time pressure sensors are embedded within floor tiles, so whenever an object is moving 
and stepping over the tile, then the pressure sensor senses the movement (Fraden 2004).   
During the last few decades a large number of studies and projects have been conducted in the area of motion 
and presence detection using ambient sensor networks. The first telemonitoring health smart home for 
mobility measurement was presented by (Celler et al. 1994). The system detected a subject’s presence/absence 
in a room by monitoring the movement between each room using magnetic switches and IR sensors. Data 
from the sensors was collected using power-line communication and automatically transmitted via the 
telephone network to a monitoring and a supervisory centre. Another example of the deployment of ambient 
sensors is EMMA (environmental monitor/movement alarm) system which detects movement using pressure 
mats under the carpet and a vibration detector on the bed. These ambient sensors raise alerts unless the user 
resets a clock device (Scanaill et al. 2006). 
Ambient sensor networks for motion detection are good solutions for minimizing the system design cost; 
however, they cannot provide accurate and detailed information about objects within the environment. To 
overcome this problem there is a need for deploying wearable sensor networks for delivering accurate 
information of object’s movement and presence within the environment.  
2.2.2.2 Motion detection using wearable sensors 
Wearable sensors networks are used widely in motion, posture, and mobility detection. The wearable sensor 
network for motion detection consists of sensor nodes placed at various body locations, such as, wrist, legs, 
arms, waist, and knees. The wearable sensor detects motion data and then sends the data using wireless sensor 
technology to a base station. The base station transmits the motion data to a gateway or to database which are 
then viewed by using an interface device (Yang 2008). 
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 Motion sensors are an example of wearable sensor that can be used to detect motion and movement. 
According to (Virone et al. 2006), motion sensor detects movements or motion within the environment, then 
sends the raw motion data either using wireless technology or fixed line technology to a sensor node. The 
sensor node processes and analyses the raw data, then sends the processed data to gateway or to database. 
Motion sensors can be divided into mechanical motion sensors and electronic motion sensors (Meijer et al. 
1991). One of the earliest mechanical motion sensors is the pedometer which consists of an arm balanced by 
delicate spring. It is worn on the ankle or the waist and in each step the impulse of the foot when landing will 
result in swinging of the balanced arm which through a series of gears is registered in a counting mechanism. 
Electronic motion sensors use the principle of measuring acceleration data. They can be categorized into two 
types. The first type is the large-scale integrated motor activity monitor (LSI) (McPartland et al. 1976). The 
sensor of the LSI consists of a cylinder with a ball of mercury. Inclination or declination of the sensor results 
in closing a switch by the mercury ball. The second type is real accelerometers which are very popular in 
motion detection due to their accuracy in measuring acceleration. 
Another example of wearable sensors used for motion detection is the RFID tag.  It is a common wearable 
sensor for motion detection. According to (Ni et al. 2004), RFID is a used for storing and retrieving data 
through electromagnetic transmission to an RF compatible integrated circuit. RFID system includes several 
basic components which are RFID readers, RFID tags and the communication between them. RFID readers 
can read the data collected from RFID tags. Both RFID readers and RFID tags use a defined radio frequency 
and protocol for transmitting and receiving data. RFID tags are classified into active RFID tags and passive 
RFID tags. Passive RFID tags work without a battery, by reflecting the RF signal transmitted to them from a 
reader and they add information by modulating the reflected signal. They are used widely in bar code 
technology because passive RFID tags are much lighter and less expensive than active RFID tags. Active 
RFID tags contain a radio transceiver and a button call battery. They have more range than passive RFID tags 
because they contain on-board radios. They are widely used in ID identification and tracking object indoors 
and outdoors. 
For the last decades research has investigated motion detection by using wearable sensor systems. The 
WEALTHY project aims to assist patient during rehabilitation and professional workers during risky activities 
(Chan et al. 2008). The wireless system is a garment with embedded textile sensors which monitor the 
biomechanical, physiological, and/or clinical sensitive parameters of individuals. The system is capable of 
monitoring ECG rhythm, blood pressure, respiratory rate, O2 saturation, body motion and movement, body 
position, skin temperature, and core temperature. 
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2.2.2.3 Motion detection using vision-based sensors 
This sensor network is based on image recognition and analysis. It exploits different types of video sensors 
and cameras to capture the image of objects within the environment, which can be used for motion and 
movement analysis. Images captured by a video camera can provide different features which help in motion 
detection. Some useful features are edges, colour, contours and optical flow (Tao, Hu and Zhou 2007). 
The main components of vision-based sensor networks for motion detection are video sensors, base stations, 
and user end-system (Feng et al. 2001). Video sensor captures a view of the physical world, and then the 
captured data are sent to the base station by using transmission technology, such as, Bluetooth, radio, or 
cellular telephony. The main problem of video sensors is the limited range of coverage which means each 
sensor video can cover only a particular area. Base stations are higher-powered mobile devices that aggregate 
the video information from the various sensors. The purposes of exploiting base stations are that they provide: 
 Central store for the cameras to store their information. 
 More computing power for aggregation of video data, and may contain filters for aggregating and 
distilling the large amounts of video data. 
 Easier mechanism for long-term monitoring.  
The end-user of a system is the person who is involved with the intended use of the system. The end-user can 
be the monitored person within the environment or the person who receives data from the system, such as, 
health-caregiver. An example of vision-based sensor technology is Pfinder (Wren et al. 1997), which applies 
complicated computer vision techniques for presence detection of users in the environment without the need 
for wearing any special marker. Motion in video images is used to identify the presence of a user. The system 
deploys a statistical model of colour and shape to obtain a 2D representation of head and hands in a wide range 
of viewing conditions. 
Different research projects have been conducted in smart home to detect motion and movement. PlaceLab is 
an example of a smart home environment where vision-based sensor networks are used for motion and 
location detection. Nine infrared cameras and nine colour cameras are installed in PlaceLab to capture images 
of the residents. All the collected data are processed by twenty computers using image processing algorithms 
(Intille et al. 2005). 
According to (Mihailidis, Carmichael and Boger2004), a vision-based system is not limited only to tracking 
gross movements of a person, but it can also track the fine movements (including gestures), which can be used 
in other applications, such as, monitoring activities of daily living. Vision-based systems provide in-depth 
information, which helps in building more accurate models for the user and the environment. Moreover, a 
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vision-based system is not required to be worn by the user, which makes it less burdensome for the user. 
However, some issues do exist in vision-based systems, such as, the complexity of the image processing 
algorithms, the cost, ethical and social issues (for example user privacy).   
2.2.3 Location systems 
There are many location systems with different architectures and designs available now. These location 
systems differ in accuracy, configuration, reliability, localization technique and cost. The most popular indoor 
location systems are Infrared Location Systems, Ultrasonic Location Systems, RSSI Location Systems, 
Computer Vision Systems, Cell Phone Location Systems, inertial navigation systems and Integrated Location 
Systems. A comparison of different types of location systems has been investigated by (Koyuncu & Yang 
2010).Table 2.4 shows the comparison of different location systems. It can be noticed from Table 2.4, that 
ultrasonic location systems (Active Bat, Cricket and Dolphin) have some characteristics: 
 Indoor location systems which can be deployed in indoor applications. So, ultrasonic systems can be 
used in health smart home. 
 Real-time location systems, which means they can capture data continuously and can be used in rea-
time applications, such as, monitoring activities of daily living. 
 Ultrasonic location systems range is very convenient compared to other location systems. It can cover 
a room scale and up to 50 metres.  
 Ultrasonic location systems accuracy is very high. They have the highest accuracy among all other 
location systems. 
 The data rate is average compared to other location systems. 
 The cost of ultrasonic location systems low and moderate, so they would be a good choice for 
researchers with limited fund.  
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Table 2.4: The comparison between different location systems (Koyuncu and Yang 2010) 
The characteristics of ultrasonic location systems were the motivation of selecting ultrasonic location system 
(Hexamite19) to achieve this thesis. Next sub-sections will provide some information about the popular 
location systems, and only indoor location systems will be explained. Global positioning system (GPS) is not 
discussed here because it is an outdoor location system. 
2.2.3.1 Infrared location systems 
Infrared sensors (IR) are distributed in specific locations among the environment to find the location of an 
object. IR sensors can be Pyroelectronic (PIR) or Thermal (ThILo). With PIR sensors, the circular sensing 
areas of two or more sensors overlap, as in Figure 2.5. As a result, when a resident enters one of the sensing 
areas, the location system decides if the resident belongs to any sensing area by integrating and fusing 
information that was received from all the PIR sensors (Kim, Lee and Lee 2013). Thermal infrared sensors 
measure the thermal radiation produced by any object in its field of view relatively to the ambient temperature 
(Hauschildt and Kirchhof 2010). 
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Figure 2.5: The layout of PIR location system (Kim, Lee and Lee 2013) 
The first indoor location system was developed by AT&T Cambridge. This location system is called Active 
Badge, which consists of a network of IR sensors and a miniature infrared beacon worn by users (Want et al. 
1992). The worn active badges emit a unique identifier every 15 seconds that helps in finding the location of 
the user. Figure 2.6 shows the Active Badge.  
 
Figure 2.6: Active badges (Koyuncu and Yang 2010) 
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2.2.3.2 Ultrasonic location systems 
This type of system deploys ultrasound signals to find the location of objects. The accuracy of some ultrasonic 
location systems may be within few millimetres. Ultrasonic location systems include different components, 
such, as receivers, transmitters and software (Mautz 2009). The receivers are distributed among the 
environment and they have fixed positions. They periodically broadcast ultrasonic pulses and, simultaneously 
radio frequency (RF) messages with its unique ID number. The transmitters are worn or carried by the user 
and the software is used to compute the location of the user. To cover a bigger area, it is required to add more 
receivers, which increase the cost of deploying such systems in different applications. Ultrasonic location 
systems deploy triangulation techniques to calculate the location. Different ultrasonic location systems have 
been developed, such as, active bats, Cricket, Dolphin and Hexamite (Hx19).  
Active bat systems consist of roaming active bat tags that transmit an ultrasonic pulse and fixed ultrasonic 
receivers placed on the ceiling (Figure 2.7). The system computes the distance between a tag and a receiver 
based on the ToA technique and computes each tag position by deploying multi-lateration. It provides 
direction information which can be used in different applications. Active bat employs centralized system 
architecture which requires a large number of ultrasonic receivers. The accuracy of this system is about 2 cm 
(Savvides, Han and Strivastava 2001). 
 
Figure 2.7: Active bat system (Koyuncu and Yang 2010) 
Cricket is a tiny device developed by the MIT laboratory as a part of Project Oxygen. It provides a 3D 
positioning accuracy of 1-2 cm within a maximum volume size of 10 m (Priyantha 2005). Figure 2.8 shows 
the two cricket devices mounted on a robot. Cricket can be programmed either as a receiver or a transmitter. 
Cricket architecture has attracted different research projects to deploy it. However, it suffers from multipath 
which occurs if the receivers are not oriented directly to the transmitters.   
 
 
32 
 
 
Figure 2.8: Cricket devices mounted on a robot (Mautz 2009) 
Dolphin is an ultrasonic positioning system. Dolphin stands for “Distributed Object Locating System for 
Physical Space Inter networking”. Dolphin consists of distributed wireless sensor nodes that send and receive 
RF and ultrasonic signals as in (Figure 2.9). The accuracy of this system is claimed to be 2cm within a room of 
size 9 square meters. 
 
Figure 2.9: Dolphin system (Koyuncu and Yang 2010) 
According to the Hexamite company (Hexamite ultrasound N.D.), Hexamite19 (Hx19) is a high precision 
ultrasonic location system which has 2 millimetres accuracy of measurement. Both ultrasonic receivers and 
transmitters (tags) are linked to the controlling computer through a 2.4 GHz 250 kbaud RF network. This 
system combines USID (ultrasonic ID), RFID (radio frequency ID) and RF wireless network communication. 
This system includes three components which are transmitters (tags), receivers and a USB, plugged to the 
computer.  Figure 2.10 shows the components of the Hexamite19 system. 
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Figure 2.10: The components of the Hexamite19 system (Hexamite Ultrasound N.D.) 
This system is selected because of its high accuracy of measurements and its affordable cost compared to other 
existing location systems. However, this system still has some problems because its development remains 
incomplete. The main issue is that it can deploy a maximum of two transmitters (tags) at the same time. The 
company is in the process of solving this problem. Also, at least three receivers should detect the tag to give 
accurate results, so the accuracy of the collected data might not be ideal in certain circumstances. Moreover, 
similar to other ultrasonic systems, this system might suffer from multipath if the receivers and transmitters 
are not oriented directly to each other. 
2.2.3.3 RSSI location systems 
These systems deploy angulation or multi-lateration techniques to find the location of an object using RSSI 
distance measurement techniques on RF signals (Lee, Lee and Chung 2008).  Most of these systems deploy 
RF signals and are called RF based systems. RF-based systems can be classified into Wavelan, Ultra-Wide 
Ban (UWB), Radio Frequency Identification (RFID) and Radar. 
Wavelan Location systems consist of base stations and mobile host which are equipped with a Digital 
RoamAbout network interface card (NIC) based on Lucent Wavelan RF Lan technology (Krejcar 2009). These 
systems deploy the wireless network within the infrastructure of buildings. They use triangulation to find the 
2D location of an object within a building based on empirical data or mathematical model of indoor radio 
propagation. The accuracy of such systems is claimed to be within 3 meters of the actual location of an object. 
UWB location systems are systems that employ UWB impulse radio signals for indoor localization (Ingram, 
Harmer and Quinlan 2004). The accuracy of such systems is about 10 centimetres for range of 15 metres. They 
use ToA techniques to compute the distance between transmitters and receivers.  
Radio Frequency Identification (RFID) location systems consist of RFID readers, tags and a communication 
media (Daqiang et al. 2011). These tags are positioned on different objects or locations and, when the reader is 
in the range of one of these tags, the location is estimated. RFID uses RSSI technique to measure the distance 
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between the RFID readers and tags.  Examples of RFID are LANDMARC and SPOT ON positioning systems 
that consists of RFID readers and tags. They compute a 3D location based on RSSI technique, Figure 2.11 
shows the LANDMARC positioning system. 
 
Figure 2.11: RFID tag and reader used in LANDMARC positioning system (Koyuncu and Yang 2010) 
Radar is an indoor location system based on RF signal which records and processes the signal strength 
information received from base stations (Bahl and Padmanabhan 2000). These base stations are placed to 
provide overlapping coverage of the area. Radar uses signal propagation modelling to find the object location 
in conjunction with triangulation techniques. The accuracy of Radar is within a few meters of the actual 
location of an object. 
2.2.3.4 Computer vision systems 
Computer Vision Systems are visual systems that track people using a network of cameras. The recorded 
images are analysed to find the location by using image processing (Krumm et al. 2000). These cameras are 
distributed among the environment to capture the location of an object. The accuracy of such system is 
approximately 10cm. Computer vision systems are not preferred in many applications, especially in health 
applications, because of the user privacy. A range of research projects have been conducted using vision 
systems. The number of the deployed cameras within those projects was different. For example, two cameras 
were used to locate people, using matching techniques (Yu et al. 2006). The experimental results of using two 
cameras showed that the number of the cameras affects the accuracy of localization, because more cameras 
provide more coverage of the area. 
2.2.3.5 Mobile phone location systems 
Mobile phones are devices with significant computational processing capabilities which have some built in 
sensors and GPS. Smartphones are cell phones which can include smart components and features, such as, Wi-
Fi, Bluetooth, GPs, sensors and smart applications (Tarzia et al. 2011). Using mobile phone for localization is 
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considered a promising technology because mobile phones have become an essential and popular technology 
for communication and entertainment. Localization using mobile phone can be achieved either by using the 
built-in components, such as, accelerometer or by deploying the existing infrastructure, such as, using the Wi-
fi infrastructure. 
Moreover, some customized mobile phone systems have been developed only to find and track the location of 
the caller, such as, Cell Phone Positioning Systems (E-911) (Reed et al. 1998).  It is a North American-based 
system that links the calls with the caller’s positions. The location of the user is computed by using location 
pattern matching (LPM) and time difference of arrival (TDoA).  
2.2.3.6 Inertial navigation systems 
Inertial navigation is a self-contained navigation technique that deploys measurements provided by 
accelerometers and gyroscopes to track the position and orientation of an object relative to a known starting 
point, orientation and velocity (Woodman 2007). Inertial measurement units (IMUs) usually comprise three 
orthogonal rate-gyroscopes and three orthogonal accelerometers, which are used to measure the angular 
velocity and linear acceleration. Microstrain 3DM-GX1 is an example of an inertial navigation system which 
has three gyroscopes, accelerometers and magnetometer (Kamer and Ikizoglu 2013). 
Inertial navigation systems deploy the concept of strap-down systems that process the signals from the 
accelerometer and gyroscope, then combines and fuse the signal to find the location. Figure 2.12 shows the 
general structure of strap-down system.  
Inertial navigation systems are used widely in localization because of their low cost. However, such systems 
required to process and smooth the acquired signals by removing the noise and errors accompanying with the 
signals (Kim et al. 2012). Usually, complicated approaches are required to eliminate the inertial navigation 
system errors and most of the time an error model is required too.  Different types of errors can exist within 
the inertial navigation systems, such as, bias, white noise, temperature effects, calibration of accelerometer and 
gyroscope signals and bias instability.   
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Figure 2.12: The structure of strap-down system (Woodman 2007) 
2.2.3.7 Integrated location systems 
A combination of the previous location systems was deployed to provide more location accuracy. Such these 
systems are called integrated location systems. The most popular of the integrated location systems are inertial 
navigation systems with RFID methods (INS/RFID) and fingerprinting method with RFID methods 
(FPM/RFID). 
INS/RFID systems and RFID methods have been combined to calculate the location of an object. User 
location information is acquired by using RFID technique and RSSI measurements and is integrated with the 
INS information (Zhu 2008). The use of (INS/RFID) increases the accuracy of location because inertial 
navigation systems are not affected by the signal prorogation limitations, such as, multipath and obstruction. 
FPM/RFID systems work in two stages, which are offline and online stages (Bahl & Padmanabhan 2000). In 
the offline stage, the RSS values and physical coordinates are collected from RF transmitters at a reference 
point and stored in database called fingerprint. In the online stage, the mobile user samples the RSS pattern 
and searches for similar patterns in offline database to find the best possible location (Bahl & Padmanabhan 
2000).  
2.3 Classification of activities of daily living (ADLs) 
Classification of activities of daily living is an application of pattern recognition. According to (Watanabe 
1985), pattern is an entity that can be given a name. For example, a pattern can be a fingerprint image, a 
handwritten cursive word, a human face, or a speech signal. Pattern recognition is the process that consists of 
one of the following two tasks (Jain, Duin & Mao 2000): 
 Supervised classification: the input pattern is identified as a member of a predefined class. 
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 Unsupervised classification: the input pattern is assigned to a hitherto unknown class. 
Pattern recognition is a branch of machine learning that focuses on finding the regularities in data Ermes et al. 
2008). It is a classification or categorization task, where the classes are either defined by the system designer 
(supervised classification) or learned based on the similarity of patterns (unsupervised classification). 
Moreover, supervised classification (discriminant analysis) uses different steps in pattern recognition 
(Berrueta, Alonso-Salces & Héberger 2007): 
 Selection of training, calibration and test sets, which consist of objects of known class membership. 
 Variable selection is used to select variables that contain useful information for classification. Theses 
variables are stored to be used in the classification model, whereas variables with noise or non-useful 
information are eliminated.     
 Building of a model using the training set. A mathematical model is derived between a certain 
number of variables measured on the samples that establish the training set and their known 
categories. This model uses different supervised pattern recognition techniques, such as, linear 
discriminant analysis (LDA), partial least squares discriminant analysis, k-nearest neighbors, 
classification and regression trees, support vector machine and artificial neural networks (ANNs).  
 Validation of the model using an independent test set of samples to evaluate the reliability of the 
classification.  
Unsupervised classification (clustering) uses the following steps in pattern recognition tasks (Jain, Duin and 
Mao 2000): 
Pattern representation: it refers to the number of classes, the number of available patterns, feature selection, 
feature extraction, number of features, type and scale of features 
 Pattern proximity: it is usually measured by a distance function (such as Euclidean distance) defined 
on pairs of patterns. 
 Grouping step: can be performed by some approaches. The output of unsupervised classification can 
be hard (a partition of the data into groups) or fuzzy (where each pattern has a variable degree of 
membership in each of the unsupervised classification output). Hierarchical clustering algorithms 
produce a nested series of partitions based on criterion or similarity. Partitional clustering algorithms 
identify the partition that optimizes a clustering criterion. Artificial neural networks (ANNs) processes 
numerical vectors so patterns are required to be represented using quantitative features only. Figure 
2.13 shows the taxonomy of clustering approaches.  
 Data abstraction: is the process of extracting a simple and compact representation of a data set. 
 Cluster validity analysis: uses a specific criterion of optimality to decide if the clustering output is 
meaningful or not.  
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Figure 2.13: The taxonomy of clustering approaches (Jain, Murty and Flynn 1999) 
According to (Liu, Sun and Wang 2006),a pattern recognition system includes five components which are 
pattern acquiring, feature extraction, pre-processing, classification/regression/description and post-processing, 
as shown in Figure 2.14. The same components are used in activities of daily living classification system and 
will be discussed in the next sub-sections. Various types of pattern recognition systems have been in used in 
different applications and most of them have similar components. According to (Petrou 2001), the most 
popular pattern recognition systems are rule-based system, classical fuzzy system, Bayesian system, neural 
networks system and fuzzy neural networks system. Rule-based system is the system used in this thesis and 
will be discussed in section 2.3.4.3.  
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Figure 2.14: The components of pattern recognition system (Liu, Sun and Wang 2006) 
Pattern recognition has been used in different health applications, such as, medical applications, home 
monitoring, assisted living and sports and leisure applications (Avci et al. 2010). Medical applications include 
using sensing technologies  that are used to monitor, classify and diagnosis of activities of daily living for 
medical purposes, for example, a remote health care service was presented by (Jiang et al. 2008), where 
different movements and falling are classified and detected. Another type of medical application is 
rehabilitation where a sensing technology is used to monitor patient after being treated at hospital, an example 
of rehabilitation was presented by (Bartalesi et al. 2005), where wearable sensors were used for upper limb 
gesture recognition in stroke patient. Home monitoring and assisted living are used to provide supervision or 
assistance for residents to ensure their health, safety and well-being, an example of home monitoring and 
assisted living is presented by, where tracking, monitoring, emergency help, object tracking and fall detection 
was provided (Hou et al. 2007).Sports and leisure applications aim to increase the lifestyle quality of people 
by using daily activity classification as well as sportive activity classification, such as, cycling, playing 
football, exercising with a rowing machine (Ermes et al. 2008).Moreover, pattern recognition issued in non-
health applications, such as, speech recognition, data mining, etc. Table 2.5 shows some examples of pattern 
recognition applications. 
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Table 2.5: Some examples of pattern recognition applications (Jain, Duin and Mao 2000) 
Classification of activities of daily living in a smart home environment is considered as an important 
application of pattern recognition. There has been much attention and potential in building smart homes that 
can monitor the activities of residents by using different types of sensor networks, such as, ambient, wearable, 
and vision-based sensor networks. Classification of activities of daily living has been an active and fast 
growing area. This area has attracted a large number of researchers because of the diversity of applications that 
can be applied. The early work in this area focused on the monitoring and analysis of visual information, such 
as, images and surveillance videos to classify and recognise activities. Currently, research has focused more on 
the use of multiple miniature dense sensors embedded within environment and wearable sensors.  
Activity classification is used here interchangeably with activity recognition which is the process of 
monitoring and analysing the behaviour of a person to infer the undergoing activities by applying different 
tasks which are (Chen and Nugent 2009): 
 Creating activity models that allow software systems/agents to apply reasoning and manipulation. 
 Monitoring and capturing the user behaviour along with the changes that occur within the 
environment. 
 Selecting the appropriate technology to monitor the person’s behaviour and the environmental 
changes. 
 Deciding which activity recognition algorithm to deploy. 
 Determining the performed activity by applying the activity model and algorithm. 
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To understand the meaning and the key aspects of activity recognition, an example of activity recognition was 
presented by (Yang 2009): 
“Eric Dishman is making a cup of tea and his kitchen knows it. At Intel’s Proactive Health Research lab in 
Hillsboro, OR, tiny sensors monitor the researcher’s every move. Radio frequency identification tags and 
magnetic sensors discreetly affixed to mugs, a tea jar, and a kettle, plus switches that tell when cabinet doors 
are open or closed, track each tea-making step. A nearby computer makes sense of these signals; if Dishman 
pauses for too long, video clips on a television prompt him with what to do next.” 
This example highlights three key aspects for which sensing technology is required for pattern recognition, 
software program that can interpret the readings from the sensing technology and continuous monitoring of 
activities that provide information about the past. 
The activity classification process (activity recognition) includes different stages which are pre-processing, 
windowing, feature selection, feature extraction and classification. These stages were introduced and deployed 
by (Nurmi and Floréen 2005), as shown in Figure 2.15. These stages will be discussed in the next sections of 
this chapter.  
 
Figure 2.15: The stages of an activity classification process (Nurmi and Floréen 2005) 
2.3.1 Pre-processing 
Pre-processing provides meaningful results for further data analysis (Nurmi, Przybilski, Lindén and Floréen 
2005). Different techniques can be applied, such as, removing outliers, smoothing the values, replacing 
missing values, performing transformations on the data, data cleaning, normalization, data verification and 
defining variables (Hand, Mannila and Smyth 2001). Various algorithms may be used to fulfil the task of 
cleaning the data. Data cleaning filters out noisy values that might cause confusion in the classification stage. 
In general pre-processing is defined as any type of processing that is implemented on raw data as preparation 
for further processing. 
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The selected technique in pre-processing of raw data differs depending on the deployed data and the deployed 
technology. For example, outlier removal, normalization and handling missing values were used by ((Nurmi, 
Przybilski, Lindén and Floréen 2005) for providing an architecture for distributed data processing in 
ubiquitous environment. Another example is the use of low-pass filter techniques for pre-processing 
accelerometer signal (Polikar 2006). 
2.3.2 Windowing 
Windowing techniques are used to divide signals into smaller time segments or chunks and are a form of data 
transformation where data is transferred into appropriate forms to be used in the classification process 
(Chakrabarti et al. 2008). According to (Huynh and Schiele 2005), there is no specific window length that 
would yield the best results throughout the entire dataset; instead, different combinations should be used 
depending on the activity to be classified. Short windows will prevent capturing the entire activity while long 
windows will result in overlapping. However, most previous research has used fixed window size of several 
seconds. For example, a window of 1 second was used by (Casale, Pujol and Radeva 2011), a window of 2 
seconds was used by (Preece et. Al 2009), a window of 3 second was used by (Nyan, Tay, Seah and Sitoh 
2006) and a window of 60 seconds was used by (Van Kasteren et al. 2008).  
The most popular windowing approaches and techniques are  Fixed-size Non-overlapping Sliding Window 
(FNSW), Fixed-size Overlapping Sliding Window (FOSW) , Top-Down (ToD) , Bottom-Up (BUp), Sliding 
Window And Bottom-up (SWAB), Symbolic Aggregate approXimation (SAX), String Matching (SM), 
Reference-based Windowing (RbW), Dynamic Windowing (DWin) and Variable-size Sliding Window 
(VSW)[98], Time based windowing (Bersch et al. 2014) and explicit segmentation and sensor event based 
windowing. The difference between these techniques is the online or offline capabilities. Online techniques 
segment the data before completing data acquisition, while offline techniques need the entire dataset to be 
collected. 
Time based windowing is of interest of this thesis. This approach divides the entire sequence of sensor events 
into equal size time intervals, an approach that has been adopted by many researchers (Kasteren, Englebienne 
and Krse 2010), (Krishnan and Panchanathan 2008) and (Wang et al. 2012). It is a good approach when 
dealing with data collected from sensors that operate continuously. Within this approach, it is critical to select 
the optimal length of the time interval. If a very small window size is selected, there is a possibility that it will 
not have any relevant activity information for making useful decisions. On the other hand, too long window 
size will cause information related to multiple activities to be embedded into the window and the dominant 
activity will have a greater influence on the classification decision.    
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2.3.3 Feature extraction and selection 
Features are sets of variables that carry discriminating and characterizing information about an object which 
are usually measurements or observations. Feature extraction is the process of finding useful hidden 
information from the raw data which helps in eliminating the noisy data and reduce the amount of time and 
memory required in classification process (Bin Abdullah 2012). Feature extraction transforms large data into a 
representative set of key features known as feature vectors, which represent the input of the classification 
model. Features vector are collections of features, ordered in some meaningful way into d-dimensional column 
vector.    
There is no specific number of features to be extracted; however, larger numbers of features normally provide 
high classification accuracy because the features contain most of the values about a particular class, but require 
considerable computational resources, such as, time and memory. On the other hand, small numbers of 
extracted features require small computation resources but provide low classification accuracy because the 
features contain a small number of values for certain classes.  Different approaches for feature extraction exist, 
such as, time domain and frequency domain, Time-Frequency Domain, Heuristic Features and Domain 
Specific (Figo et al. 2010). Time-domain includes basic waveform characteristics and signal statistics which 
are directly derived from a window frame. It is used in practical activity recognition algorithms. Time-domain 
includes mathematical/statistical functions, such as, mean (Bao and Intille 2004) standard deviation (Ermes et 
al. 2008) and other functions, such as, differences and angular velocity. Frequency domain is used to capture 
the repetitive nature of a sensor signal. This repetition often correlates with the periodic nature of the specific 
activity such as walking. A commonly used frequency domain technique is Fourier transformation, which uses 
features, such as, energy and entropy (Krishnan and Panchanathan 2008). Frequency-domain features focus on 
the periodic structure of the signal, such as, coefficient derived from Fourier Transforms. Heuristic features are 
the features that have been derived from a fundamental understanding of how a specific movement would 
produce a distinguishable sensors signal. Signal vector magnitude is an example of a heuristic feature. Domain 
specific features are real-life features extracted for specific applications, such as, time-domain gait detection 
(Bieber and Peter 2008).  
Feature selection is the process of producing a new reduced set of features from the extracted set of features to 
reduce dimensionality, redundancy or irrelevant features that might negatively affect the results of subsequent 
analysis (Preece et al. 2009). The selected set of features should have a high discriminative ability, for 
example, it should show little variation between the same activities across different subjects, yet considerable 
variation between different activities. 
Different algorithms and approaches can be used to select features. Relief algorithms calculate the quality of 
the attributes and this algorithm has proved to be very effective. Forward-backward algorithms are more 
sophisticated with less accuracy in finding the best combination subset (Moncada-Torres et al. 2014). 
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According to (Ding et al. 2012), different approaches can be applied to select features, such as, classical 
statistical analysis, kernel function, information theory, artificial neural network, optimization algorithms, 
interinfiltrate algorithms and independent component analysis. In general feature selection techniques can be 
grouped into three categories filter methods, wrapper methods and embedded methods (Zhang and Sawchuk 
2011). The focus on this research is only on feature extraction; thus feature selection algorithms, approaches 
and techniques are not further explained.  
2.3.4 Activity classification (activity recognition) approaches and techniques 
Activity classification and monitoring system consists of sensing technology that observes events in the home 
and a recognition model to infer the activities from sensor data (Rialle et al. 2004). The most difficult element 
of an activity monitoring and classification system is the activity classification model (recognition). The model 
interprets the observed sensor patterns, recognizes and classifies the performed activities. This is a challenging 
task because sensor data is noisy and the start and end points of an activity are not known. Various approaches 
and techniques have been developed and used in previous research. These approaches and techniques may be 
categorized in different ways.  A survey of the main approaches and techniques has been conducted by 
(Aggarwal and Ryoo 2011) and presented as a tree-structured taxonomy. Figure 2.16 shows the tree-structured 
taxonomy of activity recognition approaches and techniques. The Hierarchical Approaches are the interest and 
the focus of this research, which will be discussed in detail.  
 
Figure 2.16: Tree-structured taxonomy of activity recognition techniques and models (Aggarwal and Ryoo 2011) 
Moreover, the deployed activity recognition techniques can be divided into two types which are statistical and 
computational intelligence techniques (Mahmoud 2012).Examples of statistical techniques are Bayesian Belief 
network, Hidden Markov Model and Finite State Machine. Finite State Machine is the focus of this research 
and it will be explained in details. Examples of computational intelligence techniques are Neural Networks, 
Data Mining Techniques, Support Vector Machine, Fuzzy System, Rule-based Expert System and Machine 
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Learning Techniques. Rule-based expert system is the interest and the focus of this research and it will be 
explained in details. 
Previous research has achieved different level of classification accuracy.  (Yusuf, Maeder and Basilakis 2012) 
applied a hierarchical approach of rule-based expert system and artificial neural network to classify some 
activities of daily living using three subjects. The accuracy of between-subjects test was over 89% and over 
91.5% for within-subject test. (Preece et al. 2009) used hierarchical approach and artificial neural networks 
(ANNs) to classify some activities of daily living into three hierarchical levels, which are static, dynamic and 
transition using six subjects. Figure 2.17 shows the accuracy of different activities that were conducted by six 
subjects.  
 
Figure 2.17: the accuracy of activities of daily living for six subjects (Preece et al. 2009) 
Custom decision tree, automatic decision tree and artificial neural network were used to classify some 
activities of daily living (Pärkkä et al. 2006) using sixteen subjects (13 males and 3 females).Figure 2.18 
shows the accuracy of the classified activities. 
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Figure 2.18: The accuracy of the classified activities (Pärkkä et al. 2006) 
A mobile phone was used to classify some activities of daily living by (Brezmes, Gorricho & Cotrina 2009) 
using one subject.The deployed classification system was developed based on the k-nearest neighbor’s 
algorithm. The accuracy of the classified activities is shown in Figure 2.19. 
 
Figure 2.19: The accuracy of some activities of daily living using k-nearest neighbor’s algorithm (Brezmes, Gorricho & Cotrina 2009) 
Finite state machine, binary decision tree, range-based algorithm and height-based algorithm were used to 
classify some activities of daily living (Wongpatikaseree et al. 2012) using two subjects (one male and one 
female).The accuracy of the classified activities is provided in Figure 2.20 and Figure 2.21. 
 
 
 
 
47 
 
 
Figure 2.20: The accuracy of stand, sit and lie-down (Wongpatikaseree et al. 2012) 
 
Figure 2.21: The accuracy of fall-down activity (Wongpatikaseree et al. 2012) 
A system was developed by (Kwapisz, Weiss and Moore 2011), which consists of phone-based accelerometer 
to perform activity recognition using twenty nine subjects. Different algorithms were used to classify some 
activities of daily living. Figure 2.22 shows the accuracy of the different classification algorithms.  
 
Figure 2.22: The accuracy of the deployed algorithms (Kwapisz, Weiss and Moore 2011) 
The information of Table 2.17, Table 2.18, Table 2.19 and Table 2.22 (Straw Man is not used because it does 
not provide comparable and useful results) will be utilized in Chapter 5 to compare them with the rule-based 
system that used in this thesis. Table 2.20 and Table 2.21 are not used because they do not provide reasonable 
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results, but still mentioned here to show it as an example of using finite state machine in classification of 
activities of daily living.  
To apply the classification models and techniques, it is required to understand the human behaviour and 
deciding which activities will be used as classes as well as to understand the distinction between activities. 
According to (Amoretti et al. 2010), activities can be classified into static and dynamic activities. Static 
activities can be inferred directly from low-level data at a particular time instant, such as the pose of a person 
at a particular time using some kind of threshold mechanism on the pose estimate, while dynamic activities, 
such as moving, are usually composite activities that require a monitoring of a full sequence of low-level data. 
A similar classification of activities will be used in this research, as the activities are classified into static and 
dynamic activities at the high levels of hierarchical classification. 
2.3.4.1 Hierarchical approaches 
Hierarchical approaches divide the problem into multi-levels of classes that are similar to one another (Silla Jr 
and Freitas 2011). According to (Sun and Lim 2001), there are two types of hierarchical structure which are 
trees or directed acyclic graphs (DAG), as shown in Figure 2.23. The difference between trees and DAGs is 
that in the DAG a node can have more than one parent node.  
 
 
Figure 2.23: A simple example of a tree structure (left) and a DAG structure (right) (Sun and Lim 2001) 
Hierarchical approaches can be classified into statistical, syntactic and description-based approaches. 
Statistical approaches use multi-layered graphs to classify sequential activities. The first layer recognizes the 
activities based on a sequence of features. The next layers generate the probability between the activity and the 
unknown input, and then the activity is recognized using an estimation based on which sequence has the 
highest probability. An example of a statistical approach is a system which was developed using the Hidden 
Markov Model to classify some activities of daily living (Nguyen et al. 2005). 
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Syntactic approaches model human activity as a string of actions where each action must be recognized first, 
in order to recognize the activity. An example of a syntactic approach is the system developed by (Minnenet 
al. 2003) to monitor people interacting with puzzle games. 
In description-based approaches, the structure of activities is characterised and sub-activities are detected 
based on predefined activity relation model. Activity recognition is achieved in description-based approaches 
by searching for the sub-activities that satisfy the relationship model. An example of this approach is the 
system that was created by (Aggarwal and Ryoo 2011) to recognise the interactions among a group of people 
and the interactions between groups.  
A hierarchical activity recognition approach has been widely used in previous research. Witilt technology has 
been used to classify six activities of daily living based on a hierarchical model (Chan et al. 1999). Also, a 
triaxial accelerometer has been used to classify static, dynamic, and transition activities by applying a 
hierarchical activity recognition model (Intille et al. 2005).  Most previous research focused either on the use 
of camera-based approaches or accelerometer or a combination of both to classify the activities of daily living. 
On the other hand, there is limited research that has deployed ultrasonic sensor systems with a hierarchical 
approach for pattern recognition. 
According to (Demiris et al. 2008), previous research has used very complicated approaches, such as, artificial 
network, fuzzy logic and statistical algorithms, and developed their own algorithms and methods to classify 
the activities of daily living, which made their highly specific systems very difficult to understand and to 
compare the best method among them. Moreover, the previous deployed approaches were made specifically 
for certain types of activities of daily living, so it is difficult to adapt one of the methods of previous research 
to work in different environments or for different sets of activities. A systematic approach based on a 
hierarchical decision tree was proposed by (Maglogiannis et al. 2006). Each node has multiple branches 
leading to all the movements of the next level. The decision at each node is made based on the calculation of 
the selected features, such as, norm, average and standard deviation. Although this structure provides a logical 
flow of decision, it still has a problem that a new movement cannot be added or removed without affecting the 
algorithm. On the other hand, (Demiris et al. 2008) provide a hierarchical classification of an arbitrary set of 
movements in a way that a new activity can be added. Even though this method was able to adapt to new 
movements, it failed to distinguish between sitting and standing in a detailed way. Moreover, the deployed 
algorithms to classify each of the activities were not explained or presented in detail. Also, the environment 
was not considered in the proposed method. For example, if the characteristics of the furniture within the 
environment changed, will the deployed method be able to classify the activities? In addition, if one of the 
activities is performed in an abnormal way, will the proposed method be able to classify this activity or will it 
raise a false alarm? 
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2.3.4.2 Finite state machine (FSM) 
The finite state machine has been used widely to model systems in different areas, such as, sequential circuits, 
pattern matching and lexical analysis. There are two types of finite state machine, which are Mealy machines 
and Moore machines (Lee and Yannakakis 1996). The theory is very similar for both types. However, Mealy 
machines are more general than Moore machines. A Mealy machine has a finite number of states and produces 
outputs on state transitions after receiving inputs. Finite state machine (FSM) can be represented by a state 
transition diagram, as in Figure 2.24. State transition diagrams are directed graphs whose vertices correspond 
to the state transitions. Each edge is labelled with the input and output related to the transition. Moreover, 
finite state machines can be divided into four types based on the number of states, inputs and complexity 
which are basic FSM, multiple inputs and outputs, pure and valued FSM and hierarchy (Girault, Lee and Lee 
1999).The next sub-sections will explain the different types of finite state machine and finite state machine in 
activity classification. 
 
Figure 2.24: Transition diagram of finite state machine (FSM) (Lee and Yannakakis 1996). 
2.3.4.2.1 Basic FSM 
A basic FSM is a five-tuple (Hopcroft1979): 
(Ԛ, ∑, ∆, σ, 𝑞0) 
Where 
Ԛ: finite state of symbols denoting states. 
∑: set of symbols denoting the possible inputs. 
∆: set of symbols denoting the possible outputs. 
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𝑞0 ϵ Ԛ: initial state. 
A basic FSM maps current state p ϵ Ԛ and input symbol ɑ ϵ ∑ to a next state q ϵ Ԛ, and an output b ϵ ∆, where 
σ(𝑝, ɑ) = (𝑞, 𝑏). Give an input sequence of symbols from the input alphabet ∑, and an initial state, a sequence 
of reactions will produce a sequence of states and an output sequence of symbols from the output alphabet ∆. 
All sequences are potentially infinite. A direct graph, called a state transition diagram which is popular for 
describing an FSM. As shown in Figure 2.25, each elliptic node represents a state and each arc represents a 
transition. Each transition is labelled by “guard/actions”, where guard ϵ ∆ represents the input symbol that 
triggers the transition and action ϵ ∆represents the output symbol when the transition is triggered. The arc 
without a source state points to the initial state. 
 
Figure 2.25: A basic FSM. 
2.3.4.2.2 Multiple inputs and outputs 
An FSM is embedded in an environment, where the environment may, in fact, be part of the overall system 
under design or maybe out of the control of the designer. It provides a sequence of input symbols, and the 
FSM reacts by providing a sequence of output symbols, meanwhile tracing a sequence of states (Hill, I 1979). 
The interaction with the environment needs to be modelled by using multiple inputs and outputs. To handle 
this, the input alphabet can be factored and expressed as a Cartesian product ∑=∑1 *∑2*…*∑𝑀 [16]. Here the 
input to the FSM consists of M signals, where the ith signal is a sequence of events represented by symbols 
from the signal alphabet∑𝑖. The FSM reacts to as set of M simultaneous symbols from the M signals. The 
output alphabet can be similarly factored. 
2.3.4.2.3 Pure and valued FSM 
FSM is called pure when, the size of the input symbol set is a power of two, |∑|=2𝑀 (Uyar & Dahbura 1995), 
and each signal alphabet has size two, |∑𝑖|for 1≤ i ≤ M. Each signal consists of an event that is either present 
or absent. For example, consider an FSM with two input signals I = {ɑ, b} and two output signals O = {u, v}. 
The input alphabet is written ∑= {ɑb, ɑ?̅?, ?̅?b,ɑ𝑏̅̅ ̅} and the output alphabet is written ∆ = {uv,𝑢?̅?, ?̅?𝑣,𝑢𝑣̅̅̅̅ }. 
 
 
52 
 
In a valued FSM, the input and output alphabet are again factored into signal alphabet, but at least one of these 
signal alphabets has size greater than two. Valued FSM is often used to augment automata with arithmetic 
operations, which are difficult to specify directly using pure FSM.  
2.3.4.2.4 Hierarchy 
The basic FSM, which is flat and sequential, has a major weakness; most practical systems have a numerous 
number of states and transitions. Representation and analysis become difficult. The solution to this problem is 
hierarchy. According to (Girault, Lee & Lee1999), the state in hierarchical FSM may be further refined into 
another FSM. The inside FSM is called the slave and the outside FSM is the master. The input alphabet for the 
slave FSM is a subset of the input alphabet of its master FSM. Similarly, the output signals from the slave 
FSM are a subset of the output signals from its master. The hierarchy semantics define how the slave FSM 
reacts relative to the reaction of its master FSM. If the current state is refined, then first the corresponding 
slave FSM reacts and then the master FSM reacts. Thus, two transitions are triggered, so two actions are taken. 
These two actions somehow must be merged into one action. 
2.3.4.2.5 Finite state machine in activity classification 
Limited research has deployed finite state machines to model activity recognition systems. Finite state 
machine were first used by (Davis and Shah 1994) to model different phases of gestures including left, right, 
up, down, grab, rotate and stop. Moreover, finite state machines (FSM) were used by (Floeck, Litz and Rodner 
2011) to locate the position of a person in a flat. The FSM was implemented on dataset collected from sensor 
telegrams. The project was conducted on 30 occupants from two-real world projects. By deploying FSM, the 
system was able to extract information regarding the occupancy of the environment and how the 
activity/inactivity patterns are changed after an emergency. Finite state machines were also used by (Ince, Min 
and Tewfik 2007) to detect early morning bathroom activities, such as, washing face, brushing teeth and 
shaving. The system had a robustness of about 90%. However, the system could not distinguish between 
standing and crouching. An ultrasonic system was used to develop a pattern recognition system that used 
decision trees to classify human postures and a finite state machine to detect the unexpected fall-down 
accident (Wongpatikaseree et al. 2012). A finite state machine was used to classify some activities of daily 
living by (Cucchiara, Prati & Vezzani 2004).Four activities were classified, which are standing, sitting, 
crouching and lying down. Figure 2.26 shows the finite state machine for classifying the four activities. A 
system was developed by (Fernández-Caballero, Castillo & Rodríguez-Sánchez 2012), which automatically 
recognises human actions from video sequences taken of a room. These actions include entering a room, using 
a computer terminal, opening a cabinet, picking up a phone, etc. activity classification is modelled by a state 
machine, which consists of states and transitions between states. A system was developed by Ayers & Shah 
2001, which automatically recognises human activities from video sequences. Activity recognition is modelled 
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by a finite-state machine, which consists of states and transitions between states. Transitions from different 
states are made from person’s position, scene change detection, or by object tracking.  
 
Figure 2.26: Finite state machine for classifying four activities of daily living (Cucchiara, Prati and Vezzani 2004) 
All systems that deploy finite state machines require the structure of the conducted activities to be defined by 
an expert. This requirement can be achieved easily for simple repetitive activities, such as, walking and 
running. But, for other complex activities, such as, cooking, washing and cleaning, it is challenging to meet 
this requirement because it places an additional burden on the expert (Cucchiara, Prati and Vezzani 2004).  
2.3.4.3 Rule-based expert system 
Rule-based expert systems use human expert knowledge to solve real-world problems that require human 
intelligence, represented in the form of rules or as data within the computer (Abraham 2005). A rule is a 
conditional statement that links given conditions to actions or outcomes. The rules are usually in the form of 
an “if-then statement” as it was explained and deployed by (Sammut and Webb 2011): 
If<condition>then <action> 
According to (Dalal et al. 2005), the process of applying the decision rule within the rule-based expert system 
is called an Event Condition Action (ECA) that consists of three parts: 
 Event: the event or action that triggers the rule. 
 Condition: a set of conditions to be satisfied for detonating the action. 
 Action: the action that is performed when an event occurs and the conditions are satisfied. 
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The following sub-sections will explain the architecture of a rule-based system; provide rule-based system 
examples and present advantages and disadvantages of rule-based expert system. 
2.3.4.3.1 Rule-based expert system architecture 
Rule-based expert systems have played a major role in modern intelligent systems. The architecture of simple 
rule-based expert system includes five components which are knowledge base, knowledge base acquisition 
facility, user interface, inference engine, and explanation facility (Abraham 2005). Figure 2.27 shows the 
architecture of a simple rule-based system.  
 
 
Figure 2.27: The architecture of a simple rule-based expert system (Abraham 2005) 
The knowledge base acquisition facility is responsible to collect data from different resources. It includes any 
type of technology that can acquire data, such as, sensing technology. The overall purpose of knowledge base 
acquisition facility is to provide a convenient and efficient means for capturing and storing all components of 
the knowledge base (Niwa, Sasaki and Ihara 1988). Knowledge could be obtained by interviewing domain 
experts and/or learning by experience. Knowledge is expressed as natural language (spoken language), or 
using letters or symbolic terms. 
Knowledge base stores all relevant information, data, rules, cases and relationships. A knowledge base can 
combine the knowledge of multiple human experts. It uses a frame approach to store knowledge in a 
knowledge base. Expert systems that use frames to store knowledge are also called frame-based expert 
systems.  
The purpose of the inference engine is to seek information and relationships from the knowledge base and to 
provide answers, predictions and suggestions in the way a human expert would. The interface engine must find 
suitable facts, interpretations and rules to assemble them correctly. Inference engine uses two types of 
inference methods which are backward forward chaining. Backward chaining is the process of starting with 
conclusions and working backward to the supporting facts. Forward chaining starts with the facts and works 
forward to the conclusions.  
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User interface is the mean by which the user and a system can interact (Pazzani and Billsus 2007). The user 
uses interface to browse the outcome of the system. User interface is used for designing, updating and using 
rule-based expert system. The explanation facility allows a user to understand how the rule-based expert 
system arrived at certain results. 
2.3.4.3.2 Rule-based system examples 
Some of previous researches have used rule-based system to classify some common activities of daily living.  
A smart phone that used an accelerometer application was used to collect data about some activities of daily 
living (Yusuf,  Maeder and Basilakis 2012) and a hierarchical approach of rule-based expert system and 
artificial neural network were used to classify some activities of daily living including, sit, stand, walk, laying, 
sit-lay, lay-sit, sit-stand, stand-sit, sit-walk, walk-sit, walk-lay and lay-walk. The accuracy of between-subjects 
test was over89% and over 91.5% for within-subject test. 
A rule-based activity recognition framework was presented by (Storf, Becker and Riedl 2009) in which 92 
rules were created for different activities of daily living including, toilet usage, personal hygiene and 
preparation of meal. Rule-based human activity recognition for surveillance system was developed to classify 
seventeen activities of daily living by (Kushwaha et al. 2012). A rule-based expert system was developed by 
(Dalal et al. 2005),to classify elders’ activities in two primary application areas which are classifying activities 
of daily living and the detection of possible emergency conditions passively and unobtrusively. The accuracy 
of the system was more than 84%. Moreover, a rule-based expert system was used to classify some activities 
in a hospital environment where positions of people and objects are tracked (Christensen 2002). Nine activities 
of daily living were classified using rule-based expert system by inference of accelerometer’s data (Mathie et 
al. 2004). 
2.3.4.3.3 Advantages and disadvantages of rule-based expert system 
Different advantages and disadvantages exist when using rule-based expert systems. Some of these advantages 
are (Giarratano and Gary1998): 
 The ability of capturing and preserving irreplaceable human experience. 
 The ability of developing a system that behaves more consistently than human experts. 
 Minimizing the human expertise needed at a number of locations at the same time. 
 Solutions can be developed faster than human experts. 
On the other hand, the disadvantages of rule-based expert systems are (Dalal et al. 2005): 
 They cannot be used for the discovery of unknown activity when applying activity recognition, but 
when the activity is known, then they can be used to identify repeat occurrences.  
 They do not lead to results with 100% certainty. 
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 They may have difficulties in defining precise rules for every action because some actions may consist 
of fuzzy concepts (Zouba, Boulay, Bremond and Thonnat 2008). 
2.4 Chapter summary 
The contents of this chapter were selected based on the thesis motivation, research questions and 
investigations. In order to answer the research questions, relevant topics were presented in details. Moreover, 
this chapter provided information about the current state of different topics, such as, smart home, location 
technology and monitoring and classification of activities of daily living. The gained knowledge helped to 
investigate and compare the characteristics of different locations technology and to select the appropriate 
location technology that meets the requirements of this thesis. Moreover, this chapter provided information 
about the previous research results, gaps and problems which motivated to design a rule-based system that can 
overcome the issues of the previous research. The new knowledge of the deployed classification methods and 
systems in previous research inspired this thesis to investigate ultrasonic location systems (Hexamite19 
system), rule-based systems and finite state machine.  
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Chapter 3: Background 
This chapter provides the background of the deployed rule-based system. It explains the different components 
of the deployed rule-based system, system configuration and system validation. The chapter is divided into 
three sections which are concepts of the rule-based system, system configuration and validation of the system 
design. 
3.1 Concepts of the rule-based system 
The proposed rule-based system that is used to classify the basic activities of daily living is made up of 
different components, which interact with each other to carry out the processing from raw data to obtain 
classified. The three high level components of the system are Data management, Rule-base and Classification 
mechanism. Figure 3.1 shows the components of the rule-based system, the roles of which will be explained in 
the following sub-sections. 
 
Figure 3.1: The components of rule-based system 
3.1.1 Data management 
The first component of this system is responsible for different tasks concerned with the input data, specifically, 
data acquisition, data pre-processing and data analysis. Data management first acquires data in the form of 
raw data, and then it prepares the data for processing by the next component of the system (Rule-Base), by 
applying various operations. After that, the next two components undertake their tasks and then control in the 
system returns again to Data management. 
Data acquisition is the process of collecting data from different sources. In this research project, the raw data is 
sourced by using a Wireless Ultrasonic Technology (Hexamite19) which stores its raw data in a local data base 
(Microsoft excel file).  
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Data pre-processing undertakes the tasks of windowing, data smoothing, features extracting. Windowing 
divides the signals into windows of specified length of raw data. In this research, the selected length of the 
windows is equal to 1 second (4 raw data). Data smoothing helps discard additional non-useful data and 
replace missing data. Data smoothing in this research is achieved by using signal construction to make the 
signal equal to the number of windows. Feature extraction is used to find the most common features and 
characteristics of the raw data. [Features are computed by using mathematical equations]. Knowing the 
features of raw data will ease the tasks of Rule-base and Classification mechanism of the rule-based system. 
Data analysis is used to evaluate the performance and the accuracy of hierarchical approach and classification 
methods. Data analysis determines the best performance and accuracy of the three Classification Methods. 
Based on this analysis, the best classification method results will be selected for every activity. Data analysis 
is achieved by computing accuracy by using between-subjects and within-subjects analysis, then using Sipina 
software to classify the activities in different hierarchical levels. Data analysis will be explained in detail in 
chapter 5.  
3.1.2 Rule-base 
A Rule-base contains different simple rules which are used for decision making. A Rule-base receives the 
processed data in the form of windows with their features, from the Data management component and then 
applies the rules to each window. The deployed rules drive the decision making within the rule-based System. 
This will ease the classification task, as every window will be sent to the Classification mechanism component 
accompanied with the appropriate rule. Rules play a very important role in the rule-based system because they 
affect the accuracy and performance of the entire system, so the system expert should take different 
considerations while constructing the rules and should select the appropriate rules that can capture the 
characteristics and features of every activity. The deployed rules in the Rule-base contain thresholds which are 
used to distinguish between the different levels of the hierarchical approach and between the basic activities. 
The deployed rules are in the form of <if-then>. So if a rule is applied to a window and the value of the 
threshold for this rule is known, this will ease the task of classifying the data into a specific activity. Selecting 
and establishing the system thresholds will be discussed in the system configuration section. 
3.1.3 Classification mechanism 
The Classification mechanism component deploys the rules from the Rule-base using an algorithm to classify 
the processed data into activities. The classification of activities of daily living is based on the hierarchical 
approach where the rules are used to divide the activities into multiple levels. Three different classification 
methods are used to classify the activities in the hierarchical approach, which are range-based classification, 
backward range-based classification and symmetric range-based classification. For every method an algorithm 
is used which includes the developed rules. The deployed hierarchical approach is showed in Figure 3.2. The 
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deployed hierarchical approach consists of five levels. The different levels of the hierarchy use different rules 
that are obtained from Rule-Base. The different levels of the hierarchical approach and classification methods 
are explained in the next few sections. 
 
Figure 3.2: The deployed hierarchical approach. 
3.1.3.1 The first level of hierarchical approach 
This level receives the processed data from the data management. The received data are in the form of small 
size windows. Also, the received windows of data are accompanied with the extracted features in the form of 
features vector which will be used in the next levels.  
3.1.3.2 The second level of hierarchical approach 
This level classifies the activities into static or dynamic activities based on the rules and the feature vector. The 
static activities are the activities where the subject is still and has no motion or movement in any dimension. 
Dynamic activities are the activities that have motion or movement on at least one dimension. 
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3.1.3.3 The third level of hierarchical approach 
This level receives dynamic activities from the previous level then it classifies the dynamic activities into 
transition activities, non-transition, stand, sit and lay down activities based on the rules. Transition activities 
are the activities which occur between two activities and the subject has a motion or movement on the z-axis. 
Non-transition activities are the activities which have movement or motion on only x-axis or y-axis and z axis 
has no motion. Moreover, this level classifies static activities into stand, sit and lay down. 
3.1.3.4 The fourth of hierarchical approach 
This level classifies the non-transition activities into walk activity and the transition activities into stand-to-sit, 
sit-to-stand, sit-to-sleep, sleep-to-sit, and stand-to-fall. Moreover, it classifies lay down activity into sleep and 
fall activities. The walk activity always has no motion on the z-axis and either x-axis or y-axis has motion and 
the subject height is in specific range of height. The sleep and fall activities are the activities where the subject 
has no motion on the three dimensions and the subject height is in specific range of height. 
3.1.3.5 The fifth level of hierarchical approach 
This level classifies walk activity into walk straight and walk curvy. The main reason of this level is to show 
that the deployed hierarchical approach can adopt new activity or classify activities in deeper levels.   
3.1.3.6 Classification methods 
Three classification methods are used within the hierarchical approach. The three classification methods are 
range-based classification method, backward range-based classification method and symmetric range-based 
classification. All of the three methods are based on the hierarchical approach, but they differ in the way of 
classifying the activity and the way of dealing with undefined activity. 
Range-based classification method classifies the activities based on an algorithm which uses the developed 
rules alone. In this method every window is treated as individual entity which means the classification of the 
activity does not depend on the previous activity or the next activity. Also, if an activity is classified as 
undefined activity, then this method do not change it to another activity and it is left as undefined activity. It 
uses only rules and does not use finite state machine. 
Backward range-based classification method uses the same algorithm, but with Finite state-machine. In this 
method the classification of an activity depends on the rules and the previous valid state of the finite state 
machine. So, if the rules are applied to a window and it is found that window is a specific activity, then the 
previous activity should be a valid activity that the classified activity can come from it. Also, backward range-
based classification method changes the undefined activity to the previous activity. Figure 3.3 shows the 
classification of undefined activity. For example, an activity is classified as sleep activity only if the rules are 
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matching the features of the activity window and the previous activity is sleep or sit-to-sleep.  Also, for 
example, to classify an undefined activity to sleep activity, the previous activity should be sleep activity 
 
                  Figure 3.3: The classification of undefined activity using backward range-based classification method 
In the first level of the hierarchical approach, backward range-based classification method does not change 
anything of the received windows, but it passes them to the second level to be classified into static or dynamic 
activities. 
In the second level of the hierarchical approach, backward range-based classification classifies the activities 
into static or dynamic and there will never be a time that undefined activity exist because either static or 
dynamic activity.  
In the third level of the hierarchical approach, backward range-based classification method classifies the 
dynamic activities into transition, non-transition, stand, sit and lay down activities. In this level, to classify an 
activity as transition, the previous activity should be transition activity, sit activity or stand activity. It is not 
acceptable to classify an activity as transition where the previous activity is non-transition. Also, the same with 
non-transition activity, the previous activity cannot be transition activity, sit or lay down and it can only be 
non-transition or stand. Figure 3.4 shows the used finite-state machine within the third level of hierarchical 
approach. 
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Figure 3.4: Finite state machine of the third hierarchical level 
In the fourth hierarchical level, backward range-based classification method classifies the non-transition 
activities into walk and the static activities are classified as fall or sleep. In this level, to classify an activity as 
walk activity, the previous activity should be walk or stand activity. Fall activity can only have fall activity or 
stand-to-fall activity as previous activity. The same way is applied to all activities. The transition activity is 
classified into stand-to-sit, sit-to-stand, sit-to-sleep, sleep-to-sit and stand-to-fall. Transition activities cannot 
have walk activity as previous activity. Figure 3.5 shows the finite-state of the fourth hierarchical level using 
backward range-based classification method. 
 
Figure 3.5: Finite state machine of the fourth hierarchical level 
In the fifth hierarchical level, backward range-based classification method classifies walk into walk straight or 
walk curvy. Transitions, sleep, sit or fall cannot be as previous activity for walk straight or walk curvy. Figure 
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3.6 shows the Finite-State Machine of the fifth hierarchical approach using backward range-based 
classification method. 
 
Figure 3.6: Finite state machine of the fifth hierarchical level 
Symmetric range-based classification method uses the same algorithm in conjunction with finite state machine. 
The difference between this method and backward range-based method is the undefined activity is classified 
based on the previous and the next activity then deciding what activity should occur in the middle. For 
example, if standing activity followed by undefined activity then followed by sitting. In this case based on the 
previous activity (stand) and the next activity (sit), the undefined activity is changed to stand-to-sit. Figure 3.7 
shows the classifying of the undefined activity using symmetric range-based classification method.  
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Figure 3.7: The classification of undefined activity using Symmetric range-based method 
3.2 System configuration 
The rule-based System contains rules that are used within the system to classify the basic activities of daily 
living (ADLs). These rules contain thresholds that distinguish the rules form each other. Selecting the 
appropriate thresholds for rules is essential because it affects the accuracy and performance of the rule-based 
system. Moreover, if the selection of threshold for an activity was not very accurate, then the rule-based 
system might classify this activity as another activity and in this case the system might fails in classifying most 
of the activities, especially if the misclassified activity is a frequent activity. 
 
According to (Preece et al. 2009) Different methods are used to construct the thresholds of rules. These 
methods might be by Mathematical Calculation or Observations or both. Mathematical Calculations depend on 
the type of the data and it follows specific way in computing the thresholds. The expert who develops the 
system rules should be cautious about the accuracy of the parameters that will be used within the Mathematical 
Calculations because these parameters will affect the thresholds value and the accuracy of the whole system. 
Observation involves an estimation method for constructing thresholds. It is used in some situations where the 
thresholds cannot be constructed by using Mathematical Calculations. Observation can be conducted by using 
different types of devices, such as a camera. In this research project Mathematical Calculations and 
Observation are used to construct the thresholds. The Mathematical Calculations are conducted by using 
Environment Calibration and Subject Height Calibration. The Observation is conducted by using camera to 
observe every activity.  
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3.3 Validation of the system design 
The validation of the system design is conducted by evaluating the results of the system. So, it is required to 
have experimental scenarios that test the range of routines that can be achieved by combining the permitted 
basic activities that will be classified. Some considerations should be taken while constructing the system 
scenarios, such as, fulfilling the aims of the system, the subjects who will take part in the scenarios, the 
duration time of conducting each part of the scenario (time of each activity) and the whole scenario, the place 
of conducting the scenarios, the repeated number of the scenarios, following the same way in conducting the 
repeated scenarios and conducting the repeated scenarios in the same environment conditions. The validation 
of the system design will be conducted by applying system testing accuracy and decision-tree method of 
Sipina software.  
Sipina software is a tool that can extract knowledge from data (Bentayeb and Darmont 2002).It learns from 
quantitative and qualitative data. It produces a lattice graph, such as, decision-tree. The lattice graph issued 
from the learning step is translated in terms of production rules and stored in knowledge base system. Sipina 
analyses the rules and detects several anomalies, such as, redundancy and contradictions. The Sipina user 
selects a data file and knowledge base system, and then Sipina predicts the membership class of the examples 
in the file. Different algorithms exist within Sipina software, such as, SIPINA, C4.5, CART, Chi2-link, Elisee, 
ID3, QR_MDL or WDTaiqm. Moreover, Sipina contains different discretisation methods, such as, manual, 
equal width intervals method, equal frequency intervals method, Kerber’s Chi-merge, Fayyad and Irani’s 
MDLPC, Zighed Fusinter and Fusbin.   
3.4 Chapter summary 
This chapter provided an overview of the deployed rule-based system components which are Data 
management, Rule-base and Classification mechanism. It explained the tasks of each component and the 
relationships between each other. Moreover, it explained the three classification methods (range-based 
method, backward range-based method and symmetric range-based method) including finite state machine and 
undefined activity classification. Moreover, the system configuration was explained and the methods of 
constructing the rules’ thresholds which are mathematical calculations and observations. Finally, this chapter 
explained the validation and evaluation of the system design which will be based on system testing accuracy 
and decision-tree method of Sipina software. 
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Chapter 4: Methodology 
This chapter presents an overview of the deployed process to design the rule-based system. In this research 
project, three subjects conducted two sets of scenarios twice; every set of scenario includes seven scenarios 
that will be repeated twice by each subject. The selected scenarios contain only the activities that the research 
is interested in classifying them. Some of the activities have specific time to conduct (static activities) and 
some do not have specific time (dynamic activities). 
4.1Methodology overview 
The process of classification of the activities of daily living is conducted through different stages of decision-
making. As previously mentioned in the literature review chapter, a conceptual scheme of a generic 
classification system was suggested by (Liu, Sun and Wang 2006).This generic classification system was 
adopted by different researchers because it provides a general way of processing raw data which can be 
achieved by selecting the appropriate components of every stage in the classification system. Based on this 
generic classification system, some similar stages have been designed into the system presented in this thesis. 
The implementation process adopted in this research therefore proceeds by realising the solution as different 
stages. The reasons behind selecting these stages and the way of conducting each stage are based on different 
factors, such as, the motivation of the research, the research questions, and the limitations of the previous 
research. These factors will be discussed in the next sections. 
4.2 The implementation process 
The implementation process in this research can be divided into five stages which are wearable sensor 
selection, pre-processing, windowing, features extracting and classification. Figure 4.8 is a summary of these 
stages. 
 
Figure 4.1: The implementation process stages 
4.2.1 Wearable sensor selection 
It is required to find the appropriate technology that can fulfil the success of any research project. This can be 
achieved by investigating previous research and evaluating its success and failure with the deployed 
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technology. Also, investigating the limitations of different technology that restrict how it can be deployed in 
specific research can help in selecting an appropriate technology. Based on the limitations of the vision-based 
sensors (such as, privacy and high computational demand and the limitations that ambient embedded sensors 
do not provide detailed information about objects), this research selected to use wearable sensors. Moreover, it 
can be concluded from the literature review chapter that most of the prior research focused on the deployment 
of accelerometers for classifying the activities of daily living and there is very little research that focused on 
using ultrasonic sensors or location systems. 
This research aims to classify activities of daily living using an ultrasonic system. The deployed ultrasonic 
device is the Hexamite19 system. This system uses a software program (Hx19xyzDDE) to read data from 
hx19ms synchronizer. It converts incoming data from all receivers that detect a tag into a string containing the 
ID and XYZ coordinates. To detect the XYZ coordinates, three receivers at least should pick up the signal 
from a tag. If the tag signal is picked up by less than two receivers, then Hx19xyzDDE will yield the 
maximum dimensions it can compute using available data. Figure 4.9 shows the Hx19xyzDDE. 
 
Figure 4.2: The Hx19xyzDDE window 
The first number in the toolbar window (23) represents the tag ID. The next number (1503) is the x value (x-
axis of Hexamite is the length of the room). The third number (1213) is the y value (y-axis of the Hexamite is 
the width of the room). The fourth number (2706) is z value (z-axis of the hexamite is the height of the room). 
The fifth number (2662) is the time from the start in milliseconds. The sixth number (327) is the record 
number. The seventh number (4) is the number of receivers that detected the tag. Then at the end of the 
window toolbar is a list of the receivers’ identification number (16 18 19 17) that detected the tag. When the 
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log feature is selected the data is stored on a file. The file name contains the date and the time of recording as 
shown in Figure 4.10. The first row of the file indicates the date and the time, when the file was created. In this 
file the date was 24th of September 2012 and the time was 12 and 16 minutes and 8 seconds. The first column 
(Tag) shows the tag identification number for every row of data. 
 
Figure 4.3: The components of the logging file 
In this research to ensure that at least three receivers can pick up the signal, the researchers purchased the 
system including 6 receivers that can cover up to 14 meters distance. The selected number of the receivers is to 
cover the greatest possible area of the smart space, to increase the accuracy of the location data and to avoid 
the loss of data or signal distortion. 
4.2.2 Pre-processing 
As it was mentioned before in the previous chapter that this stage can include any type of processing that 
prepares the raw data for further analysis. Moreover, the deployed process or technique within the Pre-
processing stage depends on the nature of the data and deployed technology. So, the selected sub-stages of 
Pre-processing stage are Data Acquisition Approach, experiment setup, experiment scenarios, Calibration and 
Signal Composition. 
4.2.2.1 Data acquisition approach 
This sub-stage implements different aspects of the data acquisition approach. The technique of the data 
acquisition approach differs from one research project to another depending on different factors, such as, the 
aim of the research, the design and the setup of the experiment, the limitation of the deployed system, the 
proposed scenarios, the nature of the required data, and the problem that the research will solve. Two sets of 
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data are collected using Hexamite19 system and each set contains seven scenarios. After collecting the two 
sets of data, the two sets are aggregated to form one set of data. 
4.2.2.2 Experiment setup 
As mentioned in first chapter, one of the research objectives is to classify some activities of daily living in 
laboratory environment. To achieve this objective it was essential to setup a dedicated instrumented space to 
conduct the experiment: this is referred to as ‘THRIL Smart Space’. THRIL Smart Space was constructed 
inside the THRIL lab, which is located at University of Western Sydney (UWS)-Campbell town Campus. The 
‘THRIL Smart Space’ area of 6m (x-axis of the Heaxamite19 tag) by 4m (y-axis of the Hexamite19) by 3m (z-
axis of the Hexamite19) was constructed by using metal framed division walls, Figure 4.1. The size of the 
space was determined because with bigger space more receivers are required to extend the range of the system 
and with small space the rage of distance and time possible for activities might be unrealistically small. 
Moreover, the essence of this research is to use a minimum number of sensors to classify activities of daily 
living, unlike previous research which instrumented the space with a large number of sensors or used more 
than one system simultaneously.  
 
Figure 4.4: THRIL smart space 
The Hexamite19 receivers are mounted on the space ceiling in a rectangular layout, Figure 4.2. This layout is 
recommended by the Hexamite Company (Hexamite ultrasound n.d.). Moreover, based on the system 
limitations, such as, interference and multipath, the error sources might be reduced or avoided by mounting the 
receivers on the ceiling. Also, it is likely that this configuration will reduce signal blockage caused by the tag 
carrier body or smart space furniture.  
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Figure 4.5: The location of the Hexamite19’s receivers 
The most difficult practical problem in the Data Acquisition Approach was where to place the two tags on the 
body of a subject. The decision was made based on different factors, such as, the objective of this research, the 
system limitation, the nature of the collected data and the type of activities to be classified. The accuracy of the 
data is improved when the tag is facing the receivers and all activities require the two tags to be placed in 
different positions on the body in order to be recognised and distinguished from each other. To overcome this 
problem, the first tag was placed horizontally facing upwards on the head of the subject (using a hat), Figure 
4.3. The other tag was placed vertically on the thigh of the subject to face forwards when standing or upwards 
when sitting and lay down, Figure 4.3. An experimental scenario was conducted once using this configuration, 
and then the same scenario was repeated again, with different tag placement: the tag on the hat was replaced 
with a vertically placed tag on the forehead facing forwards, Figure 45. The other tag remained as before on 
the thigh. The next sections will explain how the experimental scenarios were undertaken with the different 
placement in details.     
 
Figure 4.6: The first placement of the first tag 
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Figure 4.7: The placement of the second tag 
 
Figure 4.8: The second placement of the first tag 
4.2.2.3 Experiment scenarios 
The focus in this research is on classifying simple basic activities of daily living (ADLs), but complex 
activities, such as, preparing meal are beyond the research scope. Some simple activities of daily living 
(ADLs) have been selected which can be classified into two types of activities; static and dynamic. The static 
activities are the activities where the body is not in motion, such as, stand or sit. The dynamic activities are the 
activities where the body is in motion, such as walk or stand-to-sit. The dynamic activities include transition 
and non-transition activities. The transition activities are the activities which occur to transfer activity to 
another, such as, sit-to-stand or stand-to-sit. Non-transition activities can be walk straight or walk curvy, Table 
4.1 shows the selected activities for classification. 
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Static Activity  Dynamic Activities  
Transition  Non-transition  
Sit 
Stand 
Sleep 
Fall  
Stand-to-Sit 
Sit-to-Stand 
Sit-to-Sleep 
Sleep-to-Sit 
Stand-to-fall 
Walk straight 
Walk curvy 
Table 4.1: The selected activities for classification 
The total number of the selected activities is 11 activities. Two data sets were conducted including 7 scenarios, 
which can cover the 11 activities, table 4.2. These scenarios experiments were conducted by three subjects; 
every scenario was repeated twice because the subject had to change the position of the first tag between head 
and forehead. So every subject has completed a total of 14 scenarios for each data set; 7 scenarios where the 
first tag was placed on the head with the second tag on the thigh and then the same 7 scenarios repeated where 
the first tag was placed on forehead with the second tag on the thigh. The subjects were instructed to perform 
each static activity for duration of approximately 5 seconds while the time of the dynamic activities was not 
specified. 
Scenario number Scenario layout Scenario 
First Three chairs sit>sit-to-stand>stand>walk 
straight>stand>stand-to-sit>sit>sit-to-
stand>stand>walk 
straight>stand>stand-to-sit>sit>sit-to-
stand>stand>walk 
straight>stand>stand-to-sit>sit 
Second One chair and one bed sit>sit-to-stand>stand>walk 
straight>stand>stand-to-sit>sit>sit-to-
sleep>sleep 
Third One chair and one bed sit>sit-to-stand>stand>walk 
curvy>stand>stand-to-sit>sit>sit-to-
sleep>sleep 
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Fourth One chair and one bed sleep>sleep-to-sit>sit>sit-to-
stand>stand>walk 
straight>stand>stand-to-sit>sit 
Fifth One chair and one bed sleep>sleep-to-sit>sit>sit-to-
stand>stand>walk curvy>stand>stand-
to-sit>sit 
Sixth Middle of the room (falling on 
back to the west) 
stand> stand-to-fall>fall 
Seventh Middle of the room (falling on 
back to the south) 
stand>stand-to-fall>fall 
Table 4.2: The seven scenarios with the scenario layout 
In the first scenario, the three chairs were placed in the smart space in the form of a triangle, figure 4.9. The 
scenario started from a static activity (sit) and ended with the same static activity. The next four scenarios had 
the same layout consisted of one chair and one bed, figure 4.10. The last two scenarios were conducted in the 
middle of the room; fall down on back to the west and fall down on back to the south. 
 
Figure 4.9: The first scenario layout 
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Figure 4.10: The second, third, fourth and fifth scenario layout 
All the performed scenarios were recorded using a video camera to provide a ‘gold standard’. The gold 
standard in this thesis is the actual activity that was conducted by each subject and was recorded using video 
camera. The gold standard will be used to derive the positive and negative classes that are used to calculate the 
accuracy of activities using the rule-based system and decision-tree method of Sipina software. 
Error calculation and calibration are used to find the thresholds which were used to classify the activities of 
daily living. Thresholds are values that obtained from observing or mathematical calculations to compare 
derived features to determine whether a particular activity is performed. In this research project a calibration is 
applied to calculate the thresholds in different locations within the environment. Moreover, calibration 
includes calculating the heights of the different components of the furniture and using these heights in 
conjunction with thresholds to construct the rules that will classify the activities of daily living. 
4.2.2.4 Calibration process 
The aim of calibration process is to construct and compute the thresholds which will be used within the rules 
of the rule-based system. The construction of the thresholds as mentioned before is conducted by using 
mathematical calculations and observations by using camera. The process of calibration has two components 
which are environment calibration and subject calibration. 
4.2.2.4.1 Environment calibration 
The calibration of the environment was conducted in the smart space by marking 49 points on the floor. The 
difference between any two points on the X-axis was 600mm and on the Y-axis was 375mm. The tag was 
placed on each point for 7.5 seconds and the data was collected to map the error within the smart space and 
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then to calculate the thresholds by using mathematical calculations. Average, standard deviation, absolute 
error, relative error, maximum standard deviation of X-axis, maximum standard deviation of Y-axis, and 
maximum standard deviation of Z-axis were calculated by using the following equations: 
 Average: X̅ =
∑ 𝑥𝑖𝑖
𝑛
 
 Standard deviation: S = √
(𝑥−?̅?)2
𝑛−1
 
 Absolute error: is the difference between the actual and the measured value. 
 Relative error: 𝑅e =
Absolute Error
MeasuredValue
 
 Maximum standard deviation of X-axis: Max(Sx) = max
𝑖
𝑠𝑥 
 Maximum standard deviation of Y-axis: Max(Sy) = max
𝑖
𝑠𝑦 
 Maximum standard deviation of Z-axis: Max(𝑆𝑧) = max
𝑖
𝑠𝑧 
Where: 
i: The index number 
Sx ∶ Standarddeviation of x-axis 
Sy : Standard deviation of y-axis 
𝑆𝑧 : Standard deviation of z-axis 
After applying the previous equations on the data, the relative error for every marked point on x-axis, y-axis 
and z-axis were presented in three graphs, figure 4.11, figure 4.12, and figure 4.13. 
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Figure 4.11: The absolute error of x-axis 
 
Figure 4.12: The relative error of y-axis 
 
Figure 4.13: The Absolute error of z-axis 
As we noticed from the previous graphs that the errors for the 49 marked points were not consistent and they 
differ from one to another. For this reason we calculated the 𝑆𝑥,𝑆𝑦 and𝑆𝑧, then we calculated Max(Sx), 
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Max(Sy)andMax(Sz), Table 4.3. These calculations were used to construct the thresholds that are used within 
the rules to distinguish between dynamic and static activities. It can be noticed from the calibration that this 
calibration is conducted for static points only and the values of the thresholds and the error will likely increase 
within the dynamic activity. So, an extra error factor was estimated and added to thresholds to allow for this. 
This error was estimated by using observations of activities based on camera. This error was ±5 which was 
added to Max(Sx), Max(Sy)andMax(Sz). The three thresholds for x-axis, y-axis and z-axis are: 
𝑋𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = Max(Sx)+5=40.9+5=45.9 
𝑌𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑= Max(Sy)+5=31+5=36 
𝑍𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑= Max(Sz)+5=23.2+5=28.2 
These thresholds mean that if the standard deviation value of a window of data is less than or equal to the 
threshold on a specific axis, then the activity is a static activity on this axis, otherwise it is a dynamic activity.  
Marked points position (x, y) 𝑺𝑿 𝑺𝒚 𝑺𝒛 
(1000,625) 15.4 20.1 11.7 
(1600.625) 4.2 2.6 1.9 
(2200,625) 4.8 3.5 0.7 
(2800,625) 5 6.1 3.4 
(3400,625) 25.9 31 6.2 
(4000,625) 9.2 13.8 7.3 
(4600,625) 35.3 16.5 23.2 
(1000,1000) 5.7 6.5 5.5 
(1600,1000) 1.5 2.3 0.5 
(2200,1000) 4.5 6.4 0.8 
(2800,100) 4.7 3 2 
(3400,1000) 6.7 12.4 3.8 
(4000,1000) 16.5 18.1 9.6 
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(4600,1000) 11 15.4 9.7 
(1000,1375) 9.5 9 1.8 
(1600,1375) 3.4 3.3 0.9 
(2200,1375) 1.1 3.3 1.9 
(2800,1375) 7.5 4.9 2.7 
(3400,1375) 3.6 6.2 1.3 
(4000,1375) 40.9 17.1 21.4 
(4600,1375) 11.7 15.6 7.9 
(1000,1750) 8.9 9.8 3.1 
(1600,1750) 3.2 5.7 2.3 
(2200,1750) 3.2 3.1 1.7 
(2800,1750) 5.9 7.2 1.5 
(3400,1750) 4.2 5.5 1.4 
(4000,1750) 17.4 19.1 9.2 
(4600,1750) 16.6 15.9 10 
(1000,2125) 8.7 12.4 2 
(1600,2125) 4.7 16.6 1.3 
(2200,2125) 2 3.5 2 
(2800,2125) 4.6 2.9 2.4 
(3400,2125) 7 9.4 2 
(4000,2125) 7.6 6.7 3 
(4600,2125) 14.5 25.4 7 
(1000,2500) 8.7 11.9 2.6 
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Table 4.3: The results of environment calibration to find thresholds 
To classify the static and dynamic activities into basic activities, such as, sitting and walking. The heights of 
the furniture (chair and bed) were measured and included within the rules. For example, if the first 
classification method (range-based ) is used and the activity is classified as static activity and the rules say that 
the range of this static activity is more than the acceptable range of sitting and sleeping then this activity will 
be classified as falling down. Anytime the chair or bed is replaced, it is only required to know the new height 
and replace it for the old height in the rules. The change of the furniture height will not affect the rules or the 
hierarchical approach. 
4.2.2.4.2 Subject calibration 
This research project was conducted by three subjects. The height of the three subjects were measured and 
included in the rules. So, it is always required to know the exact height of any subject that uses the Hexamite 
system. Anytime a new subject uses the system, then the value of the subject height will be changed. In this 
research project, the heights of the subjects are within the normal average height of the Australian population. 
(1600,2500) 4.2 5.3 2.5 
(2200,2500) 5.3 6.5 3 
(2800,2500) 5.2 9.1 1.1 
(3400,2500) 6.6 11.7 3 
(4000,2500) 11.4 7 5 
(4600,2500 24.4 29.2 20.7 
(1000,2875) 19.4 11.9 8 
(1600,2875) 4.4 4.4 3.9 
(2200,2875) 8.9 6.6 2.1 
(2800,2875) 9.4 3.9 2.7 
(3400,2875) 7.1 8.1 4.6 
(4000,2875) 30 14.8 11.6 
(4600,2875) 19.6 23.3 17.3 
Max(𝑺) 40.9 31 23.2 
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So, the constructed rules will be only valid for average heights. And these rules might not work properly for 
abnormal heights, such as, people who are very short and their height is less than 1.5 m. also, for very tall 
people whose height is greater than 2m, the rules will not be valid. The measured heights of the three subjects 
were: 
 First subject height=168 cm. 
 Second subject height=175 cm. 
 Third subject height= 180 cm. 
4.2.2.5 Signal composition 
The limitations of the Hexamite system might cause a portion of data within certain time to be lost. The loss of 
data will affect the accuracy of the system and some activities will be misclassified or undefined. Moreover, as 
we discussed in the previous sections that every scenario will be repeated twice in order to create three sets of 
data (head, thigh and forehead). The timing of activities of the conducted scenarios might vary; for example 
the length of time of the sitting activity measured from the head might be less or more than the length time of 
the sitting activity of the forehead. So it is required to synchronize the data sets in a way that is simple and 
does not affect the accuracy of the data. The way of synchronizing the data sets is based on the gold standard 
and systematic sampling. 
The gold standard is a way of comparing and measuring how the system outcome is close to absolute ground 
truth. In this research we use a camera to record the conducted scenarios of the three subjects. The camera 
sequences can be analysed to specify the beginning and the end of every activity within the scenarios. The next 
step will be the resampling of the data by using systematic sampling. 
Systematic sampling is a method of selecting random samples from a large population. This method requires 
the selection of a fixed starting point in the population then obtaining subsequent observations using constant 
intervals between samples taken (Su, Tsai and Hsu 2013).The use of this method with the gold standard will 
result in three sets of data that have the same time and the same number of data for every activity.  
4.2.3 Windowing 
Based on the literature review chapter, the selection of the windowing technique for classifying activities of 
daily living (ADLs) depends on different factors, such as, the nature of the collected data, the sampling rate, 
the type of activity, avoiding overlapping and the motivation and design of the system. 
There have been different approaches used for windowing techniques, such as sliding window. Some 
researchers used a fixed window size for all activities and other used flexible window size based on the type of 
the activity. The most popular windowing technique is the sliding window with a fixed size. It was found that 
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the smaller size of the window provided more accurate results in classification. Moreover, it was found that 
there is no preferred window size for processing data, but it was recommended not to make it very long or very 
short in order to avoid overlapping. 
In this research, the sample rate of the device is 4 samples per second and the expected time of conducting 
transition activities is 1 to 3 seconds, so the selected time of the window will be 1 second. 
4.2.4 Feature extracting 
Feature Extracting is the process of representing signals and data in a more informative and compact format in 
pattern recognition to make the classification easier and more robust and to distinguish between activities [5]. 
Different types of features can be extracted from the data. These features vary from one classification system 
to another based on the nature and the format of the data, the types of activities and the system design. As it 
was noted in the literature review, different types of features can be extracted, such as, mean, variance or 
standard deviation, entropy, energy, correlation between axes and so on. There is no standard number of 
features to be extracted for classification and the features depend on the activities to be classified. 
In this research, the data consist of location data that provides the location in 3 axes. The extracted features 
will help in distinguishing between static and dynamic activities. The standard deviation and the mean are 
used to distinguish between static and dynamic activities. To distinguish between transition and non-transition 
activities the features are mean, standard deviation, and increasing or decreasing over the window. These 
features will be used to create feature vectors which will be the input of the classification system. Table 4.4 
shows the feature vectors.  
Feature Vector Component Features Total number of Features 
Static Mean of each axis (x, y, z) of 
three tags 
Standard deviation for each axis 
(x, y, z) of three tags 
Difference between z axis of two 
tags 
 
20 
Transition Mean of z axis of two tags 
Standard deviation of z axis of 
two tags 
Increasing or decreasing of z of 
 
9 
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two tags 
 
Non-transition Mean of each axis (x, y, z) 
Standard deviation of (x, y, z) 
Increasing or decreasing of axis(x, 
y) 
 
 
8 
Table 4.4: The feature vectors 
4.2.5 Classification 
In this research, three classification methods are used to classify the activities of daily living which are range-
based method, backward range-based method and symmetric range-based method. The first method uses an 
algorithm which has the classification rules while the other two methods uses the same algorithm in 
conjunction with a finite state machine which allows for a range of values at successive time steps to be 
incorporated. Figure 4.14 shows the flowchart of the basic classification rule-based algorithm. The deployed 
rules are used within the <if condition> in the flowchart. Table 4.5 shows the deployed rules within the range-
based classification method. Table 4.6 shows the deployed rules within backward range-based classification 
and symmetric range-based classification. 
By using the three methods, the windows of data will be classified through the different levels of the 
Hierarchical approach. By the end of this stage, the conducted scenarios of the three subjects will be classified 
into the 11 basic activities of daily living. Subsequently the results will be verifies according to the gold 
standard method. 
Range-based classification method classifies the activities based on the rules in Table 4.5. This method does 
not change the undefined activity into any other activity and it keeps it as undefined activity. Backward range-
based classification method and symmetric range-based classification method classifies the activities based on 
the rules in Table 4.6. The difference between these two methods with range-based method is the deployment 
of finite state machine to classify the activities. In other words, backward range-based method classifies the 
activity by considering the previous activity in the finite state machine and the rules that can be applied to the 
activity. For example, to classify an activity as sit activity, the previous activity should be sit, stand-to-sit or 
sleep-to-sit. Moreover, if an activity is classified as undefined activity using backward range-based 
classification method, then the undefined activity is classified to the previous activity. For example, an activity 
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is classified as undefined activity and the previous activity was sit activity, then the undefined activity is 
change to sit activity. Symmetric range-based classification method works the same way as backward range-
based method in classifying activities, but the difference is in classifying undefined activity. The undefined 
activity is classified based on the previous and next activity. For example, if the previous activity is stand-to-
sit and the next activity is sit-to-sleep, then the undefined activity that occurred between these two activities 
should be classified as sit activity.  
 
Figure 4.14: The flowchart of the classification rule-based algorithm 
Activity Rules 
Static ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
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ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧&ᵟ𝑥𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝑡ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧&ᵟ𝑥𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&ᵟ𝑧𝑡ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧&ᵟ𝑥𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&
ᵟ𝑦𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&ᵟ𝑧𝑡ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧&ᵟ𝑥𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤
𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
Dynamic ᵟ𝑧𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 
OR 
ᵟ𝑧𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&  
ᵟ𝑧𝐻𝑎𝑡 ≤ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
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Transition ᵟ𝑧𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 
OR 
ᵟ𝑧𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 &ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
Non-transition ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦 & 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 &ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 &ᵟ𝑦𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦 & ᵟ𝑧𝐻𝑎𝑡 ≤ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
Walk D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=0 for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D +𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=Undefined for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=constant positive value for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
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Slope=constant negative value for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope≠ constant  value for any two points within window 
Lay down D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣=𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣 
OR 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣 
Stand D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D+𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
Sit 𝑧ℎ𝑎𝑡𝐴𝑣<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣& 
𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣-𝑧ℎ𝑎𝑡𝐴𝑣≤Error& 
D+𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣≤Ch & 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣 
OR 
𝑧ℎ𝑎𝑡𝐴𝑣<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣& 
𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣-𝑧ℎ𝑎𝑡𝐴𝑣≤Error& 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣≤BH & 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣 
Sleep D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣=𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣≤BH 
OR 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣≤BH 
Fall D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣=𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣≤Rh 
OR 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣≤Rh 
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Stand-to-sit 𝑧0ℎ𝑎𝑡 < 𝑧1ℎ𝑎𝑡<𝑧2ℎ𝑎𝑡<𝑧3ℎ𝑎𝑡& 
D- 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧0ℎ𝑎𝑡 or 𝑧1ℎ𝑎𝑡 or 𝑧2ℎ𝑎𝑡 or 𝑧3ℎ𝑎𝑡 
& 
𝑧0ℎ𝑎𝑡 and𝑧1ℎ𝑎𝑡 and𝑧2ℎ𝑎𝑡 and𝑧3ℎ𝑎𝑡<Ch or BH 
Sit-to-stand 𝑧0ℎ𝑎𝑡>𝑧1ℎ𝑎𝑡>𝑧2ℎ𝑎𝑡>𝑧3ℎ𝑎𝑡& 
𝑧0ℎ𝑎𝑡 or 𝑧1ℎ𝑎𝑡 or 𝑧2ℎ𝑎𝑡 or 𝑧3ℎ𝑎𝑡≤D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
𝑧0ℎ𝑎𝑡 and 𝑧1ℎ𝑎𝑡 and 𝑧2ℎ𝑎𝑡 and 𝑧3ℎ𝑎𝑡 <Ch or BH 
Sit-to-sleep D+𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧0ℎ𝑎𝑡 < 𝑧1ℎ𝑎𝑡<𝑧2ℎ𝑎𝑡-𝑧3ℎ𝑎𝑡& 
𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤BH 
OR 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 
<𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤BH 
Sleep-to-sit D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧0ℎ𝑎𝑡>𝑧1ℎ𝑎𝑡>𝑧2ℎ𝑎𝑡>𝑧3ℎ𝑎𝑡& 
𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤BH 
OR 
D+𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤BH 
 
 
Stand-to-fall 𝐵𝐻 ≤ 𝑧0ℎ𝑎𝑡<𝑧1ℎ𝑎𝑡<𝑧2ℎ𝑎𝑡<𝑧3ℎ𝑎𝑡 ≤ Rh& 
𝐵𝐻 ≤ 𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 ≤ Rh& 
OR 
𝐵𝐻 ≤ 𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 ≤ Rh& 
Walk straight D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
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Slope=0 for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=Undefined for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=constant positive value for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=constant negative value for any two points within window 
Walk curvy D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope≠ constant  value for any two points within window 
 
Table 4.5: The deployed rules in range-based classification method 
ᵟ𝑥𝐻𝑎𝑡: Standard deviation of x-axis for tag on head. 
ᵟ𝑦𝐻𝑎𝑡: Standard deviation of y-axis for tag on head. 
ᵟ𝑧𝐻𝑎𝑡: Standard deviation of z-axis for tag on head. 
𝜎𝑥𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑: Standard deviation of x-axis for tag on forehead. 
𝜎𝑦𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑: Standard deviation of y-axis for tag on forehead. 
𝜎𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑: Standard deviation of z-axis for tag on forehead. 
𝜎𝑥𝑇ℎ𝑖𝑔ℎ : Standard deviation of x-axis for tag on thigh. 
𝜎𝑦𝑇ℎ𝑖𝑔ℎ : Standard deviation of y-axis for tag on thigh. 
 
 
89 
 
𝜎𝑧𝑇ℎ𝑖𝑔ℎ : Standard deviation of z-axis for tag on thigh.  
D: Subject height. 
𝑧ℎ𝑎𝑡𝐴𝑣 : Average of z-axis for tag on head. 
𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣 : Average of z-axis for tag on forehead. 
Slope= 
∆𝑦
∆𝑥
 
𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 = 𝑋𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. 
𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦 = 𝑌𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. 
𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 = 𝑍𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠. 
Error = 2*𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
𝑧0ℎ𝑎𝑡 : The first window element of the z-axis for head. 
𝑧1ℎ𝑎𝑡 : The second window element of the z-axis for head. 
𝑧2ℎ𝑎𝑡 : The third window element of the z-axis for head. 
𝑧3ℎ𝑎𝑡 : The fourth window element of the z-axis for head. 
𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 : The first window element of the z-axis for forehead. 
𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 : The second window element of the z-axis for forehead. 
𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 : The third window element of the z-axis for forehead. 
𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 : The fourth window element of the z-axis for forehead 
Ch: chair height. 
Rh: room height. 
BH: bed height. 
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Activity Rules 
Static ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧&ᵟ𝑥𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝑡ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧&ᵟ𝑥𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&ᵟ𝑧𝑡ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧&ᵟ𝑥𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&
ᵟ𝑦𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝑇ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&ᵟ𝑧𝑡ℎ𝑖𝑔ℎ≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧&ᵟ𝑥𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤
𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦&ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
Dynamic ᵟ𝑧𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 
OR 
ᵟ𝑧𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
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ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡 ≤ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
Transition ᵟ𝑧𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 
OR 
ᵟ𝑧𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
& previous state= transition, undefined or static 
Non-transition ᵟ𝑥𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡≤𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
OR 
ᵟ𝑥𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥&ᵟ𝑦𝐻𝑎𝑡>𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦& 
ᵟ𝑧𝐻𝑎𝑡 ≤ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
& previous state= non-transition, static or undefined 
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Walk D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=0 for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D +𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=Undefined for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=constant positive value for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=constant negative value for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope≠ constant  value for any two points within window 
&previous state= walk, static or undefined 
Lay down D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣=𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣 
OR 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣 
& previous state=lay down, transition and undefined 
Stand D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
& previous state= stand, undefined or sit-to-stand 
Sit 𝑧ℎ𝑎𝑡𝐴𝑣<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣& 
𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣-𝑧ℎ𝑎𝑡𝐴𝑣≤error & 
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D+𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣≤Ch & 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣 
OR 
𝑧ℎ𝑎𝑡𝐴𝑣<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣& 
𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣-𝑧ℎ𝑎𝑡𝐴𝑣≤error & 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣≤BH & 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣 
& previous state=sit, undefined, stand-to-sit or sleep-to-sit 
Sleep D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣=𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣≤BH 
OR 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣≤BH 
& previous state=sleep, undefined, sit-to-sleep 
Fall D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧ℎ𝑎𝑡𝐴𝑣=𝑧𝑡ℎ𝑖𝑔ℎ𝐴𝑣=𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣≤Rh 
OR 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣≤Rh 
& previous state= fall, undefined or stand-to-fall 
Stand-to-sit 𝑧0ℎ𝑎𝑡 < 𝑧1ℎ𝑎𝑡<𝑧2ℎ𝑎𝑡<𝑧3ℎ𝑎𝑡& 
D- 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧0ℎ𝑎𝑡 or 𝑧1ℎ𝑎𝑡 or 𝑧2ℎ𝑎𝑡 or 𝑧3ℎ𝑎𝑡 
& 
𝑧0ℎ𝑎𝑡 and𝑧1ℎ𝑎𝑡 and𝑧2ℎ𝑎𝑡 and𝑧3ℎ𝑎𝑡<Ch or BH 
& previous state=stand-to-sit, stand or undefined 
Sit-to-stand 𝑧0ℎ𝑎𝑡>𝑧1ℎ𝑎𝑡>𝑧2ℎ𝑎𝑡>𝑧3ℎ𝑎𝑡& 
𝑧0ℎ𝑎𝑡 or 𝑧1ℎ𝑎𝑡 or 𝑧2ℎ𝑎𝑡 or 𝑧3ℎ𝑎𝑡≤D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
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𝑧0ℎ𝑎𝑡 and𝑧1ℎ𝑎𝑡 and𝑧2ℎ𝑎𝑡 and𝑧3ℎ𝑎𝑡 <Ch or BH 
& previous state=sit-to-stand, sit or undefined 
Sit-to-sleep D+𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧0ℎ𝑎𝑡 < 𝑧1ℎ𝑎𝑡<𝑧2ℎ𝑎𝑡-𝑧3ℎ𝑎𝑡& 
𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤Bh 
OR 
D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 
<𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤Bh 
Previous state=sit-to-sleep, undefined or sit 
Sleep-to-sit D+ 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧0ℎ𝑎𝑡>𝑧1ℎ𝑎𝑡>𝑧2ℎ𝑎𝑡>𝑧3ℎ𝑎𝑡& 
𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤BH 
OR 
D+𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧<𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑>𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑≤BH 
Previous state=sleep-to-sit, undefined or sleep 
Stand-to-fall 𝐵𝐻 ≤ 𝑧0ℎ𝑎𝑡<𝑧1ℎ𝑎𝑡<𝑧2ℎ𝑎𝑡<𝑧3ℎ𝑎𝑡 ≤ Rh& 
𝐵𝐻 ≤ 𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 ≤ Rh& 
OR 
𝐵𝐻 ≤ 𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑<𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 ≤ Rh& previous state=stand-to-fall, stand or undefined 
Walk straight D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=0 for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=Undefined for any two points within window 
OR 
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D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D +  𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=constant positive value for any two points within window 
OR 
D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope=constant negative value for any two points within window 
& previous state=walk straight, walk curvy, undefined or stand 
Walk curvy D-𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧≤𝑧ℎ𝑎𝑡𝐴𝑣≤D + 𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧& 
Slope≠ constant  value for any two points within window 
& previous state=walk curvy, walk straight, undefined or stand 
Table 4.6: The rules of backward range-based and symmetric range-based classification methods 
ᵟ𝑥𝐻𝑎𝑡: Standard deviation of x-axis for tag on head. 
ᵟ𝑦𝐻𝑎𝑡: Standard deviation of y-axis for tag on head. 
ᵟ𝑧𝐻𝑎𝑡: Standard deviation of z-axis for tag on head. 
𝜎𝑥𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑: Standard deviation of x-axis for tag on forehead. 
𝜎𝑦𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑: Standard deviation of y-axis for tag on forehead. 
𝜎𝑧𝐹𝑜𝑟𝑒ℎ𝑒𝑎𝑑: Standard deviation of z-axis for tag on forehead. 
𝜎𝑥𝑇ℎ𝑖𝑔ℎ : Standard deviation of x-axis for tag on thigh. 
𝜎𝑦𝑇ℎ𝑖𝑔ℎ : Standard deviation of y-axis for tag on thigh. 
𝜎𝑧𝑇ℎ𝑖𝑔ℎ : Standard deviation of z-axis for tag on thigh.  
D: Subject height. 
𝑧ℎ𝑎𝑡𝐴𝑣 : Average of z-axis for tag on head. 
𝑧𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑𝐴𝑣 : Average of z-axis for tag on forehead. 
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Slope= 
∆𝑦
∆𝑥
 
𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑥 = 𝑋𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. 
𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑦 = 𝑌𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. 
𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 = 𝑍𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑠. 
Error = 2*𝑀𝑎𝑥𝐸𝑟𝑟𝑜𝑟𝑧 
𝑧0ℎ𝑎𝑡 : The first window element of the z-axis for head. 
𝑧1ℎ𝑎𝑡 : The second window element of the z-axis for head. 
𝑧2ℎ𝑎𝑡 : The third window element of the z-axis for head. 
𝑧3ℎ𝑎𝑡 : The fourth window element of the z-axis for head. 
𝑧0𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 : The first window element of the z-axis for forehead. 
𝑧1𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 : The second window element of the z-axis for forehead. 
𝑧2𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 : The third window element of the z-axis for forehead. 
𝑧3𝑓𝑜𝑟𝑒ℎ𝑒𝑎𝑑 : The fourth window element of the z-axis for forehead 
Ch: chair height. 
Rh: room height. 
BH: bed height. 
4.3 Chapter summary 
This chapter provided an overview of the deployed process of designing the rule-based system including 
wearable sensor selection, pre-processing, windowing, feature extracting and classification. Two sets of data 
including seven scenarios are conducted by three subjects and then aggregated to form one set of data. Some 
of scenarios’ activities had specific time to conduct (static activities) and the other did not have specific time 
(dynamic activities). Three classification methods including their rules are developed based on feature 
extracting, rules thresholds and calibration process. The first classification rule is range-based method which 
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uses only rules to classify the activities. The second method and third method are backward range-based 
method and symmetric range-based method which use the rules in conjunction with finite state machine. 
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Chapter 5: Results, analysis and discussion 
This chapter provides the results of applying the three classification methods described in the previous chapter 
on the aggregated set of data collected from three subjects each undertaking seven scenarios twice. To explain 
the process followed in computations of the three classification methods, an example is provided. The chapter 
will cover the following topics: 
 Classification process example which shows how the raw data are processed in stages.  
 A summary table of the computational results for the three classification methods which were applied 
on scenarios conducted by three subjects. 
 The evaluation and analysis of the classified activities using system testing accuracy and decision-tree 
method of Sipina software. 
 The successes and failures and future improvements.  
5.1 Classification process example 
To explain the process of classifying the activities of daily living after aggregating the two sets of data, the 
following example will be used to demonstrate the different computational steps. These steps are: 
 Step one: using the video recordings as ‘gold standard’ to determine the start and the end of each 
activity, by observing the related frame numbers of video and noting the time in seconds. The gold 
standard represents the actual conducted activity by subjects that recorded by video camera. 
 Step two: signal composition is applied to head, forehead and thigh signals. As described in the 
previous chapter, two sets of seven different scenarios are followed twice by each of the three subjects 
then aggregated to form one set. In each such pair of scenarios, a tag is placed on the same thigh 
where the other tag is placed on a hat then placed on the forehead. In this situation, the sequence of 
signals coming from the thigh, forehead and head tags may not have the same time duration of each 
conducted activity within the scenario. So it is required to make the time duration of each activity in 
the head signal equal to the time duration of each activity in the forehead signal. The same is required 
for the thigh signals; however, it is expedient to average both thigh signals into one signal after 
equalizing the two activities time duration. In signal composition, the smaller time duration is selected 
for constructing the new signals and the raw data in the smaller time duration is not changed while the 
change occurs in the bigger time duration. To construct the new signal, the bigger time duration is 
divided by the smaller time duration. The data from the bigger time is resampled to give intermediate 
values. 
 Step three: applying average (mean) on forehead-thigh signal and hat-thigh signal to construct one 
thigh signal. This is achieved by averaging x-axis of forehead-thigh signal with x-axis of hat-thigh 
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signal, y-axis of forehead-thigh signal with y-axis of hat-thigh signal and z-axis of forehead-thigh 
signal with z-axis of hat-thigh signal. 
𝑥𝑡ℎ𝑖𝑔ℎ 𝑠𝑖𝑔𝑛𝑎𝑙 =
𝑥𝑓𝑜𝑟𝑒ℎ𝑎𝑒𝑑−𝑡ℎ𝑖𝑔ℎ+𝑥ℎ𝑎𝑡−𝑡ℎ𝑖𝑔ℎ
2
 
𝑦𝑡ℎ𝑖𝑔ℎ 𝑠𝑖𝑔𝑛𝑎𝑙 =
𝑦𝑓𝑜𝑟𝑒ℎ𝑎𝑒𝑑−𝑡ℎ𝑖𝑔ℎ+𝑦ℎ𝑎𝑡−𝑡ℎ𝑖𝑔ℎ
2
 
𝑧𝑡ℎ𝑖𝑔ℎ 𝑠𝑖𝑔𝑛𝑎𝑙 =
𝑧𝑓𝑜𝑟𝑒ℎ𝑎𝑒𝑑−𝑡ℎ𝑖𝑔ℎ+𝑧ℎ𝑎𝑡−𝑡ℎ𝑖𝑔ℎ
2
 
Where: 
𝑥𝑡ℎ𝑖𝑔ℎ 𝑠𝑖𝑔𝑛𝑎𝑙: The x-axis of the thigh signal. 
𝑦𝑡ℎ𝑖𝑔ℎ 𝑠𝑖𝑔𝑛𝑎𝑙: The y-axis of the thigh signal. 
𝑧𝑡ℎ𝑖𝑔ℎ 𝑠𝑖𝑔𝑛𝑎𝑙: The z-axis of the thigh signal. 
𝑥𝑓𝑜𝑟𝑒ℎ𝑎𝑒𝑑−𝑡ℎ𝑖𝑔ℎ: The x-axis of the forehead-thigh signal. 
𝑦𝑓𝑜𝑟𝑒ℎ𝑎𝑒𝑑−𝑡ℎ𝑖𝑔ℎ: The y-axis of the forehead-thigh signal. 
𝑧𝑓𝑜𝑟𝑒ℎ𝑎𝑒𝑑−𝑡ℎ𝑖𝑔ℎ: The z-axis of the forehead-thigh signal. 
𝑥ℎ𝑎𝑡−𝑡ℎ𝑖𝑔ℎ: The x-axis of the hat-thigh signal. 
𝑦ℎ𝑎𝑡−𝑡ℎ𝑖𝑔ℎ: The y-axis of the hat-thigh signal. 
𝑧ℎ𝑎𝑡−𝑡ℎ𝑖𝑔ℎ: The z-axis of the hat-thigh signal. 
 Step four: dividing each activity into windows of 1 second length (four rows of data including x-axis, 
y-axis and z-axis). 
 Step five: calculating the standard deviation of each window on x-axis, y-axis and z-axis of the three 
signals (forehead signal, hat signal and thigh signal) and average (mean) for each window only on z-
axis. 
 Step five: applying the three classification methods on the signals’ windows. 
The following example is based on the raw data that was recorded in the fall activity scenario from the third 
subject. Table A1.1 shows the row data for forehead signal, hat signal, forehead-thigh signal and hat-thigh 
signal.  Each signal has the row data represented in x-axis, y-axis and z-axis.  
By applying step one, the start and the end points of each activity for forehead signal, hat signal, forehead-
thigh signal and hat-thigh signal are determined by using the ‘gold standard’ (video record of each scenario). 
In this step, the video record time frame for every activity is matched with the raw data. The start and the end 
of each activity are determined from the video record. For example, the first activity duration while using 
forehead tag was 4 seconds from the video record, so sixteen rows of raw data are selected (every second 
equals four rows of raw data). Start1 is placed next to the first row of forehead signal and the End1 is placed 
next to sixteenth row of the forehead signal, and so on. Table A1.2 and Table A1.3 show the signals after 
applying the gold standard. 
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By applying step two which is signal composition, the duration of every activity of forehead signal and hat 
signal are equalised and forehead-thigh signal activities are equalised with hat-thigh signal activities.  For 
example,   the number of raw data in the first activity of forehead signal is 16 rows and the number of raw data 
in the first activity of hat signal is 40 rows. So it is required to make the length of the first activity of both 
signals equal to 16. Now it is required to divide the longer activity (40) by the shorter activity (16) which is 
equal to 2.5. Now to construct the 16 new raw data, it is required to average the second (2687, 2151, 1323) 
raw and third (2667, 2154, 1321) raw of hat signal to make first row of hat signal. Table 5.1 shows the 
construction of the first activity of the hat signal. The length of the first activity of forehead signal and hat 
signal will be equal to 16. At the end of this step, the length of the second activity of forehead signal and hat 
signal will be equal to 8 and the length of the third activity of both signals will be equal to 8.by applying the 
same step to forehead-thigh signal and hat-thigh signal, the length of the first activity of both signals will be 
equal to 16, the length of the second activity will be 8 and the length of the third activity will be 8. Table A1.4 
and Table A1.5 show the signals after applying step two.    
Division Forehead signal 
2.5 Averaging row number 2 with row 
number 3 
5 Keeping row number 5 without averaging 
7.5 Averaging row number 7 with row 
number 8 
10 Keeping row number 10 
12.5 Averaging row number 12 with row 
number 13 
15 Keeping row number 15 
17.5 Averaging row number 17 with row 
number 18 
20 Keeping row number 20 
22.5 Averaging row number 22 with number 
23 
25 Keeping row number 25 
27.5 Averaging row number 27 with row 
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number 28 
30 Keeping row number 30 
32.5 Averaging row number 32 with row 
number 33  
35 Keeping row number 35 
37.5 Averaging row number 37 with row 
number 38 
40 Keeping row number 40 
Table 5.1: the construction of the first activity of hat signal 
In step three, forehead-thigh signal and hat-thigh signal are averaged to construct thigh signal. Table A1.6 
shows the results of step three. 
Now in step four, the hat signal, forehead signal and thigh signal are divided into windows of length 1 second 
(4 raw data). For example, the first activity of forehead signal (Start1-to-End1) has a length of 16 rows; the 16 
rows are divided into 4 windows, where each window has 4 rows of data (1 second length). The second 
activity has length of 8 rows, it is divided into 2 windows, and finally, the third activity has length of 8 rows 
and it is divided into 2 windows. Table A1.7 and Table A1.8 show the results of applying step four.  
Now in step Five, the standard deviation of every window is calculated for forehead signal, hat signal and 
thigh signal, then the average (mean) is calculated for every window only on z axis. Table A1.9 and Table 
A1.10 show the standard deviation and average for forehead signal, hat signal and thigh signal. 
Step six is the final step where the three classification methods are used. In the Range-Based Classification 
method, the undefined activity is kept as undefined. In the Backward Range-Based method, the undefined 
activity is changed to the previous activity. In the Symmetric Range-Based method, the undefined activity is 
changed by analysing the previous and the next activity and then selecting the activity that can fit between 
them. This step will classify the activities in every hierarchical level.  
Table A1.11, Table A1.12, Table A1.13 and Table A1.14 show the results of using the three classification 
methods from the second hierarchical level through to the fifth hierarchical level. To demonstrate this step, an 
example of this step is explained by starting from the window number 6 at Table A1.9 and Table A1.10. The 
values of  𝑆(𝑦)and𝑆(𝑧) of forehead signal are bigger than 𝑌𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑and𝑍𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. Also, The values of 
𝑆(𝑥), 𝑆(𝑦) and 𝑆(𝑧) of hat signal are bigger than𝑋𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑌𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑and𝑍𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑. Moreover, the values 
of𝑆(𝑥), 𝑆(𝑦) and 𝑆(𝑧) of thigh signal are bigger than𝑋𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑌𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑and𝑍𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 . From Table 4.5 and 
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Table 4.6, based on the standard deviation values of x-axis, y-axis and z-axis of forehead signal, hat signal and 
thigh signal, this window is classified as dynamic for all the three classification methods at the second level. In 
the third level, the dynamic activities are classified as transition by the three classification methods based on 
the rules from Table 4.5 and Table 4.6.  In the fourth level, the transition activity is classified as undefined by 
using range-based method. By only using rules at Table 4.6 for backward range-based method and symmetric 
range-based method, the activity will be undefined the same as rang-based method, but by using the finite state 
machine in Table 4.6, the undefined activity will be stand-to-fall by using backward range-based method and 
stand-to-fall by using symmetric range-based method. In the second classification method the undefined 
activity was changed to the previous activity which is stand-to-sit. The undefined activity in the third 
classification method was changed into stand-to-fall because the previous activity was stand-to-sit and the next 
activity was fall. The explained process steps are applied on the different scenarios and the next section shows 
the classification results. 
5.2 Classification results 
This section provides the results of the three classification methods for the three subjects. Summary tables 
include all the subjects, activities, gold standard, and classification methods of the two data sets (first data set 
and second data set), Table 5.2, table 5.3 and Table 5.4. The gold standard Column has the number of 
activities that were conducted by the three subjects. The other columns show the number of the activities for 
the two sets of scenarios that were classified by classification methods in different hierarchical levels. See 
Table A2.1 to Table A2.21 for more details about the classification results of each subject using the three 
classification methods.  
Activity Gold standard Range-based 
method 
Backward range-
based method 
Symmetric 
range-based 
method 
static 357 313 313 313 
dynamic 170 165 165 165 
stand 143 123 120 126 
sit 136 102 101 110 
lay down 79 66 68 74 
non-transition 98 81 79 87 
transition 74 67 68 67 
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fall 23 22 17 23 
walk 107 82 88 88 
sleep 57 42 48 50 
Stand-to-sit 26 21 24 21 
Sit-to-stand 26 22 23 24 
Sit-to-sleep 9 8 8 8 
Sleep-to-sit 8 7 8 8 
Stand-to-fall 10 5 4 6 
walk straight 47 32 36 36 
walk curvy 53 10 10 10 
Table 5.2: The results of the three classification methods for the first subject 
Activity Gold standard Range-based 
method 
Backward range-
based method 
Symmetric 
range-based 
method 
static 176 151 151 151 
dynamic 157 145 145 145 
stand 99 86 86 90 
sit 105 89 79 80 
lay down 102 98 101 102 
non-transition 82 60 71 70 
transition 67 58 58 61 
fall 18 15 16 18 
walk 83 65 74 74 
sleep 92 83 83 83 
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Stand-to-sit 20 15 18 20 
Sit-to-stand 16 16 16 16 
Sit-to-sleep 11 6 7 10 
Sleep-to-sit 9 6 8 8 
Stand-to-fall 12 5 5 7 
walk straight 33 21 22 22 
walk curvy 44 5 5 6 
Table 5.3: The results of the three classification methods for the second subject 
Activity Gold standard Range-based 
method 
Backward range-
based method 
Symmetric 
range-based 
method 
static 299 284 284 284 
dynamic 170 162 162 162 
stand 125 118 119 121 
sit 129 106 115 128 
lay down 65 60 61 61 
non-transition 109 89 94 96 
transition 60 55 57 57 
fall 29 28 29 29 
walk 96 78 83 84 
sleep 40 37 37 37 
Stand-to-sit 17 16 17 17 
Sit-to-stand 16 15 16 15 
Sit-to-sleep 8 8 8 8 
Sleep-to-sit 9 9 9 9 
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Stand-to-fall 12 4 4 5 
walk straight 52 33 39 40 
walk curvy 55 4 6 5 
Table 5.4: The results of the three classification methods for the third subject 
5.3 System testing accuracy 
This section provides the results of calculating the accuracy of the two data sets using the three classification 
methods and Sipina software for each subject individually. 
To compute accuracy, it is required to construct a table of four components which are true positive, false 
positive, false negative and true negative. This table will be constructed for every activity (see Appendix A3 
for details). The formula for computing accuracy is: 
 Accuracy = (sum of the diagonal)/ (the sum of the matrix) =
TP+TN
TP+FN+FP+TN
 (Chernbumroong et al. 
2013) 
The accuracy of the three subjects using the three classification methods (range-based, backward range-based 
and symmetric range-based) and Spina software is provided in Table 5.5 to Table 5.20. The accuracy in theses 
tables was calculated from the tables in appendix A4 to appendix A15. Tables in Appendix A4 to appendix A7 
include the positive and negative classes that were used to calculate the accuracy of the three subjects using 
the three classification methods. Tables in appendix A8 to appendix A15 include the positive and the negative 
classes that were used to calculate the accuracy of the data for each subject using Sipina software. To 
understand how the accuracy is calculated, static activity using range-based classification method in Table 5.5 
is explained. The accuracy of static activity using range-based classification method is 90.7%. TP value from 
the seven scenarios is equal to 313. FP value of the seven scenarios is 5. FN value of the seven scenarios is 44 
and TN value is 169 (see Table A4.1).  
Accuracy= 
313+169
313+44 + 5+169
 = 
482
531
 = 90.7% 
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activity accuracy 
 
Range-based 
classification 
 
Backward 
range-based 
classification 
 
Symmetric 
range-based 
classification 
static 90.7% 90.7% 90.7% 
dynamic 92.4% 92.4% 92.4% 
Table 5.5: System testing accuracy of the second hierarchical level for first subject 
activity accuracy 
 
Range-based 
classification 
 
Backward 
range-based 
classification 
 
Symmetric 
range-based 
classification 
static 91.4% 91.4% 91.4% 
dynamic 91.6% 91.6% 91.6% 
Table 5.6: System testing accuracy of the second hierarchical level for second subject 
 
 
 
 
 
 
 
 
 
 
107 
 
activity accuracy 
 
Range-based 
classification 
Backward range-
based 
classification 
Symmetric range-
based 
classification 
static 95.1% 95.1% 95.1% 
dynamic 95.1% 95.1% 95.1% 
Table 5.7: System testing accuracy of the second hierarchical level for third subject 
activity accuracy 
First subject Second subject Third subject 
static 80.1% 74.4% 78.9 
dynamic 80.1% 74.4% 78.9% 
Table 5.8: System testing accuracy using Sipina software of the second hierarchical level for three subjects 
activity accuracy 
 
Range-based 
classification 
Backward 
range-based 
classification 
Symmetric 
range-based 
classification 
transition 92% 92.2% 92.4% 
non-transition 94.9% 95.1% 95.2% 
lay down 97.1% 97.9% 99% 
stand 94.3% 94.5% 94.7% 
sit 87.4% 91.5% 95.7% 
Table 5.9: System testing accuracy of the third hierarchical level for first subject 
 
 
 
108 
 
activity accuracy 
 
Range-based 
classification 
Backward 
range-based 
classification 
Symmetric 
range-based 
classification 
transition 95.8% 96.7% 97.9% 
non-transition 94.6% 95.7% 96.2% 
lay down 99% 99.7% 100% 
stand 96% 96.2% 96.5% 
sit 95.1% 98.3% 98.9% 
Table 5.10: System testing accuracy of the third hierarchical level for second subject 
activity accuracy 
 
Range-based 
classification 
Backward 
range-based 
classification 
Symmetric 
range-based 
classification 
transition 95.2% 97.1% 98.7% 
non-transition 95.3% 96.6% 97% 
lay down 98.7% 99.1% 99.1% 
stand 97.4% 97.6% 98.1% 
sit 95.2% 97.6% 99.5% 
Table 5.11: System testing accuracy of the third hierarchical level for third subject 
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activity accuracy 
First subject Second subject Third subject 
transition 86.4% 85.1% 87.6% 
non-transition 89.9% 84.8% 87.2% 
lay 95.5% 91.5% 98.7% 
stand 90.9% 84.6% 85.5% 
sit 90% 87.9% 90.7% 
Table 5.12: System testing accuracy of Sipina software of the third hierarchical level for three subjects 
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activity Accuracy 
 
Range-based 
classification 
Backward 
range-based 
classification 
Symmetric 
range-based 
classification 
walk 94.1% 95.2% 96.9% 
sleep 95.1% 97% 97.9% 
fall 99.5% 99.6% 100% 
stand-to-
sit 
97.3% 97.5% 97.7% 
sit-to-
stand 
97.9% 98.1% 98.3% 
sit-to-
sleep 
99.6% 99.8% 99.8% 
sleep-to-
sit 
99.5% 100% 100% 
stand-to-
fall 
98.7% 99% 99.1 
Table 5.13: System testing accuracy of the fourth hierarchical level for first subject 
activity Accuracy 
 
Range-based 
classification 
Backward 
range-based 
classification 
Symmetric 
range-based 
classification 
walk 94.2% 96.7% 97.4% 
sleep 97.9% 100% 100% 
fall 99.3% 99.5% 100% 
stand-to- 96.7% 97.8% 98.9% 
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sit  
sit-to-
stand 
99% 99.3% 99.5% 
sit-to-sleep 97.3% 99.5% 100% 
sleep-to-sit 99.3% 99.5% 99.7% 
stand-to-
fall 
97.9% 98.1% 98.8% 
Table 5.14: System testing accuracy of the fourth hierarchical level for second subject 
activity accuracy 
 
Range-based 
classification 
Backward 
range-based 
classification 
Symmetric 
range-based 
classification 
walk 95.5% 97.6% 97.9% 
sleep 98.9% 99.1% 99.3% 
fall 99.3% 99.7% 100% 
stand-to-
sit 
98.3% 98.5% 99.1% 
sit-to-
stand 
99.3% 99.7% 100% 
sit-to-
sleep 
99.5% 99.7% 100% 
sleep-to-
sit 
99.3% 99.5% 100% 
stand-to-
fall 
98.9% 99.1% 99.3% 
Table 5.15: System testing accuracy of the fourth hierarchical level for third subject 
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activity accuracy 
 
First subject Second 
subject 
Third subject 
fall 99% 96.9% 99.3% 
walk 87.8% 88.6% 88.4% 
sleep 96.4% 95.9% 97.7% 
stand-to-sit 94.5% 95.1% 96.3% 
sit-to-stand 96.7% 97.2% 96% 
sit-to-sleep 98% 98.9% 99% 
sleep-to-sit 97.7% 97.3% 98.4% 
stand-to-fall 97% 97.6% 98.8% 
Table 5.16: System testing accuracy using Sipina software of the fourth hierarchical level for three subjects 
activity accuracy 
Range-based 
classification 
 
Backward 
range-based 
classification 
 
Symmetric 
range-based 
classification 
walk straight 89.4% 90.3% 90.5% 
walk curvy 90.7% 90.9% 91.1% 
Table 5.17: System testing accuracy of the fifth hierarchical level for first subject 
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activity accuracy 
Range-based 
classification 
 
Backward 
range-based 
classification 
 
Symmetric 
range-based 
classification 
walk straight 90.2% 90.5% 90.7% 
walk curvy 88.4% 88.6% 88.8% 
Table 5.18: System testing accuracy of the fifth hierarchical level for second subject 
activity accuracy 
Range-based 
classification 
 
Backward 
range-based 
classification 
 
Symmetric 
range-based 
classification 
walk straight 87.4% 88.2% 88.4% 
walk curvy 83.4% 84.4% 87.2% 
Table 5.19: System testing accuracy of the fifth hierarchical level for third subject 
activity accuracy 
First subject Second subject Third subject 
walk straight 94% 94.9% 92.1% 
walk curvy 95.8% 93.4% 94.6% 
Table 5.20: System testing accuracy using Sipina software of the fifth hierarchical level for three subjects 
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5.4 Discussion 
In this section we discuss the analysis that was carried out in the previous sections (section 5.3 and section 
5.4). The aims of this discussion are: 
 Evaluating the rule-based system performance by analysing the accuracy of each activity in different 
hierarchical levels and different classification methods, then comparing the accuracy of the rule-based 
system with the accuracy of Sipina software and previous research. 
 The successes and failures. 
 The improvements that are required to increase the accuracy of the rule-based system. 
5.4.1 Evaluating and comparing rule-based system performance with Sipina 
software and previous research 
From the previous two sections, it can be noticed that by using the rule-based system in conjunction with 
finite-state machine, the accuracy has increased. In system testing accuracy, the accuracy of backward range-
based classification method was better than range-based classification method and symmetric range-based 
classification method was the best of all. So, using finite-state machine has increased the performance of rule-
based system in all different hierarchical levels except in second level, where the static and dynamic activities 
have the same accuracy by using the three classification methods. 
According to the previous sections, the rule-based system was able to classify the activities of daily living into 
different hierarchical levels. The accuracy range of the different activities is 83.4% to 100%. The minimum 
and the maximum accuracy achieved by using the three classification methods in rule- based system are shown 
in Table 5.21, Table 5.22 and Table 5.23.The minimum accuracy was achieved by using range-based 
classification method and the maximum accuracy was achieved by using symmetric range-based classification 
method for the third hierarchical level, the fourth hierarchical level and the fifth hierarchical level. While in 
the second hierarchical level, the accuracy of static and dynamic activities has the same accuracy by using the 
three classification methods, so any method can be used to classify the activities of the second level. 
activity Minimum accuracy Maximum accuracy 
transition 92% Range-based method 98.7% Symmetric range-based 
method 
non-transition 94.6% Range-based method 97% Symmetric range-based 
method 
lay down 97.1% Range-based method 100% Symmetric range-based 
method 
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stand 94.3% Range-based method 96.5% Symmetric range-based 
method 
sit 87.4% Range-based method 99.5% Symmetric range-based 
method 
Table 5.21: The minimum and the maximum accuracy of the third level 
activity Minimum accuracy Maximum accuracy 
walk 94.1% Range-based method 97.9% Symmetric range-based 
method 
sleep 95.1% Range-based method 100% Symmetric range-based 
method 
fall 99.3% Range-based method 100% Symmetric range-based 
method 
stand-to-sit 96.7% Range-based method 99.1% Symmetric range-based 
method 
sit-to-stand 97.9% Range-based method 100% Symmetric range-based 
method 
sit-to-sleep 97.3% Range-based method 100% Symmetric range-based 
method 
sleep-to-sit 99.3% Range-based method 100% Symmetric range-based 
method 
stand-to-fall 97.9% Range-based method 99.3% Symmetric range-based 
method 
Table 5.22: The minimum and the maximum accuracy of the fourth level 
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activity Minimum accuracy Maximum accuracy 
walk straight 87.4% Range-based 
method 
90.7% Symmetric range-
based method 
walk curvy 83.4% Range-based 
method 
91.1% Symmetric range-
based method 
Table 5.23: The minimum and the maximum accuracy of the fifth level 
By analysing and comparing the outcome of system testing accuracy with the outcome of Sipina software, it 
was found that the accuracy of activities using Sipina software within different hierarchical levels are less than 
the accuracy of activities, that were classified using range-based method, backward range-based method and 
symmetric range-based method, except for three activities, which are walk straight, walk curvy and sleep. The 
accuracy of walk straight and walk activity using Sipina software were bigger than the maximum accuracy of 
walk straight and walk curvy using symmetric range-based method. The accuracy of sleep activity using 
Sipina software was only bigger than the accuracy of sleep activity using range-based method, but it was 
smaller than the accuracy of sleep activity using backward range-based method and symmetric range-based 
method.  
From previous research, it can be concluded that the deployed rule-based system in this thesis has an 
acceptable and comparable accuracy rate. Table 5.24 shows the summary table of some previous research 
analysis which is used to compare it with the deployed rule-based system in this thesis. This table is created 
from using the contents of Table 2.17, Table 2.18, Table 2.19 and Table 2.22 in Chapter 2. 
Research 
number 
Minimum 
Accuracy 
Maximum Classification Method Reference 
1 91.5% 
89% 
100% 
100% 
Rule-based system and 
artificial neural networks 
(ANNs) 
(Yusuf, Maeder and 
Basilakis 2012) 
2 90.8% 99% Artificial neural networks 
(ANNs) 
(Preece et al. 2009) 
3 58% 96% Custom decision tree (Pärkkä et al. 2006) 
4 72% 95% Automatic decision tree (Pärkkä et al. 2006) 
5 52% 96% Artificial neural networks 
(ANNs) 
(Pärkkä et al. 2006) 
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6 70% 90% K-nearest neighbor’s (Brezmes, Gorricho & 
Cotrina 2009) 
7 89.9% 95.7% J48 (Kwapisz, Weiss & 
Moore 2011) 
8 87% 93.6% Logistics regression (Kwapisz, Weiss & 
Moore 2011) 
9 91.7% 95% Multiplayer perception (Kwapisz, Weiss & 
Moore 2011) 
Table 5.24: The accuracy range and methods of the previous research 
It can be noticed from Table 5.24, that the minimum and maximum accuracy range of the deployed rule-based 
system are better than the minimum and maximum accuracy of the research number 3, 4, 5, 6. The minimum 
accuracy of research number 1, 2, 7, 8 and 9 are better than the minimum accuracy of the rule-based system. 
The maximum accuracy of research number 1 is equal to the maximum accuracy of the rule-based system. In 
summary, it can be noticed that the maximum accuracy of the rule-based system are equal to the maximum 
accuracy of previous research or better. Also, the minimum accuracy of the rule-based is either better (very 
close for some and too much difference for other) or less (but still close). 
5.4.2 Successes and failures 
The rule-based system has succeeded in classifying the activities into hierarchical levels. Moreover, the 
accuracy of the classified activities within the different hierarchical levels was high enough to prove that the 
rule-based system is working properly. The performance of rule-based system has increased by using infinite 
state machine and it was found that the accuracy of backward range-based method and symmetric range-based 
method was better than range-based method. The most significant success in this rule-based system, that the 
symmetric range-based method had the best accuracy and performance in classifying the activities in different 
hierarchical levels. 
The accuracy of some classified activities was good, but it can be improved to be 100% or close to 100%. 
There were some reasons that affected the performance of the rule-based system, as mentioned before, that 
each scenario was conducted twice by every subject, and then signal composition was applied to match the 
time and the length of the signals; this caused the decrement of classification accuracy. Also, the deployed 
rules to classify the activities might be another reason. For example, the accuracy of walk straight and walk 
curvy were not high enough compared to other activities. This is because the deployed rules could not 
differentiate between walk straight and walk curvy. 
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Another reason might be caused by the inference of environment with the Hexamite19 system while 
conducting the different scenarios. Also, the most significant reason might be related to the fact that the 
Hexamite19 system is still under development and the deployed version in this research project is a demo 
version. This fact is based on the information that the company provided to the researchers when they tried to 
operate more than two tags at the same time. The last reason might be caused by the calibration and the 
selected thresholds. The calibration was applied only for static points as mentioned in the methodology chapter 
and it was not applied for dynamic points. So, the thresholds were constructed based on these static points and 
then subsequently used to make an estimation of error for movements.  
5.4.3Improvements of rule-based system 
Some improvements are required to increase the accuracy and performance of the classification methods. 
Firstly, the deployed rules of dynamic activities have to be analysed and fixed to increase the accuracy of the 
activities, especially, the rules of walk straight and walk curvy. Secondly, a fixed window length was used to 
capture the features of static and dynamic activity. It might be better to use only the fixed window length for 
static activities and a non-fixed window or to increase the length of the window for dynamic activities. 
Thirdly, the environment should be prepared in a way that eliminate or reduce the inference with the hexamite 
system. For example, the system receivers should be placed in positions that far from other devices that might 
interfere with the system. Also, the receivers should not be placed on metal surfaces or close to metal objects. 
Fourthly, the company of Hexamite19 system is now in the process of improving the current system to be able 
to deploy more than two tags at the same time. Also, the company is trying to improve the deployed software 
and hardware which for sure will increase the accuracy of the collected data from the system. Finally, the 
calibration of the environment should be applied for different static points with different height and not only 
on the floor as it was conducted in this research. This could be achieved by attaching the tags with a device 
that can change the height of the tags. For the calibration of the dynamic points, the tags should be placed on a 
device that can move, such as, robots or robot vacuum. But this solution will be useful only to calibrate the 
non-transition activities and it is still required to find a solution to calibrate transition activities.  
5.5 Chapter summary 
This chapter provided information about the results of the three classification methods including an example 
and tables of results. Moreover, an analysis was carried out to compute the performance and accuracy of the 
three classification methods. The analysis was achieved by using system testing accuracy and decision-tree 
method of Sipina software. The outcome of system testing accuracy was evaluated and compared with 
previous research results. Also, the results of system testing accuracy were compared with decision-tree 
method of Sipina software. 
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It was found that the deployed rule-based system performance and accuracy was good enough compared with 
previous research. Moreover, the performance of rule-based system using backward range-based method and 
symmetric range-based method was better in all hierarchical classification level than range-based method, 
except for the second hierarchical level where the three classification methods had the same accuracy values. 
The accuracy of symmetric range-based method was the best of all classification methods. In addition, the 
system testing accuracy of the classified activities using the three classification methods was better than the 
accuracy of the classified activities using decision-tree of Sipina software, except for three activities (walk 
straight, walk curvy and sleep. Also, the successes and failures of the deployed rule-based system and future 
improvements were explained in details.  
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Chapter 6: Conclusion and future work 
This chapter provides the key findings of the thesis, and provides the answers to the thesis research questions 
based on the results and analysis of the deployed system. Also, it provides information about future work 
including possible improvements for the thesis.  
6.1 Conclusion 
This thesis targeted improving the health care circumstances for aged people, who live independently at their 
homes, by providing monitoring of certain activities of daily living. A rule-based system for classification of 
these activities was designed based on information considered in the motivation, thesis research questions and 
identification of previous research gaps and limitations. A rule-based system was developed that processed 
data from wearable position sensors to classify the activities into hierarchical levels, and used finite state 
machine methods to improve the basic rule-based method results. Experimental data sets were collected for 
three subjects each undertaking seven scenarios incorporating eleven different activities, and pre-processing 
using windowing and signal composition was applied followed by feature extraction. The raw data was 
collected for three subjects and pre-processing was applied on the datasets by using windowing and signal 
composition, then the feature extraction. Finally, system testing accuracy was applied to evaluate the accuracy 
of the three classification methods and compare them with previous research and the decision-tree method of 
Sipina software 
The deployed rule-based system was able to classify 11 activities of daily living into different hierarchical 
levels. It was found that by using system testing accuracy, the range of accuracy for the three classification 
methods (range-based, backward range-based and symmetric range-based) was 83.4%-100%. Moreover, it was 
found that the performance and accuracy of the rule-based system was comparable with the reported accuracy 
of previous research. This claim is based on the maximum accuracy of rule-based system being equal to or 
better than the maximum accuracy of previous research in all cases considered. The minimum accuracy of 
rule-based system is either mostly better (very close for some and much bigger for others) or in a few cases 
less, but still very close. Moreover, the performance and accuracy of the rule-based system validated the 
deployment and selection of ultrasonic location system (Heaxamite19) because if Hexamite19 accuracy was 
bad then the accuracy and performance of the rule-based system would be adversely affected.  As it was found 
that the performance and accuracy of the deployed rule-based system is comparable to the performance and 
accuracy of previous research, this suggests that the deployment of Hexamite19 is acceptable instead of other 
location systems, such as, mobile phone, inertial navigation systems (accelerometer), etc. This answers the 
first thesis research question. 
Deploying the finite state machine methods has increased the performance and accuracy of the rule-based 
system. This was concluded from applying system testing accuracy in chapter 5. It was found from comparing 
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the accuracy and performance of the three classification methods (range-based method, backward range-based 
method and symmetric range-based method), that the accuracy of the classified activities using backward 
range-based method and backward range-based method were better than range-based method in all 
hierarchical levels except for the second hierarchical level (in which case the accuracy of the three 
classification methods were equal). So, for the second hierarchical level any classification method can be used. 
For the other hierarchical levels, symmetric range-based method had the best accuracy. So for third 
hierarchical level, fourth hierarchical level and fifth hierarchical level, symmetric range-based method is the 
best to be used. This answers the second thesis research question.  
The accuracy and performance for the three classification methods for all classified activities were better than 
the accuracy of the decision-tree method of Sipina software, except for three activities (sleep, walk straight 
and walk curvy), but the difference for those is not very big. This proves that rule-based system accuracy and 
performance is comparable with the accuracy and performance of the decision-tree method of Sipina software 
and it is even better for all activities except for sleep, walk straight and walk curvy. This answers the third 
thesis question.  
6.2 Future work 
The results provided by the rule-based system in this work are valuable and robust, but still more 
improvements are required in order to gain better performance. The system was tested totally inside the 
THRIL lab, so there is no evidence that the system will provide the same performance if it is applied to a real 
residential place. Moreover, the system had problem with walk straight activity and walk curvy, but still could 
classify them with lower accuracy compared to other activities. In addition, the sleep activity accuracy using 
rule-based system was less than the accuracy of using the decision-tree method of Sipina software. 
 
 If the subject stands on chair or step then the subject will be out of the valid range of height used for the rules. 
Thus, additional and more sophisticated features, rules and thresholds would need to be investigated to allow 
dynamic adjustment to the environment. However, being able to classify the most common basic of activities 
of daily living would help in many other health applications, such as, monitoring the health of residents, 
detecting fall and monitoring the activities of aged people who lives independently. In addition, this research 
was conducted on healthy subjects and there is no evidence that the system performance will be the same if the 
subject has some health issues (e.g. walking abnormalities). Further research should be undertaken to explore 
applying the methods developed on a larger sample size and on subjects of different health status in different 
living environments.   
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Some detailed options for future works that could be considered are: 
 More investigating to improve the performance of the rule-based system by constructing more 
sophisticated rules and thresholds for some activities, such as, walk straight, walk curvy and sleep 
activity. 
 Applying the rule-based system on a real-life application to evaluate the system performance and to 
apply more improvements. 
 The Hexamite19 system will be improved by the company, so the system will be able to capture 
data from more than 2 tags, so it will be worth it to apply the rule-based system on the new datasets. 
In this situation, the signal composition step will not be required. 
 The use of additional sensing technologies with Hexamite19 and applying data fusion on order to 
increase the performance and accuracy of the system. 
 Moreover, extending the types of the activities. For example in this thesis, fall down activity was 
applied only by falling down on the back and in real scenarios subject might fall down to front or in 
any other way. Also, only fall down from standing was considered in this thesis and subjects might 
fall down from sitting or sleeping. 
In conclusion, there are wide challenges involved in human activity recognition and more research would be 
required to investigate approaches and methods to address these challenges in real-world conditions.  
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APPENDICES: 
Appendix A1: The classification steps of fall example 
This section provides the tables of data that were used for classifying the fall example in chapter 5. The 
provided tables are based on the classification process steps. 
Forehead signal Hat signal Forehead-thigh signal Hat-thigh signal 
x y z x y z x y z x y z 
2653 
2663 
2675 
2675 
2684 
2682 
2672 
2667 
2666 
2657 
2654 
2651 
2651 
2658 
2670 
2661 
2638 
2638 
2726 
1371 
1364 
1349 
1348 
1354 
1369 
1380 
1390 
1388 
1391 
1396 
1400 
1389 
1374 
1364 
1362 
1363 
1426 
1632 
1436 
1436 
1438 
1439 
1497 
1595 
1592 
1520 
1469 
1436 
1427 
1431 
1432 
1432 
1492 
1593 
1662 
1712 
1688 
2693 
2687 
2667 
2681 
2678 
2663 
2627 
2622 
2640 
2655 
2660 
2643 
2623 
2617 
2617 
2624 
2631 
2633 
2635 
2139 
2151 
2154 
2142 
2077 
1992 
1902 
1830 
1797 
1788 
1784 
1775 
1765 
1748 
1734 
1742 
1752 
1760 
1764 
1339 
1323 
1321 
1329 
1334 
1334 
1332 
1332 
1329 
1328 
1327 
1327 
1327 
1328 
1329 
1329 
1330 
1330 
1331 
1893 
1779 
1736 
1749 
1860 
2052 
2044 
1891 
1780 
1711 
1676 
2098 
2699 
2670 
2893 
2835 
2743 
2756 
2686 
1663 
1702 
1693 
1696 
1674 
1653 
1660 
1660 
1659 
1663 
1654 
1812 
1864 
1364 
3047 
3521 
3545 
3260 
2930 
2828 
2819 
2828 
2825 
2853 
2907 
2902 
2860 
2833 
2813 
2812 
2776 
2695 
1492 
1594 
1298 
1463 
2032 
2315 
3304 
3426 
3312 
3245 
3237 
3217 
3297 
3157 
2734 
2331 
2296 
2535 
2973 
2997 
2934 
2852 
3020 
3478 
3907 
5775 
6900 
6541 
5230 
3628 
2598 
2274 
2640 
3073 
2785 
2947 
3542 
2986 
2099 
1879 
1770 
2132 
2787 
3271 
4491 
5091 
4548 
3179 
2584 
2568 
2539 
2535 
2598 
2764 
2632 
2283 
2185 
2280 
2531 
2591 
2231 
1723 
1566 
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2722 
2541 
2455 
2418 
2421 
2477 
2542 
2587 
2602 
2597 
2568 
2567 
2566 
2570 
2578 
2562 
2553 
2531 
2529 
2553 
2577 
2577 
2581 
2576 
2552 
1744 
1750 
1864 
1986 
2150 
2361 
2535 
2654 
2719 
2777 
2846 
2904 
2934 
2942 
2942 
2952 
2950 
2952 
2941 
2941 
2940 
2936 
2937 
2927 
2932 
1726 
1909 
2054 
2159 
2257 
2338 
2430 
2511 
2570 
2620 
2675 
2715 
2750 
2769 
2768 
2765 
2764 
2764 
2767 
2766 
2764 
2762 
2759 
2764 
2765 
2631 
2632 
2630 
2631 
2628 
2626 
2628 
2626 
2625 
2622 
2619 
2619 
2621 
2623 
2626 
2625 
2621 
2616 
2611 
2606 
2603 
2598 
2581 
2560 
2524 
1760 
1756 
1755 
1751 
1754 
1758 
1762 
1769 
1773 
1771 
1770 
1769 
1770 
1773 
1770 
1771 
1765 
1751 
1747 
1754 
1760 
1751 
1708 
1623 
1562 
1331 
1330 
1330 
1329 
1330 
1330 
1330 
1330 
1330 
1330 
1330 
1330 
1329 
1329 
1330 
1330 
1329 
1326 
1327 
1329 
1331 
1328 
1346 
1435 
1606 
2677 
2582 
2311 
2119 
1824 
1880 
2317 
2598 
2756 
2791 
2742 
2724 
2718 
2717 
2717 
2715 
2717 
2720 
2725 
2723 
2721 
2722 
2721 
2717 
2715 
2551 
2146 
2050 
2134 
2138 
1993 
1824 
1678 
1602 
1588 
1591 
1596 
1602 
1604 
1596 
1596 
1601 
1603 
1599 
1601 
1603 
1603 
1604 
1600 
1599 
2445 
2531 
2490 
2505 
2579 
2651 
2686 
2734 
2769 
2785 
2794 
2794 
2792 
2791 
2792 
2792 
2791 
2791 
2792 
2791 
2791 
2791 
2791 
2792 
2792 
4304 
4460 
4480 
4470 
4449 
4445 
4288 
3786 
3244 
2936 
2780 
2750 
2781 
3031 
3182 
3010 
2877 
2779 
2734 
2744 
2759 
3127 
3291 
2977 
3017 
3724 
3904 
3928 
3924 
3907 
3906 
3723 
3070 
2345 
1948 
1770 
1738 
1762 
2102 
2019 
1915 
2436 
2805 
2433 
2168 
1885 
2759 
3850 
3645 
3349 
1601 
1662 
1786 
1903 
1977 
2014 
1769 
1733 
2120 
2398 
2542 
2587 
2531 
2186 
2309 
2455 
2355 
2457 
2467 
2483 
2516 
2930 
2809 
2502 
2266 
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2556 
2578 
2582 
2567 
2566 
2603 
2623 
2621 
2633 
2628 
2625 
2625 
 
2930 
2929 
2943 
2912 
2859 
2831 
2813 
2809 
2806 
2799 
2796 
2796 
 
2766 
2761 
2756 
2764 
2772 
2776 
2779 
2777 
2777 
2780 
2782 
2782 
 
2467 
2452 
2478 
2534 
2534 
2534 
2534 
2534 
2534 
2534 
2534 
2534 
 
1602 
1810 
2146 
2443 
2443 
2443 
2443 
2443 
2443 
2443 
2443 
2443 
 
1807 
1983 
2118 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
 
2714 
2722 
2720 
2724 
2723 
2717 
2718 
2722 
2725 
2725 
2725 
2725 
 
1597 
1593 
1585 
1587 
1580 
1578 
1583 
1588 
1596 
1602 
1602 
1602 
 
2792 
2790 
2791 
2791 
2791 
2792 
2792 
2792 
2790 
2790 
2790 
2790 
 
3009 
2870 
2832 
2776 
2741 
2733 
2737 
2738 
2742 
2757 
2764 
2767 
 
2459 
1921 
1876 
1928 
1986 
1970 
1894 
1843 
1824 
1818 
1818 
1818 
 
2202 
2307 
2403 
2478 
2536 
2628 
2718 
2768 
2786 
2786 
2781 
2779 
 
Table A1.1: The collected raw data for the fall activity scenario 
Forehead signal Gold standard Hat signal Gold standard 
x y z x y z 
2653 
2663 
2675 
2675 
2684 
2682 
2672 
2667 
2666 
2657 
1371 
1364 
1349 
1348 
1354 
1369 
1380 
1390 
1388 
1391 
1436 
1436 
1438 
1439 
1497 
1595 
1592 
1520 
1469 
1436 
Start1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2693 
2687 
2667 
2681 
2678 
2663 
2627 
2622 
2640 
2655 
2139 
2151 
2154 
2142 
2077 
1992 
1902 
1830 
1797 
1788 
1339 
1323 
1321 
1329 
1334 
1334 
1332 
1332 
1329 
1328 
Start 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
141 
 
2654 
2651 
2651 
2658 
2670 
2661 
2638 
2638 
2726 
2722 
2541 
2455 
2418 
2421 
2477 
2542 
2587 
2602 
2597 
2568 
2567 
2566 
2570 
2578 
2562 
1396 
1400 
1389 
1374 
1364 
1362 
1363 
1426 
1632 
1744 
1750 
1864 
1986 
2150 
2361 
2535 
2654 
2719 
2777 
2846 
2904 
2934 
2942 
2942 
2952 
1427 
1431 
1432 
1432 
1492 
1593 
1662 
1712 
1688 
1726 
1909 
2054 
2159 
2257 
2338 
2430 
2511 
2570 
2620 
2675 
2715 
2750 
2769 
2768 
2765 
 
 
 
 
 
 
 
 
 End1  
Start2  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
End2 
Start 2 
 
2660 
2643 
2623 
2617 
2617 
2624 
2631 
2633 
2635 
2631 
2632 
2630 
2631 
2628 
2626 
2628 
2626 
2625 
2622 
2619 
2619 
2621 
2623 
2626 
2625 
1784 
1775 
1765 
1748 
1734 
1742 
1752 
1760 
1764 
1760 
1756 
1755 
1751 
1754 
1758 
1762 
1769 
1773 
1771 
1770 
1769 
1770 
1773 
1770 
1771 
1327 
1327 
1327 
1328 
1329 
1329 
1330 
1330 
1331 
1331 
1330 
1330 
1329 
1330 
1330 
1330 
1330 
1330 
1330 
1330 
1330 
1329 
1329 
1330 
1330 
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2553 
2531 
2529 
2553 
2577 
2577 
2581 
2576 
2552 
2556 
2578 
2582 
2567 
2566 
2603 
2623 
2621 
2633 
2628 
2625 
2625 
  
2950 
2952 
2941 
2941 
2940 
2936 
2937 
2927 
2932 
2930 
2929 
2943 
2912 
2859 
2831 
2813 
2809 
2806 
2799 
2796 
2796 
  
2764 
2764 
2767 
2766 
2764 
2762 
2759 
2764 
2765 
2766 
2761 
2756 
2764 
2772 
2776 
2779 
2777 
2777 
2780 
2782 
2782 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
End 3 
2621 
2616 
2611 
2606 
2603 
2598 
2581 
2560 
2524 
2467 
2452 
2478 
2534 
2534 
2534 
2534 
2534 
2534 
2534 
2534 
2534 
 
1765 
1751 
1747 
1754 
1760 
1751 
1708 
1623 
1562 
1602 
1810 
2146 
2146 
2146 
2146 
2146 
2146 
2146 
2146 
2146 
2146 
 
1329 
1326 
1327 
1329 
1331 
1328 
1346 
1435 
1606 
1807 
1983 
2118 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
 
 
 
 
 
End1  
Start2  
 
 
 
 
 
 
End 2 
Start3  
 
 
 
 
 
End3  
Table A1.2: The forehead and the head signal after applying gold standard 
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Forehead-thigh signal Gold 
standard 
Hat-thigh signal Gold standard 
x y z x y z 
1893 
1779 
1736 
1749 
1860 
2052 
2044 
1891 
1780 
1711 
1676 
2098 
2699 
2670 
2893 
2835 
2743 
2756 
2686 
2677 
2582 
2311 
2119 
1663 
1702 
1693 
1696 
1674 
1653 
1660 
1660 
1659 
1663 
1654 
1812 
1864 
1364 
3047 
3521 
3545 
3260 
2930 
2551 
2146 
2050 
2134 
2828 
2819 
2828 
2825 
2853 
2907 
2902 
2860 
2833 
2813 
2812 
2776 
2695 
1492 
1594 
1298 
1463 
2032 
2315 
2445 
2531 
2490 
2505 
Start1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
End1 
start2 
 
 
 
 
 
 
 
 
 
 
 
 
3304 
3426 
3312 
3245 
3237 
3217 
3297 
3157 
2734 
2331 
2296 
2535 
2973 
2997 
2934 
2852 
3020 
3478 
3907 
4304 
4460 
4480 
4470 
5775 
6900 
6541 
5230 
3628 
2598 
2274 
2640 
3073 
2785 
2947 
3542 
2986 
2099 
1879 
1770 
2132 
2787 
3271 
3724 
3904 
3928 
3924 
4491 
5091 
4548 
3179 
2584 
2568 
2539 
2535 
2598 
2764 
2632 
2283 
2185 
2280 
2531 
2591 
2231 
1723 
1566 
1601 
1662 
1786 
1903 
Start 1 
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1824 
1880 
2317 
2598 
2756 
2791 
2742 
2724 
2718 
2717 
2717 
2715 
2717 
2720 
2725 
2723 
2721 
2722 
2721 
2717 
2715 
2714 
2722 
2720 
2724 
2138 
1993 
1824 
1678 
1602 
1588 
1591 
1596 
1602 
1604 
1596 
1596 
1601 
1603 
1599 
1601 
1603 
1603 
1604 
1600 
1599 
1597 
1593 
1585 
1587 
2579 
2651 
2686 
2734 
2769 
2785 
2794 
2794 
2792 
2791 
2792 
2792 
2791 
2791 
2792 
2791 
2791 
2791 
2791 
2792 
2792 
2792 
2790 
2791 
2791 
 
 
 
 
 
 
 
End2 
Start3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4449 
4445 
4288 
3786 
3244 
2936 
2780 
2750 
2781 
3031 
3182 
3010 
2877 
2779 
2734 
2744 
2759 
3127 
3291 
2977 
3017 
3009 
2870 
2832 
2776 
3907 
3906 
3723 
3070 
2345 
1948 
1770 
1738 
1762 
2102 
2019 
1915 
2436 
2805 
2433 
2168 
1885 
2759 
3850 
3645 
3349 
2459 
1921 
1876 
1928 
1977 
2014 
1769 
1733 
2120 
2398 
2542 
2587 
2531 
2186 
2309 
2455 
2355 
2457 
2467 
2483 
2516 
2930 
2809 
2502 
2266 
2202 
2307 
2403 
2478 
 
 
 
 
 
 
 
 
 
 
 
 
 
End 1 
Start 2 
 
 
 
 
 
 
 
End 2 
Start3 
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Table A1.3: The forehead-thigh and hat-thigh after applying gold standard 
Forehead signal Gold standard Hat signal Gold 
standard 
x y z x y z 
2653 
2663 
2675 
2675 
2684 
2682 
2672 
2667 
2666 
2657 
2654 
2651 
2651 
1371 
1364 
1349 
1348 
1354 
1369 
1380 
1390 
1388 
1391 
1396 
1400 
1389 
1436 
1436 
1438 
1439 
1497 
1595 
1592 
1520 
1469 
1436 
1427 
1431 
1432 
Start1 
  
  
  
  
  
  
  
  
  
  
  
  
 
2673 
2678 
2624 
2655 
2633 
2619 
2619 
2633 
2630 
2626 
2594 
2619 
2622 
2152 
2077 
1866 
1788 
1770 
1770 
1769 
1760 
1753 
1758 
1771 
1770 
1771 
1322 
1334 
1332 
1328 
1327 
1330 
1330 
1330 
1330 
1330 
1330 
1330 
1329 
Start1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2723 
2717 
2718 
2722 
2725 
2725 
2725 
2725 
  
1580 
1578 
1583 
1588 
1596 
1602 
1602 
1602 
  
2791 
2792 
2792 
2792 
2790 
2790 
2790 
2790 
  
 
 
 
 
 
 
 
End3 
 
2741 
2733 
2737 
2738 
2742 
2757 
2764 
2767 
 
1986 
1970 
1894 
1843 
1824 
1818 
1818 
1818 
 
2536 
2628 
2718 
2768 
2786 
2786 
2781 
2779 
 
 
 
 
 
 
 
 
End3 
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2658 
2670 
2661 
2638 
2722 
2455 
2722 
2542 
2602 
2568 
2566 
 
2562 
2529 
2577 
2552 
2582 
2603 
2633 
2625 
 
1374 
1364 
1362 
1426 
1744 
1864 
1744 
2535 
2719 
2846 
2934 
2952 
2941 
2936 
2932 
2943 
2831 
2806 
2796 
 
1432 
1492 
1593 
1712 
1726 
2054 
1726 
2430 
2570 
2675 
2750 
2765 
2767 
2762 
2765 
2756 
2776 
2777 
2782 
 
 
  
 End 1 
 Start2 
  
  
  
  
  
  
End 2  
Start3  
  
  
  
  
  
  
End 3  
 
2625 
2613 
2603 
2598 
2581 
2560 
2524 
2467 
2452 
2478 
2534 
2598 
2581 
2560 
2524 
2467 
2452 
2478 
2534 
 
1771 
1749 
1760 
1751 
1708 
1623 
1562 
1602 
1810 
2146 
2146 
2146 
2146 
2146 
2146 
2146 
2146 
2146 
2146 
 
1330 
1327 
1331 
1328 
1346 
1435 
1606 
1807 
1983 
2118 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
2218 
 
 
 End 1 
Start2 
 
 
 
 
 
 
 
 End 2 
Start3 
 
 
 
 
 
 
 End 3 
 
Table A1.4: Step two for forehead and hat signals 
 
 
 
 
 
 
 
147 
 
Forehead-thigh signal Gold 
standard 
Hat-thigh signal Gold 
standard x y z x y z 
1893 
1779 
1736 
1749 
1860 
2052 
2044 
1891 
1780 
1711 
1676 
2098 
2699 
2670 
2893 
2835 
2756 
2677 
2311 
1824 
2317 
2756 
2742 
2718 
2791 
2742 
2724 
2718 
2717 
2717 
2715 
2717 
 
 
 
1663 
1702 
1693 
1696 
1674 
1653 
1660 
1660 
1659 
1663 
1654 
1812 
1864 
1364 
3047 
3521 
3260 
2551 
2050 
2138 
1824 
1602 
1591 
1602 
1588 
1591 
1596 
1602 
1604 
1596 
1596 
1601 
  
2828 
2819 
2828 
2825 
2853 
2907 
2902 
2860 
2833 
2813 
2812 
2776 
2695 
1492 
1594 
1298 
2032 
2445 
2490 
2579 
2686 
2769 
2794 
2792 
2785 
2794 
2794 
2792 
2791 
2792 
2792 
2791 
  
Start 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
End  1 
Start 2 
 
 
 
 
 
 End 2 
Start 3 
 
 
 
 
 
 
 
 
 
End3 
 
3369 
3237 
3227 
2331 
2754 
2934 
3249 
3478 
4475 
3182 
3515 
2780 
2906 
3010 
2756 
2603 
3127 
3291 
2977 
3017 
3009 
2870 
2832 
2776 
2741 
2733 
2737 
2738 
2742 
2757 
2764 
2767 
  
6720.5 
3628 
2457 
2785 
3264 
1879 
2459 
2787 
3926 
2019 
2707 
1770 
1932 
1915 
2619 
1760 
2759 
3850 
3645 
3349 
2459 
1921 
1876 
1928 
1986 
1970 
1894 
1843 
1824 
1818 
1818 
1818 
  
4819.5 
2584 
2537 
2764 
2234 
2531 
1977 
1723 
1844 
2309 
1926 
2542 
2358 
2455 
2462 
1331 
2930 
2809 
2502 
2266 
2202 
2307 
2403 
2478 
2536 
2628 
2718 
2768 
2786 
2786 
2781 
2779 
  
Start 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
End 1 
Start 2 
 
 
 
 
 
 End2 
Start3 
 
 
 
 
End3 
 
Table A1.5: Step two results for forehead-thigh signal and hat-thigh signal 
Gold standard Thigh signal 
x y z 
Start 1 
 
 
 
 
 
2631 
2508 
2481 
2040 
2307 
2493 
4191 
2665 
2202 
2240 
2469 
1766 
3823 
2701 
2682 
2794 
2543 
2719 
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End 1 
Start 2 
 
 
 
 
 
 End 2 
 
Start 3 
 
 
 
 
 
End3 
 
2646 
2684 
3127 
2446 
2595 
2439 
2802 
2840 
2824 
2719 
2941 
2984 
2644 
2420 
2663 
2813 
2787 
2747 
2766 
2737 
2730 
2728 
2729 
2737 
2739 
2742 
 
2059 
2223 
2792 
1841 
2180 
1791 
1898 
1639 
2833 
2640 
3009 
3200 
2847 
2743 
2141 
1761 
1733 
1765 
1787 
1780 
1745 
1722 
1714 
1707 
1707 
1709 
 
2439 
2291 
2338 
2561 
2369 
2659 
2526 
1973 
2028 
1314 
2481 
2627 
2496 
2422 
2444 
2538 
2598 
2635 
2660 
2711 
2756 
2780 
2788 
2789 
2786 
2785 
 
Table A1.6: The average of forehead signal and hat signal in step three 
Forehead signal Gold standard Hat signal 
x y z x y z 
2653 
2663 
2675 
2675 
 
1371 
1364 
1349 
1348 
 
1436 
1436 
1438 
1439 
 
Start1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2673 
2678 
2624 
2655 
 
2152 
2077 
1866 
1788 
 
1322 
1334 
1332 
1328 
 
2684 
2682 
2672 
2667 
 
1354 
1369 
1380 
1390 
 
1497 
1595 
1592 
1520 
 
2633 
2619 
2619 
2633 
 
1770 
1770 
1769 
1760 
 
1327 
1330 
1330 
1330 
 
2666 
2657 
2654 
2651 
 
1388 
1391 
1396 
1400 
 
1469 
1436 
1427 
1431 
 
2630 
2626 
2594 
2619 
 
1753 
1758 
1771 
1770 
 
1330 
1330 
1330 
1330 
 
2699 
2670 
1389 
1374 
1432 
1432 
2622 
2625 
1771 
1771 
1329 
1330 
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2893 
2835 
 
1364 
1362 
 
1492 
1593 
 
 
 
 
End1 
Start2 
 
 
 
 
 
 
 
 
 
 
End2 
Start3 
 
 
 
 
 
 
 
 
 
 
End3 
2613 
2603 
 
1749 
1760 
 
1327 
1331 
 
2638 
2722 
2455 
2722 
 
1426 
1744 
1864 
1744 
 
1712 
1726 
2054 
1726 
 
2598 
2581 
2560 
2524 
 
1751 
1708 
1623 
1562 
 
1328 
1346 
1435 
1606 
 
2542 
2602 
2568 
2566 
 
2535 
2719 
2846 
2934 
 
2430 
2570 
2675 
2750 
 
2467 
2452 
2478 
2534 
 
1602 
1810 
2146 
2443 
 
1807 
1983 
2118 
2218 
 
2570 
2578 
2562 
2553 
 
2942 
2942 
2952 
2950 
 
2769 
2768 
2765 
2764 
 
2598 
2581 
2560 
2524 
 
2146 
2146 
2146 
2146 
 
2218 
2218 
2218 
2218 
 
2531 
2529 
2553 
2577 
 
2952 
2941 
2941 
2940 
 
2764 
2767 
2766 
2764 
 
2467 
2452 
2478 
2534 
 
2146 
2146 
2146 
2146 
 
2218 
2218 
2218 
2218 
 
Table A1.7: Step four for forehead signal and hat signal 
Gold standard Thigh signal 
x y z 
Start1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
End1 
2631 
2508 
2481 
2040 
 
4191 
2665 
2202 
2240 
 
3823 
2701 
2682 
2794 
 
2307 
2493 
2646 
2684 
 
2469 
1766 
2059 
2223 
 
2543 
2719 
2439 
2291 
 
3127 
2446 
2595 
2439 
 
2792 
1841 
2180 
1791 
 
2338 
2561 
2369 
2659 
 
2802 
2840 
2824 
2719 
 
1898 
1639 
2833 
2640 
 
2526 
1973 
2028 
1314 
 
Start2 
 
 
 
 
 
 
 
2941 
2984 
2644 
2420 
 
3009 
3200 
2847 
2743 
 
2481 
2627 
2496 
2422 
 
2663 
2813 
2141 
1761 
2444 
2538 
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End2 
2787 
2747 
 
1733 
1765 
 
2598 
2635 
 
Start3 
 
 
 
 
 
 
 
 
 
 
End3 
2766 
2737 
2730 
2728 
 
1787 
1780 
1745 
1722 
 
2660 
2711 
2756 
2780 
 
2729 
2737 
2739 
2742 
 
1714 
1707 
1707 
1709 
 
2788 
2789 
2786 
2785 
 
Table A1.8: Step four for thigh signal 
Forehead signal Hat signal 
S(𝒙) 𝑺(𝒚) 𝑺(𝒛) µ(𝒛) 𝑺(𝒙) 𝑺(𝒚) 𝑺(𝒛) µ(𝒛) 
10.6 11.3 1.5 1437 24.4 171.8 5.2 1329 
8 15.4 49.9 1551 8 4.8 1.5 1329 
6.4 5.3 19.1 1441 16.1 8.9 .25 1330 
7.8 12.3 75.9 1487 9.9 10.5 1.9 1329 
125.8 187.7 166.5 1805 31.8 84.7 127.1 1429 
24.6 173.1 138.8 2606 35.7 370.6 178 2032 
10.7 5.2 2.3 2767 31.8 0 0 2218 
22.4 5.6 1.5 2765 35.7 0 0 2218 
Table A1.9: Step five for forehead signal and hat signal 
Thigh signal 
𝐒(𝒙) 𝑺(𝒚) 𝑺(𝒛) µ(𝒛) 
258.3 934.8 550.8 3000 
171.5 295 179.9 2498 
324.8 460.9 153.9 2481.7 
53.8 574.2 497.4 1960.2 
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265.4 199.5 86.4 2506.5 
65.5 194.5 83.3 2553.7 
17.5 30.4 52.8 2726.7 
5.5 3.3 1.8 2787 
Table A1.10: Step five for thigh signal 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Static 
Static 
Static 
Static 
Dynamic 
Dynamic 
Static 
Static 
Dynamic 
Static 
Static 
Static 
Dynamic 
Dynamic 
Static 
Static 
Dynamic 
Static 
Static 
Static 
Dynamic 
Dynamic 
Static 
Static 
Dynamic 
Static 
Static 
Static 
Dynamic 
Dynamic 
Static 
Static 
Table A1.11: The results of the fifth step using the three classification methods for the second hierarchical level 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Stand 
Stand 
Stand 
Stand 
Transition 
Transition 
Non-transition 
Stand 
Stand 
Stand 
Transition 
Transition 
Non-transition 
Stand 
Stand 
Stand 
Transition 
Transition 
Non-transition 
Stand 
Stand 
Stand 
Transition 
Transition 
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Lay down 
Lay down 
Lay down 
Lay down 
Lay down 
Lay down 
Lay down 
Lay down 
Table A1.12: The results of the fifth step using the three classification methods for the third hierarchical level 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Stand 
Stand 
Stand 
Stand 
Transition 
Transition 
Fall 
Fall 
Walk 
Stand 
Stand 
Stand 
Stand-to-sit 
Undefined 
Fall 
Fall 
Walk 
Stand 
Stand 
Stand 
Stand-to-sit 
Stand-to-sit 
Fall 
Fall 
Walk 
Stand 
Stand 
Stand 
Stand-to-sit 
Stand-to-sit 
Fall 
Fall 
Table A1.13: The results of the fifth step using the three classification methods for the fourth hierarchical level 
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Gold standard Range -based classification Backward range –based 
classification 
Symmetric range-based 
classification 
Stand Walk Straight Walk straight Walk straight 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-fall Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-fall Undefined Stand-to-sit Stand-to-fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Table A1.14: The results of the fifth step using the three classification methods for the fifth hierarchical level 
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Appendix A2: The classification results of using the three classification methods on the two sets 
of data 
This section provides all the results of applying the three classification methods on the two sets of data for 
each scenario that conducted by three subjects.  
Gold Standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
walk straight Sit-to-stand Undefined we change to 
walk straight 
Undefined we change to 
walk straight 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to 
stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit Undefined Undefined we change to sit Undefined we change to sit-
to-stand 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Sit-to-stand Walk straight Undefined we change to sit-
to-stand 
Undefined we change to 
stand 
Stand Undefined Undefined we change to sit-
to-stand 
Undefined we change to 
walk curvy 
Stand Undefined Undefined we change to sit-
to-stand 
Undefined we change to 
walk curvy 
Stand Walk straight Undefined we change to sit-
to-stand 
Walk straight 
Stand Walk straight Undefined we change to sit-
to-stand 
Walk straight 
Walk straight Walk curvy Undefined we change to sit-
to-stand 
Walk curvy 
Walk straight Stand Stand Stand 
Walk straight Walk curvy Walk curvy Walk curvy 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Walk straight Undefined we change to 
stand-to-sit 
Undefined we change to 
stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit-
to-stand 
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Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk curvy Walk curvy Walk curvy 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Sit-to-stand Undefined we change to 
stand 
Undefined we change to 
stand-to-sit 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Walk straight Undefined we change to 
stand-to-sit 
Undefined we change to 
stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Table A2.1: The classified activities of the first subject applied on the first scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit Walk straight Undefined we change to sit Undefined we change to sit-
to-stand 
Sit-to-stand Undefined Undefined we change to sit Undefined we change to sit-
to-stand 
Sit-to-stand Undefined Undefined we change to sit Undefined we change to sit-
to-stand 
Stand Stand Undefined we change to sit Stand 
Stand Undefined Undefined we change to sit Undefined 
Stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Walk straight Stand-to-sit Stand-to-sit Stand-to-sit 
Walk straight Walk straight Undefined we change to 
stand-to-sit 
Undefined 
Walk straight Walk curvy Undefined we change to 
stand-to-sit 
Walk curvy 
Walk straight Walk straight Undefined we change to 
stand-to-sit 
Walk straight 
Stand Stand Undefined we change to 
stand-to-sit 
Stand 
Stand Stand Undefined we change to 
stand-to-sit 
Stand 
Stand Stand Undefined we change to 
stand-to-sit 
Stand 
Stand Stand Undefined we change to 
stand-to-sit 
Stand 
Stand Stand Undefined we change to 
stand-to-sit 
Stand 
Stand Stand Undefined we change to 
stand-to-sit 
Stand 
Stand-to-sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to 
stand-to-sit 
Sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to sit 
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Sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sleep Undefined Sit-to-sleep Undefined we change to sit-
to-sleep 
Sleep Sleep Sleep Sleep 
Sleep Undefined Sleep Undefined we change to 
sleep-to-sit 
Sleep Undefined Sleep undefined 
Sleep Undefined Sleep Undefined we change to 
Sleep 
Sleep Sleep Sleep Sleep 
Sleep Undefined Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Undefined undefined we change to 
sleep 
Undefined we change to 
sleep 
Sleep Undefined undefined we change to 
sleep 
Undefined we change to 
sleep 
Sleep Undefined undefined we change to 
sleep 
Undefined we change to 
sleep 
Table A2.2: The classified activities of the first subject applied on the second scenario 
 
Gold Standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Stand Undefined we change to 
stand-to-sit 
Undefined we change to sit 
Sit Stand Undefined we change to 
stand-to-sit 
Undefined we change to sit 
Sit Undefined Undefined we change to 
stand-to-sit 
Undefined 
Sit Stand Undefined we change to 
stand-to-sit 
Stand 
Sit Stand Undefined we change to 
stand-to-sit 
Stand 
Sit Stand Undefined we change to 
stand-to-sit 
Stand 
Sit Sit Sit Undefined 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Undefined Undefined we change to sit-
to-stand 
Undefined we change to sit-
to-stand 
Stand Undefined Undefined we change to sit-
to-stand 
Undefined we change to sit-
to-stand 
Stand Stand Stand stand 
Stand Sit-to-stand Undefined we change to 
stand 
Undefined we change to 
walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Undefined Undefined we change to 
walk straight 
Undefined we change to 
stand 
Walk curvy Stand-to-sit Undefined we change to 
walk straight 
Stand-to-sit 
Walk curvy Walk straight Walk straight Undefined 
Walk curvy Walk curvy Walk curvy Walk curvy 
 
 
157 
 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to 
stand-to-sit 
Sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to sit 
 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sleep Undefined Undefined we change to sit-
to-sleep 
Undefined we change to sit-
to-sleep 
Sleep Undefined Undefined we change to sit-
to-sleep 
Undefined we change to sit-
to-sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Table A2.3: The classified activities of the first subject applied on the third scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sleep Sleep Sleep Sleep 
Sleep Undefined Undefined we change to 
sleep 
undefined we change to 
sleep 
 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sleep-to-sit Undefined Undefined we change to 
sleep-to-sit 
undefined we change to 
sleep-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit-
to-stand 
Sit Undefined Undefined we change to sit Undefined we change to sit-
to-stand 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand   Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
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Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Undefined Undefined we change to 
walk straight 
Undefined we change to 
walk straight 
Walk straight Undefined Undefined we change to 
walk straight 
Undefined we change to 
walk straight 
Walk straight Undefined Undefined we change to 
walk straight 
Undefined we change to 
walk straight 
Stand Undefined Undefined we change to 
walk straight 
Undefined we change to 
walk straight 
Stand Walk curvy Walk curvy Walk curvy 
Stand Stand-to-sit Undefined we change to 
walking curvy 
Undefined we change to 
walking straight 
Stand Undefined Undefined we change to 
walking curvy 
Undefined we change to 
walking straight 
Stand-to-sit Stand-to-sit Undefined we change to 
walking curvy 
Undefined 
Stand-to-sit Undefined Undefined we change to 
walking curvy 
Undefined 
Sit Undefined Undefined we change to 
walking curvy 
Undefined 
Sit Undefined Undefined we change to 
walking curvy 
Undefined 
Sit Undefined Undefined we change to 
walking curvy 
Undefined 
Sit Undefined Undefined we change to 
walking curvy 
Undefined 
Sit Sit-to-stand Undefined we change to 
walking curvy 
Sit-to-stand 
Sit Undefined Undefined we change to 
walking curvy 
Undefined we change to 
stand 
Sit Undefined Undefined we change to 
walking curvy 
Undefined we change to 
stand-to-sit 
Sit Sit Undefined we change to 
walking curvy 
Sit 
Sit Undefined Undefined we change to 
walking curvy 
Undefined we change to sit 
 
Table A2.4: The classified activities of the first subject applied on the fourth scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Undefined Undefined we change to 
sleep 
Undefined we change to 
sleep 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to 
Sit-to-stand 
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Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk curvy Walk curvy Walk curvy 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk curvy Walk curvy Walk curvy 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk curvy Walk curvy Walk curvy 
Walk curvy Walk curvy Walk curvy Walk curvy 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand-to-sit Stand-to-sit Stand-to-sit 
Stand Sit-to-stand Undefined we change to 
stand-to-sit 
Undefined we change to 
Stand-to-sit 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to sit 
Sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to sit 
Sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to sit 
Table A2.5: The classified activities of the first subject applied on the fifth scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-fall Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-fall Stand-to-fall Stand-to-fall Stand-to-fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Table A2.6: The classified activities of the first subject applied on the sixth scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Stand Walk straight Walk straight Walk straight 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-fall Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-fall Undefined Undefined we change to 
stand-to-sit 
Undefined we change to 
stand-to-fall 
Fall Fall Fall Fall 
 
 
160 
 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Undefined  Fall Fall 
Table A2.7: The classified activities of the first subject applied on the seventh scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit-
to-stand 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Sit-to-stand Undefined we change to 
stand 
Undefined we change to 
stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk curvy Walk curvy Walk curvy 
Walk straight Walk curvy Walk curvy Walk curvy 
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Walk straight Walk straight Walk straight Walk straight 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Sit Sit Sit 
Table A2.8: The classified activities of the second subject applied on the first scenario 
 
Gold standard Range-based classification Backward range-based  
classification 
Symmetric range-based 
classification 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Walk straight Undefined we change to sit-
to-stand 
Undefined we change to 
stand 
Stand Stand Stand Stand 
Stand Walk curvy Walk curvy Walk curvy 
Walk straight Stand-to-sit Undefined we change to 
curvy 
Undefined we change to 
walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Sit-to-sleep Undefined we change to 
stand-to-sit 
Undefined we change to 
stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit-to-sleep Undefined Undefined we change to sit Undefined we change to sit-
to-sleep 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep sleep 
Sleep Sleep Sleep sleep 
Table A2.9: The classified activities of the second subject applied on the second scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
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Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk curvy Walk curvy Walk curvy 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk curvy Walk curvy Walk curvy 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Undefined Undefined we change to 
stand-to-sit 
Undefined we change to 
stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-sleep Undefined Undefined we change to sit Undefined we change to sit-
to-sleep 
Sit-to-sleep Undefined Undefined we change to sit Undefined we change to sit-
to-sleep 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Table A2.10: The classified activities of the second subject applied on the third scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sit Undefined Undefined we change to sleep-
to-sit 
Undefined we change to sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit-to-
stand 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Undefined Undefined we change to 
Walk straight 
Undefined we change to walk 
curvy 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Table A2.11: The classified activities of the second subject applied on the fourth scenario 
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Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sleep Sleep Sleep Sleep 
Seep Sleep Sleep Sleep 
Seep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sleep-to-sit Undefined Undefined we change to sleep-
to-sit 
Undefined we change to sleep-
to-sit 
Sit Undefined Undefined we change to sleep-
to-sit 
Undefined we change to sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Sand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Undefined Undefined we change to walk 
straight 
Undefined we change to walk 
straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk curvy Walk curvy Walk curvy 
Walk curvy Stand Stand Stand 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Undefined Undefined we change to stand-
to-sit 
Undefined we change to stand-
to sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Table A2.12: The classified activities of the second subject applied on the fifth scenario 
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Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Undefined Undefined we change to stand Stand 
Stand Stand Stand Undefined we change to stand 
Stand Stand Stand Stand 
Stand-to-fall Stand-to-sit Stand-to-sit Stand 
Stand-to-fall Sit-to-sleep Undefined we change to stand-
to-sit 
Stand-to-sit 
Stand-to-fall Stand-to-fall Stand-to-fall Undefined we change to stand-
fall 
Fall Fall Fall Stand-to-fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Table A2.13: The classified activities of the second subject applied on the sixth scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-fall Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-fall Undefined Undefined we change to stand-
to-sit 
Undefined we change to stand-
to-fall 
Stand-to-fall Stand-to-fall Stand-to-fall Stand-to-fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Undefined Undefined we change to fall Undefined we change to fall 
Table A2.14: The classified activities of the second subject applied on the seventh scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sit Sit Sit Sit 
Sit Sit Sit sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk curvy Walk curvy Walk curvy 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk curvy Walk curvy Walk curvy 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
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Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk curvy Walk curvy Walk curvy 
Walk straight Walk straight Walk straight Walk straight 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk curvy Walk curvy Walk curvy 
Walk straight Walk curvy Walk curvy Walk curvy 
Walk straight Walk curvy Walk curvy Walk curvy 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Sit Sit Sit 
Table A2.15: The classified activities of the third subject applied on the first scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Walk curvy Walk curvy Walk curvy 
Stand Stand Stand Stand 
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Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Undefined Undefined we change to stand-
to-sit 
Undefined we change to sit 
Sit Undefined Undefined we change to stand-
to-sit 
Undefined we change to sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Table A2.16: The classified activities of the third subject applied on the second scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk curvy Walk curvy Walk curvy 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Undefined Undefined we change to stand-
to-sit 
Undefined we change to sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sit-to-sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
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Sleep Sit-to-sleep Sit-to-sleep Sit-to-sleep 
Sleep Undefined Undefined we change to sit-to-
sleep 
Undefined we change to sit-to-
sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Table A2.17: The classified activities of the third subject applied on the third scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sleep Sleep sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Walk straight Walk curvy Walk curvy Walk curvy 
Walk straight Walk straight Walk straight Walk straight 
Walk straight Undefined Undefined we change to walk 
straight 
Undefined we change to walk 
straight 
Walk straight Undefined Undefined we change to walk 
straight 
Undefined we change to walk 
straight 
Stand Stand Stand Stand 
Stand Undefined Undefined we change to stand Undefined we change to stand 
Stand Stand Stand Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-sit Walk straight Undefined we change to stand-
to-sit 
Undefined we change to stand-
to-sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Undefined Undefined we change to sit Undefined we change to sit 
Table A2.18: The classified activities of the third subject applied on the fourth scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Sleep Sleep Sleep sleep 
Sleep Sleep Sleep Sleep 
Sleep Sleep Sleep Sleep 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sleep-to-sit Sleep-to-sit Sleep-to-sit Sleep-to-sit 
Sit Undefined Undefined we change to sleep-
to-sit 
Undefined we change to sit 
Sit Undefined Undefined we change to sleep-
to-sit 
Undefined we change to sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Sit-to-stand Sit-to-stand Sit-to-stand Sit-to-stand 
Stand Stand Stand Stand 
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Walk curvy Stand Stand Stand 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Walk curvy Walk curvy Walk curvy 
Walk curvy Undefined Undefined we change to walk 
curvy 
Undefined we change to walk 
curvy 
Walk curvy Stand-to-sit Undefined we change to walk 
curvy 
Undefined we change to walk 
straight 
Walk curvy Walk straight Walk straight Walk straight 
Walk curvy Stand-to-sit Undefined we change to walk 
straight 
Undefined we change to walk 
straight 
Walk curvy Walk straight Walk straight Walk straight 
Stand Stand Stand Stand 
Stand Stand-to-sit Stand-to-sit Stand-to-sit 
Stand Stand Undefined we change to stand-
to-sit 
Undefined 
Stand Stand Undefined we change to stand-
to-sit 
Stand 
Stand-to-sit Stand-to-sit Stand-to-sit Stand-to-sit 
Sit Sit Sit Sit 
Sit Sit-to-stand Undefined we change to sit Undefined we change to sit 
Sit Sit Sit Sit 
Sit Sit Sit Sit 
Table A2.19: The classified activities of the third subject applied on the fifth scenario 
 
Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand stand Stand 
Stand-to-fall Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-fall Stand-to-sit Stand-to-sit Stand-to-sit 
Fall Undefined Undefined we change to stand-
to-sit 
Undefined we change to stand-
to-fall 
Fall Fall Undefined we change to stand-
to-sit 
Fall 
Fall Fall Undefined we change to stand-
to-sit 
Fall 
Fall Fall Undefined we change to stand-
to-sit 
Fall 
Fall Fall Undefined we change to stand-
to-sit 
Fall 
Table A2.20: The classified activities of the third subject applied on the sixth scenario 
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Gold standard Range-based classification Backward range-based 
classification 
Symmetric range-based 
classification 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand Stand Stand Stand 
Stand stand stand Stand 
Stand-to-fall Stand-to-sit Stand-to-sit Stand-to-sit 
Stand-to-fall Undefined Undefined we change to stand-
sit 
Undefined we change to stand-
to-fall 
Stand-to-fall Stand-to-fall Stand-to-fall Stand-to-fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Fall Fall Fall Fall 
Table A2.21: The classified activities of the third subject applied on the seventh scenarios 
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Appendix A3: The outcome of classification methods into positive and negative classes 
The evaluation of the classification methods is usually conducted by calculating the positive and negative 
classes of the outcomes. This requires the construction of a table which contains four components which are 
true positive (TP), true negative (TN), false positive (FP) and false negative (FN). True positive computes the 
number of the objects that belong to the class and are correctly classified as belonging to the class. False 
negative computes the number of the objects that belong to the class but they are not classified as belonging to 
the class. False positive computes the number of the objects that do not belong to the class but they are 
classified as belonging to the class. True negative computes the number of the objects that do not belong to the 
class and they are classified correctly as not belonging to the class. Table A3.1 shows the outcome of 
classification into positive and negative classes. 
Predicted Activities Actual Activities 
P N 
P TP FP 
N FN TN 
Table A3.1: The outcome of classification into positive and negative classes 
 
Actual Activities Predicted activities  
sit sit TP 
sit Not sit FN 
Not sit Not sit TN 
Not sit sit FP 
Table A3.2: The negative and positive classes of sit classification 
Accuracy = (sum of the diagonal)/ (the sum of the matrix) = (TN+TP)/the sum of matrix 
 
 
 
 
 
 
 
 
171 
 
Appendix A4: The negative and positive classes of static and dynamic activities of the three 
subjects (second level). 
This section provides the negative and positive classes of the second hierarchical level activities for each 
subject with the three classification methods. The negative and positive classes are used in Chapter 5 to 
calculate the accuracy of static and dynamic activities.  
 Static activity  
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 313 151 284 313 151 284 313 151 284 
FN 44 25 15 44 25 15 44 25 15 
FP 5 12 8 5 12 8 5 12 8 
TN 169 244 170 169 244 170 169 244 170 
Table A4.1: The positive and negative classes of static activity 
 
 Dynamic activity  
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 165 145 162 165 145 162 165 145 162 
FN 5 12 8 5 12 8 5 12 8 
FP 35 24 15 35 24 15 35 24 15 
TN 326 251 292 326 251 292 236 251 292 
Table A4.2: The positive and negative classes of dynamic activity 
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Appendix A5: The negative and positive classes of transition, non-transition, lay-down, sit and 
stand activities of the three subjects (third level). 
This section provides the negative and positive classes of the third hierarchical level activities for each subject 
with the three classification methods. The negative and positive classes are used in Chapter 5 to calculate the 
accuracy of transition, non-transition, lay down, sit and stand activities.  
  Transition activity 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 67 58 55 68 58 57 67 61 57 
FN 6 9 2 5 7 0 6 5 0 
FP 36 9 14 36 7 7 34 4 6 
TN 422 356 405 422 360 413 424 362 414 
Table A5.1: The positive and negative classes of transition activity 
 
  Non-transition activity 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 81 60 89 79 71 94 87 70 96 
FN 17 20 20 19 11 15 11 10 13 
FP 10 11 2 7 14 1 14 14 1 
TN 423 341 366 426 336 367 419 338 367 
Table A5.2: The positive and negative classes of non-transition activity 
 
  Lay down activity 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 66 98 60 68 101 61 74 102 61 
FN 13 4 5 11 1 4 5 0 4 
FP 2 0 1 0 0 0 0 0 0 
TN 450 330 411 452 330 412 452 330 412 
Table A5.3: The positive and negative classes of lay down activity 
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  Sit activity 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 102 89 106 101 79 115 110 80 128 
FN 34 16 14 25 6 5 19 5 1 
FP 0 0 0 17 3 1 2 0 1 
TN 395 327 357 388 344 356 400 347 347 
Table A5.4: The positive and negative classes of sit activity 
 
  Stand activity 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 123 86 118 120 86 119 126 90 121 
FN 20 12 6 23 12 5 17 8 3 
FP 10 5 6 6 4 6 11 6 6 
TN 378 329 347 382 330 347 377 327 347 
Table A5.5: The positive and negative classes of stand activity 
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Appendix A6: The negative and positive classes of walk, fall, sleep, stand-sit, sit-stand, sit-sleep, 
sleep-sit, stand-fall Activities of three subjects (fourth level) 
This section provides the negative and positive classes of the fourth hierarchical level activities for each 
subject with the three classification methods. The negative and positive classes are used in Chapter 5 to 
calculate the accuracy of walk, fall, sleep, stand-to-sit, sit-to-stand, sit-to-sleep, sleep-to-sit, and stand-to-fall 
activities.  
  Walk  
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 82 65 78 88 74 83 88 74 84 
FN 22 18 18 9 9 8 6 9 8 
FP 9 7 3 16 5 3 10 2 2 
TN 418 342 378 418 344 383 427 347 383 
Table A6.1: The positive and negative classes of walk activity 
 
  Fall  
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 22 15 28 17 16 29 23 18 29 
FN 1 3 1 0 2 0 0 0 0 
FP 0 0 2 1 0 1 0 0 0 
TN 508 414 446 507 414 447 508 414 448 
Table A6.2: The positive and negative classes of fall activity 
 
  Sleep  
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 42 83 37 48 83 37 50 83 37 
FN 15 0 3 9 0 3 7 0 3 
FP 0 9 2 0 0 1 0 0 0 
TN 474 340 435 474 349 436 474 349 437 
Table A6.3: The positive and negative classes of sleep activity 
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  Stand-to-sit 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 21 15 16 24 18 17 21 20 17 
FN 5 5 1 2 2 0 5 0 0 
FP 9 4 7 11 7 7 7 5 4 
TN 496 408 453 494 405 453 498 407 456 
Table A6.4: The positive and negative classes of stand-to-sit activity 
 
 Sit-to-stand  
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 22 16 15 23 16 15 24 16 16 
FN 4 0 1 3 0 1 2 0 0 
FP 7 4 2 7 3 0 7 2 0 
TN 498 412 459 498 413 461 498 414 461 
Table A6.5: The positive and negative classes of sit-to-stand activity 
 
 Sit-to-sleep  
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 8 6 8 8 7 8 8 10 8 
FN 1 5 0 1 4 0 1 1 0 
FP 1 2 2 0 0 1 0 0 0 
TN 521 419 467 522 421 468 522 421 469 
Table A6.6: The positive and negative classes of sit-to-sleep activity 
 
 Sleep-to-sit  
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 7 6 9 8 8 9 8 8 9 
FN 1 3 0 0 1 0 0 1 0 
FP 1 0 3 3 1 2 1 0 0 
TN 522 423 465 520 422 466 522 423 468 
Table A6.7: The positive and negative classes of sleep-to-sit activity 
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  Stand-to-fall 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 5 5 4 4 5 4 6 7 5 
FN 5 7 4 6 7 4 4 5 3 
FP 0 2 1 0 1 0 0 0 0 
TN 521 418 468 521 419 469 521 420 469 
Table A6.8: The positive and negative classes of stand-to-fall activity 
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Appendix A7: The negative and positive classes of walk straight and walk curvy activities of 
three subjects (fifth level) 
This section provides the negative and positive classes of the fifth hierarchical level activities for each subject 
with the three classification methods. The negative and positive classes are used in Chapter 5 to calculate the 
accuracy walk straight and walk curvy activities.  
  Walk straight 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 32 21 33 36 22 39 36 22 40 
FN 15 12 19 11 11 13 11 11 12 
FP 41 30 41 40 30 42 39 29 43 
TN 443 369 384 444 369 384 445 370 382 
Table A7.1: The positive and negative classes of walk activity 
 
  Walk curvy 
Range-based method Backward range-based 
method 
Symmetric range-based 
method 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 10 5 4 10 5 6 10 6 5 
FN 43 39 51 43 39 49 43 38 43 
FP 6 11 12 5 10 12 4 10 12 
TN 472 377 410 473 378 410 474 378 417 
Table A7.2: The positive and negative classes of walk curvy activity 
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Appendix A8: The outcome of the second hierarchical level using Sipina software (first data 
set). 
This section provides the negative and positive classes of the second hierarchical level activities for each 
subject using decision-tree method of Sipina software. The negative and positive classes are used in Chapter 5 
to calculate the accuracy of static and dynamic activities.  
 Static activity Dynamic activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 239 227 239 71 41 52 
FN 17 12 17 97 94 92 
FP 97 94 92 17 12 17 
TN 71 41 52 239 239 239 
Table A8.1: The positive and negative classes of static activity and dynamic activity using Sipina software 
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Appendix A9: The outcome of the third hierarchical level using Sipina software (first data set). 
This section provides the negative and positive classes of the third hierarchical level activities for each subject 
using decision-tree method of Sipina software. The negative and positive classes are used in Chapter 5 to 
calculate the accuracy of transition, non-transition, lay down, sit and stand activities. 
 Transition activity  Non-transition activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 12 28 0 66 40 32 
FN 26 35 67 44 25 52 
FP 25 37 0 25 41 11 
TN 363 269 397 291 287 370 
Table A9.1: The positive and negative classes of transition activity and non-transition activity 
 
 Lay-down activity  Sit activity Stand activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 26 19 55 90 67 108 90 68 118 
FN 23 29 1 8 19 20 25 42 11 
FP 2 15 5 32 26 46 56 30 89 
TN 373 30 403 294 263 290 257 239 246 
Table A9.2: The positive and negative classes of lay down activity and sit activity and stand activity 
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Appendix A10: The outcome of the fourth hierarchical level using Sipina software (first data 
set). 
This section provides the negative and positive classes of the fourth hierarchical level activities for each 
subject using decision-tree method of Sipina software. The negative and positive classes are used in Chapter 5 
to calculate the accuracy of walk, fall, sleep, stand-to-sit, sit-to-stand, sit-to-sleep, sleep-to-sit, and stand-to-
fall activities. 
 Walk activity  Fall activity Sleep activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 61 35 50 12 18 25 26 5 69 
FN 44 44 41 0 0 0 7 19 0 
FP 40 17 15 3 20 6 10 13 13 
TN 285 295 409 409 336 469 381 337 418 
Table A10.1: The positive and negative classes of walk activity and fall activity and sleep activity 
 
 Stand-to-sit activity  Sit-to-stand activity Sit-to-sleep activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 0 0 3 0 0 2 0 10 0 
FN 22 23 20 10 9 17 9 1 5 
FP 0 0 7 0 0 17 0 14 0 
TN 402 349 471 414 395 464 415 363 496 
Table A10.2: The positive and negative classes of stand-to-sit activity and sit-to-stand activity and sit-to-sleep activity 
 
 Sleep-to-sit activity  Stand-to-fall activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 3 0 0 0 0 2 
FN 7 14 6 11 12 5 
FP 7 0 0 0 0 11 
TN 414 360 494 413 362 482 
Table A10.3: The positive and negative classes of sleep-to-sit activity stand-to-fall activity 
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Appendix A11: The outcome of the fifth hierarchical level using Sipina software (first data set). 
This section provides the negative and positive classes of the fifth hierarchical level activities for each subject 
using decision-tree method of Sipina software. The negative and positive classes are used in Chapter 5 to 
calculate the accuracy of walk straight and walk curvy activities. 
 Walk straight activity Walk curvy activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 16 27 12 41 11 28 
FN 32 12 25 8 23 10 
FP 11 17 11 23 4 4 
TN 365 316 463 375 337 462 
Table A11.1: The positive and negative classes of walk straight activity and walk curvy activity 
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Appendix A12: The outcome of the second hierarchical level using Sipina software (second data 
set). 
This section provides the negative and positive classes of the second hierarchical level activities for each 
subject using decision-tree method of Sipina software. The negative and positive classes are used in Chapter 5 
to calculate the accuracy of static and dynamic activities. 
 Static activity Dynamic activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 359 328 334 126 54 85 
FN 6 5 33 77 105 78 
FP 77 105 78 6 5 33 
TN 126 54 85 359 328 334 
Table A12.1: The positive and negative classes of static activity and dynamic activity 
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Appendix A13: The outcome of the third hierarchical level using Sipina software (second data 
set). 
This section provides the negative and positive classes of the second hierarchical level activities for each 
subject using decision-tree method of Sipina software. The negative and positive classes are used in Chapter 5 
to calculate the accuracy of transition, non-transition, lay down, sit and stand activities. 
 Transition activity  Non-transition activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 11 0 0 104 55 51 
FN 66 70 54 3 37 61 
FP 12 0 0 8 28 6 
TN 479 420 476 443 376 411 
Table A13.1: The positive and negative classes of transition activity and non-transition activity 
 
 Lay-down activity  Sit activity Stand activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 10 6 62 128 80 149 159 79 135 
FN 0 0 0 4 0 0 2 17 3 
FP 3 2 8 42 51 27 25 33 78 
TN 71 40 460 388 359 354 382 357 314 
Table A13.2: The positive and negative classes of lay-down activity and sit activity and stand activity 
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Appendix A14: The outcome of the fourth hierarchical level using Sipina software (second data 
set). 
This section provides the negative and positive classes of the second hierarchical level activities for each 
subject using decision-tree method of Sipina software. The negative and positive classes are used in Chapter 5 
to calculate the accuracy of walk, fall, sleep, stand-to-sit, sit-to-stand, sit-to-sleep, sleep-to-sit, stand-to-fall 
activities. 
 Walk activity  Fall activity Sleep activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 101 67 64 19 19 36 52 145 60 
FN 19 25 45 0 0 0 0 0 0 
FP 8 19 18 7 8 1 16 3 11 
TN 433 382 403 522 464 493 480 342 459 
Table A14.1: The positive and negative classes of walk activity and fall activity and sleep activity 
 
 Stand-to-sit activity  Sit-to-stand activity Sit-to-sleep activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 0 0 0 0 0 0 0 0 0 
FN 31 7 9 22 15 23 10 0 7 
FP 0 0 0 0 0 0 0 0 0 
TN 538 428 519 546 475 497 558 48 523 
Table A14.2: The positive and negative classes of stand-to-sit activity and sit-to-stand activity and sit-to-sleep activity 
 
 Sleep-to-sit activity  Stand-fall activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 0 0 0 0 0 0 
FN 8 9 10 11 9 3 
FP 0 0 0 0 0 0 
TN 560 481 520 554 481 527 
Table A14.3: The positive and negative classes of sleep-to-sit activity and stand-to-fall activity 
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Appendix A15: The outcome of the fifth hierarchical level using Sipina software (second data 
set). 
This section provides the negative and positive classes of the second hierarchical level activities for each 
subject using decision-tree method of Sipina software. The negative and positive classes are used in Chapter 5 
to calculate the accuracy of walk straight and walk curvy activities. 
 Walk straight activity Walk curvy activity 
First 
subject 
Second 
subject 
Third 
subject 
First 
subject 
Second 
subject 
Third 
subject 
TP 30 24 29 52 32 31 
FN 17 8 31 7 21 16 
FP 5 11 10 4 12 8 
TN 528 447 460 515 425 480 
Table A15.1: The positive and negative classes of walk straight activity and walk curvy activity 
 
 
 
 
 
