A systematic study on the performance of two empirical gas-wall interaction models, the Maxwell model and the Cercignani-Lampis (CL) model, in the entire Knudsen range is conducted. The models are evaluated by examining the accuracy of key macroscopic quantities such as temperature, density, and pressure, in three benchmark thermal problems, namely the Fourier thermal problem, the Knudsen force problem, and the thermal transpiration problem. The reference solutions are obtained from a validated hybrid DSMC-MD algorithm developed in-house. It has been found that while both models predict temperature and density reasonably well in the Fourier thermal problem, the pressure profile obtained from Maxwell model exhibits a trend that opposes that from the reference solution. As a consequence, the Maxwell model is unable to predict the orientation change of the Knudsen force acting on a cold cylinder embedded in a hot cylindrical enclosure at a certain Knudsen number. In the simulation of the thermal transpiration coefficient, although all three models overestimate the coefficient, the coefficient obtained from CL model is the closest to the reference solution. The Maxwell model performs the worst. The cause of the overestimated coefficient is investigated and its link to the overly constrained correlation between the tangential momentum accommodation coefficient and the tangential energy accommodation coefficient inherent in the models is pointed out. Directions for further improvement of models are suggested.
I. INTRODUCTION
Micro-and nanoscale thermally driven gas transport has become an active research topic in recent years due to the interesting phenomena arising from small spatial scales such as thermophoresis, thermal transpiration, and the Knudsen force [1] [2] [3] [4] . These noncontinuum phenomena not only are of scientific interest but also have important applications in the aerosol industry and microelectromechanical and nanoelectromechanical systems (MEMS/NEMS), for example, thermal-transpiration-based micro gas pumps [5, 6] . Due to the large surface-to-volume ratio at small scales, the gaswall interaction plays an important, if not dominant, role in gas transport and, consequently, influences the performances of MEMS/NEMS devices. The accuracy of the gas-wall interaction model has become crucial in the modeling of gas transport and the design of devices.
It is well known that for micro and nano gas flows, the no-slip boundary model is no longer accurate. To devise a rigorous and accurate gas-wall interaction model in a general setting is extremely challenging due to the complex molecular scattering process. Hence, various empirical gas-wall interaction models [7] [8] [9] [10] [11] [12] [13] [14] , developed initially for the modeling of high-speed rarefied gas, have been constructed to formulate the phenomenological relation between the molecular velocity distribution functions of the incident and the reflected gas molecules and have achieved certain success in numerous applications related to high-speed rarefied gas. Typically, one or several parameters, called the accommodation coefficients (ACs), are required in these models. One major bottleneck in * Corresponding author: mewye@ust.hk the applications of the empirical models is the determination of ACs, which are difficult to be measured particularly for micro and nano gas flows. Among all the existing models, the Maxwell model [7] is the most popular one, due to its simple form and the need for only one AC. In the literature, the majority of the modeling work employs the Maxwell model and assumes the unity accommodation coefficient. Another well-known model, the Cercignani-Lampis (CL) model [10] , is much less employed in applications, largely due to the need for two ACs.
The empirical nature of the existing gas-wall interaction models necessitates a systematic evaluation of their fidelity in common applications. For applications in high-speed rarefied gas, significant work has been conducted on model validation [15] . For micro-and nanoscale gas flows, considerate efforts have recently been put forth to evaluate the empirical models by comparing the predicted molecular velocity distribution functions with those obtained from molecular dynamics (MD) simulations in simple problems such as Couette shear flow and the Fourier thermal problem [13, 14, 16, 17] . These studies have shown that when the incident gas molecules are not in an equilibrium state, the reflected velocity distribution predicted by Maxwell model cannot match well with MD results. However, if different ACs are used to independently generate different velocity components, as was suggested in Ref. [13] , the Maxwell model, denoted as the extended Maxwell model throughout the paper, is able to produce the accurate reflected velocity distribution if the system is slightly nonequilibrium. When the incident gas molecules are in a highly nonequilibrium state, such as that in molecular beam experiments, none of the existing gas-wall interaction models performs well [14, 16] . The majority of previous studies focused on the reflected molecular velocity distribution or the correlation between the incident and reflected molecular velocities. Given the rather simple models and only a few parameters, it is unrealistic to expect these models to be able to accurately describe the gas-wall interaction at the microscopic level. In most engineering applications, macroscopic quantities such as temperature, density, bulk velocity, and pressure are of primary interest, and, hence, a more practical criterion for the assessment should be based on macroscopic quantities. In addition, a systematic study in the entire Knudsen range, which is currently lacking, should be performed. This paper presents a detailed study on the goodness of Maxwell and CL models in typical thermal problems in the entire Knudsen range.
In this work, a nonisothermal gas-wall scattering process is studied, first, to evaluate the performance of the empirical models on the prediction of the reflected velocity distribution function when the incident gas molecules are at different levels of nonequilibrium. The Fourier thermal problem is then considered and various macroscopic quantities are compared with the reference solutions obtained from hybrid DSMC-MD simulations. Next, two practical problems encountered in MEMS/NEMS applications, namely the Knudsen force problem and the thermal transpiration problem, are studied. The poor performance of Maxwell model on the modeling of these two examples is highlighted and the cause is investigated. Based on the results, guidelines for the improvement of gas-wall interaction models are provided.
II. GAS-WALL INTERACTION MODELS
Three gas-wall interaction models, namely the Maxwell model, the extended Maxwell model, and the CL model, are considered in this work. Generally speaking, a gas-wall interaction model predicts the velocity distribution of the reflected gas molecules based on the given incident gas molecular velocity distribution, mathematically it can be expressed via scattering kernel P (v → v) as
where the scattering kernel P (v → v) denotes the probability of a gas molecule with the incident velocity v rebounded with the reflect velocity v; f in (v ) and f re (v) are the molecular velocity distribution functions of the incident and reflected gas molecules, respectively; and the subscript n denotes the normal component of the molecular velocity. The Maxwell model assumes that a fraction α of the incident molecules are reflected diffusely, while the rest of the molecules undergo specular reflection. Consequently, its scattering kernel is a linear combination of a delta function that represents the specular reflection and a biased-Maxwellian distribution describing the diffuse reflection,
The fraction of molecules, α, is called the accommodation coefficient and is defined as follows:
where the bracket · denotes the average value of molecular quantity ϕ, the quantities with subscripts in and re denote the quantities associated with the incident and reflected gas molecules, and w refers to the quantities of the wall. For specular reflection, α takes a value of 0 and, for diffuse reflection, α is 1. Depending on the choice of ϕ, α represents the accommodation coefficient of the chosen quantity. For example, if ϕ is the tangential or normal momentum, the corresponding α denotes the tangential momentum accommodation coefficient (TMAC) σ t or the normal momentum accommodation coefficient (NMAC) σ n . If ϕ is the total kinetic energy of gas molecules, α is then the total energy accommodation coefficient (EAC). In the Maxwell model, only one accommodation coefficient is employed. Hence, the different quantities of gas molecules such as the momentum and kinetic energy of each direction are accommodated with the wall in the same degree. The extended Maxwell model, proposed by Yamamoto et al. [13] , utilizes different ACs to generate the three reflected velocity components independently. The scattering kernels of this model are described in Eq. (4),
where the first kernel is for the two tangential velocity components, and the second one is for the normal velocity component. α t and α n are the ACs associated with tangential and normal velocity components, respectively. In the extended Maxwell model, since the three velocity components of the reflected gas molecules are generated independently based on their accommodation coefficients, there is no correlation between these velocity components. However, along each direction, the momentum and the kinetic energy still share the same accommodation coefficient. Cercignani-Lampis model employs two accommodation coefficients, that is, the energy accommodation coefficients associated with the tangential and the normal velocity components. Equation (5) lists the scattering kernel of CL model as follows:
where I 0 denotes the modified Bessel function of the first kind and the zeroth order. In this model, incident gas molecules are reflected with tangential velocities following a drifting Maxwellian distribution with a temperature of α t T w and a mean velocity that is √ 1 − α t times as large as the incident tangential velocity. The normal component of the reflected velocity behaves in the same way as the resultant of the two orthogonal tangential components [18] . The CL model allows the tangential and normal components to be accommodated with the wall at different degrees, but it imposes an empirical relation between the tangential momentum accommodation coefficient σ t and the tangential energy accommodation coefficient α t , that is, σ t = 1 − √ 1 − α t . The three models differ in the scattering kernel as well as the number of ACs employed, resulting in different scattering behaviors of gas molecules.
III. METHODOLOGIES
The evaluation of empirical gas-wall interaction models requires an accurate approach describing the gas-wall scattering process. By tracking each molecule's motion based on the interaction potential and Newton's law, the MD simulation method is able to model the scattering process accurately and, hence, is employed in this work to provide benchmark solutions. The systems considered in this work consist of argon gas and platinum wall, and a standard MD procedure is followed [19] . Argon gas molecules generated either from a prescribed velocity distribution or from numerical simulation are set to interact with an atomically smooth flexible platinum wall model. The Lennard-Jones (LJ) potential and Morse potential are used to model Pt-Pt and Ar-Pt interactions, respectively [20] . The wall consists of several layers of Pt atoms arranged in a FCC lattice structure. The bottom layer of the wall is fixed to prevent the wall from any translational or rotational motion, while the rest solid atoms possess thermal vibration and the rescaling thermostat is applied per 5000 MD steps to maintain the temperature of the wall. Periodic boundary conditions are applied in the lateral directions to mimic an infinitely wide wall. The incident gas molecules are generated at a plane located one cutoff radius away from the wall surface. The region between the plane and the wall surface is denoted as the interaction region. Once gas molecules leave the interaction region, the scattering process is regarded to be complete. Both the incident and reflected velocities of gas molecules are recorded and proper averaging is performed to calculate various ACs. The distribution of each reflected velocity component and the correlation between the velocity components are then examined.
Although accurate, the MD method is, however, extremely computationally intensive and is not suitable for the simulation of most practical systems such as those considered in this work for the modeling of the Knudsen force and thermal transpiration. A hybrid DSMC-MD algorithm is thus employed to solve these problems and to provide benchmark solutions as well as accommodation coefficients to be used in the empirical models. In the hybrid scheme, the MD simulation is only applied in the region consisting of the solid wall and the gas-wall interaction layer, while the DSMC simulation is applied in the remaining gas region. The MD simulation provides accurate reflected velocity distribution to be used in the DSMC simulation. In the meantime, the DSMC simulation provides realistic incident velocity distribution for the MD simulation. The coupling between the two regions is via the velocity distribution function, and, hence, the conservation of the momentum and energy at the interface between the two regions is satisfied automatically. A detailed description and the validation of the hybrid algorithm can be found in Ref. [21] and a similar method is described in Ref. [22] .
IV. RESULTS AND DISCUSSIONS

A. Nonisothermal gas-wall interaction
A nonisothermal gas-wall scattering case is studied to validate the developed MD code as well as to evaluate the performances of the empirical models on the prediction of the reflected velocity distribution function when the incident gas molecules are at different degrees of nonequilibrium. As illustrated in Fig. 1 , the simulation model consists of a solid wall constructed by six layers of platinum atoms arranged in a FCC lattice with the (1,0,0) plane facing the gas domain. Argon gas molecules are released about 1 nm above the solid surface. The temperature of the wall is fixed at 300 K, while the temperature of the incident gas molecules is set to be 450 K. The incident gas molecular velocities follow the ChapmanEnskog distribution as shown in Eq. (6) . Distributions with various degrees of nonequilibrium are produced by adjusting the temperature gradient in Eq. (6),
Based on the simulated velocities of the reflected gas molecules, the NMAC, the total EAC and EACs associated with three velocity components are computed and listed in Table I . The EACs of tangential components, α x and α z , are similar in all cases, which is consistent with the isotropic nature of the solid wall in the horizontal plane. The values of NMAC σ n and EAC in the normal direction α y are comparable. Both are much larger than the tangential EACs. These trends are consistent with several previous studies, including cases with rough walls and with adsorbates [23] [24] [25] [26] . All the ACs decrease gradually as the temperature gradient increases, likely caused by the increased kinetic energy of incident gas molecules. Intuitively, gas molecules having higher incident normal velocities would have a shorter interaction time with the wall, therefore being less influenced by the wall, and the ACs are likely to be smaller. Such a trend was also observed in some earlier MD simulations [23, 27, 28] . Figure 2 shows the simulated reflected tangential and normal velocity distributions together with those predicted by the empirical models with the accommodation coefficients computed from MD simulations. The total EAC is used in the Maxwell model, while the EACs in the tangential and normal directions are employed in the extended Maxwell and CL models. Results clearly indicate that both the extended Maxwell model the CL model predict reasonably accurate distributions in the entire range of the temperature gradient considered, although the deviations from the MD results increase with the increased temperature gradient. The Maxwell model is less accurate, as indicated by the relatively large discrepancies shown in the figure, which is likely caused by the fact that the single AC employed in the model cannot capture the different levels of energy exchange between gas molecules and the wall in different directions.
Despite the good performance of the extended Maxwell and CL models in predicting the distribution of each velocity component of the reflected gas molecules, by nature these two models assume that the three molecular velocity components are independent during scattering. To validate this assumption, the correlation between the velocity components is examined using MD simulations. Figure 3 plots the tangential kinetic energies versus the corresponding normal kinetic energies of the reflected gas molecules for the case when the incident velocity distribution is Maxwellian. From the figure, it is clear that the two quantities are correlated to a certain degree, resulting solely from gas-wall interaction. Hence, the assumption inherent in the extended Maxwell and CL models is not valid for general cases. The Maxwell model, on the other hand, is able to predict a strong correlation between the different velocity components due to the fact that the three velocity components of a gas molecule are generated following the same accommodation coefficient. However, the predicted correlation is, in general, not accurate. It should be pointed out that the choice of the empirical MD potential does not affect the trends of the calculated accommodation coefficients and correlations between the velocity components. Our simulations indicate these trends remain unchanged if the LJ potential is employed instead of the Morse potential for the Ar-Pt interaction.
B. Fourier thermal problem
In this section, the performances of the empirical models on the prediction of macroscopic flow quantities are assessed in the Fourier thermal problem with a temperature gradient normal to the wall. Such a problem is frequently encountered in MEMS/NEMS devices as in, for example, the scanning thermal profiler [29] [30] [31] . Figure 4 illustrates the simulation model. The gas medium is again argon and the two walls are atomically smooth platinum plates that are 1 μm apart. The temperatures of the top and bottom walls are 500 K and 300 K, respectively. In the MD simulation, the walls are constructed by four layers of Pt atoms arranged in a FCC structure with the (1,1,1 ) plane facing the gas domain. The initial gas temperature is 400 K and the density is determined based on the mean free path calculated from the specified Knudsen number, except the free-molecule case in which the collision procedure in the DSMC simulation is turned off and the density is set to be the same as that of Kn = 0.1.
Each case is simulated using the hybrid DSMC-MD algorithm to obtain benchmark solutions of macroscopic quantities as well as the energy accommodation coefficients of each wall. These ACs are then input into the empirical models and a pure DSMC simulation with the boundary conditions specified from the empirical models is carried out. Results are then compared with benchmark solutions and performance evaluation is conducted based on the comparison. Figure 5 shows various macroscopic quantities obtained from the hybrid DSMC-MD simulation and pure DSMC simulations at three different Knudsen numbers. Results indicate that all empirical models predict accurate macroscopic quantities in the bulk region. The discrepancies appear only in the Knudsen layer, and when the Knudsen number increases, the performances of all empirical models deteriorate. While the extended Maxwell model and CL model are, in general, more accurate than the Maxwell model, overall the differences in the predicted macroscopic quantities are quite small. The maximum errors induced by the extended Maxwell model and CL model are less than 1% in all macroscopic quantities, and those of the Maxwell model are up to 4% in pressure and 2% in temperature, density, and heat flux. A surprising observation is that the trend of the pressure profile predicted by Maxwell model is opposite to the benchmark solution as well as the trends predicted by the extended Maxwell model and CL model. Such a wrong trend may have a significant influence on the accuracy of quantities that are pressure dependent, for example, the Knudsen force.
To further investigate the pressure trend, normal stress in each direction is calculated and plotted in Fig. 6 . Since the lateral stresses P xx and P zz have similar trend, only P xx is shown. From the figure it is clear that the pressure trend is dictated by the lateral normal stresses since the vertical normal stress, P yy , is constant across the entire domain. The opposite trends of lateral normal stresses obtained from hybrid DSMC-MD simulation and DSMC simulation combined with Maxwell model can be explained as follows. First, it is realized that in the hybrid simulation as well as DSMC simulations with CL and the extended Maxwell models, the normal EAC is much larger than the tangential EAC (see Table II ), which implies that at the walls the jump in the tangential partial temperature is larger than that in the normal partial temperature. Hence, near the cold wall, the tangential partial temperature is higher than the normal partial temperature, and, consequently, stresses P xx and P zz are higher than P yy . Similarly, near the hot wall P xx and P zz are lower than P yy . Since P yy is constant across the domain, the lateral normal stresses decrease from the cold wall to the hot wall.
In the DSMC simulation combined with Maxwell model, due to the nonzero normal temperature gradient, the incident gas molecules impinging onto the cold wall possess higher kinetic energy in the normal direction than that in the tangential direction. The reflected gas molecules also possess a higher normal kinetic energy since the same nonunit accommodation coefficient is used for all directions. Hence, within the Knudsen layer, the normal kinetic energy is larger than the tangential energy, which means that the normal partial temperature is higher than the tangential partial temperature, and, hence, P xx and P zz are lower than P yy near the cold wall. Similarly, near the hot wall P xx and P zz are higher than P yy . Consequently, the tangential normal stress obtained from Maxwell model shows an increasing trend from the cold wall to the hot wall. Fundamentally, the decreasing pressure trend from the cold wall to the hot wall predicted by the hybrid simulation results from the different accommodation coefficients in different directions. The Maxwell model fails to predict the correct trend due to the sole accommodation coefficient employed. This deficiency of Maxwell model merits special attention, especially for the applications where thermally induced stresses are important. The better performance of the extended Maxwell model and CL model is mainly attributed to the multiple ACs used in these models. Figure 7 plots the correlations between the tangential and normal kinetic energies of gas molecules reflected from the bottom wall. Neither the extended Maxwell model nor the CL model is able to predict the correlation between different components. To incorporate such correlations into the empirical models may be an important step for the improvement of these models.
C. Knudsen force
The Knudsen force refers to a mechanical force arising from a nonuniform temperature field in a rarefied gas. Examples of the Knudsen force include the force acting on a heated microstructure in a low-pressure cold enclosure [1, 32] and the force acting on a small particle immersing in a gas with a temperature gradient, also called the thermophoretic force [33] [34] [35] . Most modeling work of the Knudsen force employs the Maxwell model. Since gas pressure plays a critical role in the value of the Knudsen force, it is important to examine the influence of the gas-wall interaction model on the predicted force, particularly since the Maxwell model produces a wrong pressure trend in the Fourier thermal problem. A system model employed in Refs. [36, 37] is adopted in this study. Figure 8 shows the schematic of the system consisting of a stationary circular cylinder with a temperature of T r = 300 K embedded inside a cylindrical chamber with a temperature of T R = 500 K. The distance between two centers is d = 150 nm and the radii are R = 600 nm and r = 300 nm, respectively. The DSMC combined with various interaction models is employed to calculate the force acting on the inner cylinder over the entire Knudsen range. Since the variations in the energy accommodation coefficients calculated from the hybrid DSMC-MD simulation are small, for convenience the energy accommodation coefficients corresponding to Kn = 1.0 listed in Table II are used in all cases.
With diffuse reflection, the predicted Knudsen force acting on the inner cylinder peaks in the transition regime and points upwards, that is, away from the thin gap between the two cylinders. It gradually diminishes as the Knudsen number increases and vanishes in the free-molecule regime [1, 32] . However, it has been found via this study that for nondiffuse reflection the orientation of the force is quite sensitive to the gas-wall interaction model in the high-Kn regime. Figure 9 shows the simulated Knudsen forces in both dimensional and nondimensional forms. The reference value is set to be the product of the initial gas pressure and the radius of inner cylinder. Both the extended Maxwell model and CL model predict a force that reverses its direction as the Knudsen number reaches a certain level and maintains its downward direction as the Knudsen number continues to increase. Maxwell model, however, does not predict such a reversible process. As discussed in our previous study [1] , the direction of the Knudsen force is closely related to the flow field induced by the nonuniform temperature, and this flow field is largely influenced by the gas-wall interaction model. Due to the sole accommodation coefficient used in the Maxwell model, the predicted flow field differs from that of CL model, resulting in a force that is in the opposite direction. It is also interesting to notice that the dimensionless Knudsen force reaches zero in the free-molecule limit only if diffuse reflection is employed. As long as the accommodation coefficients are not one, the nondimensional force reaches a nonzero value in the free-molecule limit for all cases.
The phenomena observed from Fig. 9 demonstrate the importance of the accuracy of the gas-wall interaction model in the calculation of the Knudsen force. Although it is difficult to compare the performances of the extended Maxwell model and the CL model in this example, it is, however, quite clear that Maxwell model is not suitable for applications in the high-Kn regime if walls are not fully diffusive, particularly in cases when gas pressure is important. When walls are fully diffusive, all three gas-wall interaction models are identical.
D. Thermal transpiration
Thermal transpiration is an interesting noncontinuum phenomenon induced by a tangential temperature gradient along the wall. Applications of such a phenomenon have been demonstrated and utilized in MEMS systems, for example, the Knudsen pump [5, 6] . A typical thermal transpiration system consists of two large gas chambers connected by a narrow channel. Gases inside the two chambers are maintained at different temperatures, and, as such, a temperature gradient along the channel length is established. This temperature gradient together with the gas rarefaction effect promotes gas to flow, which in turn produces a pressure gradient in the same direction as that of the temperature gradient. Figure 10 shows a simplified simulation model. The two chambers are replaced by two closed vertical walls at which fully diffuse boundary conditions are applied to ensure that gas molecules reflected from those walls are from equilibrium reservoirs with the prescribed temperatures. The top and bottom walls have linearly distributed temperatures along the channel length. How gas molecules interact with these walls plays a critical role in the resulting transpiration phenomenon.
Several previous studies [38] [39] [40] [41] [42] have investigated the influence of the empirical gas-wall interaction models on gas flow structure and the thermal transpiration coefficient γ defined as follows:
where T h ,T c ,P h and P c are the gas temperature and pressure in the two chambers. In the simplified system, the thermal transpiration coefficient can be computed by a least-squares fitting of the gas pressure and temperature in the channel based on Eq. (8) [39] ,
At the free-molecule limit, it was found that the Maxwell model yielded a constant γ of 0.5 independent of the value of accommodation coefficient and no flow was induced [40, 41] . The CL model, on the other hand, produced a γ that deviated significantly from 0.5 and varied with energy accommodation coefficients [38, 39] . In addition, macroscopic flow was formed [42] . An experimental measurement of γ [43] in ultrahigh vacuum was conducted and it was found that γ was about 0.43 for helium. Based on this measurement, some researchers [38, 39] concluded that the CL model was more accurate than the Maxwell model. In this section, a detailed study of thermal transpiration in the free-molecule limit is presented. DSMC simulations associated with various empirical models are conducted and results are compared with the reference solutions obtained from the hybrid DSMC-MD simulations. The dimensions of the channel are set as L = 10 μm and H = 1 μm. The temperatures of the two ends are fixed at T c = 275 K and T h = 325 K. The gas medium is argon and its initial density and temperature are set to be 0.1545 kg/m 3 and 300 K, respectively. The detailed procedure of the hybrid DSMC-MD simulation for thermal transpiration was documented in Ref. [21] . Both the top and bottom walls are atomically smooth platinum walls with the FCC (1,1,1 ) plane facing the gas domain. In the simulation, the linear temperature profile of the wall is approximated by a piecewise constant profile. The walls are divided evenly into 50 sections, each of which has a uniform temperature set to be the wall temperature at its center. The calculated thermal transpiration coefficient is around 0.14. To carry out pure DSMC simulations based on empirical gas-wall interaction models, accommodation coefficients are computed from the reference solutions. The TMAC is very small, close to zero along the entire channel. To further evaluate the performance of the extended Maxwell and CL models, the simulated temperature, density, and pressure profiles are plotted and shown in Fig. 11 together with the reference solutions. The two empirical models can predict the temperature profile reasonably well. But the density and pressure profiles deviate significantly from the reference solutions, particularly those obtained from the extended Maxwell model. A close examination of the two models reveal that the extended Maxwell model demands the TMAC to be equal to the EAC in the tangential direction, while the TMAC obtained from CL model is always smaller than the tangential EAC due to the relation σ t = 1 − √ 1 − α t implied in the CL model. Since the same tangential energy accommodation coefficients are input in both models, the TMAC implied in the extended Maxwell model is, thus, always larger than that in the CL model, and both are in fact much larger than the value computed from the hybrid DSMC-MD simulation.
A large TMAC means a stronger transpiration effect, and, hence, the predicted pressure gradients from the extended Maxwell model and CL model are larger than the reference value. As a result, both models overestimate the thermal transpiration coefficient, but the CL model performs better due to the smaller TMAC.
The correlations between the TMAC and the tangential EAC implied in both the extended Maxwell model and CL model are clearly overconstrained and do not reflect the actual correlation if there is any. Hence, a model which allows a more flexible relationship between the TMAC and the EAC would yield more accurate results and should be pursued if an improved gas-wall interaction model is to be developed.
V. CONCLUSIONS
The accuracy of three empirical gas-wall interaction models, namely the Maxwell model, the extended Maxwell model, and the CL model, is examined in three thermal problems commonly encountered in micro and nano systems.
In the 1D Fourier thermal problem, it has been found that all three models can predict accurate macroscopic quantities in the bulk region. Deviations from the benchmark solutions appear in the Knudsen layer, which increases with the increased Knudsen number. The relative errors in all quantities are nevertheless small in the entire Knudsen regime. However, a striking observation is that the pressure profile obtained from the Maxwell model has a trend opposite to that of the benchmark solution as well as those from the extended Maxwell model and CL model. The inaccurate pressure profile also causes the Maxwell model to be unable to capture the orientation change of the Knudsen force acting on a cold cylinder embedded in a hot cylindrical enclosure when the Knudsen number reaches a certain level. The sole accommodation coefficient employed in the Maxwell model is the reason for the poor performance. It is therefore recommended that for problems in which gas pressure plays an important role in the phenomena of interest, models with multiple accommodation coefficients such as CL model should be employed.
In the modeling of thermal transpiration, all three models overestimate the thermal transpiration coefficient in the freemolecule regime. Among them, the CL model is the best, as its value is the closest to the reference solution. The Maxwell model performs the worst. It predicts not only the largest value but also an unphysical one, since the predicted transpiration coefficient is independent of the value of the accommodation coefficient. The overly constrained correlation between the tangential moment accommodation coefficient and tangential energy accommodation coefficient inherent in the models appears to be the reason for the overestimated coefficient. Further development of gas-wall interaction models should consider adding more flexibility into the model so various correlations, for example, the correlation between the tangential moment accommodation coefficient and the tangential energy accommodation coefficient and the correlation between the energy in the different directions of the reflected gas molecules, can be correctly accounted for.
