1. Preliminaries 1.1. Stationary processes and sturmian processes. Let I be a finite nonempty set, I
N the set of right-infinite sequences endowed with the product topology, and σ : I N → I N the shift map, defined by σ (a k ) k = (a k+1 ) k . This dynamical system is called a Bernoulli shift. A random variable ξ = (ξ k ) k∈N with values in I N is called a (stochastic) process with values in I. If the law of ξ is a shift-invariant measure on I N , the process is called stationary. The set of equivalence classes of stationary processes on I is exactly the set of shift-invariant Borel probability measures on I N . This space of measures will be denoted St N (I). It is obviously a convex subset of M s (I N ), the set of signed Borel measures on I N , and when endowed with the vague topology (that is, the weak- * topology 1 relative to its predual C(I N )), it is compact and metrizable. For more background on invariant measures for compact dynamical systems (in particular the Bernoulli shift), the reader might consult [M1, DGS] .
Similarly, we define St Z (I) as the set of shift-invariant Borel probability measures on I Z . The natural map St Z (I) → St N (I) is bijective, allowing us to identify these two spaces when appropriate (and then we will drop the N or Z subscript).
Every periodic orbit of σ in I N can be considered as an element of St N (I). This is because we can identify a periodic orbit with the unique invariant probability supported by this orbit. These particular elements of St N (I) will simply be called "periodic orbits". It is a well-known theorem of Parthasarathy and Sigmund that periodic orbits are dense in St N (I); see Proposition 21.8 in [DGS], Because of this, St N (I) can be seen as a compactification of the set of periodic orbits.
At this point it will be useful to introduce notation for periodic orbits. If z = (a 0 a 1 . . . a n−1 . . . ) ∈ I N is an n-periodic point, it will be denoted a 0 a 1 . . . a n−1 , whereas the corresponding periodic orbit (considered as a measure) will be denoted a 0 a 1 . . . a n−1 .
In the special case where I has two elements, St(I) contains remarkable measures, the so-called sturmian measures, which are characterized by the following theorem. Proof. The existence of such a process, for ρ ∈ [0, 1], is easy. Let ψ 0 be a uniform random variable on [0, 1), and define ψ n = ψ 0 + nρ and ξ n = ψ n+1 − ψ n for n ∈ Z. Then we have, for every s ∈ N,
which is always in (−1, 1). Moreover, ψ 0 and ψ 1 have the same law modulo 1, and it readily implies that the process (ξ k ) k∈Z is stationary.
Let us now prove there is a unique stationary process (up to equivalence) which verifies condition (1.1). Let ξ = (ξ k ) k∈Z be such a process, for some given ρ ∈ [0, 1]; since it is stationary, condition (1.1) is equivalent to ∀n ∈ Z ∀s ∈ N −sρ + Since ξ and σξ are equivalent, so are θ + (ξ) and θ + (σξ). This and (1.11) imply that θ + (ξ) and θ + (ξ) + ρ have the same law modulo 1. Combined with (1.10), it completely determines the law of θ + (ξ): if ρ / ∈ Q, it is the uniform law on [0, 1]; if ρ = p/q, it is the equireparted probability on {0, 1/q, . . . , (q − 1)/q}. From this, one can reconstruct the law of the (τ n ), which is entirely determined (a.s.) by θ + and the inequalities ∀n ∈ Z −1 + ε(ρ) τ n − nρ − θ + 0 (1.12) and then the law of the (ξ n ).
From the construction of sturmian processes, we can see that s ρ is periodic if and only if ρ is rational, and in this case the period is precisely the denominator of ρ. For example, we have s 0 = 0 , s 1 = 1 , s 1/2 = 01 , etc. One also remarks that if ξ = (ξ n ) n∈Z is a sturmian process of parameter ρ, then (ξ −n ) n∈Z and (1 − ξ n ) n∈Z are also sturmian, with parameters ρ and 1 − ρ respectively. Proposition 1.2. Let ρ ∈ [0, 1], let a 0 , a 1 , . . . , a n−1 be elements of I = {0, 1}, and let a 0 a 1 . . . a n−1 * be the order-n cylinder in I N defined by these letters. Then we have for k = 0, 1, . . . , n.
Proof. Note that the measure of the above cylinder can be interpreted as the probability of the event E, defined by
where ξ is a sturmian process of parameter ρ. We have constructed such a process in the proof of Proposition-Definition 1.1, and we shall use this one. Since ψ 0 = 0 and ξ k = ψ k+1 − ψ k , the event E can be rewritten as ∀k ∈ [0, n] ψ k = c k .
Rewriting everything in terms of ψ 0 , we see that E is defined by ∀k ∈ [0, n] c k ψ 0 + kρ < c k + 1 (1.17) which is equivalent to
Since ψ 0 is a uniform variable on [0, 1], the probability of E is simply the length of the interval defined by the above formula (which is a subinterval of [0, 1]), and the conclusion follows. Proof. Since s ρ (1 * ) = ρ, the first map is obviously injective. Moreover, for every cylinder C, the function ρ → s ρ (C) is continuous, as we can see from formula (1.13), so ρ → s ρ is indeed continuous for the vague topology on St N (I). Because of the natural isomorphism between St N (I) and St Z (I), the same properties hold for the map ρ →ŝ ρ .
Corollary 1.4. Let
Proof. Define c 0 , c 1 , . . . according to (1.14). The condition a ∈ supp s ρ is equivalent to
which can be rewritten as
which is precisely condition (1.19).
The points of supp s ρ are called mechanical or sturmian sequences.
2 It is generally considered that the history of sturmian sequences begins with the article [MH] . They have been extensively studied since, mainly from the combinatorial viewpoint. A summary of the main results (with bibliography) can be found in [BeS, BS] .
The next theorem gives another characterization of sturmian measures, as a property of their support. In what follows, {0, 1} N is endowed with the lexicographic order, and the "interval" [z 1 , z 2 ] denotes the set of z such that z 1 z z 2 . Proposition 1.5. Let I = {0, 1}. For every α ∈ I N , there exists a unique invariant measure µ ∈ St N (I) such that supp µ ⊂ [0α, 1α] , and this measure is sturmian. Conversely, the support of any sturmian measure is contained in some interval of this form.
Proof. Let us prove first that the support of any sturmian measure s ρ is contained in some [0α, 1α] . Because of condition (1.1), we see that a necessary condition for a cylinder a 0 . . . a n−1 * to have nonzero mass is
In particular, if w = a 1 . . . a n−2 is some word on {0, 1}, the two cylinders 0w0 * and 1w1 * cannot have positive mass simultaneously. This means that the support of s ρ cannot contain two points of the form 0u and 1v with u < v. This is equivalent to supp µ being contained in [0α, 1α] for some α. Now let us prove that S α = [0α, 1α] carries a unique invariant measure, which is sturmian. Let K be the greatest invariant 3 set contained in S α :
It is easily verified (using σS α = I N ) that K is nonempty and compact, and therefore, it carries at least one invariant measure by the Krylov-Bogoliubov theorem [DGS] . We have to prove that K is uniquely ergodic, and prove that its invariant measure is sturmian. To do this, we introduce an extension (K, ς) of the dynamical system (K, σ), as follows. We take K = Z × K endowed with the lexicographic order, and define
(where z 0 is the first digit of z). It is not difficult to verify that this map ς : K → K is increasing.
4 Besides, it commutes with the "translation" τ defined by
We will use the notation z + k as a shorthand for τ k (z). For n > 0 and z ∈ K, define h − n (z) and h + n (z) as the greatest and the smallest integers, respectively, such that
Obviously these numbers exist and verify
Applying ς p to (1.27), we get
from which one easily deduces
and all these inequalities imply that the sequences h − n (z)/n and h + n (z)/n have a common limit in [0, 1], which does not depend on z because
and we will denote it ρ. The subadditive lemma also tells us that
Now let z = (z 0 z 1 . . . ) be an arbitrary point in K, and let z = (0, z). Applying (1.30) to z, we obtain
Therefore, if ξ = (ξ n ) n∈N is a stationary process whose support is contained in S α (and thus in K), we can apply the above relation with p = 0 and z = ξ, and obtain
which is not exactly what we want . . . we want a strict inequality. This will obviously be the case when nρ / ∈ Z, but the case nρ ∈ Z requires an additional argument.
Suppose nρ ∈ Z; then for every z ∈ K, we have h − n (z) = nρ or h + n (z) = nρ (possibly both). In either case, all the numbers
have the same sign when p runs over N, and consequently
Applying this identity to ξ and taking expectations, we obtain
by (1.36), and therefore
So we have proved
for all values of n, which means that ξ is a sturmian process of parameter ρ. Corollary 1.6. The support of any sturmian measure is uniquely ergodic. In particular, every sturmian measure is ergodic.
Topical functions. Let E = R
n (with n 1) be the usual n-dimensional affine space, endowed with the partial order defined by x y ⇐⇒ x 1 y 1 , . . . , and x n y n (1.42) when x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y n ). Let d n be the "max" distance on R n :
We also define the vector u n = (1, . . . , 1) ∈ E, andd n is the distance on the quotient spaceẼ = E/Ru n :
We will omit the subscripts in d n ,d n and u n when obvious from the context. Definition 1.7. Let n, m 1, and let Ω be a subset of R n which is invariant by the translation group Ru n . An application f : Ω → R m will be called topical if it is increasing w.r.t. the partial orders on R n and R m , and verifies
The set of all topical applications Ω → R m will be denoted Top(Ω, R m ). Real-valued topical applications (that is, when m = 1) will be called topical forms.
Because of the following proposition, we can assume, without any loss of generality, that topical maps are defined on the whole space R n . 
Since f is topical, this implies
So f is indeed 1-lipschitz (and therefore continuous).
Remarks. This is a classical result; conversely, it is also true that a 1-lipschitz map p : R n → R m which verifies (1.46) is topical [CT] . This equicontinuity property of topical maps easily implies the following result. n will be called a tube if it is nonempty, invariant by the translation group Ru n , and such that the quotient Ω/Ru n is compact. The diameter of Ω/Ru n in the quotient space (R n /Ru n ,d n ) will be called the width of Ω and denoted wd(Ω).
As a particular case, note that lines parallel to u (which will be called u-lines for brevity) are tubes, and their width is zero. A more typical example is the following: in R 2 , the closed band
(with a, b ∈ R and a b) is a tube of width (b − a)/2. Definition 1.12. Let E = R n and E = Top(E, R). For x, y ∈ E and α, β ∈ E , we define the Gram symbol as follows:
The above symbol is a continuous function of (α, β, x, y); it is also well defined (and continuous) for x, y ∈ E/Ru and α, β ∈ E /R.
To conclude this section, we mention some useful properties of topical forms. Topical forms play a role similar to linear forms in linear algebra. For instance, the n coordinate functions on E = R n are not only linear forms, but also topical forms. It is possible, and useful, to express the order and distance on E in terms of topical forms; the reader will easily convince himself that
As a consequence of (1.54), note that for any α, β ∈ E , the oscillation of α − β on a tube Ω is bounded by 2 wd(Ω).
Topical forms also allow us to define the dual of a topical map: for every topical function T :
1.3. Conjugate-linear and max-plus functions. Conjugate-linear maps are a remarkable subset of Top(R n , R m ) which is constructed as follows. Let A = (a ij ) 1 i m,1 j n be a matrix with nonnegative real entries, with no line being identically zero, so that A defines a map from (R * + ) n to (R * + ) m . Now let κ > 0 and define the map
Such a map will be called κ-linear (or simply conjugate-linear, if we do not care about the value of κ).
Max-plus functions are another important class of topical maps, and they can be seen as limits of κ-linear maps (more on this later). They are constructed as follows: let A = (a ij ) 1 i m,1 j n be an array of elements of R ∪ {−∞} (such an array is called a max-plus matrix), with no line being identically −∞. Then A defines a map 
The reader might consult [GG] for a more complete description of the class of topical functions and its remarkable subclasses (conjugate-linear, max-plus, etc.).
Properties of topical IFS.
A topical IFS is simply a collection T = (T i ) i∈I of topical maps from some R n into itself. Like any IFS (Iterated Function System), it naturally defines an action of the free monoid I * on E = R n . But it also acts on E = Top(E, R) by duality. It is convenient to define both the left-and right-action of I
* on E and E , as follows:
where ¬w denotes the mirror word of w, and T w is defined by
and T e = Id, where e denotes the empty word. Note that we have, by definition of
Obviously, I * also acts on the quotient spaces E/Ru and E /R, and we will also use the symbols and for this.
This framework is a bit too general, and we will need additional constraints on the IFS to be able to say nontrivial things about its dynamic behaviour; among other things, we want I to be finite. Definition 1.14. Let I be a nonempty finite set, and T = (T i ) i∈I a topical IFS on R n . This IFS will be called tubular if it admits an invariant tube, i.e., if there exists a tube Ω such that
The IFS will be called squeezing if it is tubular and verifies
Not every topical map has an invariant tube -this is a fortiori true for iterated function systems, of course. Tubularity is not implied by (1.66) either; for example, the κ-linear map defined by (x, y) → (x , y ), with exp κx exp κy = 1 1 0 1 exp κx exp κy (1.67) does verify (1.66), but has no invariant tube, so it does not define a squeezing IFS. It is also essential that all the functions of the IFS have the same invariant tube; for example, each of the applications
has an invariant tube, but there exists no tube which is invariant by both T 0 and T 1 , so the IFS (T 0 , T 1 ) is not tubular.
On the other hand, once an IFS has an invariant tube, it has lots of them; more precisely:
Proof. Let Ω 0 be an invariant tube, and let Υ be an arbitrary tube. For every s ∈ R + , the tube
is invariant by T, and it will contain Υ when s is big enough. 
Proposition 1.16. Let T = (T i ) i∈I be a squeezing IFS on E = R n , and denote E = Top(E, R). Then there exists a unique function
Remarks. Equations (1.71) and (1.72) can equivalently be rewritten as
In other words, Proposition 1.16 asserts that the left-action of I * on E/Ru and on E /R are both semiconjugate to the standard left-action of I * on I N . An important special case of Proposition 1.16 is when I is a singleton, i.e., when the IFS consists of a single map T . Since I N is a singleton, the "functions" Q and Q are simply two points, in E/Ru and E /R respectively. What Proposition 1.16 asserts in this case is that T and its dual T have unique fixed points in E/Ru and E /R respectively, given by Q and Q respectively, and which attract the whole space (i.e., every orbit converges to the fixed point). This will be used in §3.3.
To prove the proposition, we first need a lemma. Proof of the lemma. LetΩ = Ω/Ru, and let > 0 be arbitrary. By a compacity argument, there exists k < 1 such that
from which we deduce, by induction on |w|,
In particular, we have
and therefore
and the lemma is proved.
Proof of the proposition. Let Ω be an invariant tube andΩ
N . We remark that the intersection
is a decreasing intersection of nonempty compact subsets ofẼ = E/Ru, and thus is compact and nonempty. Furthermore, it has diameter 0 by Lemma 1.17, so it is a singleton; denote its unique element by Q Ω (z).
The map Ω → Q Ω (z) is obviously increasing, so if Ω and Υ are two invariant tubes, then Q Ω (z) and Q Υ (z) are both contained in Q Ω∪Υ (z). Since these sets are all singletons, they must be equal. Therefore, Q Ω (z) does not depend on the invariant tube Ω, and will be noted Q(z).
Note that the function Q takes its values inΩ, which is compact; and for any z ∈ I N , the point y = Q(z) is the unique element ofΩ such that
The set of (z, y) ∈ I N ×Ω defined by the above condition is a closed subset of I N ×Ω, and it is the graph of Q. By the closed graph theorem [AB] , this implies the continuity of the map Q.
If (x m ) m∈N is any bounded sequence of elements of E/Ru, then it is contained in someΩ where Ω is a tube, which can be supposed invariant because of Lemma 1.15. We then have
x m , which takes its values inΩ (which is compact) can only have one limit value, namely Q(z); so it converges to Q(z), and we have (1.73).
The definition of Q is slightly simpler, because it does not require an invariant tube; consider
Here again we have a decreasing intersection of nonempty compact subsets of E /R, so Q (z) is compact and nonempty. We claim that Q (z) is a singleton. Indeed, let α, β be two elements of Q (z). This means that for every m ∈ N, there exist
Now let x, y be arbitrary elements of E/Ru, and let Ω be an invariant tube such thatΩ contains x and y. We have
But the right-hand side tends to 0 when m → ∞, so we have
and this holds for all x, y ∈ E/Ru, so α = β. We have proved that Q (z) is a singleton, and we denote its unique element by Q (z). The continuity of Q and the limit (1.74) are proved with the exact same arguments as for Q, using the closed graph theorem and the intersection (1.85).
From the limits (1.73) and (1.74) it is easily verified that (1.71) and (1.72) hold. Finally, we have to prove that Q and Q are the only continuous functions verifying the functional equations (1.71) and (1.72). Suppose that Q 1 ∈ C(I N , E/Ru) is a solution of (1.71). Then we would have, for all z ∈ I N ,
The same argument can be applied to equation (1.72).
1.5. Orientation-preserving IFS on R 2 . A topical map T : E → E (with E = R n ) induces a quotient mapT on the quotient spaceẼ = E/Ru, which is homeomorphic to R n−1 . This is why the case n = 2 is somehow particular: the quotient space can be endowed with a natural ordering. To be more precise, there are two natural orderings on R 2 /Ru; we will choose the ordering, denoted , such that the bijection
is an isomorphism of ordered sets; equivalently, we can consider as a preorder on R 2 , defined by
This preorder can equivalently be defined by
where α 0 , α 1 are the first-and second-coordinate functions. Now (assuming n = 2) we can ask whether the quotient mapT :Ẽ →Ẽ is increasing. If this is the case, the map T will be called orientation-preserving. If T is decreasing, T will be called orientation-reversing. There exist topical maps of R 2 which are neither orientation-preserving nor orientation-reversing, for example the map (x, y) → min(x, y), max(x, y) (1.95) but they are never injective. The reader will convince himself that, at least for injective maps, our definitions of "orientation-preserving" and "orientation-reversing" coincide with the usual ones. He will also verify that a max-plus map of R 2 is always orientation-preserving or orientation-reversing.
Here are some useful results on orientation-preserving maps.
Lemma 1.18. Let T : R 2 → R 2 be an orientation-preserving topical map. Assume thatT has a fixed point p ∈ R 2 /Ru. Then for every x ∈ R 2 /Ru, the imageT x is between x and p.
Proof. Suppose for instance x p. SinceT is increasing, this impliesT x p. On the other hand,d(T x, p)
d (x, p), which is possible only ifT x x. So we havẽ
The other case, x p, is similar. 
The map Q
for every s, t ∈ I N such that s < t iff the two functions Q (1) − Q (0) and Q (10) − Q (01) are increasing (resp. strictly increasing).
Proof. We start with part 1. Assume that Q verifies Q (0) Q(1) and Q(01) Q(10). Let Q m ∈ C(I N , E/Ru) be the sequence of functions defined by
where z 0 is the first digit of z. A simple induction on m shows that all the Q m coincide with Q on the points 0 and 1, and are increasing. By (1.73), they converge pointwise to Q; therefore, Q is also increasing. Now suppose we have Q(0) ≺ Q(1) and Q(01) ≺ Q(10). We know from the previous paragraph that Q is increasing. To prove that Q is strictly increasing, take z 1 , z 2 ∈ I N with z 1 < z 2 . This means that we can write z 1 = w0t 1 and z 2 = w1t 2 for some w ∈ I * and t 1 , t 2 ∈ I N . From Q(01) ≺ Q(10) we deduce
and consequently
so Q is indeed strictly increasing.
Part 2 is similar. Assume Q(1) − Q(0) and Q(10) − Q(01) are increasing, and let Q m ∈ C(I N , E /R) be the sequence of functions defined by
Here again, a simple induction shows that the Q m coincide with Q on the points 0 and 1, and that Q m (z 2 ) − Q m (z 1 ) is increasing for all z 1 , z 2 ∈ I N such that z 1 z 2 . By (1.74), these functions converge pointwise to Q , so Q (z 2 ) − Q (z 1 ) is increasing whenever z 1 z 2 . Now suppose that Q (1) − Q (0) and Q (10) − Q (01) are strictly increasing, and let z 1 , z 2 ∈ I N with z 1 < z 2 . We can write z 1 = w0t 1 and z 2 = w1t 2 for some w ∈ I * and t 1 , t 2 ∈ I N . It is easily shown that Q (w10) − Q (w01) is strictly increasing. So we can write Q (z 2 ) − Q (z 1 ) as a sum of three functions,
These three functions are increasing, and one of them (the middle one) is strictly increasing, so Q (z 2 ) − Q (z 1 ) is strictly increasing.
1.6. Average height. Let E = R n , and let Ω ⊂ E be an invariant tube for the topical map T : E → E. We define the lower displacement h − Ω (T ) and upper displacement h + Ω (T ) of the map T on the tube Ω as the greatest (resp. smallest) reals such that
It is easily verified that these numbers exist, and verify Let us finally notice that if Ω is invariant by T, U ∈ Top(E, E), then
and similarly, for any α ∈ E we have
and now we are able to state the result.
Proposition-Definition 1.21. Let T = (T i ) i∈I be a tubular IFS on E = R n . For every ξ ∈ St(I), there exists one real number H(ξ; T), the average height of ξ, such that, for every invariant tube Ω, we have
The function H : St(I) → R is affine and continuous. Moreover, for any topical form α ∈ E we have the inequality
and the limits
Proof. Let Ω be an invariant tube and ξ ∈ St(I). From the inequalities (1.109) and (1.110), it is plain that the sequences 
which implies H Ω (ξ) = H Ω∪Υ (ξ); reversing the roles of Ω and Υ, we get H Ω (ξ) = H Υ (ξ). So we can drop the subscript, and simply denote H(ξ) to be the number we have defined.
For any α ∈ E , we can apply similar arguments to the sequences and for any invariant tube Ω and any topical form α we obviously have
by specialization of Proposition-Definition 1.21. Here are two important properties of h, to be used later on (they follow easily from the definitions). For any tubular IFS T = (T i ) i∈I and for any nonempty word w ∈ I * , we have Comments. This notion of "average height" is not a new concept. We have chosen to define it in a context which requires the tubularity of T in an essential way. Was it the right thing to do?
Other definitions exist in the literature [Ba, Vin] , which do not require any tubularity hypothesis; for any topical IFS T = (T i ) i∈I with I finite, and ξ = (ξ k ) k∈N stationary process on I, one defines
where γ + is the topical form defined by γ + (x 1 , . . . , x n ) = max x i , and x is any point in R n . One can prove [Vin] that the limit always exists, and does not depend on x. If we make the additional assumption that ξ is ergodic, then for any x ∈ R n we have
when m → ∞, as a consequence of Kingman's subadditive ergodic theorem. If the IFS is tubular, then its behaviour is essentially unidimensional, as all the coordinates of x ξ 0 . . . ξ m−1 differ by bounded quantities, and the limit in (1.131) obviously coincides with the average height as we have defined it.
If the IFS is not tubular, then (1.131) gives incomplete information about its dynamics, as the various coordinates of x ξ 0 . . . ξ m−1 can tend to infinity at different speeds; choosing another topical form, in particular γ − (x 1 , . . . , x n ) = min x i , would give us another "average height" which would probably be denoted H − (ξ; T), and would be different in general. Another problem is that H + (ξ; T) will no longer depend continuously on ξ. Because of this, the study of H + as a functional in ξ is probably hopeless; this is why we have deliberately limited ourselves to the tubular case, where all this pathology disappears.
Mañé's lemma and its applications
2.1. Mañé's lemma. The following proposition and its immediate corollaries will subsequently be referred to as Mañé's lemma. Indeed, a related lemma appears in [M2] in the context of lagrangian flows; a more comprehensive exposition (and proof) of this result can be found in [Fat] . Several more or less related "Mañé's lemmas" have appeared since in the literature [B1, B2, CLT] for discrete-time hyperbolic dynamics. Similar results can also be found in the literature on infinitehorizon optimal control; see for example Chapter 5 in [CHL] , in particular Theorem 5.2 on page 98. Proof. Let E = R n and E = Top(E, R). To each topical form ψ ∈ E , associate the function Aψ : E → R defined by
It is obvious from the above formula that Aψ is topical, so A is an application from E into itself. It is not difficult to see that A : E → E is continuous. Moreover, it commutes with the addition of a constant:
so there exists a (continuous) quotient mapÃ : E /R → E /R. But E /R is a convex compact subspace of C(E)/R, which is a Fréchet space (for the topology of uniform convergence on bounded subsets of E), so we can apply the LeraySchauder-Tychonov fixed point theorem [AB] , which tells us thatÃ has some fixed pointψ ∈ E /R. If ψ ∈ E is some lift of this fixed point, then we have ψ = −λ+Aψ for some constant λ ∈ R.
Corollary 2.2. Let I be a nonempty finite set, and let T = (T
Proof. Assume I = {0, . . . , m − 1}, and apply Proposition 2.1 with the topical forms Γ(x i ) = min x i and Γ(x i ) = max x i .
2.2.
A characterization of maximizing processes. Obviously, if (λ − , ψ − ) and (λ + , ψ + ) are solutions of (2.4) and (2.5), then we have
and in particular, if Ω is an invariant tube,
The words w ∈ I * which achieve equality in either (2.8) or (2.9) will be called admissible words. This is mostly a technical concept (though a very useful one) as its definition depends on a lot of context: a solution of either (2.4) and (2.5), and an invariant tube. More precisely: Definition 2.3. Let T = (T i ) i∈I be a tubular IFS on R n , Ω an invariant tube, and (λ + , ψ + ) a solution of (2.5). We define the set of (max, ψ + , Ω)-admissible words as
is a solution of (2.4), we define the set of (min, ψ − , Ω)-admissible words as
Let us suppose that the context is given (that is, we fix the invariant tube Ω, as well as a topical form ψ which verifies either the min or the max form of Mañé's equation), so we can simply talk of "admissible words". It is not difficult to verify that:
• The empty word e is admissible.
• Every subword of an admissible word is admissible.
• For every admissible word w, there exists a letter i such that wi is admissible.
These properties immediately imply that there exist admissible words of arbitrary length, and suggest a way to extend the notion of admissibility to infinite sequences: an infinite sequence of letters is admissible iff all its finite subsequences are admissible words.
In particular, the right-infinite sequence (a i ) i∈N ∈ I N is admissible iff all the words a 0 . . . a m are admissible, whereas the bi-infinite sequence (a i ) i∈Z ∈ I Z is admissible iff all the words a −m . . . a 0 . . . a m are admissible. These subsets of I N and I Z will be noted Adm ± N (ψ, Ω) and Adm ± Z (ψ, Ω) respectively. An easy compacity argument shows that they are nonempty. It is plain that Adm ± N (ψ, Ω) is an invariant compact subset of (I N , σ), whereas Adm ± Z (ψ, Ω) is a strongly invariant compact subset of (I Z , σ); moreover, the latter can be seen as the projective limit (a.k.a. natural extension) of the former. 
Theorem A. Let T = (T i ) i∈I be a tubular IFS on
Besides, for every word w ∈ I * we have
Proof. We shall only prove the results concerning max-admissible words and maximizing processes, namely (2.15), (2.17) and (2.20); the other ones are exactly similar.
If w ∈ Adm + (ψ
+
, Ω), then we have
so we have proved (2.20). Applying inequality (1.114) with the topical form ψ + , and combining with (2.9), we get
(and besides, H(ξ) is the limit of the middle term), so we have
with a criterion for equality:
(2.24)
We recall that Adm
is a shift-invariant nonempty compact subset of I N , and thus carries at least one invariant measure ξ by the Krylov-Bogoliubov theorem [DGS] . So there exists ξ ∈ St N (I) such that H(ξ) = λ + , and this proves (2.15). Finally, (2.18) is an obvious consequence of the formula (1.129), combined with (2.14) and (2.15). 
Corollary 2.4. With the hypotheses and notation of Theorem
Comments. The last two corollaries are trivial consequences of Theorem A, but they are interesting because they tell us how fast the asymptotic bounds can be approached by finite-length words. They also show that the points z in the support of "optimal measures" (elements of St(I) which minimize or maximize H) are "optimal sequences" in the sense that m −1 h(T zm−1...z0 ) tends to λ ± , with an error in O(m −1 ), which is the best one can hope for.
Theorem A implies, among many other things, that the constants λ ± appearing in Mañé's equations (2.4) and (2.5) are well defined (unlike the topical forms ψ ± ). This property falls over, along with Theorem A, if we drop the hypothesis that T is tubular. This is even the case with one map: take for example T (x, y) = (x + 1, y + 2); this map is not tubular, and one can see that Mañé's equation ψ = −λ + ψT has solutions for all λ ∈ [1, 2].
The literature on DES traditionally defines the following quantities as analogues of min H and max H:
where x is any point in R n , and γ + is the topical form defined by γ + (x i ) = max x i (obviously, these quantities do not depend on x). These definitions coincide with λ − = min H and λ + = max H in the tubular case, and are well defined even if T is not tubular; but they can have the same kind of pathologic behaviour as the functional H + defined by (1.131), discussed at the end of §1.6. This probably explains why the possible existence of a link between the Λ ± + (T) and the functional H + (· ; T) has not been suggested anywhere in the literature, in spite of the strong analogies between these notions.
2.
3. An inequality for squeezing IFS. For squeezing IFS, the set of bi-infinite admissible sequences is heavily constrained by the following theorem, which states that any two admissible sequences in I Z must somehow be "compatible", through the relation (2.31). Note that this relation is obviously reflexive and symmetric. Proposition 2.6. Let T = (T i ) i∈I be a squeezing IFS on R n , and let Q, Q be the functions defined in Proposition 1.16. Let Ω be an invariant tube and (λ, ψ) a solution of (2.5). Let u = (u i ) i∈N , u = (u i ) i∈N , v = (v i ) i∈N and v = (v i ) i∈N be four elements in I N , and suppose that the two bi-infinite sequences (. When m → ∞, the elements of the above Gram symbol tend to Q (u ), Q (v ) and to Q(u), Q(v) , in Top(R n , R)/R and R n /Ru respectively, and at the limit we get (2.31).
Usually one will need to rewrite (2.31) as a combinatorial condition on the sequences u, u , v, v ; this will be easy when Q, Q verify some "monotonicity" properties, in the sense of Proposition 1.20. This will be used to prove Propositions 3.1, 3.2 and 4.1.
A special case: The Tetris IFS
3.1. Definition, and first properties. We want to apply these techniques to a particular problem: the study of Tetris heaps in a simple case [GM2, MV] . We consider a Tetris game with only three slots and two pieces, as in Figure 1 .
The first piece (numbered 0) occupies the left and middle slots, with heights h 0 and 1 respectively, whereas the other piece (numbered 1) occupies the middle and right slots with heights 1 and h 1 respectively. We suppose h 0 1 and h 1 1.
We start with a flat contour (represented on the bottom) and pile pieces on top of it. What is the height of the heap? It turns out that this problem can be adequately modelized with a max-plus IFS, by studying the evolution of the upper contour of the heap. The upper contour of the heap at a given moment can be represented by three numbers, u, v and w, which are the height of the heap in the left, middle and right slots. At the beginning, we have u = v = w = 0. When we add piece 0, the contour becomes
and when we add piece 1, it becomes
so the problem is to study the dynamical behaviour of the max-plus IFS U = (U 0 , U 1 ) on R 3 . Unfortunately, U is not tubular (neither U 0 nor U 1 have invariant tubes) so the techniques previously described do not apply immediately. However, it is possible to sidestep the problem (and also to simplify the IFS) by making the following observation: when (u , v , w ) = U i (u, v, w) (with i ∈ {0, 1}), one can express x = max(u , v ) and y = max(v , w ) in terms of x = max(u, v) and y = max(v, w) only. Indeed, when i = 0 we have
and when i = 1 we have
So the evolution of (x, y) is described by the max-plus IFS T = (T 0 , T 1 ) on R 2 , where T 0 and T 1 are given by
and this is the IFS we will study in this section. This reduction (from U to T) is in fact a special case of the completion procedure for max-plus IFS described in [GM3] .
Note first that the maps T 0 and T 1 are orientation-preserving. Then we notice that the points p 0 , p 1 ∈ R 2 , defined by
so the corresponding pointsp 0 andp 1 in the quotient space R 2 /Ru are fixed points ofT 0 andT 1 respectively. Consequently, by Corollary 1.19, the tube
is invariant by T. So the IFS is tubular, and there exists an average height function H, according to Proposition-Definition 1.21.
On the other hand, the topical forms α 0 and α 1 defined by α 0 (x, y) = x, (3.14)
(that is, the first and second coordinate functions) verify
3.2. Approximation by a conjugate-linear IFS. Unfortunately, the IFS T is not squeezing. It is however possible to approach it by κ-linear squeezing IFS. We could use the formula (1.59) for this, but it is convenient to tweak it slightly, as follows.
Let κ > 0 be arbitrary, and define
where
with θ, θ 0 and θ 1 defined by
These κ-linear operators correspond, through equation (1.56), to the matrices
respectively.
Easy arguments show that the maps T κ i are injective and orientation-preserving, and a straightforward calculation shows that (1.66) holds. Moreover, we have
respectively, and by Corollary 1.19, the tube Ω defined by (3.13) is invariant by T κ . Therefore, T κ is a squeezing IFS. We also see that .25) 3.3. The functions Q and Q . In this subsection, we will make the assumption that h 0 , h 1 > 0 and h 0 + h 1 > 2, instead of h 0 , h 1 1; this does not affect anything we have said so far 6 on T, and allows us to write strict inequalities. Let Q, Q be the functions defined by Proposition 1.16 for the IFS T κ . From the results of the previous section, yielding the (unique) fixed points of theT κ i and their duals, we get
and from this we deduce
From the formulas
These two inequalities imply, by Proposition 1.20, that the map Q : I N → R 2 /Ru is strictly increasing.
On the other hand, the topical forms α 1 − α 0 and (T κ 0 ) α 1 − (T κ 1 ) α 0 are strictly increasing on R 2 /Ru; it is obvious for the former, and for the latter we have
which is a strictly increasing function of y − x. By the second part of Proposition 1.20, it implies that Q (z 2 )−Q (z 1 ) is strictly increasing on R 2 /Ru for every z 1 , z 2 ∈ I N such that z 1 < z 2 . Combining the properties of Q and Q , we see that for any u, u , v, v in I N , we have the implication
In particular, for every word w ∈ I N , and anything instead of the ellipses, we have
If (λ, ψ) is a solution of (2.4), we know by Proposition 2.6 that Adm 
Proof. Note that condition (3.40), that is, the property of having a minimizing sturmian measure, is a closed condition on H (for the topology of uniform convergence), and since H depends continuously on (h 0 , h 1 ), it is enough to prove (3.40) when h 0 , h 1 > 0 and h 0 + h 1 > 2. In this case, T is the limit of the T κ when κ → +∞, and the functions H(· ; T κ ) converge to H(· ; T). Since the functions H(· ; T κ ) have a minimizing sturmian measure by Proposition 3.1, so does the function H(· ; T).
Remarks.
Depending on the values of h 0 and h 1 , there can be several minimizing measures. For instance, when (h 0 , h 1 ) = (1, 2), all the sturmian measures s ρ with ρ ∈ [0, 1/2] are minimizing. Barycentres made with them give us examples of nonsturmian mimimizing measures, but there also exist ergodic minimizing measures which are not sturmian, for example the periodic orbit 0101001001 .
In Figure 2 we have represented the "phase diagram" of T in the region h 0 , h 1 ∈ [1, 10] . This diagram represents the regions where the various sturmian measures s ρ are minimizing. These regions are represented by the white "cells", whereas the black lines represent the boundaries between these regions (for example, the cell on the bottom left, which contains the point h 0 = h 1 = 2, corresponds to ρ = 1/2). Numerical evidence suggests that all these cells correspond to rational values of ρ, with small denominators. Apart from that, we have no idea about the shape and combinatorial arrangement of these cells. It is more complicated than what we expected, and rather different from the relatively simple "Farey tree" structure which appears in [HO, Jen] . Comments. Theorem B is not new, and is a special case of Theorem C which will be proved in the next sections; however, their proofs are very similar, and this is why we treated the simpler Theorem B first.
Theorem B has been proved in [MV] in the more general context of two Tetris pieces with arbitrary shapes, using techniques which are completely different and very specific to the Tetris problem. With these techniques, Mairesse and Vuillon prove a stronger result: there always exists a periodic sturmian measure minimizing the average height, and it can be determined explicitly. The more general techniques given in the present article are probably not sharp enough to obtain this stronger form of Theorem B.
3.5. A different variational problem. A related optimization problem is to ask for the minimum of H(ξ) among all ξ ∈ St(I) such that E(ξ 0 ) = ρ, for some given ρ ∈ [0, 1].
The idea here is to introduce an additional parameter ν ∈ R, and consider the IFS ν T = (T 0 , ν T 1 ), where ν T 1 = νu + T 1 . Obviously this IFS is tubular, just like T, and its average height function is given by
and it can be approximated by the conjugate-linear
. This IFS differs from T κ only by a translation, so it is squeezing and has exactly the same functions Q, Q , and in particular they verify (3.37). The same reasoning as before then shows that (provided h 0 , h 1 > 0 and h 0 + h 1 > 2) there exists a unique minimizing measure for H(· ; ν T κ ), and it is sturmian. To summarize: Here we shall take advantage of the uniqueness of the minimizing measure. For each ν ∈ R, let ρ = ρ(ν) be the unique number in [0, 1] (3.42) This condition defines a closed graph for the map ν → ρ, and consequently, the map is continuous. Now we claim the following. 
and s ρ is the unique minimum of the function ξ → H(ξ;
Proof. A straightforward calculation shows that
on Ω. In the first case, s 1 = 1 minimizes H(· ; ν T), whereas s 0 = 0 is minimizing in the second case. So we have proved that the function ν → ρ(ν) takes the values 1 and 0 when ν is on the boundary on the interval (3.43), and since it is continuous, it takes all the intermediary values on this interval.
Remarks. An important consequence of Proposition 3.3 is the existence of real numbers ν such that the unique minimizing measure of ν T κ is a sturmian measure with irrational parameter. This gives us examples of conjugate-linear IFS which have no minimizing periodic orbit. We will come back to this in §4.
3.6. Second limit.
Theorem C. Let T = (T 0 , T 1 ) be the IFS defined by the formulas (3.7) and (3.8), with h 0 , h 1 0 and h 0 + h 1 2, and let ρ ∈ [0, 1] be arbitrary. Then there exists
and it implies in particular,
Proof. Condition (3.47) is closed in (h 0 , h 1 ) and thus it is sufficient to prove it on a dense subset of its definition domain, namely when h 0 , h 1 > 0 and h 0 + h 1 > 2. In this case, T is the limit of the T κ when κ → +∞, and by Proposition 3.3, for every κ > 0 there exists
If ν is any limit of the ν κ when κ → +∞, then ν ∈ [−h 1 , h 0 ], and we obtain (3.47) by taking the limit in the above inequality.
Comments. The second part of Theorem C, that is, the statement (3.48), has been proved by Gaujal [G2] , using very specialized methods requiring a deep understanding of sturmian sequences. We believe that our proof is simpler, and involves ideas which are more likely to be reusable in other contexts.
The formulation of the problem and its solution in [G2] is very different from the one given here (it does not involve "stationary processes" at all), and it requires some care to verify that it is indeed the same statement as (3.48). It is obvious that Gaujal's theorem expressed as (3.48) implies Theorem B, which is part of the Mairesse-Vuillon theorem, but it was not obvious at all in their original formulations. This shows how the right formalism, even if it seems abstract and unnecessary at first sight, can actually simplify the approach.
Finiteness conjectures
4.1. The Lagarias-Wang conjecture. For any linear endomorphism A ∈ L(R n , R n ), with eigenvalues λ 1 , . . . , λ n ∈ C, we denote by (A) = max |λ i | the spectral radius of A. Let I be a nonempty finite set and A = (A i ) i∈I a collection of elements of L(R n , R n ). For every word w ∈ I * , we define A w as in (1.63), and A e = Id. Now we define λ − (A) ∈ R ∪ {−∞} and λ + (A) ∈ R, called the smallest and greatest Liapunov exponents of A, as follows:
and a very natural question is to ask whether these bounds are attained for an arbitrary A.
For the smallest Liapunov exponent, it is not difficult to see that the answer is no. For instance, consider the IFS A = (A 0 , A 1 ), where A 0 and A 1 are the 2 × 2 matrices defined by
For every word w ∈ I * , we have
where a, b are the numbers of zeros and ones in the word w. From the irrationality of log 3/ log 2, it is plain that (A w ) is always greater than 1 when w is nonempty, but it can be arbitrarily close to 1, so the infimum in (4.1) is λ − (A) = 0 and it is not attained.
For the greatest Liapunov exponent λ + (A), there is no such counterexample, and it has been conjectured by Lagarias and Wang [LW] and Gurvits [Gu1] (motivated by previous work in [DL1] ), that the supremum in (4.2) was always attained, for any A. This statement is known as the finiteness conjecture.
This conjecture is traditionally stated in terms of the joint spectral radius (or generalized spectral radius), a notion introduced by Rota & Strang [RS] , later rediscovered in [DL1] and also studied in [BW] ; with our notation, the joint spectral radius is exp λ + (A). Equivalent formulations of the finiteness conjecture, and related statements, can be found in [LW, Gu2, DL2] .
We shall prove in the next subsection that this conjecture is false, by constructing a linear IFS A, consisting of two 2 × 2 matrices, with nonnegative coefficients, and such that
Incidentally, it should be mentioned that the explicit computation of λ ± (A) in the general case, either exact or approximate, raises some interesting computability questions, some of them related to the finiteness conjecture; see [BT1, BT2, TB] for a discussion of these issues.
4.2. The finiteness problem for tubular IFS. The same finiteness questions can be stated for tubular IFS. If T is a tubular IFS on R n of some kind (conjugatelinear, max-plus, etc.), do there exist periodic orbits ξ ∈ St(I) which maximize or minimize the average height H(ξ; T)? This question is reasonable, because periodic orbits are dense in St(I), and thus the upper and lower bounds of H(ξ; T) on periodic orbits coincide with the maximum and the minimum of H on St(I).
The answer depends, in part, on the type of topical maps we consider. If T is a max-plus IFS, then it is known [Ga1] that there exists a maximizing periodic orbit, whose period does not exceed n (the dimension of the space). On the other hand, there does not always exist a minimizing periodic orbit [MV] , unless one assumes that all pieces have rational heights [GM3] . The Tetris IFS considered in this article, however, always has a minimizing periodic orbit [MV] , even if h 0 , h 1 are irrational.
The class of topical functions which is the most relevant to the Lagarias-Wang conjecture is the class of conjugate-linear maps, described in §1.3, and this is what we will study here. Let κ > 0. Consider the matrices A 0 , A 1 defined by (3.21), and T Proof. We follow the steps of the proof of Proposition 3.2, with the appropriate changes caused by the modified condition h 0 + h 1 < 2.
First, we notice that T κ is still tubular, with an invariant tube delimited byp 0 andp 1 ; the only change is that these u-lines are in opposite position: p 0 is "above" p 1 (that is, p 0 p 1 ), and the tube Ω is given by Ω = (x, y) ∈ R 2 : h 1 − 1 y − x 1 − h 0 . (4.6)
We also find out that T N → (R 2 ) /R, on the other hand, is unmodified: Q (z 2 ) − Q (z 1 ) is strictly increasing on R 2 /Ru when z 1 < z 2 . Let (λ, ψ) be a solution of (2.5). For every u, u , v, v The proof is almost identical to the proof of Proposition 3.3, and we leave it to the reader. 4.3. Geometric interpretation. As in [B1] , it is enlightening to give a geometrical interpretation of the above results and the methods used to derive them. Let p : St(I) → R 2 be the map defined by p(ξ) = (E(ξ 0 ), H(ξ)). This map is obviously affine and continuous, and since St(I) is compact and convex, its image P = p St(I) is also compact and convex. In Figure 3 , we have represented P in gray, for the IFS T κ with h 0 = 0.6, h 1 = 0.7 and κ = 0.1. In the figure we have also drawn a nonvertical supporting line of P, the support point being on the upper contour; let −ν be its slope. Proposition 4.1 implies that such a supporting line intersects P in one point, which is the image of some sturmian measure; in other words, the upper contour of P is strictly convex, and parametrized by y = H(s x ). In particular, the function x → H(s x ) is strictly convex on [0, 1] . This may not be very visible in the figure; on the other hand, some points of nondifferentiability of the upper contour are clearly visible, at rational values of x with small denominator, especially 1/2, 1/3 and 2/3 -the authors believe, because of the analogies with [B1] , that the map x → H(s x ) is nondifferentiable for every rational x in (0, 1). So there can be several supporting lines at a point of the upper contour, but each supporting line has a unique support point.
The support point (x 0 , y 0 ) drawn in the figure is not arbitrary: we have chosen x 0 = ( √ 5 − 1)/2, as in the counterexample of the previous section. Proposition 4.2 (or the above arguments) shows that y 0 = H(s x0 ) and there exists ν ∈ R such that the line of slope −ν passing through (x 0 , y 0 ) is a support line. Besides, it is possible to prove (but it would lead us way too far) that the function x → H(s x ) is differentiable at every irrational x in (0, 1); consequently, the upper contour has a unique support line at (x 0 , y 0 ), whose slope can be computed numerically: 0.078466267 . . .. (4.13) For this value of ν, the sturmian measure s x0 will be the unique minimum of the functional ξ → H(ξ) + νE(ξ 0 ). Proposition 4.2 also tells us that ν can always be taken in some bounded interval. What this means geometrically is that the upper contour has nonvertical semitangents at x = 0 and 1.
Finally, we have drawn in Figure 4 the graph of the function ν → ρ. We have proved earlier that this function is continuous; the figure suggests that the continuity modulus is not very good (probably not Hölder). The function is increasing, which is geometrically obvious when you consider ρ as the absciss of the support point and −ν as the slope of the supporting line. The function ρ(ν) is a devil's staircase, which should be compared with Figure 1 in [BS] . Its plateaus come from nondifferentiability points on the upper contour of P, and we see that they correspond to rational values of ρ.
The figure also suggests, although it is less visible, that almost every ν ∈ R is in some plateau. In fact, it is possible to prove (with a detailed study of the differentiability properties of the map x → H(s x ), which we cannot include here) that the closure of the set ν ∈ R : ρ(ν) / ∈ Q (4.14)
is a Cantor set with measure zero and Hausdorff dimension zero. This is very similar to the results proved in [B1, BS] and explains why counterexamples to the Lagarias-Wang conjecture are difficult to find: almost every choice of ν will yield a maximizing (sturmian) periodic orbit.
