On weak convergence for stochastic evolutionary systems in average
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Abstrat:Weak onvergene of the stohasti evolutionary system
to the average evolutionary system is proved. The method proposed by
R.Liptser in [4℄ for semimartingales is used. But we apply a solution of
singular perturbation problem instead of ergodi theorem.
Many authors studied the problems of weak onvergene for dierent
lasses of stohasti proesses (see [1-7℄). The methods used are also
dierent and depend on the proess studied: ergodi theorems, relative
ompatness, martingales, et.
We propose to study a stohasti evolutionary system by a ombination
of two methods. The method proposed by R.Liptser in [4℄ for semimartingales
is ombined with a solution of singular perturbation problem instead of
ergodi theorem. We use
Theorem [1℄. Let the following onditions hold for a family of Markov
proesses ξε(t), t ≥ 0, ε > 0:






ϕε(u, x) = ϕ(u),
uniformly on u, x.




εϕε(u, x) = Lϕ(u),
uniformly on u, x. The family of funtions Lεϕε, ε > 0 is uniformly
bounded, and Lϕ(u) and Lεϕε belong to C(Rd × E).
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C3: The quadrati harateristis of the martingales that haraterize









E|ζε(s)| ≤ c < +∞.
C4: The onvergene of the initial values holds and
sup
ε>0
E|ζε(0)| ≤ C < +∞.
Then the weak onvergene
ξε(t)⇒ ξ(t), ε→ 0,
takes plae.
The evolutionary system we are going to study is onstruted in
suh a way that the onditions C1, C2 are satised as a result of
solution of singularly perturbation problem for the system. To verify
the onditions C3, C4 we use the method proposed in [4℄ extending
Bogolubov averaging priniple for disontinuous semimartingales.








The swithing Markov proess æ(t), t ≥ 0 on the standard (Polish)






Q(x, dy) = q(x)P (x, dy).
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The stationary distribution pi(dx) of the egrodi proess denes the
projetor
Πϕ(x) = ϕ̂1(x), ϕ̂ :=
∫
E
pi(dx)ϕ(x), 1(x) ≡ 1.
We also dene a potential R0 that is, for ergodi Markov proess with





QR0 = R0Q = Π− I.
The veloity funtion b(u; x), u ∈ Rd, x ∈ E provides a global solution
of the deterministi equations
dux(t)/dt = b(ux(t); x), ux(0) = u, x ∈ E.
Markov proess uεt ,æ
ε(t) := æ(t/ε), t ≥ 0 an be haraterized by
the generator [1, Proposition 3.3℄
L
εϕ(u; x) = [ε−1Q+ B(x)]ϕ(u; x), (2)
where the generator B(x)ϕ(u) = b(u; x)ϕ′(u).
It follows from Proposition 5.6 [1℄ that the solution of the singular
perturbation problem for the generator (2) is given by the relation
L
εϕε(u; x) = B̂ϕ(u) + εθε(x)ϕ(u) (3)
on the funtions ϕε(u; x) = ϕ(u) + εϕ1(u; x) with ϕ(u) ∈ C20(Rd).
Thus, we see from (3) that the solution of singularly perturbation
problem for L
ε, ϕε(u; x) satises the onditions C1, C2.
The operator




The term θε(x) = B(x)R0B˜(x), B˜(x) := B(x)−B̂ satisfy the ondition
|θεϕ(u)| ≤ C <∞.
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Remark. The denition of the operator B˜(x) depends on the denition
of the potential R0. Namely, if QR0 = Π−I, as we dened, then B˜(x) :=
B(x)−B̂. If we'd dene QR0 = I−Π, then we'd have B˜(x) := B̂−B(x).
Let us now regard an average evolutionary system
dût/dt = b̂(ût), û0 = u. (4)
Our aim is to prove a weak onvergene of the stohasti evolutionary
system (1) to the average evolutionary system (4). To do this, we should
show that the onditions C1-C4 of the Theorem are satised. As we
showed, the onditions C1, C2 are true due to the solution of singularly
perturbation problem for the evolutionary system. Thus, we are going
to verify C3, C4.
Following [4℄ we demand from the funtion b(u; x) to satisfy the the
following onditions:
I (linear growth)
|b(u; x)| ≤ L(1 + |u|),
II (Lipshitz ontinuity)
|b(u; x)− b(u′; x)| ≤ C|u− u′|.
To prove the main result we need the following lemma.
Lemma. Under the assumption I there exists a onstant k > 0,
independent of ε and dependent on T :
E sup
t≤T
|uεt |2 ≤ kT .
Corollary. (follows from Chebyshev's inequality) Under the assumption







|uεt | > c} = 0.













∗)2 ≤ 2[u2 + ((Aεt)∗)2]. (6)
















ϕ2(s)ds) implies, with some onstants k1 and k2, independent of ε,
that
E((uεt)





for t ≤ T.
By Gronwall-Bellman inequality we obtain
E((uεt)
∗)2 ≤ k1 exp(k2T ).
Lemma is proved.
Remark. Another way to prove CCC is proposed in [1, Theorem 8.10℄
and used by other authors [2,3℄. They use the funtion ϕ(u) =
√
1 + u2
and prove orollary for ϕ(uεt) by applying the martingale haraterization
of the Markov proess.
This may be easily done, due to spei properties of ϕ(u).
The main result of our work is the following.





|uεt − ût| = 0. (5)
Proof of Proposition: As we mentioned, to prove the Proposition we
should verify the onditions C3, C4 of the Theorem.
Remark. Condition C3 of the Theorem means that the quadrati
harateristis of the martingale, orresponding to a oupled Markov
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proess, is relatively ompat. The same result follows from the CCC
(see Corollary) by [6℄.
Thus, the ondition C3 follows from the Corollary.
As soon as uε
0
= û0 = u, we see from the Lemma that the ondition
C4 follows from I, II.
Thus, all the onditions of the Theorem 6.3 [1℄ are satised, so (5) is
true.
Proposition is proved.
Remark. To ompare the results obtained in this work and in the
work [4℄, we should note that R.Liptser uses the following sheme: he
rst applies the onditions I, II to obtain the result of Lemma 1, and
CCC follows from this Lemma. We also apply the onditions I, II to
obtain Lemma 1 and CCC.
Then, by [4℄, the neessary weak onvergene is obtained by the use
of ergodi theorem. But we, on the ontrary, use singularly perturbation
problem, and so the weak onvergene follows from the onditionsC1,C2.
Similar method is used by A.V.Skorokhod in [7,8℄. But his ondition
of weak onvergene looks like existene of a generator, equivalent to
our B̂, that orresponds to a funtional of the proess. This generator
should approximate the funtional's surplus.
Another method is used in [2℄. Here a well-known onditions of ompat-
ness are applied to the family of the proesses studied. Then the weak
onvergene follows from ompatness and onvergene at a "good"lass
of test-funtions.
In [3,5℄ similar onditions of ompatness are used for a family of
proesses. Then a submartingale, orresponding to the family of proesses
is onstruted. The weak onvergene follows then from the ompatness
and uniqueness of the solution of martingale problem.
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