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Abstract 
Optical projection tomography (OPT) is an exciting technique for imaging “mesoscopic” (1 – 10 mm) 
samples at a high resolution, providing three-dimensional (3-D) absorption and/or fluorescence distributions 
of chromophores in optically transparent specimens. This thesis describes the study, development and 
application of OPT technology for potential applications in biomedical research including developmental 
biology, tissue analysis (e.g. for histopathology), the study of disease mechanisms and therapies, dosimetry 
and drug discovery.  
The thesis begins with an introduction to fluorescence, fluorescence lifetime imaging (FLIM) and OPT and 
then describes the experimental configurations and characterisation of in-house developed intensity-based 
OPT instruments. Using the measured characteristics of specific OPT set-ups, different tomographic 
reconstruction approaches for OPT are investigated through modelling and experiments and the achievable 
image quality and speed are compared to the performance obtained with the standard reconstruction 
algorithm.  
The development of OPT using a novel angular multiplexing technique is then discussed. This employs 
multiple imaging systems in parallel that can acquire OPT data sets simultaneously. Their performances 
using different focusing arrangements to image either shifted focal planes or a common focal plane in the 
sample is investigated and shown to provide faster imaging with improved spatial resolution. The latter 
configuration is demonstrated to offer the capability to track feature motions such as cell trajectories with a 
time lapse resolution limited by the frame rate of the cameras and to provide 3-D feature tracking with 
significantly reduced light dose compared to standard OPT.   
The application of OPT and its extension to incorporate wide-field time-gated FLIM, referred as FLIM-OPT, 
to a range of biological specimens is then discussed, including fixed and chemically cleared tissues and live 
animal models. These experiments demonstrate the efficacy of OPT as a 3-D imaging tool for biomedical 
research. The potential efficacy of FLIM-OPT to read out Förster resonance energy transfer (FRET) is then 
demonstrated, including in live zebrafish embryos. Thus OPT is shown to provide a 3-D tomographic 
imaging technique able to yield structural and functional information in intact organisms.    
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Figure 2.1: A Jabloński Diagram outlining the possible transitions in a molecule. Here the ground 
state is denoted S0 , the first and the second excited singlet states are denoted S1 and S2 
and the first triplet state is denoted T1. Each level also illustrates a number of vibrational 
levels. Transitions between all of these finely spaced levels results in the observed broad 
absorption/ emission (fluorescence) curves. 
Figure 2.2: Schematic showing excitation and emission transitions between the ground and first 
excited electronic state of a molecule and illustrating the concept of mirror image rule and 
“Stokes” shift. 
Figure 2.3: Simplified diagram illustrating TCSPC (stop-start). DM – dichroic mirror, TAC – time-
to-amplitude convertor, ADC – analogue-to-digital convertor, PMT – photon multiplying 
tube. 
Figure 2.4: Simplified time gating scheme (2 time gates). After excitation with ultra-short pulses of 
light, the intensity in two time gates (gate 1 and gate 2) is measured and then used to 
calculate the lifetime. 
Figure 2.5: Time gated FLIM scheme (multiple time gates). After excitation with ultra-short pulses, 
the resultant fluorescence decay is sampled at different delay points. 
Figure 2.6: Illustration of frequency domain FLIM. The sample is excited by a modulated light 
source and the lifetime may then be extracted by measurement of the induced phase shift 
and demodulation. 
Figure 2.7: Schematic of a time-gated wide-field FLIM system. DM – dichroic mirror; GOI – gated 
optical intensifier; PC – personal computer. (This figure is adapted from [9].) 
Figure 2.8: Schematic of a single plate GOI (MCP – micro-channel plate). 
Figure 2.9: Representations of acquired gated data with respect to a single excitation pulse and 
fluorescence decay as well as the acquisition process. (This figure is adapted from [9].) 
Figure 2.10: Principle of Forster Resonance Energy Transfer between donor and acceptor. 
Figure 2.11: FRET efficiency curve as a function of donor-acceptor distance (R) for arbitrary value of 
R0. R0 - Förster radius. 
Figure 2.12: FRET detection through lifetime changing. 
Figure 2.13: The concept behind fluorescence light sheet microscopy. In light sheet microscopy, 
illumination and detection are performed through two distinct optical paths. The 
illumination axis is arranged orthogonal to the detection axis. The most common 
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implementation is to generate a sheet of laser light that selectively illuminates the sample 
in the focal plane of the detection optics from one side. (This figure is adapted from [41].) 
Figure 2.14: Illustration of different light sheets. (a) In SPIM, a static light sheet is formed by 
spreading a laser beam in the vertical dimension with dedicated optics. (b) In DSLM, a 
virtual light sheet is generated by rapidly scanning vertically a Gaussian laser beam. Both 
of them are with varying thickness due to the nature of Gaussian beam. (c) A Bessel beam 
can be scanned to obtain more uniform light sheet. Although the core of Bessel beam is 
thin and long, it is surrounded by a series of rings. (d) Two-photon Bessel beam can be 
employed and the excitation only occurs in the centre of the beam to further get a thin and 
uniform light sheet.(This figure is adapted from [41].) 
Figure 2.15: Illustration of different illumination and detection techniques. (a) one-sided 
illumination/one-sided detection, (b) two-sided illumination/one-sided detection; (c) 
sequential multiview imaging and (d) two-sided illumination/two-sided detection. 
Figure 2.16: Illustration of the trade-off in OPT between achievable lateral resolution and sample size 
as the resolution improves proportionally with the NA while the DOF scales inversely 
with the square of the NA of the imaging lens. 
Figure 2.17: Schematic of the most common and convenient OPT setup on how to mitigate the trade-
off between sample size and achievable resolution. This illustration is on a cross-sectional 
plane (X-Y plane).  DOF – depth of field, : sample diameter. 
Figure 2.18: Diagram of OPT. The specimen is supported in a refractive index matched medium (e.g. 
BABB, an agarose gel, water) and is rotated to a series of angular positions. Both 
transmission and absorption light can be collected by an optical system and recorded by 
an imaging detector (e.g. a CCD). 
Figure 2.19: (a) An OPT raw projection image (2-D wide-field fluorescence image of a mouse 
embryo) at one orientation. (b) The sinogram for a particular X-Y plane (while line 
illustrating in (a)). (c) The corresponding “filtered” sinogram (after employing a ramp 
filter in the frequency domain).  (d) The corresponding reconstructed cross-sectional 
image. 
Figure 2.20: The schematic setup of SLOT. A photo diode is used to capture transmitted light. FL – 
fluorescence filter. PMT – photon multiplying tube. (This figure is adapted from [36].) 
Figure 2.21: Gaussian beam width as a function of the axial distance z. ω0: beam waist; b: depth of 
focus; ZR: Rayleigh range. 
Figure 2.22: Theoretical lateral and axial (sectioned) resolution of SPIM and OPT for samples on the 
scale of 1-30 mm. The lateral and the axial resolution of SPIM are shown as the red 
circles and the red dotted lines and the lateral and the axial resolution of OPT shown as 
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the blue dots. Indeed, OPT has isotropic resolution and thus, the blue dots are the same 
and cannot be distinguished in this figure. (λ -500 nm, nbath - 1.3) 
Figure 2.23: A slice of an object, i(x,y), and its parallel projection Pθ(r), which is taken by measuring a 
set of parallel rays, from an angle of θ. 
Figure 3.1: Schematic of in-house developed intensity-based OPT microscope system. O – objective, 
AP – aperture, L1 – condenser lens, F1 – excitation filter, DM – dichroic mirror, L2 – 
tube lens, F2 – emission filter, M – mirror. 
Figure 3.2: Photograph of intensity-based OPT microscope system. 
Figure 3.3: Transmitted light (a) in-focus (0 µm) and (b) defocus (200 µm) images of a scalpel blade 
with the NA of 0.07. 
Figure 3.4: (a) The measured ESF is plotted as discrete data points. The fit to these points is 
illustrated by the red solid line. The linear correlation coefficient between these two is 
0.9999. (b) The corresponding MTF at this position from the analytical method, shown as 
the red solid line, and from the numerical Fourier transform procedure, shown as data 
points. 
Figure 3.5: Three pairs of MTFs at the different positions from the analytical method, shown as the 
lines, and the numerical Fourier transform procedure, shown as data points. MTF1 is the 
MTF in focus; MTF2 and MTF3 are for 70 and 200 µm defocus, respectively. 
Figure 3.6: MTFs as a function of defocus (z) for different effective NAs (0.09, 0.07, 0.06, 0.05, 0.04 
and 0.03) of the 1×1 binning intensity-based OPT microscope system. (1040×1040, Δkx = 
0.596 mm
-1, Δy = 1.6125 µm, the vertical scale -838.5 – 838.5 µm and the horizontal 
scale -309.92 – 309.92 mm-1). These measurements were not limited by camera pixel 
size. 
Figure 3.7: Schematic of the intensity-based OPT “standard” acquisition procedure. 
Figure 3.8: Schematic of radial and tangential resolution used to evaluate the image quality. 
Figure 3.9: (a) A simulated object and (b) its corresponding smeared unfiltered backprojection (i.e. 2-
D) at one orientation; (c) 2-D ramp filter and (d) 2-D backprojection at one angle with 
this ramp filter applied in the reconstruction process. (effective NA of 0.07 for the OPT 
system; 1040×1040 pixels,  Δkx = 0.596 mm
-1, Δx, Δy = 1.6125 µm; the scale of x,y is -
838.5 – 838.5 µm and the scale of kx is -309.92 – 309.92 mm
-1
) 
Figure 3.10: The experimental (a) raw sinogram for the central plane of the beads and (b) 
corresponding reconstructed X-Y image of (a) with the standard FBP algorithm. The 
results were reconstructed from 360 projections (i.e. a 1º interval) for an effective NA of 
0.07. Scale bar, 200 µm. 
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Figure 3.11: Line plots and Top-hat convolved Gaussian fits through the (a) radial and (b) tangential 
axis of the reconstructed off-axis bead in Fig. 3.10, where the points correspond to the 
reconstructed data and the lines to the fits. The off-axis bead is located 334 µm away 
from the axis of rotation. 
Figure 3.12: (a) 2-D binary MTF-mask filter, (b) 2-D ramp filter, (c) the combination of the MTF-
mask filter and 2-D ramp filter and (d) backprojection at one angle with the MTF-mask 
filter and ramp filter applied in the reconstruction process from the same simulated raw 
data in Fig. 3.9. (effective NA of 0.07 for the OPT system; 1040×1040 pixels,  Δkx = 
0.596 mm
-1, Δx, Δy = 1.6125 µm; the scale of x,y is -838.5 – 838.5 µm and the scale of kx 
is -309.92 – 309.92 mm-1) 
Figure 3.13: The simulated (a) standard FBP reconstruction and (b) the background for (a). The 
simulated (c) MTF-mask filtered reconstruction and (d) the background for (c). The 
results were reconstructed from 90 projections (i.e. a 4º interval) for an effective NA of 
0.07. The background images were obtained by removing the beads in the corresponding 
reconstructed images. The images of the background are on the same intensity scale to 
show the difference. Scale bar, 200 µm. 
Figure 3.14: The experimental (a) standard FBP reconstruction and (b) the background for (a). The 
experimental (c) MTF-mask filtered reconstruction and (d) the background for (c). The 
results were reconstructed from 90 projections (i.e. a 4º interval) for an effective NA of 
0.07. The background images were obtained by removing the beads in the corresponding 
reconstructed images. The images of the background are on the same intensity scale to 
show the difference. Scale bar, 200 µm. 
Figure 3.15: (a) Simulated (S) and experimental (E) correlation results of standard FBP and MTF-
mask filtered reconstructions for an effective NA of 0.07. (b) Experimental correlation 
results for different effective NAs (0.06, 0.07, 0.09), with standard FBP correlations as 
the dotted lines and the MTF-mask filtered reconstruction correlations as the solid lines 
(three dotted lines are similar and cannot be distinguished in this figure and thus black 
colour is used to represent them). 
Figure 3.16: (a, b, c, d) Standard FBP reconstruction and (e, f, g, h) MTF-mask filtered reconstruction 
of a zebrafish embryo with an effective NA of 0.07 from 360 projections (i.e. a 1º 
interval), 180 projections (i.e. a 2º interval), 120 projections (i.e. a 3º interval) and 90 
projections (i.e. a 4º interval) respectively. Scale bar, 200 µm. 
Figure 3.17: (a) 2-D MTF-deconvolution filter, (b) 2-D ramp filter, (c) the combination of the MTF-
deconvolution filter and the 2-D ramp filter and (d) backprojection at one angle with the 
MTF-deconvolution and the ramp filter applied in the reconstruction process from the 
same simulated data in Fig. 3.9. (effective NA of 0.07 for the OPT system; 1040×1040 
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pixels,  Δkx = 0.596 mm
-1, Δx, Δy = 1.6125 µm; the scale of x,y is -838.5 – 838.5 µm and 
the scale of kx is -309.92 – 309.92 mm
-1
) 
Figure 3.18: Plots through the radial directions of (a) the off-axis bead and (b) the near-axis bead and 
the tangential axes of (c) the off-axis bead and (d) of the near-axis bead simulated results 
with an effective NA of 0.07 respectively. Obj – object; Decon – deconvolution; Non-
decon – standard and MTF-mask filtering. (off-axis bead located 334 µm away from the 
axis of rotation; near-axis bead located 103 µm away from the axis of rotation.) 
Figure 3.19: The experimental results for (a) standard FBP reconstruction; (b) deconvolution 
reconstruction (Scale bar, 200 µm) from 360 projections (i.e. a 1º interval) for an 
effective NA of 0.07 with (c) and (d) showing the magnified reconstructions respectively 
(Scale bar, 100 µm). 
Figure 3.20: The experimental results for (a) standard FBP reconstruction; (b) deconvolution 
reconstruction of zebrafish embryo with an effective NA 0.07 from 360 projections (i.e. a 
1º interval). The images are on the same intensity scale to show the difference. Scale bar, 
200 µm. 
Figure 4.1: Schematic of “standard” OPT system setup. DOF – depth of field, EF – emission filter, 
AP –  aperture, L1 and L2 – tube lens,   – sample diameter. 
Figure 4.2: Schematic of dual axis OPT system setup (inset shows optimal DOFs and the focal planes 
of two imaging systems). DOF – depth of field, EF – emission filter, AP – aperture, L1 
and L2 – tube lens, FP – focal plane,   – sample diameter. 
Figure 4.3: Reconstructed X-Y and X-Z image slices of a bead (located 0.43 mm from the axis of 
rotation) acquired with the standard OPT system (a, b) and the dual axis OPT system (c, 
d). Scale bar, 20 µm. 
Figure 4.4: Line plots and Gaussian fits through the Y axis of the reconstructed bead in Fig. 4.3 for 
the dual axis (D, red line) and the standard (S, black lines) single axis OPT systems 
showing (a) normalised and (b) relative line intensity data. 
Figure 4.5: Maximum intensity projections of the 3-D reconstruction of a 54 dpf zebrafish tail 
acquired with (a) the dual axis and (b, c) the standard single axis OPT plotted for 
comparison with absolute intensity (a, b) and normalised intensity (a, c) scales; (d) 
intensity line profiles from figures (a, b) as indicated (arrows), where the standard OPT 
intensity data has been multiplied by 2 for clarity. Scale bar, 0.5 mm. 
Figure 4.6: Schematic of using one camera demonstrating four axis OPT system setup. DOF – depth 
of field, FP – focal plane,  – sample diameter. 
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Figure 4.7: Reconstructed X-Y and X-Z image slices of a bead acquired from the standard single axis 
OPT acquisition (a, b), the dual axis OPT acquisition (c, d) and the four axis OPT 
acquisition (e, f). Scale bar, 20 µm. 
Figure 4.8: Line plots and Gaussian fits through the X axis of the reconstructed bead in Fig. 4.7 for 
the four axis (F, red line), the dual axis (D, black line) and the standard single axis (S, 
blue lines) OPT acquisitions showing (a) normalised and (b) relative line intensity data. 
Figure 5.1: The raw two sequential projections from a typical OPT acquisition of live LysC:GFP 
zebrafish embryo at 3 dpf in fluorescence based on the intensity-based OPT system. 
Arrows indicate a moving cell which would not be accurately reconstructed. Scale bar, 
500 µm. 
Figure 5.2: The raw corresponding orthogonal projections from (a) 0° view and (b) 90° view as the 
simulated volume rotated at different time points. White arrows indicate the bead 
reconstructed in Fig. 5.3 while red arrows indicate another bead in the same plane at Time 
0. 
Figure 5.3: Reconstructed X-Y image slices of a bead from pairs of orthogonal projections at 
different time points. Artefacts (green arrows) could potentially be produced when more 
than one bead is present in the same Z plane but can be identified by using the 
consistency of full time-lapse information. White and red arrows indicate the beads 
shown in Fig. 5.2 with the same colour. 
Figure 5.4: The comparison of the simulated movements from the original object volumes and the 
coarse reconstructions respectively at X-Y projection view by adding 20 time points 
together. Artefacts (arrows) could be produced in the reconstruction when more than one 
bead is present in the same Z plane. 
Figure 5.5: 3-D traces of bead motion over the 20 time points with solid lines corresponding to the 
original object movements and the points to the localisation information extracted from 
the coarse 3-D reconstructions. 
Figure 5.6: Schematic of dual image acquisition system setup (inset shows the common focal plane 
of two orthogonal imaging axes on the axis of rotation).EF – emission filter, AP – 
aperture, L1 and L2 – tube lens, FP – focal plane,  – sample diameter. 
Figure 5.7: A ROI of (a) a raw fluorescence projection and (b) the corresponding segmented image of 
the 2 dpf LysC: GFP mitfa-/- roy-/- zebrafish embryo at one angle. Scale bar, 100 µm. 
Figure 5.8: Wide-field transmission image of 2 dpf LysC: GFP mitfa-/- roy-/- zebrafish at one 
orientation (white box shows the initial ROI).Scale bar, 0.25mm. 
Figure 5.9: Wide-field time-lapse fluorescence images of the ROI indicated in Fig. 5.8 from 0° view. 
Scale bar, 100 µm. 
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Figure 5.10: Wide-field time-lapse fluorescence images of the ROI indicated in Fig. 5.8 from 90° 
view. Scale bar, 100 µm. 
Figure 5.11: 3-D traces of cell migration in ROI indicated in Fig. 5.8 over 360 seconds in a model of 
wound inflammation in the 2 dpf LysC: GFP zebrafish embryo based on pairs of 
orthogonal projections. 
Figure 5.12: 3-D cell migration mapping in the tissue from (a) X-Z and (b) Y-Z view at 0, 180, 360 
second time point in a model of wound inflammation in the 2 dpf LysC: GFP zebrafish 
embryo based on pairs of orthogonal projections (see Video 5.1). Red lines correspond to 
the previous movements while white lines correspond to latest movement from the last 
time point. Scale bar, 100 µm. 
Figure 6.1: Photograph of in-house developed intensity-based macroscope OPT system. 
Figure 6.2: Maximum intensity projections of the 3-D reconstruction of two 16-week-old mice 
pancreas and beta cell volume. Alexa 594 goat anti-guinea pig antibody was applied in 
order to visualise insulin-positive staining, shown in red. Scale bar, 2 mm. 
Figure 6.3: Maximum intensity projections from two opposite views of the 3-D reconstruction of a 
mice lung and heart with (a, b) showing blue channel (excitation centred 470 nm), (c, d) 
showing green channel (excitation centred 530 nm) and (e, f) showing merged two-
channels (see Video 6.1). Scale bar, 5 mm. 
Figure 6.4: Maximum intensity projections from two views of the 3-D reconstruction of a female 
mouse urogenital sinus (UGS) showing merged two-channels (see Video 6.2). Scale bar, 
5 mm. 
Figure 6.5:  Schematic of in-house developed FLIM-OPT microscope system. O – objective, AP – 
aperture, L1 – condenser lens, F1 – excitation filter, DM – dichroic mirror, L2 – tube 
lens, F2 – emission filter, M – mirror; GOI – gated optical intensifier. (The GOI is 
coupled to a CCD through the use of two infinity focussed opposing camera lens of focal 
length of 50 mm and 35 mm.) 
Figure 6.6: Photograph of the major components of the detection unit (GOI/HRI and CCD coupling). 
Figure 6.7:  Photograph of (a) in-house developed FLIM-OPT microscope system and (b) the 
corresponding spectral filtered illumination based on an ultrafast fibre-laser-pumped 
super-continuum source. 
Figure 6.8: A single projection of a live LysC:GFP zebrafish embryo (confirmed by observing heart 
beat during acquisition) in (a) transmission and in (b) fluorescence based on the intensity-
based OPT system. Scale bar, 500 µm. 
Figure 6.9: Schematic of the FLIM-OPT “standard” acquisition procedure. 
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Figure 6.10: Maximum intensity projections of (a) a 3-D fluorescence intensity reconstruction and (b) 
the combined fluorescence (red) and absorption (grey) intensity reconstruction of a live 
LysC:GFP transgenic zebrafish embryo 3 dpf. Scale bar, 500 µm. 
Figure 6.11: Maximum intensity projections of 3-D fluorescence lifetime reconstructions on a 
continuous colour scale of a live LysC:GFP transgenic zebrafish embryo 3 dpf from two 
orthogonal orientations. Scale bar, 500 µm. 
Figure 6.12: A fluorescence lifetime histogram showing two clear populations corresponding to GFP 
and autofluorescence. 
Figure 6.13: Maximum intensity projections of 3-D fluorescence lifetime reconstructions on a discrete 
colour scale of a live LysC:GFP transgenic zebrafish embryo 3 dpf (see Video 6.3) from 
two orthogonal orientations (corresponding to Fig. 6.11).  Scale bar, 500 µm. 
Figure 6.14: The basic structure of a single-chain FRET-based biosensor. The scheme shows the YFP 
and the CFP fluorophores conjugating the biosensor. Activation of ligand module results 
in an interaction between the sensor and the ligand. This in turn alters the FRET 
efficiency. The graphs illustrate the expected relative fluorescence lifetime of CFP for the 
inactive and active states of the biosensor. 
Figure 6.15: A description and a diagram of (a) the CFP-only probe for the non-FRET signal; (b) the 
YFP-only probe as a no donor control probe for background and bleedthrough 
monitoring; (c) the linked CFP/YFP probe for the High-FRET signal between the two 
adjoining proteins;(d) constitutively active probe that contains the Rac1 protein with a 
mutation in its binding site that renders it constantly active (i.e. High-FRET). The four 
probes here described are four control probes used in the experiment. 
Figure 6.16: 3-D transmitted light reconstructions and the fluorescence lifetime images of 24 hpi 
zebrafish embryos with different control probes: (a) the CFP-only probe (no FRET); (b) 
the linked CFP-YFP probe (High FRET); (c) the constitutively active probe (High FRET) 
and their corresponding lifetime histograms. 
Figure 6.17: 3-D fluorescence lifetime images of 48 hpi zebrafish embryos with different probes: (a) 
the CFP-only probe (no FRET); (b) the linked CFP-YFP probe (High FRET); (c) the 
constitutively active probe (High FRET); (d) the experimental Rac probe and their 
corresponding lifetime histograms. 
Figure 6.18: (a) Wide-field fluorescence image and (b) maximum intensity projection image of 3-D 
fluorescence OPT reconstruction of a live 30 dpf Casper:Fli-EGFP zebrafish with 
transplanted Tag-RFP U87MG tumour cells (see Video 6.4). Scale bar, 5 mm. 
Figure 6.19: 3-D time-lapse fluorescence images of a double-transgenic zebrafish at Day (a) 5, (b) 13, 
(d) 20, (d) 40 and (e) 53 after the initial tumour inducement with (h-j) correspond to the 
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corresponding separate tumour volumes at each time point. The fish was 50 dpf on the 
day the longitudinal experiment began (Day 0). (The transparent mutant Casper zebrafish 
line crossed to the double-transgenic reporter line expressing GFP-labelled tumours and a 
mCherry vasculature (Tg Casper: KDR-mCherry: Tet on GFP-V12Kras) was utilised.) 
Scale bar, 5 mm. 
Figure 8.1: Schematic of ultrafast fibre-laser-pumped super-continuum source (SC-400-2, Fianium 
Ltd) [149]. 
Figure 8.2: (a) The measured ESF of FLIM-OPT microscope system is plotted as discrete data points. 
The fit to these points is illustrated by the red solid line. The linear correlation coefficient 
between these two is 0.9999. (b) The corresponding MTF at this position from the 
analytical method, shown as the red solid line, and the numerical Fourier transform 
procedure, shown as data points. 
Figure 8.3: Three MTFs at different binning parameters for the same NA shown in Fig. 8.2 (a) from 
the analytical method, shown as the black dots for 1×1 binning, the red squares for 2×2 
binning, and the blue solid line for 4×4 binning. 
Figure 8.4: MTFs as a function of defocus (z) for different effective NAs (0.13, 0.07, 0.06, 0.05, 0.04 
and 0.03) of the 4×4 binning FLIM-OPT microscope system. (260×260, Δkx = 0.596 mm
-
1, Δy = 6.45 µm, the vertical scale -838.5 – 838.5 µm and the horizontal scale -77.48 – 
77.48 mm
-1
). 
Figure 8.5: MTFs as a function of defocus (z) for (a)intensity-based OPT microscope system and (b) 
FLIM-OPT microscope system. (NA 0.07, 1×1 binning, 1040×1040, Δkx = 0.596 mm
-1
, 
Δy = 1.6125 µm, the vertical scale -838.5 – 838.5 µm and the horizontal scale -309.92 – 
309.92 mm
-1
). 
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List of Videos 
Video 5.1:           3-D neutrophil cell migration mapping in the tissue for 360 seconds in a model of wound 
inflammation in the 2 dpf LysC: GFP zebrafish embryo based on pairs of orthogonal 
projections. Red lines correspond to the previous movements while white lines 
correspond to latest movement from the last time point. 
Video 6.1: 3-D fluorescence OPT reconstruction of a mice lung and heart with blue channel 
(excitation centred 470 nm) and green channel (excitation centred 530 nm) merged.  
Video 6.2: 3-D fluorescence OPT reconstruction of a female mouse urogenital sinus (UGS) with 
blue channel (excitation centred 470 nm) and green channel (excitation centred 530 nm) 
merged.  
Video 6.3: 3-D fluorescence lifetime reconstructions on a discrete colour scale of a 3 dpf live 
LysC:GFP transgenic zebrafish embryo.  
Video 6.4: 3-D fluorescence OPT reconstruction of a live 30 dpf Casper:Fli-EGFP zebrafish with 
transplanted Tag-RFP U87MG tumour cells.  
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Abbreviations 
 
ADC  Analogue-to-digital convertor 
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CCD  Charge-coupled device 
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TAC  Time-to-amplitude convertor 
TCSPC  Time correlated single photon counting 
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UV  Ultraviolet 
22 
 
Chapter 1: Thesis Overview 
This thesis primarily concerns the development and applications of optical projection tomography (OPT) and 
aims to illustrate the potential of such mesoscopic three-dimensional (3-D) imaging technology for 
biomedical research (e.g. fundamental biological research, drug discovery, etc.). OPT has been extended to 
incorporate wide-field fluorescence lifetime imaging (FLIM) instrumentation, referred as FLIM-OPT, 
providing 3-D fluorescence lifetime imaging. The tomographic reconstruction process has been developed to 
incorporate the measured characteristics of the optical system, providing more realistic reconstructed images. 
OPT has also been developed to incorporate an angular multiplexing technique, employing multiple imaging 
systems in parallel to acquire OPT data sets simultaneously focussed at different planes within the sample. 
This approach has been adapted to multiple image acquisitions at orthogonal projection angles focussed at 
the rotation axis, enabling rapid time-lapse 3-D feature tracking at the camera frame rate.  
Chapter 2 introduces the basic concepts of fluorescence and its characteristics that may be measured 
including intensity, excitation and emission spectrum and lifetime. It also describes various approaches to 
obtain quantitative information from fluorescence imaging and introduces the theoretical background and 
common implementations of Förster Resonance Energy Transfer (FRET) measurements. There follows a 
review of the current 3-D optical imaging techniques for mesoscopic samples (e.g. small animals, embryos 
and engineered tissues), including the most common implementations and the applications of these imaging 
techniques, including OPT and light sheet microscopy. A comparison of spatial resolution for “standard” 
OPT and selective plane illumination microscopy (SPIM) is presented. The standard filtered back projection 
(FBP) algorithm for parallel-beam projection from the mathematical basis is introduced as this is key to 
understanding OPT.  
Chapter 3 describes the development and evaluation of modified tomographic reconstruction techniques 
incorporating the optical characteristics measured for our OPT system. In the standard FBP algorithm, only a 
ramp filter in the weighting process is used. However, a spatial frequency modulation is applied by the 
optical system in OPT resulting from the diffraction of focussed light. The OPT system is characterised by 
experimentally determining the modulation transfer functions (MTFs) as a function of defocus for different 
effective collection numerical apertures (NAs). The development and evaluation of modified computational 
reconstruction programme to incorporate the optical characteristic information (i.e. experimentally 
determined MTFs) using either MTF-mask filtering or deconvolution of the MTF is then presented, which 
includes the generation of filters and the investigation on how these modified reconstruction techniques can 
improve image quality for different acquisition strategies, i.e. reduced angular sampling or highly sampled 
acquisitions.   
Chapter 4 describes the development of an angular multiplexing technique for OPT with a view to 
ameliorating the trade-off between sample size and spatial resolution. This entails using dual optical imaging 
channels acquiring data simultaneously focused on shifted planes in the sample. The proof of principle 
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extension to OPT with four multiplexed projections is then presented. The improved average spatial 
resolution and increased light collection efficiency of this multiplexed OPT approach is evaluated.  
Chapter 5 describes the development of angular multiplexing OPT to achieve triangulation of dynamic 
samples. The dual-axis OPT from the last chapter is extended to conduct simultaneous image acquisition at 
orthogonal projection angles during an OPT “scan” as a means to obtain 3-D mapping information with 
higher time resolution than the total sample rotation time. By processing image data from pairs of orthogonal 
projections, this approach is shown to enable 3-D tracking of the motion of specific features such as cells 
within a sample.  
Chapter 6 describes various ex vivo and in vivo biomedical applications of OPT and FLIM-OPT on fixed 
tissues and live organisms. First, the application to fixed tissues to readout morphology for histopathology-
based research is presented. Then applications of OPT and FLIM-OPT to live zebrafish are discussed, 
including the first demonstration of FLIM-OPT to distinguish between exogenous labels and background 
autofluorescence with similar spectral properties but different lifetime values, the first demonstration of 
FLIM-OPT as a 3-D tomographic imaging platform for mapping protein-protein interactions via FRET in 
live zebrafish embryos, and the demonstration of the potential of OPT for longitudinal 3-D global imaging of 
tumour generation and progression in intact live juvenile/adult zebrafish. These experiments illustrate how 
OPT and FLIM-OPT can spatially and temporally resolve dynamic events in 3-D and indicate their potential 
as a 3-D imaging platform for biological and pharmacological research on live disease models.   
Finally, Chapter 7 concludes the thesis, summarising the progress achieved and results obtained. It then 
discusses the future potential of OPT technology.   
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Chapter 2: Background overview of 
fluorescence and 3-D mesoscopic imaging  
Fluorescence imaging is now a common and important tool for monitoring biological and chemical systems. 
In this chapter, the concepts of fluorescence and the photo-physics behind it will be introduced, specifically 
its use in conjunction with different contrast mechanisms, namely intensity, spectral and lifetime imaging. 
There is an increasing trend in biomedical research toward in situ studies employing 3-D imaging 
techniques. For samples in “mesoscopic” (1 – 10 mm) regime, such as small animals, animal embryos and 
engineered tissues, a variety of imaging techniques have been developed. The second half of the chapter 
outlines the common 3-D mesoscopic optical imaging techniques and reviews the work in this field with 
respect to fluorescence imaging. The standard FBP algorithm for parallel-beam projection from the 
mathematical basis is introduced as this is key to understanding OPT. Topics covered include: 
 Physical properties of fluorescence 
 Fluorescence imaging techniques  
 FLIM and FRET 
 Introduction to mesoscopic imaging  
 Light sheet microscopy 
 Optical projection tomography (OPT) 
 Numerical analysis of spatial resolution in OPT and selective plane illumination microscopy (SPIM) 
 Standard FBP algorithm 
 
2.1. Fluorescence  
The general definition of fluorescence is the emission of a photon corresponding to the radiative transitions 
from an excited electronic state to the ground state, where the two states have the same spin multiplicity, i.e. 
singlet to singlet or triplet to triplet. Indeed, fluorescence is just one of the transitions which can occur within 
a molecule and such electronic transitions are “allowed” in quantum mechanics because the states involved 
in the transitions have the same spin multiplicity. The most common form of fluorescence is the transition 
between the first excited and ground singlet electronic state. The absorption and emission of light between 
different energy levels and a number of other processes involved in fluorescence are nicely visualised 
through a Jabloński diagram [1], shown in Fig. 2.1. 
The Jabloński diagram illustrates a simplified view of the different electronic states of a fluorescent atom or 
molecule (fluorophore) and the transitions between them. The singlet ground and first excited states are 
depicted by S0, S1. At each of the states, the fluorophore can occupy one of a number of vibrational energy 
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levels.  All the states are arranged vertically by energy level. For simplicity, only four vibrational energy 
levels are shown for each electronic state in Fig. 2.1. 
Following Boltzmann statistics, it can be considered that essentially all molecules will be found in a 
vibrational level of the electronic ground state (S0) at room temperature and standard pressure. When a 
molecule absorbs a photon with appropriate energy, an electron is excited from the ground state to a 
particular higher vibrational level of an excited electronic state. The process of this absorption is rapid, on 
the order of 10
-15
 s (fs).  
 
 
Figure 2.1: A Jabloński Diagram outlining the possible transitions in a molecule. Here the ground state 
is denoted S0 , the first and the second excited singlet states are denoted S1 and S2 and the first triplet state is 
denoted T1. Each level also illustrates a number of vibrational levels. Transitions between all of these finely 
spaced levels results in the observed broad absorption/ emission (fluorescence) curves. 
 
Once excited, the electron will then rapidly (˂ 10-12 s (ps)) relax to the lowest vibrational level of S1 via the 
processes known as vibrational relaxation and internal conversion. After promotion to an excited state, 
electrons will relax to the lowest vibrational energy level in this state, known as vibrational relaxation. It is 
also possible for electrons to decay non-radiatively from one state to another, where two states have the same 
spin multiplicity (e.g. S2 – S1), known as internal conversion. The lowest vibrational level of S1 is the starting 
point for fluorescence emission, non-radiative decay or transition to the lowest triplet state. From here, the 
electron can decay to the ground state via fluorescence with the emission of a photon. This process is termed 
fluorescence, which typically takes place on the 10
-9
 s (ns) scale. Another route between S1 and S0 is by 
internal conversion, i.e. non-radiative. Generally, it occurs on a longer time scale (i.e. on the ns scale) than 
that from higher excited states to S1 due to the increased energy gap. Alternatively, if the electron decays to 
the lowest triplet state via intersystem crossing, there is only a relatively low possibility for the radiative 
transition from T1 to S0 due to the “spin forbidden” state transition between triplet-singlet states in quantum 
S1
S0
Non-radiative 
decay
Absorption
~10-15 s
Internal conversion
<10-12 s
T1
Intersystem 
crossing
~10-9 s
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~10-9 s
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mechanics. This radiative transition requires spin conversion (i.e. a flip in spin from +1/2 to -1/2 or vice 
versa) and is named phosphorescence. It is a very slow process with typical lifetime ranging from 
milliseconds to seconds, much longer than the fluorescence process. Because of this long phosphorescence 
lifetime, some photochemical reactions, which are important in understanding photobleaching effects, may 
occur during this period.  
From the Jabloński diagram, it is clear that fluorescence always originates from the same energy level (the 
lowest vibrational level of S1), irrespective of which energy level the molecules are first excited in to. This 
leads to a shift of the fluorescence (emission) spectrum to a longer wavelength, or lower energy, relative to 
the absorption spectrum (Stokes shift) [1, 2]. A Stokes shift is almost universal for fluorescent molecules. 
One common cause for it is the rapid decay to the lowest vibrational level of S1.  
 
2.2. Physical properties of fluorescence 
When a fluorescent signal is observed, it is desirable to make quantitative measurements to study and 
characterise the fluorescent structures in the sample. A fluorescent signal can be characterised by a number 
of properties including the intensity, spectrum and lifetime. Each one of them is dependent on the underlying 
electronic configuration of the fluorophore. It is noted that this configuration may be affected by changes in 
the local environment. Therefore, through the quantitative measurements of these properties it is possible to 
determine the fluorescent species and probe the local environment. 
2.2.1. Intensity  
The fluorescence intensity (I) refers to the number of emitted photons, or in other words, refers to how bright 
the sample is. As such it is inherently linked to the quantum yield () of the sample, which is also known as 
the emission efficiency. It is, in essence, a relative measure of the efficiency with which a given sample 
emits fluorescence photons. It is defined as the ratio of the number of emitted photons (Ne) to the number of 
absorbed photons (Na) and can also be described as the fraction of fluorophores which decay through 
emission in terms of radiative (kr) and non-radiative (knr) decay rates as shown below: 
nrr
r
a
e
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k
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
      2-1 
The non-radiative decay rates include, but are not limited to, the rate of intersystem crossing and internal 
conversion. The quantum yield varies according to the local fluorophore environment since the non-radiative 
decay rate is a function of the molecular interactions with the environment. The quantum yield also varies 
according to the changes in the radiative decay rate. In addition to quantum yield, fluorescence intensity is 
proportional to the concentration of fluorophores in a sample. If the quantum yield is uniform within a 
sample, intensity measurements can determine the concentration of fluorophores; on the other hand, if the 
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concentration is uniform, the variations in fluorescence intensity provide the information of quantum yield 
changes, which may indicate molecular interactions.   
Measurements of fluorescence intensity are the most common form of measurement in fluorescence imaging. 
However, problems may occur when attempting to make quantitative measurements due to the generally 
unknown concentration of the fluorophores and the sensitivity of the intensity-based measurements to the 
effects of the collection efficiency, the spatial variation in excitation, scattering and absorption of both 
excitation light and emitted fluorescence as well as background signals.   
2.2.2. Absorption and emission spectra 
The wavelength of the emitted fluorescence is another quantity that can be used to characterise the signal and 
may be used to distinguish between different molecules in the sample. It depends directly on the energy gap 
between the initial and final energy levels as described below (Plank’s law): 
E
hc
em

       2-2 
where h is Planck’s constant, c the velocity of light in vacuum and ∆E the energy gap between the two states 
involved in the emission process. The same rule also applies to the absorption wavelength. The wavelength 
of an emitted or absorbed photon depends on the energy level configuration of the fluorophore and also 
partially depends on the local fluorophore environment. Since there are a number of rotational and 
vibrational energy levels residing within each electronic level, emission from the lowest vibrational energy 
level of the S1 state may occur to any of a number of vibrational levels within the ground state. This leads to 
a spread of energies and as a consequence, broad fluorescence emission spectra are typically a few tens of 
nm wide. Conversely, excitation from the ground state may occur to any of a number of excited levels, which 
yield the fluorescence absorption spectra. 
    
 
Figure 2.2: Schematic showing excitation and emission transitions between the ground and first excited 
electronic state of a molecule and illustrating the concept of mirror image rule and “Stokes” shift.  
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Figure 2.2 shows a schematic of excitation transitions from the lowest vibrational state of S0 into different 
vibrational states of S1 and emission from the lowest vibrational state of S1 down to different vibrational 
states of S0 on the left and right respectively. Typically, the fluorescence emission spectrum has a similar 
profile to the absorption spectrum, which is known as the mirror image rule. The reason for this can be 
explained by the same transitions being involved in both absorption and emission, and the similar vibrational 
structure of the states. However, although mirror image rule is often true, especially when the absorption 
represents S0 to S1 transitions, there are still many exceptions (e.g. biphenyl) [1]. The deviations from the 
mirror image rule often indicate geometric rearrangements and excited state reactions. 
To extract quantitative information, the most basic approach is to ratio two different wavelength channels 
assuming that all the unwanted variations (e.g. illumination efficiency, collection efficiency, scattering, etc.) 
will cancel out. There are then more complex approaches which try to fit or decompose complex spectra into 
relative contributions from “pure” spectra (i.e. specific fluorophores). 
2.2.3. Fluorescence lifetime 
Fluorescence lifetime is the characteristic time of the decay process from an excited state to the ground state. 
It is defined as the average time that an electron remains in an upper energy level prior to its return to the 
ground state. This lifetime of the excited state is governed by the reciprocal of the sum of rates that 
depopulate it, as shown below 
nrr kk 

1
       2-3 
where kr is the radiative decay rate and knr is the non-radiative decay rate. The non-radiative decay rate is 
given by the sum of rate constants, described below 
[ ]nr ic iscp qk k k k q        2-4 
where kic is the rate constant of internal conversion, kiscp the rate of intersystem crossing to the triplet state, 
and kq[q] the possible quenching due to interactions with other molecules where [q] is the concentration of 
quenchers [3]. In general, fluorescence lifetime is on the order of nanosecond (1ns ~ 100 ns). The intrinsic 
lifetime, τn, is the lifetime of the fluorophore in the absence of non-radiative processes, 1/kr. 
Consider the excitation of a single fluorescent species with a -function pulse of light (an infinitely short 
pulse of light), resulting in an initial population (N0) of fluorophores in the excited state. Then, the population 
of the excited state will decay according to   
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where N(t) is the number of excited molecules at a time t following excitation. Recalling the lifetime of the 
excited state τ = (kr + knr)
-1
 and N(t) = N0 at t = 0 and considering the fluorescence intensity I(t) is 
proportional to the excited state population, the intensity of fluorescence, I(t) at time t following excitation, 
emitted from this population of fluorophores will decay exponentially over time from its initial intensity of 
I0, given by  


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ItI exp)( 0      2-6 
Thus, fluorescence lifetime is the average time required for the emitted fluorescence intensity to decrease to 
1/e from its initial value.  
So far, the text above just describes a single exponential decay process. In practice, the presence of multiple 
fluorophore species or multiple states arising from interactions with the local environment may result in 
more complex fluorescence decay profiles, which can be modelled by a N-component multi-exponential 
decay model. Typically a linear sum of multiple exponentials is used to fit complex fluorescence decay data. 
The intensity profile of a sample which follows a multi-exponential decay is given by,  
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where each pre-exponential amplitude is represented by the weighting value ci, each decay constant by τi. 
The pre-exponential amplitudes are normalised.  
Even when a multi-exponential decay has been acquired and the values of lifetimes and pre-exponential 
factors determined, a single lifetime value (i.e. mean lifetime) can also be useful to describe the decay. This 
typically takes the form of the intensity weighted mean fluorescence lifetime defined by,  
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The fluorescence lifetime of a fluorophore is an inherently ratiometric quantity as it is determined by the 
intensity decay over time and not by the absolute intensity value. This makes lifetime measurements less 
susceptible to artefacts introduced by varying fluorophore concentrations or excitation intensity fluctuations.  
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2.3. Fluorescence imaging  
2.3.1. Intensity imaging 
The simplest implementation of fluorescence microscopy is measuring the steady-state intensity of the 
signal. The image is obtained by recording the fluorescence signal emitted from each point within the 
sample. Depending on the specific experiment, the intensity measurement can indicate yield information on 
location or possibly provide more quantitative information on fluorophore concentration or fluorophore 
quantum efficiency.  
However, absolute quantitative intensity measurements are difficult to achieve, especially in biological 
samples which often involve multiple absorbing and scattering event and have multiple fluorescent species. 
The intensity measurements are also sensitive to the collection efficiency, the variation in labeling efficiency 
and the spatial variation in excitation.  
2.3.2. Spectrally resolved fluorescence imaging 
The vibrational and rotational structures in the excited and the ground electronic states of fluorophores result 
in characteristic excitation and emission spectra for them. In addition, these spectral characteristics can be 
modulated (e.g. by solvent-solute interaction) and used to indicate local environment information.  
Through the control of the excitation wavelength, particular fluorophores can be selectively excited in 
multiply labelled systems or a particular endogenous molecule can be chosen. Acquisition at particular 
wavelengths can be used to separate out different fluorophores into separate spectral channels [4].  
Hyperspectral imaging is beyond discrete wavelength/band-selection measurements. The full spectrum is 
spread and sampled along a spatial dimension by using a dispersive element (e.g. grating, prism). Then the 
spatially dispersed spectrum is often incorporated into an instrument (e.g. spectrograph) including an array or 
imaging detector, which allows the full spectrum to be recorded of a single point or a line [5]. Alternatively, 
it can be realised by using scanning filters (e.g. fabry-perot, acoustic-optic, electro-optic). In this case the 
spectral information is recorded sequentially and at each time the full spatial information is recorded.   
2.3.3. Temporally resolved fluorescence imaging 
Fluorescence lifetime is defined as the average time during which a fluorophore remains in an excited state 
prior to its return to the ground state. Fluorescence lifetime imaging (FLIM) can use measured lifetimes to 
generate contrast in images of fluorophores with similar emission spectra but different lifetime values. It is 
an intrinsically ratiometric imaging technique and this ratiometric nature makes measuring fluorescence 
lifetime a more robust way to extract quantitative information from the sample, such as the rate of energy 
transfer, the rate of excited state reactions and the details about interactions with the local environment (e.g. 
pH, temperature, etc.). Thus, accurate and rapid lifetime measurement methods are experiencing extensive 
interest. Although it is not straightforward to measure lifetime because typical values are on the ns time-
scale, requiring the use of pulsed or modulated sources, high-speed electronic devices and detectors, a great 
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deal of effort has been directed towards developing reliable techniques for lifetime measurements. Especially 
recent advances in ultrafast laser technology and in high-speed imaging detectors are prompting researchers 
to investigate the potential of fluorescence lifetime measurements. A more detailed description of the 
different techniques employed to measure the fluorescence lifetime can be found in the next section. 
 
2.4. Time-resolved Fluorescence imaging techniques 
As already described, FLIM is an intrinsic ratiometric imaging technique that measures the average 
relaxation time of excited fluorophores in a sample. The techniques employed to measure the fluorescence 
lifetime can be performed in the time and frequency domain according to whether the lifetime information is 
derived from the direct measurements of fluorescence intensity decay profiles as a function of time delay 
following pulsed excitation or from the measurements of phase difference between a modulated excitation 
signal and the resulting modulated emitted fluorescence signal. What follows in this section is an outline of 
both approaches and the most common forms of their implementation as well as the common methods of 
data analysis.  
2.4.1. Time-domain FLIM: Time-correlated single photon counting (TCSPC) 
Time correlated single photon counting (TCSPC) is the most common and photon-efficient implementation 
of time-domain fluorescence lifetime measurement techniques. As the name indicates, it involves measuring 
the arrival times of individual photons with respect to a pulsed excitation source. A start signal for each pulse 
is produced by irradiating a photodiode with light from the pulsed excitation source. This start signal 
initialises a linear voltage ramp in a time-to-amplitude convertor (TAC). Then, the detection of a 
fluorescence photon emitted from the sample stops the linear voltage ramp. The magnitude of the output 
voltage, which is generated in the TAC and is proportional to the time between start and stop signals, is then 
converted to a time signal through an analogue-to-digital convertor (ADC). This makes it possible to 
calculate the arrival time of the photon. A histogram of photon arrival times is then built up by detecting a 
large number of photons over repeated pulses of the excitation source. This histogram represents the decay 
profile of the emitted fluorescence from the sample [1]. The fluorescence lifetime information can then be 
extracted from this dacay profile in a number of ways (e.g. fitting an exponential curve (sub-section 2.4.4) or 
implementing phasor analysis [6]). As TCSPC is a single point technique, 2-D FLIM information can then be 
achieved by scanning the excitation beam across the sample and collecting a decay curve at each pixel.  
TCSPC is a highly photon-efficient method of measuring lifetimes. However, the main drawback is the low 
acquisition speed. This is partly due to the scanning process (typically pixel by pixel) which is inherently 
slow and also due to the low photon count rate which is essentially limited by the “dead time” of the 
system’s electronics and more importantly, by the need to avoid the effect of “pulse pile-up”, where multiple 
photons arrive at the detector for a single excitation pulse. The dead time of a TCSPC system refers to the 
time requried for the TAC to reset ready for the next detection period. Any other photons arriving during this 
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dead time are not recorded. As the system is limited to detecting the first arriving photon, if many photons 
are emitted after each laser pulse then only the early photons are detected. Therefore, TCSPC requires the 
detection of a single photon per excitation pulse since pulse pile-up results in a bias of the measured lifetime 
towards a shorter value. In order to avoid this effect, excitation intensities need to be sufficiently low such 
that only one fluorescence photon is detected for every 50-100 pulses [1]. The requirement of detecting less 
than one fluorescence photon in a detection period results in many detection periods where no photons are 
recorded and thus, there is no stop signal in each of these periods. To address this issue, the TAC is equipped 
with a condition of “out-of-range” that automatically resets the TAC before the next detection period. This, 
however, is not desirable in high repetion rate systems (> 50 MHz). Therefore, TCSPC often works in a 
reverse stop-start mode, in which the arrival of the subsequent laser pulse acts as the stop signal thus 
avoiding the TAC being constantly reset. The principles of stop-start TCSPC are illustrated in Fig. 2.3.  
 
 
Figure 2.3: Simplified diagram illustrating TCSPC (stop-start). DM – dichroic mirror, TAC – time-to-
amplitude convertor, ADC – analogue-to-digital convertor, PMT – photon multiplying tube. 
 
2.4.2. Time-domain FLIM: Wide-field time-gated FLIM 
Wide-field time-gated FLIM, rather than measuring the arrival times of fluorescence photons (e.g. TCSPC), 
measures the number of photons detected during a number of temporal windows at different delays with 
respect to the excitation pulses [7, 8]. It permits the simultaneous collection of fluorescence decay data from 
all image pixels and hence can be considered as a time-efficient FLIM technique. It is achieved by 
implementing gated optical intensifiers (GOIs) as a means of gating the emitted fluorescence onto the 
detector (e.g. a charge-coupled device (CCD), a scientific complementary metal-oxide-semiconductor 
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(sCMOS)) with respect to the excitation pulses. The GOI acts as a very fast shutter in front of the detector to 
take “snapshots” of the decaying fluorescence at distinct time positions with respect of the excitation pulses 
using a delay generator. The fluorescence decay profile can then be fitted to these samples and the lifetime 
information extracted. Typical gate widths vary from 100-1000 ps while the gate separation is typically on 
the order of nanoseconds [9-11].  
Figure 2.4 shows the simplest case of determining the lifetime for a single exponential decay, in which the 
intensities are acquired in two gates positioned at different time delays. The ratio of the sampled intensity 
can be used to calculate the fluorescence lifetime, given by   
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where ∆T is the time offset between the start of the two gates and I1 and I2 are the sampled intensities in the 
corresponding gates respectively. The data collection and analysis are under the assumption of two equal-
width gates [12] and this can be the basis of rapid lifetime determination.   
 
 
Figure 2.4: Simplified time gating scheme (2 time gates). After excitation with ultra-short pulses of light, 
the intensity in two time gates (gate 1 and gate 2) is measured and then used to calculate the lifetime.  
 
 
Figure 2.5: Time gated FLIM scheme (multiple time gates). After excitation with ultra-short pulses, the 
resultant fluorescence decay is sampled at different delay points.   
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In order to extract the lifetime of complex decay profiles, it is necessary to employ more than two time gates 
in FLIM measurements, as illustrated in Fig. 2.5. After acquisition, the data can be fitted to a multi-
exponential decay mode to calculate the lifetime components and their corresponding contributions (i.e. 
fractions).  
Wide-field time-gated FLIM is a relatively fast technique since information from all pixels is recorded in 
parallel. However, it has a lower photon efficiency compared to TCSPC [10]. A more detailed description of 
the workings of the GOI and implementation of wide-field time-gated FLIM can be found in section 2.5.  
2.4.3. Wide-field frequency-domain FLIM 
In frequency-domain FLIM the sample is illuminated with a sinusoidally modulated laser (typically in the 
MHz range) excitation source. The resultant (i.e. modulated) emission from the sample is the convolution 
between the fluorescence decay and the sinusoidal excitation, resulting in a sinusoidally varying fluorescence 
emission [1]. This emission is modulated at the same frequency as the source, but with a phase shift and a 
reduction in the modulation depth with respect to the excitation due to the finite fluorescence lifetime under 
investigation. The fluorescence emission is typically collected by the conjunction of a modulated image 
intensifier in front of a detector (e.g. a CCD). By acquiring a number of measurements at different phase 
shifts the sinusoidal emission can be reconstructed.  
 
 
Figure 2.6: Illustration of frequency domain FLIM. The sample is excited by a modulated light source 
and the lifetime may then be extracted by measurement of the induced phase shift and demodulation. 
 
The induced phase shift and demodulation between the excitation and the emission, as shown in Fig. 2.6, can 
then be measured and then the lifetime value (for a single exponential decay profile) calculated, given by   
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where τϕ is the phase lifetime, ∆ϕ the induced phase shift, ω the modulated circular frequency, τm the 
modulation lifetime and m is defined as the ratio of the sinusoidal amplitude to the mean signal for the 
emission and excitation respectively, given by  
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where A, a, B and b are defined in Fig. 2.6.  
It is noted that if the fluorescence lifetime is purely single exponential, the phase lifetime and the modulation 
lifetime are identical. Away from this ideally simple case the calculated lifetimes differ. This difference can 
be used to indicate a complex decay profile, although it cannot be used to quantify the complexity. 
The optimal excitation modulation frequency is given by 1/10τ, where τ is the fluorescence lifetime under 
investigation [13]. According to this, modulation frequencies are typically in the range of 10 – 100 MHz for 
lifetimes of 1-10 ns. Although the frequency-domain FLIM technique is less intuitive, the use of the 
modulated excitation sources (continuous wave (CW) light sources in combination with optical modulators) 
and detectors made it economically preferable to time-domain techniques. 
2.4.4. Fluorescence lifetime data fitting 
In order to extract fluorescence lifetime information, the fluorescence lifetime data must be analysed once 
the data has been acquired. The typical way to achieve this is fitting the acquired lifetime data to a particular 
model which follows the form of an exponential decay, as illustrated in Eq. 2-7. The extent to which the 
model agrees with the acquired data can be determined by the goodness-of-fit parameter, χ2, given by  
  
2
2
2
1
i
N
i i
i I
I f t



      2-13   
where Ii are the measured data points, f(ti) the function used to fit the data and σIi the error associated with 
each data point. The iterative fitting process is then employed to find the minimum of χ2 numerically (i.e. 
non-linear least squares fitting). 
In the case of shot noise limited data (e.g. single exponential photon counting data), the expected error is the 
square root of the measured value (i.e. σI = √I) and consequently, the χ
2
 function can be simplified to  
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which are known as Nyman’s (divided by the measured intensity) and Pearson’s (divided by the fitting 
value) χ2 respectively. In this work, the Pearson’s test was implemented in the in-house developed fitting 
software. 
 
2.5. Time gating acquisition using a GOI 
 
 
Figure 2.7: Schematic of a time-gated wide-field FLIM system. DM – dichroic mirror; GOI – gated 
optical intensifier; PC – personal computer. (This figure is adapted from [9].)  
 
In wide-field time-gated fluorescence lifetime measurements, a number of gated intensity measurements with 
respect to the excitation pulses are acquired with the fluorescence lifetime calculation performed afterwards 
using an appropriate fitting technique. In this thesis the wide-field time-gated FLIM technology based on a 
GOI coupled to a CCD was employed, as shown in Fig. 2.7. This section provides an overview of the time 
gating technique and describes the basic construction of the detection unit.  
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2.5.1. GOI design  
To implement FLIM in an OPT system, a wide-field time domain detection unit consisting of a GOI, 
providing gain and ultra-short gate widths, coupled to a CCD was employed to record gated images. The use 
of GOI to perform time-gated FLIM measurements has been widely demonstrated and characterised (e.g. 
gain voltage, gate width, vignetting, etc.) [14, 15].  
 
 
Figure 2.8: Schematic of a single plate GOI (MCP – micro-channel plate). 
 
A basic schematic of a single micro-channel plate (MCP) GOI is depicted in Fig. 2.8. The GOI consists of 
three main components – a photocathode, a MCP and a phosphor screen. The collected fluorescence is 
directed onto the photocathode of the GOI. Each photon that is incident on the photocathode has a 
probability to generate an electron via the photoelectric effect. The efficiency of this mechanism is defined as 
the quantum efficiency of the device and is a function of the incident wavelength. Those electrons are then 
accelerated across the MCP (a single MCP in Fig. 2.8, but can also be a double MCP) by an applied voltage. 
The signal is amplified due to the coating of a secondary electron emission film on the MCP to maximise 
secondary emission of electrons. The voltage across the MCP can be adjusted and is described as the gain 
voltage. The resultant amplified electron signal from the MCP is then converted to a photon signal at the 
phosphor screen. When the GOI is “off” a small positive voltage is applied to the photocathode while when it 
is switched “on” a negative voltage is applied to the photocathode, accelerating the photoelectrons towards 
the MCP. This negative voltage, in gated mode, is repetitively applied. This results a train of gated 
amplification periods, the width of which is controlled by the gating pulse. Therefore, a GOI can be thought 
of as an ultra-fast shutter with amplification. The image produced by the phosphor screen can be transferred 
to a recording device (e.g. a CCD).   
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2.5.2. Time gating  
For the wide-field time-gated FLIM acquisition technique, a number of linearly spaced time gated wide-field 
images are recorded with respect to the excitation pulses. Each gated image is actually a summation of many 
amplified gated events incident on the GOI at the laser repetition rate and integrated by a recording device 
(e.g. CCD). The intensifier gate delays are adjusted by employing a computer-controlled electronic delay line 
that is synchronised to the excitation laser repetition rate.   
Performing wide-field time-gated FLIM requires the GOI to be triggered at the repetition rate of the pulsed 
laser source (40 MHz in this work) via a temporal delay box. This delay box is used to shift the gate with 
respect to the reference trigger signal (i.e. the signal synchronised to the excitation laser). The temporal 
position of the gate with respect to the reference trigger signal defines the delay time. The recording device is 
then triggered by the acquisition programme and integrates the signal from the GOI for a user-defined period 
(referred to as integration time) over many excitation pulses. After the integration, the recording device is 
read out and the delay box switches to the next time delay position (i.e. time gate shift relative to the 
excitation pulses). This process is repeated for a user-defined number of gates. Figure 2.9 shows a 
fluorescence decay and acquired gate positions with respect to a single excitation pulse and represents the 
data exported to the sequential fitting process. It also depicts the acquisition process. By acquiring a series of 
images at different time delay positions, the acquisition of several sampled gated fluorescence images are 
obtained and therefore, the fluorescence lifetime information can be extracted by using a fitting technique. 
 
 
Figure 2.9: Representations of acquired gated data with respect to a single excitation pulse and 
fluorescence decay as well as the acquisition process. (This figure is adapted from [9].) 
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2.6. Förster resonance energy transfer (FRET) 
Förster Resonance Energy Transfer (FRET) is a mechanism describing the energy non-radiatively 
transferring from an excited state of one fluorophore (called the “donor”) to another fluorophore (called the 
“acceptor”) via dipole-dipole coupling [16]. For this photo-physical process to occur, the two fluorophores 
have to fulfil a number of criteria [17]. Firstly, the absorption spectra of the acceptor must have sufficient 
overlap with the emission spectra of the donor. This permits the potential pathway for the energy to transfer. 
Secondly, the separation between the donor and acceptor must be sufficiently small (≤ 10 nm) for the energy 
transfer to occur. Thirdly, the transition dipole moments of the donor and acceptor must be favourably 
aligned. Figure 2.10 illustrates the principle of FRET between donor and acceptor.  
 
 
Figure 2.10: Principle of Forster Resonance Energy Transfer between donor and acceptor.  
 
Förster [16] showed that the rate of energy transfer (kT) was inversely proportional to the sixth power of the 
distance between the donor and acceptor, given by 
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where R is the distance between the donor and acceptor, τD the fluorescence lifetime of the donor without the 
acceptor present and R0 the Förster radius, which characterises the distance at which the efficiency of energy 
transfer drops to 50%.  
The efficiency of energy transfer, E, is defined as the fraction of photons the donor absorbs that are 
transferred to the acceptor [1],  
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Substituting Eq. 2-16 in Eq. 2-17, then FRET efficiency can be written as  
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Figure 2.11 illustrates the FRET efficiency curve as a function of donor-acceptor separation for arbitrary 
value of R0. When the separation between the donor and acceptor is equal to the Förster radius, the FRET 
efficiency drops to 50%. As the separation increases the FRET efficiency quickly drops off to approach 0. 
The sensitivity of FRET efficiency to changes in distance between the donor and acceptor has led to FRET 
being known as a “spectroscopic ruler” [18]. 
It is noted that the energy transfer occurs between the donor and the acceptor at a length scale (≤ 10 nm) far 
beyond the diffraction limit (typically hundreds of nanometres) but colocalisation/interaction of them can 
still be inferred through energy transfer. This makes FRET a particularly useful tool in biomedical 
application to quantify molecular dynamics (e.g. monitor the interaction of proteins, probe signalling 
pathways, etc.). 
 
 
Figure 2.11: FRET efficiency curve as a function of donor-acceptor distance (R) for arbitrary value of R0. 
R0 - Förster radius. 
 
To measure the transfer of energy indicative of FRET, a variety of ways have been developed, including 
intensity measurement [19], spectral measurements [20, 21], fluorescence polarisation measurements [22] 
and fluorescence lifetime measurements [23, 24].  
In this thesis, FLIM is employed as the platform to measure FRET induced change in the fluorescence 
lifetime of a donor to indicate energy transfer. FRET provides an extra de-excitation pathway for the donor 
and therefore the lifetime of the donor is reduced when there is energy transfer, given by 
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as shown in Fig. 2.12. 
 
 
Figure 2.12: FRET detection through lifetime changing. 
 
Since FLIM is an intrinsically ratiometric imaging technique, it has the potential to provide more quantitative 
measurements than intensity based imaging [24] and so FLIM is an increasingly useful tool of FRET 
imaging. 
 
2.7. 3-D mesoscopic imaging techniques 
More than ever, biological and biomedical research depends heavily on imaging instrumentation. Today, 
biomedical research is progressing from studies of mono-layers of cells on glass to in situ measurements of 
biological systems, both ex vivo and in vivo, and thus there is an increasing demand in applying 3-D imaging 
techniques to map the structural and functional information throughout samples.  
Microscopic magnetic resonance imaging (µMRI), which is an imaging technique that uses a magnetic field 
and pulses of radio waves to visualise internal structures of the body, is capable of imaging live embryos in 
3-D during development. It makes use of the property of nuclear magnetic resonance to image nuclei of 
atoms inside the body. It suffers a number of drawbacks, such as the fact that the strength of the magnet 
increases with the required resolution, and that the typical achievable resolution is not sufficient to identify 
all the tissues or organs within an embryo. More importantly, it is not an optical technique and thus, it cannot 
image the distributions of commonly used staining/fluorescence labelling techniques. These limitations make 
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MRI more useful for specimens ≥ 1 cm in diameter and less attractive for mesoscopic (1 – 10 mm) and 
microscopic specimens (< 1 mm in diameter).  
At the other end of the size scale are the well-established imaging techniques - confocal/multiphoton laser 
scanning microscopy (LSM) [25, 26] - which provide optically sectioned images, or the 3-D structure of a 
sample can be obtained at high resolution by physically sectioning it (e.g. for histopathology-based research). 
The achievable lateral resolution is then limited by the imaging instrumentation (e.g. the NA of the objective 
and the imaging wavelength) and the axial resolution is determined by the thickness of the sections. 
However, precise physical cutting, mounting, imaging and registration make the whole process very time-
consuming and labour-intensive. More importantly, physical sectioning precludes the possibility of in vivo 
imaging due to its very nature. Hence, optical sectioning has been proposed for 3-D in vivo fluorescence 
microscopy. Confocal microscopy produces an optically sectioned image by rejecting the light generated 
outside the focal plane with a pinhole in front of the detector [2, 25]. The NA determines the thickness of the 
optical section that is imaged. It is very efficient at generating 3-D images of specimens that have been 
fluorescently labelled.  
However, one of the significant drawbacks for confocal microscopy is the potential photobleaching as the 
excitation is not axially confined (i.e. the whole depth of specimen is exposed to the excitation even when a 
single optical section being collected). This issue can be addressed by employing multiphoton LSM [26, 27], 
in which intense infrared light is concentrated at the focus of the objective such that multiple photons can be 
simultaneously absorbed to excite the sample. The probability of multiphoton excitation decays quickly 
away from the focal plane; thus, the probability of photobleaching is reduced by selectively exciting only the 
section at the focal plane and thus, the total number of fluorophore excitations required to image a specimen 
is reduced. The signal collection efficiency can also be improved, especially in scattering samples, without 
the need for a detector pinhole. The use of infrared wavelength leads to deeper tissue penetration depth (up to 
700 μm [27]) compared to single photon excitation but reduces the resolution compared to single-photon 
confocal microscopy. In addition, high power laser pulses are required, and thus over time the sample may 
suffer from the detrimental effects of light (e.g. nonlinear effects associated with phototoxicity). Ultimately, 
thermal damage can impose a practical limit on the depth and speed of multiphoton fluorescence imaging.   
In a common confocal LSM, the illumination and detection axes typically overlap in an antiparallel manner 
(epifluorescence arrangement). The use of a single lens with a limited numerical aperture (NA) results in an 
anisotropic point spread function (PSF). This PSF is elongated along the optical axis. To address this issue, 
the confocal theta microscope, in which the illumination and detection axes are orthogonal point-by-point, 
has been developed, providing a more isotropic PSF and a resulting improvement in resolution [28-32].  
Although confocal/multiphoton LSM can provide improved contrast and optical sectioning compared to 
wide-field microscopes, they suffer from limited penetration depth. They are typically applied to specimens 
up to a few hundred microns in thickness (usually much less than that) and as such, are often employed for 
exploring subcellular distributions of fluorophores within small groups of cells. It is inherently slow raster 
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imaging as the focal spot is required to scan across the sample to build up the final image pixel by pixel. 
Therefore, acquiring full 3-D data sets can be very time-consuming and may not be practical for larger 
samples (e.g. whole embryos).   
Therefore, there is an imaging gap between confocal/multiphoton LSM and MRI. The size and opacity of 
whole embryos (typically a few millimetres in size) make it especially challenging to achieve high resolution 
(a few to tens of micron) at the depth of several hundred microns to millimetres inside intact embryos. In 
order to visualise the 3-D structures of samples in this “mesoscopic” regime, such as small animals, embryos 
and engineered tissues, a variety of optical imaging techniques have been developed including optical 
projection tomography (OPT) [33], light sheet microscopy (e.g. selective plane illumination microscopy 
(SPIM) [34] and ultramicroscopy [35]) and scanning laser optical tomography (SLOT) [36]. What follows 
below is an outline of above methods and the various forms of their implementation. 
2.7.1. Light sheet microscopy 
Light sheet microscopy or imaging, which uses a sheet of laser light (e.g. by optically confining light to a 
single slice) with a well-defined thickness, is a form of optical sectioning imaging that allows the sample to 
be left intact and alive in contrast to physical sectioning. It is a fluorescence imaging technique that uses a 
focused light-sheet to selectively illuminate the specimen from the side at the focal plane of the imaging 
system. It restricts the excitation to the plane of interest and consequently, fluorescence is excited only in the 
desired plane. 
This light-sheet idea has been widely adapted in orthogonal-plane fluorescence optical sectioning (OPFOS) 
for fluorescently stained samples [37], in 3-D light scanning macrography for surface scanning of flies [38] 
and in thin light-sheet microscopy for aquatic microbes [39]. For modern biology, the idea has been widely  
adapted in SPIM [34, 40-42], Ultramicroscopy [35, 43-45], digital scanned laser light-sheet fluorescence 
microscopy (DSLM) [46], objective coupled planar illumination microscopy [47], multidirectional SPIM 
[48-50], highly inclined and laminated optical sheet (HILO) microscopy [51] and oblique plane microscopy 
(OPM) [52]).  
2.7.1.1. Concept and components 
The concept behind fluorescence light sheet microscopy techniques is to selectively illuminate the specimen 
from the side in a well-defined volume around the focal plane of the detection path. In light sheet 
microscopy, illumination and detection are performed through two distinct optical paths. The illumination 
axis is arranged orthogonal to the detection axis. Although there are different implementations of this idea 
(e.g. SPIM, HILO, OPM), the general principles remain the same and illustrated in Fig. 2.13. The most 
common implementation is to generate a sheet of laser light that selectively illuminates the sample in the 
focal plane of the detection optics from one side. 
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Generally, a light sheet microscopy consists of five basic units including (1) illumination (generation of an 
appropriate light sheet), (2) excitation (laser), (3) detection, (4) movement (translation and rotation) and (5) 
control (acquisition and processing) [53].  
 
 
Figure 2.13: The concept behind fluorescence light sheet microscopy. In light sheet microscopy, 
illumination and detection are performed through two distinct optical paths. The illumination axis is 
arranged orthogonal to the detection axis. The most common implementation is to generate a sheet of laser 
light that selectively illuminates the sample in the focal plane of the detection optics from one side. (This 
figure is adapted from [41].) 
 
Generating a light sheet 
It is of crucial importance for the performance of the microscope to generate an appropriate light sheet. The 
properties of the light sheet are valued from the thickness, uniformity and its ability to penetrate tissue. In 
SPIM, diffraction limits the dimensions of the light sheet and the achievable thickness depends on the field 
of view (FOV) it illuminates and is discussed in detail in section 2.8. Theoretically, the lateral resolution is 
equivalent to that in a wide-field microscope, which is given by the NA of the objective lens and the 
wavelength of the fluorescence. The axial resolution is determined by the light sheet thickness in the case of 
the low NA detection system. It is noted that SPIM is the wide-field version of confocal theta microscopy as 
the focal plane of the detection optics is illuminated from the side.  
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There are different ways to generate light sheets, as illustrated in Fig. 2.14. In SPIM, the combination of 
cylindrical optics and the objective lens are used to generate a sheet of light of varying thickness. This light 
sheet is a static light sheet produced by collimating a beam in one dimension and focusing it in another 
dimension. The waist of the light sheet is positioned in the centre of the FOV. Alternatively, the sheet of 
light can be formed by focusing a laser beam to a single line and then rapidly scanning it vertically. This 
concept was introduced in DSLM by using a Gaussian laser beam [46]. It is noted that both light sheets in 
SPIM and DSLM suffer from a varying thickness due to the nature of Gaussian beam propagating. To obtain 
a more uniform light sheet, a Bessel beam, with a feature of thin and long focus, was introduced to scan 
vertically [54]. Although the core of Bessel beam is thin and long, the central maximum is surrounded by a 
series of rings. This would result a relatively thick light sheet. In order to further achieve a very thin and 
uniform light sheet, two-photon Bessel beam illumination was introduced and the excitation only occurs in 
the centre of the beam where the intensity is sufficiently high. By scanning this beam vertically, a very thin 
light sheet (< 1 μm) was generated for small FOV such as for 3-D subcellular imaging [55].  In addition, the 
penetration depth of light is expected to be increased due to the Bessel beam’s persistent propagation 
properties. 
 
 
Figure 2.14: Illustration of different light sheets. (a) In SPIM, a static light sheet is formed by spreading a 
laser beam in the vertical dimension with dedicated optics. (b) In DSLM, a virtual light sheet is generated by 
rapidly scanning vertically a Gaussian laser beam. Both of them are with varying thickness due to the nature 
of Gaussian beam. (c) A Bessel beam can be scanned to obtain more uniform light sheet. Although the core 
of Bessel beam is thin and long, it is surrounded by a series of rings. (d) Two-photon Bessel beam can be 
employed and the excitation only occurs in the centre of the beam to further get a thin and uniform light 
sheet.(This figure is adapted from [41].)     
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Excitation, detection, movement and control  
In light sheet microscopy, illumination and detection are performed through two distinct and orthogonal 
optical paths. Practical realisations are diverse and adapted to the sample of interest (e.g. size, magnification, 
immersion medium) [40, 41]. Typically, the volumes imaged with light sheet microscopy are appropriate for 
millimetre-sized samples with low NA objectives and for smaller-sized samples (e.g. single cells), and 
volumes similar to those that can be achieved by confocal LSM techniques with medium-to-high NA 
objectives. 
The excitation and the detection unit in light sheet microscopy are similar to that of a wide-field fluorescence 
microscopy. The excitation unit provides collimated laser beams from several laser lines (e.g. at 488, 514, 
543, 633 nm) or from super-continuum sources. The detection unit consists of an objective lens, a tube lens, 
an emission filter and a detector (e.g. a CCD).  
The 3-D image stacks can be acquired by quickly moving the specimen over the desired axis (i.e. along the 
optical axis of the detection system) when the optical arrangement is fixed. Alternatively, when the specimen 
is fixed, the image stacks can be acquired by simultaneously moving the light sheet and the focal plane. 
Sample rotation can be implemented to determine the optimal view angle [42]. It also allows the acquisition 
of image stacks along different directions, which can be used to obtain sequential multi-view acquisitions 
[56, 57].  
In the initial and most common SPIM setup, one-sided illumination/one-sided detection is employed, as 
shown in Fig. 2.15 (a). However, this illumination light entering the sample from one side can be attenuated 
as it penetrates the sample, which results in a loss in excitation and the corresponding fluorescence on the far 
side. In addition, although scattering within the plane of illumination does not affect the light sheet quality, 
the scattering along the axis of detection will lead to a spread of the light sheet and therefore a loss in optical 
sectioning and axial resolution.  
To compensate for the attenuation, two-sided illumination/one-sided detection can be employed, as shown in 
Fig. 2.15 (b), in which the light illuminates the sample from opposing sides [35, 48], thereby increasing the 
overall penetration of the illumination light. Sequential multiview imaging can also be employed, in which 
the sample is rotated and image stacks are sequentially acquired from different view angles (typically 4-12), 
as shown in Fig. 2.15 (c), to increase the overall penetration depth of the light [56, 57]. Subsequently, the 
individual image stacks are registered and fused, achieving a single dataset with high-resolution information 
inherited from individual image stacks [58, 59].  Although it increases the image quality, this sequential 
multiview imaging is inherently slow and thus less attractive to capture fast processes in live specimens. It 
may result in spatiotemporal artefacts that constrain quantitative analysis (e.g. the reconstruction of cell 
tracks). These artefacts could be eliminated by simultaneous multiview imaging for light sheet microscopy 
[49, 50], in which two illumination and two detection objective lenses that are focused on the sample from 
four different directions are employed [60], as shown in Fig. 2.15 (d). The detection objective lenses are 
focused on the common focal plane and this plane is in turn illuminated by the two opposing light sheets. 
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The two-sided illumination and two-sided detection form four individual imaging braches. These four image 
stacks are sufficient to yield to a 3-D all-around view of a specimen without rotation. This allows in toto 
fluorescence imaging of specimens with subcellular resolution at a high imaging speed (e.g. allow faithful 
tracking of nuclei and cell shape change) [49, 50].       
 
 
Figure 2.15: Illustration of different illumination and detection techniques. (a) one-sided 
illumination/one-sided detection, (b) two-sided illumination/one-sided detection; (c) sequential multiview 
imaging and (d) two-sided illumination/two-sided detection.        
 
In HILO microscopy, a single lens is used for oblique light-sheet illumination and detection. The incident 
laser beam is highly inclined by a large refraction and is laminated as a thin optical sheet at the specimen 
side, which results in a narrow FOV [51]. OPM is similar to HILO technique but with extended FOV by 
employing extensive optics [52]. 
2.7.1.2. Light sheet microscopy’s applications 
Light sheet microscopy is suited for a number of applications, from fixed to live imaging. The ability to 
image an entire embryo in 3-D at high speeds is of importance for developmental studies in which cells are 
tracked over hours along paths across the whole embryo.  
Light sheet microscopes can be built up and adapted to a wide range of sample sizes, from single cells to 
whole embryos (e.g. zebrafish [42, 48, 61], medaka [34], Drosophila [49, 50, 62]). The imaging of 3-D cell 
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cultures primarily benefit from low photobleaching [63]. The imaging of complex organisms and live 
samples primarily benefit from optical sectioning.  
2.7.2. Optical projection tomography (OPT) 
OPT [33, 64, 65], also known as optical computed tomography (CT) [66], is another exciting optical 
technique for imaging mesoscopic samples at a high resolution in 3-D. ‘Tomography’ (except optical 
coherence tomography) covers forms of imaging that involves solving an inverse problem – finding the 
cross-sectional structure of an object from the observations when illuminating the object from many different 
angles. Fundamentally, tomographic imaging deals with reconstructing cross-sectional images from their 
projections. Mathematical transformations or computer models must be used to recover the 3-D structure of 
the specimen from the observed external measurements that are based on the interaction of the specimen and 
the illumination (e.g. X-rays, visible light, ultrasound, and magnetic resonance). This is in contrast to 
techniques that directly read out the internal structure, such as confocal LSM and light sheet microscopy (by 
optical sectioning).  
The idea of optical CT was introduced in 1996 to obtain 3-D dose distributions based around a laser scanning 
system coupled to a photodiode detector [66]. A wide-field version was also developed by incorporating a 
light source coupled to a CCD [67]. Since then, both versions have been developed [68-75]. For modern 
biology, Sharpe et al. developed a microscopy technique that used OPT to produce high-resolution 3-D 
images of both fluorescent and non-fluorescent biological specimens in 2002 [33]. This technique combined 
chemical clearing, fluorescence imaging and projection tomography.  
Compared to optical sectioning techniques, OPT uses a very different approach. OPT maximizes the depth of 
field (DOF) of the imaging system rather than minimising the DOF to obtain (i.e. for confocal LSM, light 
sheet microscopy) a precise focal plane within the sample. This results in an image with an “in focus” view 
through the whole specimen and as a consequence, the raw data do not explicitly contain depth information. 
Instead, OPT relies on acquiring images of the sample from many different projection angles, and then using 
computer models or mathematics transformations to calculate the cross-sectional images. What follows in 
this sub-section is the brief introduction of the concept of OPT and the most common form of its 
implementation, a number of developments and various applications. 
2.7.2.1. Concept and configuration 
OPT is the optical analogue of X-ray CT, in which the 3-D structure (i.e. a stack of X-Y slices) of a rotating 
sample is reconstructed from a series of wide-field 2-D projections (i.e. X-Z images). For tomographic 
reconstruction, a standard filtered backprojection (FBP) algorithm is typically employed [76], which is based 
on the parallel-beam projection assumption. This standard FBP algorithm will be discussed in detail in 
section 2.9. 
A key advantage of OPT compared to X-ray CT for imaging biological tissue is the use of optical radiation 
with its rich spectroscopic contrast, including absorption and fluorescence (i.e. fluorescence intensity and 
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fluorescence lifetime [77, 78]). This 3-D global visualisation in both transmission and fluorescence modes 
features an advantage for localising the structures of interest in the whole specimen (e.g. elucidating the 
anatomical and molecular complexity of organogenesis [79]). Unfortunately, compared to X-rays, the longer 
wavelength of optical radiation also leads to stronger optical diffraction and scattering, both of which 
compromise the assumption of parallel-beam projection in the standard FBP algorithm. In OPT, the optical 
projection images are acquired such that they approximate parallel beam projections through the sample at 
different projection angles. This is achieved by accommodating the constraints imposed by diffraction-
limited imaging and addressing the issues of scattering. 
 
 
Figure 2.16: Illustration of the trade-off in OPT between achievable lateral resolution and sample size as 
the resolution improves proportionally with the NA while the DOF scales inversely with the square of the NA 
of the imaging lens.  
 
 
Figure 2.17: Schematic of the most common and convenient OPT setup on how to mitigate the trade-off 
between sample size and achievable resolution. This illustration is on a cross-sectional plane (X-Y plane).  
DOF – depth of field, : sample diameter.  
 
The constraints imposed by diffraction-limited imaging result in a trade-off in OPT between achievable 
lateral resolution and sample size as the resolution improves proportionally with the NA (in the case of the 
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pixels of the imaging detectors sampling the image sufficiently) while the DOF scales inversely with the 
square of the NA of the imaging lens, as illustrated in Fig. 2.16. This resolution-size trade-off will be 
discussed in detail in section 2.8.  
In order to accommodate the constraints, OPT is generally configured such that the volume to be imaged is 
confined within the DOF of the imaging system, thereby approximating parallel-beam projection. The most 
common and convenient scheme for OPT to mitigate the trade-off is to arrange the DOF to extend through 
half of the sample by locating the focal plane a quarter of the way into the sample rather than at the axis of 
rotation, as shown in Fig. 2.17. This results in the front half of the sample being imaged under the parallel-
beam projection approximation, which interrogates the entire sample during the course of a full rotation (i.e. 
360°). In this configuration, two opposite images are actually focused on different regions of the specimen. 
Consequently, an image from one direction is not an exact mirror image of a view from the opposite 
direction and thus, does not contain the same information. Therefore, it is necessary to acquire angular 
projections over a full rotation, i.e. 360°, to achieve a high-quality reconstruction.  
In order to avoid the issue of scattering, it is necessary to apply OPT to optically transparent samples that 
either have been rendered transparent by chemical clearing or that are inherently transparent. Scattering 
occurs at refractive index mismatches in a sample. For less transparent and larger organisms, chemical 
clearing is required, transforming intact tissue into an optically transparent construct. The original and most 
common method in OPT is replacing water in the sample with a high refractive index solvent (i.e. 1:2 
mixture of benzyl alcohol and benzyl benzoate (BABB) with refractive index of 1.56) and thus, reducing 
light scattering [33]. In this case, chemical clearing is indeed refractive index matching. It does not involve 
any chemical action between the chemical solvent and the sample. There are a number of high refractive 
index solvents (e.g. BABB, dibenzyl ether (index of 1.56), methyl salicylate (index of 1.52), etc.) that can be 
used for chemical clearing. However, these optical clearing agents quench fluorescent protein emission since 
these proteins require water molecules to fluorescence. Therefore, they are typically used for optical clearing 
after antibody staining. Recently, a water-based optical clearing agent, SeeDB, was reported without 
quenching many types of fluorescent dyes, including fluorescent proteins and lipophilic neuronal tracers 
[80]. Alternatively, a technology termed as CLARITY was reported for the transformation of intact tissue 
into a nanoporous hydrogel-hybridisation form that is fully assembled but optically transparent and 
macromolecule-permeable [81]. The optical clearing in this process is achieved by removing lipids non-
destructively. The main drawback for chemical clearing is the fact that it is inherently fatal to live organisms 
and therefore precludes the possibility of in vivo imaging.  
As there is an increasing demand in translating studies of biological processes at the cellular level from 
monolayer cell cultures to live organisms, it is interesting to apply OPT to small live organisms that are 
inherently transparent – particularly those that can be genetically manipulated to serve as disease models 
(e.g. zebrafish). However, as small organisms grow, they typically become more opaque and consequently, 
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the scattering leads to a reduction in image quality. Most in vivo optical imaging experiments on zebrafish 
have been confined to embryos up to 3 days post-fertilisation (dpf), which retain high transparency.             
A basic configuration for OPT is illustrated in Fig. 2.18. The specimen is suspended in a refractive index 
matched medium to reduce the scattering. This results in light propagating through the specimen in 
approximately straight lines. The specimen is maintained within the medium, rotated to a series of angular 
positions (typically ≥ 360 steps) and a projection image is captured at each angle. Both transmission and 
absorption projection data can be collected via an optical system and recorded by an imaging detector (e.g. a 
CCD). 
 
 
Figure 2.18: Diagram of OPT. The specimen is supported in a refractive index matched medium (e.g. 
BABB, an agarose gel, water) and is rotated to a series of angular positions. Both transmission and 
absorption light can be collected by an optical system and recorded by an imaging detector (e.g. a CCD).  
 
After a series of 2-D projections (X-Z images) are acquired at different angles, the standard FBP algorithm is 
typically used for tomographic reconstruction [76], although iterative reconstruction techniques have also 
been developed [82] (especially in the case of a reduced number of projections). Figure 2.19 (a) shows an 
example raw projection at one orientation (2-D wide-field fluorescence image of a mouse embryo). For a 
particular cross-sectional plane (i.e. X-Y plane) of the sample, as indicated by the dotted line in Fig. 2.19 (a), 
this makes up the sinogram (X-θ image) for this plane, as shown in Fig. 2.19 (b). From the sinogram, the 
signal function (e.g. fluorescence intensity) in this cross-sectional plane can be recovered by employing the 
standard FBP algorithm, which includes two parts: the filtering part, which is a simple weighting of each 
projection in frequency space, and the backprojection part, which finds the elemental reconstructions by 
adding together the inverse Fourier transform of each weighted projection at the corresponding projection 
angle. Figure 2.19 (c) and (d) show the “filtered” sinogram (after employing a ramp filter in frequency 
domain) and the corresponding reconstructed cross-sectional image respectively from the raw data shown in 
Fig. 2.19 (b). 
  
  52  
 
It is also noted that the wavelength used for OPT is of importance in achieving a high quality image. As 
specimens become more opaque or more absorbing, short visible wavelengths penetrate less, leading to a 
reduced contribution from deeper structures. Shifting the wavelength up to infrared can suppress 
autofluorescence and improve the image quality.    
 
 
Figure 2.19: (a) An OPT raw projection image (2-D wide-field fluorescence image of a mouse embryo) at 
one orientation. (b) The sinogram for a particular X-Y plane (while line illustrating in (a)). (c) The 
corresponding “filtered” sinogram (after employing a ramp filter in the frequency domain).  (d) The 
corresponding reconstructed cross-sectional image.  
 
To visualise the 3-D reconstructed data sets from OPT, the same visualisation techniques used in similar 
imaging technique such as MRI can be employed. In this thesis, the commercial 3-D visualisation software 
Volocity (PerkinElmer) is used. Virtual sections can be viewed at any orientation and the specimen can also 
be rendered as a 3-D object.  
2.7.2.2. OPT’s developments 
Two fundamental limits that restrict the application of OPT are imaging speed and achievable resolution. 
The potential to apply OPT to “mesoscopic” samples for biomedical research, particularly for in vivo 
imaging, has prompted increasing interest in optimizing the image quality and resolution and minimizing the 
image data acquisition time.  
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Image quality can be degraded by artefacts resulting from system misalignment, system aberrations, 
intensity-based signal variations and tissue absorption properties. Methods have been described to correct or 
suppress such artefacts [83-86]. For in vivo imaging, the artefacts may result from the specimen movement 
and a set of mathematical methods have been developed for motion correction [87, 88].  
Image quality can also be degraded by the deviations from the parallel-beam projection assumption that 
underlies the standard FBP algorithm. These deviations arise when OPT is implemented with relatively high 
NA optics, for which rays at a range of angles with respect to the optical axis are collected. For high 
resolution OPT, there is a trade-off between increasing the NA to improve the in-focus lateral resolution and 
reducing the NA to increase the DOF in order to ensure that the whole sample is in reasonable focus (i.e. that 
the lateral resolution does not vary significantly along the optical axis). A typical situation for many 
biomedical applications, especially for larger samples, is the DOF of the imaging system being less than the 
sample radius. In this case, OPT is undertaken with samples that extend beyond the confocal parameter 
(Rayleigh range) of the imaging lens and so the reconstructed resolution becomes increasingly anisotropic 
away from the axis of rotation. Building on ideas developed for single-photon emission computed 
tomography [89], this distance-dependent resolution has been accounted for by applying an appropriate 
deconvolution filter to the raw projection data based on a computationally generated PSF [90]. The key 
effect is to correct for the frequency modulation applied to the signal by the optical system and therefore to 
improve the achieved spatial resolution. The OPT reconstruction can also be modified in other ways to take 
into account the optical characteristic of the imaging system [91], which will be discussed in detail in 
Chapter 3.   
One way to address the resolution-size trade-off issue is to extend the DOF for a given NA by axially 
scanning the focal plane through the sample [92, 93] and thus introducing the “pseudoprojection” idea. In 
other words, to translate the sample with respect to the focal plane such that different portions of the sample 
are sequentially imaged “in focus”. This also helps to achieve uniform collection efficiency throughout a 
sample that is larger than the DOF of the imaging system and to realise higher spatial resolution imaging 
over larger volumes. Although the simplest OPT configuration does not provide subcellular resolution, this 
scanning focal plane method provided a significant spatial resolution improvement for OPT of smaller 
samples (with the resolution of 0.38 µm for a sample with the size of 50 µm) [93]. For larger specimens, the 
trade-off can be mitigated by introducing an angular multiplexing technique in OPT [94], which will be 
discussed in detail in Chapter 4.  
As an optical imaging technique, OPT is fundamentally limited by light scattering. To address the effect of 
light scattering, experimental methods have been described such as introducing time-gated imaging 
techniques [95, 96] and polarization selection techniques [97] in OPT to select ballistic photons. In addition, 
alternative algorithms to obtain relatively good-quality reconstructions for more scattering specimens have 
been developed [97, 98]. These developments make OPT particularly attractive in relatively large and more 
scattering specimens.  
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Due to the nature of “seeing the whole sample in every view”, OPT potentially provides information with 
much higher time-lapse resolution and lower light dose on the sample by tracking the movement of features 
during an acquisition. For example, an OPT setup is able to provide the information to track the movement 
of features (e.g. neutrophil migration) by acquiring just pairs of orthogonal images and then calculating the 
3-D coordinates of the moving features. This extension will be discussed in detail in Chapter 5. This is in 
contrast to optical sectioning imaging techniques which require scanning over the whole sample to obtain the 
full information at each time point. 
OPT can be extended to FLIM-OPT by incorporating wide-field FLIM instrumentation. Our group (McGinty 
et al.) described a FLIM-OPT system and demonstrated the application of this technique to a fixed and 
optically cleared mouse embryo [77]. FLIM-OPT is based on the wide-field acquisition of a series of time-
gated fluorescence intensity images at different time delay positions with respect to the excitation pulses at 
each angle of projection. From these raw projections, a number of time-resolved 3-D intensity volumes can 
be reconstructed and followed by fitting of the fluorescence decay in each voxel to produce a 3-D 
reconstruction of the fluorescence lifetime distribution. This technique makes the final results insensitive to 
intensity variations due to the ratiometric nature of FLIM. In the original experiment, FLIM was able to 
distinguish between the labelled fluorescence (i.e. Alexa-488-labelled neurofilament) and the 
autofluorescence from the heart and dorsal aorta of a mouse embryo. The application of FLIM-OPT to live 
animal models will be discussed in detail in Chapter 6. The further development by using FLIM-OPT to 
localise protein-protein interactions via FRET will also be discussed. 
2.7.2.3. OPT’s applications 
OPT can be applied to reconstruct the absorption and/or fluorescence distributions in optically transparent 
specimens and can be applied to a wide range of sample sizes from sub-mm to cm scales. It was originally 
used on a fixed mouse embryo after chemical clearing [33]. Since then, due to its relatively simple optical 
configuration, the high resolution, fluorescence/absorption modes in the mesoscopic regime, it has a number 
of applications on fixed specimens (e.g. human tissue, chick limb, mouse pancreas) which have been 
rendered transparent by chemical clearing [99-105]. It has also been extended into the field of live imaging 
on relatively transparent samples (e.g. C. elegans, D. melanogaster, Danio rerio) [78, 85, 87, 88, 91, 97, 
106-108]. Practical realisations of OPT can be diverse and can be adapted to a wide range of sample sizes, 
from group of cells to whole embryos.  
Because OPT can obtain both absorption and fluorescence profiles, it is able to utilise a wealth of different 
staining techniques for gene-expression analysis [65]. This gene-expression study primarily benefits from the 
ability of OPT to provide an overview of expression patterns for a number of specimens relatively rapidly. 
OPT has important applications for morphology and histopathology-based research as a convenient non-
invasive 3-D imaging technique, especially in the growing field of mouse models of disease. For example, 
OPT allows accurate localisation and measurement of beta cell mass, which is a prerequisite for 
interpretation of biomedical results for diabetes research (e.g. Type 2 diabetes disease). Another significant 
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application of OPT is to help study disease mechanisms and potential therapies in live organisms due to its 
ability to do time-lapse imaging of entire transparent animal models (e.g. zebrafish embryo, juvenile 
transgenic zebrafish which can maintain transparency) in 3-D and its potential to be extended to FLIM-OPT 
[77, 78, 109]. This FLIM-OPT extension measures 3-D lifetime information and can be utilised to provide 
functional information for the investigation of 3-D biological processes in vivo. These applications will be 
discussed in detail in Chapter 6.   
2.7.2.4. Comparison with light sheet microscopy  
Fluorescence light sheet microscopy features the advantages of relatively higher acquisition speed over OPT. 
However, this technique is limited to fluorescence imaging and typically requires a different and relatively 
complicated optical configuration compared to that of a standard microscope. It also requires a critical 
optical alignment. In contrast, OPT can provide the reconstructed absorption and/or fluorescence 
distributions in specimens. For the configuration, OPT can be implemented on a standard wide-field 
microscope with just minor modifications and the corresponding optical alignment is much less critical. 
With regard to the achievable resolution, for a given sample size, although light sheet microscopy could 
provide higher lateral resolution (due to the high NA imaging lens), it has anisotropic resolution, which 
could potentially make the analysis of 3-D images difficult, while OPT has isotropic spatial resolution due to 
its rotational scanning. A detailed numerical analysis of the “standard” spatial resolution of OPT and SPIM 
by following a number of formulae describing the different behaviour of the most common form for those 
two techniques will be discussed in section 2.8.    
Both light sheet microscopy and OPT can be practically realised in diverse versions and adapted to samples 
of interest (size, magnification, immersion medium). As optical imaging techniques, both of them are 
fundamentally limited by light scattering. However, OPT has the potential to more readily adapt to scattering 
specimens using a similar experimental imaging configuration and incorporating more complex 
reconstruction algorithms. In the limit OPT tends to diffuse tomography.  
2.7.3. Scanning laser optical tomography (SLOT) 
Scanning laser optical tomography (SLOT) [36] is a line scanning version of OPT. As discussed before, in 
OPT the NA is typically reduced to increase the DOF in order to ensure that the whole sample is in 
reasonable focus during the acquisition. The reduction of NA, especially when imaging larger specimens 
(e.g. mouse tissues with the size of a few centimetres), not only affects the resolution but also causes the 
system to be accompanied by a significant decrease of light collection efficiency. To address this efficiency 
issue, a laser scanner is introduced in OPT and this version is referred as SLOT. Figure 2.20 shows the 
schematic setup of a SLOT (adapted from [36]).  
The scanning position of the focal spot determines the source of fluorescence emission and this allows the 
fluorescence photons to be collected via simple high NA optics onto a point detector (e.g. single element 
photon multiplying tube) rather than a camera. Fluorescence light is collected by a lens system consisting of 
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two plano-convex lenses, which redirects the light to the detector. One projection image is then formed by 
scanning the focal point across the sample and integrating the detector at each point. This scanning process 
results a significant increase in the light collection efficiency. However, it also results a long acquisition 
time. This makes SLOT more suitable for relatively large optically cleared samples [36, 110] which are 
sensitive to photobleaching or phototoxicity.   
 
 
Figure 2.20: The schematic setup of SLOT. A photo diode is used to capture transmitted light. FL – 
fluorescence filter. PMT – photon multiplying tube. (This figure is adapted from [36].) 
 
2.8. Numerical analysis of spatial resolution in OPT and SPIM 
The last section briefly outlined the 3-D imaging techniques commonly used in mesoscopic biomedical 
research, especially highlighting OPT and SPIM (a common form of light sheet microscopy) and their 
advantages, disadvantages, applications and limitations. Although these discussions illustrated the 
differences between them (e.g. configuration, spatial resolution, efficiency), they did not adequately quantify 
the strength of the rotational scanning (for OPT) or discuss properly the differences between the image 
formation properties of OPT and SPIM instruments. In this section, a number of formulae describing the 
different behaviour of the most common form of these two instruments will be presented and a numerical 
analysis of the “standard” spatial resolution of these systems will then be discussed.     
Consider a sample with a volume of X
3
. The resolution of an optical system is the necessary minimum 
separation between two objects such that their corresponding images can still be resolved via the optical 
system. According to the Rayleigh criterion, this separation is limited by the 2-D PSF at best focus of the 
optical system, which is the Airy diffraction pattern (for circular exit pupils). The radius of the disk, rAiry, is 
defined as the radius to the first dark ring, given by, 
NA
rAiry
61.0
       2-20 
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where λ is the wavelength of light, NA the numerical aperture of the imaging system. It is noted that the 2-D 
PSF is just the cross section of the 3-D PSF of the optical system and varies as a function of distance 
between the object and the focal plane. Consequently, Eq. 2-20 applies only at the focal plane (best focus) of 
the optical system. The resolution here is indeed lateral resolution in the plane perpendicular to the optical 
axis.  
DOF is a charateristic of the axial focussing properties of an optical system. It is measured parallel to the 
opical axis. Objects which are located within the DOF of the optical system are considered to be in 
reasonable focus (i.e. the lateral resolution does not vary significantly along the optical axis). In practice, the 
range of pixel number and density for image sensors is limited (i.e. not significantly beyond the sampling 
limit of the PSF) and the DOF does not just depend on the NA and imaging wavelength but is related by [90]     



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


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a
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
   2-21 
where nbath is the refractive index of the medium in which the specimen is immersed, λ the wavelength of 
light, e the pixel size of the imaging detector and Ma the lateral magnification of the imaging system. 
According to the Nyquist criterion of sampling frequency, the Airy disk must be sampled with a detector 
spacing less than half of the radius. This is required so that the image is diffraction limited (not pixel 
limited). This requires that the pixel size satisfies  
2
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a
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e
       2-22 
and making the substitutions into Eq 2-21, the maximum possible DOF is given 
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Therefore,   
2max
305.1
NA
nDOF bath

     2-24 
Equations 2-20 and 2-24 indicate the conventional trade-off between increasing the NA to improve the in-
focus lateral resolution and reducing the NA to increase the DOF. In a typical OPT system, in which the 
trade-off is actually mitigated by arranging for the DOF of the imaging system to extend through half of the 
sample by locating the focal plane a quarter of the way into the sample rather than focusing at the axis of 
rotation. This relationship is described by 
XDOF 5.0       2-25 
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As a result, the relationship between a given sample size and image resolution (considering OPT has 
isotropic resolution due to its rotational scanning) including lateral (RL) and axial (RZ) resolution in OPT is 
expressed by 
X
n
NA bath


61.2
     2-26 
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X
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
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

 143.0
61.2
61.061.0   2-27 
For light sheet microscopy, it is preferable to have the light sheet as thin as possible and uniform across the 
field of view. However, how thin the illuminated volume can be is limited by diffraction. In a “standard” 
SPIM system, cylindrical optics are used to generate a sheet of varying thickness. The light converges 
towards the sample and diverges away from it. Considering a Gaussian beam used in SPIM, shown in Fig. 
2.21,  
 
 
Figure 2.21: Gaussian beam width as a function of the axial distance z. ω0: beam waist; b: depth of 
focus; ZR: Rayleigh range. 
 
The relationships between Rayleigh range (ZR), depth of focus (b) and beam waist (ω0) are given respectively 
by 

 20RZ       2-28 

 2022  RZb      2-29 
The waist of the light sheet is located in the centre of the FOV. In “standard” SPIM, the sample needs to be 
located within the depth of focus b to ensure the light sheet is reasonably uniform across the whole sample, 
which indicates Xb  ,then 
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
 202X       2-30 
In order to obtain an image with no out-of-focus blur, the DOF of the detection objective should be at least 
the thickness of the light sheet, 
02DOF       2-31 
As a result, the relationships between a given sample size and image resolution for SPIM are described by 
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Figure 2.22: Theoretical lateral and axial (sectioned) resolution of SPIM and OPT for samples on the 
scale of 1-30 mm. The lateral and the axial resolution of SPIM are shown as the red circles and the red 
dotted lines and the lateral and the axial resolution of OPT shown as the blue dots. Indeed, OPT has 
isotropic resolution and thus, the blue dots are the same and cannot be distinguished in this figure. (λ -500 
nm, nbath - 1.3) 
 
Figure 2.22 shows the optimal lateral and the sectioned (axial) resolution of SPIM and OPT when imaging 
samples on 1 mm - 3 cm scale with the lateral and the axial resolution of SPIM as the red circles and the red 
dotted lines respectively and the lateral and the axial resolution of OPT as the blue dots. Indeed, OPT has 
isotropic resolution and as a result the blue dots are the same and cannot be distinguished in this figure. 
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Although for a given sample size, the best lateral resolution of SPIM is higher than that of OPT, the 
sectioned resolution of SPIM is lower than the axial resolution of OPT. This also indicates that SPIM has an 
anisotropic resolution, which becomes worse as the given sample size increases. In practice, to achieve a 
more isotropic resolution in a SPIM system, the NA of the detection objective is often reduced, and/or the 
sample can be rotated such that the depth of focus (b) only covers part of the sample.  
In conclusion, this section has discussed a numerical analysis of the “standard” spatial resolution of OPT and 
SPIM by following a number of formulae describing the different behaviour of the most common form of 
these two instruments. It has shown that for a given sample size, although SPIM could provide higher lateral 
resolution, it has anisotropic resolution, which could potentially make the analysis of 3-D images difficult, 
while OPT has isotropic spatial resolution due to its rotational scanning.  
 
 
2.9. Standard FBP algorithms for parallel beam projections 
Ideally, projections are a set of integrated measurements of some sample property (e.g. absorption, 
fluorescence) along straight lines through the object and referred to as line integrals. The key to tomographic 
reconstruction is the Fourier Slice Theorem, which relates the 1-D Fourier transform of the projection data to 
the 2-D Fourier transform of the object cross section. The Fourier Slice Theorem will be derived by finding 
the Fourier transform of a projection taken along straight-ray lines. The reconstruction algorithm based on 
this straight-ray projection assumption is known as the FBP algorithm. 
As the name indicates, there are two essential aspects of FBP: the filtering part, which is a simple weighting 
of each projection in frequency space, and the backprojection part, which finds the elemental reconstructions 
by adding together the inverse Fourier transform of each weighted projection at the corresponding projection 
angle. Generally, the complete FBP algorithm can be divided into four steps: Fourier transform of the 
measured projection data, multiplication by the weighting filter, inverse Fourier transform of the filtered 
projections and summation over the image plane (the backprojection process). The backprojection process is 
named as such since it can be visualised as the smearing of each filtered projections over the image plane 
[76]. It is noted that the specific FBP reconstruction algorithm used depends on the type of projection data 
measured, for example the standard FBP algorithm is used with parallel beam projection data and the 
weighted FBP algorithm is used with fan beam data.   
The standard FBP algorithm for parallel-beam projection is derived by first considering how projections of 
an object are formed through line integrals, as shown in Fig. 2.23. A line integral is the integral of some 
property (e.g. absorption, fluorescence) of the object along the line. Taking one slice of the object, which is 
represented by a 2-D function i(x,y), a line integral Pθ(r) (r = x∙cosθ + y∙sinθ) is defined as 
   




 dxdyryxyxidsyxirP
liner
)sincos(),(),(
),(


   2-35 
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The function Pθ(r) is known as the Radon transform of the function i(x,y). A projection is formed by 
combing a set of line integrals. The simplest projection is a collection of parallel ray integrals, which is 
known as parallel-beam projection. 
 
 
Figure 2.23: A slice of an object, i(x,y), and its parallel projection Pθ(r), which is taken by measuring a 
set of parallel rays, from an angle of θ.   
 
The Fourier Slice Theorem is derived by taking the 1-D Fourier transform of a parallel projection. It is noted 
that this is equivalent to a radial line in the 2-D Fourier transform of the original object. The 2-D Fourier 
transform of the object function is defined as 
       





 dxdyeyxikkI yx
ykxki
yx
2
,,    2-36 
The Fourier transform of a projection Pθ(r) at an angle θ is given by  
   drerPS ri


  
2)(      2-37 
The simplest example is given for a projection at θ = 0 (i.e. along the y dimension). Consider the Fourier 
transform of the object along the line in the frequency domain given at ky = 0, then the Fourier transform is 
simplified to 
    dydxeyxikI xxkix  




 2,0,     2-38 
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This integral then can be split into two parts, 
    dxedyyxikI xxkix  











 2,0,     2-39 
It is noted that the term in brackets can be recognised as the equation for a projection along lines of constant 
x. Substituting Eq. 2-35 in Eq. 2-39, then 
    dxexPkI xxkix 






2
00,      2-40 
The right-hand side of Eq. 2-40 represents the 1-D Fourier transform of the projection Pθ=0. This relationship 
is the simplest form of the Fourier Slice Theorem. It is clear that this is independent of the orientation 
between the object and the coordinate system.   
Furthermore, considering the (r,s) coordinate system to be a rotated version of the original (x,y) system and 
substituting Eq. 2-35 in Eq. 2-37, then  
  dxdyeyxiS yxi 




 )sincos(2),(      2-41 
The right-hand side of Eq. 2-41 represents the 2-D Fourier transform at an angle θ,  
  )sin,cos(),(  IIS      2-42 
This relationship is on a more solid foundatation and is the essence of parallel-beam projection tomography. 
It proves the Fourier Slice Theorem, which relates the 1-D Fourier transform of a projection to a single radial 
line of the 2-D Fourier transform of the objent. This provides a simple conceptual model of tomography – 
given the Fourier transform of each projection at sufficient angle sampling the projections could be 
assembled into a complete estimate of the Fourier transform of the object and then simply inverted to obtain 
an estimate of the object.   
The algorithm which is widely deployed in almost all applications of parallel-beam projection tomography is 
the standard FBP algorithm. It is straightforward since each projection represents a nearly independent 
measurement of the object by finding the Fourier transform of the projection and then using the Fourier Slice 
Theorem. It is noted that the projections are nearly independent because the background (i.e. the DC term in 
the frequency domain) is the common information in the Fourier transforms of the different projections at 
different angles. It is also noted that low spatial frequencies at one oritation may be seen as higher spatial 
frequencies in another.     
Recalling the formula for the inverse Fourier transform, the 2-D object function i(x,y), can then be expressed 
as  
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  2-43 
Exchanging the rectangular coordinate system in the frequency domain, (kx, ky), for a polar coordinate 
system, (ω, θ), by making the following substitutions,  
 cosxk
  
 sinyk    dddkdk yx   
The inverse Fourier transform in a polar system can be described as 
    



 
2
0 0
)sincos(2,, ddeIyxi yxi
 
  2-44 
The integral can be split into two by considering θ from 0º to 180º and from 180º to 360º, and then using the 
property  
 
  ),(180,   II     2-45 
Eq. 2-44 then can be written as 
    





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


 
0
2),(, ddeIyxi ri     2-46 
Substituting Eq. 2-42 in Eq. 2-46 (i.e. substituting the Fourier transform of the projection at θ for the 2-D 
Fourier transform of the object), Eq. 2-46 can be written as  
    










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0
2)(, ddeSyxi ri     2-47 
The term in brackets can be recognised as a filtering operation, where the frequency response of the filter is 
given by |ω| (i.e. the ramp filter); therefore, the resulting projection from this operation can be called a 
“filtered projection”. Then, the resulting projections for different angles θ are added to form the estimate of 
i(x,y). In the reconstruction process, each filtered projection is backprojected or smeared across a 2-D image 
plane at the corresponding acquisition angle.   
In order to approximate straight-ray projection, in OPT the specimen is suspended in a refractive index 
matched medium and as a consequence light will propagate in straight lines due to index matching (i.e. no 
refractive scattering). Furthermore, imaging system must be arranged such that approximately parallel rays 
only are imaged (i.e. the “effective” DOF covers the volume to be imaged). Therefore, the standard FBP 
algorithm can be typically used for tomographic reconstruction in OPT. It is noted that this OPT 
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reconstruction process (i.e. using the FBP algorithm) can be modified to take into account the optical 
characteristics of the imaging system, which will be discussed in more detail in Chapter 3 [90, 91].    
 
2.10. Conclusions 
This chapter has provided an introduction to the basic concepts of fluorescence and its main physical 
properties and particularly how to utilise fluorescence for biomedical applications. The fluorescence signal 
can be described in terms of intensity, absorption and/or emission spectra and lifetime, all of which are not 
only defined by the molecular structure but also affected by the local fluorophore environment. A number of 
the common implementations of fluorescence imaging were outlined, particularly the common methods for 
fluorescence lifetime measurements (TCSPC, wide-field time-gated and frequency domain). The technique 
of FRET was also introduced since it allows information on the energy transfer between appropriately 
labelled proteins (donor-acceptor). This phenomenon is of significance since the interaction between the 
donor and the acceptor happens at a length scale far beyond the diffraction limit but through energy transfer 
colocalisation/interaction can still be inferred. The method of measuring FRET by using FLIM was also 
introduced as well as its potential advantages.   
This chapter has also reviewed the current 3-D optical imaging techniques for mesoscopic samples, including 
OPT, light sheet microscopy and SLOT. The concept, the most common implementations, the developments 
and the applications for these imaging techniques were outlined as well as the comparison between them.  
A numerical analysis of the “standard” spatial resolution of OPT and SPIM was discussed by following a 
number of formulae describing the different behaviour of the most common form for those two instruments. 
It described that for a given sample size, although SPIM could provide higher lateral resolution, the 
resolution is anisotropic, which could potentially make the analysis of 3-D images difficult, while OPT has 
isotropic spatial resolution due to its rotational scanning.  
The standard FBP algorithm was derived from the mathematical basis of tomography with non-diffraction 
sources to recover the cross-sectional images of an object from the projection data. The assumption on 
parallel-beam projection that underlies the standard FBP algorithm was discussed. 
The remainder of this thesis utilises some of the techniques introduced in this chapter (i.e. fluorescence 
imaging, wide-field time-gated FLIM, FRET and OPT), particularly OPT, in studies. The thesis primarily 
aims at the development of OPT for 3-D mesoscopic biomedical imaging. 
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Chapter 3: Optimising reconstructed OPT 
images 
This chapter is concerned with the investigation of modified OPT reconstruction techniques that account for 
the optical characteristics (i.e. the modulation transfer function (MTF)) of the imaging system by either 
MTF-mask filtering or deconvolution by the MTF [91].  
Initially, the in-house developed intensity-based OPT microscope system is characterised by experimentally 
determining the MTFs for different effective collection NAs of the system as a function of defocus to 
quantify the additional spatial frequency modulation applied by the use of focussed optical radiation with its 
associated instrumentation in OPT. Typically, the standard FBP algorithm is deployed for computed 
tomographic reconstruction. In practice, however, the use of focussed optical radiation with its associated 
instrumentation limits the applicability of the standard FBP algorithm, which assumes parallel-beam 
projection. To accommodate non-parallel light imaging in OPT, modified reconstruction techniques 
incorporating the MTF information of the system by using the experimentally determined MTFs as either 
mask filters or deconvolution filters are investigated. First, a 2-D binary filter based on the MTF frequency 
cut-off is employed as an additional filter during backprojection reconstruction, which restricts the high 
frequency information to the region around the focal plane and progressively decreases the spatial frequency 
bandwidth with defocus. This MTF-mask filter helps to suppress “streak” artefacts in OPT data acquired 
with a reduced number of projections (i.e. at reduced angular sampling), thereby facilitating faster OPT 
acquisitions while maintaining reasonable quality reconstructions. It is of significant interest to achieve 
reasonable quality images with a reduced  number of angular projections (i.e. under sampling) because this 
will reduce the overall light dose on the sample - and therefore any photobleaching or phototoxic effects - 
and improve time-lapse resolution, e.g. for in vivo imaging. In addition, this reduced number of acquired 
projections will lead to a reduction in storage space required for a data set and its reconstruction time. The 
experimentally determined MTF can also be used to produce an appropriate deconvolution filter that can be 
employed to correct for any spatial frequency modulation applied by the imaging system. The MTF-
deconvolution approach provides improved resolution reconstructions for high-angular-sampling OPT 
acquisitions. Topics in this chapter include: 
 Optical characterisation of OPT systems by experimentally determining MTFs as a function of 
defocus  
 Discussion on image reconstruction based on the standard FBP algorithm 
 Modified OPT reconstruction incorporating MTF-mask filtering  
 Modified OPT reconstruction incorporating MTF-deconvolution  
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3.1. Determination of the MTF of OPT system 
3.1.1. Imaging system  
The in-house developed intensity-based OPT microscope system utilising both transmitted light and 
epifluorescence imaging was built on a standard inverted wide-field microscope (IX-71, Olympus UK Ltd). 
Figure 3.1 shows a schematic of this intensity-based OPT system. A 4x objective (UPLFLN4X, Olympus 
UK Ltd) was employed in the experiments. The choice of filter cube was governed by the sample. For 
example, a standard GFP filter cube (GFP-3035B-OMF, Laser 2000 Ltd) was chosen for GFP-label imaging 
(e.g. a fluorescent Casper:Fli-EGFP transgenic zebrafish). Appropriate apertures (AP) positioned directly 
behind the objective defined the diameter of the back aperture, and were used to adjust the effective 
collection NA of the system. Images including transmitted and fluorescence images were recorded on a CCD 
camera (Clara, Andor Technology plc, 1040×1392, 6.45 µm pitch size, cooled to -20 ºC) via a tube lens (U-
CMAD3, Olympus UK Ltd).  
A custom-built chamber was fabricated to hold the small tube-mounted samples (e.g. zebrafish embryos or 
bead phantoms in short lengths of translucent Fluorinated Ethyline Propylene (FEP) tubing) in a refractive 
index-matched environment and to allow stable sample rotation without unnecessary movement.  Figure 3.2 
shows the basic features of the intensity-based OPT microscope system, including white-light transmission 
imaging, an illumination port for excitation by an external source (i.e. a mercury arc lamp or an ultrafast 
fibre-laser-pumped super-continuum source in this work, described in Appendix I), an imaging port, a 
custom-built chamber and a rotation stage.   
The focusing arrangement in this chapter was configured such that the focal plane of the imaging system and 
the axis of rotation were coincident. For this coincident arrangement, all parts of sample will pass through 
the focal plane twice over the full rotation (i.e. 360º) and the region around the focal plane (or the axis of 
rotation) will be always maintained at “best focus”. There are other possible focusing arrangements (e.g. 
focusing the imaging systems at shifted planes in the sample, which will be discussed in Chapter 4). For 
those arrangements, the front half of the sample is imaged under the parallel-beam projection approximation, 
which interrogates the entire sample during the course of a full complete rotation but objects located between 
the axis of rotation and the nearest focal plane to the axis of rotation will never be imaged at “best focus” 
(i.e. will not pass through the focal planes). 
Although the work described in this chapter used the coincident optical arrangement, the ideas expressed are 
applicable to other arrangements. It is noted that, for the coincident optical arrangement, it is only necessary 
to acquire angular projections over 180º when imaging absorption coefficients in transmission. However, for 
fluorescence tomography, this is not the case if there is a spatial variation in excitation intensity or 
fluorescence absorption (inner filter effect) across the sample. 
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Figure 3.1: Schematic of in-house developed intensity-based OPT microscope system. O – objective, AP 
– aperture, L1 – condenser lens, F1 – excitation filter, DM – dichroic mirror, L2 – tube lens, F2 – emission 
filter, M – mirror.  
 
 
Figure 3.2: Photograph of intensity-based OPT microscope system.  
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3.1.2. MTF characterisation  
As described in Chapter 2, the key advantage of OPT compared to X-ray CT is the use of optical radiation in 
biological tissues with its rich spectroscopic contrast, including absorption and fluorescence. However, the 
use of focussed optical radiation with its associated instrumentation in “high magnification” OPT limits the 
applicability of parallel-beam projection. In order to quantify this additional spatial frequency modulation 
applied by the focussing optical system, the OPT system is characterised by experimentally determining the 
MTFs for different effective collection NAs of the optical imaging system as a function of defocus. This 
MTF information can be used to understand the trade-off between the spatial resolution and sample size and 
therefore used to optimise the configuration of the system and further incorporated to modify the 
reconstruction process. 
The 1-D MTF, which is the Fourier transform of the line spread function (LSF), is a parameter that 
characterises the spatial resolution properties of an imaging system. The straightforward approach to 
measuring the MTF of an optical system is to image a sub-resolution slit, obtain the LSF and then calculate 
the MTF through the Fourier transform method. However, this method is sensitive to noise. Yin et al. 
reported an analytic method to determine the MTF in a digital system by imaging a slit and analysing its 
digitized image [111]. In this case, a 10 µm slit was adequate for the resolution. However, considering the 
small pixel dimension of the detection camera (e.g. 6.45 µm in the CCD used in this work) and the 
achievable optical resolution in OPT (e.g. a few µm), a 10 µm slit was too large for an accurate MTF 
measurement. Boone et al. extended this method by using the edge spread function (ESF) instead of the LSF 
[112]. The ESF, which is the integral of the LSF, was measured by imaging a sharp discontinuity (e.g. a 
knife-edge). The profile of the straight edge, the ESF, was fit by analytic equation and the fitting parameters 
were employed in an analytic expression of the MTF. This technique relies on oversampling a continuous 
knife-edge image. However, when it is applied to a digital imaging device with a finite pixel dimension, the 
image is not sampled sufficiently, which may introduce aliasing and therefore, significant errors in 
calculating the MTF.   
To further address the sampling issue and obtain an accurate MTF, Gundy et al. extended the traditional 
knife-edge technique by tilting the knife-edge with respect to the CCD pixels [113]. This allows generation 
of a composite scan with a higher resolution than the sampling rate defined by the pixel size. What follows 
describes a tilted knife-edge technique used to determine the MTF for the different effective collection NAs 
of the OPT system as a function of defocus [91]. 
3.1.2.1. Methods 
Transmitted light images of a scalpel blade mounted in the custom built chamber filled with water (i.e. the 
typical refractive-index matched medium in OPT applications, e.g. in vivo zebrafish embryo imaging) at an 
angle of ~9.5º relative to the vertical axis of the CCD were acquired. Figure 3.3 (a) and (b) show the 
transmitted light in-focus and defocus images with the NA of 0.07 respectively.  
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Figure 3.3: Transmitted light (a) in-focus (0 µm) and (b) defocus (200 µm) images of a scalpel blade 
with the NA of 0.07.  
 
It is noted that the transmitted light images were based on incoherent white-light source since the targeted 
MTF was the incoherent MTF of the system considering the incoherent nature of fluorescence. The 
transmitted light images were acquired over a focus range of 2.4 mm (i.e. up to 1.2 mm either side of the in-
focus image) and repeated for effective collection NAs in the range 0.03-0.09.  The distance of the scalpel 
blade from the focal plane (i.e. best focus) was recorded by a plunge dial indicator (model #398877, RS Ltd). 
Average ESFs were determined from 10 bright field and 30 background images. The ~9.5º tilt facilitated an 
increased effective sampling of the knife-edge by interleaving 6 rows of pixels to produce a 1-D ESF. Figure 
3.4 (a) illustrates the 1-D ESF from the in-focus blade image (Fig. 3.3 (a)). 
Based on the analysis method (to obtain the analytical MTF from the fit of the corresponding ESF) by Boone 
et al. [112], an analytic equation representing the weighted sum of an error function and exponential 
recovery term was used to fit the measured ESFs, given by  
        



  0
2
1
0exp1 xxderfcxxbaxESF   3-1 
where erf is the error function, defined as 

x
t dtexerf
0
22
)(

 . The parameters from these fits were then 
used in an analytic expression to determine the MTF, given by  
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Figure 3.4 (a) shows the measured in-focus ESF and the resulting fit for the imaging system (the blue dots 
and the red solid line respectively). The resultant MTF, determined by using both the analytic expression and 
the numerical Fourier transform procedure (i.e. numerical differentiation and Fourier transformation) are 
illustrated by the red solid line and the blue dots respectively in Fig. 3.4 (b). 
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Figure 3.4: (a) The measured ESF is plotted as discrete data points. The fit to these points is illustrated 
by the red solid line. The linear correlation coefficient between these two is 0.9999. (b) The corresponding 
MTF at this position from the analytical method, shown as the red solid line, and from the numerical Fourier 
transform procedure, shown as data points.  
 
 
 
Figure 3.5: Three pairs of MTFs at the different positions from the analytical method, shown as the 
lines, and the numerical Fourier transform procedure, shown as data points. MTF1 is the MTF in focus; 
MTF2 and MTF3 are for 70 and 200 µm defocus, respectively. 
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The MTFs at different focal positions were analysed to obtain 1-D MTF information as a function of 
defocus. Figure 3.5 shows three pairs of MTFs at different positions (in-focus, 70 and 200 µm defocus) with 
the lines corresponding to the analytical method and the data points corresponding to the numerical Fourier 
transform procedure, visibly illustrating the reduction in the bandwidth of the transferred spatial frequencies 
as a function of defocus. These curves also illustrate the high correspondence between the conventional 
Fourier transform approach and the analytical method. 
It is noted that in the ESF fitting process, a Gaussian-dominated model of the LSF was assumed and 
therefore also the resulting MTF. While this is not the correct functional form for the MTF of a ‘perfect’ lens 
with a circular aperture, the limiting resolution is dominated by the first minimum of an ideal in-focus MTF 
form. The cut-off frequency can be determined by fitting the assumed model to an ideal in-focus MTF, 
which results in an offset of 3.6%. Therefore, this value can be used as the frequency cut-off threshold for 
this MTF model. Considering this along with the noise associated with the ESF measurement, particularly at 
high spatial frequencies, it is sufficient to use the Gaussian-dominated approximation for the generation of 2-
D MTFs (i.e. the 1-D MTFs as a function of defocus). 
3.1.2.2. Results and discussion 
 
 
Figure 3.6: MTFs as a function of defocus (z) for different effective NAs (0.09, 0.07, 0.06, 0.05, 0.04 and 
0.03) of the 1×1 binning intensity-based OPT microscope system. (1040×1040, Δkx = 0.596 mm
-1, Δy = 
1.6125 µm, the vertical scale -838.5 – 838.5 µm and the horizontal scale -309.92 – 309.92 mm-1). These 
measurements were not limited by camera pixel size.   
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Figure 3.6 shows six 2-D MTFs (1040×1040) as a function of defocus for different effective NAs (0.09, 
0.07, 0.06, 0.05, 0.04 and 0.03) of the 1×1 binning intensity-based OPT microscope system. The pixel 
dimension for the vertical axis (defocus distance) is 1.6125 µm and for the horizontal axis (spatial frequency) 
is 0.596 mm
-1 
(i.e. the vertical scale -838.5 – 838.5 µm and the horizontal scale -309.92 – 309.92 mm-1), 
where the pixel size of the CCD camera is 6.45 µm and a 4x objective was used in the OPT microscope 
system (i.e. the magnification of 4). It is evident that as the NA decreases the in-focus bandwidth (i.e. lateral 
resolution) decreases and the DOF of the optical system increases. For a given sample size, an appropriate 
NA of the OPT system is required to balance the resolution and the DOF. It is noted that these measurements 
were not limited by the CCD camera pixel size.   
 
3.2. Reconstruction based on the standard FBP algorithm 
The reconstruction process recovers a stack of cross-sectional images of a sample from a series of projection 
images acquired at different projection angles. Ideally, projections would be a set of integrated 
measurements of some sample property (e.g. absorption, fluorescence) along straight lines through the object 
and referred to as line integrals. As discussed in section 2.9, the reconstruction algorithm based on the 
parallel-beam projection assumption is known as the standard FBP algorithm. This section illustrates the 
performance of the standard FBP reconstruction approach, which will be used as the reference for the 
following sections to evaluate the performance of modified reconstruction approaches. 
3.2.1. Materials   
To evaluate the performance of the different reconstruction methods, a bead phantom was used as a model 
sample. The phantom consisted of a low concentration suspension of fluorescent beads (F8844, Life 
Technologies Ltd) in 2% agarose, with an average bead diameter of 14.8±0.13 µm and excitation/emission 
maxima at 505/515 nm respectively. The phantom was drawn into short lengths of translucent FEP tubing 
(#06406-60, Cole-Palmer).  
3.2.2. Acquisition procedure and settings 
3.2.2.1. Intensity-based OPT acquisition procedure 
OPT is based on the wide-field acquisition of a series of 2-D intensity images (absorption/fluorescence) at 
different projection angles. For intensity-based OPT acquisition, the programme starts with selecting the 
rotation stage and camera and then initialising and setting up the camera (e.g. binning, integration time, 
cooling) and the rotation stage. During the acquisition, the CCD is typically set to a single scan internal 
trigger mode and then triggered by the signal from the program for a user defined period (i.e. integration 
time). After the integration, the CCD is read out and the image is saved. After that, the rotation stage then 
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switches to the next angular position.  This process is repeated for a user-defined number of angular steps. 
Figure 3.7 shows a schematic of the intensity-based OPT “standard” acquisition procedure. 
 
 
Figure 3.7: Schematic of the intensity-based OPT “standard” acquisition procedure.   
 
3.2.2.2. Acquisition settings 
A 4x objective (UPLFLN4X, Olympus UK Ltd) and a GFP filter cube (GFP-3035B-OMF, Laser 2000 Ltd) 
were employed. Three different apertures were positioned directly behind the objective, resulting in effective 
collection NAs of 0.06, 0.07 and 0.09. Images were formed on a CCD camera (Clara, Andor Technology 
plc). The analytic values for the resolution at best focus (rAiry) and the DOF for different NAs of 0.06, 0.07 
and 0.09, which were calculated using Eq. 2-20 and 2-21 respectively, are given in Table 3.1. 
 
 NA 0.06 NA 0.07 NA 0.09 
rAiry (µm) 5.3 4.5 3.5 
DOF (µm) 228 169 108 
 
Table 3-1: The analytic values for the resolution at best focus and DOF for different effective NAs of 
the OPT system. 
 
During a standard OPT acquisition, image data was acquired at equal angular intervals as the sample rotated 
(e.g. acquiring images every 1º over a full rotation). A typical exposure time for each frame of the bead 
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phantom was 100 ms (which filled the dynamic range of the CCD for the effective NA of 0.07). In practice, 
however, to enable the results from different effective NAs to be compared directly, the exposure time was 
adjusted to maintain a consistent signal-to-noise (SNR) ratio.  
3.2.3. Evaluation methods  
All reconstructed cross-sectional images were visually examined to directly evaluate the differences between 
the standard FBP reconstruction and the modified reconstructions. To further quantify the performances of 
the different reconstruction techniques, a line was plotted through the radial and tangential axes centred on 
the reconstructed beads, as illustrated in Fig. 3.8, and the full width half maxima (FWHM) of the 
reconstructed bead images were measured along the radial and tangential axes.  
 
 
Figure 3.8: Schematic of radial and tangential resolution used to evaluate the image quality. 
 
3.2.4. Ramp filter  
Assuming a parallel-beam projection regime, each row of pixels in a recorded image can be considered as a 
1-D projection (i.e. a sum along the optical axis of a 2-D slice through the sample). In the standard FBP 
reconstruction, a 1-D ramp filter is applied to each projection to correct for the sampling of the spatial 
frequency content of the object because of the rotational scanning geometry and the resulting repeatedly 
acquired background (i.e. the DC term in the frequency domain). The filtered projections are then 
backprojected or smeared across the 2-D image plane.  
Alternatively, to directly compare with the modified reconstruction methods, this can be done by first 
smearing the unfiltered projection across the 2-D plane (X, Y – spatial), as indicated in Fig. 3.9 (b). Then a 
1-D Fourier transform is applied across the dimension X to form a 2-D plane (Kx – spatial frequency, Y – 
spatial). After this, a 2-D ramp filter (Kx – spatial frequency, Y – spatial), which is indeed a smeared 1-D 
ramp filter as shown in Fig. 3.9 (c), is applied to correct for the sampling of the spatial frequencies. After the 
inverse 1-D Fourier transform across the dimension Kx, a smeared filtered projection across the 2-D image 
plane (X, Y – spatial) is achieved, as indicated in Fig. 3.9 (d).  
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Figure 3.9 (a) and (b) show a simulated object and its corresponding smeared unfiltered backprojection (i.e. 
2-D) at one orientation while (c) and (d) show a normalized 2-D ramp filter and the corresponding filtered 
backprojection after applying this ramp filter. It is noted that the high spatial frequency components are 
present across the whole image plane without any restriction in this case. After the filtering, the set of such 
filtered projections would then be summed over the image plane at each corresponding acquisition angle to 
reconstruct the tomographic images (i.e. the 2-D cross sectional images of the object). 
 
 
Figure 3.9: (a) A simulated object and (b) its corresponding smeared unfiltered backprojection (i.e. 2-
D) at one orientation; (c) 2-D ramp filter and (d) 2-D backprojection at one angle with this ramp filter 
applied in the reconstruction process. (effective NA of 0.07 for the OPT system; 1040×1040 pixels,  Δkx = 
0.596 mm
-1
, Δx, Δy = 1.6125 µm; the scale of x,y is -838.5 – 838.5 µm and the scale of kx is -309.92 – 309.92 
mm
-1
) 
 
3.2.5. Standard FBP reconstruction results and discussions  
The reconstruction process produced a stack of cross-sectional (X-Y slice) images of the bead phantom for 
different effective collection NAs of 0.06, 0.07 and 0.09. To compare the results for different effective 
collection NAs, two beads located at different distances (i.e. 103 µm for the near-axis bead and 334 µm for 
the off-axis bead) from the axis of rotation were chosen. It is noted that these two beads were not in the same 
Z plane and therefore their sinograms were independent and reconstruction could be achieved separately for 
each bead. The sinograms of these two beads could also be combined computationally to give a more 
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complex object if desired. The reconstructions in this sub-section were achieved from the high-angular-
sampling (i.e. 1º interval for the full rotation) experimental projection datasets by applying the standard FBP 
approach with the ramp filter.  
 
 
Figure 3.10: The experimental (a) raw sinogram for the central plane of the beads and (b) corresponding 
reconstructed X-Y image of (a) with the standard FBP algorithm. The results were reconstructed from 360 
projections (i.e. a 1º interval) for an effective NA of 0.07. Scale bar, 200 µm.  
 
 
 
Figure 3.11: Line plots and Top-hat convolved Gaussian fits through the (a) radial and (b) tangential 
axis of the reconstructed off-axis bead in Fig. 3.10, where the points correspond to the reconstructed data 
and the lines to the fits. The off-axis bead is located 334 µm away from the axis of rotation.   
 
Figure 3.10 (a) shows the combined raw sinogram for the central plane of the beads with an effective NA of 
0.07 for the OPT system and (b) shows the corresponding reconstructed cross-sectional image (X-Y image) 
of the combined beads from the standard FBP reconstruction. The near-axis bead exhibits visually better 
tangential resolution than the off-axis bead. This can be explained by the fact that the off-axis bead for the 
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DOF produced by an NA of 0.07 did not remain in reasonable focus (i.e. within the DOF) during the whole 
acquisition. This difference is also confirmed by the line-sections through the radial and tangential axis of the 
reconstructed off-axis bead centre, as shown in Fig. 3.11 (a) and (b) respectively, with accompanying Top-
hat convolved Gaussian fits providing the FWHM. 
The radial and tangential FWHM of the reconstructed beads (near-axis and off-axis) for NAs of 0.06, 0.07 
and 0.09 are given in Table 3-2. As expected, as the NA decreases the in-focus radial resolution (i.e. the best 
resolution) decreases as indicated by the increased FWHM of the near-axis bead. Similarly, as the NA 
decreases, the DOF increases as indicated by the reduced tangential FWHM of the off-axis bead. This 
illustrates the traditional trade-off in OPT between the achieved spatial resolution and the DOF. It is noted 
that at this magnification the imaging system operates just within the pixel sampling limit of the PSF 
(especially for the highest NA of 0.09, which operates at the Nyquist sampling limit) and therefore the curve 
fitting to the reconstructed bead diameter at higher NAs is sensitive to interpolation and pixel sampling.    
 
FWHM (µm) NA 0.06  NA 0.07  NA 0.09 
Radial (near-axis) 16.2  15.9  15.4 
Tangential (near-axis) 17.0  17.3  17.2 
Radial (off-axis) 13.0  12.6  12.7 
Tangential (off-axis) 25.9  32.9  45.1 
 
Table 3-2: The radial and tangential FWHM of the reconstructed beads for different effective NAs of 
0.06, 0.07 and 0.09 with the standard FBP reconstruction method (near-axis bead located 103 µm away 
from the axis of rotation; off-axis bead located 334 µm away from the axis of rotation; average bead 
diameter 14.8±0.13 µm). 
 
3.3. MTF-mask filtering reconstruction 
Two fundamental limits that restrict the application of OPT are imaging speed and spatial resolution. One 
important issue that limits imaging speed is the minimum number of angular projections required to 
adequately sample the subject and then to provide a reasonable tomographic reconstruction. This has been 
established in X-ray CT [76]. Adapting the standard equation for the number of projections required in the 
case of parallel-beam projection and assuming the spatial resolution is limited by diffraction (i.e. the NA of 
the optical system and the imaging wavelength), the required number of projections, M, for a low NA OPT 
system, is given by 
Airyr
DNAD
NM








61.0
   3-3 
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where N is the number of resolvable elements in the FOV or field of interest D given by the lateral resolution 
rAiry. The typical value of M for the standard OPT system is ≥360 projections. Such fine angular sampling 
implies long data acquisition times with concomitant light dose on the sample. The image acquisition time is 
particularly extended for FLIM-OPT in which a series of time-gated fluorescence intensity images are 
required at each projection angle. Therefore, it is of significant interest to obtain reasonable quality images 
with a reduced number of projections (i.e. under sampling) as the reduced total number of acquired 
projections will reduce the overall light dose on the sample - and therefore any photobleaching or phototoxic 
effects - and improve time-lapse resolution, e.g. for in vivo imaging. In addition, the reduced number of 
acquired projections will lead to a reduction in storage space required for a data set and the reconstruction 
time. However, inadequate angular sampling can result in “streak” artefacts, i.e. unwanted high spatial 
frequency projected features that appear away from the focal region, in the reconstructed images when 
employing the standard FBP algorithm.  
The aim of the following research is to maintain reasonable quality reconstructed images with a reduced 
number of acquired projections by modifying the standard OPT reconstruction process to incorporate the 
optical characteristic information (i.e. the MTF) as MTF-mask filtering. This is demonstrated by employing a 
2-D binary filter based on the MTF frequency cut-off as an additional filter during backprojection 
reconstruction. This MTF-mask filter restricts the high frequency information to the region around the focal 
plane and progressively decreases the spatial frequency bandwidth with defocus. Therefore, it helps to 
suppress “streak” artefacts in OPT data acquired at reduced number of projections (i.e. reduced angular 
sampling), thereby facilitating faster OPT acquisitions and reducing the overall light dose on the sample.  
3.3.1. MTF-mask filter  
In the standard FBP reconstruction, a ramp filter is applied to each projection, as described in sub-section 
3.2.4. The filtered projections are then back-projected at the corresponding acquisition angle and summed to 
reconstruct the cross section of the object. This process assumes parallel-beam projection, i.e. that the spatial 
frequencies transferred by the system are invariant along the projection direction. In order to account for the 
additional frequency modulation in the OPT system, a composite filter can be constructed from a 
combination of the 2-D ramp filter and the 2-D MTF-mask filter (i.e. the 2-D binary filter based on the MTF 
frequency cut-off).  
The MTF-mask filter is a 2-D binary mask, which is generated from the experimentally determined MTF for 
the NA used in the acquisition. The MTF determination process assumes a Gaussian-dominated model of the 
MTF. Fitting the assumed Gaussian-dominated model to an ideal in-focus MTF results in a difference of 
3.6% at the cut-off frequency and thus, the frequency cut-off threshold was set to 3.6% for this MTF model. 
The MTF-mask filter is then obtained by normalising the 2-D MTF by the frequency cut-off threshold, 3.6%, 
and then setting values above 1 to 1 and values below 1 to 0.  
This filter is designed to appropriately restrict the spatial frequency components to regions from which the 
optical system could have transferred them. Using this filter as an additional filter in the reconstruction 
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reduces the high spatial frequency components away from the focal plane (i.e. only present in the region 
around the focal plane), thus a more realistic reconstruction may be achieved and “streak” artefacts 
suppressed at reduced angular sampling.  
 
 
Figure 3.12: (a) 2-D binary MTF-mask filter, (b) 2-D ramp filter, (c) the combination of the MTF-mask 
filter and 2-D ramp filter and (d) backprojection at one angle with the MTF-mask filter and ramp filter 
applied in the reconstruction process from the same simulated raw data in Fig. 3.9. (effective NA of 0.07 for 
the OPT system; 1040×1040 pixels,  Δkx = 0.596 mm
-1, Δx, Δy = 1.6125 µm; the scale of x,y is -838.5 – 
838.5 µm and the scale of kx is -309.92 – 309.92 mm
-1
) 
 
Figure 3.12 (a) shows the 2-D binary MTF-mask filter for an effective collection NA of 0.07 for the OPT 
system and (b) shows a normalised 2-D ramp filter. Figure 3.12 (c) shows the combination of the MTF-mask 
filter and the ramp filter applied in the reconstruction process and (d) shows the 2-D backprojection from the 
same simulated raw data in Fig. 3.9 but with the combined filter applied. Therefore the high spatial 
frequency components should only be present in the region from where the optical system could have 
transferred them. It is noted that the 2-D binary filter could potentially produce artefacts in the 
reconstruction, although the 2-D ramp filter tends to suppress the low spatial frequency components that 
might be generated as the MTF-mask filter narrows away from the focal plane. In addition, the averaging 
(i.e. summing up) of the backprojection process also tends to suppress such artefacts. In practice, the 2-D 
MTF-mask filter did not seem to produce discernible artefacts.    
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3.3.2.  MTF-mask filtering reconstruction results and discussion  
The same raw experimental dataset of the bead phantom was reconstructed with the MTF-mask filtering 
approach. The reconstruction process produced a stack of cross-sectional images of the bead phantom for 
effective collection NAs of 0.06, 0.07 and 0.09. 
3.3.2.1. Simulation results 
 
 
Figure 3.13: The simulated (a) standard FBP reconstruction and (b) the background for (a). The 
simulated (c) MTF-mask filtered reconstruction and (d) the background for (c). The results were 
reconstructed from 90 projections (i.e. a 4º interval) for an effective NA of 0.07. The background images 
were obtained by removing the beads in the corresponding reconstructed images. The images of the 
background are on the same intensity scale to show the difference. Scale bar, 200 µm. 
 
To evaluate the performances between the standard FBP reconstruction technique and the modified 
reconstruction technique with the additional MTF-mask filter, a simulated dataset was generated for 
comparison with the experimental data. The simulated object consisted of two spherical beads of equal 
brightness at similar locations (i.e. 103, 334 µm) with respect to the axis of rotation to the beads measured in 
the corresponding experiments. The experimentally determined MTFs for different effective collection NAs 
were then used to numerically generate the corresponding projection data, which could be subsequently used 
for reconstruction by employing different filtering techniques (e.g. standard FBP, MTF-mask filtering 
(c) MTF (d) MTF background
(a) FBP (b) FBP background
x
y
  
  81  
 
technique, etc.). It is noted that the simulation does not account for scattering, absorption, light propagation, 
spatial variation in excitation intensity and variation in collection efficiency, but serves only to model the 
defocus effects of the optical system (i.e. the MTF).  
Figure 3.13 (a) shows the reconstruction of a simulated dataset using the standard FBP algorithm (i.e. the 
ramp filter only) and (b) shows the corresponding reconstruction with the beads removed to emphasise the 
background. Figure 3.13 (c) shows the reconstruction using the MTF-mask filtering technique (i.e. with the 
additional MTF-mask filter) and (d) shows the corresponding emphasized background. The dataset consisted 
of 90 projections (i.e. a 4º interval) for an effective NA of 0.07 of the OPT system. The reconstructions with 
the additional MTF-mask filter exhibit reduced “streak” artefacts of lower intensity compared to the 
reconstructions with the standard FBP algorithm. 
3.3.2.2. Experiment results 
Figure 3.14 shows the corresponding reconstructed and background images from experimental 
measurements. The experimental dataset consisted of 90 projections (i.e. a 4º interval) for an effective NA of 
0.07 of the OPT system. To further evaluate the performances of the MTF- mask filtering technique, the 
reconstructions for NAs of 0.06, 0.07 and 0.09 using the standard FBP and MTF-mask filtering approach 
were analysed as the angular sampling was decreased.  
The average value of the experimental background, which should be approximately zero, was calculated to 
evaluate the difference between the standard FBP and MTF-mask filtered reconstructions. Table 3-3 lists the 
values for different effective NAs (0.06, 0.07 and 0.09) and all data consisted of 90 experimental angular 
projections (i.e. a 4º interval). The reconstructions with the MTF-mask filtering approach exhibit 
significantly reduced background artefacts of lower intensity compared to the reconstructions with the 
standard FBP algorithm as the effective NA increases. This can be explained by the fact that as effective NA 
increases, the corresponding MTF-mask filter heavily restricts the high frequency components to the region 
around the focal plane and progressively decreases the spatial frequency bandwidth with defocus. 
 
 NA 0.06 NA 0.07 NA0.09 
Standard FBP 6.8 (100%) 5.3 (100%) 6.1 (100%) 
MTF-mask FBP 5.0 (73.5%) 3.3 (62.3%) 1.7 (27.9%) 
 
Table 3-3: The average background from the standard FBP and the MTF-mask filtering reconstruction 
for different effective NAs of 0.06, 0.07 and 0.09 (all data based on 90 experimental angular projections). 
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Figure 3.14: The experimental (a) standard FBP reconstruction and (b) the background for (a). The 
experimental (c) MTF-mask filtered reconstruction and (d) the background for (c). The results were 
reconstructed from 90 projections (i.e. a 4º interval) for an effective NA of 0.07. The background images 
were obtained by removing the beads in the corresponding reconstructed images. The images of the 
background are on the same intensity scale to show the difference. Scale bar, 200 µm.  
 
To evaluate the reduction in reconstructed image quality when reducing the number of acquired projections, 
the correlation coefficients between the reconstructed images from low-angular-sampling and the highest-
angular-sampling (i.e. a 1º interval in this experiment) were calculated to quantitatively indicate the 
reconstructed image quality at reduced angular sampling compared to that obtained using the highest-
angular-sampling (i.e. the best reconstructed images, assumed to be closest to the real object). Figure 3.15 (a) 
shows the correlation coefficients between the reconstructed images from the lower angular-sampled 
projections and the best reconstruction (i.e. achieved from 360 projections) for an effective collection NA of 
0.07, where the lines corresponds to the simulation results and the points to the experimental values. These 
curves illustrate how the MTF-mask filtering approach (i.e. using the MTF-mask filter as an additional filter 
in the reconstruction) can provide a better correlation with the reference images at a reduced number of 
projections by suppressing the “streak” artefacts. Therefore, the MTF-mask filtering approach should 
facilitate faster OPT acquisitions (i.e. under sampled acquisitions) while maintaining reasonable quality 
reconstructions. It is of significant interest because the reduced total number of acquired projections will 
reduce the overall light dose on the sample - and therefore any photobleaching or phototoxic effects - and 
(c) MTF (d) MTF background
(a) FBP (b) FBP background
x
y
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improve time-lapse resolution, e.g. for in vivo imaging. In addition, the reduced number of acquired 
projections will reduce the storage space required for a data set and its reconstruction time. 
 
 
Figure 3.15: (a) Simulated (S) and experimental (E) correlation results of standard FBP and MTF-mask 
filtered reconstructions for an effective NA of 0.07. (b) Experimental correlation results for different effective 
NAs (0.06, 0.07, 0.09), with standard FBP correlations as the dotted lines and the MTF-mask filtered 
reconstruction correlations as the solid lines (three dotted lines are similar and cannot be distinguished in 
this figure and thus black colour is used to represent them). 
 
To further evaluate the performance of the MTF-mask filtering reconstruction technique, the correlation 
coefficients between the reconstructed images from low-angular-sampling and the highest-angular-sampling 
were calculated for NAs of 0.06, 0.07 and 0.09 as the angular sampling was decreased. Figure 3.15 (b) shows 
the experimental correlation results for different effective NAs of 0.06, 0.07 and 0.09, in which the dotted 
lines corresponds to the correlation results with the standard FBP approach and the solid lines to the MTF-
mask filtered reconstruction correlation results. It is noted that the three dotted lines indicating the standard 
FBP correlation coefficients are similar and cannot be distinguished in the figure. This is due to the fact that 
the standard FBP algorithm results in similar background structure for each NA (i.e. similar “streak” 
artefacts at reduced angular sampling) as it backprojects high frequency information across the whole image 
rather than the region around the focal plane. The correlation coefficients for higher NA MTF-mask filtered 
reconstructions decrease more slowly than those for the low NA at reduced angular sampling. This is due to 
the fact that the MTF-mask filter for the high NA suppresses the frequency components more aggressively.  
It is also noted that the correlation coefficient results shown here were performed with respect to the specific 
object (i.e. the bead phantom) chosen in the experiment for the corresponding NA of the OPT system. 
However, the trends are applicable to all samples. Once the appropriate NA is determined for a sample in 
OPT, the reconstruction quality using the MTF-mask filtering approach is always superior compared to the 
standard FBP approach at reduced angular sampling. 
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FWHM (µm) NA 0.06  NA 0.07  NA 0.09 
Radial (near-axis) 16.3  15.9  15.3 
Tangential (near-axis) 17.0  17.3  17.2 
Radial (off-axis) 13.3  12.4  12.6 
Tangential (off-axis) 25.5  31.4  43.4 
 
Table 3-4: The radial and tangential FWHM of reconstructed beads for different effective NAs with the 
MTF-mask filtering approach. (near-axis bead located 103 µm away from the axis of rotation; off-axis bead 
located 334 µm away from the axis of rotation; average bead diameter 14.8±0.13 µm) 
 
To further analyse the resolution, the radial and tangential FWHM of the reconstructed beads with the MTF-
mask filtering approach for different NAs are given in Table 3-4. Compared to the results with the standard 
FBP approach listed in Table 3-2, there is no significant difference between the FWHMs achieved using 
these two reconstruction techniques. This can be explained by the fact that MTF-mask filtering approach 
does not change the spatial frequency content of reconstructed objects directly, but rather suppresses high 
frequency “streak” artefacts particularly at reduced angular sampling.  
In order to illustrate the impact of the modified reconstruction employing the MTF-mask filter on a 
biological sample, a Fli:GFP transgenic zebrafish embryo was imaged at 3 dpf to test the performance with 
an angular sampling interval of 1º (Fig. 3.16 (a, e)), 2º (Fig. 3.16 (b, f)), 3º (Fig. 3.16 (c, g)) and 4º (Fig. 3.16 
(d, h)) with the interval becoming larger for improved imaging speed. Comparing Fig. 3.16 (b, c, d) and (f, g, 
h), the background streak artefacts are significantly suppressed by the modified reconstruction with the 
MTF-mask filtering approach. This approach provides a reconstructed image quality that is comparable to 
the standard FBP reconstruction with 1º interval sampling, shown in Fig. 3.16 (a), but at a portion (1/2, 1/3, 
1/4) of the acquisition time and therefore a portion (1/2, 1/3, 1/4)  of the overall light dose on the zebrafish 
embryo.  
In conclusion, this section has demonstrated that it is possible to reduce the image acquisition time by 
reducing the number of acquired projections while maintaining reasonable image quality. This is achieved by 
modifying the standard OPT reconstruction process to incorporate the experimentally determined system 
optical characteristics by MTF-mask filtering. This MTF-mask filter restricts high frequency components to 
the region around the focal plane and progressively decreases the spatial frequency bandwidth with defocus. 
It helps to maintain the fidelity of reconstructions as the angular sampling is reduced. It is noted that, for 
complex objects, non-suppressed artefacts will not only affect the background but could also affect the 
reconstructed object itself. 
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Figure 3.16: (a, b, c, d) Standard FBP reconstruction and (e, f, g, h) MTF-mask filtered reconstruction of 
a zebrafish embryo with an effective NA of 0.07 from 360 projections (i.e. a 1º interval), 180 projections (i.e. 
a 2º interval), 120 projections (i.e. a 3º interval) and 90 projections (i.e. a 4º interval) respectively. Scale 
bar, 200 µm. 
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3.4. MTF deconvolution reconstruction 
Image quality can be degraded by the deviations from the parallel-beam assumption that underlies the 
standard FBP algorithm. These arise when OPT is implemented with relatively high NA optics, for which 
rays at a range of angles with respect to the optical axis are collected and so reconstructed images suffer from 
defocus blurring. OPT is typically undertaken with samples that extend beyond the DOF of the imaging 
systems and so the tangential resolution of the reconstructed images decreases radially away from the axis of 
rotation. Building on ideas developed for Single-Photon Emission Computed Tomography (SPECT) [89], 
this distance-dependent resolution can be addressed by applying an appropriate deconvolution filter to the 
raw projection data in order to correct for the frequency modulation applied to the signal by the optical 
system and therefore improve the achieved spatial resolution. In previous work this deconvolution filter has 
been based on a computationally generated PSF [90]. This section extends the above approach by modifying 
the standard FBP algorithm to incorporate a deconvolution filter based on the experimentally determined 
MTF for the effective collection NA of the optical imaging system. This experimentally derived 
deconvolution filter can be employed to realistically correct for the spatial frequency modulation applied by 
the imaging system and provide an improvement in the reconstructed image resolution for high-angular-
sampling OPT acquisitions.  
3.4.1. MTF-deconvolution filter  
Using the notation adopted in [90], the deconvolution filter in the frequency domain can be visualised as a 
combination of two distinct components, given by 
     MmWdeconv HHH 
1
lim_        3-4 
where 
1
lim_

WH  is the combination of a maximum limited recovery filter according to the experimentally 
determined MTF for a given effective NA and a Wiener filter to de-emphasize the noise while HMm is an 
edge-decaying MTF-mask filter.  
It is necessary to employ the Wiener filter in this process since deconvolution can be highly sensitive to 
noise, especially in the high-frequency region. The Wiener deconvolution filter is described by  
uxM
xM
W
SSH
SH
H





2
1      3-5 
where HM is the determined MTF, Sx is the signal power spectrum and Su is the noise power spectrum. 
In order to minimise the impact of noise in the information gaps in frequency space from the acquired data, 
the recovery filter is scaled by a weighting factor, given by [90] 
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where Ct is the magnitude value at which the transition begins and Cr is the range used as a transition to the 
maximum magnitude. The common values for these parameters were selected empirically based on the 
suppression of high-frequency noise and background noise in the final reconstructed images and the values 
used in the deconvolution filter for this experiment were Ct =3, Cr =0.3, Sx=1, Su=0.01.   
 
 
Figure 3.17: (a) 2-D MTF-deconvolution filter, (b) 2-D ramp filter, (c) the combination of the MTF-
deconvolution filter and the 2-D ramp filter and (d) backprojection at one angle with the MTF-deconvolution 
and the ramp filter applied in the reconstruction process from the same simulated data in Fig. 3.9. (effective 
NA of 0.07 for the OPT system; 1040×1040 pixels,  Δkx = 0.596 mm
-1, Δx, Δy = 1.6125 µm; the scale of x,y is 
-838.5 – 838.5 µm and the scale of kx is -309.92 – 309.92 mm
-1
) 
 
The inverse filter emphasizes the high frequency components and may emphasize the frequencies beyond the 
bandlimit of the lens, i.e. dominated by noise. To explicitly de-emphasize the regions that contain no 
information (i.e. beyond the bandlimit) and may not be sufficiently de-emphasized by Wiener filter, the 
edge-decaying MTF-mask filter is generated by normalizing the MTF by a threshold value of 7% and setting 
values above 1 to 1 and then rolling down to zero. It is similar to MTF-mask filter described in the last 
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section, but increasingly suppresses the frequency components beyond the 7% threshold and reduces the 
sharpness of the edge. This is due to the considering of the sensitiveness of deconvolution to noise. 
Figure 3.17 (a) shows the corresponding 2-D MTF-deconvolution filter for an effective collection NA of 
0.07 of the OPT system and (b) shows a normalised 2-D ramp filter. Figure 3.17 (c) shows the combination 
of the MTF-deconvolution filter and the ramp filter applied in the reconstruction process and (d) shows the 
2-D backprojection from the same simulated data in Fig. 3.9 but with this combined filter applied. Therefore 
the frequency modulation applied to the data by the imaging system can be realistically corrected. 
3.4.2. MTF-deconvolution reconstruction results and discussion  
The same raw experimental dataset of the bead phantom was reconstructed with the MTF-deconvolution 
approach. The reconstruction process produced a stack of cross-sectional images of the bead phantom for 
different effective collection NAs of 0.06, 0.07 and 0.09. 
3.4.2.1. Simulation results 
 
 
Figure 3.18: Plots through the radial directions of (a) the off-axis bead and (b) the near-axis bead and 
the tangential axes of (c) the off-axis bead and (d) of the near-axis bead simulated results with an effective 
NA of 0.07 respectively. Obj – object; Decon – deconvolution; Non-decon – standard and MTF-mask 
filtering. (off-axis bead located 334 µm away from the axis of rotation; near-axis bead located 103 µm away 
from the axis of rotation.) 
 
(a)
(c)
(b)
(d)
FWHM (µm)
Obj 14.5
Decon 13.2
Non-decon 13.2
FWHM (µm)
Obj 14.5
Decon 24.2
Non-decon 32.8
FWHM (µm)
Obj 14.5
Decon 13.4
Non-decon 13.8
FWHM (µm)
Obj 14.5
Decon 12.9
Non-decon 16.2
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To evaluate the performances of different reconstruction approaches, the same simulated dataset was 
employed for comparison with the experimental data, as described in sub-section 3.3.1. Figure 3.18 shows 
the radial and tangential line-sections (i.e. indicates the radial and tangential FWHM) of the reconstructed 
bead centres from the simulated bead projection data at an effective NA of 0.07 and a 1º angular sampling. 
The reconstructions were obtained with different reconstruction approaches, namely deconvolution, standard 
and MTF-mask filtering. As shown in Fig. 3.18 (c), the modified reconstruction with the additional MTF-
deconvolution filter exhibits a noticeable improvement in resolution (i.e. reduced FWHM) compared to the 
non-deconvolved reconstructions (i.e. with the standard FBP and the MTF-mask filtering approach). The 
deconvolution process improves the resolution and increases the brightness of the reconstructed beads 
because it realistically corrects for the spatial frequency modulation applied by the imaging system. The 
reconstructed near-axis bead (i.e. the bead located 103 µm from the axis of rotation) exhibits higher contrast 
and improved tangential resolution than the reconstructed off-axis bead (i.e. the bead located 334 µm from 
the axis of rotation). This is due to the fact that the DOF for the NA of 0.07 did not allow the off-axis bead to 
stay in reasonable focus during the whole acquisition (i.e. did not transfer all the high frequency information 
all the time). It is also noted that there is no noticeable difference between the results achieved at a 1º angular 
sampling using the standard FBP approach and the modified MTF-mask filtering approach since the MTF-
mask filter restricts the high frequency components to the region where the system has transferred them 
rather than changes the spatial frequency content of reconstructed objects directly.  
3.4.2.2. Experiment results 
 
 
Figure 3.19: The experimental results for (a) standard FBP reconstruction; (b) deconvolution 
reconstruction (Scale bar, 200 µm) from 360 projections (i.e. a 1º interval) for an effective NA of 0.07 with 
(c) and (d) showing the magnified reconstructions respectively (Scale bar, 100 µm). 
 
Figure 3.19 (a) and (b) show the images reconstructed from 360 angular projections (i.e. a 1º interval) by 
applying the standard FBP and the deconvolution approach respectively to experimental data acquired with 
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an effective NA of 0.07. The tangential extent of the reconstructed off-axis bead using deconvolution is 
visibly reduced, demonstrating the resolution improvement. The resolution improvement is also confirmed 
by the measured radial and tangential FWHM of the off-axis bead, as listed in Table 3-5, illustrating a ∼24–
28% improvement compared to the non-deconvolved reconstruction. Although some ringing is evident, it is 
not significantly detrimental to the reconstructed image for the high-angular-sampling acquisition.  
In order to illustrate the impact of the modified reconstruction employing the additional MTF-deconvolution 
filter on a biological sample, the same raw experimental dataset of the zebrafish embryo, as described in 
section 3.3, was used for the reconstruction. Figure 3.20 (a) and (b) show the images reconstructed from the 
highest-angular-sampling (i.e. a 1º interval) dataset by applying the standard FBP and the MTF-
deconvolution approach to the same zebrafish respectively. Comparing them on the same intensity scale, the 
deconvolved image exhibits improved contrast and resolution, both of which come from the more realistic 
correction for the spatial frequency modulation applied by the imaging system. 
 
FWHM (µm) 
 
 
FBP  MTF-mask  
MTF-
deconvolution 
Radial (off-axis)  12.6  12.4  12.0 
Tangential (off-axis)  32.9  31.4  23.9 
 
Table 3-5: The radial and tangential FWHM of reconstructed off-axis beads with different 
reconstruction approaches for an effective NA of 0.07. (FBP – standard FBP reconstruction; MTF-mask – 
MTF-mask filtered reconstruction; MTF-deconvolution –MTF-deconvolution reconstruction; off-axis bead 
located 334 µm away from the axis of rotation; average bead diameter 14.8±0.13 µm) 
 
 
Figure 3.20: The experimental results for (a) standard FBP reconstruction; (b) deconvolution 
reconstruction of zebrafish embryo with an effective NA 0.07 from 360 projections (i.e. a 1º interval). The 
images are on the same intensity scale to show the difference. Scale bar, 200 µm. 
 
(a) FBP (b) Deconvolution 
200 µm x
y
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It is noted that deconvolution involves increased amplification of spatial frequencies approaching the cut-off 
frequency since it is used to correct for the spatial frequency modulation applied by the imaging system. 
When reducing the acquired angular projections (i.e. reducing angular sampling), this will result in stronger 
“streak” artefacts and therefore, the image quality decreases rapidly. Thus, deconvolution is most appropriate 
for datasets acquired at a high angular sampling (e.g. the minimum required sampling as described in Eq. 3-
3). 
 
3.5. Conclusions 
This chapter has described the investigation of modified OPT reconstruction methods incorporating the 
optical characteristics (i.e. the MTF) of the imaging system by either MTF-mask filtering or deconvolution 
of the MTF. It has demonstrated, for the first time, that a modified reconstruction process with MTF-mask 
filtering improves the reconstructed image quality by suppressing imaging artefacts that arise when the 
number of acquired projections is reduced and therefore, enables increased imaging speed and a reduced 
light dose. It has also demonstrated that a modified reconstruction process with MTF-deconvolution filtering 
provides improved spatial resolution reconstructions for high-angular-sampling OPT acquisitions by 
realistically deconvolving the spatial frequency modulation imposed by the imaging system on the acquired 
data.  
The optical system was characterised by experimentally determining the MTFs for different effective 
collection NAs as a function of defocus to quantify the additional spatial frequency modulation applied by 
the use of focussed optical radiation with its associated instrumentation in OPT. The MTF information was 
obtained using the tilted knife-edge technique and an appropriate analytical equation. The MTFs illustrated 
that as the NA decreased, the in-focus bandwidth (i.e. lateral resolution) decreased and the DOF of the 
optical system increased as expected. For this intensity-based OPT microscope system, the experimentally 
measured MTFs also illustrated that the spatial resolution was limited by the diffraction limit (i.e. the NA of 
the optical system and the wavelength) for the NAs measured (0.09, 0.07, 0.06, 0.05, 0.04 and 0.03) rather 
than the camera pixel size. 
The assumption of parallel-beam projection that underlies the standard FBP algorithm was discussed. In 
practice, however, the use of focussed optical radiation with its associated instrumentation limits the 
applicability of standard FBP algorithm in OPT. A bead phantom was used to quantify the performances of 
the reconstruction with the standard FBP algorithm. The reconstruction results illustrated the trade-off in 
OPT between the achieved spatial lateral resolution and the DOF and also showed that the tomographic 
images could be reasonably reconstructed from plane wavefronts as expected for the standard FBP when the 
DOF is comparable to the sample size.  
A modified reconstruction method incorporating the MTF information of the system by employing the 
experimentally determined MTFs as mask filters was investigated. This approach was implemented by using 
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a 2-D binary filter based on the MTF frequency cut-off as an additional filter during the “filtering” process in 
the reconstruction. This MTF-mask filter restricts the high frequency information to the region around the 
focal plane and progressively decreases the spatial frequency bandwidth with defocus and therefore helps to 
maintain the fidelity of reconstructions as the angular sampling is reduced, thereby facilitating faster OPT 
acquisitions while maintaining reasonable quality reconstructions. The same bead phantom was used to 
quantify the performances of the modified reconstruction with this MTF-mask filtering approach, illustrating 
a reduction in the average background by approximately 72% for an NA of 0.09 and by approximately 38% 
for an NA of 0.07 compared to the standard FBP reconstruction. As a biological illustration, a Fli:GFP 
transgenic zebrafish embryo (3 dpf) was also imaged to demonstrate the improved imaging speed 
(proportional to the acquisition time) by using the MTF-mask filtered reconstruction. This investigation is of 
significant interest because the reduced total number of acquired projections will reduce the overall light 
dose on the sample - and therefore any photobleaching and/or phototoxic effects - and improve the time-
lapse resolution. In addition, the reduced total number of acquired projections will lead in a reduction in the 
space needed to store the data set and its reconstruction time. 
The modified reconstruction method incorporating the MTF information of the system by employing the 
experimentally determined MTFs as deconvolution filters was also investigated. The deconvolution filter 
was employed to realistically correct for the spatial frequency modulation applied by the imaging system. 
The same bead phantom was used to quantify the performances of modified reconstruction with the MTF-
deconvolution filtering approach, illustrating an improvement of ∼24–28% in the reconstructed image 
resolution for an NA of 0.07 with high-angular-sampling (i.e. a 1° interval) OPT acquisitions compared to 
the non-deconvolved reconstructions (i.e. with the standard FBP and the MTF-mask filtering approach). As a 
biological illustration, the same Fli:GFP transgenic zebrafish embryo dataset at high-angular sampling (i.e. a 
1º interval) was also reconstructed with the MTF-deconvolution approach, illustrating the improved 
resolution and contrast. However, it should be noted that since the deconvolution is used to correct for the 
spatial frequency modulation by the imaging system, it involves increased amplification of spatial 
frequencies approaching the cut-off frequency. For reduced angular sampling, this will result in stronger 
“streak” artefacts and thus, the image quality decreases rapidly. Therefore, deconvolution is most appropriate 
for datasets acquired at a high angular sampling (e.g. the minimum required sampling as described in Eq. 3-
3). 
It is noted that although the work described in this chapter operated through modifying the standard FBP 
reconstruction to incorporate the experimentally determined MTF information. This MTF information can 
also be incorporated in other reconstruction techniques, e.g. algebraic reconstruction techniques [82].   
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Chapter 4: Angular multiplexing OPT to 
improve image quality 
The previous chapter has described a development by modifying OPT reconstruction techniques that account 
for the optical characteristics (i.e. the MTF) of the imaging system. This chapter is concerned with an 
experimental development of OPT by introducing an angular multiplexing technique that can improve the 
resolution and the light collection efficiency by ameliorating the trade-off between NA and sample thickness.  
Initially, angular multiplexing OPT is demonstrated by employing dual optical imaging channels acquiring 
data simultaneously at two orthogonal projection angles, focused on shifted planes in the sample [94]. The 
extension to four axis OPT is also demonstrated by employing one imaging system sequentially acquiring 
four data sets at shifted focal planes. This development improves the average spatial resolution for a given 
sample while increasing the light collection efficiency, thereby enabling increased acquisition speed and 
reduced light dose. Topics in this chapter include: 
 Development of dual axis OPT system at shifted focal plane 
 Demonstration of four axis OPT system at shifted focal plane 
 
4.1. Shifted focal plane dual-axis OPT system 
The potential to apply OPT to “mesoscopic” samples for biomedical research, particularly for in vivo 
imaging, has prompted increasing interest in optimizing the image quality and resolution and minimizing the 
image data acquisition time [83-88, 90, 93, 98, 114], as discussed in sub-section 2.7.2.  
Image quality can be degraded by the deviations from the parallel-beam projection assumption that underlies 
the standard FBP algorithm. These arise when OPT is implemented with a relatively high NA optics, which 
are generally desirable for fluorescence imaging because the light collection efficiency and the lateral 
resolution increase with NA. For high resolution OPT there is a trade-off between increasing the NA to 
improve the in-focus lateral resolution and reducing the NA to increase the DOF in order to ensure that the 
whole sample is in reasonable focus. In the case when the DOF of the imaging system is comparable to the 
diameter of the sample, the tomographic images are reconstructed from plane wavefronts as expected for the 
standard FBP. However, OPT is typically undertaken with samples that extend beyond the confocal 
parameter (Rayleigh range) of the imaging lens and so the tangential resolution of the reconstructed images 
decreases radially away from the axis of rotation. In the commonly implemented case when the DOF is 
matched to the radius of the sample, as depicted in Fig. 4.1, all of the sample will be in focus for part of its 
revolution and an image of approximately uniform spatial resolution can still be reconstructed. In this work, 
this experimental configuration is referred to as the ‘standard’ single axis OPT, in which the trade-off is 
actually mitigated by arranging for the DOF of the imaging system to extend through half of the sample by 
  
  94  
 
locating the focal plane at 1/4 of the way into the sample rather than focusing at the axis of rotation. 
Therefore the front half of the sample is imaged under the parallel-beam projection approximation, which 
interrogates the entire sample during the course of a full rotation.  
 
 
Figure 4.1: Schematic of “standard” OPT system setup. DOF – depth of field, EF – emission filter, AP –  
aperture, L1 and L2 – tube lens,   – sample diameter. 
   
However, in the case when the DOF is less than the sample radius, the reconstructed spatial resolution will 
decrease away from the focal plane. This situation is typical for many biomedical applications where high 
resolution is required but the sample is much greater than the DOF. One way to address this issue is to 
extend the DOF for a given NA by axially scanning the focal plane through the sample [92, 93]. This also 
helps to achieve uniform collection efficiency throughout a sample that is larger than the DOF of the imaging 
system and to realise higher spatial resolution imaging over larger volumes [93]. However, while this method 
can provide a significant spatial resolution improvement for OPT of smaller samples (hundreds of µm) [93], 
it is less attractive in the mesoscopic regime (1 – 10 mm) due to the larger focal scanning distances (~mm) 
required and the concomitant issues of scanning stability and speed. This may also add significantly to the 
total image acquisition time and increase the total light exposure for each tomographic image acquisition. 
Generally, it is always desirable to minimise the image acquisition time for experimental convenience, to be 
able to resolve dynamics and to minimise the exposure of the sample to optical radiation, which can result in 
photobleaching and phototoxicity. 
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The essence of the innovation of the following research is to ameliorate the trade-off between spatial 
resolution and sample thickness for relatively high NA OPT systems while simultaneously reducing the total 
image acquisition time and the corresponding light dose. The new idea is to achieve this by angular 
multiplexing, i.e. by acquiring image data from different depths at multiple projection angles simultaneously. 
To demonstrate this angular multiplexing OPT, dual optical imaging channels focused on shifted planes in 
the sample are employed, which acquire data simultaneously at two orthogonal angular projections [94], as 
illustrated in Fig. 4.2. This dual axis OPT improves the average spatial resolution while increasing the light 
collection efficiency, thereby enabling increased acquisition speed and reduced light dose. 
 
 
Figure 4.2: Schematic of dual axis OPT system setup (inset shows optimal DOFs and the focal planes of 
two imaging systems). DOF – depth of field, EF – emission filter, AP – aperture, L1 and L2 – tube lens, FP – 
focal plane,   – sample diameter. 
  
For a sample of a given size, this dual axis approach permits an increase in NA compared to the standard 
approach while maintaining the parallel-beam approximation if the DOF of each imaging channel extends 
throughout a quarter of the sample with the focal planes of the imaging channels being located at 1/8 and 3/8 
respectively of the way into the sample along the radius, such that together they cover the front half of the 
sample. If the pixels of the imaging detector (e.g. CCD, sCMOS) can sample the image sufficiently such that 
the image resolution of the system is dominated by the optical resolution of the system, i.e. by the NA of the 
objective lens and the imaging wavelength, then the dual axis approach should permit a corresponding 
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improvement in spatial resolution by a factor of approximately √2 compared to the standard OPT 
configuration. Furthermore, it also should permit a corresponding improvement in light collection efficiency 
by a factor of approximately 4 due to the increased NA and the use of two imaging channels. However, in 
practice, the range of pixel number and density for image detectors is limited and then the DOF does not 
depend only on the NA of the objective lens and imaging wavelength but are related by Eq. 2-21. Therefore, 
the maximum image resolution improvement will not be realised unless the image is sufficiently sampled by 
the imaging detector, i.e. the pixels are adequately small compared to the PSF. 
4.1.1. Imaging setup 
The experimental configuration of dual axis OPT at shifted focal planes is depicted in Fig. 4.2. In brief, the 
sample was mounted under a rotation stage (T-NM17A200, Zaber Technologies Inc.) and suspended in a 
refractive-index matched environment (water in this experiment). The wide-field excitation was provided by 
a commercial 473 nm laser (Cobolt Blues
TM
) incorporating a rotating diffuser. The fluorescence was imaged 
onto two CCD cameras (Clara, Andor Technology plc) using two imaging systems (L1: 25 mm achromatic 
doublet lens, L2: 50 mm achromatic doublet lens and an adjustable aperture) at orthogonal projection angles 
via appropriate emission filters (520 ± 17.5 nm). The effective collection NA was adjusted using the 
apertures (AP) in the back focal planes of lenses L1. The maximum FOV of the system, in which the lateral 
magnification was 2, was 3.35 × 4.49 mm
2
.  
4.1.2. Sample preparation 
A cylindrical phantom of 3 mm diameter consisting of a low concentration suspension of fluorescent beads 
in 2% agarose, with an average bead diameter 4.2 µm and excitation/emission maxima at 505/515 nm 
respectively (F8859, Life Technologies Ltd), was used as a model sample. This bead phantom was 
suspended in a water-filled cuvette.  
4.1.3. Acquisition settings and procedure 
Image data was acquired on the “standard” single axis and the dual axis OPT systems described above using 
different apertures positioned in the back focal planes of lenses L1, resulting in an effective NA of 0.024 for 
the standard single axis OPT system with a DOF of 1.4 mm and an NA of 0.033 for each arm of the dual axis 
system, which gave a DOF of 0.78 mm. For the standard single axis OPT system, the focal plane was located 
at 0.69 mm from the axis of rotation axis while for the dual axis OPT system, the focal planes were located at 
0.37 mm and 1.05 mm respectively from the rotation axis and thus, the imaging channels of the dual axis 
OPT system cover the same volume (i.e. the front half of the sample) as the standard OPT system under the 
parallel-beam projection approximation. During the acquisition for the bead phantom, image data was 
acquired at 0.9º angular intervals (i.e. 400 projections) as the sample rotated over a full rotation. The 
exposure time for each projection of the bead suspension was set 0.5 s for both systems.  
The acquisition procedure for dual axis OPT system was adapted from the ‘standard’ procedure, as described 
in sub-section 3.2.2, to incorporate two CCD cameras. The acquisition settings and hardware control used an 
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in-house developed programme written in LabView 2010. Limited by the settings of the cameras, it was only 
possible to initialize/setup/query one camera at a time due to the internals of the Andor Software 
Development Kit (SDK), which gives the programmer access to the cameras. For a synchronised single scan, 
the CCDs were set to external trigger mode sequentially by the acquisition programme and then 
simultaneously externally triggered by a signal generator, which provided triggers at a user-defined period. 
After the integration, the CCDs were read out sequentially and the images were saved. After that, the rotation 
stage then switched to the next angular position.  This process was repeated for a user-defined number of 
steps.  
4.1.4. Reconstruction procedure 
The standard FBP algorithm was applied for tomographic reconstruction. For the dual axis OPT system, two 
standard reconstructions were obtained from full raw projection data of each imaging channel using the FBP 
algorithm and then these two reconstructions were efficiently registered by cross-correlation [115]. The final 
tomographic reconstruction was achieved by adding two registered reconstructions together.  
Alternatively, it could be achieved the other way round (i.e. to register the raw image data from two channels 
and add them together to form the “effective” sinograms first and then reconstruct the data using the FBP 
algorithm). Since the bead phantom (i.e. a simple structured sample) was used in the experiment, the 
achieved reconstructed results from these two methods were similar.    
4.1.5. Results and discussion 
The reconstruction process produced a stack of cross-sectional images of the bead phantom from the raw 
projection data for both systems. To compare the results for the standard single axis OPT and the dual axis 
OPT, a bead located 0.43 mm from the axis of rotation was chosen.  
Figure 4.3 (a, b) show the resulting reconstructed images (X-Y and X-Z image slices) of this bead with the 
standard single axis OPT system while (c, d) show the corresponding reconstructed images with the dual axis 
OPT system. Since the beads, with an average diameter of 4.2 µm, are smaller than the optical resolution of 
both systems, these reconstructed images indicate the measured resolution of these OPT systems. The 
reconstructions of the dual axis OPT system directly exhibit improved spatial resolution and signal level. 
 The resolution improvement is also confirmed by the normalised line-sections through the Y axis of the 
reconstructed bead centre, as shown in Fig. 4.4 (a), with accompanying Gaussian fits providing FWHM of 
13.4 μm and 10.8 μm for the standard and the dual axis OPT systems respectively. The significant 
improvement in signal level of the dual axis OPT system is also highlighted in Fig. 4.4 (b) by plotting the 
relative line intensity data. This signal level improvement results from both the ~3.8x increase in light 
collection efficiency and the improved resolution. 
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Figure 4.3: Reconstructed X-Y and X-Z image slices of a bead (located 0.43 mm from the axis of 
rotation) acquired with the standard OPT system (a, b) and the dual axis OPT system (c, d). Scale bar, 20 
µm. 
 
 
Figure 4.4: Line plots and Gaussian fits through the Y axis of the reconstructed bead in Fig. 4.3 for the 
dual axis (D, red line) and the standard (S, black lines) single axis OPT systems showing (a) normalised and 
(b) relative line intensity data. 
 
To further analyse the resolution improvement, a number of beads at different distances from the axis of 
rotation (0.17, 0.34, 0.43, 0.65 and 0.98 mm) were analysed, as shown in Table 4-1. The measured average 
FWHM of these beads in the standard single axis and the dual axis OPT systems were 13.6±0.8 μm and 
 
 
0
100
200
300
400
500
600
 
 
0
100
200
300
400
500
600
 
 
500
1000
1500
2000
2500
3000
 
 
500
1000
1500
2000
2500
3000
(a) (b)
(c) (d)
20 μm
y
x
x
y
z
x
z
x
0
600
3000
0
 
 
500
100
1500
2000
2500
3000
 
 
0
100
200
300
400
500
600
0 20 40 60 80 100
0
500
1000
1500
2000
2500
3000
3500
 Standard (data)
 Dual axis (data)
 Standard (fit) 
 Dual axis (fit)
In
te
n
s
ti
y
 (
a
rb
 u
n
it
s
)
Position (m)
FWHM(D) = 10.8 m
FWHM(S) = 13.4 m
30 40 50 60
0.0
0.2
0.4
0.6
0.8
1.0
 Standard (data)
 Dual axis (data)
 Standard (fit) 
 Dual axis (fit)
N
o
rm
a
lis
e
d
 I
n
te
n
s
ti
y
Position (m)
FWHM(D) = 10.8 m
FWHM(S) = 13.4 m
(a) (b)
  
  99  
 
10.8±0.6 μm respectively, illustrating a ∼20% improvement. The theoretical resolution at best focus, here 
defined as the lateral FWHM of Airy pattern of the imaging arm (i.e. limited by the NA of the objective 
lenses and the imaging wavelength), were 11.1 μm and 8.1 μm for the standard OPT with NA of 0.024 and 
the dual axis OPT with NA of  0.033 respectively. The observed values of the resolution are larger than the 
theoretical calculations. This can be explained by the fact that these OPT systems operate just within the 
sampling limit of the PSF and the reconstruction process involves interpolation. Nevertheless, a significant 
improvement in average spatial resolution and light collection efficiency has been demonstrated by using 
dual axis OPT focusing at shifted planes in the sample. This can be further improved by using imaging 
detectors with more resolution elements and an appropriate magnification. 
  
 
X (μm) Y (μm) Z (μm) 
 Standard Dual-axis Standard Dual-axis Standard Dual-axis 
Bead1 (0.17 mm) 13.8 10.6 13.7 10.3 13.1 10.4 
Bead2 (0.34 mm) 13.7 10.6 13.6 11.3 12.9 10.2 
Bead3 (0.43 mm) 13.6 11.0 13.4 10.8 13.1 10.4 
Bead4 (0.65 mm) 12.2 10.9 14.6 10.9 14.0 11.1 
Bead5 (0.98 mm) 15.4 12.7 12.7 10.4 14.0 11.2 
 
Table 4-1: The FWHM of the standard and dual projection OPT reconstructions for beads at different 
locations. 
 
To further illustrate the impact of the dual axis OPT system, the tail section of a fluorescent Casper:Fli-
EGFP transgenic zebrafish was imaged at 54 dpf. Images were acquired at 200 angular projections over a 
full rotation with a CCD integration time of 0.1 s for both systems to maintain the total acquisition time at 
~2.5 minutes (comprising 20 s of photon detection and 131 s of stage movement, CCD set-up and read out).  
Figure 4.5 (a, b) show autoscaled MIPs of the 3-D reconstruction from the dual axis and the standard single 
axis OPT systems respectively while (c) shows the same MIP for the standard single axis OPT reconstruction 
displayed on the same intensity scale as (a). It is noted that unlike zebrafish embryos, mature fish exhibit 
significant optical scattering. Nevertheless, structures near the surface of the fish can be imaged, illustrating 
the significant improvement in the signal level and contrast for the dual axis OPT system. This improvement 
is also confirmed by the line-sections shown in Fig. 4.5 (d).  The improved imaging efficiency could also be 
used to reduce the acquisition time of the dual axis OPT system to achieve the similar signal level of the 
standard approach, but with just a proportional reduction in illumination dose. It is noted that the orthogonal 
imaging systems could also be configured to collect light from the same sample volume, i.e. no shift in focal 
plane, to simply increase the imaging speed, e.g. for in vivo imaging. 
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Figure 4.5: Maximum intensity projections of the 3-D reconstruction of a 54 dpf zebrafish tail acquired 
with (a) the dual axis and (b, c) the standard single axis OPT plotted for comparison with absolute intensity 
(a, b) and normalised intensity (a, c) scales; (d) intensity line profiles from figures (a, b) as indicated 
(arrows), where the standard OPT intensity data has been multiplied by 2 for clarity. Scale bar, 0.5 mm. 
 
4.1.6. Further improvement in acquisition procedure 
As described earlier in sub-section 4.1.3, the acquisition program could only sequentially 
initialize/setup/query one camera at a time due to the internals of the SDK, which slowed down the 
acquisition. In the fish tail imaging described in the last sub-section, each frame had an integration time of 
0.1 s, leading to a total camera integration time (photon detection time) of 20 s. The remaining time of 131 s 
was due to the stage movement, rotational delay, CCD set-up and read out. This time can be significantly 
reduced by further developing the system and modifying the acquisition programme.        
To facilitate a faster acquisition, two computers were used to run two CCD cameras separately. Each camera 
was controlled by software (Andor SOLIS) on each computer. The cameras were initialized and then set to 
operate in kinetic mode, which allowed the software to hold all the images during the acquisition and save 
them post acquisition, and in external trigger mode, which allowed the two cameras to simultaneously 
acquire images. The modified main LabView acquisition program only controlled the rotation stage and a 
multifunction data acquisition (DAQ) board (National Instruments USB-6008), which provided triggers at a 
user-defined period. After the integration for each frame, the rotation stage switched to the next angular 
position and the triggers were sent to the two cameras. This process was repeated for a user-defined number 
of steps. After the whole acquisition, the images were saved. The time for switching between the two 
(b) Standard OPT
0
16
(c) Standard OPT
0
76
0.5 mm
0
(a) Dual axis OPT 76
0
(d)
0 50 100 150 200 250 300
0
10
20
30
40
50
Standard OPT x2
In
te
n
s
ti
y
 (
a
.u
.)
Position (m)
Dual axis OPT
  
  101  
 
cameras, camera read out and image saving was significantly reduced. The response time from the rotation 
stage was also optimised. For the same acquisition settings for the fish tail imaging, in which each frame had 
an integration time of 0.1 s, leading to a total camera integration time of 20 s, the overall acquisition was 
reduced down to 45 s. The remaining time was only of 25 s due to the stage movement and triggering. 
The reduced image acquisition time is of importance for experimental convenience, especially for in vivo 
imaging. It also consequently minimises the exposure of the sample to optical radiation, which can result in 
photobleaching and phototoxicity. It is noted that the exposure can also be minimised by employing a shutter 
to block the illumination when the cameras are not integrating. 
 
4.2. Demonstration of four-axis OPT system  
The last section has illustrated that a dual axis OPT system improves the average spatial resolution by ~20% 
while increasing the light collection efficiency by a factor of ~4 compared to the standard single axis OPT. 
This approach can be extended to more than two imaging axes, thereby further reducing the imaging 
acquisition time and corresponding light dose while improving the image resolution and enhancing the 
ability to image larger samples. This section demonstrates the proof of principle extension to four axis OPT 
by using one imaging system with an increased NA sequentially acquiring OPT data sets 4 times at shifted 
focal planes. For a sample of a given size, the DOF of each acquisition (to simulate each imaging channel) 
extends throughout 1/8 of the specimen with the focal planes of the acquisitions located at 1/16, 3/16, 5/16 
and 7/16 respectively along the radius of the sample, such that together they cover the front half of the 
sample. This four axis approach can permit another increase in NA compared to the dual axis OPT while still 
maintaining the approximation to parallel-beam projection. If the pixels of the imaging detector sample the 
image sufficiently such that the image resolution of the system is dominated by the optical resolution of the 
system, then this four axis approach should permit a corresponding improvement in the resolution and the 
light collection efficiency by another factor of √2 and 4 respectively compared to the dual axis OPT 
configuration.  
4.2.1. Imaging setup  
Here four axis OPT is demonstrated by using one imaging system with an increased NA sequentially 
acquiring four datasets following the configuration depicted in Fig. 4.6. The setup was slightly modified 
from the configuration described in sub-section 4.1.1 by imaging the sample onto a sCMOS camera (Zyla, 
Andor Technology plc, 5.5 megapixel, 6.45 µm pixel size, cooled to 0 ºC) via the same imaging system 
increasing the maximum FOV of this system to 6.7 × 8.9 mm
2
. 
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Figure 4.6: Schematic of using one camera demonstrating four axis OPT system setup. DOF – depth of 
field, FP – focal plane,  – sample diameter. 
 
4.2.2. Sample preparation and acquisition settings 
A similar cylindrical bead phantom was prepared and used in the acquisition, but with a larger diameter of 5 
mm. Image data was acquired with an NA of 0.017 for the standard single axis OPT system, which gave a 
DOF of 2.5 mm, with an NA of 0.025 for the dual axis OPT system, which gave a DOF of 1.3 mm, and with 
an NA of 0.037 for the four axis OPT system, which gave a DOF of 0.65 mm. For the standard single axis 
OPT system, the focal plane was located at 1.25 mm from the rotation axis; for the dual axis OPT system, the 
focal planes were located at 0.63 mm and 1.87 mm respectively from the rotation axis while for the four axis 
OPT system, the focal planes were located at 0.32 mm, 0.93mm, 1.56 and 2.18 mm respectively from the 
rotation axis. Therefore, together the effective acquisitions of all OPT systems cover the same volume (i.e. 
the front half of the sample) while maintaining the parallel-beam projection assumption. During the 
acquisition for the bead phantom, images were acquired sequentially at different focal planes by the sCMOS 
at 0.9º angular intervals (i.e. 400 projections) over a full rotation of the sample with 0.18 s integration time 
for each frame. 
4.2.3. Reconstruction procedure 
The standard FBP algorithm was applied for tomographic reconstruction. For four axis OPT system, the raw 
projections of each acquisition were efficiently registered by cross-correlation [115] first. After that, the 
sinograms were determined by selectively adding the effective sinograms for each acquisition. In this 
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process, effective sinograms were selected by only choosing the part within the DOF for each acquisition. 
Then, the standard FBP algorithm was applied for the final tomographic reconstruction. 
4.2.4. Results and discussion 
To compare the results for the standard single axis, the dual axis and the four axis OPT, a bead located 1.92 
mm from the rotation axis was chosen.  
 
 
Figure 4.7: Reconstructed X-Y and X-Z image slices of a bead acquired from the standard single axis 
OPT acquisition (a, b), the dual axis OPT acquisition (c, d) and the four axis OPT acquisition (e, f). Scale 
bar, 20 µm. 
 
Figure 4.7 (a, b) show the resulting reconstructed images (X-Y and X-Z image slices) of this bead from the 
standard OPT acquisition; (c, d) show the corresponding reconstructed images from the dual axis OPT 
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acquisition while (e, f) show the corresponding reconstructed images from the four axis OPT acquisition. 
Since the bead is smaller than the imaging resolution for all three OPT acquisitions, these reconstructed 
images indicate the measured resolution of these systems. The reconstructions of the four axis OPT 
acquisition directly exhibit improved spatial resolution and signal level compared to those of the dual axis 
and the standard single axis OPT acquisitions. The resolution improvement is also confirmed by the 
normalised line-sections through the X axis of the reconstructed bead centre, as shown in Fig. 4.8 (a), with 
accompanying Gaussian fits providing FWHM of 14.5 μm, 9.9 μm and 7.2 μm for the standard, the dual axis 
and the four axis OPT acquisitions respectively. The significant improvement of signal level for the four axis 
OPT acquisition is also highlighted in Fig. 4.8 (b) by plotting the relative line-sections through the 
reconstructed bead centre.  
 
 
Figure 4.8: Line plots and Gaussian fits through the X axis of the reconstructed bead in Fig. 4.7 for the 
four axis (F, red line), the dual axis (D, black line) and the standard single axis (S, blue lines) OPT 
acquisitions showing (a) normalised and (b) relative line intensity data. 
 
To further analyse the resolution improvement among different approaches, three beads at different distances 
from the axis of rotation (0.65, 1.09 and 1.92 mm) were analysed, as shown in Table 4-2,3,4. The measured 
average FWHM of these beads in the standard single axis, the dual axis and the four axis OPT acquisitions 
were 16.5±1.1 μm, 13.1±1.8 μm and 10.4±1.8 μm respectively, showing a further ~20% improvement for 
four axis OPT compared to the dual axis approach. The theoretical resolution at best focus, here defined as 
the FWHM of Airy pattern of the imaging arm, were 15.3 μm, 10.4 μm and 7.0 μm for the standard OPT 
with NA of 0.017, the dual axis OPT with NA of 0.025 and the four axis OPT with NA of 0.037 respectively. 
The observed values of the resolution are still larger than the theoretical calculations. This can also be 
explained by the same fact that these OPT systems operate just within the sampling limit of the PSF and the 
reconstruction process involves interpolation. Nevertheless, a further improvement in achieved average 
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spatial resolution and light collection efficiency for the four axis OPT compared to the dual axis OPT has 
been demonstrated. 
 
FWHM 
(µm) 
Standard (15.3) 
NA 0.017
 
Dual axis (10.4) 
NA 0.025 
Four axis (7.0) 
NA 0.037 
X 14.5 9.9 7.2 
Y 17.1 14.2 11.4 
Z 15.3 10.9 8.7 
Table 4-2: The FWHM of the standard, the dual axis and the four axis OPT reconstructions for the 
bead in Fig. 4.7 (1.92 mm away from the rotation axis). 
 
FWHM 
(µm) 
Standard (15.3) 
NA 0.017
 
Dual axis (10.4) 
NA 0.025 
Four axis (7.0) 
NA 0.037 
X 15.7 13.7 11.4 
Y 17.9 15.4 12.1 
Z 16.9 14.4 11.6 
Table 4-3: The FWHM of the standard, the dual axis and the four axis OPT reconstructions for the 
bead locating at 0.65mm away from the rotation axis. 
 
FWHM 
(µm) 
Standard (15.3) 
NA 0.017
 
Dual axis (10.4) 
NA 0.025 
Four axis (7.0) 
NA 0.037 
X 16.9 11.5 8.4 
Y 17.0 13.9 11.4 
Z 17.2 13.6 11.7 
Table 4-4: The FWHM of the standard, the dual axis and the four axis OPT reconstruction for the bead 
locating at 1.09 mm away from the rotation axis. 
 
In conclusion, angular multiplexing OPT leading to improved image resolution and light collection 
efficiency has been demonstrated by a multiple axis OPT system acquiring image data at shifted focal planes 
in the sample. This technique permits imaging with increased NA for a sample of a given size and thus, 
reducing the image acquisition time and corresponding light dose while improving the spatial resolution. It 
can be used to image absorption as well as fluorescence. 
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4.3. Conclusions 
This chapter has introduced the development of OPT system by using an angular multiplexing technique. It 
has demonstrated that angular multiplexing OPT improves the average spatial resolution while increasing the 
light collection efficiency, thereby enabling increased acquisition speed and reduced light dose.   
Angular multiplexing OPT was demonstrated by employing dual optical imaging channels, focused on 
shifted focal planes in the sample, acquiring data simultaneously at two orthogonal angular projections. This 
approach permitted imaging with increased NA for a given sample. A sub-resolution bead phantom was used 
to quantify the dual axis OPT performance compared to the “standard” approach, illustrating a ~20% 
improvement in achieved resolution and ~4x increase in light collection efficiency, thereby enabling 
increased acquisition speed and reduced light dose. The tail section of a fluorescent Casper:Fli-EGFP 
transgenic zebrafish (54 dpf) was also imaged to further illustrate the impact of the dual axis OPT system, 
illustrating the significant improvement in the signal level and contrast. The dual axis OPT system and the 
acquisition programme were further developed to facilitate a faster acquisition by significantly reducing the 
time for switching between two cameras, camera read out and imaging saving. This development is of 
significance for experimental convenience, especially for in vivo imaging since it is able to minimise the 
exposure of the sample to optical radiation, and therefore any photobleaching or phototoxic effects.  
An extension to four-axis OPT by sequentially acquiring datasets using one camera focused at shifted planes 
was also demonstrated, illustrating a further ~20% improvement in achieved spatial resolution and ~4x 
increase in light collection efficiency compared to the dual axis approach. 
In conclusion, angular multiplexing OPT permits imaging with increased NA for a sample of a given size 
and thus, reducing the image acquisition time and corresponding light dose while improving the spatial 
resolution. It is noted that it can be used to image absorption as well as fluorescence. 
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Chapter 5: Angular multiplexing OPT to 
achieve triangulation of dynamic samples 
The previous chapter has described a development of OPT by introducing an angular multiplexing technique 
that improves the average spatial resolution while increasing the light collection efficiency. This chapter is 
concerned with the development of angular multiplexing OPT to achieve triangulation of dynamic samples. 
The dual-axis OPT configuration is extended to acquire images at orthogonal angles simultaneously such 
that features within the sample can be approximately localised in 3-D and thus, feature motion can be tracked 
with a time resolution of the acquisition frame rate rather than the total acquisition time for the full 
tomographic data set incorporating all angular projections. The use of orthogonal projections for 3-D time-
lapse feature tracking with a higher time resolution and a reduced light dose is demonstrated and an initial 
demonstration of cell migration mapping within a zebrafish is presented. Topics in this chapter include: 
 Simulation of angular multiplexing OPT to obtain 3-D time-lapse localisation information with a 
higher time resolution and a reduced light dose 
 Demonstration of angular multiplexing OPT to obtain 3-D cell migration mapping within a zebrafish  
 
5.1. Preface 
Chapter 4 demonstrated angular multiplexing OPT (i.e. acquiring image data at multiple angular projections 
at shifted focal planes simultaneously) improves the average spatial resolution and the light collection 
efficiency, and thus can be used to facilitate a faster acquisition with reduced light dose. This has been 
initially demonstrated by dual axis OPT acquiring data sets at shifted focal planes in a sample simultaneously 
at orthogonal projections. This configuration can be extended to conduct multiple image acquisition at 
orthogonal projection angles such that features within the sample can be approximately localised in 3-D and 
thus, feature motion can be tracked with a time resolution equal to the acquisition frame rate.  This is of 
importance since data sets presented in OPT typically represent “single time-point” acquisitions and 
therefore the time-lapse resolution is the total acquisition time for the full tomographic data set incorporating 
all angular projections. The position of features cannot be accurately reconstructed or even reconstructed at 
all if the features move a significant distance during this acquisition time, as shown in Fig. 5.1.  
It is noted that static orthogonal projections can be used to approximately localise features in 3-D, especially 
in the case of features moving independently during the acquisition. However, the need for rotation rather 
than just orthogonal imaging is of importance when features are stationary over the acquisition. In this case, 
the artefacts cannot be removed for static orthogonal imaging, but can be easily removed for orthogonal 
imaging combined with rotation by using a standard FBP algorithm. In addition, the rotation can provide 
more angular information for the whole acquisition and therefore, may increase tracking accuracy. In this 
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chapter, the use of rotating orthogonal projections to track 3-D time-lapse feature motion is demonstrated 
and an initial demonstration of 3-D cell migration mapping within a zebrafish is presented.  
 
 
Figure 5.1: The raw two sequential projections from a typical OPT acquisition of live LysC:GFP 
zebrafish embryo at 3 dpf in fluorescence based on the intensity-based OPT system. Arrows indicate a 
moving cell which would not be accurately reconstructed. Scale bar, 500 µm.   
 
5.2. Simulation 
To evaluate the performance of tracking 3-D feature motion by using pairs of orthogonal projections, a 
simulated dataset was generated. The simulated sample consisted of 5 beads of equal brightness at different 
initial positions with independent velocities in 3-D. The raw corresponding orthogonal projections were 
generated as the simulated volume rotated at 1º angular intervals for 20 time points. The simulation does not 
account for scattering, absorption, light propagation, variation in collection efficiency or the defocus effects 
of the optical system, but serves only to model tracking time-lapse 3-D localisation information by using 
pairs of orthogonal projections. 
5.2.1. 3-D localisation information extraction  
Figure 5.2 (a) and (b) show a few projections at different time points at each angle (labelled as 0° and 90°) 
respectively. The 3-D reconstruction at each time point was determined by backprojecting two segmented 
orthogonal projections, which were obtained by generating a binary mask of the raw data, then finding the 
intersections of the structures. After the coarse reconstruction, the localisation information of the beads in the 
volume was extracted by cross-correlation using a “standard” simulated bead as a reference. Figure 5.3 
shows reconstructed X-Y image slices of a bead from pairs of orthogonal projections at different time points, 
in which the white and red arrows indicate the beads shown in Fig. 5.2 with the same colour. These X-Y 
image slices of the 3-D reconstructions illustrate how the feature information can be approximately localised 
in the volume using a pair of orthogonal projections. 
(a) (b)
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Figure 5.2: The raw corresponding orthogonal projections from (a) 0° view and (b) 90° view as the 
simulated volume rotated at different time points. White arrows indicate the bead reconstructed in Fig. 5.3 
while red arrows indicate another bead in the same plane at Time 0.   
 
 
 
Figure 5.3: Reconstructed X-Y image slices of a bead from pairs of orthogonal projections at different 
time points. Artefacts (green arrows) could potentially be produced when more than one bead is present in 
the same Z plane but can be identified by using the consistency of full time-lapse information. White and red 
arrows indicate the beads shown in Fig. 5.2 with the same colour.     
 
It is noted that using just a pair of orthogonal projections could potentially produce artefacts in the 
reconstruction when more than one bead is present in the same Z plane, as depicted in Fig. 5.2 and Fig. 5.3 
(Time 0). This is due to the lost depth information in each projection. When these two objects (indicated by 
the white and red arrows in Fig. 5.2) are present in the same plane, the intersections of two backprojections 
at orthogonal angles produce two real objects (white and red arrows) and two artefacts (green arrows) from 
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the coarse reconstruction. Fortunately in practice, however, these artefacts can be removed by considering 
the consistency of the full time-lapse information. Considering the features in the sample move 
independently (e.g. cell migration), the artefacts may appear and disappear while the real features follow a 
continuous trace. Even if the features are stationary over the acquisition, the artefacts can be easily removed 
due to the rotation.  
5.2.2. Results and discussion 
The coarse reconstruction process produced a stack of cross-sectional (X-Y) binary images, indicating the 
intersections from pairs of orthogonal projection data at each time point. To further illustrate the potential 
artefacts introduced in this coarse reconstruction, Fig. 5.4 (a, b) show the comparison of the simulated 
movement from the object volumes and the coarse reconstructions respectively as an X-Y projection view by 
adding the 20 time points together. 
 
 
Figure 5.4: The comparison of the simulated movements from the original object volumes and the coarse 
reconstructions respectively at X-Y projection view by adding 20 time points together. Artefacts (arrows) 
could be produced in the reconstruction when more than one bead is present in the same Z plane.   
 
The localisation results were extracted from the original bead volumes and the coarse reconstructions, after 
removing the artefacts, at different time points. Figure 5.5 shows 3-D traces of beads over the 20 time points, 
where the solid lines corresponds to the original movements and the points to the localisation information 
extracted from the coarse 3-D reconstructions. These curves illustrate how the feature motion can be tracked 
by using pairs of orthogonal projections and the consistency of the full time-lapse information of the 
features. 
It is noted that increasingly complex features or movements in the volume will increase the difficulty in 
removing the artefacts and decrease the accuracy of the feature motion tracking by using just a pair of 
orthogonal projections at each time point. This, however, can be further improved by using more than two 
imaging axes, thereby reducing the artefacts potentially produced from the insufficient projections and 
enhancing the accuracy of motion tracking. 
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Figure 5.5: 3-D traces of bead motion over the 20 time points with solid lines corresponding to the 
original object movements and the points to the localisation information extracted from the coarse 3-D 
reconstructions. 
 
5.3. Initial demonstration of 3-D cell migration mapping within 
zebrafish 
The simulation results demonstrate the plausibility of tracking 3-D feature motion by using pairs of 
orthogonal projections with a time resolution of the individual frame rate rather than the total acquisition 
time for the full tomographic data set. This section demonstrates how to modify the dual axis OPT system to 
acquire orthogonal projections for tracking 3-D time-lapse feature motion and presents an initial 
demonstration of 3-D cell migration mapping within a zebrafish embryo.  
An inflammatory response to tissue damage is conserved in almost all animal phyla. Inflammation, which is 
part of the complex biological response of vascular tissues to harmful stimuli, is a protective attempt by the 
organism to remove the stimuli and to initiate the healing process. Generally neutrophils, macrophages and 
their equivalents will be recruited to the wound site and may release signals that direct the healing process. 
This cell migration toward sites of tissue damage is of major significance because a clearer understanding of 
the inflammation response would be helpful in designing new therapies for tissue repair and controlling 
excessive inflammatory response. Typically, 3-D tracking in in vivo models requires a certain acquisition 
rate to obtain adequate information to achieve 3-D volumetric structure at each time point. The 
corresponding light dose may result in photobleaching or phototoxic effects. It is always desirable to 
minimise the acquisition time and the light dose for experimental convenience, especially for in vivo imaging 
or tracking. What follows demonstrates that it is plausible using a dual orthogonal projection acquisition 
system acquiring data simultaneously to provide 3-D cell migration mapping in a model of wound induced 
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inflammation in a zebrafish embryo with a sufficient time resolution and significantly reduced light dose, 
compared to time-lapse volumetric imaging.                 
5.3.1. Imaging setup  
The setup was slightly modified from the configuration described in sub-section 4.1.1 by focusing the two 
imaging arms on a common plane. The experiment configuration of the dual image acquisition system, at 
orthogonal projection angles while focusing on the axis of rotation, is depicted in Fig. 5.6. A shutter 
(ThorLabs Inc, SH05), which was electronically controlled (ThorLabs Inc, apt-Solenoid controller), was 
positioned directly after the excitation laser to prevent light exposure on the sample when not acquiring 
projection images. 
 
 
Figure 5.6: Schematic of dual image acquisition system setup (inset shows the common focal plane of 
two orthogonal imaging axes on the axis of rotation).EF – emission filter, AP – aperture, L1 and L2 – tube 
lens, FP – focal plane,  – sample diameter. 
 
5.3.2. Sample preparation and mounting 
A transgenic zebrafish line (LysC: GFP mitfa-/- roy-/-) which is transparent and expresses GFP in 
neutrophils was used as an exemplar wound healing model for in vivo imaging of neutrophil recruitment to 
the site of damage. Embryos were raised in embryo medium (dechlorinated system water containing 
0.0003% (v/v) methylene blue). Embryos at 2 dpf were embedded in 1% low melt point agarose, made from 
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embryo media, containing 0.3 mM MS-222 (Sigma) as an anesthetic. After anesthetization, they were drawn 
into translucent FEP tubing (06406-60, Cole-Palmer) with a refractive index similar to that of water that can 
be used in an index matched chamber for imaging applications. The translucent FEP tubing had inner and 
outer diameters of 0.8 and 1.6 mm respectively. Agarose was added to increase the viscosity of the water and 
prevent movement of the anaesthetized zebrafish embryo. A tail injury was induced 30 minutes before 
imaging to provide a stimulus and recruit the myeloid cells towards the wound site.     
5.3.3. Acquisition settings and procedure 
Image data was acquired on the dual orthogonal acquisition system described above using apertures 
positioned in the back focal planes of lenses L1, resulting in effective collection NA of 0.033 with a DOF of 
0.78 mm. The resulting in-focus lateral resolution was ~11 µm. The focal planes of the two imaging arms 
were located at the axis of rotation. During the acquisition, image data was acquired at 0.9º angular intervals 
as the sample rotated with a certain time delay (15 s) between frames. Each frame had an integration time of 
0.3 s for the fluorescence acquisition and 100 images (90º rotation) were acquired, which resulted in the 
acquisition times ~24 minutes. Both standard fluorescence and transmitted OPT data sets were also acquired 
with an integration time of 0.3 s and 1 s respectively at 0.9º angular intervals (i.e. a total of 400 projection 
images were recorded for each imaging arm) as the sample rotated over the full rotation. The total 
acquisition time for the OPT data sets was ~8 minutes and ~13 minutes for the standard fluorescence and 
transmitted light acquisitions respectively.  
The acquisition procedure was adapted from the acquisition procedure used in the dual axis OPT system, 
described in sub-section 4.1.3, to include the shutter control. The shutter was open when the system was 
ready for a synchronised single scan. Then the CCDs were set to be simultaneously triggered by an external 
signal. After the acquisition, the shutter was closed and the rotation stage switched to the next angular 
position. This process was then repeated for a user-defined number of steps (e.g. 100 steps for each dataset). 
The process could be further developed by adapting the fast acquisition programme, described in sub-section 
4.1.6, and thus, the acquisition time can be significantly reduced.  
5.3.4. 3-D localisation information extraction  
 Ideally, the cells expressing GFP would have equal fluorescence brightness. In practice, however, the 
fluorescence intensity can be easily affected by the variable concentration of the fluorophores (e.g. 
expression level, clustering of cells, etc.), the effects of the collection efficiency (e.g. at different locations 
from the focal plane), the spatial variation in excitation, scattering and absorption of both excitation light and 
emitted fluorescence. Therefore, a local thresholding approach (Fiji, auto local threshold) was used to 
achieve image segmentation as an initial step of significance for further localisation information extraction. 
The threshold was computed for each pixel according to the “local” image intensity within a window of a 
certain radius around it. The implementation of Bernsen’s thresholding method [116] was chosen, in which a 
circular window instead of a rectangular one was employed. This method employed a user-provided contrast 
threshold. If the local contrast was equal or above the contrast threshold, the threshold was set at the local 
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mid-grey value while if the local contrast was below the contrast threshold the neighbourhood was 
considered to consist only of one class and the pixel was set to background. Figure 5.7 (a) and (b) show a 
region of interest (ROI) in one raw fluorescence projection of the zebrafish embryo at one orientation and the 
corresponding segmented image using Bernsen’s local thresholding method respectively.  After the image 
segmentation, the adapting reconstruction and localisation information extraction approach as described in 
sub-section 5.2.1 was employed. 
 
 
Figure 5.7: A ROI of (a) a raw fluorescence projection and (b) the corresponding segmented image of 
the 2 dpf LysC: GFP mitfa-/- roy-/- zebrafish embryo at one angle. Scale bar, 100 µm.      
 
5.3.5. Results and discussion 
 
 
Figure 5.8: Wide-field transmission image of 2 dpf LysC: GFP mitfa-/- roy-/- zebrafish at one 
orientation (white box shows the initial ROI).Scale bar, 0.25mm.    
 
The coarse reconstruction process produced a stack of cross-sectional binary images, indicating the 
intersections from pairs of orthogonal segmented projection data at each time point. Since the tail wound 
model was used in the experiment, the initial ROI was set to a section near the site of wound, indicated by 
(a) (b)
100 µm
0.25 mm z
x
  
  115  
 
the white box in a wide-field transmission image of 2 dpf LysC: GFP mitfa-/- roy-/- zebrafish at one 
orientation in Fig. 5.8. Figure 5.9 and 5.10 show time-lapse orthogonal fluorescence projections of the ROI 
indicated in Fig. 5.8 for each arm (labelled as 0° and 90°) respectively. It is noted that these raw time-lapse 
fluorescence projections for each arm were not recorded from the same projection angle as the sample was 
rotated by an angular interval of 0.9º. 
 The cell localisation information was extracted from the angle-corrected coarse 3-D reconstruction at each 
time point. Considering the consistency of the full time-lapse information, the artefacts were then removed 
and pathways of cell migration were determined. Figure 5.11 shows corresponding time-lapse 3-D cell 
migration traces from the raw projection data as shown in Fig. 5.9 and 5.10.  
 
 
Figure 5.9: Wide-field time-lapse fluorescence images of the ROI indicated in Fig. 5.8 from 0° view. 
Scale bar, 100 µm.        
 
 
Figure 5.10: Wide-field time-lapse fluorescence images of the ROI indicated in Fig. 5.8 from 90° view. 
Scale bar, 100 µm.      
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Figure 5.11: 3-D traces of cell migration in ROI indicated in Fig. 5.8 over 360 seconds in a model of 
wound inflammation in the 2 dpf LysC: GFP zebrafish embryo based on pairs of orthogonal projections. 
 
 
Figure 5.12: 3-D cell migration mapping in the tissue from (a) X-Z and (b) Y-Z view at 0, 180, 360 
second time point in a model of wound inflammation in the 2 dpf LysC: GFP zebrafish embryo based on 
pairs of orthogonal projections (see Video 5.1). Red lines correspond to the previous movements while white 
lines correspond to latest movement from the last time point. Scale bar, 100 µm.       
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Figure 5.12 (Video 5.1) shows the migration mapping in the tissue at different time points from two views 
where red lines correspond to the previous movements while white lines correspond to latest movement from 
the last time point. These curves illustrate that the 3-D cell migration can be tracked by using pairs of 
orthogonal projections and the consistency of full time-lapse information. They reveal the local response of 
neutrophil to a wound signal. 
In conclusion, this section has demonstrated the efficacy of using the dual orthogonal projection acquisition 
system focusing on a common plane and acquiring data simultaneously to track time-lapse feature motion 
with a sufficient time resolution equal to be the acquisition rate rather than the total acquisition time for the 
full tomographic data set and with a significantly reduced light lose, compared to time-lapse volumetric 
imaging. An initial demonstration of the 3-D cell migration mapping in a model of wound induced 
inflammation in the zebrafish embryo has been presented. The tracking accuracy for complex features and 
their motions in the biological organisms could be further improved by employing more than two imaging 
axes. 
 
5.4. Conclusions 
This chapter has introduced the development of OPT system by using an angular multiplexing technique to 
achieve multiple image acquisition for 3-D feature motion tracking. It has demonstrated the plausibility of 
using a dual orthogonal projection acquisition system acquiring data simultaneously to track time-lapse 
feature motion in a sample with a sufficient time resolution equal to be the acquisition rate and a 
significantly reduced light lose.   
The dual image acquisition system at orthogonal projection angles was established by extending the 
configuration of the dual axis OPT system to focus the imaging channels on a common plane. The 
plausibility of using pairs of orthogonal projections and the consistency of full time-lapse information to 
track time-lapse feature motion at the frame rate was demonstrated via simulating independent bead 
movement in a volume. A model of wound induced inflammation of the LysC: GFP mitfa-/- roy-/- (express 
GFP in neutrophils) zebrafish embryo (2 dpf) was also imaged to further illustrate the impact of the dual 
image acquisition system at orthogonal angular projections, demonstrating 3-D cell migration mapping in the 
zebrafish embryo with a sufficient time resolution and a significantly reduced light dose, compared to time-
lapse volumetric imaging.  
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Chapter 6: Biomedical applications of 
intensity and lifetime OPT 
The previous three chapters have described the implementation and development of OPT microscope and 
macroscope systems. This chapter is concerned with the application of these OPT systems to biomedical 
samples and animal models. First, the application of the OPT macroscope system to biomedical tissues for 
morphology and histopathology research will be discussed, using the standard intensity-based OPT imaging 
technique to provide extrinsic (fluorescent dye) contrast and intrinsic (label-free) contrast of different tissue 
pathologies. The application of intensity-based OPT and FLIM-OPT to live zebrafish will also be discussed, 
including the feasibility of utilising FLIM-OPT to distinguish between multiple labels with similar spectral 
properties but different lifetime values, the feasibility of employing FLIM-OPT as a 3-D tomographic 
imaging platform for localisation of protein-protein interactions via FRET and the feasibility of applying 
OPT to obtain 3-D global imaging of tumour generation and progression in juvenile/adult zebrafish (weakly 
scattering regime). This chapter concludes with a discussion of the efficacy of OPT for ex vivo tissue 
samples and live animal models as a research tool. Topics in this chapter include: 
 OPT of biomedical tissues for morphology and histopathology research 
 Demonstration of FLIM-OPT of live zebrafish embryos 
 3-D localisation protein-protein interactions via FLIM FRET in zebrafish embryos  
 3-D global imaging of tumour progression in juvenile/adult zebrafish   
 
6.1. Demonstration of biomedical tissues 
OPT was originally applied to anatomical studies of fixed, cleared samples such as mouse embryos for 
research into development biology [64]. It is an increasingly useful tool for imaging and visualising organs 
and other biomedical tissue samples [64, 99, 100, 103, 117, 118]. 3-D OPT images can be formed using 
transmitted light (e.g. to map absorption coefficients) or using fluorescence radiation. Absorption contrast 
can arise from endogenous chromophores and exogenous labels or stains (e.g. the standard H&E stain). 
Fluorescence contrast can arise from exogenous labels including dyes or genetically expressed fluorescent 
proteins, or from endogenous fluorophores (e.g. collagen, elastin, NADH, etc.).  
6.1.1. Pancreas specimens  
Diabetes mellitus is a devastating disease and is a growing worldwide epidemic characterised by loss of 
insulin secretion. Affected individuals suffer from dysregulated glucose and lipid homeostasis and therefore 
complications including cardiovascular disease, blindness, kidney failure and cancer. The ability to 
accurately localise and measure beta cell mass is a prerequisite for interpretation of biomedical results for 
diabetes research.  
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OPT allows optical imaging in 3-D of relatively large tissues (up to tens of mm in each dimension) at high 
resolution (typically on the order of µm). Generally, the tissues are first rendered transparent by a chemical 
optical clearing and then embedded in agarose with biomedical targets being specifically labelled using dye-
conjugated antibodies. OPT enables imaging of the intact 3-D structure (e.g. the intact pancreas) with many 
advantages (e.g. less time-consuming) compared to the serial capture of 2-D image slice data. It can provide 
3-D reconstructions that enable quantitation of the number and localisation of insulin-containing beta cells 
within the pancreas [119-121].  
This section mainly presents the application of OPT to pancreatic beta cell imaging, demonstrating the 
impact on mouse beta cell imaging for a collaborated experiment on Type 2 diabetes research [121].  
6.1.1.1. Imaging system  
 
 
Figure 6.1: Photograph of in-house developed intensity-based macroscope OPT system.  
 
The in-house developed OPT macroscope systems was used. Figure 6.1 shows the components of the in-
house developed intensity-based OPT macroscope system. The camera lens (Optem Zoom 125C 12.5:1 
Micro-Inspection Lens system with an Optem 1x Mini 299090 TV tube lens) formed an image onto the CCD 
(Clara, Andor Technology plc). The sample was mounted under a rotation stage (UE34CC, Newport Corp) 
and suspended in BABB. Wide-field excitation was provided by the spectrally filtered ultrafast fibre-laser-
pumped super-continuum source (SC-400-2, Fianium Ltd) incorporating a rotating diffuser. The 
CCD
Diffuser
Emission 
filter wheel
Rotation stage
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magnification and the NA of the optical system were adjusted depending on the FOV required. The in-focus 
lateral resolution was ~25 µm. 
6.1.1.2. Sample preparation and acquisition settings  
Briefly, knockout mice (i.e. pancreas-specific Tcf7l2-null mice) for Type 2 diabetes research were prepared 
as described in [121]. To prepare for OPT imaging, whole pancreata were fixed in 4% (wt./vol.) 
paraformaldehyde at 4 °C for 2~3 hours, dehydrated, then frozen and de-frosted five times (-80 °C to room 
temperature). Pancreata were then blocked overnight in TBS-T containing 0.01% (wt./vol.) sodium azide and 
10% (vol./vol.) serum and the samples were incubated overnight at 4 °C with guinea pig anti-swine insulin 
antibody (1:1000) dissolved in blocking buffer with extra 5% (vol./vol.) DMSO. Alexa 594 goat anti-guinea 
pig antibody was applied in order to visualise insulin-positive staining. Then, the sample was embedded in 
1% (wt./vol.) agarose, dehydrated in methanol and cleared in BABB for OPT imaging. 
All specimens were scanned using two fluorescent channels. The excitation and emission filters used for 
insulin-positive staining (beta cells) were 580 ± 15 nm and  650 ± 15 nm respectively and for 
autofluorescence (3-D shape of pancreata) signal were 480 ± 9 nm and 650 ± 15 nm respectively. 
The “standard” intensity-based OPT acquisition procedure was applied, as described in sub-section 3.2.2, in 
which fluorescence images were acquired at 1° intervals as the sample rotated. The integration time for all 
the acquisitions was adjusted, depending on the signal level in the acquisition, to maximise the CCD 
dynamic range and therefore optimise the SNR in the reconstructions.  
6.1.1.3. Results and discussion 
The raw data for these two channels were reconstructed in a pair of 3D voxel data sets (voxel: µm 1:12.6). 
The reconstructions allow the distribution and total volume of insulin-positive areas to be assessed in 
pancreases. Figure 6.2 shows the 3-D OPT reconstructions of two 16-week-old mice pancreata from different 
experimental groups as representative examples, illustrating the accessibility of the distribution, size and 
number of insulin-positive cells. Beta cell volumes in µm
3
 for each pancreas were measured using Volocity 
and given in Fig. 5 in [121], demonstrating OPT could provide quantitative information on the number and 
localisation of insulin-containing beta cells within the pancreas.  
It is noted that intensity-based OPT provides mainly 3-D structural rather than quantitative information. 
These intensity measurements are susceptible to artefacts introduced by excitation intensity fluctuations or 
varying fluorophore concentrations. Nevertheless, the volume measurements are adequate rather than the 
accurate signal intensity measurements in this experiment. This work has demonstrated the application of 
OPT to pancreatic beta cell imaging, using the standard intensity-based imaging technique providing the 3-D 
reconstructions, in which the number and localisation of insulin-containing beta cells within the pancreas 
were established [121].  
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Type 2 diabetes usually involves defects in both insulin release and in hormone action. Both impaired 
glucose sensing by the beta cell and a loss of overall beta cell mass are involved in the decrease in beta cell 
function. However, the relative contributions of each for Type 2 diabetes remain unclear. Therefore, it is 
necessary to assess the contributions of cell loss versus function both prospectively and transversely in the 
diabetic population. It is noted that the existing requirement for extensive chemical treatment (i.e. to ensure 
that the sample has been rendered sufficiently transparent) and the introduction of antibodies limit this 
approach by precluding the possibility of monitoring beta cell mass prospectively in the developing 
embryonic pancreas. However, the development of an infrared-shifted fluorescent protein (IFP) in recent 
years, in principle, provides the possibility of performing OPT without the need to chemically clear the tissue 
[122]. The primordial rat pancreas, removed early in development, can be cultured ex vivo where pancreatic-
islet like structures develop. Considering IFP along with the extension of discriminating against scattered 
light through a modified OPT configuration (e.g. structured illumination, polarisation gating, etc.) and more 
appropriate reconstruction algorithms, it may be possible to extend this approach to image more challenging 
(less transparent) samples and therefore may allow the appearance of beta cells to be monitored 
prospectively and over many weeks without chemical clearing. 
 
 
Figure 6.2: Maximum intensity projections of the 3-D reconstruction of two 16-week-old mice pancreas 
and beta cell volume. Alexa 594 goat anti-guinea pig antibody was applied in order to visualise insulin-
positive staining, shown in red. Scale bar, 2 mm. 
 
6.1.2. Label-free OPT of ex vivo tissue samples for histopathology research 
One research topic of interest for OPT is its application to chemically cleared tissues for histopathology since 
OPT provides the opportunity to directly obtain “volumetric” 3-D  images of intact samples rather than the 
standard approach of mechanically slicing them and combining images of each section to reconstruct 3-D 
(b)(a)
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volumes. OPT is potentially preferable because mechanical “sectioning” is time-consuming, labour-intensive 
and is likely to damage delicate samples. In addition, for some “volumetric” samples which are irregularly 
shaped, it is difficult to mechanically “section” them and obtain complete useful 3-D structures.  
As described in sub-section 2.7.2, OPT has a number of applications on soft organs [33, 64, 99, 104, 105, 
117, 119, 123]. Since OPT can record both fluorescence and absorption profiles, these applications mostly 
benefit from different labelling and staining techniques. Kerwin et al. used the autofluorescence OPT 
imaging (i.e. the intrinsic fluorescence from the fixed specimens) of human embryos as the basis for the 
histological contrast seen in the 3-D model and tested its use as a framework onto which anatomical 
structures can be defined and gene expression data mapped by comparison of digital sections of OPT with 
physical sections stained [102]. Similarly, this section presents an exploratory investigation into the 
application of OPT to tissues by using autofluorescence for histopathology research, providing a label-free 
readout of the state of biological tissue.  
6.1.2.1. Sample preparation and acquisition settings  
Prior to imaging, the tissues (e.g. mouse lung, liver, kidney, female/male urogenital sinus (UGS)) were fixed 
and chemically cleared in BABB. The imaging system employed in this experiment was the same as in the 
last section (OPT macroscope system). The magnification and the NA of the optical system were adjusted 
according to the FOV required for each specific sample and the in-focus lateral resolution varied from 25 to 
40 µm. Autofluorescence was excited in these experiments and no exogenous label was used. All specimens 
were scanned using two channels with the excitation at 470 ± 20 nm and 531 ± 20 nm, imaged through a 531 
± 20 nm and 600 ± 12.5 nm emission filters respectively. 
6.1.2.2. Results and discussion 
Figure 6.3 shows two-channel MIPs of the 3-D autofluorescence intensity reconstruction of mouse lung and 
heart, in which the blue channel corresponds to the excitation centred 470 nm while the green channel 
corresponds to the excitation centred 530 nm (see Video 6.1 for 3-D merged two-channel reconstruction). 
There is no significant difference, however, between these two channels although the blue channel might 
show more superficial information of the sample. This is due to the fact that no specific label was used and 
that the longer wavelength could penetrate deeper into the tissue. Longer wavelengths (excitation centred at 
600 nm, 700 nm) were also tried but the signals were much weaker, resulting in a reduced SNR but still 
displaying similar structure. 
Figure 6.4 (also seen Video 6.2) shows two-channel MIPs of the 3-D fluorescence intensity reconstruction of 
a female mouse UGS. This sample had a very complex shape and therefore it would be difficult to obtain a 
complete 3-D structure by using the traditional histopathological methods (i.e. mechanically “sectioning” 
and 2-D imaging). OPT has demonstrated the capability of providing the complete 3-D structures of these 
complex samples without physical damage or induced artefacts. 
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Figure 6.3: Maximum intensity projections from two opposite views of the 3-D reconstruction of a mice 
lung and heart with (a, b) showing blue channel (excitation centred 470 nm), (c, d) showing green channel 
(excitation centred 530 nm) and (e, f) showing merged two-channels (see Video 6.1). Scale bar, 5 mm. 
 
 
Figure 6.4: Maximum intensity projections from two views of the 3-D reconstruction of a female mouse 
urogenital sinus (UGS) showing merged two-channels (see Video 6.2). Scale bar, 5 mm. 
(b)(a)
(d)(c)
(f)(e)
(b)
(a)
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Thus, the feasibility of OPT to volumetric imaging of tissue samples for histopathological research has been 
confirmed. Autofluorescence was used to provide a label-free readout of the state of structure of these 
biological tissues without the need of physical “sectioning”. FLIM-OPT was also applied to the tissue 
samples. Unfortunately, the average fluorescence lifetime from the autofluorescence did not show significant 
contrast. This may be due to the numerous chemical treatments (fixing and/or clearing). However, there is 
the potential to apply FLIM-OPT to tissues to distinguish between different fluorescence signals, especially 
if the sample is extrinsically labelled (e.g. using immunohistochemical techniques). 
 
6.2. In vivo imaging of zebrafish 
In this study, the potential application of OPT to image live disease models was investigated. For studying 
disease and for drug discovery, there is an increasing demand in translating studies of biological processes at 
the cellular level from monolayer cell cultures to live organisms. However, the requirement of optical 
transparency for mesoscopic optical imaging techniques is a major limitation. For less transparent and larger 
organisms, it is usually necessary to employ chemical clearing to render them transparent. However, this 
process is inherently fatal to live organisms and thus precludes the possibility of in vivo imaging. In addition, 
it has an adverse effect on the fluorescent properties of genetically expressed fluorophores [100, 123].  
It is therefore interesting to apply OPT and other optical imaging techniques to small live organisms which 
are sufficiently transparent – particularly those that can be genetically manipulated to serve as disease 
models. To date, OPT has been applied to organisms such as D. melanogaster [97, 106], C. elegans [87, 88, 
107] and Danio rerio (zebrafish) embryos [78, 108]. For biological and pharmacological research, zebrafish 
are an attractive vertebrate animal model due to their short reproduction cycle, optical clarity during 
embryogenesis, easy drug administration and the potential manipulation using genetic and molecular 
approaches. One mating pair can produce up to 200 embryos a week. There are mutant lines available (e.g. 
the Casper and Tra/Nac lines) in which the fish do not produce melanocytes and therefore maintain 
transparency into adulthood [124], which is highly desirable for optical imaging. These mutant lines can be 
combined with transgenics that have cell types expressing fluorescent proteins (e.g. in mpx:GFP transgenics, 
GFP is expressed under the control of the myeloperoxidase promoter, resulting in expression of GFP in all 
neutrophils), and therefore transgenic lines can be employed to track cell migration or even monitor cell 
signaling via FRET. Zebrafish are widely deployed for disease model, organ function assays and on and off 
target effects [42, 125-132].   
The different zebrafish life stages are determined their age: larval stage 3 - 30 dpf, juvenile stage 30 - 90 dpf 
and adult aged over 90 dpf. This section describes the applications of intensity-based OPT and FLIM-OPT to 
live zebrafish embryo and juvenile/adult zebrafish, including the feasibility of utilising FLIM-OPT to 
distinguish between multiple labels with similar spectral properties but different lifetime values, the 
feasibility of employing FLIM-OPT as a 3-D tomographic imaging platform for localisation of protein-
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protein interactions via FRET and the feasibility of applying OPT to obtain 3-D global imaging of tumour 
generation and progression in juvenile/adult zebrafish (weakly scattering regime).  
6.2.1. In vivo FLIM-OPT 
OPT can provide 3-D reconstructions of the fluorescence and absorption distribution (e.g. sample structure 
and probe localization). However, intensity-based imaging provides mainly structural rather than functional 
information. Compared to intensity-based imaging, FLIM provides more robust quantitative information 
since lifetime measurements are less susceptible to artefacts introduced by varying fluorophore 
concentrations or excitation intensity fluctuations. It can provide contrast between different fluorescent 
species and can yield quantitative information concerning the local fluorophore environment (e.g. pH, 
temperature, protein-protein interactions, etc.) [1, 133, 134].     
OPT can be extended to FLIM-OPT by incorporating wide-field FLIM instrumentation, as described in [77]. 
FLIM-OPT was realised through the wide-field acquisition of a series of time-gated fluorescence intensity 
images at different time delay positions with respect to the excitation pulses at each angle of projection. This 
technique makes the final results insensitive to intensity variations due to the ratiometric nature of FLIM. In 
the original experiment, FLIM was able to distinguish between the labelled fluorescence (i.e. Alexa-488-
labelled neurofilament) and the autofluorescence from the heart and dorsal aorta of a mouse embryo [77]. 
However, ex vivo environments may exhibit non-physiological behaviour due to the artificial environments 
and therefore, there is increasing interest in more physiologically realistic engineered or in vivo 
environments. For drug discovery and many biological studies, there is an increasing demand in live disease 
models that can be developed in organisms, e.g. zebrafish embryos. 
This sub-section presents the feasibility of applying FLIM-OPT to live animal models. The first full-body 3-
D fluorescence lifetime imaging of a live LysC:GFP transgenic zebrafish embryo [78] is demonstrated, 
illustrating the potential of this technique to distinguish between multiple labels with similar spectral 
properties but different lifetime values. This also illustrates the potential of employing FLIM-OPT to live 
animal models for biological and pharmacological research (e.g. provide functional readouts in primary 
screening before the expensive mammal testing phase).  
6.2.1.1. Imaging system  
A schematic of our in-house developed FLIM-OPT microscope system is depicted in Fig. 6.5. When using 
the ultrafast fibre-laser-pumped super-continuum source for excitation, the excitation was initially incident 
on a rotating diffuser and then collimated. A further lens (f = 150 mm) focussed the excitation light to the 
back focal plane of an objective (after reflection off a dichroic cube filter) to produce collimated 
illumination. The fluorescence was collimated by the objective and transmitted through the dichroic filter 
cube. A tube lens then formed the image on the photocathode of the GOI. 
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Figure 6.5:  Schematic of in-house developed FLIM-OPT microscope system. O – objective, AP – 
aperture, L1 – condenser lens, F1 – excitation filter, DM – dichroic mirror, L2 – tube lens, F2 – emission 
filter, M – mirror; GOI – gated optical intensifier. (The GOI is coupled to a CCD through the use of two 
infinity focussed opposing camera lens of focal length of 50 mm and 35 mm.)  
 
 
 
Figure 6.6: Photograph of the major components of the detection unit (GOI/HRI and CCD coupling). 
 
In this thesis, the GOI (i.e. the imaging tube together with associated electronics and a control unit) was 
known as a high rate imager (HRI, Kentech Instruments, Didcot, UK). The image was coupled to a CCD 
(Clara, Andor Technology plc, 1040×1392, 6.45 µm pixel size) through the use of two infinity focussed 
opposing camera lenses of focal length of 50 mm and 35 mm (Nikkor AF, Nikon, Tokyo, Japan). Figure 6.6 
shows a photograph of the major components of the detection unit (showing GOI and CCD coupling).  It is 
noted that a high gain voltage results in increased amplification of signals but also restricts the available 
HRI50 mm 
Lens
35mm 
Lens
CCD
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dynamic range and decreases the number of detected photons [15]. The optimised gain voltage range for 
single-frame acquisition in this work was set between 550 and 700 V. 
Figure 6.7 shows the basic features of the FLIM-OPT microscope system including spectrally filtered 
illumination, an electronic delay line, a rotation stage and the FLIM detection unit (i.e. a GOI coupled to a 
CCD). Wide-field excitation was provided by a spectrally filtered ultrafast fibre-laser-pumped super-
continuum source (SC-400-2, Fianium Ltd) with an output spectral bandwidth from 450 nm to beyond 1750 
nm, as shown in Fig. 6.7 (b).  
 
 
Figure 6.7:  Photograph of (a) in-house developed FLIM-OPT microscope system and (b) the 
corresponding spectral filtered illumination based on an ultrafast fibre-laser-pumped super-continuum 
source.  
 
6.2.1.2. Sample preparation  
A transgenic line (LysC:GFP), which displays neutrophil specific expression of GFP, was used as an 
example for in vivo OPT imaging. Embryos were raised in embryo medium (dechlorinated system water 
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containing 0.0003% (vol./vol.) methylene blue and 30 µg/ml N-phenylthiourea (Sigma) to suppress 
melanisation).  
For imaging, embryos at 3 dpf were anaesthetised and embedded in 1% low melt point agarose (Flowgen, 
Lichfield, UK), made from embryo media, containing 0.3 mM MS-222 (Sigma) as an anesthetic. Agarose 
was added to increase the viscosity of the water and prevent movement of the anaesthetized embryos.  
They were then drawn into translucent FEP tubing (06406-60, Cole-Palmer), which has a refractive index 
similar to that of water, and the tubing then was mounted in an index matched chamber for imaging. Figure 
6.8 (a) and (b) show a single projection of a live zebrafish embryo (confirmed by observing the heart beat 
during the acquisition) in transmission and in fluorescence respectively. 
 
 
Figure 6.8: A single projection of a live LysC:GFP zebrafish embryo (confirmed by observing heart beat 
during acquisition) in (a) transmission and in (b) fluorescence based on the intensity-based OPT system. 
Scale bar, 500 µm. 
 
6.2.1.3. Acquisition procedure 
FLIM-OPT is based on the wide-field acquisition of a series of time-gated fluorescence intensity images at 
different time delay positions with respect to the excitation pulses at each angle of projection. Since the 
implementation of FLIM involves the GOI and the electronics delay line, the program starts with selecting 
the delay box, the rotation stage and the CCD and then initialising the hardware. During the acquisition, the 
GOI is triggered at the repetition rate of the pulsed laser source (40 MHz in this work) via a temporal delay 
box. The CCD is then triggered by the acquisition programme and integrates the fluorescence signal from the 
GOI for a user-defined period (i.e. integration time). After the integration, the CCD is read out and the image 
(a)
(b)
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is saved. Then the delay box switches to the next time delay position (i.e. time-gate shifts with respect to 
excitation pulses). This is repeated for a user-defined number of time-gates and then the rotation stage 
switches to the next angular position. The whole process is then repeated for a user-defined number of 
angular steps.  Figure 6.9 shows a schematic of the FLIM-OPT “standard” acquisition procedure. 
 
 
Figure 6.9: Schematic of the FLIM-OPT “standard” acquisition procedure.   
 
 
Binning Maximum frames per second  
1×1 11  
2×2 20  
4×4 34  
8×8 52.1  
 
Table 6-1: Maximum frames per second for CCD (Clara, Andor technology plc) [135]. Full frame: 
1392×1040.   
 
As described in Chapter 2, it is noted that each gated image is actually a summation over many excitation 
pulses. Since the program triggers the CCD and controls the integration time, it works in an analogous way 
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to a full frame CCD. During the readout of the CCD, no signal is recorded although the specimen is still 
illuminated and the GOI is still gating. The gates are recorded in reverse order (i.e. starting from the last gate 
with the longest time delay and dimmest image) to reduce the effects from the previous gated signals on the 
next acquired frame. The effects are duo to a relatively long lifetime of phosphor, which may cause the 
residual signal from previous gate (if bright) comparable to the acquired signal of next gate (dim one).  It is 
also possible to use a shutter to block the illumination when the CCD is not integrating. The maximum frame 
rate of the CCD (Clara, Andor Technology plc) (i.e. indicating the required readout time) depends on 
binning, as shown in Table 6-1. 
6.2.1.4. Acquisition settings 
Both epifluorescence and transmitted light imaging were utilised with a 4x objective (UPLFLN4X, Olympus 
UK Ltd) and a filter cube for GFP (GFP-3035B-OMF, Laser 2000 Ltd). The NA was limited to 0.07 by 
positioning an aperture directly behind the objective. The “standard” intensity-based OPT acquisition 
procedure was applied, in which fluorescence/transmitted light images were acquired at 1° intervals as the 
sample rotated. The transmitted light images were acquired by using the incandescent lamp through the same 
cube filter.  Each frame had an integration time of 0.5 s for the transmitted light OPT acquisition. 
For FLIM-OPT measurements, excitation was provided by a spectrally-filtered (472±15 nm) ultrafast fibre-
laser-pumped super-continuum source (SC-400-2, Fianium Ltd). The emitted fluorescence was imaged onto 
the photocathode of the GOI (HRI, Kentech Instruments Ltd) with a gate-width of 1 ns. During the 
acquisition, 5 time-gated images were recorded at 1 ns relative delay positions every 4º (a total of 5×90 
images were collected). Each frame had an integration time of 1 s for the time-gated acquisition. The total 
acquisition time for the dataset, including time-gated and transmitted light acquisitions, was ~20 minutes 
(comprising 630 s of photon detection and ~600 s of stage movement, temporal delay scanning, CCD set-up 
and readout time and switching between fluorescence and transmission modes). The in-focus lateral 
resolution of this FLIM-OPT system was ~13 µm due to the fact that the GOI used in this experiment had an 
effective pixel size of ~26 µm.  
6.2.1.5. Reconstruction and fitting 
3-D image reconstruction was realised based on the standard FBP algorithm. The reconstruction approach is 
repeated for each time-gated dataset corresponding to the time delay position. Five time-gated 3-D intensity 
reconstructions of the fluorescence signal were obtained, with the intensity decay contained in corresponding 
voxels of the time-gated reconstructions. The 3-D lifetime distribution was then determined by assuming a 
single exponential fluorescence decay model and using an in-house developed fitting algorithm based on 
non-linear least squares optimization. For visualisation purposes, the lifetime was represented on a false 
colour scale and merged with the integrated intensity to suppress the noise in regions with little or no signal.    
6.2.1.6. Results and discussion 
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Figure 6.10: Maximum intensity projections of (a) a 3-D fluorescence intensity reconstruction and (b) the 
combined fluorescence (red) and absorption (grey) intensity reconstruction of a live LysC:GFP transgenic 
zebrafish embryo 3 dpf. Scale bar, 500 µm. 
 
 
 
Figure 6.11: Maximum intensity projections of 3-D fluorescence lifetime reconstructions on a continuous 
colour scale of a live LysC:GFP transgenic zebrafish embryo 3 dpf from two orthogonal orientations. Scale 
bar, 500 µm. 
 
(b)
(a)
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The time-gated 3-D fluorescence intensity reconstructions at different time delay positions and the 
absorption reconstruction (based on the transmitted light acquisition) of a transgenic (LysC:GFP) zebrafish 
embryo at 3 dpf were obtained. Figure 6.10 (a) and (b) show the MIPs of a 3-D fluorescence intensity 
reconstruction and the combined fluorescence (red) and absorption (grey) intensity reconstruction 
respectively. 
Since the expression of GFP was limited to neutrophils, the fluorescence intensity reconstruction was 
expected to illustrate the distribution of neutrophils throughout the zebrafish embryo. A significant 
autofluorescence signal, however, could also be observed in the raw data and the corresponding intensity 
reconstruction, particularly in the region of the yolk-sac. This resulted in a reduced ability to distinguish the 
expected fluorescent protein signal from the background fluorescence since both signals varied spatially in 
intensity due to the variation in expression level and the illumination and collection efficiency.  
However, the GFP signal can be clearly distinguished from the background fluorescence via the fluorescence 
lifetime since, although the label and the background fluorescence have similar spectral properties, they have 
different lifetime values. The corresponding 3-D fluorescence lifetime distribution was achieved through the 
process described before, as shown in Fig. 6.11 (lifetime is encoded in the colour bar).  
Figure 6.12 shows the fluorescence lifetime histogram, illustrating two distinct lifetime populations and 
confirming the correct lifetime for the GFP signal of ~2.5 ns. This separation of lifetime could be used such 
that the lifetime reconstruction could be viewed on a discrete colour scale, as shown in Fig. 6.13 (Video 6.3) 
with the GFP signal shown in green and autofluorescence shown in blue. 
 
Figure 6.12: A fluorescence lifetime histogram showing two clear populations corresponding to GFP and 
autofluorescence. 
 
It is noted that the total acquisition time was ~20 minutes and therefore the position and fluorescence lifetime 
of features that changed significantly during the acquisition time could not be accurately reconstructed. The 
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total acquisition time can be reduced by further developing the system (e.g. optimising the excitation powers) 
and modifying the acquisition program, using a similar approach described in sub-section 4.1.6.  
The required processing time can be significantly reduced by employing graphic processor units (GPU) 
[136]. In addition, if the fluorescence lifetimes are known in advance, an optimised gating strategy can be 
employed for FLIM-OPT to minimise the required time-gates (e.g. 2 time-gates for a single exponential 
decay [12]) and therefore reduce the acquisition time and the processing time by reducing the number of 
recorded images and the number of 3-D intensity reconstructions required. It is also noted that the acquisition 
was not synchronised with the heartbeat of the zebrafish, which leads to the reconstructed structures close to 
the heart being compromised by the time-average motion. 
 
 
Figure 6.13: Maximum intensity projections of 3-D fluorescence lifetime reconstructions on a discrete 
colour scale of a live LysC:GFP transgenic zebrafish embryo 3 dpf (see Video 6.3) from two orthogonal 
orientations (corresponding to Fig. 6.11).  Scale bar, 500 µm.  
 
In conclusion, this work has demonstrated the application of intensity-based OPT and FLIM-OPT to live 
LysC:GFP transgenic zebrafish embryos to obtain the full-body 3-D fluorescence lifetime distribution for the 
first time. It is noted that the autofluorescence from the yolk-sac is a typical issue for zebrafish embryo 
imaging. This work has demonstrated that FLIM-OPT can distinguish between an expressed fluorescent 
protein signal and background autofluorescence (particularly in the region of the yolk-sac) with similar 
spectral properties but different lifetime values. It has demonstrated the potential of FLIM-OPT to map 3-D 
variations in local fluorophore environment (e.g. pH, calcium, protein-protein interactions via FRET, etc.).  
3.5 ns
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6.2.2. FRET in zebrafish 
This sub-section describes utilising FLIM-OPT as a 3-D tomographic imaging technique for localisation of 
protein-protein interactions via FRET. The approach is initially demonstrated by using an adapted biological 
FRET probe for Rac activation in live zebrafish of varying ages.  
6.2.2.1. FRET probe 
It is of interest to determine the activation state of relevant regulators when investigating cellular biological 
processes. The Rho family of GTPases is a family of small signalling GTPases that have important roles in 
regulation of the cell cycle and cell motility [137]. Rac1 is one member of this commonly studied family and 
specifically regulates cytoskeletal structure formation, including lammelipodia, focal adhesion complexes, 
membrane ruffles and actin polymerisation [138]. Its activation levels can be altered in disease processes that 
depend on cell migration such as tumour cell metastasis and inflammatory responses. It also has a critical 
role in the activation of transcription and apoptotic signalling, and is over-expressed in many cancers. 
To detect protein activation and function, genetically encoded biosensors have been developed. As 
introduced in section 2.6, FRET can be used to detect and monitor interactions between proteins labelled 
with fluorophores (donor and acceptor), to measure conformational changes of large molecules. It is also 
increasingly used to read out genetically expressed biosensors for signalling molecules.  
A FRET probe, called “Raichu”, designed by Yoshizaki et al. [139], has been employed to measure sub-
cellular localisation of Rac activation [139-141]. Raichu was adapted by Kardash et al. for the detection of 
Rac activation in zebrafish [142]. This biosensor consisted of two protein functional domains - Rac1, called 
the “sensor”, and the CRIB domain of PAK1, called the “ligand”. Both of them could be labelled with 
fluorophores that act as donor and acceptor for energy transfer. In this probe, the CRIB domain of PAK1 was 
conjugated to SECFP (i.e. the enhanced version of Cyan Fluorescent Protein (CFP)), as the donor, while 
Rac1 was conjugated to YPet (i.e. the enhanced version of Yellow Fluorescent Protein (YFP)), as the 
acceptor. This probe is activated through the binding of Rac1 to the CRIB domain of PAK1. In other words, 
in response to a specific stimulus, the sensor interacts with the ligand (i.e. the activation of the biosensor) and 
thereby altering the relative distance between the donor and the acceptor fluorophores, which in turn alters 
the FRET efficiency.  
The FRET efficiency was extracted from the ratiometric measurements of donor and acceptor fluorescence 
in separate spectral channels, but with donor excitation only (i.e. spectral FRET) [142]. The presence of 
FRET leads to a decrease in donor fluorescence intensity and a corresponding increase in acceptor 
fluorescence due to the energy transfer. However, to accurately quantify the FRET efficiency, bleedthrough 
of the donor fluorescence into the acceptor channel and direct excitation of the acceptor must be corrected 
for [142]. The donor bleedthrough can be quantified by measuring a sample with only the donor fluorophore, 
with the appropriate amount of donor fluorescence subtracted from the acceptor channel in the FRET 
experiments. Direct excitation of the acceptor will provide a map of acceptor localisation, and this can be 
used to estimate the directly-excited acceptor fluorescence once an acceptor-only sample has been imaged 
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using the donor and acceptor excitation sources in turn to determine an appropriate level of compensation. 
Once these effects have been compensated for, the ratio of donor to acceptor fluorescence can be used to 
monitor changes in FRET. This is simple in the case of a small sample such as a single cell, however, in a 
sample as large and complex as a fish, the wavelength-dependent effects of scattering and absorption may 
become significant, adding a potential source of error.  
 
 
Figure 6.14: The basic structure of a single-chain FRET-based biosensor. The scheme shows the YFP 
and the CFP fluorophores conjugating the biosensor. Activation of ligand module results in an interaction 
between the sensor and the ligand. This in turn alters the FRET efficiency. The graphs illustrate the expected 
relative fluorescence lifetime of CFP for the inactive and active states of the biosensor.  
 
Alternatively, FRET provides an extra de-excitation pathway for the donor and therefore the lifetime of the 
donor is reduced when energy transfer occurs, thus an altered FRET efficiency results in a change in the 
measured fluorescence lifetime of the donor fluorophore. As FLIM is only concerned with measurement of 
the donor lifetime, no calibration and correction at the acceptor emission wavelength is required. The basic 
concepts underlying the application of the FLIM FRET for measuring protein-protein interactions for this 
probe are shown in Fig. 6.14. A time-resolved imaging technique can then be employed to localise Rac 
activation based on a FRET read out using fluorescence lifetime. 
This adapted biological FRET probe for Rac activation (by Kardash et al.) [142] was employed to initially 
demonstrate the feasibility of employing FLIM-OPT as a 3-D tomographic imaging technique for 
localisation of protein-protein interactions via FRET. In addition to one experimental probe, four control 
probes were employed in this experiment, as shown in Fig. 6.15. Figure 6.15 (a) shows a CFP-only probe for 
the non-FRET signal; (b) shows a YFP-only probe as a no donor control for background and bleedthrough 
monitoring; (c) shows a linked CFP/YFP probe for the High-FRET signal between the two adjoined proteins; 
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(d) shows a constitutively active probe that contains the Rac1 protein with a mutation in its binding site that 
renders it constantly active (i.e. High-FRET). The constitutively active probe is expected to illustrate the 
most realistic results of the experimental probe under fully active conditions since the probe will bind in the 
same conformation as the experimental probe while the linked CFP/YFP probe may not have the same 
conformation and thus could result in a slightly different FRET efficiency. 
 
 
Figure 6.15: A description and a diagram of (a) the CFP-only probe for the non-FRET signal; (b) the 
YFP-only probe as a no donor control probe for background and bleedthrough monitoring; (c) the linked 
CFP/YFP probe for the High-FRET signal between the two adjoining proteins;(d) constitutively active probe 
that contains the Rac1 protein with a mutation in its binding site that renders it constantly active (i.e. High-
FRET). The four probes here described are four control probes used in the experiment.  
 
6.2.2.2. Sample preparation  
All zebrafish used in this experiment were transparent Tra/Nac fish with reduced iridophore and 
melanophore numbers. To achieve uniform expression of the biosensor in zebrafish embryos, mRNA was 
injected into the yolk sac of embryos at the one-cell stage. Injections were performed on an injection mould 
consisting of 1% agarose in a solution system with methylene blue using a 12 m gauge borosilicate pipette 
fixed on a micro-injector. Injected embryos were then kept in a 28 °C incubator following standard 
procedures. 
For imaging, embryos (24 hours post injection (hpi), 48 hpi and 72 hpi) were anaesthetised and embedded in 
the 1% low melt point agarose (Flowgen, Lichfield, UK), made from embryo media, containing 0.3 mM MS-
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222 (Sigma) as an anesthetic. They were drawn into translucent FEP tubing (06406-60, Cole-Palmer) and 
mounted in an index matched chamber for imaging applications.  
6.2.2.3. Imaging system and acquisition settings 
The imaging system employed in this experiment was the in-house developed FLIM-OPT microscope 
system, as described in the last section. A 4x objective (UPLFLN4X, Olympus UK Ltd) and a filter cube for 
CFP (CFP-2432-OMF, Semrock) were used. The NA was limited to 0.07 by positioning an aperture directly 
behind the objective. For FLIM-OPT measurements, the emitted fluorescence was imaged onto the 
photocathode of the GOI (HRI, Kentech Instruments Ltd) with a gate-width of 1 ns. During the acquisition, 4 
time-gated images were recorded at 1 ns relative delay positions every 4º (a total of 4×90 images were 
collected). In addition to the time-gated fluorescence images, the transmitted light images were also acquired 
every 1º (i.e. 360 projections) through the same cube filter. The acquisition time for each time-gated dataset 
was ~20 minutes with integration time varying between 1 – 2 s. Each frame for the transmitted light 
acquisition had an integration time of 0.1 s. The in-focus lateral resolution was ~13 µm.  
6.2.2.4. Reconstruction and fitting 
3-D intensity reconstruction was realised based on the standard FBP algorithm. Four time-gated 3-D 
intensity reconstructions of the fluorescence signal were obtained, with the intensity decay contained in 
corresponding voxels of the time-gated reconstructions. The 3-D lifetime distribution was then determined 
by assuming a single exponential fluorescence decay model and using the same in-house developed fitting 
algorithm used in the last sub-section. For visualisation, the lifetime for each fish was represented on the 
same colour scale of 500 – 3000 ps and merged with the integrated intensity to suppress the noise in regions 
with little or no signal.    
6.2.2.5. Results and discussions 
Wide-field time-gated FLIM with a higher magnification (using a 10x objective) was also employed prior to 
FLIM-OPT measurements to initially demonstrate the feasibility of the FRET probe. The YFP-only and 
control (i.e. no probe at all) group showed very weak signals and a similar lifetime, which was believed to be 
the lifetime of autofluorescence. The weak signals indicate the negligible bleedthrough between channels in 
this experiment.   
Zebrafish embryos were initially screened via wide-field FLIM at 24 hpi, 48 hpi and 72 hpi. For embryos at 
72 hpi, the signal was much dimmer and therefore the integration time was set to 5 s. This resulted in very 
long acquisition times for FLIM-OPT and therefore an increased chance of photobleaching or phototoxic 
effects or potential movement of the sample. Therefore, zebrafish embryos were only imaged by FLIM-OPT 
at 24 and 48 hpi. The weak signal is explained by the fact that the mRNA is not replicated. When injected at 
the one-cell stage, the mRNA diffuses into the cell and thus, every time cell division occurs the concentration 
within the cell is halved. Eventually, as the embryo develops the concentration of mRNA decreases thereby 
leading to low expression of probes.   
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At 24 hpi, three control groups (a CFP-only probe (non-FRET), a linked CFP/YFP probe (High-FRET) and a 
constitutively active probe (High-FRET)) were imaged via FLIM-OPT. Figure 6.16 (a - c) show the 
combined 3-D transmitted light reconstructions, fluorescence lifetime reconstructions and the fluorescence 
lifetime histograms for the CFP-only probe, the linked CFP/YFP probe and the constitutively active probe 
respectively at 24 hpi. They illustrate the difference in donor’s lifetime values for these different FRET 
conditions. As expected, the lifetime for a CFP-only probe had the longest lifetime compared to the other 
two groups since there was no FRET occurring. 
 
 
Figure 6.16: 3-D transmitted light reconstructions and the fluorescence lifetime images of 24 hpi 
zebrafish embryos with different control probes: (a) the CFP-only probe (no FRET); (b) the linked CFP-YFP 
probe (High FRET); (c) the constitutively active probe (High FRET) and their corresponding lifetime 
histograms. 
 
At 48 hpi, embryos were imaged via FLIM-OPT on the three control groups and one experimental probe 
(FRET). Figure 6.17 shows 3-D fluorescence lifetime reconstructions and the fluorescence lifetime 
histograms at 48 hpi. The significant reduction in the fluorescence lifetime of the donor in three FRET 
groups compared to the non-FRET probe is directly visualised in the colour of the 3-D lifetime 
reconstruction and also highlighted in the histograms. The experimental probe shows a similar lifetime to the 
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constitutively active and linked CFP/YFP probes, suggesting that it is fully FRETing. As shown in the 
figures, the lifetime of the experimental probe is almost the same over the whole embryo. This can be 
explained by the fact that Rac is involved in the cell cycle and therefore in this early development stage it 
will be activated in every cell. 
 
 
Figure 6.17: 3-D fluorescence lifetime images of 48 hpi zebrafish embryos with different probes: (a) the 
CFP-only probe (no FRET); (b) the linked CFP-YFP probe (High FRET); (c) the constitutively active probe 
(High FRET); (d) the experimental Rac probe and their corresponding lifetime histograms. 
 
To further study Rac activation employing FLIM-OPT in older zebrafish, transgenic fish expressing the Rac 
probe throughout their lifetime are required. This transgenic line would allow more information surrounding 
the spatiotemporal localisation of Rac activation within a whole fish to be investigated. The experimental 
probe can be further activated or inhibited, resulting in a lifetime change of the probe. For example, Rac is 
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involved in wound healing and therefore a tail fin injury model can be utilised in zebrafish to show gene 
activation and also the cell recruitment in healing. 
In conclusion, this work has demonstrated the feasibility of using FLIM-OPT as a 3-D tomographic imaging 
technique for localisation of protein-protein interactions via FRET by employing a Rac FRET probe in live 
zebrafish embryos. The significant reduction in the fluorescence lifetime of the donor in three FRET groups 
compared to the non-FRET probe has been observed and the experimental probe has shown highly similar 
lifetime as the constitutively active and linked CFP/YFP probes (High-FRET), indicating that it is fully 
FRETing and therefor, is high Rac activation level in this early development stage. This technique could 
have a significant impact in fundamental biological research and drug discovery. 
6.2.3. Time-lapse global imaging of cancer in juvenile and adult zebrafish 
In general, there is an increasing demand for studies in live disease models for fundamental biological 
research and drug discovery. One of the increasingly popular areas is the study of accurate zebrafish models 
of cancer since the tumours that develop in zebrafish share similarities with those that form in humans [143]. 
To date, however, most in vivo optical imaging experiments on zebrafish have been confined to embryos up 
to 3 dpf, which are highly transparent. All optical imaging techniques are limited by optical scattering. While 
OPT is also impacted, it is less severely compromised by scattering because it does not rely on focused 
excitation to achieve the spatial resolution unlike light sheet microscopy.  
Developing OPT to provide 3-D global imaging of biological (disease) processes (e.g. for the study of 
cancer) in live juvenile/adult zebrafish on the cm scale is of significant interest. This is of particular 
importance because established imaging techniques are limited to zebrafish embryos or similar that do not 
present fully developed vasculature or immune systems and therefore are less relevant to human disease. To 
extend OPT to juvenile and adult zebrafish, the advantage of mutations such as Casper and Tra/Nac can be 
employed with their reduced pigmentation compared to wild-type fish.   
 
 
Figure 6.18: (a) Wide-field fluorescence image and (b) maximum intensity projection image of 3-D 
fluorescence OPT reconstruction of a live 30 dpf Casper:Fli-EGFP zebrafish with transplanted Tag-RFP 
U87MG tumour cells (see Video 6.4). Scale bar, 5 mm. 
 
(a) Wide-field (b) OPT
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In order to demonstrate the feasibility of OPT to image in the weakly scattering regime with juvenile/adult 
zebrafish strains (Casper), a live 30 dpf Casper: Fli-EGFP zebrafish with transplanted Tag-RFP U87MG 
tumour cells was imaged on the OPT macroscope system. Figure 6.18 highlights the improvement in image 
quality and discrimination of OPT over wide-field fluorescence imaging when imaging the resulting 
xerografted tumour (see Video 6.4 for 3-D fluorescence reconstructions). 
This sub-section describes the investigation of the feasibility of OPT to obtain 3-D global imaging of tumour 
generation and progression in juvenile/adult zebrafish. An initial longitudinal study of tumour progression in 
zebrafish is conducted, illustrating the potential of this technique to monitor and measure tumour generation 
and progression in live zebrafish for biological and pharmacological research. 
6.2.3.1. Sample preparation  
A zebrafish model of liver tumourigenesis was used as an example for in vivo time-lapse global imaging of 
cancer. For OPT measurements, the transparent mutant Casper zebrafish line crossed to the double-
transgenic reporter line expressing GFP-labelled tumours and a mCherry vasculature (Tg Casper: KDR-
mCherry: Tet on GFP-V12Kras [144]) was utilised.   
The fish was 50 dpf on the day the longitudinal experiment began and was maintained at UCL. Doxycycline 
was used as the genetic inducer. Tumours were induced in the zebrafish using the Tet-on-Ras system, and the 
fish were then imaged at 5, 13, 20, 40, 53 days after the initial induction. 
For imaging, the fish were anaesthetised by immersing in a 1X tricaine (3-amino benzoic acidethylester) 
solution for ~2.5 minutes (the tricaine concentration used is described in [145] and referred as 1X in this 
work). The anaesthetic protocol (i.e. length of time and anaesthesia concentration) for immobilisation was 
optimised based on the previous studies [146]. After anaesthetisation, the zebrafish was placed into a short 
length of translucent tubing filled with a 0.5X tricaine solution. The tubing was embedded in cold water (~ 5 
°C), which was used to maintain and prolong the unconsciousness of the fish [147]. This optimised 
anaesthetic protocol for immobilisation of juvenile/adult zebrafish could allow up to 15 minutes imaging.   
6.2.3.2. Acquisition settings 
The imaging system employed in this experiment was the in-house developed OPT macroscope system, as 
described in sub-section 6.1.1. The magnification and the NA of the optical system were adjusted depending 
on the FOV required. The excitation and emission filters used for GFP detection were 472 ± 15 nm and 520 
± 17.5 nm respectively while for mCherry detection were 562 ± 20 nm and 641 ± 37.5 nm respectively.   
The “standard” intensity-based OPT acquisition procedure was applied, in which fluorescence images were 
acquired at 3° intervals as the sample rotated. Each frame for the mCherry channel (expressing vasculature) 
had an integration time of 2 s for all the acquisitions and each frame for the GFP channel (expressing tumour 
cells) had an integration time of 0.5~2 s depending on the signal level in the acquisition. In the initial 
experiment, on Day 0, no OPT acquisition was acquired since the GFP (tumour) signal was extremely weak. 
The weak signals indicate the negligibility of the tumour volume in this initial stage of the time-lapse 
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experiment. As the tumour developed, the GFP signal significantly increased and consequently, the 
integration time for the GFP channel was reduced.  
To reduce the acquisition time, the CCD was binned (2×2 binning) to ensure the total acquisition time for 
each sample was less than ~15 minutes (including anaesthetisation, mounting the fish, GFP and mCherry 
acquisitions and switching between modes). The in-focus lateral resolution of the system was ~50 µm. 
6.2.3.3. Results and discussions 
The Zebrafish was imaged at 5, 13, 20, 40, 53 days after the initial inducement. 3-D image reconstructions 
were realised by using the “standard” procedure based on the FBP algorithm. The 3-D GFP and mCherry 
intensity reconstructions (tumour cells and vasculature respectively) of a transgenic zebrafish at different 
time positions in the time-lapse process after tumour inducement were obtained, as shown in Fig. 6.19. These 
3-D structures illustrate the change in tumour size and vasculature structure over the course of the 
experiment. As expected, there was a significant increase in tumour size as the experiment progressed. It is 
noted that, there was a reduction of the tumour size on Day 40, which was possibly due to an unintended 
reduction of doxycycline concentration at this stage. 
In conclusion, this work has demonstrated the feasibility of OPT for longitudinal imaging of tumour 
development and progression in juvenile/adult zebrafish in 3-D. An initial longitudinal study lasted 53 days 
for tumour progression on an adult zebrafish with double-transgenic lines for tumour vascularisation study 
crossed with the transparent transgenic line (Casper), has been demonstrated, illustrating the potential of 
OPT for biological and pharmacological research to monitor and measure tumour generation and progression 
in juvenile/adult zebrafish. 
Although the tumour volumes could be coarsely measured, scattering in juvenile/adult zebrafish decreased 
the quality of reconstructions and resulted in difficulties in accurately quantifying them. To enable 
quantitative evaluations of internal structures, including morphology and tumour and vasculature volume, a 
further development of the experimental approach could be investigated to preferentially select ballistic 
(unscattered) or weakly scattered photons, e.g. utilising structured illumination to reduce the cross-talk 
between detector pixels, implementing spatial filtering and/or polarization-gated imaging. Therefore, higher 
resolution images may be reconstructed, especially in parallel with the development of new tomography 
reconstruction algorithms addressing this increasingly scattering regime. 
It is also noted that, FLIM-OPT can be employed as a 3-D tomographic imaging technique for localisation 
molecular interactions via FRET. Therefore, in addition to measurements of tumour volumes and generation 
of 3-D mapping of their localisation over time, it is also possible to study the tumour/vasculature interaction 
and specific signalling events by introducing fluorescent labels to vasculature and FRET biosensors to 
tumour cells. This would provide new insights to tumour vascularisation and new information related to the 
correlation of cell signalling events and larger morphological changes and could potentially provide new 
drug targets. 
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Figure 6.19: 3-D time-lapse fluorescence images of a double-transgenic zebrafish at Day (a) 5, (b) 13, 
(d) 20, (d) 40 and (e) 53 after the initial tumour inducement with (h-j) correspond to the corresponding 
separate tumour volumes at each time point. The fish was 50 dpf on the day the longitudinal experiment 
began (Day 0). (The transparent mutant Casper zebrafish line crossed to the double-transgenic reporter line 
expressing GFP-labelled tumours and a mCherry vasculature (Tg Casper: KDR-mCherry: Tet on GFP-
V12Kras) was utilised.) Scale bar, 5 mm. 
 
Day 5(a) (f)
Day 13(b) (g)
Day 20(c) (h)
Day 40(d) (i)
Day 53(e) (g)
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6.3. Conclusions 
This chapter has described the application of intensity-based and FLIM-OPT to the 3-D mesoscopic 
biomedical imaging of tissues and live animal models (zebrafish in this work).  
First, the efficacy of OPT as a tool for biomedical tissue imaging was demonstrated with a number of tissue 
types for morphology and histopathology applications. The application of OPT to pancreatic beta cell mass 
imaging has been demonstrated by providing the 3-D reconstruction at a spatial resolution of ~25 µm, in 
which the number and localisation of insulin-containing beta cells within the pancreas were quantified. It is 
noted that the existing requirement for extensive chemical treatment and the introduction of antibodies still 
restrict the throughput of this technique. Further development (e.g. employing red-shifted fluorescent 
proteins, discrimination against scattered light through a modified OPT configuration and utilising more 
appropriate reconstruction algorithms) could allow beta cells to be monitored prospectively and over many 
weeks without chemical clearing. The feasibility of applying OPT to a number of tissues for histopathology 
applications has also been demonstrated, using the standard technique providing intrinsic (label-free 
autofluorescence) contrast of different tissue pathologies. This work has illustrated the ability of OPT to 
directly obtain the complete 3-D structures of “volumetric” samples rather than the standard approach of 
mechanically slicing them, especially for the samples with complex and fragile morphology (e.g. mouse 
female UGS). 
The efficacy of intensity-based OPT and FLIM-OPT as an imaging tool for biomedical research on live 
animal models was demonstrated with a number of experiments on zebrafish. The full-body 3-D 
fluorescence lifetime imaging of a live LysC:GFP transgenic zebrafish embryo by using FLIM-OPT has 
been demonstrated for the first time, using the different fluorescence lifetime values to distinguish between 
an expressed fluorescent protein signal and background autofluorescence with similar spectral properties (i.e. 
GFP > 2 ns while autofluorescence < 2 ns). This work has demonstrated that FLIM-OPT could be used to 
distinguish between multiple labels with similar spectral properties but different lifetime values and the 
feasibility of using FLIM-OPT to provide functional information for the investigation of 3-D biological 
process in vivo.  
The feasibility of using FLIM-OPT as a 3-D tomographic imaging technique for localisation of protein-
protein interactions via FRET has also been demonstrated, employing a Rac FRET probe in live zebrafish 
embryos. The significant reduction in the fluorescence lifetime of the donor in three FRET groups as 
compared to the non-FRET probe has been observed and the experimental probe has shown a similar lifetime 
to the constitutively active and linked CFP/YFP probes (High-FRET), indicating that it is fully FRETing and 
that there is high Rac activation level in this early development stage. This work could have a significant 
impact in drug discovery and fundamental biology research. It has also indicated the potential of FLIM-OPT 
to map other 3-D variations in local fluorophore environment (e.g. pH, calcium, etc.). 
  
  145  
 
The feasibility of applying OPT to globally image tumour development and progression in the juvenile/adult 
zebrafish in 3-D has also been demonstrated. An initial longitudinal study lasted 53 days of tumour 
progression on an adult zebrafish with double-transgenic lines for tumour vascularisation study crossed with 
the transparent transgenic line (Casper) illustrated that OPT is able to monitor tumour generation and 
progression in juvenile/adult zebrafish for biological and pharmacological research. A significant increase in 
tumour size as the experiment progressed after tumour inducement was observed. It is noted that scattering in 
juvenile/adult zebrafish decreased the quality of reconstructions and resulted in difficulties to accurately 
quantify them. To enable quantitative evaluations of internal structures, including morphology and volume of 
tumour and vasculature, a further development on the experiment approach could be investigated to 
preferentially select ballistic (unscattered) or weakly scattered photons, e.g. utilising structured illumination 
to reduce the cross-talk between detector pixels, implementing spatial filtering and/or polarization-gated 
imaging. Thus higher resolution images may be realised, especially in parallel with the development of new 
tomographic reconstruction algorithms addressing this increasingly scattering regime. Furthermore, it could 
also able to study the tumour/vasculature interaction and specific signalling events by introducing fluorescent 
labels to vasculature and FRET biosensor to tumour cells and utilising FLIM-OPT. This would provide new 
insights to tumour vascularisation and new information related to correlation of cell signalling events and 
larger morphological changes and would potentially provide new drug targets. 
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Chapter 7: Conclusions and outlook 
3-D imaging techniques are becoming increasingly important in biology and medicine as biomedical 
research progresses from studies of mono-layers of cells on glass to in situ measurements of biological 
systems. Recent developments in both fluorescence imaging (e.g. optical probes, spectroscopic fluorescence 
readouts, etc.) and 3-D imaging systems (e.g. OPT, etc.) offer the possibility to map the structural and 
functional information throughout samples in the mesoscopic regime (1 – 10 mm). As discussed in Chapter 
2, the fluorescence signal can be analysed to extract quantitative information from such samples, for example 
by utilising FLIM not only to localise the fluorophore distribution but also to provide information about the 
local fluorophore environment including physical and chemical factors (e.g. temperature, viscosity, pH, etc.) 
or proximity to other fluorophores (e.g. to read out protein interactions, FRET biosensors, etc.). 3-D 
mesoscopic optical imaging techniques such as OPT, light sheet microscopy and SLOT have been developed 
to fill in the imaging gap between confocal/multiphoton LSM and established tomographic imaging 
techniques such as µMRI. They can be utilised to investigate many morphological and functional aspects of 
mesoscopic samples such as embryos, small animals, engineered tissues and plants. The focus of this thesis 
has been to develop and explore the potential of OPT, including FLIM-OPT, to provide 3-D imaging 
platforms for application in mesoscopic biomedical research, with ultimate applications including 
developmental biology, the study of disease mechanisms and drug discovery.  
 
7.1. Conclusions of thesis 
The discussion of the work in this thesis began by characterising the optical system through measurements of 
the MTF of the OPT system (the characterisation of FLIM-OPT system is shown in Appendix II). The MTFs 
were experimentally determined for different effective collection NAs as a function of defocus to quantify 
the additional spatial frequency modulation imposed by the use of focussed optical radiation in OPT. This 
illustrated that, as the NA decreased, the in-focus bandwidth (i.e. lateral resolution) decreased and the DOF 
of the optical system increased.     
Typically, for tomographic reconstruction the standard FBP algorithm is employed to recover the cross-
sectional images of an object from the angularly resolved projection image data. In practice, however, the 
use of focussed optical radiation with its associated instrumentation in OPT limits the applicability of the 
standard FBP algorithm, which assumes parallel-beam projection. To accommodate non-parallel light 
imaging, the reconstructions were modified to incorporate the measured system characteristics (i.e. the MTF) 
by either mask filtering or deconvolution. The MTF-mask filter realistically restricted the high frequency 
information to the region around the focal plane and progressively decreased the spatial frequency bandwidth 
with defocus. Therefore, it helped to maintain the fidelity of reconstructions when the angular sampling was 
reduced, thereby facilitating faster OPT acquisitions while maintaining reasonable quality reconstructions. A 
deconvolution filter was also employed to realistically correct for the spatial frequency modulation applied 
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by the imaging system, demonstrating improved resolution and contrast. A bead phantom was imaged to 
quantify the performances of the modified reconstruction techniques, illustrating a reduction in the average 
background by approximately 72% for an NA of 0.09 and by approximately 38% for an NA of 0.07 for 
MTF-mask filtered reconstruction compared to the standard FBP reconstruction. An improvement of ∼24–
28% in the reconstructed image resolution obtained for an NA of 0.07 with high-angular-sampling (i.e. 1° 
interval OPT acquisitions) was observed for deconvolution reconstruction compared to the non-deconvolved 
reconstructions (i.e. with the standard FBP and the MTF-mask filtering approach). A Fli:GFP transgenic 
zebrafish embryo was imaged at 3 dpf to further illustrate the impact of the modified reconstruction 
techniques, showing the potential for improved imaging speed using the MTF-mask filtered reconstruction 
and improved contrast using the deconvolution reconstruction. In practice, the deconvolution technique 
appears to be most appropriate for datasets acquired at a high angular sampling since it entails increased 
amplification of spatial frequencies approaching the cut-off frequency. 
To improve the average spatial resolution while increasing the light collection efficiency, an experimental 
development of OPT incorporating an angular multiplexing technique was described, which permitted 
imaging with increased NA for a given sample thickness. This angular multiplexing OPT was initially 
demonstrated by employing dual optical imaging channels focused on shifted focal planes in the sample with 
the data being acquired simultaneously at two orthogonal angular projections. A sub-resolution bead 
phantom was imaged to quantify the performance of this dual axis OPT compared to the “standard” single 
axis OPT, which indicated a ~20% improvement in achieved resolution and ~4x increase in light collection 
efficiency, thereby enabling increased acquisition speed and reduced light dose. A tail section of a 
fluorescent Casper:Fli-EGFP transgenic zebrafish was imaged at 54 dpf to illustrate the benefits of the dual 
axis OPT system, demonstrating the significant improvement in the signal level and contrast. The dual axis 
OPT system and the acquisition programme were also optimised to facilitate faster acquisition times by 
significantly reducing the time for switching between two cameras, the camera read out and the saving of 
images. An extension to four-axis OPT was also demonstrated by sequentially acquiring datasets using one 
camera focused at shifted planes, which showed a further ~20% potential improvement in spatial resolution 
and ~4x increase in light collection efficiency compared to the dual axis approach. 
The configuration of the dual axis OPT system was then adapted for multiple image acquisition at orthogonal 
projection angles by focusing the imaging channels to a common plane. This system was shown to be able to 
track time-lapse feature motion at the camera frame rate by using pairs of orthogonal projection image data 
and ensuring consistency of the full time-lapse information. To demonstrate the feasibility of this approach, 
movements of independent beads were simulated in a rotating volume to illustrate the correspondence 
between their recovered trajectories and the original bead trajectories. An experimental model of wound 
inflammation of the LysC: GFP mitfa-/- roy-/- zebrafish embryo (expressing GFP in neutrophils) was then 
imaged at 2 dpf to illustrate the capability of the dual image acquisition system at orthogonal projection 
angles to map 3-D cell migration in the zebrafish embryo with a higher time resolution and significantly 
reduced light dose compared to time-lapse volumetric imaging.    
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The final chapter of this thesis presented a number of biomedical applications of OPT and FLIM-OPT 
involving 3-D mesoscopic imaging of tissue samples and live animal models (i.e. zebrafish). The efficacy of 
OPT for tissue imaging was investigated by imaging a range of mouse tissue specimens including pancreas, 
lung, kidney, liver and male/female UGS, which is interesting to obtain morphological data for 
histopathology-based research. The potential of OPT and FLIM-OPT as an imaging tool for biological and 
pharmacological research on live disease models was explored by conducting a number of experiments on 
zebrafish. Full-body 3-D fluorescence lifetime imaging of a live LysC:GFP transgenic zebrafish embryo by 
using FLIM-OPT was demonstrated for the first time, using fluorescence lifetime to distinguish between an 
expressed fluorescent protein signal and background autofluorescence with similar spectral properties. 
Furthermore, the feasibility of using FLIM-OPT as a 3-D tomographic imaging technique for localisation of 
protein-protein interactions via FRET was demonstrated, employing a genetically expressed Rac FRET 
biosensor in live zebrafish embryos. In addition, the feasibility of applying OPT to globally image tumour 
development and progression in the juvenile/adult zebrafish in 3-D was demonstrated by conducting an 
initial longitudinal study (i.e. 53 days) of tumour progression on an adult zebrafish with double-transgenic 
lines for tumour vascularisation study crossed with the transparent transgenic line (Casper).  
 
7.2. Future work 
OPT has been shown to be a practical tool for several fields of biology and medicine research. There are 
many prospects for future work, including the development of OPT imaging hardware and reconstruction 
algorithms and the exploration and development of applications of OPT-based techniques. A key issue for 
biological samples is the deterioration of image quality due to scattering of optical radiation. For this reason 
most in vivo optical imaging experiments on zebrafish to date have been confined to embryos up to 3 dpf, 
which are highly transparent. However, zebrafish embryos or similar that do not present fully developed 
vasculature or immune system and therefore are less relevant to human disease. It is of importance to extend 
OPT to adapt to more scattering specimens including live juvenile/adult zebrafish and other disease models. 
This may be achieved by further development of experiment approaches that preferentially select ballistic or 
weakly scattered photons, e.g. utilising structured illumination to reduce the cross-talk between detector 
pixels, implementing spatial filtering or polarization-gated imaging. The development of new tomographic 
reconstruction algorithms could also improve the performance of OPT in this increasingly scattering regime. 
As described in Chapter 4, the measured characteristics of the OPT system can be incorporated to modify the 
standard FBP reconstruction. This characteristics could also be incorporated in other reconstruction 
techniques, e.g. algebraic reconstruction techniques [82]. Furthermore, an automated system for moderate 
throughput [148] could be developed for user-friendly deployment. 
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Appendix I: Excitation sources for 
fluorescence intensity and lifetime imaging 
Fluorescence imaging requires the specimen to be illuminated at an appropriate excitation wavelength and 
the subsequent fluorescence emission imaged onto a detector. The excitation light must be sufficiently bright 
to excite adequate fluorescence and also have an appropriate spectral profile (i.e. near ultraviolet (UV) and 
visible wavelengths) for single photon excitation. For time-domain FLIM, the excitation sources have to 
provide sufficiently short pulses, i.e. a pulse duration that is relatively short compared to fluorescence 
lifetime of the sample. This simplifies the analysis because the temporal profile of the excitation pulse need 
not be taken into account.      
Mercury arc lamp  
Arc sources are incoherent white-light sources that can be spectrally filtered.  In this thesis, a mercury arc 
lamp (U-RFL-T, Olympus UK Ltd) was used. It contains mercury under high pressure when it is in 
operation. The output spectrum is mix of strong discrete lines and a background [2]. The excitation light is 
then provided by the combination of the lamp and appropriate filtering techniques (e.g. optical filter, 
acousto-optic tunable filter (AOTF), etc.).  
Super-continuum source 
Although arc sources or some other incoherent white light sources (e.g. thermal sources) can be spectrally 
filtered to cover this spectral region, they cannot provide sub 100 ps pulses. The main source which has the 
full visible and near UV coverage used for the wide-field fluorescence lifetime measurements is the super-
continuum source. It can be generated in fibres which have high nonlinearity (e.g. photonic crystal fibres, 
micro-structured fibres, highly-nonlinear optical fibres, etc.) via nonlinear effects. It also requires high power 
(often amplified) infrared pulsed sources (e.g. Ti:Sapphire laser, Ytterbium doped fibre laser, etc.).  
Configuration of the super-continuum source in the OPT system 
The super-continuum source used in this thesis was an ultrafast fibre-laser-pumped super-continuum source 
(SC-400-2, Fianium Ltd) operating at the central wavelength of 1060 nm, with an output spectral bandwidth 
from 450 nm to beyond 1750 nm. It generates pulses of duration less than 10 ps, operating at 40 MHz 
repetition rate. The broadband channel provides in excess of 2 W average output power. This super-
continuum source consists of three main sub-systems: a passively mode-locked Ytterbium doped fibre laser 
master source, a high power cladding pumped fibre amplifier and a high nonlinearity super-continuum 
generator [149], as depicted in Fig. 8.1.  
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Figure 8.1: Schematic of ultrafast fibre-laser-pumped super-continuum source (SC-400-2, Fianium Ltd) 
[149].  
 
The master source is a passively self-started mode-locked fibre laser based on a core-pumped, Ytterbium 
doped fibre operating at a repetition rate of approximately 40 MHz. It provides transform limited pulses of ~ 
4 ps with acceptable pulse-to-pulse stability. The high power amplifier is based on a double-clad Ytterbium 
doped fibre pumped by a high power, multi-emitter laser diode pump module, which is air-cooled with inlet 
and outlet fans. The super-continuum generator consists of a length of highly-nonlinear optical fibre, with 
dispersion and length tailored to the high power picosecond pump pulses. The pulses experience large 
spectral broadening within the nonlinear fibre and generate a super-continuum covering the spectrum from 
below 450 nm to beyond 1750 nm with an average output power > 2W. This results in a useful (spatially 
coherent) source for fluorescence imaging (e.g. intensity, fluorescence lifetime), especially for such 
fluorescent probes with excitation profiles away from available laser lines (e.g. Ar
+
 lines, etc.).  
Physics process behind super-continuum generation 
A large number of studies have been developed to understand the physical processes leading to super-
continuum generation. The details include the full set of nonlinear processes in fibres, such as self-phase 
modulation, intra-pulse Raman scattering, four-wave mixing (FWM), modulation instability (MI) and cross-
phase modulation. In the set-up used in this thesis, the super-continuum mechanism operates in a modulation 
instability regime [150].  
MI is a phenomenon in nonlinear, anomalously (i.e. in the negative dispersion region, low-frequency 
components travel with lower group velocity than high frequency components) dispersive medium and is 
considered as a formalism of FWM. FWM allows the generation of new frequency components in spectral 
regions without previous spectral overlap with the pump pulse, following the below equation 
2143        7-1 
where ω1 and ω2 are pump frequencies,  ω3 and ω4 Stokes and anti-Stokes frequencies. In addition, the phase 
mismatch must be zero due to momentum conservation between the four photons, given by  
        02 04321  Pk     7-2 
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Source
High Power 
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CollimatorIsolator
High Nonlinearity Fibre
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Where γ is the nonlinear coefficient, P0 the soliton power, the last term, 2γP0, accounts for nonlinear phase 
shift from the intensity dependent refractive index.  
MI only occurs under certain circumstances. The most important condition is that the pump frequency is in 
the anomalous dispersion region, where the nonlinear contribution to the phase matching condition is 
dominant. High power, nonlinearity and low dispersion lead to a broad sideband separation. It is the initial 
stage of most super-continua with powerful pump pulses longer than 1 ps.  
After pumping the pulse (i.e. a train of solitons) into the fibre with high nonlinearity, two main mechanisms 
are available to broaden the field into a continuum. Firstly, intra-pulse Raman scattering of the solitons leads 
to a red-shift in the solitons’ central frequencies (i.e. the red edge of a solitons can be pumped by the blue 
edge, leading to a mean frequency shift). This forms a smooth continuum to longer wavelengths. The more 
significant mechanism in this case is FWM. If the pump frequency is adequately close to the zero dispersion 
wavelength of the fibre with high nonlinearity, the MI side-lobes can then develop an effective field in the 
normal dispersion regime. FWM, in this case, can widely separate Stokes and anti-Stokes generation because 
of the phase matching of the waveguide. Therefore, in the MI regime, continuum generation can be 
understood as a group of FWM processes. It starts with MI and then develops into the normal dispersion 
region which leads into a spectral broadening over a wide frequency range.        
It is noted that since the MI mechanism is stochastic, the super-continuum spectra in this regime are 
relatively smooth and flat compared to the super-continuum spectra in the soliton fission regime (i.e. an 
ultra-short pulse <500 fs pumping in the anomalous dispersion region close to a zero dispersion wavelength). 
It is also noted that the MI continuum process will only occur if the pumped pulse and the parameters of the 
fibre with high non-linearity lead to a breakup of the pump pulse via MI in a shorter fibre length rather than 
high order soliton effects and soliton fission. In other words, relatively long pulses (> 1 ps) and low 
dispersion lead to the MI mechanism while ultra-short pulses (< 500 fs) and high dispersion at the pump 
wavelength lead to the soliton fission mechanism.   
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Appendix II: FLIM-OPT microscope system 
characterisation 
To determine the MTFs for the different effective collection NAs for the in-house developed FLIM-OPT 
microscope system, a knife-edge technique was employed. Transmitted light images of a scalpel blade 
mounted in the chamber filled with water were acquired. In this case, no tilt was introduced since the 
effective sampling of the knife-edge was adequate to produce a 1-D ESF. Average ESFs, determined from 10 
bright field and 10 background images, were acquired over a focus range of 2.4 mm (i.e. up to 1.2 mm either 
side of the ‘in-focus’ image) and repeated for effective NAs in the range 0.03-0.07 and the full NA of 0.13. 
In the characterisation experiment, the typical settings for FLIM-OPT experiments were used by setting the 
GOI gain voltage to 600 V and recording 10 time-gated images at 750 ps relative time delay positions with 
1ns gate width. The distance of the knife-edge from the focal plane was recorded by the same plunge dial 
indicator (model #398877, RS Ltd).  
The same analysis method from Boone et al. [112] was applied. Figure 8.2 (a) illustrates the measured in-
focus ESF and the resulting fit for the imaging system by the black squares and the red solid line 
respectively. The resultant MTF, determined using both the analytic expression and numerical differentiation 
and Fourier transformation are illustrated by the red solid line and the black circles respectively in Fig. 8.2 
(b). 
 
 
Figure 8.2: (a) The measured ESF of FLIM-OPT microscope system is plotted as discrete data points. 
The fit to these points is illustrated by the red solid line. The linear correlation coefficient between these two 
is 0.9999. (b) The corresponding MTF at this position from the analytical method, shown as the red solid 
line, and the numerical Fourier transform procedure, shown as data points.  
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To further analyse the resolution limit in the FLIM-OPT microscope system, different CCD binning 
parameters (1×1, 2×2 and 4×4) were analysed. Figure 8.3 shows the MTFs from the analytical method at 
different binning parameters for the same NA of the FLIM-OPT system (with 4x objective) almost 
overlapping each other. These curves illustrate that 4×4 binning provides the same spatial resolution as 1×1 
binning. They indicate that the pixel size of the CCD is far smaller than that of GOI and therefore the GOI 
limits the resolution between these two instruments in our system. It illustrates that 4×4 binning can be 
employed in this system without losing frequency components and reduces the acquisition time (e.g. read out 
time, imaging saving time) and the consequent data size. 
 
 
Figure 8.3: Three MTFs at different binning parameters for the same NA shown in Fig. 8.2 (a) from the 
analytical method, shown as the black dots for 1×1 binning, the red squares for 2×2 binning, and the blue 
solid line for 4×4 binning. 
 
Figure 8.4 shows six 2-D MTFs (260×260) as a function of defocus for different effective NAs (0.13, 0.07, 
0.06, 0.05, 0.04 and 0.03) of the 4×4 binning FLIM-OPT system. The pixel dimension for vertical axis 
(defocus distance) is 6.45 µm and for the horizontal axis (spatial frequency) is 0.596 mm
-1
 (i.e. the vertical 
scale -838.5 – 838.5 µm and the horizontal scale -77.48 – 77.48 mm-1), where the pixel size of the CCD 
camera is 6.45 µm, a 4x objective (i.e. magnification of 4) and the 4×4 binning used in the system. This 
figure illustrates that as the NA decreases, the DOF increases but the in-focus bandwidth (i.e. lateral 
resolution) remains almost the same from NA 0.13 to 0.03 rather than significantly decreasing. The 
experimentally measured MTFs illustrates that the spatial resolution is limited by the GOI rather than the 
optical resolution (i.e. the NA of the optical system) for the NAs measured. This can be explained by the fact 
that the GOI has a relatively large effective pixel size of ~ 26 µm and therefore results in an in-focus lateral 
spatial resolution of the system of ~ 13 µm (when magnification is 4x). To visually compare the results for 
the intensity-based OPT system (i.e. without GOI) and FLIM-OPT system (i.e. with GOI), Fig. 8.5 shows the 
MTF (1040×1040) for the same NA (i.e. 0.07) of both systems using 1×1 binning. The in-focus bandwidths 
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of the MTF in FLIM-OPT system are significantly narrowed, which indicates the decreased lateral 
resolution. This is due to the fact that the GOI has the large pixel size and limits the resolution.  
 
 
Figure 8.4: MTFs as a function of defocus (z) for different effective NAs (0.13, 0.07, 0.06, 0.05, 0.04 and 
0.03) of the 4×4 binning FLIM-OPT microscope system. (260×260, Δkx = 0.596 mm
-1, Δy = 6.45 µm, the 
vertical scale -838.5 – 838.5 µm and the horizontal scale -77.48 – 77.48 mm-1). 
 
 
Figure 8.5: MTFs as a function of defocus (z) for (a)intensity-based OPT microscope system and (b) 
FLIM-OPT microscope system. (NA 0.07, 1×1 binning, 1040×1040, Δkx = 0.596 mm
-1, Δy = 1.6125 µm, the 
vertical scale -838.5 – 838.5 µm and the horizontal scale -309.92 – 309.92 mm-1).   
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Although the spatial resolution is not high, FLIM-OPT is still a powerful tool since it can provide an 
additional dimension (i.e. fluorescence lifetime) to extract quantitative information (e.g. the rate of energy 
transfer, the rate of excited state reactions, etc.).  
 
