Although technological progress can alter the relative costs of different energy sources, fossil fuels inevitably will be displaced as depletion raises their costs and makes them uncompetitive. They may be displaced sooner if they are taxed to internalize negative externalities. Currently, wind generation or nuclear power, supplemented by bulk electricity storage, are the most feasible alternatives to fossil fuels for electricity generation. The ERCOT ISO in Texas provides a realistic model for examining the costs of replacing fossil fuels by wind generation and storage, and for comparing wind power with generation based on nuclear and storage. ERCOT is relatively isolated from neighboring grids, and wind power was almost a quarter of its total generating capacity at the end of 2016. Using the ERCOT example, we also discuss how the long-run configuration of the electricity supply system affects evolution away from a system dominated by natural gas.
Introduction
According to the International Energy Agency (IEA) key world energy statistics, fossil fuels supplied about 81% of the world's primary energy in 2014. Although the growth in renewable energy sources, especially wind generation, has been strong for at least the last 15 years, more than 92% of the nonfossil component of primary energy in 2014 was supplied by nuclear, hydroelectricity and biomass.
Most forecasts have fossil fuels continuing to dominate primary energy supply for many decades to come. Nevertheless, depletion will raise the costs of fossil fuel resources and ultimately make them uncompetitive. Taxes imposed on fossil fuel use to compensate for negative externalities associated with their production and combustion will hasten their displacement.
The energy technology that will likely be used when fossil fuels are no longer dominant is of interest for several reasons. In a dynamic optimization context, and given the long lifetime of most energy infrastructure, the likely long-run configuration of the energy supply system influences optimal investments and policy decisions in earlier periods back to today. The cost of the alternative "backstop" energy supply to fossil fuels is also important. The higher that cost, the longer will fossil fuels remain viable as an energy source. Furthermore, with the cost of fossil fuels generally rising as they are depleted, a higher cost of energy at the time of transition implies that more total fossil fuels will have been used by then regardless of the prior trajectory of fossil use. Finally, as argued by Hartley et al. [8] , and verified again in Hartley and Medlock [9] , a higher cost of the backstop technology will imply there is more of an "energy crisis" around the transition time. The crisis is characterized by slower economic growth and a drop in the consumption/output ratio as more resources are devoted to investing in energy technologies and procuring energy inputs into final production. 1 The evolution of the power generation part of the overall energy supply system will play a central role in the transition away from fossil fuels. While the transportation sector consumes about one quarter of total final energy (again according to IEA statistics), electricity is the most likely alternative to oil products for ground transportation. 2 Electricity can also substitute for fossil fuels in providing heating services. Hence, as argued by Green and Staffell [4] for example, 1 While this discussion is framed in the context of a rising cost of fossil fuels as they are depleted, as shown by Hartley and Medlock [9] , for example, the situation is not fundamentally different if investment in energy technologies can lower the cost of the backstop and/or delay the rise in fossil fuel costs as they are depleted. 2 The alternative to oil-based products for powering aircraft is less obvious.
the electricity sector is at the forefront of any move to displace fossil fuels. 3 Within the electricity sector, renewable energy supplies, and especially wind power, are seen as critical to allowing power generation without fossil fuels. 4 In order to evaluate the potential of wind generation for this role, the Electricity Reliability Council of Texas (ERCOT) ISO is of particular interest. The more than 18 GW of wind capacity in ERCOT at the end of 2016 was more than 24%
of total generation capacity. Wind generators also supplied slightly more than 15% of the ERCOT load in 2016. Furthermore, ERCOT has weak links and little trade in electricity with neighboring systems. Thus, the ERCOT experience can be used to judge how scaling up wind generation to replace fossil fuel generation may affect system costs.
Wind generation suffers from the problems that it fluctuates substantially over short intervals, produces no output when wind speeds are too low or too high, cannot be dispatched always and only when needed, and tends to be low during periods of peak demand. Effective electricity storage could solve all of these problems and allow wind to supply 100% of needed generation. We ask whether the combination of wind power and storage is likely to be the least costly way to replace fossil fuels in electricity generation.
Related literature
Our analysis is related to several lines of research. Most directly, it is concerned with the long-run evolution of the energy supply system and what might constitute the "backstop technologies" to replace fossil fuels. In a pair of articles, Jacobson and Delucchi ([3] and [10] ) examine the feasibility and potential cost of satisfying global energy demand using wind, water and solar generation.
In order to compensate for the non-dispatchability of most of these sources, they propose supplementing the system with hydropower and battery and hydrogen storage, real time prices to shift demand to when more of the electricity is being generated, and additional transmission lines to 3 Boßmann and Staffell [1] point out that using electricity to supply transportation and heating demand will likely change the shape of the load curve. While our analysis is based on data on actual hourly wind output and load rather than a hypothetical forecast load curve, it would be of interest to repeat the exercise under different assumptions about how the daily load curve might evolve as electricity supplies additional sources of energy demand. 4 For example, many states in the United States have introduced renewable energy mandates aimed at reducing fossil fuel use. In most cases, hydroelectricity and nuclear power are not counted as "renewable" and most of the capacity added under the mandates has been wind. Although the cost of utility-level solar power has been falling, it is still considerably more expensive than wind. Texas has recently encouraged more utility-level solar power projects, but as of the end of 2015 total capacity was under 600MW. Data on the performance of the solar farms in Texas is less readily available than data on wind farms. reduce correlation in output from renewable generators. They claim that their system would be similar in cost to the predominantly fossil fuel based system in use today.
Trainer [15] argued that Jacobson and Delucchi did not realistically evaluate the costs of coping with variability in the supply of renewable energy. He noted that wind speeds that are either too high or too low can both reduce wind output almost to zero. He presented data showing that in many electricity systems with substantial wind capacity there can be several successive days with wind generators operating at load factors well below 10%. He also questions the claim of Jacobson and Delucchi that a more extensive grid, harvesting wind from a large geographic area, can obviate the need for storage in a system dominated by wind generation. He cites data from Australia, for example, showing that for "20% of the time a wind system integrated across 1500 km from Adelaide to Brisbane would be operating at under 8% of peak capacity."
When a large amount of backup capacity is added to the system to cope with low wind output, it tends to operate at a low load factor since it is not used when wind output is high. In addition, there is a complementary problem when wind speed is ideal. Too much electricity is generated and discarding it will reduce the overall load factor on wind generators. Trainer then argues that the proposals of Jacobson and Delucchi to overcome these problems through storage seriously understate the costs of building and operating bulk electricity storage systems.
Jacobson and Delucchi [10] ruled out nuclear power as a replacement for fossil fuels on grounds other than economics -primarily that widespread use of nuclear power would increase the proliferation of nuclear weapons. They also claim that nuclear would be less effective than wind at reducing CO 2 emissions. Qvist and Brock [13] take the opposite view that nuclear power is one of the few base load alternatives to fossil fuel that is currently available and which historical experience has proved can be significantly expanded and scaled up to allow deep cuts in CO 2 emissions. They use data from Sweden's rapid expansion of nuclear power between 1960 and 1990 to demonstrate the ability of nuclear power to reduce CO 2 emissions while simultaneously allowing substantial economic growth. They also claim that the Swedish experience demonstrates that nuclear could replace global fossil fuel generation capacity in around two decades. Using data from France, they increase this estimate to about 34 years.
Grubler [7] presented data on the French nuclear build-up that leads to less optimistic conclu-sions. He points out that construction times and costs escalated as the French program proceeded. 5 He suggested that reduced standardization of reactor designs, partly to improve safety features, and especially the unsuccessful attempt to introduce a new design toward the end of the scale-up, was mainly responsible. The latter was motivated in part by a political desire to promote greater domestic value added for the nuclear industry and higher export market potential.
Green and Staffell [4] examine the issue of how Europe may reduce its use of fossil fuels. They use a dispatch model of the British wholesale electricity market and simulate how it is likely to evolve over time under different scenarios. They assume that power stations are added whenever they are expected to be profitable over their expected lifetimes, and are closed when they cannot cover their variable costs. This procedure means that the existing configuration of the system continues to influence its trajectory. A major message in the paper by Green and Staffell is that coal will be squeezed out of the system under policies that constrain CO 2 emissions. Coal is also having difficulty competing against natural gas in the United States at the moment, given the currently low natural gas prices. In the analysis presented below, the only fossil fuel fired capacity that we consider is natural gas.
In a sense, we are interested in the opposite problem to the one discussed by Green and Staffell.
We want to know how conclusions about what type of system may be desirable in the long run affect decisions about investments today and in the near future. An earlier paper [5] by Green and a different co-author, Vasilakos, is closer to what we do here. They use data on wind speeds (we have measured data on actual wind generator output in Texas) in the United Kingdom to simulate the effects of different levels of wind penetration on the long-run equilibrium of the system. They look at the residual load duration curve facing thermal generators after subtracting wind production (viewing wind generation as "negative demand") to calculate the likely effect of wind. In contrast to
Green and Vasilakos, we are not just interested in the long-run effect of increasing wind penetration.
Rather, our main focus is on wind and nuclear power as alternative non-fossil means of generating electricity in the long run. We also use linear programming to examine systems combining either of those technologies with natural gas plants. Our interest is not only in the costs and other characteristics of the different long-run systems, but also how those different systems might affect the type of investments that ought to be made in the intermediate and then short run. 5 Nevertheless, the costs he provides for the French program are less than half the capital costs we use in our later calculations. The numbers that we use come from the United States Energy Information Administration (EIA).
There is also an extensive literature on electricity storage that is relevant to our paper. As we noted above, Trainer [15] emphasizes the necessity of bulk electricity storage in enabling renewable energy sources to continuously meet the load while maintaining network stability and power quality.
Experience coping with increasing wind generation in power networks also emphasizes the value of storage as a complement to wind. Green and Vasilakos [6] provide an interesting analysis of the case of Denmark, which has one of the highest levels of installed wind capacity relative to electricity demand. 6 They emphasize the benefits of the connections between Denmark and countries to the north, where there is substantial hydroelectric capacity.
Green and Vasilakos use a simple model of a system with fixed quantities of wind and thermal capacity in one location (Denmark) and hydroelectricity in the other (Norway, Sweden and Finland), and with a connection of limited capacity between them. Their key conclusion is that, in the absence of transmission constraints or binding constraints -high or low -on reservoir storage, wind output should be accepted whenever it is available. Effectively, the resulting variations in water in storage represent a "battery" for the wind generation. Water should then be allocated across periods to equalize the thermal output, and hence thermal marginal cost, in each period. This equilibrated value also represents the shadow value of water. Green and Vasilakos also discuss the implications of the limited transmission capacity and other constraints, but the intuition of the unconstrained case informs their empirical analysis.
Green and Vasilakos find that short-term fluctuations in wind output in Denmark are highly correlated with short-term fluctuations in net exports of electricity to Norway, Sweden and Finland.
The ability to trade power with neighbors possessing significant reservoirs for hydroelectricity generation thus allows Denmark to smooth daily or weekly fluctuations in wind output. At an annual timescale, however, Denmark's net exports of electricity are uncorrelated with wind production.
Instead, there is a strong correlation between Denmark's annual net exports of electricity and its thermal production, and a negative correlation between those net exports and the level of hydro generation in Nordic countries. This, while Denmark uses water storage by its neighbors to offset short-term fluctuations in wind output, the neighbors use Denmark to cope with longer-term fluctuations in hydro power availability.
The importance of hydroelectricity as a means of smoothing out wind generation raises the question of how Texas can accommodate so much wind generation. ERCOT has almost 700MW of run-of-river hydroelectricity, but, like wind, its output is exogenous to demand or supply from other generators on the system. Instead, the more than 7GW of combustion turbine capacity explains how ERCOT can accommodate so much wind generation.
In contrast to wind generation, nuclear plants are generally operated to produce a very smooth flow of output. Since nuclear plants have high capital and low operating costs, it is generally efficient to operate them at full capacity except when being refueled. They are designed to operate that way in the United States, but in France and Germany nuclear plants have recently been operated in load following mode primarily to accommodate intermittent renewable generation (see Lokhov [11] ). In the United States, it makes more sense to use natural gas-fired plants to accommodate load variation, especially given current natural gas prices.
Even though nuclear power plants are generally operated at full capacity, they also can benefit from electricity storage. Storage allows a higher capacity of nuclear power, since any excess of output over load can then be stored to be used when output is less than load. Trade in electricity can also substitute for storage in supporting nuclear power just as it does for wind. For example, one reason that France can accommodate so much nuclear capacity is that it can trade excess nuclear electricity generated at night to its neighbors.
There is also a substantial literature on electricity storage technologies. Luo et al. [12] provides a relatively recent overview of recent technological developments. They note that pumped hydroelectric storage represents more than 99% of current worldwide bulk storage capacity. It is the most mature technology, and is capable of storing large amounts of energy. Capacities of operating systems range up to more than 3GW. The plants have 70-85% cycle efficiency and a lifetime of more than 40 years.
Rechargeable batteries of many sorts are also widely used, but not much for bulk electricity storage. Most facilities in operation have less than 10MW capacity. The limited lifespan, high self-discharge rate, and high maintenance costs of batteries make them too expensive.
Another technology currently in operation is compressed air storage. Cycle efficiencies are much lower than pumped storage -on the order of 50%. Some variants that could have higher cycle efficiencies are under development. Some flywheel energy storage systems are also in operation.
Cycle efficiencies up to 95% can be achieved in systems using non-contact magnetic bearings. The large inertia in these systems makes them particularly suitable for providing frequency control services, but they have modest storage capacity and store electricity for only short periods. Energy stored in the form of thermal energy is also used for load shifting. However, its cycle efficiency (30-60%) is low.
Other technologies that Luo et al. discuss are more experimental. A promising technology that may be suitable for bulk electricity storage of up to several months is a flow battery system. These batteries use two separate liquid electrolyte tanks. The power of the system, which is determined by the size of the electrodes and the number of reaction cells, is independent of the storage capacity, which depends on the amount of electrolyte and its concentration. Since the electrolytes are stored separately, there is also little self-discharge.
The United States Department of Energy released a study on grid energy storage in 2013. They focus on the role that energy storage can play in enhancing renewable energy penetration into the network. Its role in smoothing the load on nuclear power plants is only mentioned in passing when discussing the development of energy storage in Japan. The report notes that the 23.4GW of pumped storage capacity in the United States represents about 95% of total storage capacity.
The remainder is roughly one third each of thermal storage and compressed air, and one sixth each of batteries and flywheels. They identify four main barriers to more widespread deployment of energy storage: cost, validated performance and safety, unsupportive regulations and industry acceptance. In our analysis, we will take the cost of pumped storage as a realistic estimate of the cost of commercially viable bulk electricity storage systems.
The final study we shall mention, Cullen [2] , used ERCOT data to examine the environmental benefits of wind generation. He begins by noting that subsidies paid to wind farms provided about half their revenue in 2010. 7 These subsidies are justified on the grounds that wind power entering the grid displaces fossil fuel generators, which in turn reduces emissions. The exact offset depends, 7 The source he cites is a study undertaken by the United States Department of Energy in 2007. This looks at direct expenditures by the Federal Government that ultimately result in direct payment to producers or consumers of energy; provisions in the Federal tax code that reduce the tax liability of firms or individuals who take specified actions affecting affect energy production, consumption, or conservation; Federal R&D spending affecting energy production, transformation and end-use technologies; and electricity programs serving targeted categories of electricity consumers in several regions of the country. Many other programs, mandates, and exemptions from other policies not only at the Federal level but also at the State and Local Government levels support wind energy production. A summary of the hundreds of programs in operation can be found at http://www.dsireusa.org.
however, on which type of generators are displaced when wind production increases.
Cullen uses 15-minute interval data from ERCOT from 2005-2007 to measure the output of each non-wind generator as a quadratic function of wind production. Noting that the diurnal and seasonal patterns for wind production may be correlated with incentives for production by other generators, he also includes as explanatory variables current and lagged values of aggregate load, temperature, and an indicator for when transmission lines are congested. To capture the effects of start-up and shut-down costs, he also includes the operating state for the generator two hours prior to production. The same lagged operating state variables for all the other generators on the grid are also included in each regression to allow for potential strategic interactions between generators.
Each regression also includes a set of day by year indicator variables.
Before dynamics are accounted for, Cullen finds that each MWh of wind causes an average 0.85MWh reduction from gas generators, 0.18MWh reduction from coal generators and economically insignificant changes from other generators. After dynamic controls are introduced, coal offsets drop to almost zero while gas offsets increase to 0.92MWh, of which 0.53MWh is from combined cycle, 0.32MWh from older steam plants and 0.07MWh from natural gas turbines. Since natural gas plants produce significantly less emissions than coal, the percentage reduction in emissions is substantially less than the proportion of electricity production represented by wind. Cullen's results are consistent with our conclusion below that introducing wind generation into an otherwise all natural gas system would primarily affect combined cycle plants.
Data
The main data set we use was prepared by ERCOT for its 2016 Wind Integration Report. This gives system load and wind output for every hour of the year. We used only the most recent year because the amount of wind capacity is still growing and we wanted as much wind capacity as possible. Furthermore, until the almost $7 billion Competitive Renewable Energy Zones (CREZ) transmission system upgrade was completed in 2014, transmission capacity was insufficient to get maximum output from wind farms in the west of the state to the main loads in the east, leading to frequent curtailment of wind output at night. Nevertheless, data back to 2007 shows that the general relationship between wind output and system load has changed little over the decade. Figure 1 graphs a kernel density estimate of the bivariate probability density function for hourly wind output and total ERCOT system load for 2016. 8 Table 1 gives some summary statistics. Since wind capacity grew by more than 16% from 16.246GW at the beginning of 2016 to 18.923GW at the end, the table also provides statistics on the load factor for each hour. The mean load factor of more than 35% is quite high by international standards, especially given the inland location of almost all the wind farms.
In an ideal situation, wind output would be highest when system load is highest and vice versa.
The "ridge" in Figure 1 would then run from the back right to the front left. In fact, there is a tendency for wind output to be lower when the ERCOT load is highest. The correlation between the two variables is −0.12. In particular, wind output tends to be largest in late night and early morning hours when ERCOT load is relatively low. The variability of wind output is illustrated by the fact the while mean wind output is 15% of the mean ERCOT load, the standard deviation of wind output is more than 35% of the standard deviation of ERCOT load. The second main data source we use is a 2016 report issued by the Energy Information Administration (EIA) on Capital Cost Estimates for Utility Scale Electricity Generating Plants. The cost estimates presented in the report were produced by an external consultant to the EIA using, where possible, data on actual or planned projects in the United States combined with generic assumptions for labor and materials costs. The cost estimates were developed using a common methodology across technologies. They represent the costs of a generic facility in a location that does not have unusual constraints or infrastructure requirements (including needed transmission upgrades). The EIA uses the estimates to develop energy projections and analyses, including forecasting retirements of old plants and the mix of generating capacity additions needed to serve future electricity demand.
We focused on six technologies. For fossil fuels, we examined only natural gas plants on the assumption that the lower emissions from natural gas combustion would make it a preferred technology in the longer-run time horizon that we are interested in. Specifically, we used the costs for "advanced natural gas combined cycle" (CC) and "advanced combustion turbine" (GT) technologies. For technologies that do not emit any CO 2 , we used onshore wind and "advanced nuclear".
Since the 2016 report gives battery storage as the only electricity storage technology, we also used estimates of costs for pumped storage from the equivalent 2013 report. As we noted in the literature survey, pumped storage is currently the lowest cost electricity storage technology and the only one in extensive use.
The critical parameters are summarized in the top half of Table 2 . The lower half of Table 2 contains parameters and calculations that do not come from the EIA publication referenced above.
The fuel costs for the natural gas plants were developed by combining the heat rate for the plants specified in the EIA data with the average cost of natural gas delivered to power plants in the United
States in 2016 ($2.89/MMBTU), which was obtained from EIA natural gas statistics. The fuel cost for the nuclear plant was derived using the average monthly cost of U For calculating the levelized cost of electricity (LCOE) in the lower half of Table 2 Table 2 is so high, in the subsequent analysis, we will use the costs of pumped storage as an estimate of the costs that might eventually be obtained by other mass storage technologies.
The indicative load factors for natural gas entered in the table are relevant for the subsequent analysis. 9 A Today in Energy fact sheet from the EIA published July 8, 2013 indicates that pumped storage in the United States currently operates at about a 12% load factor. The value for the wind load factor comes from the ERCOT data discussed above, while the load factor for nuclear plants is the realized average load factor for United States plants in recent years.
The final parameter used in the calculations is the interest rate, which should be the real aftertax weighted average cost of capital (WACC) for electric utilities. Public utility commissions in the United States allow regulated real equity returns of around 10%. However, utilities often have leverage ratios of 40% with a real return on debt of around 6%, suggesting a WACC around 7.5%.
The calculations in Table 2 use a WACC of 7.5%, but in the analysis presented below we also look at the consequences of using 5% and 10% in addition to 7.5%.
The relatively low LCOE for CC generators reflects the current low prices for natural gas in the United States. We would expect those prices to rise somewhat as more LNG is exported from the United States, linking prices there to prices in the rest of the world. In long run, prices worldwide will rise as natural gas resources are depleted. In the subsequent analysis we examine the effect of raising the natural gas price substantially above the 2016 average price.
While both wind and nuclear can generate power without emitting CO 2 , the LCOE calculations in the lower half of Table 2 suggest that wind should be preferable to nuclear for replacing fossil fuels.
The analysis in the next section shows, however, that the LCOE calculations can be misleading when one has to ensure supply can always meet the load. The fact that wind output is very variable, not able to be dispatched as needed, and generally not well-correlated with system load can raise the cost of the overall system when there is a substantial amount of wind generation.
Analysis and results
We first use elementary methods to analyze the long-run systems with storage complementing nuclear or wind generation. Subsequently, we examine systems that can include natural gas, wind, nuclear and storage. This requires the use of linear programming.
Long-run systems with storage and no fossil fuel
We first consider the case where nuclear and storage are used. We imagine we have nuclear plants (running at 90.08% load factor) generating a constant flow of power. When output exceeds the load, the excess electricity is used to pump water into the upper reservoir of pumped storage facilities. Conversely, when the load exceeds the output of the nuclear plants, water is allowed to flow from the upper to the lower reservoir through turbines, which generate sufficient power to make up for the excess demand. The Today in Energy fact sheet from the EIA published July 8, 2013 referred to previously indicates that pumped storage in the United States currently operates at about 80% efficiency. In other words, only 80% of the electricity used to pump water up to the higher reservoir is produced when water is allowed to flow back down to the lower reservoir.
We thus first calculated a "scaled average" nuclear power output by choosing a multiple k of the average annual loadL = EL h for 2016 (40.0084MW from Table 1) such that:
The resulting solution for k = 1.021275. In other words, to compensate for the electricity lost during storage the amount generated on a constant basis has to be about 2.1% above the average system load. To generate that amount using nuclear plants with an average load factor of 0.9008, we would need 45.359GW of nuclear capacity. The pumped storage generating capacity would be the maximum value graphed in Figure 2 times √ 0.8, which is 30.383GW. Cumulating the amounts graphed in Figure 2 , we find that the maximum stored energy would be equivalent to about 21.8 days of operation at full generating capacity. 10 The average load factor of the pumped storage, measured by generated power divided by capacity times hours in a year would be 11.2%, or slightly less than the load factor for pumped storage in the United States as reported above.
Finally, the system as configured would allow the exact distribution of load experienced in 2016
to be satisfied with an average capacity factor for the nuclear plants of 90.08%. This allows for down-time for refueling and other problems. However, we add an additional 10% reserve plant margin to allow for stochastic variation in load and equipment failures, including transmission line outages. 11 The lowest cost way of providing this capacity in a way that also would not involve much 10 Schoenung and Hassenzahl [14] provide a formula V = 400E/h for the volume of water V in m 3 needed to store energy E in kWh when the average head in m driving the turbine is h. If we take the average capacity of a storage facility to be 250MW as in Table 2 , we would need around 122 facilities. If we assume the head is 300m, then the reservoirs would on average need to cover about 7km
2 -a circle of about 3km diameter or a square 2.6km on a side -to a depth of 25m.
11 Costs of providing ancillary services will also include shut-down and start-up costs, but the EIA data does not provide any information about these.
combustion of fossil fuels under normal operation is to add GT to the system. Given the maximum hourly load in 2016 of 71.243GW, the annual capital cost of 7.124GW of GT (approximately the existing GT capacity in ERCOT) would be $457m.
We consider next a system with wind and storage. 12 We need first to allow for the fact that the available wind capacity grew over 2016. We calculated the load factor for wind generation in every hour of 2016 and assumed that if the generating capacity had been the full amount available at the end of 2016, the load factor would have been the same as the actual one. Let the resulting wind generation in each hour be W h . In order to calculate the amount of storage capacity, we again need to scale wind capacity and output by a factor ω such that 80% of the cumulative amount of excess generation over load equals 13 the cumulative excess of load over generation over the year.
Thus, (1) is modified to:
This process implicitly assumes that increasing wind generating capacity by a factor of ω will not change wind load factors or the patten of wind generation. In practice, the average quality of the sites, and thus wind load factors, are likely to decline as substantial amounts of wind generation are added. 14 Nevertheless, proceeding with this assumption, we obtain a solution for ω = 6.330453.
Given that the wind capacity in Texas was 18.923GW at the end of 2016, this means that we would require 119.791GW of wind capacity to generate power equal to the cumulated Texas load for 2016 after allowing for a 20% loss when using pumped storage. Once again we can visualize the electricity being stored and produced from pumped storage facilities by graphing 12 As Green and Staffell [4] observe, there can be problems maintaining network stability with wind turbines since they operate asynchronously and do not provide inertia to stabilize frequency. The actual system we will examine will also have natural gas turbines in addition to hydroelectric plants to help provide ancillary services. 13 This procedure assumes that any excess of wind output over load is stored rather than "spilled." In the next section, we assume that the capacity to store energy is the same as the capacity to generate electricity from stored water. In the solution below, the maximum hourly storage rate is strictly less than the maximum hourly generation from storage. When the constraint on storing energy is never binding, one can show that it will not be optimal to spill generated wind power.
14 Although some of the best locations for generating wind power may not have been viable before the CREZ lines were built, it is likely by now that most of the best sites have been developed. An indication that the Texas sites developed to date have been high quality is that the 2016 average Texas load factor for wind farms of 35.46% is quite high by world standards. output and load also means that the draw on storage in the summer can be much higher than under the nuclear scenario. In addition, the need to store excess generated power in the "low demand"
spring and autumn seasons can be almost as large as the positive excess of load over generation in the summer. The tight daily cycle of demand evident in Figure 2 is also changed in Figure 3 into longer period cycles of excess supply or excess demand.
The pumped storage generating capacity is again the maximum value graphed in Figure 3 times √ 0.8, which in this case is 59.698GW. This is more than 96% higher than in the nuclear case.
The extreme variability of wind requires much more storage generating capacity. Cumulating the amounts graphed in Figure 3 , the maximum storage volume needed in this case would be about 19.4 days of operation at maximum capacity. 15 The average load factor of the pumped storage in 15 The maximum storage volume may be larger for nuclear because of the stronger seasonality in the flows in to this case would be 16.6%. As with the nuclear case, we also allow for 7.124GW of GT for emergency backup capacity.
Recall that the LCOE in Table 2 were calculated using a real weighted average cost of capital of 7.5%. Table 3 presents the results for this and two other discount rates. The average costs were calculated noting that the total electricity to be supplied is 351.433385TWh. The cost of wind plus storage exceeds the cost of nuclear plus storage by more than 32% when r = .05 to around 25% when r = 0.10. This is despite the result in Table 2 that the LCOE for wind is a little over 9.3% below the LCOE for nuclear. The reason is that variability of wind output requires almost double (59.7GW versus 30.4GW) the storage capacity, which is very expensive.
Furthermore, while an increase in WACC favors wind over nuclear, a higher discount rate also raises the cost of storage. Hence, even at the unrealistically high (for a utility) real WACC of 10%, the nuclear plus storage system is still less costly.
In practice, the difference in cost between the two systems is likely to exceed the values in Table 3 for several reasons. First, the calculations use the cost of pumped storage, which is currently by far the lowest cost method of bulk electricity storage. However, since a limited number of sites are suitable for pumped storage, more expensive solutions would also be needed. This will be more of a problem for the system with wind since it has almost double the required storage generating capacity. Second, as more pumped storage sites are exploited, sites that are more expensive to develop, or which are more remote and therefore require additional transmission lines to be built, are likely to be needed. Third, the wind resource itself is often distant from markets and requires an out of storage. Repeating the calculations of storage volume, in this case we would need around 239 facilities of 250MW capacity. Using the same head of 300m and depth of 25m, the surface area of each reservoir would now need to be about 6.2km
additional transmission lines to be built. For example, Texas electricity consumers had to finance an almost $7 billion expansion in high voltage transmission lines (in the CREZ project) to facilitate the exploitation of an additional 12GW of wind resources in west Texas. These lines, like the wind generation capacity itself, are used at a low load factor and thus are expensive per unit of energy delivered. By contrast, nuclear plants can be built much closer to the main load centers and any new transmission lines required are likely to be much shorter and used at much higher load factors.
The result that the wind plus storage system has a higher cost than the nuclear plus storage one has an important implication. As noted in the introduction, it is often argued that storage would solve the problems with wind generation -its intermittency, non-dispatchability, and generally negative correlation with system load. Our result implies, however, that far from making highly variable and uncontrollable sources of generation more competitive, storage would in fact better advantage stable and controllable generation. With storage, such sources can be used to continuously to reliably supply the average load at low cost.
The amount of electricity storage required under these two scenarios is extraordinary. It is about 30% more than the current pumped storage capacity in all of the United States in the nuclear case, and more than 2.5 times current United States capacity in the wind case. As we will see in the next sub-section, the need for so much storage will delay the transition to the long-run system.
Including natural gas generation
Allowing for any combination of natural gas, wind, nuclear and storage results in a more complicated problem that can only be solved using linear programing. The linear program takes as inputs the vectors of hourly wind outputs (scaled to end of year wind generating capacity) W h and system loads L h in ERCOT in 2016. The choice variables include a scale multiple ω of the wind capacity (18.923GW) and outputs. The capacities K C of CC, K T of GT and K N of nuclear, and the outputs
these plants in each hour, also need to be chosen. Finally, the pumped storage capacity, and the electricity used for pumping or the electricity generated from the stored water in every hour, also need to be chosen. As a result of electrical and hydraulic losses, the amount generated is only 80% of the amount of electricity consumed for pumping. We let K P be the total generating capacity of the pumped storage facilities with P D h ≤ K P the electricity generated from storage, and P U h ≤ K P /0.8 the electricity used for pumping, for each hour of the year. In principle, there may also be a constraint on the amount of stored energy. 16 However, since the cost data is presented as a function of generating capacity only, we assume that the stored energy constraint is not binding.
The objective to be minimized is annual system costs:
where F i , i ∈ {C, T, W, P, N } are the equivalent annual fixed costs per GW of generating capacity of each type of plant and V i , i ∈ {C, T, N } are variable costs for natural gas and nuclear plants.
Denote the capital costs ( (Table 2 row 3) in $b/GW by q i . Also let A N i r , for plant lifetime N i and discount rate r, be the annuity factor required to convert the capital costs of p i to equivalent annual costs.
The fixed costs per unit of capacity, measured in $b/GW, can then be written as
Letting v i , i ∈ {C, T, N } denote the variable O&M costs (Table 2 row 
The minimization is subject to a set of demand and storage constraints for each hour that generalize (1) and (2) . In particular, we allow generation to exceed load since it could be optimal to have K P small and ω large with wind generation "spilled":
The reserve plant margin constraint requires primarily dispatchable (natural gas, nuclear and 16 Stored energy in hour h, S h , would evolve according to
Storage capacity SP would be another choice variable with constraint S h ≤ SP , ∀h and storage costs would in general depend on both KP and SP . pumped storage) capacity to exceed the maximum hourly load for the year by 10%. However, we also allow for a capacity contribution from wind. Specifically, we allowed the minimum wind generation in the 5% of the hours in 2016 with the highest hourly loads, namely 2.717 GW, to scale with ω in contributing to the reserve plant margin constraint:
Finally, we calculate the total amount of natural gas used over the year (in quads or 10 15 BTU):
where H C = 6.3 × 10 −6 quads/GWh and H T = 9.8 × 10 −6 quads/GWh are the heat rates of the CC and GT plants from the EIA data discussed previously. Initially, we will assume that E is unconstrained and we examine the solutions as WACC and p N G vary. Subsequently, we will also examine the effect of quantitative restrictions on the total amount of natural gas used. Table 4 presents solutions for a range of natural gas prices (measured relative to the average cost of natural gas delivered to power plants in the United States in 2016) and the same WACC values as in Table 3 . The all natural gas system has the lowest cost even as the natural gas price rises substantially. This reflects the fuel-efficiency of natural gas generation and the ability to operate CC at high load factors. Nevertheless, higher natural gas prices increase CC and especially GT costs. Reduced GT capacity requires CC to be used in higher demand periods, reducing its load factor and further raising its cost. Eventually, the wind or nuclear plants become competitive.
Consistent with the results of Cullen [2] discussed previously, when wind or nuclear are introduced into the system, they displace CC plants more than GT.
The relatively low capital intensity of natural gas generation increases its advantage as the discount rate rises. At a 5% WACC, the natural gas price has to rise by around 140% before nuclear generation can compete. At 7.5% WACC, the gas price has to rise about 215%, and at 10%
WACC by about 290%, before alternative generation becomes competitive.
At a WACC of 7.5% or 10%, wind generation displaces natural gas as the natural gas price increases. At a 5% WACC, however, the transition is from natural gas to nuclear even though the LCOE of nuclear exceeds the LCOE of wind generation. This again shows that the LCOE is not a reliable guide to the overall cost of including a generation technology in the system.
Figures 5-7 graph the optimal generating capacities (measured in GW on the left hand axis)
for a finer grid of natural gas prices than in Table 4 . Each figure also includes two line graphs (measured on the right hand axis). The top positively-sloped line gives minimized system annual cost as a ratio to minimized costs when the natural gas price equals the 2016 average (so the line starts at 1). The lower negatively-sloped line gives total fuel used relative to the fuel used in the minimum cost system when the natural gas price equals the 2016 average (so this line also starts at 1). The three figures correspond to the three different WACC values.
Prior to attaining the level where wind or nuclear displace natural gas, increases in the cost of natural gas have very little effect on the total amount of fuel used. A given percentage increase in the price of natural gas raises costs by around 40 times the percentage that it reduces natural gas
use. An implication is that a tax on natural gas use, or on CO 2 emissions, 18 would raise electricity prices substantially while doing very little to reduce gas use until the tax rate was high enough to Storage is included in the minimum cost systems in Figures 5-7 only when WACC is 5% and the natural gas price is at least $11.57/MMBTU (4 times the 2016 price). 19 A low WACC is required because storage is capital intensive. A high natural gas price also is needed, for otherwise backup capacity can be provided by GT at much lower cost. 20
Figures 8 and 9 focus on the transition away from natural gas as the natural gas price rises for a WACC of 7.5% and 10% respectively. These two figures present results for an even finer grid of natural gas prices, but over smaller ranges, than do the corresponding Figures 6 and 7 . The window of natural gas prices where wind is competitive appears limited, although the total amount of wind capacity included in the minimum cost system can be quite large. Table 5 shows that wind capacity
19 For a WACC of 7.5%, increasing pNG by even a factor of 5.5 is insufficient to make storage part of the costminimizing solution. However, increasing it by a factor of 6 -to more than $17/MMBTU -produces a minimum cost system with around 2.499 GW of pumped storage. The result that storage is added after wind generation has been displaced reinforces the conclusion that the lowest cost long-run system (without fossil fuels) involves nuclear with storage.
20 If large reductions in natural gas use are forced by constraining E while nuclear is constrained to zero, storage is added. For example, for r = 0.075 and pNG = 2.89, but with gas use constrained to 0.5 quads and nuclear constrained to zero, 8.561 GW of storage is added to the system. For less severe constraints on natural gas use -for example with gas use constrained to 1.0 quad -large amounts of wind capacity are added and a substantial amount of wind generation is "spilled". While this is costly, it is still less expensive than adding storage. is also part of the minimum cost system for a range of constraints on the amount of natural gas than can be used in the system while keeping WACC = 7.5% and p N G = 2.89/MMBTU. 21
In the cases where the transition is from natural gas to wind generation, the reduction in natural gas use is much smaller (on the order of 30%) than when nuclear is introduced at higher gas prices (achieving a 50-65% reduction in fuel use). The need to supply backup for wind generation implies that CC and GT capacities and load factors tend to be higher when there is wind and no nuclear than when there is nuclear and no wind. Wind therefore has a limited ability to reduce the demand for natural gas. The nuclear plants reduce gas use more effectively since they can reliably displace much more gas plant output. An implication is that, insofar as the negative externalities of electricity production are related to fossil fuel use, wind is far less effective at reducing those externalities than is nuclear. 22
The analysis of the long-run systems implied that nuclear energy with storage provides the lowest cost long-run alternative to fossil fuels. Wind ended up being much more expensive than nuclear because it requires almost double the storage to make up for its intermittency, non-dispatchability, and generally negative correlation with system load. At a WACC of 7% or above, however, the cost minimizing solution over some range of natural gas prices involves wind and natural gas with 21 It might be thought that a similar transition with positive wind capacity should occur when r = 0.05. However, when r = 0.05, pNG = 2.89 and E is restricted slightly to 2.2 quads the cost-minimizing configuration has 0.655 GW of nuclear and no wind. Not until r is almost 7% does the cost-minimizing system when E ≤ 2.2 quads include wind, and eb=ven then it is just 1.691 GW.
22 This result is consistent with the observations of Green and Staffell [4] that the 11GW of wind and 30 GW of solar that Germany added to its system between 2008 and 2013 merely offset the emissions from closing 8GW of nuclear stations in 2011.
no nuclear or storage. These results might appear contradictory. The explanation, however, is that wind needs much more backup capacity than does nuclear. When that backup is expensive storage, the system with wind has higher cost, but when it is less costly natural gas plant, the combined system including wind can have lower cost.
In the context of a dynamic optimization model of the transition process, a critical issue is the length of time that natural gas prices would lie in the range where wind is part of the costminimizing solution. That would, in turn, depend on the rate of growth in electricity demand and the elasticity of the natural gas supply curve. If the time interval during which wind is part of the cost-minimizing solution is shorter than 25 years, the lifetime of the wind generators would be shortened, raising their equivalent annual capital cost. Figure 7 in particular also suggests that the range of natural gas prices where substantial wind capacity is part of the minimum cost system could be even shorter. Even if some wind generators would be used for some time, a large amount of wind capacity might have a very short life.
Where additional wind generation would be far from the load centers, required new transmission lines may also be under-utilized or even abandoned once the wind generation is itself later displaced. This also will be costly if the new lines are used only briefly.
Furthermore, while including wind in the system lowers cost over some ranges of natural gas prices, the cost difference may not be large. This is examined in Table 6 , which contrasts cases where wind capacity is used when WACC is 7.5% or 10% with the outcome when wind capacity is constrained to be zero but r and p N G keep the same values. For r = 0.075, p N G = 9.22 (3.1875 times the 2016 price), Table 6 shows that, when wind capacity is constrained to zero, the minimum cost system becomes all natural gas. The annual cost rises by only $2.13 million. When the natural gas price is raised further to $9.40 (3.25 times the 2016 price), constraining wind capacity to zero now results in a system with much more nuclear and an annual cost that is $38.75 million higher. Increasing p N G further to $10.12 (3.5 times the 2016 price), the increase in annual cost from constraining wind capacity to zero falls to just $1.41 million.
When the WACC is raised to 10%, the lower panel in Table 6 shows that the costs of the minimum cost system are more affected by constraining wind capacity to zero. When p N G = 11.21 It might be thought that constraining wind capacity to zero, and increasing the longevity of the all natural gas system, would result in more natural gas use and higher emissions. In the examples in Table 6 , using all natural gas instead of wind plus gas when r = 0.075, p N G = 9.22 does indeed consume an additional 0.126 quads of natural gas per year. However, the natural gas plus nuclear system when r = 0.075, p N G = 9.40 consumes 0.414 fewer quads of natural gas per year. When r = 0.10, the increased gas consumption when p N G = 11.21 is 0.733 quads and when p N G = 11.57, 0.828 quads, but when p N G = 12.29, it falls by 0.593 quads.
23 Ancillary service costs could also differ in the two systems since GT capacity is being used differently.
More to the point, since natural gas is such a clean burning fossil fuel, the main issue that its consumption raises is the emission of CO 2 . The externality in this case is, however, a stock one, not a flow one. The gradual accumulation of CO 2 in the atmosphere, not the emissions in any one year, is associated with surface temperature changes and other effects on climate. In that regard, since the cost of supply increases with depletion, the ultimate consumption of fossil fuel depends mostly on the cost of the non-fossil energy supply system. Greater consumption in years prior to transition to the non-fossil fuel system will lead to more rapid depletion and higher price increases.
Hence, it will hasten the time when fossil fuels are replaced. In short, prolonging the persistence of an all natural gas system and then hastening the build up of nuclear by constraining the use of wind capacity would likely have only minor effects on the cumulative use of natural gas.
Greater uncertainty about the potential marginal net damage from CO 2 emissions may also favor the use of more nuclear power in the short term by increasing its option value. In particular,
if new information reveals a greater urgency to transition away from fossil fuels for environmental reasons, this will be much easier if there is more nuclear and less wind capacity in the system.
Concluding remarks
The ERCOT ISO in Texas can be used to explore the likely costs of displacing fossil fuels from electricity supply. The ERCOT system has only weak connections with neighboring systems and, except for emergencies, operates essentially as a stand-alone system. It also has a substantial amount of wind capacity operating at a relatively high average load factor. Hence, it provides a realistic example of the operation and costs of a system dominated by wind generation.
Combining data from ERCOT with cost estimates of different technologies from the EIA, we calculated the costs of satisfying the 2016 ERCOT load using different combinations of wind, natural gas, and nuclear generation together with pumped storage. We found that, for the long-run system where the 2016 ERCOT load is supplied by either wind or nuclear supplemented with storage, the system with wind is much more costly than the one with nuclear. The main reason is that the system with wind requires almost double the amount of electricity storage, which is very expensive.
Even at a real discount rate of 10%, which is close to the real return on equity alone for an electric utility, and which normally would be expected to favor wind over nuclear, the system with wind remained more than 25% more expensive. On the other hand, we also found that for a discount rate of around 7% or higher, and an intermediate range of natural gas prices or moderate quantitative restrictions on annual natural gas use, the wind plus natural gas system was less costly than the nuclear plus natural gas one.
While the two sets of results may appear contradictory, they are actually consistent. The reason is that wind needs much more complementary generating capacity than nuclear as a result of its high variability and slightly negative correlation with system load. When that additional capacity is relatively low cost gas generation, the hybrid system with wind is less expensive when compared to the nuclear plus gas system. When the complementary capacity is high cost storage, however, the wind system becomes much more expensive.
When nuclear power is a better long-run option than wind generation, nuclear might also be a better short-run investment. Additional wind capacity slows the adoption of nuclear as natural gas prices rise. The reason is that wind tends to supply more output in low demand nighttime hours, while its high variability increases the variability of the net load on the thermal system.
Both factors make it much harder for base load technologies like nuclear to cover their costs.
We also found that in circumstances where wind capacity was part of the cost-minimizing system, constraining it to zero raises costs by only very modest amounts. The use of natural gas alone persists for slightly longer, but the build-up of nuclear capacity occurs more rapidly. The cost savings from allowing wind to displace natural gas or nuclear in the interim are so small that they could easily be exceeded by the cost of building additional transmission capacity to connect remote wind farms with loads. Furthermore, if the period during which wind is part of the minimum cost system is short, wind generators and associated infrastructure might be used for less time than their normal lifespans. If so, this would further raise effective annual costs and make the wind generation less competitive.
Nuclear power has additional value in a world where we desire to limit cumulative CO 2 emissions from fossil fuel use for environmental reasons. Since nuclear with storage has lower costs in the long run than wind with storage, the cost of fossil fuel energy, and hence the total amount that is mined, does not have to rise as much before fossil fuels are displaced. Less fossil fuel ultimately will be burned, implying cumulative CO 2 emissions also will be lower. Finally, if there is substantial uncertainty about the environmental effects of fossil fuel use, nuclear also has a higher option value than wind. If new information reveals that more drastic reductions in fossil fuel use are required, they can be achieved in a shorter period of time when there is more nuclear capacity in the system.
