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Introduction
[2] ''Deep time'' is the era of the Earth's history that can only be reconstructed from the rock record [National Research Council, 2011] . During the last 55 Ma, the climate system has evolved from an intense ''greenhouse'' state (high pCO 2 , little land ice) during the Paleocene-Eocene Thermal Maximum (PETM) [Kennett and Stott, 1991] to the ''icehouse'' state (low pCO 2 , widespread land ice) of the Pleistocene. Simulating this transition may help validate predictions of future climate under higher greenhouse gas levels. In addition, studying the climate system throughout the entirety of deep time provides context for biological and ecological evolution as well as the origins of key fossil fuel and mineral resources [e.g., Cecil, 1990] . Therefore, as technology to simulate more recent climates has been developed, it has been swiftly borrowed to simulate the climates of the deep past [e.g., Barron and Washington, 1982; Ramstein et al., 1997; Kiehl and Shields, 2005] .
[3] Deep time climate modeling must solve technical problems common to climate modeling generally, but often ''backwards…and in high heels'' (R. Thaves, Frank and Ernest, May 3, 1982, www.frankandernest.com) . For instance, aerosols have significant effects on radiative balance and biogeochemical cycles, both locally and globally [Intergovernmental Panel on Climate Change (IPCC), Mahowald et al., 2011a] . However, simulating aerosols can be computationally expensive, so climatology (''prescribed aerosol'') is often used instead of prognostic calculations [e.g., Collins et al., 2006a] . The observational information that constrains aerosol prescriptions for modern climate studies is not available for past climates. Early modelers of past climates either ignored aerosols [e.g., Kutzbach and Ziegler, 1993; Ramstein et al., 1997; Donnadieu et al., 2002] or used globally uniform aerosol [e.g., Kiehl and Shields, 2005] .
[4] Incorporating aerosol within simulations of the climate of the recent past (the last 1 million years) has become easier, as techniques and proxy records for reconstructing past aerosol distributions have improved. Prognostic simulations of mineral dust aerosol can be tuned to match deposition data from ice cores, deep-sea sediment cores, and other archives for a particular era of interest [e.g., Mahowald et al., 2006a] . Mineral dust aerosol is an important species for radiative purposes, especially before human industrialization. Yet dust is not the only important aerosol species [e.g., Mahowald et al., 2011a] , just the one with the most latitudinally diverse depositional records. Since the lifetime of aerosol in the atmosphere is on the order of a few days to weeks, many globally widespread sites are required to characterize aerosol variability (for dust, this is analyzed in Mahowald et al. [2011b] ). Deeper in the past (such as during the Late Permian), appropriate proxy records are more difficult to find, and the level of effort necessary for aerosol prescription development may exceed the personnel and resources available for deep time studies.
[5] The inclusion of aerosol-responsive cloud microphysics schemes in global Earth system models [Lohmann et al., 2007; Morrison and Gettelman, 2008; Salzmann et al., 2010; Watanabe et al., 2010; Liu et al., 2012] brings deep time climate modeling to a technical impasse with respect to aerosols. These schemes use the concentration and size distribution of aerosols to estimate the concentration and size distribution of cloud droplets, which affect the radiative properties of clouds [Twomey, 1974 [Twomey, , 1977 . Simply removing aerosol ( Figure 1a ) from a model that uses such a scheme will result in unphysical clouds. The incorporation of aerosol-surface albedo interactions into models [Flanner et al., 2007; Lawrence et al., 2011] creates an impasse of the same kind but of lesser import.
[6] The new prominence of aerosols in model physics will require users of the next generation global Earth system models either to specify aerosol distributions or actively simulate aerosol cycling, even when the model does not consider the aerosol indirect effect of clouds. Such a requirement is already in force for versions 4 and 5 of the Community Atmosphere Model (CAM) [Neale et al., 2010a [Neale et al., , 2010b . Significant uncertainties in observations and modeling of aerosol cycling in present day climate [Mahowald et al., 2011a; Mahowald, 2011 ] make studying cloud-aerosol interactions in present and future climates challenging (see discussion by Menon et al. [2002] ). For deep time climate modelers, incorporating aerosols may seem impossible, a good excuse to avoid models with aerosol-responsive cloud microphysics schemes or other aerosol-dependent capabilities.
[7] If deep time records are used to understand the potential for dynamical shifts in future climates [National Research Council, 2011] , this excuse will lose force. The latest generation Earth system models are the principal tools for understanding future climate change. Validating the behavior of these models against deep time records will require deep time climate simulations with the same models [Valdes, 2011] . Deep time climate modelers without the resources and proxy data necessary to reconstruct past aerosol cycling then will have two options at the present state of the art: (1) uniform aerosol (Figure 1b) or pre-industrial Holocene aerosol ( Figure 1c) tuned to some desired level.
[8] Both of these approaches result in a highly unphysical spatial distribution. A uniform aerosol distribution places just as much sea salt over land as the ocean (Figure 1b) . (In addition, using uniform aerosol will also require decisions about what vertical distribution to impose and what deposition rates to assume.) In Figure 1c , the mismatch between present and Late Permian paleogeography [Kiehl and Shields, 2005] in Figures 1a-1d puts high amounts of sea salt aerosol over a large portion of Gondwanaland (the large continent in the southern hemisphere) and large areas of low continental sea salt concentrations over the ocean. Both of these mismatches could have consequences for Figure 1 . Possible approaches to prescribing aerosol in a deep time simulation illustrated by the corresponding annual mean visible optical depth of sea salt aerosols in a Late Permian paleogeography [Kiehl and Shields, 2005] : (a) no aerosol; (b) uniform aerosol with present day global mean sea salt visible optical depth (0.03) [Mahowald et al., 2011a] ; (c) Prognostic sea salt output from the CCSM4 1u Mid-Holocene 6ka simulation (years 1287-1316), Available: http://www.cesm.ucar.edu/experiments/cesm1.0/, scaled so that global mean sea salt visible optical depth matches that of the present day (0.03); (d) paleogeographic aerosol prescription for the Late Permian (see Section 2.1).
clouds, since the long-observed differences between continental and maritime clouds [Squires, 1956] seem partly due to the broad differences in aerosol distributions between the two environments [Squires, 1958; Rosenfeld and Ulbrich, 2003] .
[9] Fortunately, first order controls on the aerosol distribution are geographic (Figure 1c ). Aerosols are highly concentrated near and downwind of their sources (in the case of sea salt, windier areas of the ocean). Following from this postulate, it is possible to generate a different, more plausible ''paleogeographic'' prescription for sea salt (Figure 1d ) and other aerosols. This prescription does not add to knowledge of Late Permian climate, since it is not validated against proxy observations. Instead, the prescription is a quantitative analog to reconstruction based on general and/or actualistic principles (see Sunderlin [2009] for a pedagogical example) and provides enough aerosol information for a later generation Earth system model to function. The prescription is also not unique, but it is reasonable. Thus, it is thus a better starting point than either a pre-industrial distribution or a uniform distribution.
[10] The paleogeographic prescription is intended to replace the use of the purely reflective ''background aerosol'' (TAUBACK) capability in deep time simulations that use CAM4 and CAM5. Background aerosol originally served as a way of tuning early models of present day climate to match satellite observations of the global radiation budget [Kiehl et al., 1996] . In CAM2 and CAM3, background aerosol was a ''placeholder,'' awaiting the improvements in aerosol modeling that have occurred subsequently [Collins et al., 2003 [Collins et al., , 2004 Rosenbloom et al., 2011] . Unconstrained by proxy data, background aerosol optical depth in deep time simulations could be set arbitrarily. Therefore, background aerosol in deep time climates was set to a value that worked well for present day climate [Kiehl and Shields, 2005; Rosenbloom et al., 2011] . Using background aerosol made sense when simulations of present day climate used the same type of aerosol forcing. It makes less sense now. Paleogeographic aerosol prescription continues the use of late Holocene conditions as the reference point for aerosol forcing in deep time climate simulations but keeps pace with the aerosol capabilities of later generation models.
[11] The purpose of this paper is to document the idea of paleogeographic aerosol prescription, apply it naively, and evaluate it critically. We first document a basic protocol for paleogeographic aerosol prescription within the Community Climate System Model version 4 (CCSM4) (Section 2.1) and then evaluate how well this protocol translates pre-industrial aerosols to a Late Permian paleogeography and how it might differ from the aerosol distribution of a deep past climate (Section 2.2). The protocol presented here represents one reasonable way to generate aerosol distributions consistent with our knowledge of aerosols but is not a unique way to generate aerosol distributions. We next evaluate the sensitivity of a well-known deep time climate simulation by Kiehl and Shields [2005] [12] The implementation of a paleogeographic aerosol prescription is model-dependent. In this study, we used the low-resolution version of the Community Climate System Model version 4 (CCSM4) , whose atmospheric component is CAM4. The aerosol routines applied here are collectively known as the Bulk Aerosol Model (BAM) [Lamarque et al., 2011] . Paleogeographic inputs for the Late Permian are identical to those used by Kiehl and Shields [2005] , which correspond to the Changhsingian Era (251 Ma). Preindustrial data is taken from the default CCSM4 atmospheric forcing data sets, which can be downloaded with the CCSM4 released code (http://www.cesm.ucar.edu/). For clarity, however, we first describe the general procedure and then provide necessary detail about its implementation using CCSM4. Note that the protocol outlined here is meant to be illustrative rather than authoritative.
[13] The necessary input conditions to the prescription are the data sets necessary to simulate prognostic aerosol cycling in the model. These may include topography/bathymetry, land use information (vegetation/ glaciation), and greenhouse gas levels for the period of interest. The model then is run in a mode in which aerosol cycling is treated prognostically. The results of the prognostic simulations then are used to create the aerosol prescription files. In CCSM4, these files contain monthly average three-dimensional information about mass mixing ratio as well as deposition fluxes for all aerosol species.
[14] How the aerosols are simulated prognostically primarily depends on the detail to which aerosol emissions are simulated, since some treatment of advection, diffusion, and deposition is intrinsic to prognostic aerosol modeling [Textor et al., 2006] . Depending on the model used, an aerosol falls into one of three categories: aerosols whose emission (or the emission of its precursors) is explicitly simulated; aerosols whose emission (or the emission of their precursors) is not explicitly simulated but can be treated as independent of the climate; aerosols whose emission (or the emission of their precursors) is not explicitly simulated and is dependent on the climate. The protocol for paleogeographic aerosol prescription is to: explicitly simulate aerosols of the first category; prescribe emissions related to aerosols of the second category based on paleogeography and preindustrial emissions (excluding any anthropogenic contribution); and prescribe emissions related to aerosols of the third category based on the expected ''continentality'' of the emissions, paleogeography, and zonal averages of pre-industrial emissions (excluding any anthropogenic contribution).
[15] When modeling aerosol cycling with the BAM, sea salt and dust are aerosols of the first category. The emission of sea salt is explicitly simulated on the basis of model wind speed over oceanic areas [Lamarque et al., 2011] . BAM predicts dust emission based on model winds, model soil moisture, prescribed vegetation, and an additional constraint of aeolian erodibility, the efficiency with which dust can be removed from a surface by a given meteorological forcing [Zender et al., 2003] . Aeolian erodibility was assumed to be uniform, equivalent to the average of the pre-industrial data set, weighted by area and land fraction.
[16] Sulfate aerosols span the second and third categories. Two of their precursors are SO 2 and SO 4 , whose dominant natural sources in the current climate are volcanoes, both erupting and quiescent. We presume volcanic eruptions are independent of climate. As a demonstration, vertical emission of SO 2 and SO 4 was prescribed by inserting the maximum pre-industrial value at the paleo-location of the Siberian Traps flood basaltic province (near the center of the northernmost continent, Angara) (Figures 2a and 2b ). (Other volcanic provinces were active during the period and could have been included.) Surface emissions of SO 2 and SO 4 are primarily anthropogenic and so were excluded. Another important sulfate precursor is dimethylsulfide (DMS), which falls into the third category, since climate may affect biological productivity through temperature stress and oceanic circulation changes [Kump and Pollard, 2008] . DMS is primarily emitted over the ocean and in small amounts over ice-free land (Figure 2h ), that is, it has primarily maritime sources. Emission of DMS was prescribed by zonally averaging DMS emission for the year 2000 (the default ''pre-industrial data set'' in the case of DMS) and assigning zonal average values to appropriate domains within the input paleogeography, i.e. all paleo-ocean points were assigned the average preindustrial value over ocean at that latitude and all paleoland points were assigned the average pre-industrial value over the ocean at that latitude ( Figure 2c ).
[17] The cycling of sulfate aerosols in BAM is not exclusively affected by sulfur species. Sulfate aerosols are emitted directly (SO 4 ) as well as formed in the atmosphere by the oxidation of SO 2 by H 2 O 2 and O 3 in the aqueous phase and OH in the gas phase [Tie et al., 2001; Lamarque et al., 2011] . Additional SO 2 is generated by oxidation of DMS by OH and NO 3 [Tie et al., 2001; Lamarque et al., 2011] . Therefore, it is necessary to specify the oxidants as if they were aerosols of the third category. The distributions of the oxidants H 2 O 2 , HO 2 , and NO 3 over land and ocean were prescribed from their monthly zonal average values over land and ocean in the pre-industrial data sets. O 3 and OH were prescribed from the zonal average pre-industrial data without discriminating between land and ocean.
[18] Black carbon and organic carbon are aerosols of the third category. They primarily come from biomass burning, which is dependent on climate, but which the BAM does not explicitly simulate. The pre-industrial emissions of these species mainly come from concentrated sources over land (Figures 2i and 2j) . Differences in the latitudinal distribution of land between the present and the Permian pose a problem. The mid-latitudes of the Southern Hemisphere are relatively land-free today but were occupied by Gondwanaland in the Permian (Figure 2 ). By analogy with Eurasia and North America, emission from boreal forest fires in Gondwanaland would be expected; geological evidence suggests that such forest fires occurred [Diessel, 2010] . This problem can be remedied by the use of seasonal symmetry. We used 30u-80u N carbon species emissions information to prescribe 30u-80u S carbon species emissions in the opposite half of the year (Figures 2d and 2e) . Present day Eurasia and North America in northern summer therefore become proxies for the ancient supercontinent of Gondwanaland during southern summer.
[19] Finally, the output data from the prognostic aerosol simulation was used to generate aerosol climatologies of mass mixing ratio and deposition fluxes, which were then applied to a simulation of CCSM4 in prescribed aerosol mode to test the relative computational efficiency of the prognostic and the prescribed aerosol modes. Although CCSM4 creates a spatial distribution based on the model paleogeography after only 1-2 years of simulation, the climatologies used in this study were generated from 20 years of simulation. The default atmosphere model physics configuration, which uses the prescribed aerosol mode (BAM), is computationally more efficient (by nearly a factor of 2 for the Late Permian case) than in the prognostic aerosol mode. For deep time paleoclimate simulations, where long equilibrium runs are often required, CCSM4 with prescribed aerosol forcing is a more affordable option.
Uncertainties of the Paleogeographic Aerosol Prescription
[20] The purpose of this section is to consider: (1) how well paleogeographic prescription translates pre-industrial aerosols to a given paleogeography and (2) how a paleogeographic aerosol prescription might differ from the aerosol regime of a deep time climate. In many cases, these uncertainties are inter-related, since an aspect of a paleogeographic prescription that would be unrealistic in the present day aerosol regime likely would have been unrealistic 250 million years ago. By one criterion, the translation of pre-industrial aerosols is effective. Total emissions in the pre-industrial and Permian input data sets are relatively similar (Table 1) , even for aerosols with prognostic emissions (dust and sea salt).
[21] The principal biases related to the aerosols with prognostic emissions (dust and sea salt) are due to the demonstrated sensitivity of those emissions to climate. The dust cycling routine used in the BAM has been successful at modeling many aspects of modern dust cycling but must be expertly tuned to match depositional records from the Last Glacial Maximum [Mahowald et al., 2006a] . This tuning accounts for climate-dependent changes in the aeolian erodibility [Zender et al., 2003] . The sea salt cycling routine used in the BAM can match many aspects of present day sea salt cycling but cannot explain enhanced sea salt deposition in records from the Last Glacial Maximum [Mahowald et al., 2006b] . Moreover, global sea salt emissions vary , 5% within a wide range of climate scenario but vary up to 40% regionally.
[22] The limited climate sensitivity of prognostic dust and sea salt emissions may cancel one bias of the paleogeographic aerosol prescription. Unless there is some a priori information about the state of the ocean, the atmospheric state in the prognostic aerosol simulation will be significantly out of equilibrium with the ocean. If the dust and sea salt emissions were more sensitive to climate, the aerosol distribution would be highly characteristic of the initial state of the simulation rather than its final state closer to equilibrium.
[23] The aerosols whose emissions are prescribed introduce five additional types of bias. First, deep past emissions may have been vastly different than preindustrial emissions. A more stagnant ocean circulation during greenhouse climates could have slowed the recycling of nutrients in the ocean, reducing surface ocean biological productivity and DMS emissions [Kump and Pollard, 2008] . Carbon emissions are likewise uncertain. Forest fire activity may have been quite variable over the last 400 million years. The average concentration of inertinite (fossilized charcoal) in coals averaged 30-40% in the Late Permian but dropped to ,5% during the Middle Triassic and is ,5% in peats today [Glasspool and Scott, 2010] . While Glasspool and Scott [2010] use this variability as a proxy for oxygen, they note that inertinite concentration is more directly a proxy for fire in the normally wet areas where peat accumulates. Modelers, however, should be cautious assuming forest fire activity during the Late Permian was higher than the present day in proportion to the ratio of inertinite concentrations, because the coalification process preferentially preserves inertinite relative to volatiles, moisture, and macerals other than inertinite [Diessel, 2010] .
[24] Second, latitudes that are mainly ice-covered at present may not be so in warmer climates and thus may have been better aerosol sources. Therefore, using latitudinally averaged pre-industrial emissions introduces a possible bias near the poles (e.g., Figures 2c and 2h) .
[25] Third, zonally averaging emissions of some aerosol precursors spreads out concentrated sources. The resulting distributions are smoother than they should be. This phenomenon is easiest to illustrate by a counter-example. Sulfur species are emitted strongly over the Siberian Traps (Figures 2a and 2b) . Sulfate aerosol is similarly concentrated over the Siberian Traps in the prognostic aerosol simulations (Figure 3c ). Yet DMS emissions, which are zonally averaged in the Permian example (Figure 2c ), have regionally concentrated preindustrial emissions (Figure 2h ).
[26] Fourth, emissions may have been prescribed in climatically inappropriate areas, which can affect cycling. Most of the major aerosol groups have global mean visible optical depths in the prognostic aerosol simulation of the same order of magnitude as present day estimates (Figures 3a-3c and Table 3 ) [Mahowald et al., 2011a] . The exception is the carbon aerosols (Figure 3d ), which have an optical depth more than order of magnitude lower than the present day. This low optical depth results from the placement of carbon emissions in areas of high precipitation in the simulated Permian climate, where they are more effectively removed from the atmosphere than they would be in the drier (and thus fire-prone), concentrated carbon aerosol source regions in the preindustrial emissions data (Figures 2i-2j) . The average lifetime (quotient of column mass and rate of deposition) of the carbon aerosols in the prognostic aerosol simulation is ,0.6 days, an order of magnitude below that of the carbon aerosol species in the AEROCOM model ensemble [Textor et al., 2006] . Since emission and deposition must be in balance in the long run, an appropriate correction would be to increase the mass mixing ratios for carbon species in the paleogeographic prescription to match a desired lifetime but leave the deposition unchanged. Deposition of black carbon in wetter locations still will be unrealistically high.
[27] Fifth, the paleogeographic prescription of sulfate aerosols or any other aerosol strongly affected by chemistry will be affected by the assumed oxidant distribution. In Section 2.1, pre-industrial oxidant levels were adopted for the prognostic aerosol simulation. Oxidant levels, however, may have been different in the Late Permian and in other periods in Earth history. The end of the Permian is thought to have been a time of transition between the peak of Phanerozoic (the last 540 Ma) oxygen levels (up to 35% O 2 ) and lower oxygen levels during the Triassic [Beerling et al., 2002; Bergman et al., 2004; Berner et al., 2007] . Nitrogen levels are thought to have remained constant through this period [Berner, 2006] , so atmospheric pressure might have increased up to 20%, while the partial pressure of oxygen (pO 2 ) would have increased up to 100%. The potential effects and uncertainties of these changes as well as the separate, but no less important, effects of Late Permian climate and ecology impact the chemistry of the hydroxyl radical (OH). The hydroxyl radical, in turn, plays a crucial role in sulfate aerosol formation.
[28] The hydroxyl radical is extremely short-lived in the Earth's atmosphere (,1 s) yet is involved directly in the gas-phase oxidation of SO 2 and indirectly in the oxidation of SO 2 in the aqueous phase through its role in the formation of H 2 O 2 (via HO 2 ) and tropospheric O 3 [Jacob, 1999; Tie et al., 2001] . Its production rate (D OH ) can be expressed as:
where k is a rate constant, [O 3 ] and [H 2 O] refer to the concentrations of those species in the gas phase, and [M] is the total concentration of atmospheric gas molecules (arbitrary gas molecules are used for catalysis) [Jacob, 1999, equation relative to total pressure. The rate constant k is proportional to solar actinic flux in a part of the spectrum where O 3 strongly absorbs (primarily UV-B) [Jacob, 1999] . Simulations by Segura et al. [2003] show that UV-B flux at the surface is reduced as oxygen levels increase, though this effect at Phanerozoic O 2 levels is much less than 20%. Higher oxygen levels have a similarly weak positive effect on tropospheric O 3 [Segura et al., 2003] . Under the unverified approximation that higher ozone flux from the stratosphere to the troposphere exactly compensated for any increased attenuation of UV-B due to higher column abundance of O 3 , D OH may have been up to 30% higher under Late Permian conditions, owing to the increase in water vapor relative to total atmospheric pressure.
[29] The principal sink of OH is the oxidation of hydrocarbons (e.g., CH 4 ) and CO in the troposphere [Jacob, 1999] . The strength of this sink is governed by the availability of NO x . If NO x is highly abundant, oxidation of CH 4 generates OH and O 3 . If NO x is absent, oxidation of CH 4 consumes OH [Jacob, 1999] . The OH sink during Permian time could have been stronger or weaker. On one hand, the Permian is a stratigraphically important interval for coal in the former supercontinent of Gondwanaland and China [Barnsley, 1984] , so there may have been high CH 4 emissions from swamps and greater CO emissions from low combustion temperature fires in peats. On the other hand, NO x production would have been greater under higher O 2 levels in fires more open to the atmosphere [Hu et al., 1999] and in lightning, where NO production follows the square root of pO 2 [Kasting and Walker, 1981] . Higher NO x levels would weaken the OH sink but also enhance O 3 production, an effect not considered by Segura et al. [2003] .
[30] The competing effects governing the sink intensity cannot be quantified without information about the sources of several chemical species. If this information is available, brief simulations with an atmospheric chemistry model may be able to generate better estimates of the appropriate oxidant inputs to the prognostic aerosol simulation. Such an experiment is beyond the scope of this work.
Sensitivity Experiments With the PermianTriassic Paleogeographic Prescription in CAM3/ CCSM3
[31] We performed three simulations with the Community Climate System Model version 3 (CCSM3) [Collins et al., 2006b ] at T31 resolution [Yeager et al., 2006] (Table 2 ). All three simulations are hybrid simulations, initialized on 1 January of year 2700 of the Latest Permian Simulation of Kiehl and Shields [2005] (ORIG). Except for the aerosol prescriptions used, the simulations do not differ in any way and use the same input data as the Latest Permian Simulation of Kiehl and Shields [2005] .
[32] The control simulation (CTRL) uses a spatially and temporally uniform background aerosol of visible optical depth equal to 0.28, just like the original Latest Permian Simulation. Note that the global average optical depth in current and pre-industrial climates is thought to be approximately 0.17 and 0.08, respectively [Mahowald et al., 2011a] . The control simulation serves two purposes. The version of CCSM3 used for the simulations differs slightly from the version used to run the original Latest Permian Simulation. The changes from the new version to the old version are primarily improvements in software engineering rather than adjustments to the model physics, but the identically forced new version control (CTRL) and old version Latest Permian (ORIG) simulations can be compared to detect significant model version differences. Second, even if the code were identical, a model climate in longterm energy balance still experiences significant ''random'' low-frequency (decadal or longer-scale) variability. The control simulation allows this variability to be quantified and compared with variability due to the different aerosol prescriptions. This simulation was run for 100 years.
[33] The second simulation (NEWAER) uses the paleogeographic aerosol prescription whose generation is described in Section 2.1 without correcting for any of the biases described in Section 2.2. However, aerosol prescription files in CAM3 store the aerosol distribution as cumulative column masses rather than mass mixing ratios and use a different binning scheme than CAM4 for some aerosol species. The information in the CAM4 file was appropriately converted to the CAM3 format. The four sea salt bins were summed to form a single bin, while the carbon species (OC1, Organic Carbon Bin 1; OC2, Organic Carbon Bin 2; CB1, Black Carbon Bin 1; and CB2, Black Carbon Bin 2) were converted to separate hydrophobic and hydrophilic components (OCPHO, OCPHI, BCPHO, and BCPHI) by inverting the mixing formula used in CAM4 (identical to Emmons et al. [2010] ). This simulation was run for 200 years.
[34] The third simulation (MEANAER) uses a spatially and temporally uniform background aerosol of visible optical depth equal to the global mean visible aerosol optical depth during the last 30 years of the new aerosol scheme simulation (,0.08). This simulation allows the effects of speciated and spatiotemporally aerosol to be distinguished from the effects of the equivalent background aerosol. This simulation was run for 200 years. Except where noted, all averages reported are based on a ''normal period'' of 30 years from the simulation (years 71-100 for CTRL; years 171-200 for NEWAER, and MEANAER; years 2670-2699 for ORIG).
[35] These simulations do not account for the longwave radiative effects of aerosols other than dust. Longwave effects are strongest for aerosols of larger size: mainly dust and sea salt [Mahowald et al., 2011a] . The longwave radiative effects of aerosols partially cancel the shortwave aerosol radiative forcing near aerosol sources (where larger particles remain in the atmosphere) [Satheesh and Lubin, 2003; Yoshioka et al., 2007; di Sarra et al., 2011] . Two of the simulations (CTRL and MEANAER) use background aerosol only, which CAM3 assumes is transparent in the longwave. The other simulation (NEWAER) uses a single size bin for sea salt and so will not capture the enhanced longwave radiative forcing near sources.
Results

Aerosol Distribution
[36] The simulated aerosol visible optical depth in the CAM3 simulations (Figures 4a-4d) is spatially similar to that of the CAM4 prognostic aerosol simulations. All species, particularly sea salt, have higher optical depth. This increase may be due to the file conversion process, changes in binning, or changes in optical properties between the CAM3 and CAM4, or differences in the relative humidity distribution between the simulations. The file conversion process is least likely to produce the inconsistency. The two simulations have similar dust global mean optical depth (Figures 3a and 4a) . Changing the binning is most important. Sea salt optical depth increases by , 150%, which is much more than any other aerosol. Large sea salt particles contribute the most mass but the least optical depth per mass to the distribution [Mahowald et al., 2011a] , so putting all sea salt particles in a single size bin would greatly increase their visible optical depth. Note that the unrealistic increase in sea salt global mean optical depth is approximately equal to the optical depth due to the order of magnitude increase in carbon aerosols that would correct for the bias described in Section 2.2. Thus, no matter how much the paleogeographic prescription was corrected, global mean aerosol optical depth would be ,0.08, much smaller than the background aerosol optical depth used by Kiehl and Shields [2005] . 
Climate Response
[37] Key metrics of temperature, precipitation, and energy balance suggest that the control simulation (CTRL) reproduces the Latest Permian Simulation of Kiehl and Shields [2005] (ORIG). Over the course of the simulation, global annual mean surface temperature of the control simulation varies about the long-term mean of the Latest Permian Simulation (Figure 5a ) and likewise oscillates about the small long-term average imbalance between shortwave and longwave radiation at the top of the atmosphere achieved by the Latest Permian Simulation (Figure 5b ). The relatively low temperature drift and minimal change in long-term energy balance of the control simulation suggests that the version change had minimal or no effects on the simulations.
[38] Differences in zonal average temperature globally, over land, over the ocean, and over non-water areas of the Pangaean sector (between 311.25u and 11.25u longitude) between the original Latest Permian simulation and the control simulation are limited to highlatitude ocean areas, likely due to low frequency ocean variability (Figure 5c ). The zonal distribution of precipitation is equivalent between the two simulations ( Figure 5d ). (Note that the differences in the Pangaean sector are not statistically significant.)
[39] When the aerosol prescriptions are different, the simulations differ as well (Figures 6a and 6b ). Comparing the difference between the new aerosol prescription simulation (NEWAER) and the control simulation (CTRL) with the difference between the new aerosol prescription (NEWAER) and the simulation with globally uniform aerosol identical to the global mean aerosol optical depth (MEANAER) allows the effects of the change in average visible aerosol optical depth to be distinguished from the effects of an ''explicit'' prescription (spatial and temporal variability/aerosol species diversity). In the latter case, some caution must be exercised, since the deep ocean in the new aerosol (NEWAER) and mean aerosol (MEANAER) prescription simulations is out of equilibrium with the atmosphere (radiative imbalance over the normal periods of both simulations is ,0.4 Wm
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, Figure 5b ).
[40] A lower amount of highly reflective aerosol in the atmosphere raises temperature globally (Figure 6a ). Less reflection by aerosol increases shortwave flux to the surface, thereby enhancing evaporation and precipitation [Kiehl and Shields, 2005] is marked with a black dotted horizontal line. (c) Difference of zonal mean surface temperature globally, on land, over the ocean, and over non-water areas (0% lake+oceans) of the Pangaean sector between the control simulation (CTRL) and ORIG; (d) Same as Figure 5c , except for precipitation. In Figures 5c and 5d, differences exceeding 2.98 6 the standard error in the long-term mean are considered statistically significant and plotted with crosses as well as a line. This test corresponds to being able to reject (at the 95% confidence level), the hypothesis that the difference in the zonal average quantity for the set of all latitudes arises at random, assuming a normal distribution of interannual variability about the long-term mean.
[ Held and Soden, 2006; Andrews and Forster, 2010] . Approximately 15% (0.24uC out of 1.5uC) of the global surface temperature change cannot be explained by the optical depth change alone (Figure 6c ). We suspect that the sign of this temperature difference is robust, since it is generally positive over the course of the simulations (Figure 5a ). The magnitude, however, is more uncertain. The warming due to explicitly prescribed aerosols is strongest in the southern extratropics and is stronger on land than over the ocean. These differences likely are due to various aspects of the aerosol optical depth distribution shown in Figure 4 . The ratio of the difference in global mean surface temperature to the difference in background aerosol optical depths between the control and mean aerosol simulations is 1.28u C/(0.28-0.08), which is 6.4u C per unit optical depth. Multiplying by the temperature difference between the new aerosol simulation and the mean aerosol simulation yields an estimate that explicitly prescribing aerosol at a mean optical depth of 0.08 is equivalent to a background aerosol optical depth change of ,20.04 or 50%. If the mean difference in global surface temperature over the entire length of the simulations is used (0.15u C), explicitly prescribing aerosol results in only 30% less cooling than the equivalent background aerosol optical depth.
[41] The precipitation increase over sub-tropical Pangaea is far greater than the global increase in precipitation and is much stronger in the Southern Hemisphere than the Northern Hemisphere. Only a small proportion of this change is attributable to the explicitly prescribed aerosols, and this effect may not be robust. Recent simulations using CCSM3 show that changes in sub-tropical Pangaean precipitation are driven by variability in the intensity of the Pangaean monsoonal circulation [Heavens et al., 2012] . The subtropical Pangaean precipitation changes in these simulations take place in summer and autumn, consistent with this idea. Changes in the surface temperature gradient (Figures 6a and 6c ) due to variable aerosol forcing could affect the thermal forcing of this monsoon and possibly its intensity [Bordoni and Schneider, 2008] .
[42] The DJF and JJA seasonal averages of zonal mean meridional streamfunction over the Pangaean sector quantify these changes in the Pangaean monsoon (Figures 7a-7f) . Note that the southern hemisphere summer monsoon has a true cross-equatorial cell (Figure 7a ), whereas its northern hemisphere counterpart does not (Figure 7b ), which may explain the stronger precipitation response in the southern hemisphere of the new aerosol simulation (NEWAER) relative to the control simulation Figures 6a and 6b except the difference between NEWAER and the mean new aerosol simulation (MEANAER) is shown. Differences exceeding 2.98 6 the standard error of the long-term mean are considered statistically significant and plotted with crosses as well as a line. This test corresponds to being able to reject (at the 95% confidence level), the hypothesis that the difference in the zonal average quantity for the set of all latitudes arises at random, assuming a normal distribution of interannual variability about the long-term mean.
(CTRL). The summer cross-equatorial meridional cell (the Pangaean monsoon) is , 20% stronger in the new aerosol prescription simulation (NEWAER) and the simulation with the equivalent, but globally uniform, optical depth (MEANAER) than the control simulation (CTRL) (Figures 7c-7f) . The exact details of intensification vary between the mean new aerosol simulation and the new aerosol scheme simulation. The upper branch of the crossequatorial cell in the summer hemisphere is weaker in the mean aerosol simulation than in the control simulation by , 50% (Figures 7e and 7f ). The Pangaean cross-equatorial cell penetrates to higher southern latitudes in northern summer in the new aerosol prescription simulation (NEWAER) than in the mean uniform aerosol simulation (MEANAER) (Figures 7d and 7f ). These effects, however, are small compared with the potential effects of orbital forcing on the monsoon identified by Heavens et al. [2012] . In particular, Heavens et al. [2012] determine that orbital forcing is capable of suppressing monsoonal circulation in a single hemisphere, an effect far more drastic than the circulation changes in these simulations.
Discussion and Summary
[43] We have developed a method to prescribe aerosols in simulations of deep time climates using Community Climate System Model version 4 (CCSM4). This method should be adaptable to other modeling frameworks.
Aerosols are not usually the most important climate forcing, however they are an important element of the climate system. Using the Late Permian as a test case, the method generated an aerosol prescription that applies relationships between geography and aerosols in the preindustrial aerosol distribution to Late Permian paleogeography in order to estimate aerosols in the Late Permian. Applied to a previously published simulation of climate of this era using Community Climate System Model version 3 (CCSM3), the aerosol prescription produces a warmer and wetter global climate, as would be expected from a simulation with a mean aerosol optical depth less than a third of that of the original simulation. The sensitivity of global mean surface temperature in the simulations suggests that explicit prescription of the spatiotemporal variability and speciation of aerosols cancels the cooling effect of 30-50% of the corresponding optical depth of background aerosol. Therefore, simulations that represent aerosols according to the protocol outlined in Rosenbloom et al. [2011] will be biased cold, unless natural aerosol loading during the period simulated was significantly greater than during the Holocene. In contrast to previous aerosol methodologies, e.g. using constant aerosols or pre-industrial aerosols, this prescription is physically consistent with the paleogeography, and thus an improvement. However, it is not uniquely constrained by proxy data, and thus has more uncertainties than and is likely inferior to aerosol prescriptions based on proxy data reconstructions. 
