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The road not taken...
This thesis is a testament to the path I chose. I would nevertheless, take this
contemplative moment to reflect and honor the alternatives: The experiments I did not
perform. My grand parents whose hands I could have held. My parents. My girlfriend.
My.....
But,
Science is lovely, dark and deep
And I have riddles to solve before I sleep.
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In this work we use sources of polarization entangled photon pairs for applications in
quantum communication and to study fundamental quantum mechanics. This thesis
consists of two experiments: bit commitment and the generation and detection of
polarization entangled photon pairs with a high heralding efficiency.
Bit commitment is a two-party protocol that can be used as a cryptographic prim-
itive for tasks like secure identification. Secure bit commitment was thought to be
impossible [1]. Nevertheless, we experimentally implemented a secure protocol for bit
commitment by measurements on polarization-entangled photon pairs, thereby demon-
strating the feasibility of two-party protocols in the noisy-storage model [2].
Device independent protocols are of great interest to modern quantum communi-
cation. These protocols require a high heralding efficiency ( 66.7 %) [3]. The current
implementations of these protocols using single photons are limited by optical losses
and the limited detection efficiency of standard single photon detectors. The Transition
Edge Sensors (TES), developed at NIST, have a detection efficiency > 98 % [4]. We
present a highly efficient polarization entangled source of photon pairs obtained from
spontaneous parametric downconversion in a PPKTP crystal. Using TESs we observe
a 75.2 % heralding efficiency (pairs to singles ratio) of these photon pairs which is well
above the threshold (66.7 %) for implementing device independent protocols and for a
loophole-free Bell test. Key aspects to arrive at this high efficiency were careful mode
matching techniques, and elimination of optical losses.
Many device independent protocols make use of a wide range of entangled states,
our source is capable of producing both maximally entangled states (with a polarization
correlation visibility of 99.4 %) and non-maximally entangled states (with a fidelity of
99.3 %).
Further, to demonstrate non-local effects, Alice and Bob need to implement their
ix
0. SUMMARY
choice of polarization measurement bases within the “time of flight” of the photon pairs.
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5.3 Experimental setup. Polarization-entangled photon pairs are generated
via non-collinear type-II spontaneous parametric down conversion of blue
light from a laser diode (LD) in a beta Barium Borate crystal (BBO), and
distributed to polarization analyzers (PA) at Alice and Bob via single
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splitter (BS) for a random measurement base choice, a half wave plate
(λ/2) at one of the of the outputs, and polarizing beam splitters (PBS) in
front of single-photon counting silicon avalanche photo-diodes. Detection
events on both sides are timestamped (TU) and recorded for further
processing. A polarization controller (FPC) ensures that polarization
anti-correlations are observed in all measurement bases. . . . . . . . . . 91
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account for dark counts in detectors, fluorescence background and exter-
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Valid rounds are identified by a coincidence detection mechanism that
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Definitions of some terms
Some of the terms used in this thesis are often confused with one a not her. This
section provides a list of these terms and their definitions.
Pairs to singles ratio
When two photons are detected, one on each collection arm, within a certain
coincidence time window (τc) of each other, then these photons are considered
part of a pair. Given the rate of pairs (p) and the rate of individual detection




This is same as the heralding efficiency
Heralding efficiency
The probability that the second photon of a photon pair is detected in the second
arm given that the first photon of the same pair was detected in the first arm is
called the heralding efficiency. This is the same as the pairs to singles ratio.
Source efficiency
The pairs to singles ratio of the source using ideal detectors is called the source
efficiency. This value can not be directly measured, but is only inferred by cor-
recting for measured losses in the detectors.
Quantum efficiency
The probability that a single incident photon generates a photo-electron is called
the quantum efficiency. This is not the same as detection efficiency.
Detection efficiency
The detection efficiency is the probability that an incident photon will generate a
detection signal (“click”). This is inclusive of all loss mechanisms present in a real
detector such as optical losses, absorption losses, fiber coupling losses, electrical
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signal losses, electron hole recombination losses, dead time of the detector, etc.
The detection efficiency for non ideal detectors is always lower than the quantum
efficiency.
System efficiency
The pairs to singles ratio as measured using all components of an extended system
comprising of several components like the source of photon pairs, long fibers,
the polarization modulator, measurement polarizers, vacuum feed-throughs, fiber
splices, detectors, etc. is called the system efficiency.
Collection efficiency
The probability of coupling a downconverted photon into a collection fiber is
called the collection efficiency. This includes all losses within and outside of
the downconversion crystal. This is not to be confused with the fiber coupling
efficiency.
Fiber coupling efficiency
The coupling of an optical signal into optical fibers was, in this work, always done
using a lens placed in front of one end of the fiber. The ratio of optical power
incident on this lens to the optical power output from the other end of the fiber
is known as the fiber coupling efficiency. This is not the same as the collection
efficiency
Corrected efficiency
The pairs to singles ratio obtained from the source can be corrected for various
imperfections such as optical losses, detector efficiencies, dark/background counts,
etc. The dark count corrected efficiency refers to the pair to singles ratio corrected
for dark/background counts of the detector. The detector corrected efficiency
refers to the pairs to singles ratio corrected for the detector efficiency and for
dark/background counts.
Errors





Quantum entanglement is a physical phenomenon that occurs when groups of particles
are generated or interact in ways such that the quantum state of each particle cannot be
described independently but only for the system as a whole [18, 19]. Entanglement is a
feature of quantum mechanics and is fundamental in several quantum communication,
computation and information tasks/protocols [19, 20, 21, 22, 23], as well in quantum
metrology [24].
Entanglement has been demonstrated between different degrees of freedom of a
number of systems: photons [25], atoms [26], and ions [27], both as single particles and
ensembles. Entanglement has also been demonstrated between different kinds of phys-
ical systems like atoms and photons [28]. In this thesis I will present my contribution
in the generation and study of entanglement in photon pairs. Photons are interesting
quantum systems because of their unique properties: they can be easily transported,
both in free space and in optical fibers, with very little interaction with the environ-
ment; their polarization degree of freedom provides a perfect testbed for fundamental
tests of quantum mechanics.
One fundamental test is the so called Bell’s test. In 1964, John Bell proposed
this test as a way to answer the fundamental questions on the reality and locality of
quantum mechanics (posed by Einstein, Podolsky and Rosen in 1935 [29]) and, since
then, many efforts have been spent toward a complete experimental demonstration.
Several of those attempts are based on polarization entangled photon pairs.
Polarization entangled photons pairs where first generated in 1972 by Freedman
and Clauser using an atomic cascade of calcium [25]. In 1981 and 1982 Aspect et al.
experimentally performed several Bell tests under different conditions [30, 31, 32]. Since
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then many techniques for generating entangled photons pairs have been developed [33,
34, 35, 36], all of them based on non-linear optical properties of materials like crystals,
single or ensemble of atoms/ions.
One of the fundamental obstacles for the experimental demonstration of the Bell test
is the so called “fair sampling” loophole: one must ensure that a sufficient fraction of all
copies of the quantum system are collected. The fair sampling assumption is typically
made to overcome losses in a system consisting of pair source, switches, transmission
paths and detectors.
In this thesis I will present a source of polarization entangled photon pairs based on
Spontaneous Parametric Downconversion (SPDC) [37] using a scheme similar to [38].
This source has been designed and optimized to improve the collection efficiency of the
generated photon pairs.
An efficient collection of photon pairs is not enough to reach the threshold required
for a loophole free Bell test (> 66.7 % [3]); it is also necessary to detect those photons
with high detection efficiency.
This is why I coupled this high efficiency source to highly efficient single photon
detectors developed and provided by NIST. These superconducting detectors, called
Transition Edge Sensors (TES), have losses of less than 2 % [4]. Coupling the source
with the TESs I was able to observe a heralding efficiency (ratio between detected
coincidence over total singles) of more than 75 %.
This value is above the threshold indicated by Eberhard, suggesting that the work
presented here can be the basis for a loophole free test Bell test, as well for other
demonstrations of device independent quantum protocols.
In this thesis I also present a more practical application of polarization entangled
photon pairs: an experimental demonstration of bit commitment [2], i.e. a quantum
communication and cryptographic protocol that is a primitive for tasks like secure
identification.
1.1 Thesis outline
This thesis presents two experiments: the production and detection of polarization
entangled photon pairs with a high efficiency and bit commitment. Both these exper-
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iments utilize Spontaneous Parametric Downconversion (SPDC) to generate pairs of
photons, this process is discussed in the first half of Chapter 2.
The goal of the first experiment is to construct a system capable of implementing
a loophole free Bell test. The second half of Chapter 2 explains a Bell’s test and its
loopholes. In order to rule out the presence of selective losses (detection loophole) we
must detect a sufficiently large fraction of all photon pairs. To do so we constructed
a high efficiency source of polarization entangled photon pairs (Chapter 3) and con-
nected it to near perfect single photon detectors (Chapter 4). We obtained an efficiency
(75.2 %) which is higher than the Eberhard limit (66.7 %) needed to close the detection
loophole.
In a Bell’s test two parties – Alice and Bob look for correlations between mea-
surements they perform on a shared state. Another loophole in a Bell’s test called the
locality loophole can only be closed if the experiment is performed faster than any possi-
ble communication between Alice and Bob. Since we use polarization entangled photon
pairs, Alice and Bob measure the polarization of photons. We use a fast polarization
modulator (Appendix A) to perform these measurements.
Quantum communication and cryptography often make use of polarization entan-
gled photon pairs for implementing several of their protocols. Bit commitment (Chap-




In this chapter I provide a basic overview of the generation of photon pairs in non-linear
optical media by a process called Spontaneous Parametric Downconversion (SPDC)
which is used in all experiments presented in this thesis. I also discuss the fundamentals
behind a Bell test, the experimental loopholes and how we propose to close them. This
chapter provides the theoretical context for understanding the rest of the thesis and
does not contain any original work.
2.1 Spontaneous Parametric Down Conversion (SPDC)
At the core of experimental work presented in this thesis, is a non-linear optical phe-
nomenon called Spontaneous Parametric Down Conversion (SPDC), commonly referred
to as downconversion. In SPDC, when a laser beam – the pump passes through a non-
linear optical material, a pump photon may be converted into a pair of lower energy
photons – the signal and idler. The probability of generating a photon pair is deter-
mined by factors like the properties of the optical material, the wavelength of the pump,
and the geometry of the setup.
Like many other non-linear optical phenomena, SPDC was observed for the first
time [37] after the invention of the laser. I introduce here a brief theoretical description
of SPDC, along the lines of chapter 2 of [39], to help in understanding how we chose
the non-linear materials used in our experiments.
I start by describing the interaction between an electromagnetic field and a material
using the polarization density P:
P = χE , (2.1)
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where χ is the susceptibility tensor and is a characteristics of the material. This ex-
pression can be expanded in series of increasing higher ranked tensors:
P = 0
(
χ(1)E + χ(2)E2 + χ(3)E3 + . . .
)
. (2.2)
Expressed in this form, it is easy to identify the linear interaction, described by χ(1),
from the non-linear part. SPDC is a second order non-linear process described by the
interaction of the non-linear coefficients χ(2) [40] with the electric field of the pump,
signal and idler:
P = χ(2)E1E2 . (2.3)
This expression connects three electromagnetic fields, one associated with the left-hand
side and the two explicit in the right hand one, possibly with different frequencies ωp,
ωi, and ωs. If the first field is our pump beam, the two other fields correspond to the
field of the photon pairs that are conventionally named signal and idler. This process is
subject to two main conservation criteria: energy and momentum conservation. Energy
conservation can be easily expressed by noting that the total energy of the photon pairs
created equals the energy of the pump photon. Written in terms of frequency:
ωp = ωs + ωi . (2.4)
Momentum conservation, or phase matching, is almost as straightforward. If we
consider the three fields as propagating plane waves in an infinite media, we can as-
sociate with each one a wavevector kj =
njωj
c , where nj is the refractive index of the
optical material at frequency ωj . Momentum conservation can be then be written as
kp = ks + ki . (2.5)
A pictorial representation of those two conditions is shown in Figure 2.1.
Combining equations 2.4 and 2.5, it is evident that phase matching is only possible in
materials with suitable indices of refraction. For many anisotropic, birefringent crystals
the refractive index depends on the angle of propagation with respect to the crystal
axes [41]. Phase matching can then be achieved by choosing the propagation direction
and polarization such that the conditions in Equation 2.5 is met. This technique is
sensitive to the angle of propagation of the pump though the crystal and correlates the
frequency of the generated signal and idler photons with the direction and polarization
6









momentum conservation momentum conservation
Collinear
Figure 2.1: The phase matching conditions. Left: The energy of the pump is equal to the
sum of the energy of the signal and idler. Center: When angle phase matched the pump and
downconverted modes are usually non-collinear. The wave vectors obey momentum conserva-
tion. Right: When pumped in a collinear geometry momentum is still conserved. Practically
this is feasible with non-critically phase matched or quasi-phase matched media.
of emission. It is usual to distinguish the case when the downconverted photons have
parallel or orthogonal polarization: the first case is referred to as Type-I, the second as
Type-II. All the downconversion processes presented in this thesis are of Type-II, i.e.
the emitted photons have orthogonal linear polarization.
For photon pair generation we need to choose a material [6] with suitable mechanical
and chemical properties and a large χ(2). For the experiments presented in Chapter 5,
we use Beta Barium Borate (BBO) as the non-linear medium. The BBO crystal [42] is
mechanically hard, chemically stable, only slightly hygroscopic, it has a high damage
threshold, a large birefringence and is transparent from 190 nm to 3.5µm. Table 2.1 lists
some of the optical properties of BBO. Non-collinear downconversion in BBO allows
us to spatially filter the pump from the downconverted modes without any additional
optical components.
2.1.1 Quasi-Phase Matching
For downconversion the wavelengths of the pump, signal and idler are typically far
apart (we use a 405 nm pump which is downconverted into a 810 nm signal and idler),
this means that the refractive index of the non-linear medium is usually quite different












(χ(2)) at 1064 nm
Tensor element Value (pm/V)
d31 0.16
d22 2.3
Table 2.1: Some optical properties of BBO. Data was taken from [5, 6]. The direction of the
ordinary and extraordinary rays are represented by o and e respectively.
refractive indices is a relative phase between the interacting waves which is not main-
tained and varies along the length of the medium. For a more efficient interaction, some
technique must be employed to maintain the phase throughout the length of the crystal
such that contributions from different parts can interfere constructively. Quasi-Phase
Matching (QPM) is such a technique [43, 44, 45, 46].
The idea behind QPM is to correct the relative phase at regular intervals by means
of a structural periodicity built into the non-linear medium. One of the most effective
structures was found to be a periodic variation in the sign of the non-linear coefficient
along medium [47]. Crystals grown with alternating ferroelectric domain structures and
are called periodically poled crystals [46]. For our high efficiency source of polarization
entangled photon pairs in Chapter 3, we use a Periodically Poled Potassium Titanyl
Phosphate (PPKTP) crystal with a poling period of about 10µm. Figure 2.2 shows a
schematic diagram of periodic poling and quasi phase matching. In birefringent phase
matching the interaction builds up amplitude only for the distance where the pump
signal and idler are all in phase i.e. one coherence length, then, the sign of the phase
changes and the interaction is reversed and loses amplitude. In QPM we flip the sign of
the non-linear coefficient (χ(2)) every coherence length. Thus the interaction is allowed
to constructively build up along the entire length of the crystal.
QPM does not change the energy conservation conditions but it does modify the
wavenumber/momentum conservation equation (Equation 2.5) by introducing an extra
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Figure 2.2: Periodic poling of a non-linear optical crystal. The sign of the non-linear optical
coefficient (χ(2)) alternates periodically between different zones along the length of the crystal.
An input pump at frequency ωp downconverts into a signal and an idler of frequencies ωs and
ωi. Periodic poling effectively introduces an extra wave vector K. This ensures that the phase
difference between the interacting waves remains constant throughout the length of the crystal.
term – K = 2pi/Λ, where Λ is the poling period as measured along the direction of
propagation of the pump.
All terms in Equation 2.5 are functions of the optical frequency and the temperature
T of the crystal. The wavevectors kp, ks and ki are functions of ωp, ωs and ωi and the
refractive indices (np, ns and ni) of the medium, which in turn are a function of the
optical frequency ω and T (as given by the Sellmeier equations [6]). Further, due to
thermal expansion Λ increases with T , thus Equation 2.5 becomes
kp
(















By changing the temperature of the medium one can finely control the phase matching
conditions. This allows one to tune the frequencies of the signal and idler for a given
pump frequency.
The Potassium Titanyl Phosphate (KTP) crystal [48, 49] (see Table 2.2) phase
matches nearly non-critically for downconversion from UV to near IR. It has large
non-linear susceptibilities, low absorption and scattering losses, high surface damage
threshold and a high thermal conductivity. It also has low thermo-optic coefficients
which allow for a downconversion process with an excellent environmental stability.
Improving the efficiency of our source requires a good overlap between pump and
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Table 2.2: Some optical and thermal properties of KTP. Data was taken from [5, 6].
one way to achieve this. For collinear downconversion from 405 nm to 810 nm KTP has
one of the smallest refractive index mismatches and therefore requires a large poling
period which makes PPKTP easy to manufacture.
For the above reasons we chose periodically poled KTP (PPKTP) as the non-linear
optical medium for SPDC in our highly efficient source of polarization entangled photon
pairs (see Chapter 3).
2.2 The Bell test
A local-realistic view of the physical world stems from a combination of two axiomatic
assumptions: locality and realism. Locality means that the maximum speed of infor-
mation transfer is upper bounded by the speed of light in vacuum. Realism is the
assumption that a measurement outcome is predetermined before the measurement
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Figure 2.3: Schematic of a CH Bell test using two detectors. A source of polarization entangled
photon pairs (Src.) emits one photon of each pair to Alice and the other to Bob. Alice and
Bob make measurements in a polarization basis using a combination of their Half Wave Plate
(HWP) and their Polarization Beam Splitter (PBS). They choose their measurement basis for
each pair by rotating their HWP. Alice measures in either α or α′ polarization. Bob measures
in either β or β′ polarization. Alice and Bob record the measurement outcomes using single
photon detectors D1 and D2 respectively. The arrival times of each detector’s click is recorded
by a time stamp unit. From this data, coincidences between Alice and Bob are extracted
(Coinc). At the same time the choice of measurement basis is also recorded.
is performed1. Quantum mechanics predicts the existence of non-local-realistic states
called entangled states. In 1935, Einstein, Podolsky and Rosen suggested that quan-
tum mechanics is either incomplete or must violate one or both assumptions of local-
realism [29]. Due to the intuitive nature of the local-realistic assumptions attempts
were made to answer the question — can a local-realistic theory explain the behavior
of these entangled states?
In 1964, John Bell [50] devised a method to distinguish between local-realistic and
non-local-realistic behavior. In the past 50 years there have been several Bell’s test
experiments with many different types of physical systems. The first [25] was in 1972
and was followed by several others like [31, 32, 35, 51, 52, 53, 54, 55, 56].
Today, there are a whole class of tests all known as Bell tests, they typically take
the form of an inequality which, when violated, implies that the system under test
is non-local-realistic. In the case of polarization entangled photon pairs (for example
with the state |ψ〉 = sin(θ)|HV 〉 − cos(θ)|V H〉), a well known Bell inequality is the
CHSH proposed by Clauser, Horne, Shimony and Holt (CHSH) [57] in 1974 (a detailed




explanation can be found in [19]). In the same year, Clauser and Horne (CH) [58]
proposed another variant of a Bell’s inequality which is the most relevant Bell test for
this work.
When independent measurements are performed on both particles of a bipartite
entangled state, they can exhibit correlations (or anticorrelations) in multiple bases.
Quantum theory does not predict the outcomes of a single measurement, but rather
the statistics of possible outcomes. The statistical results of several measurements in
different bases are collated and used to compute one or more of the several forms of a
Bell’s inequality.
Figure 2.3 shows a schematic of a CH Bell’s test performed with polarization en-
tangled photon pairs. In each trial one photon pair is emitted from the source and each
photon of the pair is sent towards one of the detectors. For each detector D1 and D2
a combination of a Half Wave Plate (HWP) and a Polarizing Beam Splitter (PBS) is
used to choose a measurement basis α, α′ (or β, β′). The CH inequality can be written
as [58]:







)− P12 (α′, β′) ≤ P1 (α) + P2 (β) , (2.7)
where Pi (x) denotes the probability of a single count on detector Di in a trial with a
measurement basis of x and P12 (x, y) is the probability of a coincidence count between
detectors D1 and D2 in a trial with measurement settings x and y respectively. Exper-
imentally we measure the probabilities by normalizing the number of detected events
to the number of trials N (x, y) with measurement settings x, y.





































2.3 Loopholes in a Bell test
where s1 (α) (s2 (β)) are the number of single events on detector D1 (D2) when mea-
suring in basis α (β) and p (x, y) is the number of coincidence events in the x, y basis.
It has been shown [58] that the inequality given in Equation 2.7 will not be violated
for any bipartite local-realistic system. However, the CH inequality can be violated by
a non-local-realistic system (such as a polarization entangled photon pair state).
2.3 Loopholes in a Bell test
In all the experimental Bell tests to date, violations could only be observed under certain
assumptions [59]. This leaves all available experimental results open to local-realistic
interpretations. Commonly, this class of interpretations are called Local Hidden Vari-
able (LHV) theories. They postulate the action of local-realistic influences that may
alter the outcome of a Bell test. To conclusively rule out the influence of LHVs we
must take steps to avoid/close all loopholes. There are three main loopholes in a Bell
test: locality, detection, and freedom of choice loopholes. All of which have been closed
individually in different experiments. However they have never been closed at the same
time.
2.3.1 Locality/communication loophole
This loophole was first addressed by Aspect et al. and Weihs et al. [31, 52]. A Bell test
assumes that the measurements on each half of the photon pair are made independently.
The measurement and detection on each side can be thought of as belonging to Alice
and Bob respectively. For the measurements to be independent there must be no
communication between Alice and Bob. For example, a LHV could relay Alice’s choice
of measurement basis to Bob’s apparatus. Any information relayed by a LHV between
Alice and Bob can be considered as “signaling”. However, any LHV must be limited
by the speed of light in vacuum. Consequently, if the components of the experiment
are sufficiently space-like separated then this loophole can be closed.
Figure 2.4 shows an experiment consisting of a source in the middle followed by
a random number generator, polarization switch and detector on either side. Each of
these components must be well separated such that the measurements of every trial are












Figure 2.4: Schematic of space-like separated experimental components for closing the locality
loophole in a Bell’s test. A fast polarization modulator can change the measurement basis faster
than a LHV can influence the measurement outcome.
Figure 2.5 shows a space-time diagram of a Bell test. The horizontal axis represents
distance or space-like separation; the vertical axis represents time. A 45◦ line represents
the speed of light in vacuum. The source is placed at zero distance (see Figure 2.4)
and at time zero emits a photon pair. To close the locality loophole, Alice and Bob
must be able to make independent selection (using a random number generator) and
implementation (via a fast polarization modulator) of their measurement basis choice.
Alice (Bob) must also be able to detect1 her (his) single photon of the pair before
signaling occurs. The intersection of light cones originated from Alice’s and Bob’s
decision of what basis to measure in, forms the “signaling zone” (see Figure 2.5) — a
region in space-time wherein Alice and Bob can influence each others measurements.
So far, the locality loophole has only been closed using photons. Aspect et al., were
the first to experimentally close this loophole in 1981 [32]. They were followed by Tittel
et al., in 1998 [51] who used a separation of more than 10 km. Another experiment in
the same year by Weihs et al. used random number generators to close both the locality
and freedom of choice loophole [52].
Losses in fiber or free space transmission of the entangled photon pairs limits the
distance of space-like separations while closing the detection loophole. To be able to
close the locality loophole with a small separation, we must use a fast polarization
switch. We have built a electro-optic polarization switch capable of implementing a
basis choice in about 3µs which means that we would need about 900 m of separa-
tion between the source and switch. More details about this switch can be found in
Appendix A.
1The time taken to detect a photon is inclusive of the detection jitter.
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Figure 2.5: The locality loophole in a Bell test can be avoided if the source, random number
generators, polarization switches and detectors are sufficiently space-like separated. This figure
is a space-time diagram. A 45◦ line (thin black) represents the speed of light. Each event
generates its own “light cone” (colored triangles) and can only influence other events if they are
in its light cone. The intersection of light cones on Alice’s and Bob’s sides from the “signaling
zone”. In this region Alice and Bob are no longer capable of making truly independent mea-
surements. To close the locality loophole Alice and Bob must complete the experiment outside
of the signaling zone. The thick red lines represents the speed of light in the optical fibers.
2.3.2 Detection loophole or fair sampling assumption
No real experiment can have a 100 % system efficiency1. There are always some losses.
A LHV that could selectively induce losses in the experiment could influence the out-
come [60, 61], to avoid this we need to be able to detect a sufficiently large fraction of all
pairs. Hence the name detection loophole. Several experiments (for example [31, 62]),
have assumed that the signals they detect constitute a fair and unbiased sampling of
all generated pairs. This can only be true if the losses are random. This assumption is
called the fair sampling assumption, hence the other name for this loophole.
1System efficiency refers to the probability that a generated photon pair is detected as a pair. This
is inclusive of all losses and is smaller than the detection efficiency.
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Fortunately, to close this loophole we do not require a 100 % system efficiency. For
a maximally entangled state the minimum efficiency needed to see a violation is 2(
√
2−
1) ≈ 83 % [63, 64] (without making the fair sampling assumption). Even this relaxed
requirement on the detection efficiency is difficult to achieve. Using non-maximally
entangled states it is possible to reduce this requirement drastically to 66.7 % [3]. Con-
sider a non-maximally entangled state given by |ψ〉 = sin(θ)|HV 〉− cos(θ)|V H〉. Given
a system efficiency, Eberhard [3] shows us how to compute θ of the entangled state
which would yield the largest violation of a Bell’s inequality without a fair sampling
assumption. For a given θ we can choose α and β to minimize the right hand side
of Equation 2.7, while choosing α′ and β′ to maximize the left hand side of the CH
inequality.
Imperfections in the detectors and stray light reaching them can cause the detectors
to register a detection event (“click”) even in the absence of a photon from the system
being tested, these photons are called background counts. In the absence of a pair
of photons from the source, there is a certain probability that two detectors will click
within the time window used to detect a coincidence; the resulting spurious coincidence
events are called accidentals. It is important to note that for a loophole free test
a correction for background counts and accidentals cannot be applied. Background
counts must be minimized because they increase the values of P1 (α) and P2 (β) in
Equation 2.7 thereby making small violations harder to observe.
There have been a few notable experiments which closed this loophole. In 2001
Rowe et al., closed the detection loophole in a Bell test for the first time [53]; using
correlations in the properties of 9Be+ ions, they were able to detect the state of the
ions with an efficiency of more than 90 %. However, the two ions were placed only 3µm
away from each other and they were unable to close all of the other loopholes. They
were among the first to violate a Bell inequality with a system other than photons.
In 2009 Ansmann et al. [56], performed the first experiment testing Bell inequalities
with solid-state qubits (superconducting Josephson phase qubits). They violated a
Bell inequality by 244 standard deviations. Once more they failed to close the locality
loophole. They were only able to separate the qubits by a few mm. Very recently two
groups have managed to close the detection loophole with photons [65, 66]. This makes
photons the first and, so far, only system where all loopholes have been closed; albeit
in different experiments.
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2.3.3 Freedom of choice loophole
Alice and Bob must choose measurement bases for each trial. Not only must this choice
be done fast enough to prevent signaling but it must also be made at random [67].
Any pattern/predictability in the choice of measurement basis could allow a LHV to
influence the measurement outcomes. For a loophole free Bell test one should use a
random number generator to make the basis choice. This choice would need to be done
outside the light cone of the source (see Section 2.3.1). This loophole was closed along
with the locality loophole in several experiments with entangled photons [32, 52].
2.3.4 Other loopholes
There are also several other possible loopholes that must be addressed. For a violation
to be conclusive and loophole free, one must also account for all experimental and
statistical errors.
The light source might emit several pairs at the same time or within a short timespan
causing error at detection. For our source, the probability of emitting two or more
photon pairs within the TES jitter time is small (≈ 25/s at FWHM jitter) (but must still
be accounted for). A more significant problem is encountered while using a Continuous
Wave (CW) pump. Since SPDC is a probabilistic process we cannot know when a
photon pair is generated (unless we detect the photons). To define a trial we can use a
time bin. If the pair is generated at the end of the first time bin then it may only be
detected in the second. Thus, if one is not careful it is possible to mistake the results
of previous trial for the next [68].
A major problem is that correlation tests are always statistical tests, they are carried
out on a finite number of pairs. Thus, the correlation functions have uncertainties
which limit the confidence in the degree of violation of a Bell inequality. Therefore,
statistical errors must also be treated carefully. The typical approach is to assume
a Shot noise error for the number of photon counts. This method of data analysis
is primarily intended for characterizing precision not accuracy and is only applicable
when the central limit theorem 1 is applicable. The conclusions drawn from such a
1The central limit theorem states that the arithmetic mean of a large number of iterates of in-
dependent random variables follows a normal distribution. The theorem assumes that the data is
sampled randomly and that the sample values are independent of each other. These assumptions are
not necessarily justified for a loophole free Bell test.
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data analysis are weakened by distributional assumptions. Further, it is also necessary
to account for teh posibility of adversarial variations of teh local realistic model in
time [69]. The group of Knill argue that the shot noise may not be the best method
to evaluate the statistical confidence in a violation, instead they propose an alternative
method to evaluate the error in a violation [70]. Their approach is an implementation
the statistical p values1 used in canonical hypothesis testing. They argue that one needs
to take into account the possibility that a finite set of N data points generated by a
local realistic model can violate a Bell’s inequality due to statistical fluctuations.
2.3.5 Practical Considerations
The experimental closing of all loopholes in a Bell test is a large and complex under-
taking. Besides the technical challenges there are several logistic issues. The detectors
need to be separated by a distance (≈ 100 m) which depends on their timing jitter.
As shown in Figure 2.4, the source of polarization entangled photon pairs needs to
be located in-between the detectors and the fast polarization modulators and random
number generators should be between the source and detector on each side. Even
though we couple the light into optical fibers, the above components should roughly be
in a straight line and the fibers should have as few bends as possible. This is because
of the reduced speed of light in optical fibers as compared to the maximum speed of
LHVs (≈ 3× 108 m/s). Further, long fibers lead to increased losses.
The fibers connecting the source to the polarization modulator should be maintained
polarization neutral, otherwise the birefringence of the optical fibers could affect the
choice of measurement basis. Stress induced birefringence within the optical fibers will
change the polarization of light propagating through the fiber. Mechanical vibrations,
temperature fluctuations, etc will affect the polarization of light at the output of the
optical fiber. The choice of measurement basis in our experiment is implemented by Half
Wave Plates (HWPs) or an electro-optic polarization modulator. These devices rotate
their input polarization by a fixed angle. Consequently, the stress induced variations
in the polarization would affect the choice of measurement basis.
With a system efficiency of 75 % the optimal non-maximally entangled state needed
is |ψ〉 = 0.9688|HV 〉±0.2477|V H〉 and the optimal measurement bases are 7.506 ◦ and
1The p-value is the probability of obtaining a test statistic result at least as extreme or as close to
the one that was actually observed, assuming that the null hypothesis is true.
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48.322 ◦ for Alice and 172.495 ◦ and 131.683 ◦ for Bob. Deviations from this state or
these angles will result in a less than optimum violation. With the optimal settings we
expect a violation of 2.0015. To obtain a violation by 6 standard deviations, we need
to acquire data for at least 4 days at a rate of 10 000 pairs/s.
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Chapter 3
Highly efficient source of
polarization entangled photon
pairs
Polarization entangled photon pairs or heralded photons are a fundamental resource
for a wide range of fields like quantum communication [71], computation [72] and
metrology [73]. The underlying protocols behind these applications often require the
detection of a large fraction of all photon pairs. To perform such experiments, one needs
a source of photon pairs with a high efficiency1and single photon detectors with low
losses. While photo detectors have come close to unit detection efficiency [4], photon
pair sources seem to be the current bottleneck in applications requiring a high efficiency.
In this chapter I discuss our high efficiency source of polarization entangled photon
pairs2. The results presented in this chapter have also been presented in conferences [74,
75].
Photon pairs are produced via collinear SPDC in a PPKTP crystal (see Section 2.1).
Section 3.1 explains how we detect these pairs of photons and the efficiency of the source.
Entanglement is generated by combining two downconversion paths in a Sagnac inter-
ferometer (Section 3.2). The same section also describes the experimental setup we
1Efficiency of the source refers to the heralding efficiency or the pairs to singles ratio as mentioned
in Section 3.1 and shown in Equation 3.1. It does not refer to the probability that a pump photon will
undergo downconversion (also known as the generation efficiency).
2Measurements presented in this chapter are all performed with Silicon Avalanche Photo-Diodes
(Si APDs). These APDs have detection efficiencies of about 50 % (The measurement of APD detection
efficiency can be found in Section 4.3.).
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use. The alignment procedure of this setup can be found in Appendix C. The source is
capable of producing states with a variable degree of entanglement (see Section 3.2.2)
including maximally entangled states. We measured the polarization correlation visi-
bility (Section 3.2.1) and fidelity for these states (Section 3.2.2).
The efficiency of the source depends on the focusing of the pump and collection
modes. Section 3.3 shows how they were measured and optimized. We obtained a
heralding efficiency of more than 39 % as measured by Silicon Avalanche Photo-Diodes
(Si APDs). Section 3.4 discusses the efficiency of the source and the various sources of
losses.
In Section 3.5 we demonstrate the wavelength tunability signal and idler photons,
while in Section 3.6 we measure their bandwidth.
I have been responsible for building, from scratch, the experimental setups presented
in this chapter. I have also performed all the measurements and characterizations
shown. I have used methods and predictions developed by others to plan the setup and
compare results, these sources are cited where applicable.
3.1 Detecting photon pairs
A single pump photon can decay into two daughter photons (signal and idler) obey-
ing energy and momentum conservation (see Section 2.1). In our case, these daughter
photons are of orthogonal polarization (type II SPDC). The standard method for de-
tecting photon pairs is the timing coincidence method first demonstrated by Burnham
and Weinberg [76]. Photon pairs emitted from a single crystal in a polarization entan-
gled state was first demonstrated by Kwiat et al., in 1995 [33].
We use type-II downconversion in a Periodically Poled Potassium Titanyl Phosphate
(PPKTP) crystal (see Section 2.1.1). To generate entanglement we follow the scheme
of Fiorentino et al., [38] and use a Sagnac configuration (see Section 3.2).
To detect photon pairs we separate the signal and idler using a polarizing beam
splitter and then collect them into two single mode fibers. The number of events
registered by each detector per unit time is called the singles rate denoted by s1 and
s2. To register a coincidence event we first define a certain “coincidence time window”
(τc). If the two detectors register an event (click) within this time window then we
call it a coincidence/pair. The rate of such pair events is denoted by p. The heralding
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efficiency of the source (η) is given by the pair to singles ratio as shown in Equation 3.1
and is also called the heralding efficiency.
η =
p√
s1 × s2 . (3.1)
The measured efficiency of the source can be improved by reducing losses. TESs
have a detection efficiency of more than 98 % [4]. We use these detectors (see Chapter 4)
to avoid losses due to the limited detection efficiency of Si APDs (≈ 50 %) . To reduce
optical losses, we minimize the number of optical components and use Anti-Reflection
(AR) coatings on all optical surfaces (including the fibers). Another important mecha-
nism for losses are imperfections in the mode overlap between the pump and collection
modes. In Section 3.3 we optimize these modes for a high efficiency.
3.1.1 Corrections to the efficiency
We apply two corrections to this efficiency: accidentals correction and dark/background
count correction. There is a certain probability that two detectors will click within τc
due to uncorrelated single photons. These events are called accidentals or accidental
coincidences; assuming a low count rate, their rate (a) is given by
a = s1s2τc . (3.2)
Typically we have singles rates of about 10,000 /s and we use τc ≈ 5 ns. This results
in an accidental coincidence rate of about 0.5 /s which is not significant compared to
our pair rate of about 4000 /s. To ensure that we detect most pairs, τc must be larger
than the timing jitter of the detectors. The APDs we use have a timing jitter < 1 ns,
but our TESs have a FWHM jitter of about 200 ns. In this case we use τc ≈ 800 ns
resulting in a much larger a (about 80 /s for the same rates) .
The second correction is the dark/background correction. A detector may register
spurious counts due to electrical, thermal or optical noise (see Section 4.1). This can
often be corrected for by blocking the input/pump and measuring the dark/background









Pumping the crystal from a single direction generates pairs of photons. In each single
pass SPDC process, the genearated signal and idler photons are strongly correlated in
time and generated with orthogonal polarizations. However, they are not polarization
entangled. In order to obtain a polarization entangled state, we combine the output
of the two single pass processes onto a Polarizing Beam Splitter (PBS). This scheme
was first implemented in 2003 by two independent groups: Fiorentino et al. [38] and
Shi and Tomita [34]. The coherence between the two pump paths is transferred to
the downconverted modes, resulting in a superposition state with a fixed phase rela-
tionship. Figure 3.1 shows the experimental setup with the crystal is placed at the
middle of a Sagnac interferometer. It consists of two mirrors and a PBS cube (called
the Downconverted Sagnac PBS (PBSDS)), forming a right angled isosceles triangle (as
shown in Figure 3.1). The PPKTP crystal is placed at the middle of the hypotenuse
of this triangle and a HWP (called the Downconverted Sagnac HWP (HWPDS)) is
oriented at 45 ◦ and introduced into one arm.
The Sagnac geometry is a common way to generate polarization entanglement in
type II collinear downconversion setups. A Sagnac interferometer has two counter prop-
agating paths in the same optical mode. This is useful for combining the two down-
converted modes to obtain polarization entanglement. Shi et al., [34] used the same
Sagnac mirrors and PBSDS for the pump and downconverted modes. Any slow fluc-
tuations in the path length would effect both the pump and the downconverted modes
and would thus be automatically compensated for. We use a different geometry (see
Figure 3.2) which allows a decoupling of the alignment degrees of freedom (as in [38])
This also allowed us to independently optimize the individual optical components for
each wavelength.
Both the above implementations [34, 38] generated a polarization entangled state
in the same manner. Each pump direction results in an independent downconversion
process producing a Horizontally polarized (H) signal (s) and a Vertically polarized (V)
idler (i). The mode propagating in the clockwise direction within the Sagnac loop is
termed “1” while the other is “2” (see Figure 3.1). The output modes of the PBSDS
are “3” and “4” which are also referred to as the collection arms. The upward pump
(in Figure 3.1) generates a photon pair (|Hs〉1, |Vi〉1) in mode 1. After passing through
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Figure 3.1: To generate polarization entangled photon pairs, the crystal is pumped from
both directions in a Sagnac configuration. The downconverted photon pairs are emitted along
mode 1 or 2. They are then interferometrically recombined on the Downconverted Sagnac PBS
(PBSDS). The two photon state between modes 3 and 4 is entangled. A HWP and PBS cube
in each collection arm serve as the measurement polarizers. The photon pairs are collected into
single mode fibers and detected using APDs.
the HWPDS , the polarization of these photons are rotated by 90
◦ into (|Vs〉1, |Hi〉1).
Similarly, the downward pump produces the pair (|Hs〉2, |Vi〉2) in mode 2. The counter
propagating pairs in modes 1 and 2 are combined at the PBS such that (|Vs〉1, |Hi〉1)
is transformed into (|Vs〉3, |Hi〉4) while (|Hs〉2, |Vi〉2) is transformed into (|Hs〉3, |Vi〉4).
Thus the two photon state emerging in modes 3 and 4 is
|ψ〉 = 1√
2
(|Hs〉3|Vi〉4 + eiφ|Vs〉3|Hi〉4) . (3.4)
The phase difference (φ), between modes 1 and 2, is controlled by the phase differ-































Figure 3.2: The experimental setup showing the high efficiency polarization entangled photon
pair source. The pump is mode filtered, spectrally filtered and horizontally polarized by the
same optical elements shown in Figure 3.7. The pump is split using a PBS and is directed into
the crystal from either end. The balance of pump power in the two pump arms is controlled by
a HWP before the pump PBS. The phase difference between the two pump arms is controlled
by adjusting the phase plate. Downconverted light is interferometrically recombined at the
Downconverted Sagnac PBS (PBSDS) to produce a polarization entangled state as described in
Section 3.2. In each collection arm a HWP and a PBS form the measurement polarizers. The
two outputs on either collection arms are coupled into single mode fibers connected to APDs.
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Due to the birefringence of the crystal, orthogonally polarized photons travel at
different group velocities leading to a longitudinal walk-off which renders the photons
partly distinguishable [77]. The HWPDS removes this distinguishability by inverting
the walk-off in mode 1 with respect to mode 2. The polarization correlation visibility
of the source of polarization entangled photon pairs depends on the precision and
orientation of HWPDS .
The entangled state is not produced from the interference of two different pairs of
photons1, instead it is produced by the indistinguishability of modes 1 and 2 when
measuring on modes 3 and 4.
Type-II collinear parametric downconversion from pump light at 405 nm to 810 nm
occurs within a 25 mm long periodically poled Potassium Titanyl Phosphate (KTiOPO4,
PPKTP). The pump light is generated by a grating stabilized Ondax 405 nm laser diode
with a bandwidth of 160 MHz [78]. The spatial mode of the pump is filtered using a
single mode fiber and tailored by a two-lens telescope; as shown in Figure 3.7. A blue
glass filter is used to reduce the IR fluorescence caused by the pump in the fiber. The
initial polarization is set by a Glan-Taylor polarizer and can be rotated using a half
wave plate. We use a PBS to split the pump in two modes. Each of the two modes
is independently directed and focused separately into the crystal from two opposite
directions. The waist of both the pump modes (ω0p) is 265µm and they are positioned
at the middle of the crystal. We experimentally optimized the focusing of the pump
and collection modes for the maximum efficiency (pairs to singles ratio). Section 3.3
provides more information on this.
We use dichroic mirrors to separate the downconverted modes from the pump
modes. The modes resulting from the two downconversion processes are combined
in a PBS, then focused into single mode 780-HP fibers by a telescope consisting of a
plano-convex lens (f = 300 mm) and a C230-B aspheric lens (f = 4.51 mm). We use
collection waists (ω0c) of 160µm which are also centered in the crystal (see Section 3.3).
As shown in Figure 3.2, each collection arm is coupled into main and auxiliary (aux)
couplers/fibers/detectors. The main collection fibers are spliced to the fibers connected
to the TES detectors and the other output of the measurement PBSs are coupled into
auxiliary APD detectors. Due to geometric constraints, the coupling of downconverted
1Using a coincidence window τc = 5 ns, such four photon events occur at a rate of about 0.08 /s.
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modes was optimized only for the main collection fibers. The auxiliary collection fibers
and detectors were used to measure the state produced and lock the phase (φ) (see
Section 3.2.3).
3.2.1 Polarization correlation visibility
When the crystal is pumped from both directions (see Figure 3.2), the coherence be-
tween the two pump paths is transferred to the downconverted modes, resulting in a
superposition state with a fixed phase relationship. This phase (φ) is the same as the
phase difference between the two pump arms. The resulting polarization entangled
state can be described as
|ψ〉 = sin θ|HV 〉+ eiφ cos θ|V H〉 . (3.5)
By controlling the relative intensities between the two pump arms, we adjust the
balance (θ) between |HV 〉 and |V H〉.
Once a state is produced we need to measure the quality of entanglement. For max-
imally entangled states (θ = 45◦ and φ = 0 or pi) one such measure is the polarization
correlation visibility [79].
In each collection arm (Alice/Bob) there is a motorized HWP and a PBS. By rotat-
ing the HWP, Alice and Bob can choose any linear polarization as their measurement
basis. During a visibility measurement, we record the number of coincidences as a
function of Bob’s HWP angle (θBob) while keeping Alice’s HWP fixed. The visibility






If Alice’s HWP is fixed (θAlice = 0 or 45
◦) such that she measures in the H or V basis
and the minimum of the coincidences occurs at either θBob = 0
◦ or at θBob = 45 ◦ then
the visibility measurement is said to be in the H/V basis.
To evaluate the quality of entanglement we must measure the visibility in at least
two bases. These bases should be orthogonal on the Bloch sphere1. One of the common
choices for the measurement bases are H/V and ± 45 ◦.
1The Bloch sphere is a geometrical representation of the state of a qubit. For a polarization qubit,
it is the same as the Poincare` sphere. A point on the equator, represents plane polarization, the poles
represent circular polarization and any other point on the surface represents an elliptical polarization.
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Figure 3.3: Polarization correlation visibility in the ± 45 ◦ basis. The visibility obtained from a
fit is 99.4± 0.2 %. The visibility was measured when the source was set to produce a maximally
entangled state – |ψ〉− = 1√
2
(|HV 〉 − |V H〉). The integration time for each point was 800 ms.
For our source, the photon pairs are generated via type II downconversion1 i.e. one
photon is always H and the other V. Hence, the visibility in the H/V basis is limited
by the extinction ratios of the PBSDS and measurement polarizers. The visibility
measured in the H/V basis is 100.1± 0.2 % (the visibility in the HV basis is limited by
the measurement polarizers we use). This would be the case even if the state produced
by our source was not entangled. The measurement in the ± 45 ◦ basis is thus the best
indicator of the entanglement quality.
We measured the visibility in two bases H/V and ± 45 ◦. Figure 3.3 shows the data
obtained while measuring the visibility in the ± 45 ◦ basis. By fitting to a sin2 function
we obtained the polarization correlation visibility of 99.4± 0.2 % in the ± 45 ◦ basis.
1Type II downconversion generates a signal and idler with orthogonal polarizations. We define




3.2.2 Tunable degree of entanglement
We are not restricted to generating maximally entangled states. Our source is capable
of generating a wide class of two photon polarization entangled states of the form:
|ψ〉 = sin θ|HV 〉+ eiφ cos θ|V H〉 . (3.7)
We use a HWP before the pump PBS to control the intensity of the two pump arms.
The relative intensity in each pump arm directly controls the relative intensity in each
downconverted mode. Thus by rotating that wave plate, we control the balance of
|HV 〉 with respect to |V H〉. In other words, the angle of the pump HWP can be
mapped to θ. The phase φ can be controlled by tilting the phase plate as discussed in
Section 3.2.3.
This ability to generate non-maximally entangled states makes our source ideal for
a loophole free Bell test (see Section 2.3.2). With an observed detection efficiency of
75.2 %, a state given by φ = pi and θ = 1.3205 rad will provide the maximal violation
of a loophole free Bell test (see Section 2.3.5). We set our source to produce such
a state and calculated its density matrix σ. We then made measurements in various
linear polarization bases to perform an “in-plane” tomography of this state. Since the
downconversion process only produces photons in the |H〉 or |V 〉 states we assume
that there are no circularly polarized components. From this we obtain the measured
density matrix ρ.
The fidelity is a measure of the “similarity” of these states and is given by







We observed a fidelity of 99.3 %. We measured the fidelity for several different non-
maximally entangled states which would correspond to observed detection efficiencies
between 70 – 80 %. For each of these states the fidelity was measured and the average
value was 99.3± 0.1 %.
3.2.3 Locking the phase
The phase φ of the entangled state produced by the source (|ψ〉 = sin θ|HV 〉+eiφ cos θ|V H〉)
is sensitive to any change in the relative path length between the pump and downcon-
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verted Sagnac loops (see Figure 3.2). The change in path length can be caused by me-
chanical motion (vibrations, drifts, creeping, etc) of optical components, air currents,
temperature fluctuations/gradients, etc. When measuring the polarization correlation
visibility of a maximally entangled state in the ± 45◦ basis, the effect of this small
change in φ is seen as a reduction in the measured visibility. Figure 3.4 shows the
degradation in visibility with time. Every ≈ 42 min the source was adjusted such that
the phase φ = pi. A loophole free Bell test with our efficiency and count rates requires
a measurement time of a few days in order to accumulate enough statistics for a vio-
lation by six standard deviations. It is important to ensure that the entangled state
produced by the source is the same throughout this period. One way to achieve this is
to periodically readjust φ.
This adjustment of φ was made by tilting a “phase plate” in one of the pump
modes (see Figures 3.2 and 3.5). The phase plate is a glass microscope cover slip with
a thickness of about 0.1 mm. By rotating the phase plate by an angle θp, we can vary
the path length difference and hence the phase between the two pump arms. This
also varies the phase between the downconverted modes (1 and 2 in Figure 3.1) and
consequently the phase φ.
To obtain a maximally entangled state we set φ to pi ( or 0). This is done by using
the auxiliary detectors in each collection arm of the source. The measurement HWPs
in each of the collection arms are rotated such that we measure in the + 45◦ and + 45◦
(or + 45◦ and − 45◦) linear polarization bases. The phase plate was then rotated by an
angle θp while recording the number of coincidence events. Figure 3.5 shows the results
of one such measurement. θp was initially scanned in large steps. Once we found the
approximate angle of minimum pairs, we scanned θp across that region in smaller steps.
By fitting the data we obtain the value of θp when φ = pi (or 0). The phase plate is
then rotated to this angle. This procedure is one locking cycle and takes about 94 s.
3.2.4 Stability over time
To demonstrate the stability of the state we set the source to produce a maximally


























Figure 3.4: Graph showing the drift in the polarization correlation visibility over time. Due to
mechanical instabilities, the phase φ of the entangled state slowly changes. When the state is
no longer maximally entangled, the visibility as measured in the ± 45◦ basis drops. We adjusted
φ every ≈ 42 min (as indicated by the ticks on the x-axis) to be equal to pi.
We ran a locking cycle every 5 minutes and measured the visibility for 6 hours. The
visibility is plotted as a function of time in Figure 3.6. The visibility remained stable
for 6 hours and the average value was 99.3± 0.15 %.
The stability of our source over extended periods of time makes it suitable to perform
experiments which require long data acquisition times such as a loophole free Bell test.
3.3 Collection optimization
The optimal pump and collection modes for a high heralding efficiency have been the
subject of extensive theoretical study. Two notable efforts are the Boyd-Kleinman cri-
teria [80] and the Bennink criteria [14]. The optimal parameters calculated by these
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Figure 3.5: Data from a locking cycle. The measurement polarizers are fixed in the 45 ◦ basis
and the phase plate is tilted to minimize the coincidences. We first move the phase plate in
coarse steps to find the approximate position of the minimum and then in fine steps near that
position. The frequency of the oscillations is least when the phase plate is perpendicular to the
pump and increases with tilt.
theories can differ from experimentally optimized ones. This is due to a number of
factors including clipping of the beam due to the limited size of the crystal, the de-
viation of the pump and collection modes from Gaussian, and crystal and alignment
imperfections. Consequently it is useful to measure the dependence of the efficiency on
the focusing of the pump and collection modes.
3.3.1 Focusing pump and collection modes
We pumped the crystal from a single direction as shown in Figure 3.7. We call this
setup the “single pass setup”. We use a S405-XP single mode fiber to spatially filter the
pump mode coming from the 405 nm laser. The output of this fiber is collimated using
a C230-TME-A aspheric lens from Thorlabs with a nominal focal length of 4.51 mm.
The spot size of the beam (ω(z)p) at the output of this coupler is 350µm. The distance
from this coupler to the center of the crystal is 1.35 m. We need to ensure that the
beam waists (ω0) for the pump (ω0p) and collection (ω0c) modes are optimal. For the
pump, the best ω0p was found to be 265µm
1. This value was obtained by tuning the
1The optimum waists for the pump signal and idler modes were obtained experimentally as discussed

























Figure 3.6: Stability of the visibility over time. By phase locking the source every 5 minutes
we ensure that the entangled state produced is stable over extended periods of time. Over a
duration of 6 hours we measured an average visibility of 99.3± 0.15 %.
signal and idler waists for optimal heralding efficiency for various pump focusings (see
Section 3.3.2). A telescope consisting of two lenses of approximate focal length 55 mm
and 75 mm spaced about 12 cm apart was used to control the focusing of the pump
mode. The telescope was placed about 22 cm away from the fiber coupler.
Each of the two collection modes couple the downconverted light into AR coated
780-HP single mode fibers using A230-B aspheric lenses with a nominal focal length of
4.51 mm. The spot size at the output of the fiber coupler was measured to be 380µm.
We use a fixed plano-convex lens with a nominal focal length of 300 mm at a distance
of about 30 cm from the collection fiber. The total distance between each collection
fiber and the center of the crystal is ≈ 63 cm. The aspheric and the plano-convex lenses
effectively form a two lens telescope which images the downconverted modes into the
collection fibers. By adjusting the distance of the aspheric lens from the fiber tip we
optimized the collection mode for the highest heralding efficiency.
To measure the collection beam waist, we propagate light from a 810 nm laser back
through the crystal via the collection fibers. We measure the spot size (ω(z)) in at least
The crystal length was kept constant during this experiment.
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4 locations before the crystal using a knife edge measurement. Appendix B describes
how these measurements were made. For a pump waist of ω0p = 256µm, the optimal
collection waist (ω0c) was 156µm centered inside the crystal.
The position of the beam waists for pump and collection modes (z0p,c) was centered
inside the crystal to within 5 mm. For comparison, Rayleigh range of the pump (zRp)
was 136 mm when ω0p = 265µm. It is important to ensure that z0p,c is centered in the
crystal to this accuracy (or better) such that the mode is symmetric for both pump
directions.
3.3.2 Optimizing the focusing of the pump and collection modes
We use a 25 mm long, 1.5 mm wide and 1 mm high PPKTP crystal with a poling period
of about 10µm. Its poling period was chosen to downconvert the 405 nm pump into
810 nm signal and idler in a collinear geometry. The setup is shown in Figure 3.7. The
spatial mode of the pump was first filtered by a single mode fiber, and then focused into
the crystal by a telescope. A Blue Glass (BG) filter (with a transmission of < 3.5×10−3
at 810 nm) was used to reduce the IR fluorescence caused by the pump in the fiber and
the polarization was set by a Glan-Taylor polarizer.
The pump and the generated downconverted modes were collinear. This improves
their mode overlap leading to a better efficiency. The pump was filtered from the
downconverted signal using a dichroic mirror. The downconverted signal and idler
were separated by a Polarizing Beam Splitter (PBS) cube and then collected into single
mode fibers. Interference filters are used to block residual pump and stray light. The
collection modes are focused by another two lens telescope.
The two collection fibers are connected to Si APDs and the detectors are connected
to counting and coincidence circuits. We varied the spot size of the pump mode (ω(z)p)
inside the crystal and optimized the collection modes (ω0c) to obtain the highest effi-
ciency. The results are plotted in Figure 3.8. We have corrected for the dark counts
of the APDs used in this measurement. On the X-axis we plot the spot size of the
pump mode (ω(z)p) at the center of the crystal and not (ω0p)
1 We measured the size
1Here we only pumped the crystal from a single direction. When pumping from both directions, it is
important to ensure that the beam waist is at the center of the crystal in order to obtain a symmetrical




















Figure 3.7: Single pass setup used to measure the optimal focusing parameters for the pump
and collection modes. The pump is shown in blue and the downconverted modes in red. We
used a telescope to focus the pump mode into the crystal. For each waist (ω0p), we adjusted the
coupling into the collection optics and found the focusing conditions for the highest efficiency.
The pump and collection modes were measured in at least four locations to determine both the
waist and its location. The values indicate the experimentally obtained optimal beam waists.
and position of the pump and collection beam waists using a motorized razor edge to
unblock the beam (see Appendix B).
A good mode overlap between the pump and collection modes can be obtained even
if the beam waists are not centered in the crystal. For a constant and large pump
beam spot size (ω(z)p) within the crystal we were able to obtain the same heralding
efficiency (after re-optimizing the collection waists) when the pump waist (ω0p) was
centered within the crystal as well as 5 Raleigh ranges away from the crystal.
From the graph in Figure 3.8 we observe a large relatively flat region of high ef-
ficiency. We choose our operating focal parameters from this region. As we increase
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Figure 3.8: Heralding efficiency vs. the size (ω(z)p) of the pump beam inside the crystal.
When the pump spot size in the crystal (ω(z)p) is comparable to the clear aperture of the
crystal there are losses in the downconverted modes due to clipping. We choose a pump spot
size of ≈ 265µm for the Sagnac source of entangled photon pairs. To obtain this graph we
varied the pump beam’s spot size inside the crystal using the lenses in the telescope. For each
pump spot size the focusing and alignment of the collection modes was optimized. Blue square
represents the efficiency due to improved AR coatings on all optical components, AR coated
collection fibers, and low loss interference filters. The orange star represents the efficiency
observed with measurement polarizers
the spot size, losses due to clipping at the boundaries of the crystal increase. To avoid
clipping we choose our operating point to be ω(z)p = ω0p = 265µm centered in the
crystal and the optimal value of ω0c = 156µm. We have presented these results in
conferences [74, 75].
Once we have chosen the operating focusing parameters, we tried to reduce losses
by improving the AR coating on all optical surfaces. We also AR coated the collection
fibers. We changed the interference filters to custom made ones from Semrock with
a transmission of more than 97.5 %. Doing so we obtained an efficiency (pairs to
singles ratio) of 40.5 % as shown by the blue square in Figure 3.8. We also introduced
measurement polarizers into the collection arms; the efficiency obtained with these in
place is shown by the orange star in Figure 3.8.
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The observed trend is that a larger pump spot size inside the crystal results in a
larger heralding efficiency. However, we are limited by the crystal size. Currently our
crystal is 2 mm by 1 mm in cross-section. The thickness of the crystals available is
limited due to the poling of the crystal. During growth of the KTP crystal the periodic
poling is done by attaching a separate electrically conductive mask to the crystal. By
passing a current through these masks the sign of the non-linear crystal is periodically
flipped. Growing a thicker crystal necessitates higher voltages through the electrically
conductive mask which, due to edge effects, results in a larger error in the poling.
Our results are in agreement with the theoretical and numerical results of Ben-
nink [14]. A comparison with these results is shown in Figure 3.9. For a crystal of






The graphs shown in [14] were obtained by numerical optimization of the heralding
efficiency ηsi. The computed values of ηsi assume that there are no optical losses, no
lens aberrations and that there are no distortions to the Gaussian mode of the beam
(say by clipping of the beam).
We attribute the deviations from the predicted curves [14] to the following factors.
Tight focusing (ξp > 0.5) makes the spatial overlap of the pump and collection modes
difficult to achieve. Very tight focusing (ξ > 9) has a Raleigh range (zRp) smaller
than the length of our crystal This makes it difficult to correctly overlap positions
of the pump (ω0p) and collection waists (ω0c). Thus the mode overlap between the
pump and downconverted modes was not uniform throughout the crystal. Very weak
focusing (ξ < 0.02) results in a very large ω0p (> 250µm) and ω0c (> 160µm). Due
to the physical size of our crystal’s transverse cross-section (1 mm × 2 mm) and the
even smaller clear aperture, these beams may undergo clipping at the edges. This
can further distort their Gaussian beam profiles and prevent efficient coupling into the
1We only calibrated our detectors at certain count rates. The change in detection efficiency with
count rates can be modeled using the dead time of the detector as shown in Section 4.3. Since all
detectors were not characterized at several count rates we were only able to obtain a typical dead time
for our APDs. Instead of correcting for such an inaccurately known quantity, I have included its effect
into the error bars shown here.
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Figure 3.9: Comparison between the simulations of Bennink [14](solid lines) and our experi-
mental data (circles). Left: For each ω(z)p at the center of the crystal, we empirically optimized
the collection focusing (ω(z)c) for the maximum collection efficiency. The circles represent mea-
sured values. Right: The experimental values have been corrected for all measured losses, but
not for lens distortions, clipping of the beam, etc. The asymmetry of the error bars is due to
our underestimation of the APD’s detection efficiency at large count rates1.
collection fibers. Furthermore, experimental errors in finding the optimum collection
waists (ω0c) could decrease our measured efficiency. Consequently, the best agreement
with predictions of [14] are within a very narrow range of parameters.
We also note that a tighter focusing yields more pairs per milliwatt of pump power,
as compared to weak focusing but at lower heralding efficiency. This behavior was also
predicted by [14].
3.4 Efficiency
We have designed and built this high efficiency source of polarization entangled photon
pairs to be suitable for device independent applications which require a efficiency of
more than 66.7 % [3]. The efficiency (η) of the source, as given by the pairs to singles
ratio (see Equation 3.1), exceeds this limit when corrected for the losses due to APD
detectors (see Section 4.3).
We produced polarization entangled photon pairs using the setup shown in Fig-
ure 3.2. Using Si APDs we measured an efficiency of 39.3 % (after correcting for dark
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count rates of approximately 190 /s and 5400 /s) between detectors “Main 1” and “Main
2”. The APDs used in this measurement were calibrated and had detection efficiencies
of 49.7± 2.8 % and 46.7± 2.5 % (see Section 4.3). Correcting for the detector efficien-
cies, the efficiency of our source was 81.6± 3.0 %. This is inclusive of the fiber splicing
losses. Without measurement polarizers we had an efficiency of 40.5 % as measured
with APDs and 86.0±3˙.5 % after correcting for the detectors.
In the optical path of the downconverted light we had 19 optical surfaces1, 17 of
which have a 0.1 – 0.2 % loss (as estimated from their data sheet and measured). The
IF has a measured 2 – 3 % loss. The splice between the 780-HP collection fibers and
SMF-28e fibers has a measured loss of about 2 %. Accounting for all these losses the
efficiency of our source is roughly 91± 5 %. This estimate is the coupling efficiency
of our source (inclusive of any imperfections in the mode overlap between pump and
target modes).
The efficiency of our source remains high even for non-maximally entangled states.
We observed an efficiency of 38.8± 0.2 % for several different non-maximally entangled
states. Correcting for only detector efficiencies, the efficiency of the source when pro-
ducing these states is 80.5± 3.0 % . This marginal decrease in efficiency could be due
to a small wedge error in the pump HWP controlling θ. It could also be due to slight
misalignment of some components.
We also measured the efficiency using Transition Edge Sensors (TESs) instead of
APDs. We observed a dark count corrected efficiency of 75.2 %. These measurements
are shown in Section 4.5.3.
We collect the downconverted photon pairs into 780-HP fibers which are single
mode at 810 nm. We make a splice from 780-HP to SMF-28e (a telecommunications
fiber which supports 2 modes for 810 nm)2. The efficiency we measure is inclusive of
the splicing losses.
3.5 Wavelength tuning
The phase matching conditions (see Section 2.1.1) for our PPKTP crystal allow a
405 nm pump photon to be collinearly downconverted into a signal and an idler photons.
1The other downconverted path does not have the Sagnac HWP and has only 17 surfaces
2780-HP fibers have a large transmission loss (about 4 dB/km [81]). For lengths of more than 25 m
we reduce losses by splicing to SMF-28e
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The wavelength of the signal and idler can be tuned over a wide range ( 6 nm) by
temperature tuning the crystal. When the signal and idler have the same wavelength
then, the downconversion process is said to be degenerate. The cut and poling period
(≈ 10µm) of our crystal are optimized for degenerate downconversion from 405 nm to
810 nm at about 31.5 ◦C.
Operating at this degenerate downconverted wavelength is advantageous for the
following reasons:
• The optimal focusing conditions for both collection modes are identical because
both the signal and idler are of the same wavelength. This simplifies the alignment
of the source and allows us to have symmetric arm efficiencies.
• All optical components can have narrow band coatings, which typically have lower
losses than broad band optical coatings.
• The Downconverted Sagnac HWP (HWPDS) (see Figure 3.2) rotates the polar-
ization of both the signal (in mode 1) and idler (in mode 2) identically and vice
versa. This improves the polarization correlation visibility of the source.
To ensure that we are operating at the degenerate wavelength, we needed to mea-
sure the wavelength of the signal and idler. We did this using a home built grating
spectrometer. A schematic of the setup is shown in Figure 3.10. We used a blazed
diffraction grating with 1200 lines/mm (Thorlabs GR25-1200) mounted on a motorized
rotation stage. The resolution of our spectrometer was 0.4 nm. The spectrometer was
calibrated by comparison to both a Helium-Neon laser and a 780 nm laser locked to the
D2 line of rubidium.
A typical measurement using the spectrometer is shown in Figure 3.11. We fit
the observed data points to a Gaussian to extract the peak wavelength. However the
bandwidth of the light cannot be inferred from this measurement because we were
limited by the resolution of the instrument (0.4 nm). To measure the bandwidth we









Figure 3.10: Schematic of the wavelength measurement of downconverted light from the high
efficiency polarization entangled photon pair source.
Since we use a periodically poled crystal, changing the temperature changes both the
refractive index and the poling period (due to thermal expansion) (see Section 2.1.1).
Thus we can tune the wavelength of the downconverted light by changing the tempera-
ture of the crystal [46, 77]. A large temperature gradient along the length of the crystal
results in different phase matching conditions in different regions. This increases the
bandwidth of the downconverted modes.
In our source, we place the crystal in a copper block to minimize the temperature
gradient across the crystal, and mount it on a Peltier stage. Figure 3.12 shows the oven
we used to control the temperature of the crystal. The oven stabilizes the temperature
to ± 10 mK.
Figure 3.13 shows the temperature tunability of the source. The wavelengths of
the signal and idler were the same at a temperature of about 31.5 ◦C. The solid lines
represent fits from the theory obtained by considering the change in the poling period
and refractive indices with temperature [46, 77]. From Figure 3.13 we measure the
slope of the wavelength vs temperature line. This is a measure of the tunability of the
source. The downconverted wavelength can be tuned by 0.19 nm/◦C. The range over
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Figure 3.11: Spectrum of the idler when the crystal was pumped from a single direction.
The crystal was at 31.03 ◦C which is close to the degenerate temperature (31.47 ◦C). This
measurement is limited by the resolution of the grating spectrometer used.
which it can be tuned was limited by the maximum temperature range of the crystal
oven (50 ◦C).
3.6 Bandwidth
Downconversion is possible for wavelengths that meet the phase matching criteria. The







where L is the length of the crystal and ∆k is the phase mismatch given by
∆k = kp − ks − ki − 2pi
Γ
. (3.11)
For a wavelength (λ) of the downconverted light, Equation 3.10 can be reduced to give
the FWHM bandwidth (∆λ) as
∆λ =
λ2
(ns − ni)L . (3.12)
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Figure 3.12: The oven used to temperature stabilize the PPKTP crystal. It consists of a
large 6 cm by 6 cm copper block. This provides a large enough thermal mass to prevent rapid
temperature fluctuations. Further, the copper minimizes the temperature gradient along the
crystal. There is a 2 mm wide and 2.7 cm long groove in which the crystal sits. This grove is
in the center of the copper block such that the end faces of the crystal are not exposed to air
currents (which can cause a temperature gradient between the middle and ends of the crystal).
There is also a copper lid which covers the crystal. The whole assembly sits on a 4 cm by 4 cm
square single stage Peltier. A large aluminum block below the Peltier serves as a mounting
pedestal and a heat sink.
where ns and ni (1.75665 and 1.84475 for 810 nm light in KTP at 31.5
◦C [5, 6]) are
the refractive indices of the crystal for the signal and the idler (see Table 2.2). Given
the length of our crystal (25 mm) this gives the lower bound on the FWHM bandwidth
of the downconverted light to be 136 GHz.
A Michelson interferometer (as shown in Figure 3.14) was used to measure the
bandwidth of the downconverted light by testing its coherence length (Lc). Lc is related





where c is the speed of light in vacuum and n is the refractive index of the medium
(air). For an expected bandwidth of about 140 GHz, the coherence length is about
2.7 mm. This travel distance was achieved by using a motorized translation stage.
An interference pattern corresponding to a monochromatic field with a coherence











+ 1 , (3.14)
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Figure 3.13: Temperature tuning of the wavelengths of the downconverted photons. The
wavelength vs. temperature graph for the signal (circles) and for the idler (squares). The
crystal was pumped in a single direction and the downconverted pairs were split into two arms
using a PBS. Each arm was sent to the single photon spectrometer. The crystal temperature
was changed and the wavelengths of the signal and idler were measured again.
where λ is the wavelength, c is the speed of light in vacuum, τ = 2dc is the path length
difference expressed in time of flight of the photon. The envelope of this pattern is
given by the exponential part of the function shown in Equation 3.14.
By scanning the position of the translation stage we should see the fringes predicted
by Equation 3.14. To create a path length difference of d we need to scan the motor
by only d2 . For a bandwidth of 140 GHz at 810 nm, moving the motor by about 0.4µm
corresponds to one period of these fringes. However, the motorized translation stage
could only move in steps of 1µm. Consequently, we under sampled the interference
pattern. This data is shown in Figure 3.15. Since we moved the motor in steps much







Polarizer at 45 ◦
Translation
APD
Figure 3.14: Michelson interferometer used to measure the bandwidth of downconverted light.
The interferometer consists of two retro-reflecting arms one of which is fixed and the other can
be moved. A PBS is used to separate these two arms. The HWP is used to adjust the balance
of power between these arms. QWPs in each arm are aligned such that a double pass through
them rotates the linear polarization from H to V or vice versa. A polarizer at 45 ◦ is used
to observe the interference. Coincidence events are used for this measurement to improve the
signal to noise ratio.
data. The envelope of the fringe patterns obtained from Equation 3.14 can still be seen
even though the fringes themselves cannot. We obtain the bandwidth by fitting the
data to the exponential part of Equation 3.14 which is a Gaussian with the standard
deviation σ = τc√
2
.
To fit the obtained data to the envelope we divided the data into several small
bins (of width 20µm) and calculated the maximum and minimum values for each bin.
The set of maximum bin values was fitted to obtain the upper envelope and the set
of minimum values was fitted to obtain the lower envelope. The bandwidth of the
downconverted light is obtained from the coherence time. The values obtained from
fitting the upper and lower envelopes agree to within the error bars of the fit. The
measured FWHM bandwidth of the signal and idler to be 186± 2.5 GHz.
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Figure 3.15: Bandwidth measurement of the downconverted light using a Michelson inter-
ferometer. The coherence length and hence the bandwidth can be obtained from the envelope
(thick line) of the data points (dots). We do not see the complete oscillations inside the envelope
because we under sample the interference fringes. The bandwidth was measured using heralded
photons to improve the signal to noise ratio. From the fit we obtained a FWHM bandwidth of
186± 2.5 GHz.
The measured bandwidth is larger than predicted by Equation 3.10 we attribute
this to irregularities in the poling period of the crystal. These irregularities alter the
phase matching conditions in different regions of the crystal. A similar effect can be
caused by temperature gradients across the crystal. We minimize these gradients by
using a copper housing for the crystal which does not expose the crystal end faces to
air currents. To estimate the temperature gradient across the crystal we used four
thermistors placed along the length of the crystal. These thermistors were glued into
the copper oven and placed ¡ 200µm away from the crystal. We measured a temperature
gradient of ¡ 10 mK between any two thermistors1. To estimate the contribution of the
temperature gradient to the bandwidth of downconverted light, we can assume that the
crystal is split into two regions with a temperature difference of 10 mK between them.
1We were unable to calibrate the thermistors to an accuracy of better than 10 mK.
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The change in refractive indices and polling period will cause a shift in the central




The high efficiency with which we generate pairs of entangled photons (Chapter 3)
is of limited practical use unless we are able to detect them. To do so we make use
of single photon detectors like Avalanche Photo-Diodes (APD) and Transition Edge
Sensors (TES). In this chapter I present the operation and characterization of these
detectors followed by measurements of the system efficiency with the TESs connected to
our source. The TESs were obtained in collaboration with the group of Sae Woo Nam
at NIST. We also used SQUID amplifiers obtained form our collaborators at NIST. My
supervisor Christian Kurtsiefer, designed and built the amplifiers, filters, and signal
processing and detection electronics used for experiments performed in this chapter.
4.1 Introduction
Single photon detectors are essential for many quantum optics experiments. Such de-
tectors have been extensively studied and improved over the past century. As such
there are a large variety of detectors available today. Table 4.1 shows a comparison of
some single photon detectors. From a historical perspective, in 1930 Photo Multiplier
Tubes (PMTs) became the first single photon detectors [83]. However, their detection
efficiency in the visible and near IR wavelengths is limited (30 % [7, 84]). Improve-
ments in the fabrication of semiconductor PIN detectors led to the manufacture of
Avalanche Photo-Diodes (APDs) which have an internal gain. When first used in the
“Geiger” mode, APDs needed some twenty photons for a detectable light pulse [85].
However, with some structural, material and manufacturing changes APDs improved
considerably [85]. Today, APDs can detect a single photon with detection efficiencies
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of ≈ 50 % (at 810 nm) and are commercially available [8]. They are manufactured for
a wide variety of wavelength ranges and applications.
Both the PMT and APD are based on the photoelectric effect. Recently another
class of single photon detectors is being studied extensively [4, 86]. These detectors are
superconducting micro bolometers. The Transition Edge Sensor (TES) and nano-wire
detectors are examples of this kind. Both detector types have a near unit detection
efficiency [4, 86] and very low thermal noise. Currently, TESs have a higher detection
efficiency [4]. We use these detectors in conjunction with our high efficiency source
of polarization entangled photon pairs to measure a heralding efficiency of >75 % (see
Section 4.5.3).
Single photon detectors can register a detection event (a click) due to thermal,
electrical and or optical noise. These spurious clicks are called background counts, while
those due to electrical and thermal noise alone are referred to as dark counts1. Typically
the dark count rate depends on the operating conditions of the detector and to the first
order are insensitive to changes in the incident light levels. The background count rate
depends on the amount of stray light reaching the detector which can vary from time to
time. When applying corrections, we measure and correct for the background counts
at the time of the experiment (rather than the dark counts). This is such common
practice that the terms background counts and dark counts are, for the most part,
used interchangeably.
4.2 Avalanche Photo-Diodes (APDs)
In an APD an incident photon strikes the N side of a PIN junction and generates a
photo-electron. The photo-electron travels towards the P junction passing through a
depletion layer. During its passage, it can create other electron hole pairs due to impact
ionization. In the presence of a large enough electric field (large reverse bias across the
diode) it results in an avalanche breakdown which produces a detectable signal. For
1the background count rate of a detector is the dark count rate plus the rate of detection events
due to stray light from external sources.
1I would like to emphasize that these values are our measured results for the detection efficiency
of several different APDs. The detection efficiency is different from the quantum efficiency typically



















PMT 100 – 900 nm 8 – 28 % 1 – 200 1µs <1 ×
Si APD 400 – 1100 nm 20 – 55 %1 20 – 5000 1µs <1 ×
InGaAs APD 1000 – 1700 nm ≈ 10 % 20 – 5000 1µs 1 ×
TES Visible, Near IR > 98 % < 1 — <4 X
Nano-wire Visible, Near IR > 93 % < 1 40 ns 0.1 X
Table 4.1: Table comparing some of the available single photon detectors. The data in
this table was compiled from various sources [4, 7, 8, 9, 10, 11] and our measurements.
It is indicative of the typical performance of these classes of detectors. There are several
other types of detectors which are also being studied by various groups [9, 12, 13].
the APDs used in this experiment (PerkinElmer C30902SH) the breakdown threshold
voltage is 188 V, and we typically operate them 10–20 V above this.
The probability that a single incident photon generates a photo-electron is called
the quantum efficiency. The detection efficiency is the probability that an incident
photon will generate a detection signal (“click”) in the subsequent detection circuitry.
The detection efficiency is lower than the quantum efficiency for the following reasons.
First, the electron-hole pair generated by the incident photon can recombine. To
limit this, the PN junction should be thin. However, the quantum efficiency increases
with the thickness of the depletion region of the diode due to the increased absorp-
tion probability of an incident photon. This forms a trade-off with the recombination
probability.
Second, after the detection of a photon, the avalanche process has to be stopped.
This is done by the use of an electronic circuit which reduces the bias voltage below
the breakdown voltage for a short period of time (a process known as quenching). This
necessary recovery time is the dead time during which any incident light will not be
detected.
There are two ways to quench APDs: passive and active. In passive quenching a
resistor is placed in series with the APD [87, 88]. The quenching occurs simply because
there is a voltage drop across this ballast load (quenching resistor); after which the
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Figure 4.1: A fiber pigtailed APD
module under assembly. The diode is
seen to the left, and a black multimode
fiber has been glued in place illumi-
nating the active surface of the diode.
The APD sits in a copper housing atop
a three stage Peltier element used to
cool the diode. To prevent condensa-
tion the whole structure is mounted in
a black air tight aluminum housing.
Figure 4.2: A fiber pigtailed
APD module, showing the electronics
needed to provide a high bias voltage
to the APD, quench the APD, and to
provide a NIM output signal for each
photon detection event.
bias voltage slowly recovers. In active quenching a fast circuit senses the photo-current
and quickly reduces the bias voltage. Due to the high operating voltage the power
dissipation in the diode is considerable. The ballast resistor in a passively quenched
diode limits the maximum current and prevents heat damage due to high count rates.
Actively quenched diodes, on the other hand, are prone to damage when exposed to
excessive light unless they have a protection circuit. Although active quenching is faster
we use passive quenching because of its simplicity (a resistor) and ruggedness. For the
passively quenched Si APDs we use, the dead time is on the order of 0.75µs which
limits the maximum count rate to about 490 000 photons per second1.
Third, APDs have a dark current due to thermal (rather than optical) generation
of electron-hole pairs. This dark current limits the minimum amount of light the APD
detects. To reduce this noise we cool our APDs to ≈ -30 ◦C. In addition to providing
false photon detection events, the dark counts are followed by a dead time. Any photons
arriving during these intervals will not result in a detection. This once more limits the
1The rate of clicks rclick is given by the “paralyzable” model [89, 90] as rclick = Urie
−Uritd , where




































Figure 4.3: As we increase the bias voltage above the breakdown threshold (188 V in this case),
the APD starts to detect single photons. Above: The dark count rate increases as the bias
voltage is raised. Below: The detection efficiency improves with increased bias voltage1.
detection efficiency of APDs.
4.3 Measuring the APD detection efficiency
To estimate the collection efficiency of our source (due to the mode overlap) described
in Section 3.4, it is important to account for all other losses, the most significant of
which comes from the limited detection efficiency of our APD detectors. We calibrate
our detectors using a laser attenuated by calibrated Neutral Density (ND) filters. The
procedure we use is similar to [91] and described in Appendix D.
The APD modules we use are home built with the APD diode from Perkin Elmer
(C30902SH, active area  = 500µm) The diode is mounted on top of a three stage
Peltier element which cools the diode to about -30 ◦C. The diode and Peltier are enclosed
in an air tight housing to avoid condensation. We use passively quenched APDs with a
ballast resistor of 390 KΩ. The APDs are fiber pigtailed i.e. a multimode fiber is glued
onto the active surface of the diode. This is done such that all light supported by the
1The detection efficiency does not assume zero dead time.
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fiber is incident on the APD’s active surface. A black jacketed fiber was used to avoid
stray light. The fiber has a core size of 50µm and is FC/UPC connectorized on the
free end.
For several APDs, we measured the dependence of their efficiency on the bias volt-
age, temperature and the count rate. The dark count rate was least at the lowest
temperature. The detection efficiency was (within a reasonable range of about -20 ◦C
to -30 ◦C) independent of the temperature. We thus set the temperature as low as
possible, limited by the cooling power of the Peltier element.
As seen in Figure 4.3, increasing the reverse bias voltage increased the noise (dark
counts) and the efficiency1. The dark count rate varies drastically from APD to APD,
ranging from as low as 10 /s to 5000 /s. Similarly, the efficiency of the APDs also
had a large variation. We characterized several different diodes at a count rate of
about 15 000 /s. The Bias voltage of each diode was adjusted for the highest detection
efficiency while ensuring a dark count rate of ¡ 4000 /s. The efficiencies of the various
detectors we measured ranged from 35 % to 52 %.
The detection efficiency of an APD depends on the incident count rate as seen
in Figure 4.4. This is due to the dead time of the detector as mentioned earlier in
Section 4.2. From the data we extract the dead time of the detector to be 0.75µs. We
follow the simple model presented in [89, 90]. We assume that the photons incident on
the detector follow a Poisson distribution. For a single incident photon, the probability
that there will be a “click” is given by the unsaturated detection efficiency of the
detector (U). The detector has a dead time td and is “paralyzeable” [89, 90]. If a
photon arrives during the dead time of the detector then it may be absorbed and
trigger another avalanche breakdown, effectively paralyzing the detector for another td,
this is known as a paralyzable model for the APD2. In reality the dead time is not a fixed
value but has some variation, we do not consider this. We also ignore afterpulsing, the
probability of which is small given our count rates (of about 10,000 /s). More detailed
models can be found elsewhere [92, 93, 94]. In the absence of background counts, the
1Increasing the bias voltage too high could result in permanent damage to the APD.
2A non paralyzeable model would saturate at a constant count rate given by the inverse of its dead
time regardless of the incident optical power; however, our detectors display no counts if a sufficiently






















Incident count rate (×1000/s)
Figure 4.4: The detection efficiency of an APD drops when we vary the incident power (i.e.
the rate of photons incident on the APD). This is saturation behavior of the detector and is
explained by a dead time of 0.75µs as obtained from a fit to Equation 4.1.
efficiency of the detector η is given by:
η = Ue−Uritd , (4.1)
where ri is the average rate of photons incident on the detector [89, 90]. Using Equa-
tion 4.1 we can fit the data shown in Figure 4.4 to obtain the dead time of the APD
to be about 0.75µs.
4.4 Transition Edge Sensors
Transition Edge Sensors (TES) are superconducting bolometric detectors used to
detect the thermal energy deposited by an incident photon [4]. A TES consists of a
superconducting film maintained near its critical temperature Tc such that the energy
of a photon is enough to take it part way along the super conducting to normal phase
transition (see Figure 4.5). Due to the steep slope of the phase transition, there is a
measurable rapid change in the resistance of superconducting film.
The superconducting to normal phase transition was first used to measure IR radi-
ation by Andrews et al. in 1942 [95]. During the first half century after their invention,
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Figure 4.5: Conceptual graph showing the ideal change of the resistance of a superconductor
as the temperature increases. Electro-thermal feedback using a voltage bias across the super-
conductor as described in [15] can be used to bias it partway along this transition (red circle).
Thermal energy from a photon increases the temperature of the superconductor partway along
the phase transition (red arrow). This causes the resistance of the superconductor to increase.
TES detectors were seldom used in practical applications due to the difficulty of sig-
nal readout from a low-impedance (≈ 8 Ω) system [96]. In recent years, this problem
has been largely eliminated by the use of superconducting quantum interference device
(SQUID) amplifiers [97], which can be impedance-matched to low-resistance TES de-
tectors [98, 99]. Another barrier to the practical use of TES detectors was the difficulty
of operating them within the narrow superconducting phase transition [96]. This issue
was addressed by Irwin in 1995 [15] when he described a method of self regulating the
TES at its operating point by applying a voltage bias across the device. TES detec-
tors are now being developed for measurements across the electromagnetic spectrum
from millimeter wavelengths [100], to near IR [17], to X-ray [101] and even gamma
rays [102].
Recently, the group of Sae Woo Nam at NIST manufactured TES detectors with
optical coatings that have a very high absorption at 810 nm and consequently a near
perfect detection efficiency [4]. The thermal energy of a single photon at 810 nm is only
enough to drive the superconducting detector part way along the phase transition to










Figure 4.6: The TES is maintained near its superconducting critical temperature using a volt-
age bias [15]. A current ITES across the shunt resistor Rs creates this voltage bias. The change
in resistance of the TES due to an incident photon changes the current flowing through the in-
put coil of a SQUID amplifier. The TES and SQUID operate at 70 mK and 2.5 K, respectively,
and are cooled to these temperatures by an Adiabatic Demagnetization Refrigerator (ADR).
ther along the phase transition. This allows the TES to resolve the amount of thermal
energy deposited in the superconductor, and for monochromatic input, it is possible to
resolve the number of incident photons. We used these TESs from NIST together with
our high efficiency source (Chapter 3) to build a system with an uncorrected heralding
efficiency of > 74 %.
The critical temperature Tc of the TES’s superconducting film can vary between
devices and is about 140 mK for our detectors. We operate the detectors below Tc (at
70 mK) and use the voltage bias to regulate their temperature. We use an Adiabatic
Demagnetization Refrigerator (ADR) to cool our detectors.
Figure 4.6 shows the TES connected to the input coil of a SQUID amplifier. The
current ITES applied across the shunt resistor Rs creates a voltage bias across the detec-
tor. The thermal energy deposited by a photon changes the resistance of the TES and
consequently the current flowing through the superconducting input coil of the SQUID.
The SQUID input and the wires connecting it to the TES are all superconducting in
order to match the low impedance of the detectors. The SQUID is located at a different
part of the ADR and is kept at a temperature of 2.5 K. The higher impedance output
of the SQUID is further amplified and filtered outside the refrigerator.
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Figure 4.7: The TES is mounted on a sapphire rod and placed inside a white zirconia sleeve.
This sleeve guides the fiber ferrule that was inserted into it such that the fiber core is centered
50µm above the TES. This ensures the optimal alignment of light from the fiber onto the
detector surface. There is a slit in the zirconia sleeve through which protrude two gold coated
electric terminals shaped liked bars. Bond wires connect these to two gold plated copper prongs
that form the terminals of the assembled TES detector.
The single photon signal we need to detect is coupled into SMF-28e optical fibers
ending in an AR coated FC/UPC ferule. The fiber is held in place and centered over the
TES using a zirconia sleeve (see Figure 4.7) [4]. Our TES detectors consist of a 20 nm
thick tungsten film with an area of 25µm2 on a silicon substrate [103] (Figure 4.8).
The substrate sits on top of a sapphire rod which is heat sunk to a larger copper mass.
The sapphire rod supports both the superconducting film and zirconia sleeve, ensuring
that the core of the fiber is centered above the TES.
The detection efficiency of a bare thin film of 20 nm thick tungsten is 15–20 % at near
IR wavelengths [16]. It is limited by the reflection from the surface and transmission
through the film. The detection efficiency is increased by embedding the tungsten film
in a stack of optical elements that enhance the absorption of light in the detector (see
Figure 4.9).
4.4.1 Electro-thermal feedback
TES detectors are quantum calorimeters [16]. The main parts of a calorimeter are an
absorber, a thermometer and a weak thermal link to a heat sink/reservoir. When light
impinges on the absorber it first heats up quickly, and then slowly cools through the
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Figure 4.8: A Transition Edge Sensor (TES) seen under a microscope. The small central
square is the active area of the detector. The green and yellow triangles are centering arrows.
The red base is the sapphire rod. Surrounding the sapphire (yellow halo) is a vertical zirconia
sleeve. Emerging from the tungsten film are the two wires connected to prongs.
weak thermal link. The temperature change is measured by the thermometer based on
the change in resistance of the superconducting film.
Here I summarize the description of the electro-thermal feedback mechanism found
in [104]. Figure 4.10 shows a thermal model of the TES. The superconductor consists
of an electron-phonon system and is in thermal contact with a substrate. The electron
subsystem of this film plays the role of both absorber and thermometer. The TES
detector is cooled below its superconducting transition temperature (Tc) and a voltage
bias is applied to it. This increases the electron subsystem’s temperature (Te) above
that of the substrate (Tsub). At low temperatures the electrons in tungsten have an
anomalously low thermal coupling to the phonons. This provides the weak thermal
link. An incident photon is absorbed by the electrons and their temperature increases.
A rapid change in temperature when near Tc results in a large and rapid change in the
resistance of the superconductor. The change of current in the voltage biased detector
is measured with a SQUID array (see Section 4.4.2). There is a non-linearity in the
temperature dependence of the resistance in the superconducting to normal conducting
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Figure 4.9: The absorption of a TES is largely dependent on the optical coatings. This graph
shows the absorption of the various types of tungsten TESs made at NIST. The absorption
without optical coatings is about 15 % [16]. This graph is from [17].
phase transition. Thus the sensitivity of the detector and its photon number resolving
ability1 is dependent on where it is biased along this transition.
The applied voltage bias keeps the electrons in the superconducting to normal tran-
sition by a process called electro-thermal feedback. The phase transition is very narrow
(less than 1 mK wide) and biasing the detector by controlling the cryostat temperature
is very difficult. Electro-thermal feedback is effective as long as the temperature of the
cryostat/heat reservoir is well below the superconducting temperature of ≈ 140 mK.
Electro-thermal feedback was first used to stabilize the temperature of TES detec-
tors in 1995 by Irwin et al. [15]. Since we are in an electron-phonon decoupled regime,
we require a biasing technique capable of injecting power directly into the electron
subsystem, rather than into the phonon subsystem. The temperature of the phonons
is that of the substrate — Tsub. A heater which is coupled thermally to the entire
detector will raise Tsub in addition to Te which is undesirable. The electro-thermal
feedback technique uses the resistive heating in the electron subsystem itself as a bias
1Photon number resolving is due to the energy resolving ability of the detector. It is only possible












Figure 4.10: Thermal model of a TES showing the Joule heating bias power Pjoule, incident
photon power Pν , the weak thermal link between the electron and phonon subsystems ge−ph
and the strong thermal link between the phonon subsystem and the substrate gph−sub. At
typical transition temperatures gph−sub  ge−ph ensuring that elements inside the dotted box
are at a temperature Tsub.
heater. This technique is a convenient mechanism for delivering power directly to the
electrons. It eliminates the need for external heaters. Most importantly, it allows for a
self regulation of each detector, independently of their individually varying Tc.
To understand how electro-thermal feedback works let us assume that the TES
starts in a correctly biased state (i.e. partway along its superconducting to normal
conducting phase transition). The electron subsystem of the TES has a finite resistance
Re and is maintained at the transition temperature Tc due to an applied voltage across
this resistance. The voltage across the detector (V) applies a Joule power PJoule =
V 2/Re directly to the electron subsystem. Any increase in temperature increases the
resistance. Due to the constant voltage bias being applied, PJoule will drop proportional
to 1/Re. This decrease in the Joule heating cools the TES back towards the bias
point. Similarly a decrease in temperature will decrease the resistance and warm up
the detector. Thus the electro-thermal feedback mechanism automatically regulates
the temperature of the electron subsystem of a TES.
Figure 4.11 shows the circuit diagram used for electro-thermal feedback with our
TES detectors. The TES is cooled to 70 mK by a cryostat. Its electron subsystem
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Figure 4.11: Biasing of the TES using electro-thermal feedback. A shunt resistor Rs is used
to convert the constant current ITES into a constant voltage bias across the TES. ITES is
supplied and controlled from outside the cryostat. The voltage bias causes Joule heating inside
the electron subsystem of the TES (which has a resistance Re and a temperature Te). When
the temperature of the electrons increase (decrease) Re increases (decreases). This causes the
Joule heating to decrease (increase) Te, maintaining the temperature of the electrons along the
superconducting transition. The change in current flowing through the input coil of a SQUID
array is measured to detect the resistance change of the TES. The TES is kept at 70 mK, the
SQUID array and Rs are at 2.5 K. The TES is connected to the SQUID and shunt via a 30 cm
long superconducting NiTi wire.
has a resistance Re. When a photon is absorbed by the detector the temperature of
the electrons Te increase. This changes the resistance Re. Biasing and electro-thermal
feedback is maintained by a voltage bias across the TES. The input coil of a SQUID
array is connected in series with the TES (see Section 4.4.4). This whole circuit is fed
with a constant current ITES from outside the cryostat. A shunt resistor Rs, in parallel
with the TES, converts ITES to a voltage bias across the TES. This is done to avoid
the challenge of using low resistance bias lines feeding the detectors.
The input coil of the SQUID array will have a resistance (Rin). Rs should be much
smaller than Rin + Re to create a stable voltage bias across the series combination of
the input coil and detector. The optical energy deposited in the absorber (tungsten















Figure 4.12: Electro-thermal oscillations of the TES. ITES was 25µA. the temperature was
72 mK. To detect single photon signals we increase ITES until we are beyond the regime of the
electro-thermal oscillations




We use a shunt resistance of about 60 mΩ. This shunt resistance consists of a piece
of phosphor bronze wire with AWG 36 about 7 mm long (Lake Shore cryogenics WDY-
36-100). The shunt resistor is mounted to the back of the circuit board connected
to the SQUIDs and is kept at 2.5 K. Superconducting Niobium-Titanium (NiTi) wire
connects the TES to the SQUID array. The value of the shunt resistance was chosen
empirically. This was necessary because there was a stray/parasitic resistance on the
order of 20 mΩ we could not eliminate.
For the electro-thermal feedback mechanism to work we must be able to provide
the right voltage bias to the detector. We control the voltage by adjusting ITES . When
this value is too small there is insufficient voltage to warm up the electrons of the TES
to their correct biasing point along the superconducting transition. As we increase
ITES we encounter an unstable regime wherein there is enough energy deposited to
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Figure 4.13: Schematic of a SQUID
showing the two Josephson junctions
J1 and J2. Φ represents the applied
magnetic flux. A current I is made to
flow through the SQUID.
Figure 4.14: Picture showing the ar-
ray of SQUIDs we use to measure the
signal from the TES.
temporarily heat the electrons. As their temperature and resistance increase slightly,
PJoule decreases enough to cool the electrons down. This leads to oscillations called
electro-thermal oscillations. Figure 4.12 shows such oscillations. ITES was 25µA and
the cryostat temperature was 72 mK. We increase ITES further till there is a strong
voltage bias and these oscillations die out. This region is the operating current for the
TES bias (typically, ITES = 38µA and ≈ 20µA flows through the series combination
of the TES and SQUID input coil).
4.4.2 The SQUID amplifier
In order to detect the small change in current flow caused by the change in resistance
(of ≈ 1–2 Ω) of the superconducting TES we need a very sensitive and low impedance
amplifier, such as a Superconducting Quantum Interference Device (SQUID) amplifier.
A SQUID is a very sensitive magnetometer capable of measuring fields as low as 10−16 T.
The signal from the TES is passed to a coil wound near the SQUID. The TES is
connected in series with the input coil of the SQUID. The geometry of this coil is such
that a current through it is converted into a magnetic field in the SQUID. Practically
we do not use a single SQUID because the gain is limited, instead we use an array of
about 100 SQUIDs to get the required gain [105] (see Figure 4.14). The SQUIDs we
use were obtained from NIST.
The first SQUIDs was made in 1964 [106], and they were first used in conjunction
with TES detectors by Seidel in 1990 [98]. In his book [97], Clarke provides an excellent
explanation of the working of a SQUID.
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A SQUID [106] is essentially a flux to voltage transducer and consists of a super-
conducting loop with two Josephson junctions1 (see Figure 4.13). These junctions are
in parallel and a current I is applied across the device. In the absence of an exter-
nal magnetic field the current I is split equally into the two branches. When a small
magnetic field is applied to the superconducting loop, a screening current Is begins to
circulate. Is generates a magnetic field opposite to the applied flux. In one junction Is
is opposite to I, while in the other it is in the same direction. As soon as the current
in one branch exceeds the critical current Ic
2 of the Josephson junction a voltage is
developed across the junction.
The magnetic flux enclosed by the superconducting loop is quantized and must be
an integer multiple of Φ0 [107, 108] (where Φ0 is the magnetic flux quantum
3). Suppose
the SQUID’s superconducting loop is initially in a region of 0 external magnetic flux.
When the external magnetic flux is increased until it exceeds Φ0/2, due to the flux
quantization, it becomes energetically favorable to increase the flux enclosed by the
superconducting loop to Φ0. This is done by changing the direction of the generated
screening current Is. Thus for every half integer multiple of Φ0 in the applied magnetic
flux, Is changes direction, causing the voltage developed across the SQUID to oscillate
(see Figure 4.17).
The SQUID must be shielded from external magnetic fields. This is done by en-
casing the SQUID in multiple layers of magnetic shielding. The inner most layer is
a µ-metal casing, on top of which there is a niobium shield. We encase this whole
structure in a lead box as a secondary superconducting shield. The niobium and lead
layers go superconducting (below 9.2 K and 7.1 K respectively) and due to the Meissner
effect [109] provide magnetic shielding.
The niobium and lead shields are superconducting which means that their ther-
mal conductivity is near zero, therefore thermal contact of the SQUID amplifiers with
the cold fridge is maintained by copper wires in a way that does not interfere with
superconducting shielding elements.
1Here I only consider DC SQUIDs, information on RF SQUIDS can be found in [97].
2Ic is the largest current that can flow through a superconductor, above which it looses its super-
conductivity. For a Josephson junction Ic depends on the applied magnetic flux.
3For a superconducting loop or hole in a bulk superconductor Φ0 =
h
2e
≈ 2× 10−15Wb. The flux
Φ threading a normal loop of area A is given in terms of the magnetic inductance B as Φ = B ×A,
and can be arbitrary.
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Figure 4.15: Picture of the magnetic shielding encasing the SQUID. Seen here are the µ-metal
shield (inner layer) and the niobium shield (outer layer). These rectangular shields are wrapped
around the SQUIDs which are mounted upon circuit boards seen in Figure 4.14. The circuit
boards are inserted length wise along the shields.
It is important that all SQUIDs in the array stay in phase because when there is
a trapped or stray magnetic field in some of them, the over all gain will be reduced.
Unwanted magnetic fields may become trapped in parts of the SQUID array for a
variety of reasons, for example electronic noise or a magnetized object. To remove
these unwanted effects we “zap” the SQUID array: we send a large current (≈ 2 mA)
through the SQUIDs, enough to drive them into a normal conducting mode. This
current is applied for about 10 s. Then the SQUIDs are disconnected from all currents
and magnetic fields until they are once more superconducting (after about 30 s). The
SQUIDs are then all in phase and the SQUID array has recovered the best gain.
The SQUID array is characterized by its I – V characteristic curve. The larger the
slope of this I – V characteristic curve, the larger the gain of the SQUID array. For a
SQUID to operate there must be a current Isq flowing through it. (see Figure 4.16).
For each value of Isq we obtain a different I – V curve (see Figure 4.17).
Both the feedback and input coils change the magnetic field near the SQUID array,
with the feedback coil having 8 times fewer turns than the input coil. Typically, the
TES is connected to the input coil and the feedback coil connected to an adjustable
current source. In normal operation the feedback coil is used to adjust the working








Figure 4.16: A circuit diagram of the SQUID. The SQUID array we use has two inputs. The
primary coil is called the input coil and is usually connected to the TES. The secondary coil
is called the feedback coil and is used to adjust the phase of the SQUID array. When testing
the SQUID we apply a signal to either the input coil or the feedback coil. The signal from the
SQUID is amplified by a preamp before it is recorded with an oscilloscope.
sent a varying current through the feedback coil, and recorded the output voltage V
for different Isq (see Figure 4.17).
From the I – V curves we obtained the correct operating value of Isq which is when
the amplitude of the I – V curve is maximum. For the data shown in Figure 4.17 this
is 45µA. The slope of the I – V curve is indicative of the sensitivity of the SQUID
array at each point. At maximum slope a small change in the input current results in
a large change of the output voltage. By finding the points of the largest slopes, we
were able to choose the operating value for the feedback coil current (Ifb).
The feedback coil current chosen from the I – V curve is not necessarily the final
value we used. This is because the TES also requires a bias current to work. This
current constantly flows through the input coil of the SQUID array. The TES bias
current thus causes a phase shift in the I – V curve. The I – V curve was measured
again when the TES bias was set. In practice the I – V curve was measured using
a function generator as the source of the feedback coil current and the results were
seen on an oscilloscope. This was done repeatedly and in real time to fix the correct
operating value of the feedback coil current while we adjust the TES bias. Thus the
feedback coil current is used to adjust the phase of the SQUID array such that its
sensitivity to a change in the input coil current is maximum. Under typical operating
conditions the transimpedance gain of the SQUID array is about 49 Ω (between the
input coil current and output voltage).
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Figure 4.17: I – V curves of one SQUID array. At each value of Isq we vary the current
applied to the feedback coil and measure the output voltage from the SQUID V . The best
value of Isq (operating current for the SQUID) is when the amplitude of the I – V curve is
maximum. In this case it is 45µA.
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4.4.3 Adiabatic Demagnetization Refrigerator
The TES detectors work at about 70 mK and the SQUID arrays work at temperatures
below 4 K. We thus need a way to cool the detectors and SQUIDs down to these
cryogenic temperatures. Furthermore, at such low temperatures the thermal and black-
body noises are minimized.
An Adiabatic Demagnetization Refrigerator(ADR) is a closed cycle apparatus for
cryogenically cooling a sample and was first built in 1933 [110]. The working principles
of an ADR are discussed in detail in chapter 9 of [111]. In the first step, a pulse
tube cooler is used to bring the temperature down to 2.5 K. The pulse tube cooler is a
Sumitomo Heavy Industry’s F-50 with a cooling power of 400 mW at 2.5 K. Then, in
the second step, the adiabatic demagnetization of strongly paramagnetic salts brings
the temperature to a minimum of 30 mK. This step is a single shot process1. The ADR
we use was built by Entropy and has a cooling power of 1µJ at 100 mK2.
The pulse tube cooler is connected to a helium compressor via a rotary valve. The
rotary valve is used to alternatively connect the pulse tube to high and low pressure
lines of helium. The helium is made to flow alternatively into and out of a regenerator3.
On either side of the regenerator there is a heat exchanger. The first heat exchanger is
where thermal energy is dumped to the surroundings. The second is where the useful
cooling power is delivered. When there is a high pressure of helium, it enters the
regenerator at a high temperature and leaves at a lower temperature. On its return,
heat stored within the regenerator is transferred back into the gas. The regenerator
can be thought of as thermal memory of the system. Attached to the cold end (i.e. the
cool heat exchanger) is the sample that needs to be cooled. Joule-Thompson expansion
is used to cool the sample via a non-adiabatic process.
Figure 4.18 shows a picture of the ADR. The pulse tube head is seen at the bottom
and the tube itself is seen extending almost all the way to the top. Different regenerator
materials are effective in different temperature ranges. Thus for better performance the
pulse tube cooler is designed in two stages. The first stage will reduce the temperature
1As opposed to the continuous cooling provided by the pulse tube cooler, the demagnetization
process can only reduce the temperature of the cold finger once, after which it slowly warms up.
2The adiabatic demagnetization cooling is a single shot process and not a continuous one, conse-
quently I express the cooling power of this stage in Joules instead of Watts.
3The regenerator is a porous medium with a large specific heat.
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Figure 4.18: The Adiabatic Demagnetization Refrigerator (ADR). The Pulse tube cooler
outlined in blue dashes is responsible for cooling the topmost part of the fridge to 2.5 K. This is
done via a 50 K stage which is also cooled by the first half of the pulse tube cooler. The helium
for the pulse tube cooler is supplied via the rotary valve which alternatively ensures a high and
low helium pressure. Suspended from the bottom of the 2.5 K stage is the 6 T magnet. This
superconducting magnet is also cooled by the pulse tube cooler.
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to 50 K and the second stage to 2.5 K. Each stage is connected to a large circular copper
plate. The uppermost plate is shown with an insulating bucket covering it. When in
operation, each plate is covered with a similar bucket. A large outer bucket forms a
vacuum seal and allows the inside to be evacuated. Hanging just beneath the 2.5 K
plate is a large magnet. This magnet is made out of superconducting niobium-titanium
(NiTi) wire. In its center it generates fields of more than 6 T when supplied with 40 A.
The center of this magnet contains the paramagnetic salt pills responsible for the
second step of cooling. Maintaining the salt pills at <3 K, we gradually ramp up the
magnetic field causing the magnetic dipoles to align themselves with the field. We then
break the thermal contact between the salt pills and the pulse tube cooler and ramp
the magnetic field down adiabatically. Due to the paramagnetic nature of the salts,
their magnetic dipoles return to a disordered state. Doing so increases their entropy.
At this point the salt pills are only in thermal contact with a copper rod called the
cold finger (see Figure 4.19) which supports the detectors in their housing. Since the
demagnetization of the salt pills is adiabatic, the entropy they absorb comes from the
cold finger. This effectively cools the detectors from 2.5 K to a minimum of 30 mK.
Practically we need to use two different salts. A Gadolinium-Gallium Garnet (GGG)
pill is used along with a very strong magnetic field to reduce the temperature to 300 mK.
A Ferric Ammonium Alum (FAA) pill is placed inside the GGG. This works at a
weaker magnetic field and reduces the temperature from 300 mK to 30 mK. Once a
demagnetization cycle is complete the cold finger slowly warms up. It takes about 12
hours for its temperature to exceed 70 mK; this is called the hold time of our ADR.
When the temperature exceeds the operating point of the TESs we have to repeat the
magnetization and adiabatic demagnetization cycle. The minimum temperature we
attain with our ADR is 30 mK, but the operating temperature of the TES is about
70 mK. We increase the temperature by applying a small magnetic field to the salt
pills. To regulate the temperature at 70 mK we gradually decrease this magnetic field.
We automated this by implementing a software PID control loop.
4.4.4 Detecting a photon
With the TES cryogenically cooled (see Section 4.4.3) and biased (as described in
Section 4.4.1), we connect it to the input coils of a SQUID array (see Section 4.4.2)
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Figure 4.19: TES detectors are mounted at the top of the cold finger. The SQUIDs are
mounted on the 2.5 K stage.
which is used to detect the change in resistance of the TES. The feedback coil current
Ifb is adjusted for maximum sensitivity to a change in the input coil current. The
output from the SQUID array is fed to a preamp consisting of two AD797 low noise
(0.9 nV/
√
Hz) amplifiers and has a gain of about 40 dB (97×). The preamp has a
bandwidth from DC to 10 MHz. The output of the preamp is sent to an Stanford
Research System’s SR560 low noise amplifier with a bandwidth of 10 KHz – 1 MHz and
a gain of 46 dB (200×).
The amplifier is connected to an oscilloscope or a Constant Fraction Discrimina-
tor (CFD). The CFD is an electronic signal processing device, designed to mimic the


















Figure 4.20: The TES is voltage biased by the shunt resistor Rs and the current source ITES .
The SQUID array is powered by Isq and is set to peak sensitivity by controlling the feedback
coil current Ifb. Typical operating values are shown. The output from the SQUID array
passes through a preamp, a set of filters and an amplifier. The signal is then sent to either an
oscilloscope or a Constant Fraction Discriminator(CFD). The CFD is used to distinguish the
pulses due to photons. A time stamp device records the time of arrival of each detection event.
derivative. Chapter 4 of [112] provides a good description of a CFD. This is useful
when the signal does not always have a sharp or constant maximum but has timing in-
formation. The CFD is better than simple threshold triggering. Consider pulses which
have a large rise time and whose maximum height varies slightly. Threshold triggering
on these pulses results in a different triggering time based on the peak height. This
problem is eliminated by a CFD. Effectively a CFD will trigger at a constant fraction
of the pulse height.We use a CFD with the TES signals because the peak height varies
(due to multiple photon events, noise, thermal coupling and response of the SQUID)
and the timing information of these peaks is crucial to both reducing the timing jitter
of the detector and detecting coincidences with as small a coincidence time window as
possible.
Our CFD only detects signals whose amplitude exceeds a chosen threshold value.
Typically this threshold is set at ≈ 300 mV. The value is chosen, by measuring the
pulse height distribution, to be larger than that of the noise amplitude but significantly
smaller than the single photon peak amplitude (see Section 4.5.1 for more details). A
good choice of this value will avoid most of the noise. This value is chosen by measuring
the pulse height distribution. Alternatively, we choose this value to be larger than that
of the noise amplitude but significantly smaller than the single photon peak amplitude.
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Figure 4.21: Typical detection pulses (after a net amplification with ≈ 119 dB voltage gain)
due to single (solid red) and double (dotted green) photon signals as seen by a TES. An
attenuated laser was used to generate the photon pulses. A function generator was used to
drive an attenuated laser and served as the trigger for this measurement.
The operating currents Isq and Ifb, were set by measuring the I – V curves of the
SQUID array. We then increased ITES to see the electro-thermal oscillations. The value
of ITES was chosen to be slightly more than needed for electro-thermal oscillations to
die out. With the value of ITES set we once more needed to adjust the value of Ifb.
This is because any current flowing through the input coil of the SQUID array will
cause the I – V curve to shift. This means that we may no longer have been in the
regime of maximum sensitivity. Consequently, Ifb was readjusted by measuring the I
– V curve again.
The TES detectors were connected to SMF-28e fibers. These fibers exit the fridge
and can be connected to a light source. Initially they were connected to an attenuated
laser which was in turn driven by a function generator. This allowed us to send in
triggered pulses of light. We adjusted the laser intensity to less than one photon per
pulse. This allowed us to correctly adjust the CFD threshold value. In Figure 4.21 we
see a typical single photon detection pulse.
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Careful attention must be paid to noise filtering at each and every stage of the
experiment. In addition to isolating the SQUIDs from magnetic disturbances we must
also make sure that the TESs are shielded from large magnetic fields. Applying a large
magnetic field to the TES could drive the tungsten film normal conducting. Fluctuating
magnetic fields are seen as electrical noise on the signal. Black-body radiation may
strike the detector giving raise to background counts. To avoid this, the TES detectors
are encased in their own housing. Also each temperature plate of the ADR is optically
isolated from the others by means of large thermally conductive buckets.
Electrical noise is the major contributor to the observed noise. All detector wiring
is separated from potential noise sources. The electrical wiring of the fridge sensors and
heat switch are potential noise sources. We placed low pass RC filters, with a cut-off
frequency of about 15 Hz, on both the TES bias and feedback coil bias lines. These
filters are on the 2.5 K stage as well as outside the fridge. Instrumentation amplifiers
and isolation transformers are used to break ground loops.
4.5 Measurements with the high efficiency source and TESs
As described in the Chapter 3 we have a source of photon pairs with a very high
heralding efficiency. As measured using Si APDs, this efficiency is 39.3 ± 0.2 %1. To
perform any experiment requiring a higher efficiency, we need to replace the APDs with
the TESs.
The downconverted light (at 810 nm) is coupled into 780-HP2 fibers which are then
spliced onto the SMF-28e fibers connected to the TESs. Due to the lower loss [113]
(about 3.5 dB/km lower than 780-HP) in SMF-28e fibers, such a splice is useful if the
detectors need to be several meters away from the source3.
4.5.1 Peak height distribution
The CFD threshold must be set such that we measure only those peaks which are due
to photons from the source. Under good operating conditions the noise peaks due to
1Correcting for the measured detection efficiencies of our APDs (51.9 ± 2.8 % and 46.7 ± 2.5 %)
our source has an efficiency of 81.6± 3.0 % as discussed in Section 3.4.
2The 780-HP fiber from Nufern is a single mode optical fiber for 780 nm to 970 nm.
3One example of an experiment where such a separation is necessary would be a loophole free Bell
test.
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Figure 4.22: Pulse height distribution of pulses seen from the TES and APD connected
to the photon pair source. We triggered on the APD and measured on the TES. The first
peak represents the noise we see in the electrical signal. The second represents the pulse height
distribution due to a single photon. The third very small peak represents 405 nm pump photons
that were allowed to enter the collection fibers by removing the interference filter. Some peaks
in the histogram are abnormally high due to a digitization error of the oscilloscope (Osc.) used
to acquire the data.
thermal noise and many forms of electrical and magnetic noise are smaller than the
photon peaks. This is clearly seen in a histogram of the amplitudes of all peaks (see
Figure 4.22). There is a clear distinction between the first peak and the second. Since
the first peak represents the noise amplitudes and the second the amplitudes of valid
photon pulses, we choose a value inbetween (say 0.6 V) to be the CFD threshold.
To measure the graph shown in Figure 4.22 we connected a TES and an APD to the
high efficiency source. We pumped the source from a single direction only to produce
heralded photon pairs. This simplifies the alignment process. One photon of each pair
was sent to the TES; the other was sent to the APD. The signal from the APD was
used as a trigger for an oscilloscope. The TES parameters (TES bias, SQUID bias,
feedback bias) were optimized for the highest heralding efficiency and least noise. The
signal from the TES was also sent to the same oscilloscope. The oscilloscope recorded
the maximum amplitude of the signal each time it was triggered. The SRS amplifier
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(see Section 4.4.4) was set to have a gain of 500×, and the filtering had a pass band of
10 KHz to 1 MHz with a 6 dB/octave roll-off.
The first peak represents the contribution due to noise. We see that the noise
typically has an average peak amplitude of 0.25 V. It is also clear that there is very
little noise contribution with peak amplitudes > 0.6 V. Consequently, we set the CFD
threshold at 0.6 V. The second peak is due to single photon detection pulses. A useful
cross-check is to divide the area under the photon peak with the area under the noise
peak. Since we are triggering on the APD signal, this ratio should be the same as the
arm efficiency1 of the source as seen by the other detector (the APD in this case). At
the time of this measurement the source had an efficiency of 38.0 % as seen by two Si
APDs and 47.4 % as seen by one TES and one APD2. By comparing the integral of the
two peaks we measure an arm efficiency of 38.5 % for the arm connected to the APD.
Which is what we expect.
Further, a third peak in the pulse height distribution would correspond to two
photon events. However we do not pump our crystal with enough power to generate a
significant rate of two photon events. Instead, for this measurement, we removed the
interference filter in that collection arm allowing some 405 nm pump photons to reach
the TES. The energy of these photons is double that of the downconverted photons.
Thus the pulse height from these photons should be identical to the pulse generated
when two photons are incident on the detectors at the same time. When calculating
the arm efficiency of the source, these pump photons were treated as background noise.
When the TES is operating properly, each peak in the pulse height distribution
must be well resolved. Suppose the interval between the noise peak and the photon’s
peak in Figure 4.22 is not clearly resolved i.e. the number of pulses never drops to near
zero, then it is indicative of excessive noise in the system.
Setting the TES bias (ITES) too high decreases the spacing between the peaks,
i.e., the photon number resolving capabilities of the TES are lost. This is because
changing ITES changes the biasing point of the TES along its superconducting phase
transition (see Section 4.4.1). An increased value of ITES biases the TES at a higher
1The arm efficiency of detector 2 is p
s1
, where s1 is the singles rate as seen by detector 1 and p is
the pair/coincidence rate between detectors 1 and 2.
2The system efficiency in this case was low due to losses in several fiber to fiber joins. These were
replaced with splices for the high efficiency measurements shown in section ??.
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temperature and consequently a higher resistance. Due to the non-linear nature of the
phase transition the photon number resolving ability is affected.
From Figure 4.22 we can also estimate the energy resolution of the detector itself.
The energy of a 810 nm photon is approximately 1.53 eV. The FWHM of the 810 nm
photon peak in the figure is about 0.8 eV. The electron subsystem of the TES absorbs
roughly 30–40 % of the energy of a photon [114, 115], the rest is absorbed by the phonon
subsystem1. Thus a crude estimate of the energy resolution of our TES detectors is
about 0.28 eV. This value is slightly higher than reported in [16, 115] we attribute this
to a spurious 20 mΩ parasitic resistance in the TES biasing circuit.
4.5.2 Background counts
There is a certain probability that the TES registers photon detection events when the
was no “valid” incident photon from a light source e.g. the photon pair source. This
may be caused by stray light including black-body radiation or by noise on the electrical
signal. It is important to measure and minimize these counts. Such spurious detection
events are a significant problem for many experiments, as a sufficiently high fraction of
such events will result in skewed photon counting statistics (see Section 2.3.2).
The major contributor to the observed dark count rate is electrical and or magnetic
noise. We took several steps to reduce their contribution to dark counts. We used
several layers of magnetic shielding and extensive electronic filtering of all input lines.
Isolation transformers and instrumentation amplifiers help in breaking up ground loops
where necessary. Ferrite beads reduce common mode noise in the frequency band of 0.1
— 100 MHz. Phosphor bronze cryogenic twisted pair wires help reduce pick up noise.
Despite these steps the sensitivity of the system is such that there was a very large
day-to-day fluctuation in the dark count rate. Typically, the dark count rate ranged
from several hundred per second to about ten per second.
On occasion, we were able to reduce the background counts to less than ≈ 10/s,
and a large fraction of those counts were due to stray light that reaches the detector
via the optical fibers even with the room lights off.
1The probability that the photon is absorbed by the electron subsystem can be improved by a
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τc = 800 ns
Figure 4.23: The G(2) measured between two TESs connected to the high efficiency source.
We observe a dark count corrected system efficiency of 75.2 %. The measurement was taken for
30 s and we used a coincidence time window (τc) of 800 ns. We observe a pair rate of 13366.3 /s
and singles rates of 19477.2 /s and 16646.0 /s. The error in the efficiency was estimated using
the shot noise on each of the count rates. The singles rate seen by one detector is larger due
to the presence of The Full Width at Half Maximum (FWHM) of the G(2) gives us the timing
jitter of the TESs. We see that the jitter is 200 ns.
4.5.3 Heralding efficiency measurement
One of the aims of this work has been to create a system capable of performing a
loophole free Bell test. To close the detection loophole in a Bell test we must have
an uncorrected heralding efficiency higher than the Eberhard limit (66.7 %) [3]. In
Chapter 3 I discussed the construction of the high efficiency source of photon pairs and
in the preceding sections I have discussed the near perfect TES detectors. Connecting
the source to the TESs we measure an uncorrected efficiency of 74.20± 0.07 % which
is more than sufficient to close the detection loophole.
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Measurements of the overall efficiency of the source-TES system were made by
recording the arrival time of each photon signal from each TES t1, t2. From this data
we extract the rate of singles events s1 and s2. Coincidences (p) were identified by first
computing the temporal cross correlation function G(2) (∆t = t1 − t2)1 of the photon
signal times between the two TES detectors (see Figure 4.23), and then integrating the




s1 × s2 . (4.3)
The peak of the G(2) function shown in 4.23 is centered at 0.85µs due to the insertion
of an electrical delay line used for one of the detectors. This circumvents the 0.2µs
dead time of our time stamp unit.
To estimate the performance of the TES detectors we can compare the measured
74.2 % system efficiency with the efficiency of the source correcting for the APD detec-
tors (81.6 %) (see Section 3.4). We attribute the reduced efficiency seen with TESs to
after pulsing and electronic noise in the signal from one of the two TES detectors. The
dark count corrected arm efficiencies (η1 = p/s2 and η2 = p/s1) were 69.2 % and 81.2 %
(the dark count rate was 513 /s and 231 /s). We estimate the detection efficiency of
one of the TES detectors to be ≈ 99 % (after correcting for dark counts) which is in
agreement with measurements done at NIST [4].
4.5.4 Timing jitter
We use the term timing jitter to define the variation in the time interval between
the absorption of a photon and the generation of the corresponding output electrical
pulse from the detector. This is a relevant measure to characterize the performance of
our detection, that also has a strong impact on the feasibility of a loophole-free bell
test: the timing jitter determines the minimum physical separation of the source from
the detectors (see Section 2.3.1). Increasing the separation between the source and
detectors is undesirable because of losses in the fibers.
1The G(2) (∆t), as explained in chapter 5 of [112], is a function that, given the arrival time of one
photon on one detector (t1) computes the likelihood of another photon arriving on the other detector
(at t2) after a time ∆t = t1 − t2.
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A large time jitter can also affect the measurement of the efficiency based on coinci-
dence counts from an SPDC source [76]. In order to collect all the relevant coincidence
events, the coincidence window needs to be much larger than the time jitter: the num-
ber of collected pairs follows a cumulative distribution function that depends on the
statistical distribution of the jitter. The number of accidental and dark counts instead
increases linearly with the width of the coincidence window.
We can clearly see how this works out with a practical example, consider the mea-
surement in Figure 4.23; the width of a G(2) function of photon pairs produced in a
SPDC process is determined by the detector jitter and not the source coherence time
(which is several orders of magnitude smaller than the jitter). The combined timing
jitter τj of the two TES detectors can be measured from the width of the G
(2) peak
shown in Figure 4.23. From the data we see that at FWHM, τj for two TESs is ≈ 200 ns.
To obtain the number of coincidence events we integrate the G(2) peak in a region
given by τc; to ensure that this integration includes almost all pairs τc  τj . Using
τc = 800 ns we detect ≈ 99.99 % of the G(2) peak. However, using τc = 800 ns, s1 =
19477 /s and s2 = 16646 /s in Equation 3.2 tells that we have an accidental count rate
a = 259 pairs/s.
For the TES detector, the largest contribution to the time jitter comes from the
limited bandwidth of the SQUID amplifier [116]. TESs made on the same wafer as our
detectors have been demonstrated to have a timing jitter of 4 ns [116]. We have already
procured new SQUID amplifiers (Magnicon XXF-1 C6) which are much faster than our




Here I present the first experimental demonstration of a bit commitment protocol.
This experiment was preformed using polarization entangled photon pairs produced by
type-II downconversion in a BBO crystal [117]. The work presented in this chapter is
part of the publication [2]. This experiment was performed using a different photon
pair source than discussed in earlier chapters. The objective of this experiment is to
demonstrate the feasibility of a bit commitment protocol. The theory was devised by
Stephanie Wehner and Nelly Ng Huei Ying. I was responsible for the experimental
implementation of the protocol and calculation of various experimental parameters.
5.1 Introduction
Traditionally, the main objective of cryptography has been to protect communication
from the prying eyes of an eavesdropper. Yet, with the advent of modern communi-
cations new cryptographic challenges arose: we would like to enable two-parties, Alice
and Bob, to solve joint problems even if they do not trust each other. Examples of
such tasks include secure auctions or the ever present problem of secure identification
such as that of a customer to an ATM machine. While protocols for general two-party
cryptographic problems may be very involved, it is known that they can in principle
be built from basic cryptographic building blocks known as oblivious transfer [118] and
bit commitment [119].
The task of bit commitment is particularly simple and has received considerable
attention in quantum information [120, 121, 122]. A bit commitment protocol consists
of two phases. In the commit phase, Alice provides Bob with some form of evidence,
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that she has chosen a particular bit C ∈ {0, 1}. Later on in the open phase Alice reveals
C to Bob. A bit commitment protocol is secure if Bob cannot gain any information
about C before the open phase and yet Alice cannot convince Bob to accept an opening
of any bit Cˆ 6= C. Lets consider a simple guessing game between Alice and Bob only.
The objective is for Alice to guess the outcome of a fair coin toss. Alice and Bob are
not trustworthy and will try to cheat. They can cheat in two ways - by altering the
guess after the coin toss or by obtaining information about their rivals guess. To avoid
the former, a fair game would need to be binding, while to avoid the latter the game
would need to be hiding. For example, Alice writes down her guess on a slip of paper
and places it in a safe. She then gives the safe to Bob. This scheme is perfectly binding
because Alice no longer has access to her guess in order to alter it. However, it is not
perfectly hiding since Bob could break into the safe. Alternatively, if Alice remembers
her own guess and does not exchange any information before the toss the scheme will
be perfectly hiding but not binding.
As long as we assume that Alice and Bob have infinite powers and capabilities
(limited only by the known laws of physics), it has been shown that it is impossible
(classically or quantum mechanically) to make a scheme that is both perfectly binding
and perfectly hiding [1, 123, 124, 125, 126]. Even though a perfectly secure bit com-
mitment scheme is not possible, we were able to implement a practically secure one.
A perfectly hiding scheme would require an un-hackable safe. This is generally not
possible. So a hiding scheme only encrypts enough of Alice’s message such that Bob
can verify its correctness later. However Alice can hack this encryption and change
her message. Quantum mechanically one could ask why a Quantum Key Distribution
(QKD) type scheme is not both perfectly hiding and perfectly binding. In QKD both
parties share a key so, if Alice and Bob are not honest, then neither can trust that the
shared key is random. Note that in (QKD), Alice and Bob trust each other and want
to defend themselves against an outside eavesdropper Eve. In particular, this allows
Alice and Bob to perform checks on what Eve may have done, ruling out many forms of
attacks. This is in sharp contrast to two-party cryptography where there is no Eve and
Alice and Bob do not trust each other. It is this lack of trust that makes the problem
considerably harder.
Nevertheless, because two-party protocols form such a central part of modern cryp-
tography, one is willing to make assumptions on how powerful an adversary can be
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in order to implement them securely. Here, we consider physical assumptions that
can enable us to solve such tasks. In particular, can the sole assumption of a limited
storage device lead to security [127]? This is indeed the case and it was shown that
security can be obtained if the attacker’s classical storage is limited [127, 128]. Yet,
apart from the fact that classical storage is cheap and plentiful, assuming a limited
classical storage has one rather crucial caveat: If the honest players need to store N
classical bits to execute the protocol in the first place, any classical protocol can be
broken if the attacker can store more than roughly N2 bits [129]. Motivated by this
unsatisfactory gap, it was thus suggested to assume that the attacker’s quantum stor-
age was bounded [130, 131, 132, 133], or, more generally, noisy [134, 135, 136]. The
central assumption of the so-called noisy-storage model is that during waiting times
∆t introduced in the protocol, the attacker can only keep quantum information in his
quantum storage device F. By assuming a limit on the size of the attacker’s quantum
memory we showed that a secure bit commitment protocol is possible [2]. By assuming
that the attacker has a noisy quantum storage we can further increase the security of
our protocol. Otherwise, the attacker may be all-powerful. In particular, he can store
an unlimited amount of classical information, and perform any computation instanta-
neously without errors. Note that the latter implies that the attacker could encode his
quantum information into an arbitrarily complicated error correcting code to protect
it from any noise in his storage device F.
The assumption that storing a large amount of quantum information is difficult is
indeed realistic today, as constructing large scale quantum memories that can store
arbitrary information successfully in the first attempt has proved rather challenging 1.
[137] provides a review of quantum memory and [138, 139, 140] are several recent
works indicative of current advancements. While noting that perpetual advances in
building quantum memories fundamentally affect the feasibility of all protocols in the
Noisy Storage Model, yet we explain below that given any upper bound on the size and
reliability of a future quantum storage device, security is in fact possible - we need to
send more qubits during the protocol.
Let us now explain more carefully what we mean by quantum storage device.
We consider perfectly efficient quantum memories (where no qubits are lost), with
1We emphasize that this model is not in contrast with our ability to build quantum repeaters. For
these, it is sufficient to store e.g. one entangled pair when making several attempts.
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a bounded storage size and fidelity less or equal to unity.
Of particular interest, are storage devices consisting of S “memory cells”, each of
which may experience some noise N itself.
It is intuitive that security should be related to “how much” information the attacker
can squeeze through his storage device. That is, one clearly expects a relation between
security and the capacity of F to carry quantum information. Indeed, it was shown
that security can be linked to the classical capacity [136], the entanglement cost [141],
and finally the quantum capacity [142] of the adversary’s storage device F.
When evaluating security we start with a basic assumption, on the maximum size
and the minimum amount of noise in an adversary’s storage device. Such an assumption
can for example be derived by a cautious estimate based on quantum memories that
are available today 1. Given such an estimate, we then determine the number of qubits
that we need to transmit during the protocol to effectively overflow the adversary’s
memory device and achieve security.
5.2 Protocol and its security
A brief overview of the protocol aids in understanding it better. This paragraph, aided
by Figure 5.1, provides an outline of the protocol. The first steps are similar to a
regular QKD protocol: Alice has a source of polarization entangled photon pairs. Alice
prepares a state and sends one photon of each pair to Bob. Alice and Bob, each,
randomly choose a measurement basis form one of the standard BB84 [21] bases. This
is repeated n times such that Alice has a string Xn of length n. Alice then shares
her choice of measurement basis with Bob. Bob chooses all instances where both their
measurement basis were the same. This allows Bob to create a substring X˜I and a
list of corresponding locations I. Since the communication is one way, Alice has no
knowledge of X˜I or I. The rest of the bit commitment protocol is similar to classical
cryptography. Alice then encodes her information using a type of hashing function and
the syndrome. Ideally the combination of the syndrome and hashing function would be
unique to a given string without revealing the string. Such steps are common practice
1Note that we need a memory that can store arbitrary states on the first attempt. Such memories
presently exist for a handful of qubits.
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for privacy amplification 1. Alice then shares this hash function and syndrome with
Bob, thus committing her secret message to Bob. This constitutes the commit phase
of the protocol. If Bob wanted to cheat he could store all n qubits that Alice sends
and only perform measurements on them after Alice reveals her set of measurement
bases. If there is a limit on either the size of Bob’s memory or on the noise of the
memory then one can show that this protocol can be secure. When Alice reveals the
message to Bob by sending the complete string Xn (i.e. in the open phase) Bob will
compute the syndrome and hash of the string to verify it. If both Alice and Bob are
honest then the only problem is the communication losses (due to the noisy channel
between them). If Bob is honest while Alice cheats then it will be detectable (provided
errors < threshold). The acceptable error rate is calculated based on experimental
parameters and the number of rounds and an analysis can be found in supplementary
material of [2]. For our experiment an error rate of 4.1 % was more than enough to
ensure security. If Alice is honest and Bob cheats, the protocol will work only if Alice
chooses an appropriate error correcting code (Hash function and syndrome). Here
Alice must make this choice based on the length of her message and her assumptions
about Bob’s limited or noisy quantum storage. If both of them are dishonest then
the protocol does not work. The protocol is designed to protect the honest party. A
rigorous description of the protocol is given below.
We consider the bit commitment protocol from [136] with several modifications to
make it suitable for an experimental implementation with time-correlated photon pairs.
In the supplementary material of [2], we provide a general analysis that can be used
for any experimental setup.
To understand the security constraints, we first need to establish some basic ter-
minology. In our experiment, both Alice and Bob have four detectors, each one cor-
responding to one of the four BB84 states [143] (see Section 5.3 and Figure 5.3). If
Alice or Bob observes a click of exactly one of their detectors 2 , we refer to it as a
valid click. Cases where more than one detector clicks at the same instant on the same
side are ignored. A round is defined by a valid click of Alice’s detectors. A valid round
1Privacy amplification is a way of turning a long string x about which an adversary (Eve) knows
some information into a shorter string z about which Eve knows very little. This is usually written as
z = Ext(x).




is where both parties, Alice and Bob, registered a valid click in a corresponding time
window, i.e., where a photon pair has been identified.
First, to deal with losses in the channel we introduce a new step in which Bob
reports a loss if he did not observe a valid click. Second, to deal with bit flip errors
on the channel, we employ a different class of error-correcting codes, namely a random
code1[144]. Usage of random codes is sufficient for this protocol since decoding is not
required for honest parties. The main challenge is then to link the properties of random
codes to the protocol security.
Before we can discuss the correctness and security of the proposed protocol, let us
introduce four crucial figures of interest that need to be determined in any experimental
setup. The first two are the probabilities p0sent and p
1
sent, that none or just a single photon
was sent to Bob respectively, conditioned on the event that Alice observed a round. The
third is the probability phB,noclick that honest Bob registers a round as missing, i.e. Bob
does not observe a valid click when Alice does. Again, this probability is conditioned
on the event that Alice observed a round 2. Finally, we will need the probability perr
of a bit flip error, i.e. the probability that Bob outputs the wrong bit even though he
measured in the correct basis.
Since Alice and Bob do not trust each other, they cannot rely on each other to
perform the said estimation process. Note, however, that the scenario of interest in two-
party cryptography is that the honest parties essentially purchase off the shelf devices
with standard properties, for which either of them could perform the said estimate. It
is only the dishonest parties who may be using alternate equipment.
Let us now sketch why the proposed protocol remains correct and secure even in
the presence of experimental errors. A detailed analysis is provided in the supplemen-
tary material of [2] (see Section D.3 of [2] on how it is applied to our experimental
parameters). In our analysis, we take the storage device F, as well as a fixed overall
security error  as given. Let M be the number of rounds Alice registers during the
execution of the protocol. Let n be the number of valid rounds. In the supplementary
1A random code is one where each entry in the encoding matrix is either 0 or 1, chosen randomly.
2Note that by no-signalling, Alice’s choice of better (or worse) detectors should not influence the
probability of Bob observing a round.
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Alice Bob
Both parties wait for time t.
- Send basis information to Bob. - Compare Alice's basis against his.
- Compute:
- From the bit values recorded, Alice obtains a
  binary string n of length n.
- Observe one side of an entangled photon pair 
  source by measuring polarization of photons 
  in a randomly chosen basis and for each 
  photon records the basis i and bit value i. 
- Send timing  tA of valid clicks to Bob.
- Store w,  r  and   E. 
A.  Commit Phase
Alice and Bob agree on an eror correcting code specified by the parity check matrix H. 
- Check if rounds reported missing by Bob are 
  within acceptable range. If so, continue.
- Inform Alice about missing rounds.
- Observe the other side of the photon 
  pair source by measuring photons in 
  a randomly chosen basis i and 
  records result i. 
- Identify valid rounds by finding 
  matching valid clicks for timings tA.
~
~
1. set                I = { i    [n] | i = i }                  
~
- Compute syndrome w.
- Choose a 2-universal hash function r. 
- Send w and r to Bob.  
- Compute D = Ext( n, r) and send .
  E =   C ⊕  D  to Bob.  
2. substring    I = { i | i    I }
~~
Figure 5.1: Flowchart of the bit commitment protocol commit phase, that allows Alice to
commit a single bit C ∈ {0, 1}. Alice holds the source that creates the entangled photon
pairs. The function Syn maps the binary string Xn to its syndrome as specified by the error
correcting code H. The function Ext : {0, 1}n ⊗ R → {0, 1} is a hash function indexed by
r, performing privacy amplification. We refer to the supplementary material of [2] for a more
detailed statement of the protocol including details on the acceptable range of losses and errors.
Note that the protocol itself does not require any quantum storage to implement.
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Accept commitment. Reject commitment.
Are the checks satisfied?
Alice Bob
B.  Open Phase
- Send n to Bob.  
- Send committed bit C to Bob.
Yes No
- Compute:
   1. syndrome using n and H.  
   2. committed bit A = Ext( n, r)     E.  
- Check that:
1. Syn( n) = w and A = C. 
2. n and I agree except for 
    expected number of errors.
~
Figure 5.2: Flowchart of the bit commitment protocol open phase, that allows Alice to commit
a single bit C ∈ {0, 1}. Alice and Bob may choose to perform the open phase of the protocol
at any time they find mutually suitable. In the open phase Bob can verify the committed bit
based on the information exchanged during the commit phase.
material of [2], it is shown that M and n are directly related to each other, given some
fixed experimental parameters. In particular, n is a function of M and phB,noclick
n ≈ (1− phB,noclick)M . (5.1)
We can now ask, how large does M (or equivalently n) need to be in order to achieve
security. If n is very small, for example if n ≈ 100, it is relatively easy to break
the protocol since a cheating party might be able to store enough qubits. Also many
terms from our finite n analysis reach convergence only for sufficiently large n. As
these terms depend on experimental parameters, security can be achieved for a larger
range of experimental parameters if n is large. By fixing the assumption on quantum
storage size, experiment parameters and security error values, our analysis allows us to
determine a value of n where security is achievable.
Correctness: First of all, we must show that if Alice and Bob are both honest,
then Bob will accept Alice’s honest opening of the bit C. Note that the only way that
honest Bob will reject Alice’s opening is when too many errors occur on the channel.
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A standard Chernoff style bound1 shows that the deviation from the expected number
of perrn errors is not too large.
Security against Alice: Second, we must show that if Bob is honest, then Alice
cannot get him to accept an opening of a bit Cˆ 6= C. In our protocol, Alice is allowed
to be all powerful, and is not restricted by any storage assumptions. If she is dishonest,
we furthermore assume that she can even have perfect devices and can eliminate all
errors and losses on the channel. The analysis of the steps before the syndrome is
sent is thereby identical to [145] (see Figure 5.1 ). The outcome of this step is that
even though Bob reports some bits as missing, Alice can nevertheless not gain any
information about which bits of X are known to honest Bob. This relies crucially on
the fact that Bob’s losses are independent of his choice of measurement basis. The
loss imbalance of a real detection scheme can be dealt with by symmetrizing losses as
outlined in Section 5.5. The properties of the error-correcting code then ensures that
if the syndrome of the string matches and Alice passes the first test, then she must
flip many bits in the string to change her committed bit. However, since Alice does
not know which bits are known to Bob she will get caught with a high probability.
The only difference to the analysis of [136] is that Bob must accept some incorrect bits
since there are indeed some bit flip errors on the channel. We hence use a different
error-correcting code from [136].
Note that if Alice is dishonest, n is nevertheless well defined as the number of rounds
that she declares as valid.
Security against Bob: Finally, we must show that if Alice is honest, then Bob
cannot learn any information about her bit C before the open phase. Again, dishonest
Bob may have perfect devices and eliminate all errors and losses on the channel. His
only restriction is that during the waiting time ∆t he can only store quantum informa-
tion in the device F. Intuitively, the fact that Bob cannot learn about the committed
bit C comes from the fact that his knowledge about Xn as shown in Figure 5.1 is
limited. Privacy amplification with the function Ext removes any knowledge Bob has
about bit C. Our analysis is thereby very similar to [136], requiring only a very careful
balance between the distance of the error-correcting code above, and the syndrome




length. In addition, we employ a novel uncertainty relation which unlike the one used
in [136] allows us to obtain security at reasonable block lengths.
We provide a detailed analysis in the supplementary material of [2], where a general
statement for arbitrary storage devices is included. For the case of bounded storage,
Lemma D.2 in [2] provides a formula telling us how large M needs to be in order to
achieve security against both Alice and Bob, when an error parameter  is fixed. The
total execution error of the protocol is obtained by adding up all sources of errors
throughout the protocol analysis.
The syndrome w (based on the parity check matrix H) would give Bob some infor-
mation about Xn. However we have shown in the supplementary material of [2] that
this is insufficient for Bob to reconstruct the committed bit C.
The case where Alice and Bob are both dishonest is not of interest, because the aim
of this protocol is to perform correctly while both players are honest, and protect the
honest players from dishonest players.
5.3 Experiment
We implement this protocol with a series of entangled photons, with the polarization
degree of freedom forming our qubits. This allows for reliable measurements in two
complementary bases. Basis 1 corresponds to horizontal/vertical (HV) polarization,
and basis 2 to ±45◦ (+-) linear polarization. The polarization-entangled photon pairs
are prepared via spontaneous parametric down conversion (SPDC), collected into single
mode optical fibers, and guided to polarization analyzer (PA) located with Alice and
Bob (see Figure 5.3). Each PA consists of a non-polarizing beam splitter (BS) providing
a random basis choice, followed by two polarizing beam splitters (PBS) and a pair of
Silicon Avalanche Photo Diodes (APD) as single photon detectors in each of the BS
outputs. A half wave plate before one of the PBS rotates the polarization by 45◦ degrees.
This detection setup was used in a number of QKD demonstrations [117, 146, 147].
The SPDC source is similar to [117], with a continuous wave free running laser diode
(398 nm, 10 mW) pumping a 2 mm thick beta Barium Borate crystal cut for type-II non-


























Figure 5.3: Experimental setup. Polarization-entangled photon pairs are generated via
non-collinear type-II spontaneous parametric down conversion of blue light from a laser
diode (LD) in a beta Barium Borate crystal (BBO), and distributed to polarization
analyzers (PA) at Alice and Bob via single mode optical fibers (SF). The PA are
based on a nonpolarizing beam splitter (BS) for a random measurement base choice,
a half wave plate (λ/2) at one of the of the outputs, and polarizing beam splitters
(PBS) in front of single-photon counting silicon avalanche photo-diodes. Detection
events on both sides are timestamped (TU) and recorded for further processing. A
polarization controller (FPC) ensures that polarization anti-correlations are observed
in all measurement bases.
polarization-entangled photon pairs [148]. We collect photon pairs into single mode
optical fibers such that we observe an average pair rate rp = 2997± 82 s−1.
Such a source generates photon pairs in a stochastic manner, but with a strong
correlation in time. Therefore, valid clicks are time stamped on both sides first. In a
classical communication step, detection times tA, tB are compared, and valid rounds
are identified if valid clicks fall into a coincidence time window of τc = 3 ns, i.e., |tA −
tB| ≤ τc/2, similar to [147] with the code in [149]. The visibility of the polarization
correlations in the Singlet state are 97.7±0.6% and 94.7±0.9% in the HV and 45◦ linear
basis. Individual detection rates for Alice’s and Bob’s sides are rA = 23758±221 s−1 and
rB = 22227 ± 247 s−1 respectively. In an initial alignment step, the fiber polarization
controller was adjusted such that we see polarization correlations corresponding to
a singlet state with a quantum bit error ratio (QBER) of about perr = 4.1%. The
QBER is not to be confused with the failure probability of bit commitment protocol.
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Calculations of the latter are explicitly stated in Section 5.4. As reported in our results
section, this quantity is much smaller than the former.





B,noclick. Depending on these probabilities and the desired error
parameter , we choose a particular error correcting code and number of rounds M
needed for a successful bit commitment. To estimate these probabilities out of the
experimental parameters of our source/detector combination, we model our setup by a
lossless SPDC source emitting only photon pairs at a rate rs, and assign all imperfec-
tions (losses, limited detection efficiency, and background events) to the detectors at
Alice and Bob. Since the coherence time of the photons in our case is much shorter
than the coincidence detection time window τc, the distribution of photon pairs in time
can be well described by a Poisson process, which allows an assessment of multiphoton
events. A detailed derivation of bounds for the probabilities is given in Section 5.4, we
just summarize the results necessary for evaluating the security of the protocol:




τc = 5.32± 0.17× 10−4 , (5.3)
p1sent = 1− p0sent − pn>1sent > 0.125± 0.009 , (5.4)
p0sent + p
1
sent = 1− pn>1sent > 0.99947± 0.000017 , (5.5)
phB,noclick = 1− rp/rA = 0.875± 0.009 . (5.6)
Due to small differences in the detection efficiency of the APD and imperfections
in polarization components in the actual experiment, there is an asymmetry in the
probability of detecting each bit in each basis. Furthermore, the beam splitter for the
random measurement basis choice are not completely balanced. A summary of these
imperfections over a number of bit commitment runs is shown in Figure 5.4. This can
be corrected for by discarding rounds until the probabilities for both bits are equal.
Discarded bits can be modeled as losses without affecting the security of the protocol.

























Figure 5.4: Bias in measurements. Solid lines indicate the probabilities P (HV ) of a
HV basis choice for both Alice and Bob for data sets of 250000 events each. Dashed
lines indicate the probability P (H) of a H in the HV measurement basis, the dotted
lines the probability P (+) of a +45◦ detection in a ±45◦ measurement basis. Red
is used to represent the probabilities for Alice while blue represents those of Bob.
These asymmetries arise form optical component imperfections and are corrected in a
symmetrization step.
5.4 Experimental parameters
To analyze our bit commitment protocol in any practical experiment, several proba-
bilities have to be determined. The Table 5.4 summarizes all the probabilities we will
need to estimate. We emphasize that all such probabilities are conditioned on the event
that Alice registers a round, i.e. sees a valid click.
A difficulty in estimating the probabilities of success in a “round” arises from the fact
that generation of photon pairs in a parametric down conversion source is a stochastic
process. Furthermore, losses in the system may occur in the source or in detectors, and
we do not have an easy way of assessing the losses reliably. We thus try to estimate
bounds of the required probabilities for the bit commitment protocol out of observable
quantities both Alice and Bob can agree upon. For this purpose, we model losses and




p1sent Probability that a single photon was sent to Bob.
phB,noclick Probability that honest Bob observes no click.
pdB,noclick Probability that dishonest Bob observes no click.
Note: this value is equal to p0sent, i.e., the prob-
ability that no photons were sent to Bob.
perr Probability that the measurement outcome for
honest Alice and honest Bob is different, when
the same basis is used for both parties.
Table 5.1: Parameters required for security proof of bit commitment. All the above
quantities are conditioned on the event that Alice registered a valid click.
The rates (i.e., events per unit of time) observed at Alice are then given by
rA = ηA(rs + rbA) , (5.7)
where ηA indicates the detection efficiency and rbA a background event rate; a similar
expression holds for Bob. The observed coincidence rate in this model is given by
rp = ηAηBrs + racc , (5.8)
where racc reflects the so-called accidental coincidence rate, caused by detection events
on both sides happening within the coincidence time window τc that are not due to
valid clicks from the same photon pair. This rate can be bounded from observed rates
rA and rB to
racc < r
max
acc = rArBτc , (5.9)
assuming that all detection events on both sides are caused by uncorrelated events.
In our experiment, this quantity would result in a value of rmaxacc = 14.9 ± 0.18 s−1,
and is negligible compared to the observed coincidence rate rs. This quantity was
independently assessed by recording the rate of detection time pairings tA, tB in a time
window that was displaced by τd = 20 ns from the “true” coincidences, i.e., |tA − tB −
τd| ≤ τc [147]. We found a rate of racc = 5.3 ± 3.3 s−1 over the course of several bit
commitment runs. Since racc  rp, we, from now on, neglect these events in the rate
estimations, and interpret their occurrence just as events that increase the error ratio.
To evaluate the probability p1sent that exactly one photon was sent to Bob in the
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Figure 5.5: Model of the experimental setup with an imperfect pair source and detec-
tors. An ideal source generates time-correlated photon pairs with a rate rs and sends
them to detectors at Alice and Bob; losses are modeled with attenuators with a trans-
mission ηA and ηB, respectively. To account for dark counts in detectors, fluorescence
background and external disturbances, we introduce background rates rbA, rbB on both
sides. Valid rounds are identified by a coincidence detection mechanism that recog-
nizes photons corresponding to a given entangled pair. Event rates rA and rB reflect
measurable detection rates at Alice and Bob, while rp indicates the rate of identified
coincidences.
p0sent that no photon was sent to Bob, given Alice has seen an event. This can only
be caused by a background event with Alice. Thus, p0sent equals the probability that a


















= 0.875± 0.009 . (5.11)
Next, we consider the probability pn>1sent that more than one photon has been sent
to Bob, given that Alice has seen an event. This probability is the product of the
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probability that Alice’s event was caused by a photon pair, and the probability that at
least one other photon pair than the one causing the event on Alice’s side was generated
in the coincidence time window τc. From equation 5.10, the first probability is given
by rp/(ηBrA). For the latter, we consider the statistics of photon pairs emerging from
a continuously pumped SPDC source. While light emerging from a downconversion
process is known to follow thermal photon counting statistics, the coherence time of
the photons in our case (0.73 ps for an optical bandwidth of 3 nm) is much shorter
than τc. In this case, the statistics of several photon pairs in the time window τc
follows a Poisson distribution. Since the creation of an additional photon pair is then
independent of the first photon pair, and the probability that no photon pair is created
in τc is given by e
−rsτc , the probability of creating at least one more photon pair is


















The efficiencies ηA, ηB are not accessible directly from the experiment, but can be
bounded by ηA > rp/rB and ηB > rp/rA via 5.7. With this, we can further bound




τc = 5.32± 0.17× 10−4 , (5.13)
which is much smaller than the uncertainty on p0sent. With this, we arrive at




sent = 1− pn>1sent > 0.99947± 0.000017 . (5.15)
Finally, the probability that an honest Bob does not see an event (within the coinci-
dence time window) given that Alice has detected something is the complement to the
probability that Bob sees something given that Alice has seen something. The latter,
by definition, is given by the ratio rp/rA. Thus, we have




In practice, not all detectors have the same efficiency. Losses will be higher for some
detectors than for others. This will lead to imbalances in the choice of basis and the
choice of BB84 encoded qubit. In our protocol, such imbalances affect the security in
two places. First, if Alice is honest but Bob is trying to cheat, such imbalances give
him additional information about which bit or basis was used. His advantage is similar
to the advantage that an eavesdropper in QKD would gain from knowing such extra
information. Second, if Bob is honest but Alice is trying to cheat, having higher losses
in one basis does reveal information to Alice i.e. the basis in which Bob measured.
Because if Bob does not report a loss it is more likely that he used the basis for which
losses occur less often.
We describe a method to deal with such imbalances securely - the same method
can be used to address imbalances on Alice’s and Bob’s side. For simplicity, we outline
the procedure in detail for Alice; exactly the same method can be used to symmetrize
Bob’s detectors. The essential idea is to make all detectors equally inefficient, by
throwing away (i.e., declaring as lost) rounds where detectors with higher efficiencies
registered a click. Note that in our protocol, Alice can discard additional rounds without
consequences for security parameters. Meanwhile, discarding additional rounds on
Bob’s side increases phB,noclick. Detection events combining with such post-processing
procedures, define the occurrence of a valid round. In other words, if a single click
occurred on both sides and was not manually discarded for symmetrizing purposes,
this event is considered a valid round.
In our setup, Alice has four detectors, one for each bit in each basis. Let x, θ label
the detector corresponding to a bit x ∈ {0, 1} in basis θ ∈ {0, 1}. Let pθ denote the
probability that basis θ is chosen, and let px|θ denote the probability that bit x occurs
given basis θ. Finally, let tx,θ denote the probability that Alice keeps bit x in basis θ
when the detector x, θ clicks. That is, Alice discards bit x in basis θ with probability
1−tx,θ even though a click occurred. Our goal will be to determine the tx,θ that renders
Pr[x, θ|keep], the probability that x, θ occurs conditioned on the event that Alice keeps
a particular detection event the same for all x and θ.
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First of all, note that the probability that a particular detection event is not dis-













Ideally, all probabilities are the same, i.e., for all x and θ
Pr[x, θ|keep] = 1
4
. (5.20)
This yields 4 equations, in 3 free parameters since
∑
x,θ Pr[x, θ|keep] = 1. These can
easily be solved for tx,θ.




t1,1 = 0.871353 . (5.21)
Symmetrization on Bob’s side is dealt with in the same manner. This, however, in-
creases the value of phB,noclick, since now an honest Bob deliberately throws away more
clicks. This leads to a new value of
p˜hB,noclick = 1− (1− phB,noclick) · Pr [keep] . (5.22)




t1,1 = 0.662890 . (5.23)
1To calculate these values for symmetrization, we chose a sufficiently large set of data in order to
obtain the parameters to the accuracy shown. A different experimental run would result in different
values for tx,θ.
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The probability of Bob keeping a click during symmetrization is Pr [keep] = 0.729646.
This combining with the initial estimate of phB,noclick gives p˜
h
B,noclick = 0.909, implying
a high amount of losses. Even so, the protocol remains secure due to the fact that the
source provides multiphotons to Bob with an extremely small probability, whenever Al-
ice observes only a single detection event. In other words, p1sent + p
d
B,noclick is extremely
high, as stated in Equation 5.15. In such cases, even a high amount of losses do not
compromise security of the protocol.
Also, it should be stressed that perr should be evaluated for the set of data after
all symmetrization procedures, since there can be bias in the error rates for each bit
and basis. For the set of symmetrized data, perr = 0.0412, in comparison with before
symmetrization, perr = 0.0428. In general perr may increase or decrease after sym-
metrizing the data depending on whether the the errors occurred between the more
efficient detectors or not.
5.6 Results and Conclusion
We have implemented a quantum protocol for bit commitment that is secure in the
noisy-storage model. For this, n = 250 000 valid rounds were used at a bit error rate
of perr = 4.1% (after symmetrization) to commit one bit with an error of less than
 = 2 × 10−5 (see Section D.3 of [2]). This protocol is secure under the assumption
that Bob’s storage size is no larger than 972 qubits, where each qubit undergoes a low
depolarizing noise with a noise parameter r = 0.9. We stress that our analysis is done
for finite n, and all finite size effects and errors are accounted for 1. Our experimental
implementation demonstrates for the first time that two-party protocols proposed in the
bounded and noisy-storage models are well within today’s capabilities. Like so many
experiments in quantum information, our experiment is extremely similar to QKD. We
however, emphasize that the experimental parameter requirements and analysis are
entirely different to QKD. In the supplementary material of [2], we provided a detailed
analysis of our modified bit commitment protocol including a range of parameters for
which security can be shown. Our analysis could be used to implement the same
protocol using a different, technologically simpler setup, with potentially lower error
1The  includes the error in the choice of random code, finite size effects that need to be bounded,
smoothing parameters from an uncertainty relation, etc.
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rates or losses. Our analysis can also address the case of committing several bits at
once. Implementing other protocols in the noisy storage model will be of interest for
future work.
The protocol we have demonstrated can be used in realistic scenarios. The com-
bination of this bit commitment protocol and existing quantum communication pro-
tocols can be used to implement oblivious transfer. Most two party protocols can be
implemented using combinations of bit commitment oblivious transfer and secure com-
munication. In and of itself bit commitment can be used to implement a secure and
fair coin toss which is already of use to the gambling industry.
Finally, note that our analysis rests on a fundamental assumption made in the
analysis of all cryptographic protocols, namely that Alice does not have access to
Bob’s lab and vice versa. In particular, this means that Alice cannot tamper with the
random choices made by Bob, potentially forcing him to measure e.g. only in one basis,




In this thesis I have presented an efficient1 source of polarization entangled photon
pairs and how to detect these photon pairs with minimal loss. One application of our
experiment is a loophole free Bell test, which, as mentioned in a recent editorial by
Wiseman [152], is considered to be a “worthy challenge” in physics.
The source has a corrected heralding efficiency of 86±3.5%˙ 2 (Section 3.4). In
Section 4.5.3 we used Transition Edge Sensors (made by the group of Sae Woo Nam in
NIST with a detection efficiency >98 % [4]), connected to our source via 40 m of optical
fiber, to measure an uncorrected heralding efficiency of 74.2 %.
It is possible to violate a detection loophole free Bell’s inequality using a particular
set of non-maximally entangled states provided that the heralding efficiency exceeds
66.7 % [3]. We have demonstrated (Section 3.2) that our source of entangled pho-
ton pairs is capable of producing such states with a fidelity of 99.3 % in addition to
maximally entangled states with a polarization correlation visibility of 99.4 ± 0.1%.
The significance of a loophole free Bell test has motivated many research groups
to actively pursue projects similar to ours. Table 6.1 shows a comparison between our
work and other similar efforts.
In order to close the locality loophole in a Bell test, we need to implement the choice
of measurement basis during the “time of flight” of the photon from the source to the
detector. To do so we built a fast polarization modulator with a 3µs switching time
and a 99.1±0.6 % transmission (Appendix A).
1Efficiency refers to the pairs to singles ratio also known as the heralding efficiency.
2After correcting for detector losses and background counts.
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91±5 % 200 ns
Table 6.1: Table comparing the various high efficiency sources of photon pairs. We
can see that our source is very similar to the others. Our efficiency after correcting for
the detection efficiency of the APDs is the highest. We also observed a very high arm
efficiency of 81.4 % when measuring with the TESs. We are also capable of producing
non-maximally entangeld states with a high fidelity.
During the course of my work I had the opportunity to work with computer sci-
entists Prof. S. Wehner and Nelly Ng. Together we were able to implement a quan-
tum communication and cryptography protocol useful for secure identification called
bit commitment. Such collaborations between experiments and theory are essential
for real world applications. It was thought that secure bit commitment was impossi-
ble [1]. We assumed limits on an attacker’s quantum memory (i.e. the noisy storage
model) and were able to experimentally implement a bit commitment protocol [2]. This
demonstrated the feasibility of the protocol and led to other experiments. It was later
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demonstrated that absolutely secure bit commitment is possible if we include relativistic
effects [154].
6.1 Future outlook
The TES detectors, fast polarization modulator, and high efficiency source of polar-
ization entangled photon pairs, put together, form a system which is ideal for several
applications. The most important of which, we feel, is a loophole free Bell test. Thus
the natural continuation of this experiment is to work towards performing one. To
that end we are working on reducing the noise seen by the TES detectors and improv-
ing their timing jitter, making a faster polarization modulator, reducing fiber splicing
losses, and physically separating the source, detectors and modulators.
Closing all loopholes in a Bell test is central to implementing several device indepen-
dent protocols like the generation of certified randomness. We are currently working




Usually in quantum communication experiments, Alice and Bob need to choose mea-
surement bases and randomly switch between them. Mechanical switching (by say,
rotating a motorized wave plate) takes a long time (on the order of about a millisec-
ond) and consequently limits communication speeds. Switching measurement bases
faster than 3µs is possible using the electro-optic effect. In order to close the local-
ity loophole in a Bell test, the speed of the switch imposes a limit on the distance
needed between the detectors of Alice and Bob. A fast switch reduces this distance
and consequently the transmission losses in the optical fibers. My supervisor Chris-
tian Kurtsiefer designed and built the high voltage and fast electronic driver for the
polarization modulator presented here.
A.1 Introduction
To switch the polarization of an input state within a few microseconds we cannot use
a mechanical switch. Instead, we utilize the linear electro-optic effect — called the
Pockels effect [156, 157, 158]. In addition to being fast, the polarization switch must
have a very low loss because any loss the modulator has will reduce the overall heralding
efficiency of the source. Further, the spatial/optical distortion, of the input mode, due
to the switch must be small otherwise this may affect the coupling of the output mode
back into the optical fibers. Modulators based on waveguides can be extremely fast.
For example, Melikyan et al., [159] built an electro-optic modulator with a switching
time of about 16 ps. However, the drawback with such waveguide technologies are their
losses. The coupling into and out of these waveguides is nowhere near ideal (typically
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transmission is <90 % [160, 161]). To avoid these losses we utilized bulk crystals. The
absorption losses inside several crystal materials are negligible and the AR coatings
can be made to reduce losses to an acceptable level (less than 0.2 % per surface). Bulk
crystals can also be made with sufficiently large clear apertures to minimize clipping
losses and optical distortions.
The basis choice, for applications like a loophole free Bell test, has to be random,
consequently the modulator must be able to work at a wide frequency range. This
means that we cannot use resonant tank circuits to improve the performance of the
switch at specific frequencies. Although there are many fast electro-optic modulators
available, we only found a few candidates which match all the above criteria at the
same time.
To simplify the driving electronics, it is desirable to have a fast switch capable of
functioning at about 150 V or lower. To achieve this in a bulk crystal with a large
aperture we must increase the crystal’s length. Long (≈ 5–10 cm) crystals of some
materials can be hard to grow and too brittle to handle. The most suitable material
for our Pockels’ cell is Lithium Niobate (LN or LiNbO3). This material is chosen for
its low loss, easy availability in large sizes and large electro-optic coefficients.
A.2 The Pockels effect
The Pockels effect is an electro-optical effect where the birefringence is proportional
to the electric field. The Pockels effect occurs within non-centro-symmetric crystals
which lack inversion symmetry. The electric field can be applied perpendicular to the
crystal optical axis which is in the same direction as the incident light. This geometry is
referred to as ‘longitudinal’. A longitudinal modulator is unsuitable for our needs since
it relies on transparent electrodes at the crystal’s optical end faces. Such electrodes
always induce an additional loss. Instead we use transverse modulators where the
field is applied perpendicular to the optic axis of the crystal. The light propagates
perpendicular to the optical axis of the crystal. Figure A.1 shows a z-cut non-linear
optical crystal with a transverse electric field applied to it.
A comprehensive explanation and derivation of the Pockels effect can be found
in [162]. The effect of an electric field on the birefringence of a crystal is best understood
with the help of the ‘index ellipsoid’ which is a representation of the relative magnitudes
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Figure A.1: Transverse electro-optic modulator. The crystal is z-cut (i.e. its optical axis
is along the x direction) and an electric field is applied along the y axis. Light propagates
perpendicular to the optical axis of the crystal. The index ellipsoid is projected onto the plane
perpendicular to the input laser mode, this projection (onto the xy plane) is shown with green
dashes.
and orientations of the refractive indices. Ideally, in the absence of an electric field a
suitable crystal would be uniaxial i.e. the polarization state of an input optical mode
remains unchanged. In terms of the index ellipsoid, a uniaxial crystal would have a
circular projection of the index ellipsoid (when projected onto the plane perpendicular
to the optical axis)1.

























1In reality, all available crystals are slightly birefringent (i.e. the index ellipsoid has a slight elliptical
projection) but this effect is in our case negligible.
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where nx1 , nx2 , nx3 , are the refractive indices in the directions x1, x2, x3
1 respectively.



























where rij are the electro-optic coefficients of the crystal and the 6×3 matrix of electro-
optic coefficients is the electro-optic tensor. Most materials do not have all 18 elements
of the electro-optic tensor. Several elements are typically 0 due to symmetry of the
crystal. Further, several other elements are related to each other. For LN (the material








The values of these surviving coefficients depend on the wavelength and the fre-
quency of switching. Approximate values for LN can be found in Table A.1. Further
we are only interested in the transverse Pockels cell so we consider only E2. This now
















+ 2r51E2x2x3 . (A.4)
From Equation A.4 we see that in the absence of an electric field it is the same as
Equation A.1 for a uniaxial crystal. Which means that when no voltage is applied
across the crystal, there is no change in the polarization state of an input optical beam.
If we were to write Equation A.4 in the same form as Equation A.1 then, by comparison
we could find new principle axes x′i along which there would be new effective refractive








1The directions x1, x2, x3 correspond to the x, y, z crystal axes.
107
A. FAST POLARIZATION MODULATOR
More details about this can be found in [158]. We can also write the refractive indices
of the crystal with no electric field applied as the refractive index of the ordinary ray
no and the refractive index of the extraordinary ray ne. Applying a static electric field
along the x2 axis of the crystal gives, to a first order approximation, the following
results










n′x′3 = ne .
(A.6)







= n3or22E2 . (A.7)
Equation A.7 clearly shows the linear dependence of the birefringence on the applied
electric field. This is the essential nature of the Pockels effect. There is a phase








where λ is the wavelength of the incident light and L is its length of propagation along













Here d is the distance between the two electrodes used to apply electric field E2. The
voltage V is applied to these electrodes.
A.3 Experiment and results
The largest polarization rotation that we intend to use the fast switch for is from H/V
to L/R (or 90 ◦ on the Bloch sphere)1. This is achieved when Γ is pi2 i.e. when the
applied voltage V is Vpi2 . This voltage is called the quarter wave voltage. Consequently,
1These angles would be optimal for a Bell test with maximally entangled states. For a loophole free
Bell test we would use a non-maximally entangled state whose optimal measurement bases will always
be at angles smaller than those for a maximally entangled state.
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Birefringence ne − no -0.07963
Acoustic
properties
Impedance 19.071 105 gm/cm2
Speed of sound
Quasi-shear wave 4271 m/s
Shear wave 4795 m/s
Longitudinal wave 7316 m/s


















of our crystal at 810 nm
High frequencies 78 V
Low frequencies 39 V
Table A.1: Properties of Lithium Niobate (LN). LN is the material we use to make a fast
electro-optic polarization switch. This table shows some of its important properties.
The quarter wave voltages are calculated for a z-cut 100 mm long 1.5 mm thick crystal,
according to Equation A.10.
a demonstration of a working and a suitable fast Pockels cell can be done by applying
a quarter wave voltage pulse and showing the polarization rotation from the HV to the
LR basis or vice versa.
We investigated a self built modulator using a LN crystal and a commercially avail-
able one using Magnesium Oxide (MgO) doped LN crystals. The experimental setup,
alignment procedures are identical in both cases. The performance of the two devices
varies as do their operating voltages, and mechanical housings. In Section A.3.1 I
shall talk about the experimental setup and alignment which is identical for the two
modulators. The self bulit modulators had a better transmission than the commercial
ones. They are discussed in more detail in Section A.3.2. Section A.3.2 also contains
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Figure A.2: The fast polarization modulator consists of a z-cut Lithium Niobate crystal placed
between two electrodes. When a high voltage is applied across the crystal, the electro-optic
effect causes a rotation in the output polarization. For testing and characterizing the crystal it
is placed between two Polarizing Beam Splitters (PBSs). A Quarter Wave Plate (QWP) can
be used to ensure a circular input polarization.
The experimental setup to characterize the fast polarization modulators is extremely
simple and shown in Figure A.2. It consists of an input light beam which is polarized
by a Polarizing Beam Splitter (PBS). The desired input polarization is then controlled
by adjusting a Quarter Wave Plate (QWP) The fast modulator consists of a crystal
placed between two electrodes and connected to a self built driver. The modulator is
placed such that the input beam goes through the crystal perpendicular to the optic
axis of the crystal. Another PBS at the output along with a photo-diode (detector) is
used to analyze the output polarization state.
The alignment of the crystal consists of two steps. First, one makes sure that the
light passes through the crystal with minimum loss. This is done by focusing the input
mode such that there are no losses due to clipping of the beam. At the same time
care must be taken to ensure that the beam profile inside the crystal is as uniform as
possible. This is achieved by increasing the focal spot size such that the Rayleigh range
is much longer than the crystal. For a 100 mm long and 1.5 mm thick crystal, we used a
beam waist of 180µm with a Rayleigh range of 126 mm. The calculated clipping losses
for this beam is ≈ 0.5 %.
110
A.3 Experiment and results
Figure A.3: The conoscopic pattern seen when the axis of the crystal is correctly aligned with
the input beam. The pattern is also known as an isogyre. To see this pattern we illuminated
the crystal with a diffuse laser beam. The axes of the crystal can be identified by the Maltese
cross pattern.
Second, the crystal should be aligned such that the input beam is perpendicular to
the optical axis of the crystal. This can be achieved by looking for the conoscopic pat-
tern. This pattern is shown in Figure A.3. The pattern is obtained when the crystal is
correctly aligned with respect to the optical beam. To see this pattern, the birefringent
crystal was placed between crossed polarizers and was illuminated by a diffuse beam.
The optical axis of birefringence is clearly apparent in the image, as it is indicated by
the symmetry of the cross like pattern formed by the dark fringe. In our experiment,
the optical axis is parallel to the entry and exit surfaces (i.e. perpendicular to the
direction of propagation). This is why the interference pattern consists of two sets of
hyperbolas rotated by 90◦ with respect to each other [163]. The real/transverse axis of
one hyperbola is set parallel to the optical axis while that of the other is perpendicular.
Applying a voltage to the crystal at this stage will cause the hyperbolas to move closer
or further away from the center. Typically we perform this alignment step using diffuse
light. A piece of translucent scotch tape introduced into the path of the input beam is
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enough to sufficiently diffuse the light.
A.3.2 Acoustic ringing during fast polarization modulation
Using the values given in Table A.1 we can see that the quarter wave voltage for
LN which is 1.5 mm thick and 1 mm long, is 7800 V. A practical constraint in the
development of a fast polarization modulator is the electronics needed to drive it.
Particularly, the transistor needed to quickly switch such a high voltage. Further, the
crystal has an effective capacitance and the current needed to quickly modulate the
high voltage across our crystal is about 5 A. The quarter wave voltage can be reduced
by either decreasing the thickness of the crystal or increasing its length. If we decrease
the thickness of the crystal too much it can be difficult to couple light into and out of
the crystal with a low loss, so we increased the length of the crystal to 100 mm. This
decreased the quarter wave voltage to 78 V.
The crystal used was a 1.5 mm × 10 mm × 100 mm LN crystal. The 10 mm width
of its rectangular cross-section was used to increase the mechanical durability of the
brittle and long LN crystal. The crystal was z-cut i.e. the direction of propagation
of light was along the z-axis of the crystal. The optical axis was perpendicular to the
z-axis. The 10 mm × 100 mm surfaces were gold coated and acted as the electrodes for
the Pockels cell.
The LN crystal was AR coated at 810 nm with a specified loss of less than 0.2 %
per surface. When measured the crystal had a transmission of 99.1 ± 0.6 %.
We first used the LN crystal resting on a printed circuit board without mechanical
strain. The electrical contacts were secured with conductive copper tape. The driver
circuit was connected to the crystal and supplied with current. The crystal was aligned
as above. The input polarization was set to Vertical (V). The detector was placed in the
Horizontally (H) polarized output arm of the analyzing polarizer. A bias voltage equal
to the quarter wave voltage was applied to rotate the polarization to Left circularly
(L) polarized output. This voltage was reduced off by the driver to rotate the output
polarization.
The driver was connected to a function generator that produced a 200 ns wide
trigger signal once every ms. When the driver received the trigger pulse it would, for
the duration of the trigger, drop the voltage applied by 24 V. This voltage is smaller
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than the quarter wave voltage but is enough to see the electro-optic effect. The results
are shown in Figure A.4.
V
L








Figure A.4: Optical response of a 100×10×1.5 mm3 LN crystal, mounted without mechanical
strain on a circuit board. At time 0 a voltage pulse of 24 V amplitude was applied to the crystal
for 200 ns. The output polarization oscillates due to the effects of the acoustic waves. With no
additional mechanical or electrical damping the acoustic waves took a long time (> 90µs) to
die out.
At time 0 a 24 V pulse was applied to a LN crystal for a duration of 200 ns. Im-
mediately after the pulse the polarization of the output changed until it was almost
Vertically (V) polarized. Since we applied a voltage less than the quarter wave volt-
age, the polarization rotation caused by the LN modulator was not enough to change
the L polarized light to V polarized. This can be seen by the sharp dip at time 0 in
Figure A.4. This is the desired change. However, the output polarization continued to
oscillate for about 90µs afterwards. This oscillation of the output polarization means
that the switch takes a very long time to settle into a steady birefringent state. Since
we require a polarization modulator that can completely switch the polarization state
within a few ns, these oscillations that take several µs to die out must be damped
(If not, the effective switching time is too long for use in our loophole free Bell test
experiment).
The oscillations seen in Figure A.4 are caused by acoustic waves in the crystal and
this phenomenon is often called acoustic ringing. Any material that is suitable for the
Pockels effect is also piezoelectric in nature. Thus, the application of a quick electric
pulse causes the crystal to vibrate. These vibrations cause the output polarization to
oscillate due to the acousto-optic effect. The amplitude of the vibrations in polarization
slowly dies out because the acoustic wave is damped.
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The frequencies observed in the polarization oscillations correspond to the physical
dimensions of the crystal. Wang et al., [164] showed that acoustic waves are generated
in directions both parallel and perpendicular to the applied electric field. Further they
said that it is important to damp both. The frequencies observed in the polarization
fluctuations are consistent with this. We observe two frequency components compatible
with sound waves along the 1.5 mm height of the crystal and the 10 mm width of the
crystal. We do not observe an oscillation frequency compatible with the 100 mm length
of the crystal. Such a frequency would be very difficult to observe.
Many electro-optic devices solve the issue of acoustic ringing in several ways [165,
166]:
• Waveguide structures are so small that their quarter wave voltage is a few volts.
This drastically reduces the amplitude of sound waves caused by the piezo-electric
effect. Further, waveguides are typically smaller than the wavelength of the acous-
tic waves and are often set in bulk media with similar acoustic properties. Thus
any sound waves generated do not affect the optical signal. Unfortunately the
coupling losses [161] ( 5 %) into such waveguides render them unsuitable for
our purpose.
• Many electro-optic devices avoid acoustic ringing by shaping the crystal to scatter
sound waves. The simplest way is to cut all end faces at an angle such that the
sound waves are reflected out of the crystal. Unfortunately, we cannot use this
technique because the angled faces can cause distortions in the optical mode which
reduce the coupling back into a fiber.
• Embedding the crystal in a medium with similar acoustic impedance is also a
common way of mechanically damping out the sound waves (see Figure A.5).
• Electronic filters can be used to remove energy from the crystal at particular
frequencies (see Figure A.7).
To mechanically damp an acoustic wave one must allow the wave to propagate into
another medium where it can be scattered. Ideally the other medium would have a
similar acoustic impedance. We tried to sandwich the LN crystal in between larger
slabs of LN. Since, we can be sure of a good acoustic impedance match. This did not
help because LN is not electrically conductive and could not be used as electrodes.
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Figure A.5: Mechanical damping of the acoustic ringing was achieved by sandwiching the
LN crystal between two large copper blocks. The polarization switching time is reduced to
about 15µs. The topmost graph shows the trigger pulse. The drive voltage applied across the
crystal is shown in the middle graph. The bottom most graph shows the optical response of
the polarization modulator.
Introducing thin copper electrodes provided a boundary with an impedance mismatch.
Although this increased the damping the reduction of the acoustic ringing was not large
enough. Another method was to surround the crystal with LN powder and compact the
powder all around the crystal. We attempted this with both LN powder and Manganese
Oxide (MnO) which also has a similar impedance (18.91×105 gm/cm2 s for MnO and
19.07×105 gm/cm2 s for LN). We used powder because we believed that the many
granules would better scatter any acoustic waves they absorbed. This approach also
failed. We had to compact the powder around the crystal in order for the sound waves
to travel into the surrounding medium. However this resulted in the breakage of the
brittle LN crystal.
Copper has an acoustic impedance (20.21×105 gm/cm2 s) only slightly larger than
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Figure A.6: Using this RLC filter on the drive voltage line, we were able to reduce the
acoustic ringing as can be seen in Figure A.7. The electrical damping was done in addition to
the mechanical damping by two copper slabs.
LN. We used two large copper slabs (11 mm × 11 mm × 100 mm) to sandwich the
LN crystal. These copper slabs were connected to the driver circuit and formed the
electrodes of the Pockels cell. A good contact between the copper slabs and crystal was
ensured by a thin layer of Arctic Silver - an electrically conductive silver nano-particle
paste. Plastic clamps were used to secure this sandwich in place and apply a firm and
uniform pressure.
Figure A.5 shows the result of mechanical damping using two large copper blocks.
The crystal is aligned in the same way as before. A DC bias voltage of 15 V was
applied to the crystal. The input polarization was then rotated such that the output
polarization was L. At time 0 a function generator produces a trigger pulse which is
fed to the driver. This trigger pulse is shown in the topmost graph of Figure A.5. For
the duration of the trigger the driver reduces the voltage across the crystal. We used
a probe connected to the electrodes of the crystal to measure the change in the drive
voltage. This value is seen in the middle graph. Once again by measuring the intensity
of light incident on the photo-diode we measure the polarization state of the output.
From Figure A.5 we can clearly see that the oscillations in the output polarization
die down much quicker (in about 15µs as opposed to about 90µs in Figure A.4). This
shows the utility of sandwiching the LN crystal between large copper slabs.
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Figure A.7: Electronic damping of the acoustic ringing. The same sandwiched structure as
before was subjected to electrical damping. We used RLC filters on the high voltage drive lines.
These filters were designed to damp the acoustic resonance frequencies. The topmost graph
shows the trigger pulse. The drive voltage applied across the crystal is shown in the middle
graph. The bottom most graph shows the optical response of the polarization modulator. There
is significant reduction of the acoustic ringing which is now suppressed after about 4µs.
We were not able to completely eliminate all acoustic ringing. We could only place
copper slabs above and below the crystal. We could not place copper strips along
the length of the crystal because it could have shorted the two terminals of the fast
polarization modulator. Due to mechanical constraints we could not damp these vi-
brations along the width of the crystal using some other material. Even though the
acoustic impedances of LN and copper are similar they are not the same thus there is
always some reflection at the boundary. The copper blocks and the LN crystal formed
a distinct boundary with two different lattice structures, so the transfer of acoustic
vibrations into the copper was not always perfect. Acoustic waves propagating in the
LN crystal can travel in several modes. The surface waves (Rayleigh waves) are best
coupled into the copper. However, modes like the shear waves and plate waves are not
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so well coupled.
To further reduce the acoustic ringing we can try to electrically damp these oscilla-
tions. We introduced an RLC filter along the drive voltage line as shown in Figure A.6.
This was in addition to the mechanical damping discussed earlier. The filter used was a
band stop filter with a center rejection frequency of about 1.4 MHz. This is close to the
resonance frequency of the acoustic waves. The filter we used was over damped with
a damping ratio of 5.7 and an attenuation of more than -40 dB at the center rejection
frequency.
The results of electrically damping the acoustic ringing are shown in Figure A.7. It
can be seen that the amplitude of oscillation of the polarization state is smaller than
before with just mechanical damping (see Figure A.5). The duration of the ringing is
reduced to about 3µs.
A.4 Conclusion
We currently have a modulator capable of switching in 3µs. Work is ongoing to reduce
this even further.




Measurement of Gaussian beams
The high efficiency source of polarization entangled photon pairs requires a good mode
overlap between the pump and collection modes. As such it is important to measure
the beam profile and focusing parameters (beam waist, and its position). The method
used for these measurements is outlined in this Appendix. This appendix does not
contain any original contribution.
B.1 Gaussian beams
The transverse electric field intensity of a Gaussian beam is well approximated by a
Gaussian function. Mathematically, a Gaussian beam is a solution to the paraxial
form of the Helmholtz equations. The behavior of a Gaussian beam, at any point (z)
along the propagation of the beam, can be described by its spot size (ω(z)), radius of
curvature (R(z)) and Gouy phase. For a focused Gaussian beam, the smallest ω(z)
is called the waist ω0. The position of this waist is at z0. The intensity or irradiance
distribution (I) can be written as a function of z and the radial distance from the center
axis of the beam as











where I0 = I(0, 0) is the intensity at the center of the beam waist (ω0). Further, ω(z)
is the radius at which the intensity drops to 1
e2
of its axial value.























Figure B.1: Sample measurement of a beam radius made by moving a blade out of the beam.
This graph shows the beam profile in the vertical direction for the left collection arm at a
distance of about 30.8 cm away from the fiber. The solid line is the fit and the circles are the
measured values. The beam radius of this data is 257± 1.5µm.





To ensure that ω(z) is approximately uniform throughout the length of the crystal
(L), we ensure that zR  L.
B.2 Waist measurement
To measure ω0 and z0 and to verify the Gaussian beam profile (I(r, z)) of both the pump
and collection modes we measured ω(z) at at least four different locations. Fitting them
to Equation B.2 we obtain ω0 and z0. The presence of an aperture can distort the mode,
thus, we only measured the beam size before the crystal. We also took into account
the increased path length due to the various optical components (like the Glan-Taylor,
PBS, PPKTP crystal, etc.).
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Each measurement of the beam size was made by moving a knife edge perpendicular
to the beam. We placed the knife edge such that it completely blocked the beam at a
location z. We then moved the knife in steps of 10µm. After each step we measured
the power in the unblocked portion of the beam using a photo-diode. For a beam with
a Gaussian profile the resultant power vs. knife position graph was in the shape of
an error function1. We fit the data obtained to an error function and obtain ω(z).
Figure B.1 shows one such measurement and fit. To verify that the beam profile is
Gaussian, we can repeat the measurement by moving the knife in two perpendicular
directions (both perpendicular to the direction of propagation of the beam).
Figure B.1 is an example, this data was taken for collection arm Main 1 (see Fig-
ure 3.2) at a distance of 30.8 cm from the fiber.
1The error function, also known as the Gauss error function, is the integral of the Gaussian beam
profile in one dimension.
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Appendix C
Alignment of the high efficiency
polarization entangled source
The key to obtaining a high efficiency is correctly engineering the mode overlap be-
tween the pump and the collection modes and eliminating losses. The correct focusing
of the pump and collection modes is crucial to attaining a high heralding efficiency (see
Section 3.3.2). The spatial overlap of the pump and collection modes is just as critical.
The alignment procedure of the high efficiency source is outlined here. For portability
we built the source on top of an optical breadboard. I developed this alignment proce-
dure to ensure a high efficiency and visibility form the source of polarization entangled
photon pairs presented in Chapter 3.
1. Starting from an empty breadboard, the first step was to mark the approximate
locations of all components. We chose the distance between the pump and crystal
(1.35 m) and collection optics and crystal (0.63 m) to be the same as the single
pass experiment. Hence we could use the same focusing conditions described in
Section 3.3.
2. As shown in Figure C.1, we started the alignment by placing the optics for the
collection arm Main 1. An AR coated fiber was used with an aspheric lens to
collimate light from an 810 nm laser. To direct the beam we used a dichroic
mirror, from Lattice Electro Optics, which is highly reflective (R>99.8 %) for
810 nm and transparent (T> 99 %) for 405 nm. The coatings were designed for a
22.5 ◦ angle of incidence and are made from fused silica to avoid fluorescence due
to the UV pump.
122
1. Mark positions of components
2. Place collection coupler Main 1
3. Insert DSPBS
4. Insert the dichroic mirors
4. Place one mirror on a translation stage
Figure C.1: The Figure shows the first few steps in the alignment of the high efficiency polar-
ization entangled source. We first marked the locations of the components on the breadboard.
We then placed collection fiber Main 1, it’s collimator and a mirror after which we introduced
the Downconverted Sagnac PBS (DSPBS). After which we complete the Sagnac loop by placing
two mirrors, symmetrically, to form a triangle with the PBS at one corner.
3. We then placed the Downconverted Sagnac PBS (DSPBS) (as shown in Fig-
ure C.1). This is the PBS which is used to interferometrically recombine the
two downconverted paths.We used an, optically contacted, fused silica PBS from
AG-optics; AR coated at 810 nm with less than 0.2 % loss per surface. The ex-
tinction ratio of this PBS was 300:1 for all1 ports. The PBS was placed in the
beam and leveled such that both output beams were parallel to the surface of
the breadboard. The PBS was placed perpendicular to the input beam and its
extinction ratio verified.
1Typically a PBS consists of two right angled prisms glued together with the polarization selective
coating on the hypotenuse surface of one of the prisms. The best extinction ratio of such a PBS is
obtained when the incident light reaches the polarization selective coating without passing through the
glue. In our setup, the PBS and the Sagnac interferometer are aligned using one port as the input.
However, when the crystal is pumped from two directions, two other ports of the PBS serve as input
ports. For a good alignment, it is desirable to have an optically contacted PBS (without glue) that has
the same extinction ratio for both the transmitted and reflected arm irrespective of the input direction.
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Figure C.2: Alignment of the Sagnac interferometer. A film polarizer at 45 ◦ is used to project
the H and V polarized components on to the same polarization basis. The fringes are expanded
by a lens and projected onto a screen. See alignment steps 5, 6 and 7.
4. We then complete the Sagnac loop by adding two dichroic mirrors so as to form
a right angled isosceles triangle with the PBS at the right angled apex. This
is depicted in Figure C.1. It is useful, but not necessary, to place one of these
mirrors on a translation stage. This results in a better degree of control when
aligning the Sagnac interferometer. These mirrors are the same as those described
in alignment step 2. We are not sensitive to losses in pump power as long as the
mode remains undistorted.
5. To align the Sagnac interferometer, we first placed a HWP in the collection arm
Main 1 and rotated it such that the optical power in the two output arms of
the PBS are equal. We then visually overlapped the two beams from the two
output ports of the PBS. This was done using a translucent piece of paper to see
both beams at once. For the initial alignment of the Sagnac interferometer, we
overlapped the beams by horizontally tilting the mirror upon a translation stage
and compensating by moving the stage. This allowed us to find the position at
which both mirrors formed an isosceles triangle. This adjusts the beams horizon-
tally, for the vertical alignment we tilted one mirror and compensated by tilting
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the other mirror. To observe interference fringes, we placed a film polarizer at
the output of the PBS. The polarizer was rotated to 45 ◦ such that the H and
V polarized light at the output of the PBS would be projected on to the same
polarization basis. This allows the two modes to interfere. The fringes produced
are enlarged and imaged onto a screen by a lens. The mirrors are adjusted such
that we observe the central/zeroth fringe. The setup for aligning the Sagnac loop
is shown in Figure C.2. When aligning the Sagnac, the interference observed is at
the location of the polarizer. If the beams overlap at the location of the polarizer,
but have a small angle between them, then we will also observe the fringes. To
ensure the beams are overlapped everywhere, we must observe the zeroth fringe
with the polarizer in at least two different and distant locations.
6. The PPKTP crystal was mounted inside its oven (see Figure 3.12) and placed
on top of a 5 axis translation mount (9082 from Newfocus). The crystal was
placed such that its center corresponded to the midpoint of the Sagnac loop. We
adjusted the crystal for maximum transmission of the 810 nm beams. We also
ensured that these beams passed through the center of the crystal.
7. After inserting the crystal the Sagnac interferometer must be realigned. While
looking at the fringe pattern we tweaked the pitch, roll and yaw of the crystal
till we were once more at the central/zeroth fringe. This ensures that the crystal
surfaces are perpendicular to the beams.
8. As shown in Figure C.3, we removed the polarizer, lens and screen used to observe
the interference pattern and coupled the output from the Sagnac into collection
fiber Main 2. Like collection fiber Main 1, this fiber is also single mode at 810 nm
and AR coated on one end. To reduce the amount of UV we once again use a
dichroic mirror. The coupling into collection fiber Main 2 is about 95 %.
9. We use a 405 nm 10 mW Ondax laser diode as the pump. We coupled the pump
into a single mode polarization maintaining fiber after passing it through an
anamorphic prism pair and through an optical isolator. The output of the fiber is
connected to the source via a Blue Glass (BG) filter and a Glan-Talor polarizer.
As discussed in Section 3.3.2 the pump was focused using a telescope. The pump
was directed into the crystal and aligned such that it visually overlaps the 810 nm
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8. Insert and couple collection fiber Main 2




10. Insert a PBS to split the pump
and a motorized HWP to balance the power.
the pump into the crystal
DSPBS
Main 1
Figure C.3: After aligning the interferometer we coupled the light into the other collection
fiber. We also aligned the pump, fiber coupled it and adjusted the focus. The focus of the
pump was set to be 265µm and was centered in the crystal. We then inserted a PBS in the
pump’s path to split the pump into two arms. Both pump arms were aligned independently to
overlap with the 810 nm beams.
beam. Figure C.3 shows how we control the position and direction of the pump
beams by inserting two mirrors.
10. To pump the crystal from both directions we need to split the pump. This is
achieved by inserting a PBS as shown in Figure C.3. We also insert a motorized
HWP before this PBS. By rotating the HWP we can control the relative pump
intensities in each pump arm. The reflected arm of the PBS is V polarized.
However, downconversion in our crystal requires the pump to be H polarized. We
use another HWP at 45 ◦ for this purpose. Using mirrors, we direct this pump
beam (the upper pump arm in Figure C.3 along the 810 nm beam and through
the crystal.
11. Both the collection fibers were connected to APDs (see Figure C.4). The signals
from the APDs were connected to a coincidence detection circuit. We walked the
pump beams, one at a time, to observe downconverted pairs. We then inserted
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Interference Filters (IFs) to reduce uncorrelated counts. The IFs are custom made
by Semrock to have a transmission of more than 98 % at 810 nm with a bandwidth
of 5 nm. They block all other frequencies from 350 nm – 1120 nm by a factor of at
least 10−6. At 405 nm they have a transmission of at most 10−7. After inserting
the IFs we continue to walk the pump arms to maximize the heralding efficiency.
12. Section 3.5 describes the wavelength tuning of the source. We adjust the temper-
ature of the crystal for degenerate downconversion wavelengths.
13. In each collection arm we insert measurement polarizers (see Figure C.4). These
consist of a motorized HWP followed by a PBS. By rotating the HWP we can
measure in any linear polarization basis. The PBSs used were manufactured by
Linos and have an extinction ratio of 1000:1 in the transmitted arms. The trans-
mission through these PBSs is >99.5 %. We first inserted the PBSs and aligned
them perpendicular to the collection modes by looking at the back reflection from
the co-propagating 405 nm light. A finer adjustment of their alignment was made
so as to maximize their extinction ratio. We then inserted the motorized HWPs.
We used true zero order single plate HWPs AR coated to have a loss of less than
0.2 % per surface. It is important to use polarizers with a high transmission and a
high extinction ratio. Further care must be taken to ensure that these polarizers
do not distort the mode of the downconverted light as this increases the coupling
loss into the single mode collection fibers.
14. Once the HWPs are inserted we need to calibrate them. To do so we use the
downconverted signal. We pump from one direction only and rotate the HWPs
while measuring the number of pairs. We fit the collected data to obtain the
position of the minimum. Depending on the direction in which we pump this
position is either 0 ◦ or 45 ◦.
15. An additional 300 mm focal length lens is used in each collection arm to help
focus the collection modes (see Figure C.4). The position on these lenses was
adjusted until we obtained the desired focusing conditions. This lens along with
the aspheric lens used in the fiber coupler forms a two lens telescope that allows us
to optimize the collection focus. Section 3.3.2 explains how we do this. Once this
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Figure C.4: We connected APDs to the collection fibers and observed downconverted pairs
(see Figure C.4). After which, we inserted measurement polarizers into the collection arms.
We calibrated these polarizers and then inserted a HWP inside the Sagnac loop. Using an
additional lens we then optimized the focusing of the collection modes. A phase plate was
introduced into one of the pump arms. Auxiliary (Aux) collection fibers were coupled and
connected to APDs.
step was completed we observed a high heralding efficiency. Further alignment of
the source only improved this efficiency by a couple of percent.
16. To achieve entanglement, it is necessary to have a HWP inside the Sagnac loop
(see Section 3.2). At this stage we insert a HWP into the Sagnac loop (see
Figure C.4). This HWP must be set at 45 ◦ such that it converts H to V and
vice versa. To align the interferometer this HWP must be set to 0 ◦ (since at 45 ◦
all input light is effectively retro-reflected). Thus, any wedge error or tilt of this
wave plate will ruin the visibility of the interferometer. Which in turn adversely
affects the polarization correlation visibility of the source. We mounted the HWP
on a tip tilt rotation mount to reduce such effects.
17. With the Sagnac HWP in place we once again aligned the Sagnac interferometer.
We used a temporary mirror in collection arm Main 2 to observe the fringes.
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While aligning the Sagnac, we tilted/rotated the DSPBS and compensated by
moving/tilting the mirror mounted on a translation stage. After realigning the
Sagnac loop we rotated the Sagnac HWP to 45 ◦.
18. The free output ports of the measurement polarizers are coupled into single mode
fibers and connected to APDs. These are called the auxiliary fibers/detectors and
are labeled Aux in Figure C.4. The auxiliary detectors provide a signal for locking
the phase of the generated state. The main collection fibers can be connected to
the TES detectors to observe a ≈ 75 % efficiency.
19. A phase plate consisting of a 0.1 mm thick and 12.2 mm diameter glass microscope
cover slip was used to adjust the phase of one pump arm with respect to the
other. The phase plate is mounted on a motorized rotation stage that tilts it
with respect to the pump beam. Details on phase locking the source can be
found in Section 3.2.3
20. To correct for minor alignment issues and improve the efficiency of the source
by about 2 % we aligned the source by following an iterative cyclic procedure.
First we walk the upper pump for the highest rate of pairs and then we walked
collection Main 1 followed by collection Main 2 for the highest efficiency. We
then walk the lower pump for the highest efficiency. We repeated these steps
until there was no further improvement in efficiency.
21. To ensure that we are at the optimum focusing conditions we make minor adjust-
ments to the pump focus and compensate by adjusting the collection focus. For
each adjustment of the collection focus we repeat step 20. We also measure the
focusing of the pump and collection modes to ensure that the beam waists are all
centered in the crystal. Further, we measure the efficiency from both the upper
and lower pump arms to verify that they are the same.
22. We now adjust the coupling into the auxiliary detectors and verify the alignment
of the source by testing the visibility, phase locking, efficiency, etc.
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Appendix D
Calibration of APD detectors
The measured efficiency of our source was limited by the losses in the Si APDs we used.
Calibrating these and other losses allows us to find the mode coupling efficiency of our
source. It also allows us to estimate the expected heralding efficiency while using TES
detectors. As described in Section 4.3 we measure the detection efficiency of our APDs
using a procedure similar to [91]. Our detector consists of the diode enclosed in its
housing and cooled to a set temperature along with the multimode fiber it is pigtailed
to and the associated control electronics. The detector is connected to the source of
polarization entangled photon pairs via a fiber to fiber join. We define the detection
efficiency of the APD to mean the ratio of the number of detection events (seen by the
electronics) to the number of photons injected into the APD’s multimode fiber through
this fiber to fiber join. The photo diodes we used for experiments presented here were
calibrated in ASTAR. All other measurements presented here were performed by me.
We calibrate our APDs at 810 nm and correct for the background counts. To apply
a correction for the background counts, we first measure them by blocking the light
near the input laser and then subtract this value from the signal counts. In doing so we
ignore afterpulsing effects1. Nevertheless, we typically operate our APDs at very low
count rates (≈ 10,000 /s). Consequently, the effect of afterpulsing can be neglected.
The setup to measure the detection efficiency of an APD is shown in Figure D.1(a).
We started with one bolometrically calibrated Si photo-diode (CPD). This photo-diode
was calibrated by the National Metrology Center in A*STAR, Singapore [168]. The
photo-current seen by the photo-diode depends on the size of the incident beam, the







BS output arm 2







Figure D.1: Above: Schematic of the setup used to characterize APDs. CPD is a bolometrically
calibrated Si photo-diode. BS is calibrated beam splitter, with two output arms. Arm 1 is
attenuated by ND filters and coupled to the test APD. Arm 2 is used as a reference for the
input power. Below: A photograph of the same setup.
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D. CALIBRATION OF APD DETECTORS
angle of incidence, wavelength, and surface quality of the photo-diode. The photo-
diodes we used were Hamamatsu S5107 with a surface area of 1 cm2. The chosen
photo-diodes had a very clean and scratch free surface. They were mounted onto a
cage system in a manner designed to repeatedly ensure the same angle of incidence (see
Figure D.1(b) for a photo of the experimental setup).
Before we can calibrate our APDs we must first calibrate losses in the other optical
components we use, to do so we require two calibrated photo diodes. The process of
transferring the calibration form our one calibrated photo diode – CPD onto another
photo diode (PD2) involves the temporary use of a third and Uncalibrated Photo
Diode – UPD. The transfer of calibration from CPD to PD2 was the first step in the
process of characterizing the APDs. We used an 810 nm grating stabilized diode laser
coupled into a 780-HP singlemode fiber. The output from the fiber was collimated
using an aspheric lens attached to a cage system. The polarization of this mode was
set to H using a fiber polarization controller1. The light was split using a (as of yet
uncalibrated) non polarizing Beam Splitter (BS). One output of the BS (arm 2) had
the third and uncalibrated photo-diode (UPD) while the other output of the BS (arm
1) had alternatively, either CPD or PD2.
The photo-current from each photo-diode was measured by a HP-3458A ammeter
with a precision of 1 pA (The photo current from the photo-diodes was a few µA.). We
averaged over 200 measurements, the integration time for each was set to 40 power line
cycles (approximately 0.8 s). One output port of the BS (arm 2) was used to monitor
and correct for laser power fluctuations using UPD. On the other output port (arm 1),
we alternatively attached CPD and PD2. By comparing the current from CPD and
PD2, we transferred the calibration of one on to the other.
The second step was the calibration of the BS splitting ratio. With the input
polarization kept constant, we used the two calibrated photo-diodes (CPD and PD2)
on either output of the BS to determine its splitting ratio.
We used five ND filters to attenuate the laser to a single photon level. The filters
we used had a transmission of (calibrated values) 0.33 %, 0.0085 %, 0.037 %, 0.165 %
and 0.0017 % with a relative error of about 0.5 % each. The ND filters were sufficient
1The splitting ratio of a non-polarizing Beam Splitter (BS) is, in most cases, dependent on the
input polarization. Repeated checks to ensure that there were no large drifts in the polarization and
consequently changes in the BS splitting ratio were carried out
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to reduce a 190 nW CW 810 nm laser to about 23000 photons/s. The third step was
the calibration of each of these ND filters. Once again we used arm 2 with the CPD as
a reference and measured the power with and without each ND filter. The attenuation
of the ND filters is dependent on their thickness and consequently their angle. The
ND filters we used were not AR coated so there was a reflection from each surface.
Stacking two ND filters perpendicular to the beam results in an increase in the net
transmission as compared to the two filters calibrated individually, this is due to mul-
tiple back reflections creating an “etalon-like” effect. To avoid this problem each ND
filter was placed at a small angle with respect to the beam and its nearest neighbors.
Consequently each ND filter needed to be calibrated at the angle it would eventually
be used at. The angles of the ND filters were set by using a series of cage mounts each
at a small angle to the other. The mounting of the ND filters is seen in Figure D.1(b).
The ND filters were individually mounted into short SM1 tubes (from Thorlabs) and
screwed into their designated holders. We confirmed the absence of an etalon-like effect
by measuring pairs of nearby ND filters.
The final step was to measure the detection efficiency of the APDs. Without any
ND filters in place the light from one output port of the BS was coupled into an
singlemode 780-HP fiber. The coupling into this fiber was measured each time and was
typically 90–91 %1. The ND filters were replaced and the 780-HP fiber was connected
to the multimode fiber of the detector to be measured. The NIM output of the APD
was converted to TTL and connected to a DT340 counter (from DataTranslation). We
again optimized the fiber coupling to compensate for any beam deviation due to the
ND filters. The other output port of the BS was used to monitor the power via the
calibrated PD.
Knowing the BS’s splitting ratio and the power measured by the calibrated photo-
diode we calculated the power incident on the first ND filter. We knew the attenuation
from each ND filter and the fiber coupling loss. We then calculated the number of
photons inside the singlemode output fiber and compared this result with the number
of photons seen by the APD.
1We did not use AR coated fibers. The coupling with AR coated fibers we use is typically 94–95 %.
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