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1. – Introduzione
Negli ultimi anni vi e` stato un notevole sforzo nell’estendere i metodi del Calcolo
delle Variazioni e della Teoria Geometrica della Misura (TGM) a spazi metrici generali
ed, in particolare, alle cosidette geometrie sub-Riemanniane o di Carnot-Carathe`odory.
Questo tipo di studio, in un certo senso, gia` preannunciato nel classico trattato di Federer
(cfr. [18]), ha ricevuto recentemente nuovi stimoli, tra gli altri, dai lavori di Ambrosio e
Kirchheim, [3, 4], Cheeger [10], De Giorgi, [17], Gromov, [26, 27], David e Semmes, [16].
Sotto questo aspetto, i Gruppi di Carnot divengono di particolare interesse e, in effetti,
sono molti i filoni di ricerca in cui essi rivestono un ruolo importante: PDE’s, TGM, Calcolo
delle Variazioni, Teoria del Controllo, etc.
Una delle principali ragioni di cio` e` che essi costituiscono una classe molto vasta da cui
attingere esempi concreti di geometrie sub-Riemanniane. Referenze specifiche, per quanto
concerne la geometria sub-Riemanniana, sono [27], [40] e [46]. Come referenze significative
per quanto attiene alcuni dei filoni di ricerca sopra menzionati, citiamo inoltre i lavori [1],
[7], [13], [16], [19, 20, 22], [23], [40], [48], [49]. E` pure da sottolineare il fatto che, in virtu`
di un teorema dovuto a Mitchell [36], il cono tangente (nel senso di Gromov-Hausdorff)
in un punto regolare di una varieta` sub-Riemanniana e` un opportuno gruppo di Carnot.
Questo giustifica ulteriormente l’interesse verso lo studio dei Gruppi di Carnot, i quali
svolgono, per le geometrie sub-Riemanniane, un ruolo analogo a quello degli spazi Euclidei
in geometria Riemanniana.
Tra i risultati che maggiormente hanno alimentato le recenti ricerche di TGM in tale
contesto, ricordiamo il Teorema di Rettificabilta` per insiemi di H-perimetro finito, ottenuto
da Franchi, Serapioni e Serra Cassano in [20] nel caso del Gruppo di Heisenberg, poi
generalizzato al caso dei gruppi di passo 2 in [22]. Citiamo infine, come ottime introduzioni
a molte tematiche di TGM e Calcolo delle Variazioni, le Tesi di Dottorato [33] e [41].
Oggetto del presente seminario e` la presentazione di alcuni aspetti di TGM nel contesto
dei Gruppi di Carnot e, in particolare, di alcuni risultati di base concernenti la Geometria
Integrale dei Gruppi di Carnot. Il lavoro a cui faremo riferimento per la maggior parte dei
risultati che verranno esposti nel seguito e` [37], ma presenteremo anche alcuni argomenti
che sono stati oggetto della mia tesi di dottorato (cfr. [38, 39]).
Illustriamo brevemente il piano del seminario. Dopo aver richiamato le notazioni e le
principali nozioni necessarie all’esposizione dei risultati, stabiliremo un teorema tipo-Fubini
per ipersuperfici H -regulari. Passeremo poi in rassegna alcune applicazioni di esso: slicing
di funzioni HBV , caratterizzazioni Integral-Geometriche per volume ed H -perimetro e,
dopo aver introdotto la nozione di H -convessita` geometrica, stabiliremo una formula di
tipo Cauchy valida per insiemi H-convessi. Esporremo poi una generalizzazione ai Gruppi
di Carnot di una ben nota formula di Santalo` (cfr. [44]). Di questa mostreremo alcune
applicazioni e, tra le altre, come dedurne stime dal basso per il primo autovalore λ1 del
problema agli autovalori di Dirichlet relativo al laplaciano sub-ellittico ∆H . Nell’ultima
parte introdurremo alcune nozioni di tipo geometrico-differenziale, finalizzate allo studio
delle ipersuperfici immerse non-caratteristiche. In particolare, mostreremo come e` possibile
dedurre formule di integrazione per parti. Infine enunceremo la formula per la variazione
prima della misura H -perimetro.
1.1. – Preliminari. – Molte delle seguenti nozioni sono ben note nella recente letteratura
e per esse rimandiamo ai lavori [7], [20, 21, 22], [23], [26, 27], [33], [37], [41].
Tuttavia per alcuni argomenti riguardanti i gruppi di Lie, suggeriamo il classico libro
di Helgason [29].
Un gruppo di Carnot di passo k (G, •) e` un gruppo di Lie (rispetto all’operazione •)
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n-dimensionale, connesso, semplicemente connesso, nilpotente e statificato la cui algebra
di Lie g(∼= Rn) soddisfa:
g = V1 ⊕ ...⊕Vk, [V1,Vi−1] = Vi (i = 2, ..., k), Vk+1 = {0}.(1)
Denotiamo con 0 l’identita` di G e quindi risulta g ∼= T0G. Il sottofibrato V1 del fibrato
tangente TG e` detto orizzontale e denotato con la lettera H . Posto V := V2 ⊕ ... ⊕ Vk,
diremo verticale il sottofibrato V di TG. Assumeremo che dimVi = mi (i = 1, ..., k) e che
H sia generato da una base di campi vettoriali invarianti a sinistra XH := {X1, ..., Xm1}.
Questa puo` completarsi ad una base globale (frame) di sezioni invarianti a sinistra
X := {Xi : i = 1, ..., n}
che sia adattata alla stratificazione. Cioe`, posto hl := m1 + ...+ml e m0 = h0 := 0, si ha:
Vl = spanR{Xi : hl−1 < i ≤ hl}.
Se {ei : i = 1, ..., n} e` la base canonica di Rn ∼= g adattata alla stratificazione, le sezioni Xi
del frame X si ottengono mediante il differenziale della traslazione a sinistra Lp (p ∈ G)
di ei, cioe` Xip := Lp∗ei (i = 1, ..., n).
Le fibre orizzontali possono munirsi di una metrica gH = 〈·, ·〉H ed in tal caso, G
si dice avere una struttura sub-Riemanniana. E` importante osservare che si puo` sempre
definire una metrica Riemanniana g = 〈·, ·〉, invariante a sinistra, per cui il frame X risulti
ortonormale in ogni punto e tale che g|H = gH . Infatti, a tal fine, e` sufficiente definire
un prodotto Euclideo su g = T0G il quale, mediante traslazione a sinistra, si estende a
tutto il fibrato tangente. E` da notare che in tal modo, la somma diretta in (1) diventa
una somma diretta ortogonale.
L’introduzione della metrica g consente di inquadrare in un ambito Riemanniano lo
studio di alcune questioni riguardanti i gruppi di Carnot.
Mediante la metrica g, si puo` definire il co-frame ω := {ωi : i = 1, ..., n} duale di X.
In particolare, le 1-forme invarianti a sinistra1 ωi sono determinate dalla condizione
ωi(Xj) = 〈Xi, Xj〉 = δji (Kroneker) (i, j = 1, ..., n).
Ricordiamo anche che le costanti di struttura2 di g relative al frame X sono definite come
Crij := 〈[Xi, Xj ], Xr〉 (i, j, r = 1, ..., n).
Se p ∈ G ed X ∈ g poniamo γXp (t) := exp [tX](p) (t ∈ R), cioe` γXp e` la curva integrale
del campo X di punto iniziale p e risulta essere un sottogruppo ad un parametro di G. La
mappa esponenziale e` allora definita come exp : g 7−→ G, exp (X) := exp [X](1). Risulta
che exp e` un diffeomorfismo analitico tra g e G la cui inversa sara` denotata come log .
Inoltre si ha
γXp (t) = p • exp (tX) ∀ t ∈ R.
D’ora in avanti fisseremo su G le cosidette coordinate esponenziali di prima specie, cioe` le
coordinate associate alla mappa log .
1Cioe`, L∗pωi = ωi per ogni p ∈ G.
2Esse soddisfano le usuali proprieta`: (1) Crij + C
r
ji = 0, (2)
∑n
j=1 C
i
jlC
j
rm + C
i
jmC
j
lr + C
i
jrC
j
ml = 0.
Inoltre vale: (3)Xi ∈ Vl, Xj ∈ Vm =⇒ [Xi, Xj ] ∈ Vl+m. In particolare, si ha: Ciij = C jij = 0 (i, j = 1, ..., n).
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La distanza di Carnot-Carathe´odory dH relativa a gH e` definita, per p, q ∈ G, come
dH (p, q) := inf
∫ b
a
|γ˙(t)|H dt,
dove l’estremo inferiore e` preso su tutte le curve orizzontali, regolari a tratti, congiungenti
p a q. Essa rende G uno spazio metrico completo in cui ogni coppia di punti si connette
con (almeno una) dH -geodetica.
Ogni gruppo di Carnot e` naturalmente munito di un gruppo ad un parametro di
automorfismi δt : G → G (t > 0) che lo rendono un gruppo omogeneo. In coordinate
esponenziali, se p = exp (
∑
j,ij
pijeij ), si ha che δtp = exp (
∑
j,ij
tj pijeij ) per ogni p ∈ G.3
La dimensione omogenea di G e` l’intero Q :=
∑k
i=1 imi, coincidente con la dimensione
di Hausdorff di (G, dH ) come spazio metrico. Con Hmcc si indichera` la misura di Hausdorff
m-dimensionale relativa a dH , mentre con Hme si indichera` l’usuale misura di Hausdorff
m-dimensionale Euclidea in Rn ∼= G4.
Su G la forma volume Riemanniana (invariante a sinistra) e` definita come
σn :=
n∧
i=1
ωi ∈ Λn(G).
Osservazione 1 Integrando σn si ottiene la misura di Haar di G. Poiche´ il determinante
Jacobiano di Lp∗ vale 1, questa eguaglia la misura indotta su G dal push-forward della
misura di Lebesgue Ln su Rn ∼= g. Ricordiamo che essa coincide anche, a meno di una
costante di normalizzazione, con la misura di Hausorff Q-dimensionale HQcc di G5.
Definizione 1 Se Ω ⊆ G e` aperto ed f ∈ C∞(Ω), allora ∇H f denota l’unica sezione
orizzontale data da ∇H f := ∑m1i=1(Xif)Xi, mentre se ψ = (ψ1, ..., ψm1) e` una sezione
orizzontale C∞, divH ψ indica la funzione a valori reali divH ψ :=
∑m1
i=1Xiψi. Infine,
C1H (Ω) e` lo spazio delle funzioni f : Ω −→ R, continue in Ω e tali che ∇H f (nel senso
delle distribuzioni) sia una sezione orizzontale continua in Ω.
Definizione 2 Siano Ω ⊆ G aperto ed f ∈ L1(Ω). Allora f ha H -variazione limitata
in Ω se risulta
|∇H f |(Ω) := sup
{∫
Ω
f divH Y dLn : Y ∈ C10(Ω,H ), |Y |H ≤ 1
}
<∞.
HBV (Ω) denota lo spazio vettoriale delle funzioni di H -variazione limitata in Ω. Segue
dal Teorema di Riesz che |∇H f | e` una misura di Radon in Ω e che esiste una sezione
orizzontale |∇H f |-misurabile νf tale che |νf | = 1 per |∇H f |-q.o. p ∈ Ω e che∫
Ω
f divH Y dLn =
∫
Ω
〈Y, νf 〉H d |∇H f | ∀ Y ∈ C10(Ω,H ).
Si dice che un insieme misurabile E ⊂ G ha H -perimetro finito in Ω se χE ∈ HBV (Ω).
L’H -perimetro di E in Ω e` la misura di Radon |∂E|H (Ω) := |∇H χE |(Ω). Si chiama
H -normale generalizzata interna lungo ∂E la Rm1-misura di Radon νE := −νχE .
3Qui, j ∈ {1, ..., k} mentre ij ∈ {hj−1 + 1, ..., hj}.
4Qui, come spesso in seguito, G si identifica ad Rn tramite la mappa esponenziale.
5Cio` discende dal fatto che, essendo entrambe misure di Haar per G, sono uguali, a meno di una costante
moltiplicativa (cfr., [34], [40]). Tale costante e` qui assunta uguale ad 1.
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Osservazione 2 (Ipersuperfici) 6 In questo seminario, come nella maggior parte della
letteratura (cfr. [7], [20, 21, 22], [23], [33]), trattiamo le sottovarieta` di codimensione 1
dei gruppi di Carnot, per i molti legami che tali oggetti hanno con l’Analisi e la TGM. Si
osservi che, ogni ipersuperficie S ⊂ Rn(∼= g), si identifica, tramite la mappa esponenziale,
ad una ipersuperficie di G, ovvero S si identifica con expS. Chiameremo ipersuperficie
Cr-regolare (r = 1, ...,∞) ogni ipersuperficie Cr-regolare di Rn, vista come ipersuperficie
di G. Nel seguito tuttavia considereremo anche un’altra classe di “ipersuperfici”. Piu`
precisamente, chiameremo ipersuperficie H -regolare, ogni sottinsieme di G che sia
localmente il luogo degli zeri di una funzione C1H avente gradiente orizzontale non nullo
(cfr. Definizione 5). Questi oggetti sono, in un certo senso, piu` naturali da un punto di
vista sub-Riemanniano, in quanto la regolarita` richiesta e` puramente “orizzontale”.
La seguente proposizione e` ben nota (cfr. [7]) e fornisce una rappresentazione esplicita
della misura H -perimetro nel caso delle ipersuperfici regolari.
Proposizione 3 Sia E ⊂ G un insieme con frontiera C2 e di H -perimetro finito nell’aperto
Ω. Allora
|∂E|H (Ω) =
∫
∂E∩Ω
√
〈X1,ne〉2Rn + ...+ 〈Xm1 ,ne〉2Rn dHn−1e ,(2)
dove ne denota la normale unitaria Euclidea a ∂E7. La H -normale generalizzata lungo
∂E e` data da
νE =
(〈X1,ne〉Rn , ..., 〈Xm1 ,ne〉Rn)√
〈X1,ne〉2Rn + ...+ 〈Xm1 ,ne〉2Rn
.
Osservazione 4 Precisiamo che nella precedente Proposizione 3, la normale Euclidea
ne lungo ∂E ed i vettori Xi (i = 1, ...,m1) del frame orizzontale XH , sono intesi come
vettori di Rn, munito del prodotto interno canonico 〈·, ·〉Rn. Quando tuttavia parleremo
di normale unitaria ν lungo ∂E, intenderemo sempre la sua rappresentazione rispetto
al frame globale X per G, cioe` ν =
∑n
i=1 νiXi, ove |ν| = 1. Piu` precisamente, ν e` data
dall’espressione
ν(p) =
(Lp ◦ exp )∗ne(log p)
|(Lp ◦ exp )∗ne(log p)|
(p ∈ ∂E ⊂ G).
Nello studio delle ipersuperfici dei gruppi di Carnot e` necessaria la seguente nozione.
Definizione 3 Sia S ⊂ G una ipersuperficie Cr-regolare (r = 1, ...,∞). Si dice che S e`
caratteristica in p ∈ S se dimHp = dim(Hp ∩ TpS) o, equivalentemente, se Hp ⊂ TpS.
L’insieme caratteristico di S e` denotato come CS, cioe`
CS := {p ∈ S : dimHp = dim(Hp ∩ TpS)}.
6Una sottovarieta` immersa M di una varieta` n-dimensionale N e` un sottinsieme M di N dotato di
una di una topologia di m-varieta` (non necessariamente la topologia di sottospazio) e con una struttura
differenziabile tale che l’inclusione ıM : M −→ N e` un’immersione regolare, ossia il push-forward ıM ∗ e`
iniettivo in ogni punto. Un’ipersuperficie S ⊂ N di una varieta` n-dimensionale N , e` una sottovarieta`
immersa di codimensione 1 di N . La regolarita` Cr (r = 1, ...,∞) di una sottovarieta` immersa, se non
specificata, e` intesa essere C∞.
7Se S ⊂ Rn ammette una C2-parametrizzazione, Φ : U ⊂ Rn−1 −→ Rn, si ha
ne(Φ(ξ)) := ±
Φξ1 ∧ . . . ∧ Φξn−1
|Φξ1 ∧ . . . ∧ Φξn−1 |Rn
.
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Da un punto di vista geometrico, un’ipersuperficie S ⊂ G, avente normale unitaria ν, e`
non-caratteristica se, e solo se, il sottofibrato orizzontale e` trasversale ad S (in simboli,
H t TS). Si ha quindi:
Hp t TpS ⇐⇒ projH νp 6= 0⇐⇒ ∃X ∈ H : 〈Xp, νp〉 6= 0 (p ∈ S)
Osservazione 5 (Misura di Hausdorff di CS) Se S ⊂ G e` un’ipersuperficie C1-regolare,
si puo` dimostrare (cfr. [33]) che la misura di Hausorff Q − 1-dimensionale dell’insieme
caratteristico CS, relativa alla metrica dH , e` nulla. Cioe`, risulta
HQ−1cc (CS) = 0.
Osservazione 6 (Misura Riemanniana su Ipersuperfici) Sia S ⊂ G un’ipersuperficie
Cr-regolare e ν denoti la normale unitaria ad S. Allora la misura Riemanniana n− 1-
dimensionale relativa ad S si definisce come
σn−1 S := (ν σn)|S ,(3)
dove il simbolo denota l’operazione di “contrazione” di una forma differenziale8.
Nel caso di ipersuperfici non-caratteristiche, la misura H -perimetro si ottiene dall’
integrazione di una “opportuna” forma differenziale (cfr. [38, 39]).
Definizione 4 (Forma H -perimetro σH ) Sia S ⊂ G un’ipersuperficie Cr-regolare non-
caratteristica e si denoti con ν la sua normale unitaria. Chiameremo H -normale ad S
la proiezione su H , normalizzata, del vettore ν, cioe`
νH :=
projH ν
|projH ν|H .
Definiamo quindi la forma H -perimetro σH su S come la n − 1-forma differenziale su
S data dalla contrazione della forma volume di G con la normale orizzontale νH . Cioe`
σH S := (νH σ
n)|S .(4)
Osservazione 7 Dalla precedente Definizione 4 si ottiene che
σH S =
m1∑
i=1
νH i (Xi σ
n)|S =
m1∑
i=1
(−1)m1+1νH i ω1 ∧ ... ∧ ω̂i ∧ ... ∧ ωn|S ,
dove νH i := 〈νH , Xi〉H (i = 1, ...,m1). Osserviamo esplicitamente che
σH S = |projH ν|H · σn−1 S.
Il confronto tra differenti nozioni di misura su ipersuperfici e` un problema interessante
e recentemente molto studiato. Per un’introduzione a queste problematiche rimandiamo
a [33]. Ad esempio, nel caso di alcuni particolari gruppi di Carnot, la misura H -perimetro
coincide, a meno di una costante, con la misura di Hausdorff Q−1-dimensionale associata
a dH . In generale, mediante l’uso di un notevole teorema di rappresentazione provato in
[1], si puo` dimostrare il risultato seguente.
8Cioe`, la mappa lineare : Λk(G) → Λk−1(G) definita, per X ∈ TG e ωk ∈ Λk(G), come
(X ωk)(Y1, ..., Yk−1) = ωk(X,Y1, ..., Yk−1); cfr. [29].
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Teorema 8 Se S ⊂ G e` un’ipersuperficie C1-regolare che e` localmente frontiera di un
aperto E avente H -perimetro localmente finito, allora
|∂E|H B = kQ−1(νE)SQ−1cc (S ∩ B) ∀ B ∈ Bor(G) (Boreliani)(5)
dove SQ−1cc e` la misura9 di Hausdorff sferica Q − 1-dimensionale relativa a dH e kQ−1 e`
una funzione dipendente da νE , detta fattore metrico; cfr. [33].
Se
◦
H := H \ {0H }, dove 0H e` la sezione nulla di H , UH denotera` il quoziente di
◦
H
mediante dilatazioni positive. UH e` detto sottofibrato orizzontale unitario di G. La sua
fibra e` identificata alla sfera unitaria Sm1−1(⊂ Rm1) munita dell’usuale misura sferica
d σm1−1s . In seguito, se piW : W → G e` un sottofibrato vettoriale di TG ed A ⊂ G,
denoteremo con WA la restrizione della struttura di W ad A.
Notazione 9 (Iperpiani Verticali) Fissati p0 ∈ G ed X ∈ UH , poniamo
Ip0(X) := Lp0(exp (X
⊥
0 )),(6)
dove X⊥0 e` il complemento g-ortogonale in g = T0G di X0. Se X0 =
∑m1
i=1 aiei, si ha
Ip0(X) =
{
q ∈ G :
m1∑
i=1
(qi − p0i) aj = 0
}
.
Ip0(X) e` detto iperpiano verticale per p0 e g-ortogonale ad X. Vp0 indica la classe di
tutti gli iperpiani verticali per p0, cioe` Vp0 := {Ip0(X) : X ∈ UH }. E` opportuno ricordare
che exp (X⊥0 ) risulta essere un sottogruppo massimale di G. E` anche un ideale, come
e` facile verificare.
Osservazione 10 (H -perimetro ed Iperpiani Verticali) Risulta
|∂Ip0(X)|H (Ω) = H
n−1
e (Ip0(X) ∩ Ω) = σ
n−1 (Ip0(X) ∩ Ω)
per ogni Ω ⊆ G aperto. Cio` segue dal fatto che, per definizione di Ip0(X), la normale
unitaria (Riemanniana) ad Ip0(X) coincide col vettore orizzontale X.
2. – Geometria Integrale nei gruppi di Carnot
Tutti i risultati originali presentati in questa sezione possono trovarsi in [37].
2.1. – Un teorema di tipo Fubini. – Stabiliremo nel seguito un teorema di integrazione
che si puo` interpretare come una Formula dell’Area per sottovarieta` di codimensione 1
H-regolari (cfr. Definizione 5) dei gruppi di Carnot. Prima di enunciare tale risultato,
premettiamo la seguente definizione:
9Ricordiamo che SQ−1cc (S) = limδ→0+ SQ−1cc,δ (S) dove, a meno di una costante moltiplicativa,
SQ−1cc,δ (S) = inf
{∑
i
(diamH (Bi))
Q−1 : S ⊂
⋃
i
Bi; diamH (Bi) < δ
}
e l’estremo inferiore e` preso al variare delle dH -palle Bi.
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Definizione 5 ([21]) Si dice che S ⊂ G e` una ipersuperficie H -regolare se per ogni
p ∈ S esistono un intorno aperto Ω di p ed f ∈ C1H (Ω) tali che S∩Ω = {q ∈ Ω : f(q) = 0}
e ∇H f(q) 6= 0 per ogni q ∈ Ω.
Tale definizione si e` rivelata cruciale nello stabilire un notevole risultato di rettificabilita`
per insiemi di H -perimetro finito, in gruppi di Carnot di passo 2; cfr. [20, 22]. Inoltre, in
[21] si dimostra, usando questa definizione, il seguente “Teorema della Funzione Implicita”
per gruppi di Carnot:
Teorema 11 ([21]) Sia Ω ⊆ G un aperto contenente 0 (∈ G) e sia f ∈ C1H (Ω) tale che
f(0) = 0 e X1f(0) > 0. Si ponga E := {p ∈ Ω : f(x) < 0}, S := {x ∈ Ω : f(x) = 0}, e
se h, δ > 0, siano Jh := [−h, h] e Iδ := {ξ = (ξ2, . . . , ξn) ∈ Rn−1 : |ξj | ≤ δ, j = 2, . . . , n}.
Se ξ ∈ Rn−1 e t ∈ Jh, denotiamo con γX1(0,ξ)(t) la curva integrale di X1 ∈ UH di punto
iniziale exp (0, ξ) ∈ {exp (0, η) ∈ G : η ∈ Rn−1}. Allora esistono δ, h > 0 tali che la mappa
R × Rn−1 3 (t, ξ) 7−→ γX1(0,ξ)(t) e` un diffeomorfismo dell’intorno Jh × Iδ su un aperto di
Rn e, se U b Ω denota l’immagine di Int{Jh × Iδ} tramite questa mappa, si ha che E ha
H -perimetro finito in U e ∂E ∩ Ω = S ∩ U . Se νE e` la H -normale generalizzata interna
lungo ∂E risulta
νE(p) = − ∇
H f(p)
|∇H f(p)|H ∀ p ∈ S ∩ Ω, |νE |H = 1 per |∂E|H -q.o. p ∈ U.
Inoltre, esiste un’unica funzione continua φ(ξ) : Iδ → Jh tale che, posto Φ(ξ) = γX1(0,ξ)(φ(ξ))
(ξ ∈ Iδ), si ha S ∩ U = {p ∈ Ω : p = Φ(ξ), ξ ∈ Iδ} e l’H -perimetro e` dato dalla formula:
|∂E|H (U) =
∫
Iδ
√∑m1
j=1 |Xjf(Φ(ξ))|2
X1f(Φ(ξ))
dξ.
Dopo queste premesse generali, possiamo enunciare uno dei principali risultati ottenuti.
Teorema 12 ([37]) Sia S una ipersuperficie H -regolare nel senso della Definizione 5.
Supponiamo che S = ∂E, dove E ha localmente H -perimetro finito e frontiera C1H . In virtu`
del precedente Teorema 11, tale ipotesi non lede la generalita`. Inoltre, sia X ∈ UH una
sezione trasversale ad S e sia γXq la curva integrale di X (X-linea) di punto iniziale q ∈ S.
Assumiamo che γXq (R) ∩ S = q per ogni q ∈ S. Infine, sia D ⊂ G un insieme misurabile
che sia “raggiungibile”10 mediante X-linee che intercettano S. Allora, Dq := γXq (R)∩D e`
H1cc-misurabile per |∂E|H -q.o. q ∈ S. La mappa
S 3 q 7−→ H1cc(Dq)
e` |∂E|H -misurabile su S e, se prXS : G→ S denota la proiezione11 su S lungo γXq , si ha
HQcc(D) =
∫
prXS (D)
H1cc(Dq) |〈Xq, νE q〉H | d |∂E|H (q).
10D ⊆ G e` raggiungibile da S mediante X-linee, se
D ⊆ RXS := {p ∈ G : ∃ q ∈ S, ∃ t ∈ R t.c. p = exp [tX](q)}.
11Piu` precisamente, se X ∈ UH e` fissato, prXS : D ⊆ RXS 7−→ S e` definita come segue: se p ∈ D e q ∈ S,
allora prXS (p) := q se e solo se esiste t ∈ R tale che p = exp [tX](q).
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Inoltre, se ψ ∈ L1(D), sia ψ|Dq la restrizione di ψ a Dq, e definiamo la mappa
ψq : (γXq )
−1(Dq) ⊆ R 7−→ R, ψq(t) = (ψ ◦ γXq )(t).
Allora ψq e` L1-misurabile in R per |∂E|H -q.o. q ∈ S o, equivalentemente, la restrizione
ψ|Dq e` H1cc-misurabile per |∂E|H -q.o. q ∈ S. Risulta che la mappa
S 3 q 7−→
∫
Dq
ψ dH1cc =
∫
γ−1q (Dq)
ψq(t) dt
e` |∂E|H -misurabile su S e vale la seguente formula:∫
D
ψ dLn =
∫
prXS (D)
( ∫
(γXq )−1(Dq)
ψq(t) dt
)
|〈Xq, νE q〉H | d |∂E|H (q).
Osservazione 13 Vorremmo sottolineare che in [37], la prova di questo risultato, viene
effettuata in due passi. Nel primo si prova che la tesi e` valida per ipersuperfici C1 che siano
trasversali alla direzione orizzontale X. Nel secondo passo, se ne estende la validita` alla
classe delle ipersuperfici H -regolari, mediante una procedura di approssimazione, ispirata
ad un metodo utilizzato in [19].
2.2. – Slicing 1-dimensionali di funzioni HBV . – Esponiamo ora una caratterizzazione
delle funzioni HBV in termini di restrizioni a fibrazioni 1-dimensionali conX-linee. Questo
tipo di risultato, generalizza una classica caratterizzazione Euclidea per funzioni BV , per
la quale rimandiamo a [2]. A tal fine, dobbiamo premettere alcune definizioni.
Definizione 6 Siano Ω ⊆ G aperto ed X ∈ H . Allora f ∈ L1(Ω) ha X-variazione
limitata in Ω se
|Xf |(Ω) := sup
{∫
Ω
fXϕdLn : ϕ ∈ C10(Ω), |ϕ| ≤ 1
}
<∞.
|Xf |(Ω) e` detta X-variazione di f in Ω. Inoltre, BVX(Ω) denota lo spazio vettoriale delle
funzioni di X-variatione limitata in Ω.
Definizione 7 Sia X ∈ H fissato e si denoti con γ la X-linea di punto iniziale p ∈ G,
cioe` γ(t) := exp [tX](p) (t ∈ R). Siano inoltre U ⊂ γ un aperto ed f ∈ L1(U ,H1cc γ)12.
Poniamo allora
var1X [f ](U) := |D(f ◦ γ)|(γ−1(U)),
dove
|D(f ◦ γ)|(γ−1(U)) = sup
{∫
γ
f dψ, ψ ∈ C10(U), |ψ| ≤ 1
}
.
In altre parole, var1X [f ](U) denota l’usuale “variazione 1-dimensionale” in γ−1(U) ⊂ R
della funzione f ◦ γ (cfr. [2], [47]).
L’annunciata caratterizzazione dello spazio HBV seguira` come corollario del seguente
risultato di interesse autonomo.
12E` lo spazio delle funzioni H1cc-sommabili definite nell’aperto U ⊂ γ.
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Teorema 14 ([37]) Sia S ⊂ G una ipersuperficie H -regolare ed assumiamo che S = ∂E,
dove E ⊂ G e` un insieme che ha localmente H -perimetro finito e frontiera C1H . Inoltre,
sia X ∈ UH una sezione trasversale ad S e sia γq la curva integrale (X-linea) di X di
punto iniziale q ∈ S. Assumiamo che γq(R) ∩ S = q per ogni q ∈ S. Infine, sia Ω ⊆ G un
insieme misurabile che sia raggiungibile mediante X-linee che intercettano S. Allora
|Xf |(Ω) =
∫
prXS (Ω)
var1X [fγq ](Ωq) |〈Xq, νE q〉H | d |∂E|H (q)
dove fγq := f ◦ γq e Ωq := γq ∩ Ω.
Corollario 15 ([37]) Siano XH = {X1, ..., Xm1} un frame per H e j ∈ {1, ...m1}. Sia
Sj ⊂ G una ipersuperficie H -regolare ed assumiamo che Sj = ∂Ej, dove Ej ⊂ G e` un
insieme di H -perimetro localmente finito e frontiera C1H . Supponiamo che Xj e` trasverso
ad Sj e che ogni Xj-linea γ
j
q di punto iniziale q ∈ Sj sia tale che γjq(R) ∩ Sj = q. Infine,
sia Ω ⊆ G un insieme misurabile che sia raggiungibile mediante Xj-linee intercettanti Sj.
Allora f ∈ HBV (Ω) se e solo se f
γjq
∈ BV 1Xj (Ω
Xj
q ) per |∂Ej |Xj -q.o. q ∈ prXjSj (Ω) e∫
pr
Xj
Sj
(Ω)
var1Xj [fγjq ](Ω
Xj
q ) d |∂Ej |Xj (q) <∞ ∀ j = 1, ...,m1.
Nel risultato sopra enunciato abbiamo usato la notazione sintetica
d |∂Ej |Xj := |〈X, νEj 〉H | d |∂Ej |H .
E` da notare che la precedente caratterizzazione dello spazio HBV si puo` riformulare
in termini abbastanza semplici, utilizzando, al posto di ipersuperfici H -regolari, la classe
Vp0 degli iperpiani verticali passanti per un punto assegnato p0 ∈ G.
Corollario 16 ([37]) Siano XH = {X1, ..., Xm1} un frame per H e j ∈ {1, ...m1}. Sia
I0(Xj) l’iperpiano verticale per 0 ∈ G e g-ortogonale ad Xj. Sia γjq la Xj-linea di punto
iniziale q ∈ I0(Xj). Infine, sia Ω ⊆ G un insieme misurabile. Allora f ∈ HBV (Ω) se e
solo se f
γjq
∈ BV 1Xj (Ω
Xj
q ) per Hn−1e -q.o. q ∈ prXjI0(Xj)(Ω) (⊆ I0(Xj)) e∫
pr
Xj
I0(Xj)(Ω)
var1Xj [fγjq
](Ω
Xj
q ) dHn−1e (q) <∞ ∀ j = 1, ...,m1.
2.3. – H-perimetro e H -convessita` geometrica. – In questa sezione stabiliamo alcune
formule Integral-Geometriche per volume ed H -perimetro.
Osserviamo preliminarmente che, a differenza dalle usuali formule di questo tipo per
spazi Euclidei, non considereremo la famiglia dei sottospazi vettoriali n − 1-dimensionali
di TG passanti per un punto fissato p0 ∈ G, ma ci si restringera` a quella dei sottogruppi
massimali di G per p013, precedentemente definita come la classe degli iperpiani verticali
Vp0 per p0. Tale assunzione e` suggerita proprio dal contenuto del Teorema 14 unitamente
alla semplice osservazione che ogni sottinsieme di G e` raggiungibile mediante X-linee di
punto iniziale q ∈ Ip0(X) (p0 e` arbitrario).
D’ora in avanti gli elementi di UH saranno pensati come coppie ordinate del tipo
(p;X) ∈ G× Sm−1 ∼= UH . Inoltre dµ denotera` misura volume di UH , definita come
dµ(p;X) := dLn(p)⊗ d σm1−1s (X).
13Piu` precisamente, i traslati in p0 dei sottogruppi massimali di G
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Piu` esplicitamente, se f ∈ L1(UH ), si ha∫
UH
f(p;X) dµ(p;X) :=
∫
G
dLn(p)
∫
UH p
f(p;X) d σm1−1s (X).
Un’immediata conseguenza del Teorema 12 e` la seguente formula:
HQcc(D) =
1
Om1−1
∫
UH 0
d σm1−1s (X)
∫
prXIp0(X)
(D)
H1cc(DXq ) dHn−1e (q),(7)
dove Om1−1 denota la misura m1 − 1-dimensionale di superficie di Sm1−1 ⊂ Rm1 .
Diamo ora una caratterizazione Integral-Geometrica della misura H -perimetro.
Teorema 17 ([37]) Sia D un insieme di H -perimetro finito ed Ω ⊆ G un aperto. Siano
p0 ∈ G fissato e Ip0(X) l’iperpiano verticale per p0 e g-ortogonale ad X ∈ UH . Allora
|∂D|H (Ω) = 12κm1−1
∫
UH p0
d σm1−1s (X)
∫
prXIp0(X)
(D∩Ω)
var1X [χDXq ](Ω
X
q ) dHn−1e (q),(8)
dove κm1−1 denota la misura m1 − 1-dimensionale della palla di Rm1−1.
Definizione 8 Siano p0 ∈ G, X ∈ UH , e Ip0(X) l’iperpiano verticale per p0 e g-ortogonale
ad X. Diciamo allora che D ⊆ G e` puntualmente X-normale rispetto ad Ip0(X) se
per ogni q ∈ Ip0(X) si ha che (γXq )−1(γXq (R) ∩ D) e` l’insieme vuoto o un intervallo di R,
oppure, equivalentemente, se γXq (R) ∩ D e` vuoto o e` un sottinsieme connesso di γXq (R).
La nozione di normalita` rispetto ad una direzione orizzontale e` invariante rispetto alle
traslazioni di gruppo. Inoltre questa nozione generalizza quella Euclidea (cfr. [47]).
Definizione 9 (H -convessita` geometrica) Diciamo che D ⊆ G e` H -convesso se per
ogni p ∈ G ed ogni X ∈ UH si ha che (γXp )−1(γXp (R)∩D) e` l’insieme vuoto o e` un intervallo
di R, oppure, equivalentemente, se γXp (R)∩D e` vuoto o e` un sottinsieme connesso di γXp (R).
Si noti che tale nozione coincide con quella usuale se il gruppo di Carnot e` (Rn,+). La
nozione di H-convssita` e` invariante rispetto alle traslazioni di gruppo ed e` stabile rispetto
all’intersezione, cioe` se D1, D2 ⊆ G sono H -convessi, allora anche D1 ∩ D2 e` H -convesso.
La nozione di H -convessita` geometrica qui formulata risulta essere equivalente alle altre
presenti in letteratura (cfr. [32], [15]). Si noti che l’ H -convessita` di un insieme risulta
equivalente alla X-normalita` di esso rispetto a Ip0(X) per ogni X ∈ UH (p0 e` fissato).
Osservazione 18 Un insieme D e` H -convesso se e solo se log (L−q(Hq∩D)) e` stellato in
H0 rispetto allo 0 ∈ H per ogni q ∈ D. In particolare, se log (L−q(Hq ∩D)) e` un convesso
Euclideo (come sottinsieme di H0) per ogni q ∈ D, allora D e` H -convesso. Infine, se
q ∈ exp (Vk), dove Vk e` il centro di g, allora Hq, visto come sottinsieme di G(∼= Rn), e` un
piano affine m1-dimensionale e se D e` H -convesso, allora Hq ∩D e` stellato in Hq rispetto
a q per ogni q ∈ exp (Vk).
Osservazione 19 (H -convessita` nei gruppi di Carnot di passo 2) Se G ha passo
2, allora le sue X-linee (X ∈ H ) sono rette Euclidee. Pertanto gli insiemi convessi Euclidei
sono anche H -convessi, ma in generale il viceversa non e` vero, come mostrato sotto.
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Esempio 20 (Un H -convesso in H1 che non e` convesso) Consideriamo il gruppo di
Heisenberg H1 = (R3 ∼= C×R, •), dove (z, t) • (z′, t′) = (z + z′, t+ t′ + 2=(zz¯′)). Allora, il
cono troncato Cα di apertura α > 0, definito come
Cα = {(z, t) ∈ C× R : |z| ≤ α |t|, |z| ≤ 1, α |t| ≤ 1},
risulta H -convesso per ogni α ≥ 2 ma non convesso. Questo segue osservando che la
pendenza massimale di ogni X-linea (X ∈ UH ) di punto iniziale appartenente al cilindro
{(z, t) ∈ H1 : |z| ≤ 1} e` 2. Pertanto ognuna di esse intercetta Cα in un segmento.
Questa nozione di convessita` orizzontale assieme alla formula (8) consente di ottenere
la generalizzazione, per i gruppi di Carnot, di un classico teorema di Cauchy (cfr. [44]).
Teorema 21 ([37]) Sia p0 ∈ G fissato. Sia D ⊂ G un insieme H -convesso. Allora si ha
|∂D|H (G) = 1
κm1−1
∫
UH p0
Hn−1e (prXIp0(X)(D)) d σ
m1−1
s (X).
2.4. – Formula di tipo Santalo` ed applicazioni. – Generalizziamo ad arbitrari gruppi di
Carnot una ben nota formula di Santalo` [44], gia` provata da Pansu nel caso del gruppo
di Heisenberg H1; cfr. [43]. Come conseguenza dimostriamo alcune stime dal basso per
il primo autovalore positivo λ1 del problema agli autovalori di Dirichlet relativo al lapla-
ciano sub-ellittico ∆H =
∑m1
i=1X
2
i . Per semplicita`, in questa sezione tutti gli oggetti in
considerazione saranno supposti regolari.
Poniamo
`p(X) := sup
{
s ∈ R+ : γXp (t) ∈ D, ∀ t ∈ (0, s)
}
,
dove γXp e` l’unica X-linea tale che γXp (0) = p, γ˙Xp (0) = X. Si noti che
`p(X) = H1cc(γXp ( ]0, `p(X)[ )).
Inoltre si ponga
UH+∂D :=
{
X ∈ UHD : p = piUH (X) ∈ ∂D, 〈Xp, νDp〉H > 0
}
,
dove piUH denota la proiezione canonica associata al fibrato UH . In altre parole, UH
+∂D
e` l’insieme dei vettori orizzontali unitari “entranti” lungo ∂D e, identificando la generica
fibra di UH con Sm1−1, esso coincide con l’emisfero Um1−1 determinato dalla H -normale
unitaria νD lungo ∂D. Equipaggiamo inoltre UH+∂D con la misura
d σ(p;X) := d |∂D|H (p)⊗ d σm1−1s (X),
dove (p;X) ∈ ∂D × Um1−1 ∼= UH+∂D. Vale allora il seguente risultato.
Teorema 22 ([37]) Se D ⊂ G e` un insieme relativamente compatto, C∞-regolare ed
f ∈ L1(UHD), si ha∫
UHD
f(q;Y ) dµ(q;Y ) =
∫
UH+∂D
∫ `p(X)
0
f(γXp (t);X) 〈Xp, νDp〉H dt d σ(p;X)
=
∫
∂D
∫
UH+∂Dp
∫ `p(X)
0
f(γXp (t);X) 〈Xp, νDp〉H dt d σm1−1s (X) d |∂D|H (p).
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Da questo si deduce immediatamente una formula Integral-Geometrica per il volume
di domini regolari nei gruppi di Carnot.
Corollario 23 Nelle precedenti ipotesi, si ha
HQcc(D) =
1
Om1−1
∫
∂D
∫
UH+∂Dp
`p(X) 〈Xp, νDp〉H d σm1−1s (X) d |∂D|H (p),(9)
dove Om1−1 indica la misura m1 − 1-dimensionale di Sm1−1.
Definiamo ora la taglia orizzontale di un dominio D come segue:
breadthH (D) := sup
(q;Y )∈UH+∂D
`q(Y ).
Denotando poi con diamH (D) il diametro diD rispetto alla distanza di Carnot-Carathe´odory
dH , risulta ovviamente
breadthH (D) ≤ diamH (D).(10)
Da (9) si ha subito il seguente
Corollario 24 Sia D ⊂ G un dominio relativamente compatto C∞-regolare. Allora
HQcc(D)
|∂D|H (G) ≤
Om1−2
Om1−1 · (m1 − 1)
· breadthH (D),(11)
dove Ok denota la misura k-dimensionale di superficie di Sk. In virtu` di (10), in (11) si
puo` sostituire, alla taglia orizzontale breadthH (D), il dH -diametro diamH (D).
Ricordiamo che il sub-Lalaciano di un gruppo di Carnot G e` definito come segue:
∆H :=
m1∑
j=1
X2j , ∆H ψ(p) =
m1∑
j=1
d 2
dt2
∣∣∣
t=0
ψ(p • exp (tXj)) (ψ ∈ C∞(G)).
Si consideri ora il problema agli autovalori di Dirichlet per ∆H su un dominio limitato,
C∞-regolare D, cioe` cerchiamo quei numeri reali λ per cui esistono soluzioni non banali
φ ∈W 1,2H (D)14 di
∆H φ+ λφ = 0 in D(12)
soddisfacenti φ|∂D = 0. La classica caratterizazione di Lord Reileigh del primo autovalore
(cfr. [8]) si esprime, nel caso del sub-Laplaciano ∆H , come segue:
λ1(D) = inf
ϕ∈C∞0 (D)
∫
D |∇H ϕ|2H dLn∫
D |ϕ|2 dLn
.
A partire dal Teorema 22, usando un metodo simile a quello usato nei lavori [11, 12],
si possono provare, in modo semplice, stime dal basso per λ1(D).
Teorema 25 ([37]) Siano D ⊂ G e λ1(D) come sopra. Allora
λ1(D) ≥ pi
2 ·m1
Om1−1
· inf
p∈D
∫
UH p
1
`2p(X)
d σm1−1s (X).
Si ha inoltre
λ1(D) ≥ pi
2 ·m1
[breadthH (D)]2 ≥
pi2 ·m1
[diamH (D)]2
.
14W 1,2H (D) := {ψ ∈ L2(D) : ∃Xiψ (nel senso delle distribuzioni), Xiψ ∈ L2(D), i = 1, ...,m1}
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3. – Integrazione per parti su Ipersuperfici e Variazione prima dell’H -perimetro
3.1. – Elementi di Geometria Differenziale. – Introduciamo alcune nozioni finalizzate
principalmente allo studio delle ipersuperfici non-caratteristiche dei gruppi di Carnot.
Questi argomenti sono stati oggetto di parte della mia tesi di dottorato (cfr. [38]). Occorre
qui ricordare che precedentemente e\o contemporanemente, alcuni tra questi argomenti,
sono stati affrontati da altri autori, con un’impostazione abbastanza differente da quella
qui presentata. Ricordiamo, in particolare [5], [9], [42], specificamente per quanto attiene
allo studio delle superfici nel caso del gruppo di Heisenberg H1, ed anche [14] dove viene
avviato uno studio generale di varie questioni di analisi su ipersuperfici, per gruppi di
Carnot arbitrari.
Definizione 10 Sia ∇ l’unica connessione di Levi-Civita invariante a sinistra su G
relativa alla metrica g. Allora, se X,Y ∈ C∞(G,H ), poniamo ∇HXY := projH (∇XY ),
mentre se X,Y ∈ C∞(G,V ) poniamo ∇VXY := projV (∇XY ). ∇H e ∇V sono dette
connessioni parziali. In particolare, ∇H e` detta connessione orizzontale, mentre ∇V
e` detta connessione verticale.
Per quanto concerne la teoria delle connessioni sui gruppi di Lie si veda, ad esempio,
[29]. Inoltre, per alcune questioni di geometria dei gruppi di Lie nilpotenti equipaggiati
con una metrica Riemanniana invariante a sinistra e con l’associata connessione di Levi-
Civita, rimandiamo al lavoro di Milnor [35]. Ricordiamo che una definizione equivalente di
connessione parziale compare in [25]. Si vedano anche [27] e [31] e per ulteriori informazioni
rimandiamo all’Appendice A.
Osserviamo esplicitamente che, rispetto al frame globale X = {X1, ..., Xn} di sezioni
invarianti a sinistra su G, riesce (cfr. [35]):
∇XiXj =
1
2
(Crij − Cijr − Cjri)Xr ∀ i, j = 1, ..., n,(13)
dove Crij (i, j, r = 1, ..., n) sono le costanti strutturali dell’algebra g (cfr. Sezione 1.1).
Cio` consente di effettuare calcoli molto espliciti, in termini di costanti strutturali.
Come esempio, da (13) segue immediatamente che la 1a equazione di struttura di Cartan
(cfr. [8], [29]) per il coframe ω, assume la forma seguente:15
dωr = −12
∑
1≤i,j≤hl−1
Crij ωi ∧ ωj (hl−1 < r ≤ hl, l = 1, ..., k).(14)
Osservazione 26 Dalla Definizione 10, usando le proprieta` delle costanti strutturali (cfr.
Nota 2, pag. 3) e le ben note proprieta` di ogni connessione di Levi-Civita (cfr.[8]), si
ottiene, in particolare, che ∇H e` “piatta” nel senso che ∇HXiXj = 0 (i, j = 1, ...,m1).
15In generale, se Nn e` una varieta` Riemanniana, X un frame ortonormale per N ed ω il suo co-frame
duale, le Equazioni di struttura di Cartan hanno la forma seguente:
dωi = −
n∑
j=1
ωij ∧ ωj
dωjk = −
n∑
k=1
ωjl ∧ ωlk − Ωjk,
dove ωij(X) := 〈∇XXj , Xi〉 (i, j = 1, ..., n) sono le 1-forme di connessione e Ωjk (j, k = 1, ..., n) sono le
2-forme di curvatura, definite come Ωjk(X,Y ) := ωk(R(X,Y )Xj) (X,Y ∈ X(N)). Qui R denota il tensore
di curvatura Riemanniano. Sia ωij , che Ωij risultano anti-simmetriche (negli indici bassi).
14
Questo motiva l’espressione fornita in precedenza per gli operatori gradiente e divergenza
orizzontali (cfr. Definizione 1).
Osservazione 27 E` importante notare che la connessione orizzontale ∇H e` “compatibile”
con la metrica sub-Riemanniana gH , cioe`
X〈Y, Z〉H = 〈∇HXY, Z〉H + 〈Y,∇HXZ〉H ∀ X,Y, Z ∈ H .
Cio` segue immediatamente dalla definizione di ∇H , unitamente all’analoga proprieta` della
connessione di Levi-Civita ∇ di G. Ovviamente, ∇H soddisfa anche la proprieta` di non
possedere “torsione”, ovvero
∇HXY −∇HYX − projH [X,Y ] = 0 ∀ X,Y ∈ H .
Molte questioni della geometria sub-Riemanniana dei gruppi di Carnot possono essere
convenientemente formulate in termini della connessione orizzontale ∇H .
Introduciamo ora alcune definizioni concernenti le ipersuperfici. Precisiamo subito
che d’ora in avanti considereremo soltanto ipersuperfici non-caratteristiche. Ovvero ci
limiteremo a considerare sottinsiemi di un’ipersuperficie S contenuti nel complentare del
suo insieme caratteristico CS .
Definizione 11 Se νH e` la normale orizzontale unitaria ad S nei punti p ∈ S \CS, si ha
che Hp = (νH )p ⊕HT pS, ove si e` posto
HT pS := (νH )
⊥
p ∩Hp.
HT pS e` detto spazio tangente orizzontale in p ad S. Definiamo quindi, nel modo ovvio,
i fibrati vettoriali associati HTS(⊂ TS) e νHS, detti, rispettivamente, fibrato tangente
orizzontale e fibrato normale orizzontale.
Osserviamo che, indicata con ∇S la connessione indotta su S dalla connessione di Levi-
Civita ∇ su G16, essa induce una connessione parziale ∇HTS relativa al sottofibrato HTS
di TS, definita nel modo seguente17:
∇HTSX Y := projHTS (∇SXY ) (X,Y ∈ HTS).
A partire dalla decomposizione di H in somma diretta ortogonale (cfr. Definizione 11), la
costruzione di ∇HTS si potrebbe anche fare mimando l’usuale definizione di connessione
indotta su una sottovarieta` (cfr. [8]). Infatti, risulta che
∇HTSX Y = ∇HXY − 〈∇HXY, νH 〉H νH (X,Y ∈ HTS).
Definizione 12 Chiameremo HTS-gradiente di ψ ∈ C∞(S), l’unico vettore tangente
orizzontale ad S, ∇HTSψ, soddisfacente
〈∇HTSψ,X〉H = dψ(X) = Xψ ∀ X ∈ HTS.
Indicheremo con divHTS l’operatore di divergenza su HTS, cioe` se X ∈ HTS e p ∈ S,
divHTSX(p) := Trace
(
Y −→ ∇HTSY X
)
(Y ∈ HTpS).
Infine, denoteremo con ∆HTS , l’ HTS-Laplaciano, cioe` l’operatore differenziale dato da
∆HTSψ := divHTS (∇HTSψ) (ψ ∈ C∞(S)).(15)
16Pertanto, ∇S e` la connessione di Levi-Civita per S (cfr. [8]).
17La mappa proj
HTS
denota la proiezione ortogonale di TS su HTS.
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D’ora in poi, per semplicita`, assumeremo che G sia di passo 2.
Useremo pertanto la seguente convenzione sugli indici:
I, J, ... = 1, ..., n; i, j, ... = 1, ...,m1; α, β, ... = m1 + 1, ..., n.
Se U ⊂ G e` aperto, porremo U := U ∩ S. Inoltre assumeremo che U e` non-caratteristica.
Definizione 13 Definiamo frame H -adattato ad U in U ogni frame ortonormale in
U τ := (τ1, ..., τn) tale che:
(i) τ1|U := νH ; (ii)HTpU = span{(τ2)p, ..., (τm1)p} (p ∈ U); (iii) τα := Xα.
Definizione 14 Chiamiamo IIa forma fondamentale sub-Riemanniana di S la mappa
bH : HTS ×HTS → νHS data da
bH (X,Y ) := 〈∇HXY, νH 〉H νH (X, Y ∈ HTS).
Sia H ∈ νHS la curvatura media orizzontale di S, definita come la traccia di bH .
Equivalentemente, si ha
H = −
m1∑
j=2
〈∇HτjνH , τj〉H νH .
Mediante ragionamenti del tutto simili al caso Riemanniano, si puo` provare che la seconda
forma fondamentale sub-Riemanniana bH (X,Y ) e` una forma C∞(S)-bilineare in X e Y .
Tuttavia essa non e` simmetrica.
Osservazione 28 Si osservi che la mappa HTS 3 X −→ ∇HXνH , e`, in effetti, l’analogo
sub-Riemanniano della mappa di Weingarten (cfr. [30], Cap. 2). Usando la compatibilita`
di ∇H con la metrica gH si ottiene che (∇HXνH )p ∈ HTpS. Infatti,
0 = X〈νH , νH 〉H = 2〈∇HXνH , νH 〉H .
In seguito, indicheremo con Cα (α = m1 + 1, ..., n) gli operatori lineari associati alle
matrici delle costanti strutturali [Cαik] (i, k = 1, ...,m1).
3.2. – Integrazione per parti orizzontale su Ipersuperfici. – Scopo di questa sezione e` la
determinazione di formule di integrazione per parti sulle ipersuperfici non-caratteristiche
di un gruppo di Carnot, munite della misura H -perimetro.
Sia dunque X ∈ X(U). Dalla definizione di σH , con un semplice calcolo, basato sulla
classica Formula della Divergenza Riemanniana (cfr. [45], ad esempio) e sulla definizione
di σH , si ottiene
d(X σH )|U = d(|projH ν|H X σn−1) = divU (|projH ν|H X)σn−1
=
{
divU X +
〈
X,
∇U |projH ν|H
|projH ν|H
〉}
σH U ,
dove ∇U e divU sono gli usuali operatori di gradiente e divergenza tangenziali su U .
Il difetto di questa formula e` che non e` “esplicita”, nel senso che non emergono in modo
chiaro le quantita` geometriche sub-Riemanniane realmente coinvolte. Per aggirare tale
inconveniente, abbiamo sopra introdotto la nozione di frame adattato ad una ipersuperficie.
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Sia dunque τ un frame adattato ad U ⊂ S in U e denotiamo con φ := {φ1, ..., φn} il
suo co-frame duale, ottenuto per mezzo della metrica g. E` immediato riconoscere che la
forma H -perimetro σH su U e` data da
σH U = (νH σn)|U = (τ1 φ1 ∧ ... ∧ φn)|U = (φ2 ∧ ... ∧ φn)|U .
Mediante calcoli diretti con forme differenziali, basati principalmente sulla 1a equazione di
struttura di Cartan relativa al co-frame φ, si possono ottenere formule di tipo divergenza
“adattate”. Enunceremo ora alcuni risultati ottenuti per il caso di campi vettoriali tangenti
orizzontali di HTS.
Teorema 29 (Teorema della Divergenza orizzontale) Sia G un gruppo di Carnot
di passo 2. Sia S ⊂ G un’ipersuperficie immersa ed U ⊂ S \ CS un aperto relativamente
compatto non-caratteristico. Supponiamo che ∂U sia una varieta` C∞-regolare, n − 2-
dimensionale con normale unitaria uscente η. Allora, per ogni X ∈ C∞(S,HTS) vale∫
U
divHTSX σH +
∫
U
〈∑
α
να CανH , X
〉
H
σn−1 =
∫
∂U
〈X, η〉 |projH ν|H σn−2.
Da questa si possono dedurre formule di tipo Green e, piu` precisamente, quanto segue.
Teorema 30 (Formule di Green orizzontali) Sotto le ipotesi del Teorema 29, siano
φ1, φ2 ∈ C∞(S), ed almeno una di esse sia compattamente supportata in U . Allora
∫
U
(
φ1∆HTSφ2 + 〈∇HTSφ1,∇HTSφ2〉H
)
σH +
∫
U
φ1
〈∑
β
nβ CβνH ,∇HTSφ2
〉
H
σn−1
=
∫
∂U
φ1 〈∇HTSφ2, η〉 |projH ν|H σn−2.
Inoltre, si ha
∫
U
(
φ1∆HTSφ2 − φ2∆HTSφ1
)
σH +
∫
U
〈∑
β
nβ CβνH ,
(
φ1∇HTSφ2 − φ2∇HTSφ1
)〉
H
σn−1 = 0.
3.3. – Variazione prima dell’H -perimetro. – In quest’ultima sezione, mostriamo come
poter effettuare il calcolo esplicito della variazione prima di σH , usando il formalismo
geometrico-differenziale sopra introdotto. Come referenze classiche per queste tematiche,
affrontate con i metodi della Geometria Differenziale, citiamo il libro di Spivak [45],
oltreche´ il lavoro di Hermann [28].
Come in precedenza, siano G un gruppo di Carnot di passo 2 ed S ⊂ G un’ipersuperficie
immersa. Inoltre, sia U ⊂ S \ CS un aperto relativamente compatto non-caratteristico e
supponiamo che ∂U sia una varieta` C∞-regolare, n − 2-dimensionale, avente normale
unitaria uscente η.
Definizione 15 Siano ı : U → G l’inclusione di U in G e ϑ : (−, )×U → G una mappa
C∞. Allora ϑ e` una deformazione liscia di ı se:
(i) ogni ϑt := ϑ(t, ·) : U → G e` un’immersione;
(ii) ϑ0 = ı;
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(iii) ϑt|∂U = ı|∂U per ogni t ∈ (−, ).
Il vettore variazione di ϑ, e` definito come
W :=
∂ϑ
∂t
∣∣∣
t=0
= ϑ∗
∂
∂t
∣∣∣
t=0
.
Se t ∈ (−, ), denotiamo con νt la normale unitaria lungo Ut := ϑt(U). Se U ed
 sono scelti opportunamente piccoli, allora Ut = ϑt(U) risulta essere immersa e non-
caratteristica, per t ∈ (−, ). Definiamo quindi la n− 1-forma σH ,t su Ut, come
(σH ,t)|U t = (νH ,t σn)|U t ∈ Λn−1(U t),
per t ∈ (−, ), ove
νH ,t :=
projH νt
|projH νt|H .
Posto
Γ(t) := ϑ∗tσH ,t ∈ Λn−1(U), t ∈ (−, ),
si ha che Γ(t) e` una C∞-famiglia ad un parametro di n− 1-forme su U . Per determinare
la variazione prima IU (σH ) di σH su U , si deve allora calcolare
IU (σH ) :=
d
dt
∣∣∣
t=0
∫
U
Γ(t) =
∫
U
Γ˙(0).(16)
Quindi ci bastera` determinare Γ˙(0)18. Sia pertanto ζ un frame ortonormale nell’aperto U
soddisfacente:
(i) ζ1|Ut := νH ,t ; (ii)HTpUt = span{(ζ2)p, ..., (ζm1)p} (p ∈ Ut); (iii) τα := Xα.
Sia ϕ il suo relativo co-frame. In tal modo, si ottiene che
σH ,t U t = (ζ1 = νH ,t ϕ1 ∧ ... ∧ ϕn)|Ut = (ϕ2 ∧ ... ∧ ϕn)|Ut ,
e quindi anche che Γ(t) = ϑ∗t (ϕ2∧ ...∧ϕn). A partire da questa espressione, ci si riconduce
quindi al calcolo della derivata di Lie secondo la direzione W˜ := ∂ϑ∂t , della n − 1-forma
ϕ2 ∧ ... ∧ ϕn. Cio` si puo` effettuare tramite la Formula di Cartan (cfr. [29], [28], [45]):
L
W˜
(ϕ2 ∧ ... ∧ ϕn) = W˜ d(ϕ2 ∧ ... ∧ ϕn) + d(W˜ ϕ2 ∧ ... ∧ ϕn).
Si puo` in tal modo dimostrare il seguente risultato.
Teorema 31 (Variazione prima dell’H -perimetro) Sotto le precedenti ipotesi, si ha
IU (σH ) = −
∫
U
〈H, νH 〉H 〈projHW, νH 〉H σH −
∫
U
〈H, νH 〉H 〈projVW, projV ν〉σn−1
+
∫
∂U
〈W,η〉 |projH ν|H σn−2.
Si osservi che la curvatura media orizzontale scalare 〈H, νH 〉H compare in entrambi gli
integrali fatti su U . Pertanto, condizione necessaria alla minimalita` di una ipersuperficie
non-caratteristica e` data dall’annullamento di 〈H, νH 〉H .
18Il passaggio della derivata sotto il segno di integrale si puo` effettuare grazie alla ben nota Regola di
Leibniz (cfr. [45], pag. 417).
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4. – Appendice A: Connessioni e Connessioni parziali
Definizione 16 Una connessione affine ∇ su una C∞-varieta` M e` una regola che
assegna ad ogni X ∈ X(M)(:= C∞(M,TM)) una mappa R-lineare
∇X : X(M) −→ X(M),
chiamata derivata covariante rispetto ad X, tale che per ogni X, Y, Z ∈ X(M) ed
ogni f, g ∈ C∞(M) valgano le seguenti:
(1) ∇fX+gY Z = f∇XZ + g∇Y Z;
(2) ∇XfY = f∇XY + (Xf)Y.
Se inoltre (M, 〈·, ·〉) e` una varieta` Riemanniana, allora ∇ e` l’unica connessione di Levi-
Civita di M , se per ogni X, Y, Z ∈ X(M), valgono le seguenti proprieta`:
(3) X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉;
(4) ∇XY −∇YX = [X,Y ].
Per un’accurata esposizione del concetto di connessione, rimandiamo, ad esempio, ai
classici testi [8], [30], [29], [45]. Una generalizzazione del concetto di connessione e` suggerita
dalla seguente definizione; cfr. [25], [26], [31].
Definizione 17 Sia M una varieta` Riemanniana, e siano (E, piE ,M), (F, piF ,M), due
sottofibrati di TM . Una E-connessione ∇(E,F ) su F e` una regola che assegna ad ogni
X ∈ C∞(M,E) una mappa R-lineare
∇(E,F )X : C∞(M,F ) −→ C∞(M,F )
tale che per ogni X, Y ∈ C∞(M,E), ogni Z ∈ C∞(M,F ), ed ogni f, g ∈ C∞(M) si ha
(1) ∇(E,F )fX+gY Z = f∇(E,F )X Z + g∇(E,F )Y Z;
(2) ∇(E,F )X fY = f∇(E,F )X Y + (Xf)Y.
Se E = F poniamo ∇E := ∇(E,E), e chiamiamo ∇E una connessione parziale relativa
ad E, od E-connessione. Notare che se projE indica la proiezione ortogonale su E,
una E-connessione si puo` sempre definire, a partire da una connessione ∇ su TM , nel
seguente modo:
∇EXY := projE (∇XY ) (X,Y ∈ C∞(M,E)).
5. – Appendice B: Gruppo di Heisenberg H1
Sia (H1, •) il Gruppo di Heisenberg 3-dimensionale. Esso si puo` descrivere nel seguente
modo. Fissiamo coordinate esponenziali su H1, in modo che p = (x, y, t) ∈ H1. Un frame
di campi invarianti a sinistra su H1 e` dato da (X,Y, T ), dove assumiamo che
Xp :=
∂
∂x
− y
2
∂
∂t
, Yp :=
∂
∂y
+
x
2
∂
∂t
, Tp :=
∂
∂t
.
L’algebra di Lie di H1 soddisfa h = H⊕T , dove H := spanR{X,Y }. E` immediato verificare
che
[X,Y ] = T, [X,T ] = [Y, T ] = 0.
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Pertanto, expT e` il centro di H1. L’operazione di gruppo •, in queste notazioni, e` definita
come segue. Dati p = (x, y, t) e p′ = (x′, y′, t′) in H1, allora
p • p′ := (x+ x′, y + y′, t+ t′ + 1
2
(xy′ − x′y)).
Notare che
Lp∗ =
∂
∂p′
∣∣∣
p′=0
p • p′ =
 1 0 00 1 0
−y2 x2 1
 = [X,Y, T ].
Le 1-forme invarianti a sinistra, duali dei campi X,Y, T, sono date, rispettivamente da:
X∗ = dx, Y ∗ = dy, T ∗ := θ = dz +
1
2
(ydx− xdy).
La forma volume σ3 di H1 si scrive pertanto come
σ3 = dx ∧ dy ∧ θ.
Sia ora S ⊂ H1 una superficie C1 e ν denoti la sua normale unitaria. Allora si ha che
ν = νXX + νY Y + νT T , dove
νX :=
〈X, ne〉R3√
〈X, ne〉2R3 + 〈Y,ne〉2R3 + 〈T,ne〉2R3
, νY :=
〈Y,ne〉R3√
〈X, ne〉2R3 + 〈Y,ne〉2R3 + 〈T,ne〉2R3
,
νT :=
〈X, ne〉R3√
〈X, ne〉2R3 + 〈Y,ne〉2R3 + 〈T,ne〉2R3
.
La forma volume Riemanniana σ2 su S e` data da
σ2 S = ν dx ∧ dy ∧ θ
= νXdy ∧ θ − νY dx ∧ θ + νT dx ∧ dy.
Siano S ⊂ H1 una superficie non-caratteristica e νH la sua H -normale. Allora, dalla
definizione data in precedenza, segue che νH = νHXX + νHY Y , dove
νHX :=
〈X, ne〉R3√
〈X, ne〉2R3 + 〈Y,ne〉2R3
, νHY :=
〈Y,ne〉R3√
〈X, ne〉2R3 + 〈Y,ne〉2R3
.
La forma H -perimetro e` quindi data da
σH S = νH dx ∧ dy ∧ θ
= νHXdy ∧ θ − νHY dx ∧ θ.
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