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I. INTRODUCTION 
A. Introduction 
The preliminary tests of significance have been -used in practice 
for a long time by statisticians and research workers but only in the 
last three decades such procedures have been investigated from a theo­
retical standpoint, so as to analyze their effects on subsequent infer­
ences. The inference procedures using preliminary tests frequently 
occur in what Bozivich, Bancroft and Hartley (19^ 6) called "problems 
of incompletely specified models". Recently Bancroft and Han (1977) 
have given a more appropriate designation of these inference procedures 
and named them "inference based on conditional specification". 
The term conditional specification is brought about in opposition 
to the term unconditional specification. The latter describes situ­
ations where the research worker, either from long eaî)erience and 
practice or some previous knowledge about the investigation, may be 
able to accept a model for his study. As for the case, the research 
worker is uncertain of the initial specification of a model for his 
investigations; he may wish to look for a final specification based on 
the data available to him by using preliminary test. The final model 
is conditional on the outcome of the preliminary test. Therefore, the 
model is conditionally specified, so the term inference based on con­
ditional specification is a more appropriate designation for this type 
of inference procedure. 
A vast bibliography on inference based on conditional specifi-
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cations, including estimation, prediction, hypothesis testing and 
others, was recently compiled by Bancroft and Han (1977). In this 
dissertation, we shall use the technique of inference based on con­
ditional specification to construct pooled estimators of the mean of 
normal populations, either when the variances are known as well as 
when the variances are unknown. 
B. Literature Review 
The earliest theoretical evaluation of the consequences of a 
preliminary test of significance was presented by Bancroft (iSkk-). 
In this paper he discussed the bias and the variance of a variance 
estimator obtained by performing a preliminary test of significance. 
In the same paper he investigated the bias in b^  as an estimator of 
in the model 
y = + PgXg + e 
b^  being dependent on a preliminary test to decide whether or not to 
maintain Xg in the model. !Ihe discussion of the bias was based on 
a preliminary F-test. The distribution function of the estimator 
obtained by the procedure investigated by Bancroft in the variance 
estimation problem was obtained by Kitagawa (195I). In addition, he 
derived the distribution and moments of a pooled estimator of a mean 
based on a preliminary test of significance. 
Hosteller (19)4-8) investigated the problem of pooling two means, 
in estimating a population mean, on the basis of significance test. 
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He studied -wiiat he named the 'Disadvantage Coefficient' which is the 
efficiency of the never-pool estimator (conventional estimator) to the 
preliminary test estimator. 
Bennett (1952) extended the studies of MbstelLer and Kitagawa to 
situations where preliminary tests are performed for both homogeneity 
of variance and equality of means prior to estimating the mean or test­
ing hypothesis about the mean. He also extended the work of Hosteller 
to the cases where the two population variances are equal but unknown. 
Bennett (195^ ) has also used preliminary tests to construct interval 
estimates for the mean and variance of a normal population. 
Majay other papers [Paul 1 (1948), Bozivich (1955)» Bozivich, 
Bancroft and Hartley (1956)] have been published in which the effect 
of a preliminary test on the size and power in analysis of variance 
tests are studied. 
Larson and Bancroft (1963a) discussed some problems related to 
incomplete specified models involving the use of preliminary tests of 
significance. They discuss the problem where an experimenter has 
available n measurements on k + 1 variables (y, x^ ,... ,x^ ) and 
is interested in which of the k x variables will be necessary in a 
linear model to predict values of y; the decision has to be made by 
the use of tests of significance that the coefficients of the x are 
zero. Two procedures are described and the bias and mean square error 
are discussed. Later Larson and Bancroft (1963b) discussed the bias 
in prediction by regression for certain incompletely specified models. 
They are concerned with the consequences of an experimenter separating 
k 
the variables in a linear model into two categories; those he is sure 
are necessary for predictions and those 'doubtful' variables which he 
will include in his final model if he rejects the joint hypothesis 
that all the 'doubtful' coefficients are simultaneously zero. For the 
model y = Pq + ^ 1*1 +...+ + e they define the predictant y* 
evaluate the bias and mean square error, and construct tables for the 
bias. 
Kitagawa (1959) considered certain preliminary tests concerning 
the number of independent variables to be included in a predictor and 
their effect on the mean square error and the "norm" of the predictor. 
He discusses the application of these techniques to "rotatable designs" 
proposed by Box and Wilson (1951) and gives two examples of such appli­
cation. Kitagawa (1963) continued the investigations of Bennett (1952) 
on the distribution of the preliminary test estimator for the mean of 
a normal distribution when the variance is unknown. The bias and m.s.e. 
were derived and expressed as infinite sums which are very difficult to 
confute in practice. However, Han and Bancroft (1968) attacked the 
same problem and were able to express the bias and m.s.e. as finite 
sums which are easier to be evaluated. Ihey also constructed some 
graphs of the bias and m.s.e., computed some tables of relative ef­
ficiency and recommended a procedure for selecting a proper significance 
level of the preliminary test to ensure a relative efficiency to be 
larger than a prespecified value. 
Rale and Bancroft (1967) had studied the problem of pooling means 
of two independent random samples from discrete distributions (particu-
5 
laxly the Poisson and. binomial) which can be approximated by normal 
distributions after appropriate transformations. They investigated 
two samples from i = 1,2 under the assumption that 
was known and that the parameter of interest was \Xj^ . An estimator 
X* was proposed both for the estimation of snd for the test of 
HQÎ M.]_ = Hg. The bias and m.s.e. of x* and the size and power of 
the overall hypothesis testing were studied. Biey also made the recom­
mendation that the preliminary test should be at the 0.^  significance 
level for the control of the m.s.e. and size of the test procedure 
based on x*. 
Brogan (1971) used a preliminary test of significance and a two-
stage sampling procedure to obtain an estimator for the mean of a 
normal distribution. He derived the bias and m.s.e. and compared the 
latter, for a fixed total sampling cost, to the m.s.e. of some other 
estimation procedures. Ahsanullah (1971) studied the problem of esti­
mating the mean |i^  of one of the components of a bivariate normal 
distribution with equal marginal variances (a^ ) and correlation 
coefficient (p) from a sample of size n. The result of a prelimi­
nary test of the hypothesis Hg: where is the mean of 
the other component, was used to define a sometimes-pool estimator for 
H^ . The bias and m.s.e, of the proposed estimator were studied, the 
relative efficiency to the conventional estimator was tabulated for 
some values of a, n, and p. He also suggested the selection pro­
cedure recommended by Han and Bancroft (1968) to determine the appropri­
ate significance level of the preliminary test when the experimenter is 
6 
willing to accept an estimator which has relative efficiency no less 
than a preassigned number. 
Bancroft (1972) summarizecl some recent advances in inference pro­
cedures using preliminary tests of significance. He briefly outlined 
the theory behind the use of preliminary tests in estimation, tests of 
hypothesis and prediction. Useful applications of preliminary tests of 
significance based on results obtained in earlier papers were given in 
the text by Bancroft (I968). 
In 1973, Han (19738-) introduced the use of preliminary test into 
regression estimation for blvariate normal distributions. In estimating 
the mean of one of the components of a bivariate normal distri­
bution if the mean of the other component is known, the investi­
gator can use X in a regression estimation to increase precision. 
In the case jji^  is unknowu, Han proposed the use of a regression esti­
mator Trtiich depends on the result of the preliminary test of Eg: = Hq. 
In this paper the bias andm.s.e. of the proposed estimator were studied 
and the relative efficiency to the usual estimator was discussed. Later, 
the same year. Ban (1973b) extended his work to the case where the mean 
of X is unknown and double sampling can be employed. If in addition, 
the investigator has prior information about then Han proposed a 
preliminary test estimator. The bias, m.s.e. and relative efficiency 
of the preliminary test estimator to the usual estimator were derived 
and recommendation as how to choose the significance level of the pre­
liminary test and allocation of optimum sample sizes were given. 
Esimai (1977)* in her Ri.D. Thesis, extended the studies of Han 
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(19738') for bivariate normal, distributions to (p+l) variate normal 
distributions (p + 1 >2). She also extended the method of double 
sampling with prior information on auxiliary variables studied by Han 
(1973b) to the case where the auxiliary variable is pXl vector. 
C. An Overview of the Present Research 
and Summary of Results 
The present thesis is divided into three main parts. The first 
part is an attempt to generalize the studies of Han and Bancroft (1968) 
and Kale and Bancroft (I967) to the case of k normal populations 
(k > 2). The second part is an effort to generalize the work of 
Ahsanullah (I971) to the case of a p-variate normal population. In 
the third part we study a two-stage sometimes-pool estimator for the 
case of k independent normal populations. At the first stage we 
test the hypothesis of the equality of all means. If the hypothesis 
is accepted, all k sample means are pooled. If the hypothesis is 
rejected, in a second stage, the hypothesis that some specified popu­
lations have the same mean is tested. An estimator of the mean vector 
of the k populations is defined, based on the outcome of the two pre­
liminary tests. The bias, the mean square error and the relative ef­
ficiency to the conventional estimator are derived. 
Chapter II considers the pooling means in k independent popu­
lations. In Chapter II, Section B, we describe the preliminary test 
and in Section C the preliminary test estimator, (x, is defined. The 
bias and mean square error of the preliminary test estimator when the 
variance is unknown are derived in Section D and Section E, respectively. 
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The results are comparable with those of Han and Bancroft (1968). The 
relative efficiency of the preliminary test estimator to the conventional 
estimator is derived, discussed and some properties are listed in Section 
F. A criterion for selection of the preliminary test is given. In 
Section G, the preliminary test estimator for the case where the variance 
is known is defined, and its bias is given in Section H. Chapter H, 
Section I, provides the derivations of the mean square error and the 
relative efficiency to the conventional estimator for the case where 
the variance is known. In the same section, tables of the relative ef­
ficiency are provided as well as a criterion for selection of the 
significance level of the preliminary test estimator. 
In Chapter III we consider pooling the components of the mean 
vector in a multivariate normal, distribution. We introduce the pre­
liminary test of significance and define the preliminary test estimator 
of in Section B when the covariance matrix Z is unknown. In 
Section C of Chapter III we derive the bias of jl.. In Section D the 
Tîif^ a.rî sQucuTc cjTxcr and ths rslatzvG efficiency tc the convsntional esti­
mator are derived for a special class of unknown covariance matrices. 
At the end of this very section, the relative efficiency for the case 
of matrices with inter class correlation structure is derived. In Section 
E, properties of the relative efficiency are listed, tables are provided, 
and a criterion for selection of the significance level of the preliminary 
test is proposed for the special matrices with interclass correlation 
structure. In Chapter HI, Section F, the preliminary test estimator 
for the case 2 known is defined. 3he bias is derived in Section G. 
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In Chapter III, Section H, the mean square error and relative efficiency 
of the preliminary test estimator to the usual estimator is obtained for 
the case where S is known and belongs to a special class of matrices. 
Tables of the relative efficiency are presented and a criterion for 
selection of the significance level of the preliminary test is proposed 
for the case where Z has the interclass correlation structure. 
In Chapter IV we study a two-stage sometimes-pool estimator in k 
independent populations. In Chapter IV, Section B, we introduce the 
preliminary tests of significance and define the two-stage sometimes-
pool estimator. In Section C we derive the bias and in Section D we 
derive the mean square error and the relative efficiency of the two-
stage sometimes-pool estimator to the conventional estimator. 
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II. POOLING SEVIKAL MEAHS IN NORMAL DISTRIBUTIONS 
A. Introduction 
The problem of pooling the sample means of two normal populations 
with 'unknown but equal variances was discussed by Han and Bancroft 
(1968). They constructed an estimator of the expected value of one of 
the populations. The criterion to decide whether to pool the two means 
was based on a preliminary t-test for the equality of the two means. 
In this chapter we present a generalization of their work to the 
case of k independent samples ^ each one obtained from one of k 
normal populations with the same unknown variance, and the aim is to 
estimate the vector of means. 
One estimator of the population mean vector is the vector of sample 
means, often referred to as the conventional estimator. However, if the 
k population means are equal, a more efficient estimator is obtained by 
pooling all k samples together to estimate the common population mean. 
It is commonplace that in practice, the experimenter is uncertain 
whether the k population means are equal. In order to resolve this un­
certainty, he may perform a preliminary test to test the hypothesis that 
the k population means are equal. If the preliminary test accepts the 
hypothesis, the pooled sample mean is used as the estimator, otherwise 
he uses the conventional estimator. 
Here we intend to apply the pooling technique to find a "better" 
estimator of the vector of means of the k normal populations. The 
criterion to decide whether to pool the sample averages will be based on 
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a preliminary F-test for the equality of the k means at a significance 
level a. If we reject the hypothesis of equal means we will consider 
the vector of sample means as the estimator, otherwise the estimator 
will be a vector with all components equal to the pooled estimator. A 
precise definition of the estimator is given in Section C. 
B. Preliminary F-test for the Comparison of Means 
Let , i = 1,...,k be k independent random 
samples from N(H ,^CT )^. 
Consider the hypothesis Hg: ~ ••• = against 
|j.^  for some i ^  j. To make this test we can use the follow­
ing model 
i- — 1*• • • t) — C2»l) 
~ N(0,a2). 
The conventional estimator of obtained by least squares is 
- 1 Y. = — S Y.. and we know that (Y.. ,...,YT_)* ~ W. (ji,S) 
i^ j=a  ^  ^  ^~ ~ 
where 
{^ ' = a^nd S = cr^  diag • 
It is also known that the test statistic for the hypothesis is 
S n (Yi-Y)V(k-l) 
Z = — , (2.2) 
S® 
12 
T K 
where = rr-rr 2 (n.-l) S? which is the residual mean square, N-k 1 1 
 ^ "i _ 
S? T 2 (Y. .-Y. is the unbiased estimator of the variance of the 1 n^ -l 10 i' 
 ^ — 1  ^ — ith population and N = Z n., Y = = S n.Y. irtiich is the pooled esti-
i=l ^  * i=l 1 1 
mator of the common mean. It is well-known that Z has a central F 
distribution with (k-l,N-k) degrees of freedom (d.f.) under Hq and 
a noncentral F distribution with (k-l,N-k) d.f. under the non-
centrality parameter being 
T k 
e = S n. (n--v)^  
2a^ i=a ^   ^
and 
1  ^
 ^- N 
We reject if Z > F^ (k-l,N-k) = a, where a is the significance 
level of the test and a is the 100 (l-a) percentage point of the F 
distribution with (k-l,N-k) d.f. 
C. The Sometimes-pool Estimator 
The conventional estimator of |i^  is Y^  as noted before; how­
ever, if Hq is true, it may be advantageous to pool the k samples. 
So an estimator may be defined to depend on the outcome of the prelimi­
nary test of Hq. 
Let R = { (Yt ,... ,Yj^ ) : Z < a}, and R its complement. The esti­
mator of |j.^  is defined as 
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Y if (Y^ ,...,Y, ) € R, K  '  C / - ,  .  (2.3) 
^ Y if (Y^,...,YJ^) € R 
So, if our vector of sample means falls in R, the estimator of the 
vector of means will be a vector with all k components equal to Y, 
otherwise the estimator will be (Y^ ,...,Yj^ ), the vector of sample means. 
The estimator ji, whose components are defined by (2.3), is called "the 
sometimes-pool estimator" of n. 
The experimenter would like to obtain an estimator whose relative 
efficiency is hi^ , say higher than a preassigned level. We shall study 
the bias, the mean square error and the relative efficiency of the 
sometime s-pool estimator of p. to the conventional vector of means. 
D. Bias of the Sometimes-pool Estimator 
Because of symmetry, we may consider first the bias of which 
will be denoted by b^ . The bias of for any i can be obtained by 
replacing the subscript 1 by i in the result given below. 
By the definition of the estimator, we have 
E((i3_) = E(Y^ 1R) P (R) + E(Y1R) P (R) = E(Y^ 1R) P (R) 
+ E(Y^ |R) P (R) - E(Y^1r) P (R) + E(YjR) P (R) 
= -EiYj) + E(Y|R) P (R) - E(Y^ |R) P (R) 
so, 
, k _ 
E(&i) = kii + if ,2 n^  E(Y^ 1R) P (R) - E(Y]^ (R) P (R). (2.k) 
lit 
Hence, we need only to compute E(Y^|R) P (R). The density of * 
IS 
hence 
Since 
TT (n  ^S n.(y.-ji. )2 
- \ ^ 2a2 i=l 1 
" (2,)V2,k 
P (R) = j"... J" f (y^ ,... ,yj^ ) dy^ ...dyj^ . 
R 
If: ="1 (^ i-^ i^) 1 a 
we obtain 
-/•••J an. (yi#• • • ^yjs;) ây^...ây^ 
1 R i k 
n. 
= -^  f... f yi fCy^ ,... ^yjj.) ^ y^ - • .^ y^  
a2- R 
- J... ; f(y^ ,.'.,7]^ ) ay^ - = =dy^  
GT R 
n. n.ii. 
= — E(Y. |R) P(R) - P(R) 
giving the expression 
[E(7^|R)P(R) - HJ^P(R)] . (2.5) 
i a 
(To justify differentiation under the integral sign see Esimai's thesis, 
"Regression estimation for multivariate normal distributions", Iowa 
State University, 1977# P. 17^). 
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Alternatively, we can compute P (R) "by integrating the density 
of a noncentral F distribution with (k-l,N-k) d.f. and noncentrality 
parameter 
, k k p. -V  ^
e =-^ 2 n (n -v)2 =i S n (-^) 
2xs^  i^  ^  ^ i=J. ^  
= §- 6 'Z ^  6 t 
where 6 is a kxl vector with components 6. , 
~ 1 or 
The density of the noncentral F distribution is 
«re (k-i)e"^  : [(k-i)t/(K-k)]^ (^ ~^ -^*^ -^  
(N-k)rS(N-k)]p^  p,r[§(k-i)4f][i+(k-i)t/(N-k)F(^ -^ )-^  
as we can see by setting p = k-1 and m = N-k in the equation (7.1) 
in the Appendix. 
a 
Let h(0) = P(E) = J*^  g(8,t) dt = < a), so from (7.l4) 
it follows that 
 ^:r{e)-h(e)] (Hj-v), (2.6) 
where h(6) and r(0) are derived from (7. k) and (7.5) in the Appendix 
by taking p = k-1 and m = N-k. 
Now, equating (2.5) and (2.6) we have 
E(Y^1E)P(R) - n^P(R) = [r(8)_h(8)] (p^-v). 
Hence 
E(Y.|R) P(R) = h(6) n. + [r(e)-h(e)] (p^-v). 
16 
so 
To simplify notation let's define 
H(e) = r(6)-h(8) = h'(8) 
E(Yj^|R) P (E) =h(0) + H(8) (n^-v) (2.7) 
= r(9) (n^-v) + vh(e) 
= r(0) - VH(0). 
From (2.4) we obtain the bias of to be 
bi = E((^ ) -
k 
Zi 
i^  
= ^ {^^[H(6)(|ji^-v) + h(0)|i^]} - H(0)(n^-v) - h(0)|j.^ 
It 
~  ^  ^ i^*^ ! " H(0)(M2"V) - ^ (0)^ 2 
= h(0) V - H(0) (m-^ -v) - h(0) 
since 
k 1  ^
2 n. ([i.-v) = 0 and - 2 n.|i. = v. 
i=a ^   ^ IN i^  1 1 
Now, substituting H(0) = r(0) - h(0) we have 
b^  = h(0) (v-jij^ ) + [r(0) - h(0)] (v-n^ ) 
= [h(0) + r(0) - h(0)] (v-n^ ) = cfr(0) (^ ). 
Recall that 
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so we have 
= or(6) 6^ . (2.8) 
In the case of k=2, was obtained by Han and Bancroft (1968). 
They expressed b^  ^ as a finite sum while here it is expressed in terms 
of a noncentral F distribution. These two results were checked on 
computer for n^  = 12 and n^  = 8 and agreement was found as it should 
be. 
As a partial check; 
(a) %ien a = 0 (a = 1, never-pool case) we have r(6) =0 that 
implies b^  = 0. 
(b) When a = <» (a = 0, always-pool case) we get r(0) =1 and 
consequently b^  ^= aô^ . If we consider the particular case of 
two populations, we obtain 
"x = - 1^ 1 = ^  (2-9) 
in agreement with Han and Bancroft result. Note that 0 = 0(6) i.e., 
0 is a function of the vector 
• . 
in fact, 
0 = & (^ 1^^  + ^ 2^ )^ = [n2^ (v-|i2^ )^  + ng(v-^ i2)^ ] 
2a 
12 
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(-V)-âî^v^ 
where 
M'p~|J'n 
y = —-— hence we can write 
8 =2%!^ "-
As we can see, when a and the sample sizes are fixed, the bias 
is a function of y only which we shall denote "by bj^ Cy). 
From (2.8) we obtain 
bj^ (Y) = a n^ +n^  rfv) Y (2.11) 
since r(y) = r(-y) we have b^ (y) = b^ (-y). Note that the quantity 
y we have defined here is the same as 6 in Han and Bancroft (1968). 
From (2.11) we obtain 
bn(y) n 
S- ' 'M y. 
This formula was used in the case n^  ^ = 12 and = 8 on a 
19 
computer program to compare with Han and Bancroft computations. 
In the case of k populations, the "bias of is obtained by 
the symmetry of the problem as mentioned earlier. We shall denote it 
by b^ (6,6) and 
b^ (0,6) = ar(0) 6^ . (2.12) 
Further we define the total bias as 
k k 
b(8,6) = S b. (6,6) = or(e) S 6.. (2.13) 
i=a ^  ±=i 
In particular if n^  = n for all i = 1,2,...,k we obtain 
b(6,6 ) =0. 
E. Mean Square Error and Relative Efficiency 
The mean square error of is, by definition 
MSE((i3_) = E[(&i-pi)2] = E(&i2)_2p^ E(|i^) + (2.lh) 
= Var((i^ ) + b^ 2^  
Note that if we control the MSE we will control the bias. We need to 
compute E(j!i^ )^. We can write 
E(A^2) = E(P1R) P (R) + E(Y^S|R) P (R) 
= E(YJ^2) + E(Y^|R) P (R) - ECY^^IR) P (R) 
Sn.Y. 
= E(Y]^2) + E[(-^-I)2LR] P (R) - E(Y^^)R) P (R) 
= E(Y 2) + i- 2N 2 E(Y.2|R) P (R) 
20 
+ — 2 n.n. E(y.Y.lR)P(R) 
i<j  ^^   ^^  
- E(Y^^|R)P(R). (2.15) 
So we have only to compute 
E(Yj^ |^R)P(R),i = 1,2,...,k 
and 
E(Y.YJR)P(R) i ^  j, i,j = 1,2,...,k. 
X J 
We trill use the same technique used to compute the bias. First, 
on the one hand, we have 
n _ _ — - — 
+ "If f(y^ f "fy^ g)' 
O 
Hence 
= r ...r5S_c6?,,...,a5,. 
ÈUJ^= 'E " 
n. nf 
= - ^  P (R) + -R E[(Y.-N. )2|R] P (R) 
a ^ ^ 
n.  nf  _ _ 
h(6) + -Ç [E(Y^2JG) P (G) _ 2JX^ E(Y^1R) P (R) 
a 
+ iij_2p(E)] , 
so 
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= 4- ^ h(0) + E(Y.^1R) P (R) 
ÔH.2 a  ^
- 2|a^  E(y^ 1r) P (R) + h(6)]. (2.l6) 
On the other hand, using the noncentral F distribution we get, from 
(7.9), the following 
= (#&)^  [h(8) - 2r(0) + qOn 
3% 
+ [r(0) - h(8)] , 
a^ i 
where q(6) comes from (7.7) by taking p = k-1 and m = N-k i.e., 
q(d) = KF' (k+3,N-k) -  ^ k+3^ 
To simplify notation let's define 
L(8) =h(8) - 2r(8) + q(8) 
so 
àSiSl . (|e_)a 1,(0) + B(e) 
and using (7.11) and (7.12) we have 
= -IT" L(8) + — H(8) (1-^ ) 
an. 
or 
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1X.2 
52  ^= 4- C(Hi-v)=L(e) + 2- H(e) - f- a(@)] . (2.17) 
<r  ^ "i " 
Equating (2.16) and (2.17) we obtain 
^ H(6) + E(Y^2|R) P (R) _ 2|I^ E(Y^1R) P (R) + H(6) 
gs <j2 
= (li^ -v)^  L(6) + — H(0) - ^  H(0) . 
Hence, using Expression (2.7) for E(ï^ 1r)P(R) we have 
E(Y^ 2jR) p (R) = 2n^  r(0) (h^ -v) + 2n^  h(0) V-u^  ^h(8) 
+ (Hi-v)2 L(0) + g! r(0) - f- H(0) . (2.18) 
V-Mi 
Recall that ô_ = —-— so 1 0 
E(y^ 1^r) P (R) = 2n^  r(0) (nj^ -v) - h(0) (pj^ -^2|i^  v + V^ ) 
_,2 
+ h(e) + (n^ -v)2 L(Ô) + ^  r(8) - ^  H(e) 
= - 2\LJ  ^crr(0) 6^  - cr^  h(0) 6^  ^+ L(0) 6^  ^
+ h(0) v2 +f^ r(0) - f^ H(0) 
= - 2n^  0r(0) [2r(0) - q(0)] 6^ ' 
+ h(0) v2 + ^  r(0) - H(0) . (2.19) 
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We also have, for i 3* 
a^f Ô ,rr 
=â;r (3 (^yi^ -'^ k)) 
•^0 J o 
n n _ _ 
= —ip (Yi-Pi ) (Yj-Hj ) f(yi>. • • >y-j^) : 
hence 
anjslfi - J" ' '' J" '^ 1- • 
= ^  J" ••• X 
f(y^ ...yj^ ) dy^ . ..dyj^ . 
or 
1^  = ^  [E(Y^ Yj|R) P (R) - E(Yj|E) P (R) n^n^ 
"Ti 
J -^ 1 a 
- H. E(Ï^ 1R) P (R) + ki^ ia . P (E)]. (2.20) 0 ' 1' 
On the other hand, using the noncentral F distribution we obtain 
ëy#) = (Ë-) (I®-) 1.(9) + H(e) 
and using (7.II) and (7.13) we obtain 
L(tii-v) (n^.-v) 1(9) - f- H(e)] . (2.21) 
Equating (2.20) and (2.21) we have 
2k 
E(Y^Y^1R) P(R) - E(YJ|R)P(R) - II. ECY^IR) P (R) + H(E) 
= (p^ -v) &(G) - h(6), 
so 
E(Y^ Yj.IR) P (R) = [r(0) Hj - H(8) v] + yi. [r(e) - H(0) v] 
+ (M-^ -v) (Pj-v) 1(8) - H(e) - h(6). 
Then, 
E(Yj^ YjlR) P (R) = 2[ i^[x .  r(8) - H(8) - HfS) \ ) \ i .  
+ (n^ -v) iii.-v) L(8) - Ç- H(8) - n^Vi. h(8). (2.22) 
Using 
1 k 
E(y2|R)p(R) =— S n 2 e(Y.21r) P (R) 
i=a.  ^  ^
p k _ 
+ — S n.n E(Y.Y 1R)P(R) 
N" i<j - " - ^  
and substituting (2.l8) and (2.22) in this expression we obtain 
_ 1 k 
E(Y^ |R) P (R) = — S n 2 [2  ^ r(e) (a.-v) + 2ii h(8) v 
RS 1=1 1  ^  ^  ^
- b(8) - (Pj^ -v)^  L(8) + ^  r(6) - ^  H(8)] 
? ^ 
+ — S n.n [2n.n r(8) - H(8) V(i. - H(8) . 
i<j ^  ^   ^J  ^  ^
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but 
+ (N^ -V) (M-J-V) L(0) - §- H(G) - H(0)] 
1  ^
- S n.^ [2n-® r(0) - Sji.v H(0) - h(0) 
i=l ^   ^  ^ "• 
+ (H.-V)= L(0) + ^  r(0) + f H(0)] 
P k 
+ — 2 n n [2|j,.n. r(0) - v H(0) (n.+ti.) 
i<j ^  J  ^J  ^ J 
- h(0) + (p^ -v) (Wj-v) L(0) - ^  H(0)] 
, k k 
: 2r(0) — [ E n  ^+ 2 S n n ji |j, ] 
 ^  ^ i<j ^  ^   ^^  
k k 
- 2v H(0) — [ Z n.^  n- + 2 (Hi+Hi)] 
N2  ^  ^ i<j ^  ^   ^  ^
k k 
- h(0) [2 (n.|x.)^  + Z n n p.p.] 
i=i  ^^  i<j ^  ^   ^^  
, k k 
+ L(0) — [ S a.2(^  _v)2 + 22 n.n (u.-v)(n."v)] 
1=1 ^   ^ Kj 1 J 1 J 
T k n.2 2 k k 
+ r(8) i_ s -2^  _ 0- [ z n 2 + g n n ] 
i=a X 1=0. ^  Kj J 
, k k n-n-
— [ Z n.2 p 2 + 2 2 n n up] = (2 
#2 1=1  ^ Kj 1 J J  ^
1 k k 2 
— [ 2 n.2 n. + 2 n n (p.+p.)] = ^  Nv = v 
N- 1=1 i<j  ^  ^
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1 k k 
— [ Z n.2 (n.-v)^  + 2 S n n (n.-v)(jj..-v)] 
N2 i=i 1 1 i<j 1 J 1 J 
i=l  ^
k k (Sn )2 
3^ c-i" + = — = N 
hence, 
E(Y^ 1R) P(R) = 2r(8) - 2H(e) - h(0) + |^  r(8) 
- H(0) = h(8) v2 + h(e). (2.23) 
Substitution of (2.23) and (2.19) in (2.15) leads to 
E((i]^ )^ = E(y^ 2) +E(Y^ |R)P(R) - E(Y]^ |^R) P(R) 
= E(Y^ 1R) P (R) + E(Y]^ |^R) P (R) 
- f- r r(*) + [2r(e) - q(8)] - g r{0) 
1 X 
+ 2vl^ o r(0) (2.24) 
Finally, substituting (2.24) and using E((ji^ ) = a r(6) 6^  + in 
(2.14) we have 
MSE(^ j^ ) = [1 + (jp - 1) r(0) + [2r(0) - q(0)] 
= ^  [1 + f(i\»ôi)3> (2.^ ) 
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where 
n, 
f(i^ ,ô^ ) = (g- - 1) r(6) + [2r(6) - q(0)] . 
As a partial check, when a=0 (a=l, never pooled case), 
h(6) = r(0) = q(0) = 0, 
we have 
M8E(1) = ^  . X n^  
When a = ® (a= 0, always pooled case), h(0) = r(0) = q.(6) = 1, 
then 
MSE((i^) = Ç 
In particular, when k = 2 
which is in agreement with Han and Bancroft result (Han and Bancroft 
(1968)). Note that since r(0) = r(-0) and q(0) = q(-0) we have 
f(6) = f(-5). 
As we have seen before 0 = % ——— y where y so we 
ni+ng a 
can write 
MSECd ) = M(y) = — £l-r(Y) + r-^ r(Y) 
± °1 °1^ 2^ 
+ [2r(Y) - q(Y)] ^  
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and 
f(Y) = f(-Y) = r(Y) + C2r(v) - qCv)] Y^ . 
The relative efficiency of the scmetimes-pool estimator (1^  to the 
usual estimator is defined as 
1/MSE(0^ ) MSE(Y,) t 
The function e is a function of a and Y for any fixed sample 
sizes. 
e(l,Y) = 1 
since a = 1 implies rfy) = q(Y) = 0. 
e(0,Y) = 
ni^ +nin^ +n^ ng^ Y* 
since a  =  0  implies r ( \ )  = q.(Y) = 1. These two curves intercept at 
/ I  1 
the point y =/— + —- since = 1 =5> n-^ +2n_n +n_^  
° 1  " s  " 1 - 1 2  2  
«2^  n-np 
= n^ z+n^ ng+n^ ng^ Y^  => n^ ng^ Y^  _ ^^ 2 ^  => Y^  = + => Y 
= + — in agreement with Han and Bancroft (1968) result. As a 
1^ *2 
numerical check, formula (2.26) was used on a computer program and the 
number e^  defined in Ban and Bancroft paper was computed for different 
combinations of n^ , ng and a and it was verified that they are in 
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agreement as we expected. 
By the symmetry of the problem we obtain 
MSE(iii) = ^  [l+f(p^ ,6^ )] (2.27) 
by replacing 1 by i in (2.27) where f(iL,5^ ) = (^  1) r(0) 
+ [2r(6) - q(6)] n_6^ 2. Then we can define the total mean square 
error as 
k k . 
MSE((i) = S MSE(Û. ) = *2 S — 
i=J.  ^ i^  X 
+ 2 {|î r(8)- r(e) ^  + [2r(8) - q(8)] s 5,2) 
i=i ^  X i^ ^ 
.  *2 ( z ^ + I r(e) - r(8) 2 ^ 
i=a ^ i  ^ i=a '^ i 
k 
+ 2[r(8) - q(0)] 2 6,2]. (2.28) 
i^  ^ 
So, MSE((i) is a function of the vector 6. 
Let us consider the particular case where n^ =a for all 
i = 1,2,...,k, i.e., all the samples are of the same size. 
k  ^k 
Recall that 0 = •§ S n^ ô^  ^ e^ have n o w, 0=2 2 6^  ^ that 
i=a. - " i=l 
2 20 implies S 6. = —. Hence, 
i=a ^   ^
MSE(^) = ^  {k+r(0)-kr(0) + 20 [2r(0) - q(0)]}. 
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MSE(il) 
In this case — is a function of the noncentrality parameter 
6 once the significance level of the test and the sample size n is 
fixed. 
Let Y = (Y. ) be the usual estimator, i.e., the never-
pool estimator, then 
_ k _ k 2 
MSE(y) = Z MSE(y.) = S  ^
~ i=a 1 i=l *  ^
The relative efficiency of the sometimes-pool estimator (i to the usual 
estimator Y, denoted by e{a,d), is 
MSE(Y) 
MSE(g) MSE(Y) MSE(g) 
= k+r(ô)Li-k+ii6]-aôq(ô) • 
We will end this section by examining the behavior of the function 
e(a,0) which will be helpful for the next section where we will show 
how these theoretical results could be used in practice. 
When 6=0, the relative efficiency is 
= k+r(0)(l-k) • 
Note that r is in fact a function of 0 and a and r(0) is the 
tail of a central F distribution, hence, r(0) =0 if a = 1 and 
increases to 1 as a decreases to zero 
(a) for a = 1 we have e(l,0) = 1 
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("b) for <2=0 e(0,8) = so e(0,0) = K. 
So for any 0 < a < 1; e(cK,0) is monotonie decreasing and 
1 < e(o5,0) < k; k > 2. 
Consider now a fixed and 6 varying 
(c) e(l,e) = 1 
(d) the curves e(l,8) = 1 and e(0,8) intercept at the point 
A - K-1 
®0 ~ 2 
(e) it is not easy to see Analytically hut the computations show that, 
for 0 < 0 < 0Q, e(a,8) is a decreasing function of 8 
(f) the coaiputations also show that no two curves ever intercept in 
the interval (0,8^ ) 
(g) any two curves •will intercept at some point in the interval 
(8q,-ko) and for 0 < a < 1 each curve achieves a minïTmm and 
then increases asymtotically to e(l,8) = 1. 
The properties (a) - (g) point out that e(0,8) > e(a,8) for all 
6 € [0,8^ ] and all 0 < a < 1. This means that for 8 in this range 
the always-pool estimator is relatively more efficient. However (g) 
indicates that for 8 e there is no uniformly best estimator. 
F. Criterion for Recommendation 
The sometimes-pool estimator depends on the significance level of 
the preliminary test. Different choices of the level give different 
estimators. In general, the experimenter is willing to obtain an 
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estimator with "large" relative efficiency. If it is known that 
0 < 6 < 6Q, the always-pool estimator has the largest relative effi­
ciency so it should be used. However, if 6 € (Sg,-*»), as we have 
pointed out "before, there is no uniformly best estimator. In this 
case we will study the relative efficiency and use the following 
criteria given in Han and Bancroft (1968). 
Assume that the experimenter does not know the size of 8, a case 
that happens more frequently, but will be satisfied with an estimator 
that has relative efficiency no less than a specified number e^ . 
Then «nnong all the estimators with relative efficiency greater than 
or equal to e^ , the experimenter selects the one with the largest 
efficiency. 
(1) Consider A = £a; e(a,8) > e^  for all 8}. 
(2) Since max e(a,8) = e(a,0), define e* = max e(a,0) and cx* 
8 acA 
the significance level where the maximum is achieved. 
The estimator determined by cr* as the significance level of the 
preliminary test is guaranteed to maximize e (a;,8 ) over all choices 
of acA and all 8. It is also assured that the estimator so obtained 
has relative efficiency at least e^  and it can be as large as e*. 
Table 2.1 was computed from equation (2.29) and an incomplete 
beta distribution was used to approximate the noncentral F distri­
bution. We have evaluated the function for specified values of a 
by computing its value at different values of 8. The table displays 
e*, e^ and the recommended or*. 
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Suppose that the experimenter has k = 3 populations with samples 
of size n = 8 and he is willing to accept an estimator which has 
relative efficiency no less than 0.68, then he should use of* =0.10 
because this value of a maximizes e(0,O) and e^  = 0.68. He can 
obtain a relative efficiency as hi^  as 1.86. 
3  ^
Table 2.1. Values of the maximum and minimum relative efficiency and 
recommended significance levels when is unknown 
\. 
a* \ 
k = 3 
k  8 15 20 25 
0.40 e* 1.21 1.20 1.19 1.19 1.19 
®0 0.90 0.91 0.91 0.92 0.92 
0.30 e* 1.34- 1.31 1.30 1.30 1.30 
®0 0.% 0.86 0.87 0.87 0.87 
0.25 e* 1.43 l.4o 1.38 1.38 1.38 
®0 0.81 0.83 0.8%. 0.84 0.84 
0.20 e* 1.54 1.50 1.48 1.48 1.48 
®0 0.76 0.79 0.80 0.80 0.80 
0.10 e* 1.92 1.86 1.83 1.83 1.82 
®0 0.63 0.68 0.70 0.70 0.91 
0.05 e* 2.27 2.20 2.17 2.17 2.16 
®0 0.52 0.58 0.61 0.61 0.62 
0.01 e* 2.78 2.7k 2.72 2.71 2.71 
®0 0.33 0.41 0.45 0.46 0.46 
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Table 2.1. (Continued) 
\. 
a* \ 
IV
 II VJ
l 
k 8 15 20 25 
o.ko e* 1.4l 1.38 1.37 1.37 1.36 
®0 0.92 0.93 0.94 0.94 0.94 
0.30 e* 1.62 1.58 1.56 1.56 1.55 
®0 0.88 0.90 0.90 0.91 0.91 
0.25 e* 1.76 1.72 1.70 1.70 1.69 
®0 0.86 0.88 0.88 0.89 0.89 
0.20 e* 1.96 1.90 1.88 1.87 1.87 
®0 0.83 0.85 0.86 0.86 0.86 
0.10 e* 2.61»- 2.55 2.52 2.50 2.50 
®0 0.72 0.76 0.78 0.78 0.79 
0.05 e* 3.35 3.24 3.20 3.18 3.17 
®0 0.63 0.68 0.70 0.71 0.71 
0.01 e* 3.70 4.4o 4.36 4.36 4.35 
=0 0.45 0.60 0.58 0.56 0.57 
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G. Preliminary Test when the Variance is Known 
In the remainder of this chapter we will study the sometimes-pool 
estimator in the case where the variance is known. 
fâ,le and Bancroft (1967) studied the problem of pooling the means 
of two independent random samples from two normal populations with 
common variance cr^  assumed to be known. In this section we gener­
alize their result to the case of k independent normal populations 
for which the common variance is assumed to be known. 
Kale and Bancroft have used a normal distribution to perform the 
preliminary test of the hypothesis that the two populations have the 
same mean. They have used the result of the test to define the 
sometimes-pool estimator and computed the relative efficiency to the 
conventional estimator. We have used a chi-square test as our prelimi­
nary test of the hypothesis that the mean of all populations are equal, 
the sometimes-pool estimator of the vector of means was defined and 
the relative efficiency to the conventional estimator was expressed 
in terms of noncentral chi-square distributions. Let ï. ,Y. 
1 2 
, i = l,2,...,k be k independent random samples from N(H^ ,CT^ ) 
known. Consider the hypothesis 
Hq: M^ i = tAg = ••• = he 
against 
H. : 11. H. for some i ^  j. X 1 J 
If we define 
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1 ""i 
A''"-
the vector 
Ï = 
has a multivariate normal distribution with mean 
and covariance matrix 
Z = diag 
""l "k 
Ohe test statistic for the hypothesis is 
k Y. - Y ^  k n. 
_ , k _ k 
where Y = = S n.Y., N = S n., has a central distribution with 
* i=l ^  1 i=a ^  
k-1 d.f. under Hq  and a noncentral distribution under the aiterna-
tive, the noncentrality parameter being 
k n 
X = i S — -v)2 
i^  ffS 1 
1  ^
where v = ^  2 ^il^ i* hypothesis Hq is rejected if 
= a, where a is the significance level of the test and a is the 
100 (1-a) percentage point of the distribution with (k-l) d.f.. 
38 
The sometimes-pool estimator is defined as 
Y. if > a 
A r i 
•^ i ~ ^  if < a • 
H. Bias of the Sometimes-pool Estimator 
when the Variance is Known 
In this section we derive the bias of the sometimes-pool estimator 
fdiich we shall denote by b^ . 
From (2.4) we have 
where we use R to denote the acceptance region of the test of the 
hypothesis Hq. 
Die density of ' is 
E(&I) = E(Y^ ) +E(Y1R)P(R) - E(Y^ 1R)P(B), 
f... ,yj5.) - ^ g^^k/2 
so 
P(R) = J...J F(Y3^ ,...,YJJ.) DY^ ...DYJ^  
R 
and since 
we can obtain 
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n. _ _ _ _ _ 
o R 
n.|a. _ _ _ _ 
^ ^  J*"-J f(yi,...,y]^) dyj^.-.dyjj 
a'' R 
= [E(Y^1R) P (R) - Hi P (R)] . (2.30) 
Alternatively, we can compute P (R) by integrating the density 
of a noncentral distribution with (k-l) d.f. and noncentrality 
parameter 
k n. k n.-V 1 
X = # 2 — (^ .-v)2 = I Z n (——= § Y* 2" Y 
i=CL a2  ^ izj. ^  ~ ~ ~ 
where y is a kxl vector with components 
The density of the noncentral with (k-l) d.f. is 
Obtained from (7.17) in the Appendix by taking p = k-l. 
Let 
a 
h(X) = P (R) = g(X,x) dx = P(x'J_i < a) 
so from (7.31) in the Appendix it follows that 
n. 
= -A [r(X).h(X)] (n -v). (2.31) 
Now, equating (2.3O) and (2.3I) we obtain 
4o 
E(Y. |R) P (R) = r(X)(ia -v) + S -^ (KI .-v)Cr(X)-h(X)] 
1 1  ^j=(L gS J 
•where h(X) and r(X) are obtained from (7.20) and (7.22) in the 
Appendix by replacing p by (k-1). Hence, the bias is 
b^  =E((i^ ) - = E(Y|R) P(R) - E(Y^ 1R)P(R) 
= r(X) (v-p^ ). 
The total bias is 
k k 
b(X,'Y) = Z b. = r(X) Z y. « 
i=a. i=l 
I. Mean Square Error and Relative Efficiency of the Sometimes-
pool Estimator when the Variance is Known 
Using similar procedures of previous sections Tirtien S was un­
known, we can easily derive the Mean Square Error of the Sometimes-
pool Estimator. 
From (2.15) we have that 
_ 1 k 
E(A?) = E(Yf) + — S n 2 E(YflR) P (R) 
 ^ i=J. ^   ^
p k _ 
+ — Z n n E(Y.Y.IR) P(R) - E(Y5|R) P(R), 
N® i<j 1 J 1 J 1 
so we need to compute E(Y?|R) P (R) and E(Y.Y . |R) P (R). J-  ^J 
Following the same steps as for the case where the variance is 
unknown, on the one hand we have 
 ^ [~ + E(YJ1R) P (R) - 2ix E(YJR) 
an^  a i 
+ pf]. (2.32) 
On the other hand, using the noncentral distribution and (7. 35 ) 
in the Appendix, 
[(^ i-v)2 L(\) + ^  H(X) - H(X)] (2.33) 
dnj a ^  i^ 
where 
L(X) = h(X) - 2r(X) + q(X) 
H(X) = r(X) - h(X) 
and q(X) is obtained from (j.25) in the Appendix by replacing p by 
(k-1). 
Equating (2.32) and (2.33) and using the expression for 
E(Y^ 1r)P(R) derived above we have that 
E(yJ1r)P(R) = -2n^  a r(X) ô^ -cr^  H(X) 6J + h(X) 
+ ^  r(X) - ^  H(X). (2.3^ ) 
We will also obtain, for i j, and using the same steps as for the 
case of unknown that 
E(Y^ Yj|R) P(R) = 2ii^ Hj r(X) - H(X) V - H(X) V 
2 
+ (^ i-v)(Nj-v) L(X) - ^  H(X) - b(X) 
so 
k2 
E(Y^|R) P (R) = h(X) ^ h(X) 
E((if) = ^  + f  r ( \ )  + 02 [2r(X)-<i(X)] ôf 
- ^  r(X) + 2|i^ a r(X) 6^ + |i? 
and finally from (2.1^) 
MSE(j!i^) = ^  LI + - 1) r(X) + [2r(X)-q(X)] 
ct2 
= ^ [1 + 
X 
n. 
where fCn^,6^) = - 1) r(X) + [2r(X)-q(X)] 
Hence, the total mean square error is 
MSE(|1) = cr^ { S - I r(X) - ( S |-) r(X) 
i=a. '^i ^ i^ X 
+ 2[r(X)-g(X)] S 6 f )  (2.35) 
and in the special case where n^ = n, i = 1,... ,k we have 
MS£(^) = [k + r(X)[l-k-A-X] - 2X q(X)}. (2.36) 
The total mean square error of the conventional estimator is 
k 
——. So the relative efficiency of the sametimes-pool estimator to 
the conventional estimator is 
" k+r(X) Ll-Ll^X] - 2X q(X) * 
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Note that we keep the notation X instead of 0 to differentiate 
the functions h, r and q in the case of known from the func­
tions h, r and q defined in terms of noncentral F distributions 
for the case cr^  unknown. 
The function e(a,X) has the same basic properties (a)-(g) as 
the function e(a,0) for the case cr^  unknown and has one more 
property worth mentioning. 
(h) e(Q!,X) depends on n only through X and n is proportional 
to X so if we compute e(a,X) for different values of X, 
the values of the function are independent of n. 
In Table 2.2 we give the myiirmTn relative efficiency e*, the 
relative efficiency e^  and the recommended significance 
level or* for the preliminary test. 
The values of the maximum relative efficiency e* and the mini -
mum relative efficiency e^  for a =0.25, 0.10 are in agreement with 
the ones obtained by Kale and Bancroft (1967). 
The criterion for recommendation is the same as for the case where 
is unknown. As an illustration, suppose the experimenter has 
k = 10 and is willing to accept an estimator whose relative efficiency 
is no less than 0.90, then according to the recommendation he should 
choose cx = 0.10 and the relative efficiency can be as large as 3.6O. 
Table 2.2. Values of the maximum and minimum relative efficiency and 
recommended significance levels when the variance is known 
10 15 20 
0.40 e* 
e„ 
1.07 
0.93 
I.l8 
0.92 
1.36 
0.94 
1.60 
0.97 
1.73 
0.99 
1.81 
0.99 
0.30 e* 
e„ 
1.12 
0.87 
1.29 
0.89 
1.54 
0.91 
1.90 
0.96 
2.10 
0.98 
1.24 
0.99 
0.25 e* 1.16 
0.84 
1.37 
0.86 
1.67 
0.89 
2.13 
0.95 
2.38 
0.98 
2.56 
0.99 
0.20 e* 
e_ 
1.21 
0.80 
1.47 
0.83 
1.85 
0.87 
2.43 
0.94 
2.77 
0.97 
3.00 
0.98 
0.10 e* 1.39 
0.69 
1.81 
0.72 
2.48 
0.80 
3.60 
0.90 
4.33 
0.94 
4.86 
0.97 
0.05 e* 1.56 
0.58 
2.14 
0.63 
3.14 
0.73 
5.02 
0.85 
6.38 
0.91 
7.43 
0.95 
0.01 e* 
e_ 
1.84 
0.42 
2.70 
0.48 
4.33 
0.63 
8.03 
0.75 
11.37 
0.84 
14.36 
0.90 
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III. POOLING MEAMS IN A MULTIVARIATE NORMAL POPULATION 
A. Introduction 
Ahsanullah (1971) studied the problem of estimation of the mean 
of one of the components of a bivariate normal distribution with equal 
marginal; unknown, variances from a sample of size n. The result of a 
preliminary test of the hypothesis that the two means are equal is 
used to define an estimator x* for 
This chapter is an attempt to generalize his work to the case of a 
p-component vector X with a multivariate normal distribution with un­
known mean p, and positive definite covariance matrix Z. Our aim is 
to estimate the vector of means using a preliminary test of the hypothesis 
that all the components of the vector n are equal. The estimator of 
(J, is defined depending on the results of this test which is based on the 
Hotelling T^  statistic. The relative efficiency of the new estimator 
to the conventional estimator is studied and recommendation of the se­
lection of the significance level is given. 
B. Preliminary Test for Comparison of Means 
when is Unknown 
Let X = (X^ ,Xg,...,Xp)' be a vector having a p-variate normal dis­
tribution N^ CHJZV), P > 1 with n and unknown. Suppose X_ = 
(Xi^ ,X2^ , ...,Xp^ ), a = 1,2, ...,n is a random sample of size n from the 
normal population. 
It is well-known that the maximum likelihood estimator (MLE) of ja 
_  _ _ _  _  _  n  n
is X where X = (X_ ,X^ ,...,X^ ) and X. = — E X. ; i =1,2, ...,p. 
~ ~ J. d p in , la 
h6 
Consider the problem of testing the hypothesis 
0^* M-i = ~ ~ "^ p 
against 
Hj for some i j. 
Ihis test is equivalent to testing 
Hq: V = C fi = 0 
against 
Kl:  V = C \x  0  
where C is a (p-l)xp matrix of rank p-1 such that 
C e = 0 
•where € = (1,1,...,!)' is a pXl vector. 
The test statistic is 
= n(y-v) S (Y-V) 
where Y = C X, v = 0 la, = -^  Z(X -ÎC) (X -X) ' and 8^  = C C. 
The statistic T^  defined above has the Hotelling's distribution with 
n-1 d.f. and p-1 dimension. 
It is also known that T^  is invariant under any linear trans­
formation C defined as above and that 
has a central F distribution with (p-1, n-p+l) d.f. under Hq  and 
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a noncentral F distribution with (p-1, n-p+1) d.f. and noncentrality 
9 = i (Ç K)' [Ç % Ç']-L (0 IF) .* nv- 2^-^ v 
under the alternative hypothesis, where 2 = C E C'. 
It can be shown that the noncentrality parameter 0 is invariant 
under any linear transfomiation C as described. 
The hypothesis Hq is rejected at a significance level a if 
Denoting by R the acceptance region of and by R its comple­
ment we define the estimator ii by defining its components as 
X. if X e Rj(i = l,2,...,p) 
^ X if X € R (3.1) 
_ Xm +. . .+X 
where X  ^. 
Note that X € R if and only if Z = (l-l^ p-l)  ^^ so that 
P(R) = P(Z < a) (3.2) 
where Z has a noncentral F distribution with (p-1, n-p+1 ) d.f. 
and noncentrality parameter 8. We will call (i the scanetimes-pool 
estimator. 
C. Bias of the Somstimes-pool Estimator 
In this section we consider the bias of 
In order to compute the test statistic we can take any matrix C 
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satisfying C € = 0 but in order to compute the bias and the mean 
square error of the estimator we shall consider some particular matrices 
and introduce some useful notations. 
(i) Consider the matrix 
/ 
Si -
1 - 1 0  
1 0 - 1  
10 0 
0  . . .  0  
0 ... 0 
-1 ... 0 
0 ...-11 (p-i)xp 
and (i = 2,...,p), the matrices obtained Aram by interchanging 
the first and the ith columns. So, each (i = 1,2,... ,p) has rank 
p-1 and satisfies C. c = 0. 
m*! 
(ii) Let's define 
)i± = Ei 
5i == £i Sx 21' 
and 
2i = Si&2i 
3^ 1 = 2i ; 
By the symmetry of the problem we shall let i = 1. To simplify 
notation, we shall use Y instead of Y^ . 
X,+...+5E 
S(\Xj) = E(X]^ |R) P (R) + |^E)P(R) 
X,+...+ï . 
= E(X]^ ) - E(X^  - E|R) P (R) 
= Hi - ^  ECCx^ -Xg) +...+ (5^ -x )1R]P(R) 
lj.9 
= "l - 5 E(«' X|R) P (K) 
= h. - § ïl»)P(B) (3.3) 
lAiere c = (1,1,...,!)' is a (p-l)Xl vector. 
It is known (see Anderson 1958* P« 53) that Y and are 
independent. It is also known that Y ~ ^p_2. (vi^ '^ )^ and that 
W = (n-l) 8^  has a Wishart distribution whose density will be denoted 
"by g(w). Hence, we can write the joint density of (Y,W) as 
_ _ _ -§;;:(y-v, ) 'zZ^ Cy-v, ) 
f (y^ y^g# • • • = constant X g(w) e " . 
Since is determined by (Y, S. ) so is R and one way of 
computing P (R) is by integrating this joint density over R, i.e. 
p-1 _ 
h(e) = P(R) = f(y^ ,... ,yp_]_;Y) . 
We can show that 
'Vi'ï) 
where denotes a (p-l)xl vector whose components are the partial OVt 
derivatives of f with respect to the corresponding components of 
)^ 1' 
If we denote the ith component of -v. by  ^the ith ÔV, •*  ^ôv, i 
mfJL X 
component of (y-Vi ) by (y-Vn ),• and the ith row of S"^  by cr^  = 
we can write 
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P - i  . .  _  
= 1—1 V^i^i f(yi>.-.>yp.i) 
= naj (J.../ (y-Vj^ ) f (y^ ,... ,7p_i,w) 
R 
where the integral in parentheses denotes a (p-l)xl vector whose ith 
component is 
So we can write in matrix notation 
= n [E(Y1R) h(0) - h(8)]. (3.5) 
According to (3.2) we can also compute P(R) by integrating the 
density g(0,x) of a noncentral F distribution with (p-1, n-p+1) 
d.f. and noncentrality parameter 0, i.e., 
h(e) . p (R) . g(e,x)dx - a). 
The partial derivatives with respect to the components of give 
~ ^ *(®) h' (0) and by (7.4) in the Appendix we 
:1 
obtain 
= n Vi [r(0)-h(0)] (3.6) 
where h(8) and r(8) above are derived from (j.^ ) and (7.5) in the 
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Appendix by using p-1 instead of p and m = n-p+1. Equating (3.5) 
and (3.6) we obtain 
E(Y|R) P(R) = r(0) (3.7) 
hence, 
E(€'Y1R)P(E) =€' r(e). (3.8)  
Substituting in (3.3) we have 
- 5 £• ill 
So the bias, denoted by b^ , is 
b^  = E(ji^ ) ~ 1^ 2. ~ " p ~1 (3«9) 
This result is in agreement with the one obtained when considering p 
independent populations. By symmetry, the bias of is 
b. = - ^  €' V. r(e)  (3.10) 
1 y *** m# J. 
p 
and we will define the total bias as b = S b.. 
i=l ^  
C' Vi = (p-1) 
so 
P P P 
2 e' V. = (p-1) Su- - (p-1) Su- =0 
i^ ~ i=a - i=a ^  
hence, the total bias is zero. 
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D. Mean Square Error and Relative Efficiency of 
the Sometlmes-pool Estimator 
The mean square error of is - 2n^  E(p^ ) 
+ Hence, we need to evaluate E({1^ )^, 
E(|ï^ )^ = E(X^ )^Ë) P (R) + E(X2|R) P (R) 
= E(X^ 2) _ E(3^ 2|B) P (R) + E(X^ |R) P (R) 
To express this in terms of Y let's consider the following transfor­
mation: 
(Ï) = . Si) X = Dt X 
X |£''~ 
e^re |£' = iXp. 
One can easily verify that is nonsingular, has determinant 
equal to 1 and its Inverse is 
'i 
1-^ 
1 
p 
1 
p 
1 
p 
1 
p 
1 
p 
1 
p 
:1 
1 
p 
X = D"^  (~) implies that 
~ X 
*1=5 (W—••'Vi* 
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We can then write 
=E(3^ 2) _ E{[^ (y^ +...+Yp_^ )2 
+ P(Yi+- • '+Yp_l)] |R] P (R) + E(X2|R) p (R) 
= E(X,2) - — E(€' Y Y' CIE) P(R) - I E(X e' YIE) p (R) 
so we need to calculate E(€' Y Y* €|E) P (E) and E(X €' Y|E) P (R). 
Let Zv = (a. .) i,ô = 1,2,...,p be the covariance matrix of X so 
the covBxiance matrix of (~) is 
X 
Let's consider the set M of all pxp synnnetric positive definite 
matrices such that % C. ZL. e = 0. The set M is not empty, it con-
tains the following matrices: 
(a) Matrices of the form > 0. 
(b) Matrices with interclass correlation structure, i.e., 
=cr^ [(l-p)l + P £ £']^  > 0 and - < p < 1. 
(c) Circular symmetric positive definite matrices, i.e.. 
If we restrict ourselves to the set M we have that X and Y 
are independent and so are X and € ' Y, hence 
E(X €' JR)P(R) = E(X) E(C' YIR)P(R) 
= ÏI E(€' y|R) P (R) 
- 1 P 
where n = — S n.. 
P i=l ^  
Note that 2» "belongs to M if and only if C- € = 0, i.e. 
'1 -1 0  . . .  o \  /  s  \  
\  à ]  
0 —1 . . .  0  1% 
•••"AW V i 
By the structiire of we mast have that all entries of the pxl 
matrix ZL. € are equal. Wowr, since each C- (i = 2,...,p) is 
obtained from as a permutation of the ith and first columns 
we have that 
Ci 5x ~ ~ ~ all i = l>2,...,p. 
Under the set M we can write 
E(0?) = E(5C?) - —E(e' Y Y' €|R) P (R)-| ME(€' YJR) P (R).(3.II) 
Now we need to calculate E(e' Y Y' €|R) P(R). 
55 
Differentiating (3-^ ) with respect to we obtain 
 ^f(yi,...,y i,w) = C-n z"^  + n2 S"^ (y-V3^ )(y-Vi)'] 
~i 
f(yi,...,yp_i,w) 
so 
= _n P (R) + N^  2"^  E(Y Y' |R) S"^  P (R) 
ôVi^  
-n^  5i^  (E(H|K) P (E)) vi 2-^  - Z"^  
E(Y*|R) S^ P^ (R) 
+ N  ^ V£ G^P (R) (3.12) 
and using (3.7) we have 
= - n Z"^  h(8) + n^  Z"^  E(Y Y* JR) P (R) Z"^  
-- O «o^ X m# I m# ÔVi^  
- 2n2 z"^  VT V' Z"^  r(0) + n^  z:^  v* Z"^  h(e). #wX m#J_ <^ JL «««X 
(3.13) 
Alternatively, using the noncentral F distribution we obtain 
= n2 z"^  V' Z"^  [h(8)-2r(eM(8)] 
avi^  
+ n Z^  ^[r(0)-h(ô)] 
= n^  Zl^  V, v' z"^  h(0)-2n^  z'^  v, v' z'^  r(0) 
»>»X '^ X '^ X -^ X '^ X «^ X '^ X 
+ 5l^  ill :ii ° 5l^  
- n Z"^  h(0) (3.1^ ) 
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where q.(0) is obtained from (7-7) in the Appendix by replacing p 
by p-1 and m = n-p+1. 
Now, equating (3.13) and (3.1^ ) we have 
5l^ =(? Ï' l«) F («) h!' = 51^ iJi )ii Si"" 1(9) 
+ n r(0). 
hence 
E(Y y'lR)P(R) = V, vJ q(0) +1 S, r(e) (3.15) 
JJL «W.X. 
and so 
E(C* Y Y' elR)P(R) = €' V, V' C q(8) + J € ' S, Cr(0). (3.I6) 
Substituting (3.8) and (3.I6) in (3.11) we obtain 
k' Ï1 i;i s 1(«) + ÏÏ £• 5i"{e)] 
- I 5 1' V, r(@) (3.17) f - — 
where = Var(x^). 
Finally, using (2.ll^ ) we have 
mse(6^) . ^  ^Ce- Vi vi 6 q(9) + 5 <• 5i Ç r(e)] 
- f S 1' Vi r(9) - r(e)) + 
1^1 _ 3^  
 ^ p2 
[ € '  V ,  V '  € q(8) + ^  €' St € r(0)] 
M m^JL Xl #«# #N#JL 
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I  r ( 8 )  P 
= ^ ^ te- vi c <1(6) + i £• € r(0) 
P 
- 2 €* Vi v£ c r(6)] 
= + — €' V,' C [2r(8)-q(8)] U 2 m, ,V.L X m* 
P 
- — €' 2^  € r( e ) .  (3 .18 )  
np^  
As a partial check let's consider p = k and which is the 
independent case we considered in Chapter II, Recall that 6^  = 
1 kl,+...+kL T 
-T~ = • â (i^ i k ) = - B 1' )!i = 5 = - ^ ^^ 1' 
also €' € = k(k-l)a^ . 
Sxibstituting in (3.18) we obtain 
MSE(|i, ) = ^  + — k^ a^ ô,^  [2r(8)-q(8)] — k(k-l)a^  r(8) 
 ^ " k2  ^ nkS 
= ^  + [2r(8)-q(8)] 6^ ® + r(0) 
and this is the same as expression (2.^ ) for n = n^  and K = 3m. 
By the symmetry mentioned earlier we have 
MSE(Û.) = -^  + — e' V. V' € [2r(8)-q(8)] X n 
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If we define 
MSE(ia) = S MSE(Û.), 
i^   ^
then 
MSE(|i) = ^  trace (S^ ) +— Se' v. v! € [2r(6)-g.(6)] 
P 1:^  
1 2' 
- 2 €* S. e r(0). 
np2 i^ ~ ~ 
P P P 
It can "be shown that S €' v. v.* € = p Z = p S Z 
i=i~ ~ icj  ^  ^ j=j. i=a.  ^
p p _ _ p _ 
= § Z Z (|i.-n+p..-n)^  = p^  Z so if we define 
J=i i=i ^ ^ 1=1 ^ 
p p _ 
n Z (|i.-nJ® n p2 2 (n.-n)^  
i<3  ^ i=a.  ^ ,g no\ 
 ^ trace (Z^ ) trace (^ ) 
g ° £)"lL (ac) (3.20) 
we have, 
MSE(A) = 2 trace (^ ) £l + | Y[2r(8)-q(8)] - -^ ^^ pr(0)} 
= ^  trace (Z^ ) [p + [2Y-(P-l)p]r(0)-Yq(ô)}. (3.21) 
The total mean square error of the conventional, estimator X is 
59 
i trace (S^ ). Hence, the relative efficiency of (À to the conventional 
estimator is 
e(Q;,e,v,P) = iH.[2y.(p.l)|]r(9)-vq(;9) (3.22) 
As mentioned earlier, matrices with interclass correlation structure 
belong to the set M. Now we will consider this particular case. Let 
 ^= <T^  [(l-p)l - p € £*]# 
then 
1 - 1  0  . . .  0  
1 0 -1 ... 0 
0  0  . . .  - 1  
1 p p ... p 
p 1 p ... p 
p p 1 ... p 
p p p 
= 
1-p p-1 0 ... 0 
1-p 0 p-1 ... 0 
1-p .. p-1 
. . .  1  
1 . 
0 . 
-1 « 
1 1 
-1 0 
0 -1 
. 1 
. 0 
. .  0  
-1 
0  0  . . .  - 1  
2(l-p) 1-p ... 1-p 
1-p 2(l-p) ... 1-p 
6 o  
= a^ (l-p) 
I 2  1  1  ... 1 
1  2  1  . . .  1  
1  1  2  . . .  1  
1 1 1 ... 2 
= or^ (l-p)[l+J3# 
I(p_i)x(p-i) is the identity matrix and J(p_i)x(p_i) = £ £' 
has all elements equal to unity^  so 
a^ (l-p) 
p -1 —1 ... -1 
—1 p —1 «.« -1 
-1 -1 p ... -1 
1 -1 —1 ... p 
for  ^< p < 1. We then have 
P-1 
(SlK)' (SiâtSi'"'' (CiK) — 2 (n^ -|a.)2. 
a^ (l-p) i<j 
By the invariance of 0 under the transformation C we have 
© = § (Cn)' (ca^ C)'^  (Cn) S Y = 
2 2p(l-p)a2 i<j i  ^
i<3 
CT^  
and so 
Y = 2 (l-p) 8. 
One can easily verify that C^ C^Î = for all i = 2,... ,p 
6l 
and so^ 
P P 
S €' S. € = S C' C.2L,C' € = p €' C^ ZyC' €' 
• - *** m# ,-#«•# »wi JL 1 m# wJ-wJVw-L m# 1=2 
= pcT^ (i-p) [c'lc + e'Je] 
= PCT^ (I-P) [(p-l)+(p-l)^ ] = p^ (l-p) a^ (l-p), 
because € is a pxl vector with all its cotaponeiits equal to the 
unity. Consequently 
Then the relative efficiency can be written as 
= P4.r(ê) LW(1-p)-(p-!)+(p-l)p3-2fl(l-p)q(8)• (3.23) 
As a partial check when p =0 (p = 1) we obtain 
e(a,d)  =p+r(ô) [ l_p^]_26 q(6)'  (^ .A) 
the same as formula 2.29 with k replaced by p, in agreement with the 
case of k independent populations treated in Chapter II. 
E. Properties of the Relative Efficiency 
and Recommendation 
In this section we will study some properties of the relative 
efficiency given by (3.23) and make recommendation of the significance 
levels. Tables of the relative efficiency will be constructed for 
some specified values of a,p,n and p and we will show how these 
tables can be used in practice. 
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The relative efficiency given by (3.2^ 4-) is a function of a,0,p,n 
and p. In the process of "building tables we always assume that n and 
p are fixed^  so we simplify the notation to 
e(a,Ô,p) 
but keeping in mind that n and p are also present in the defining 
equation. Althou^  the relative efficiency is not a simple function we 
are able to list some properties 'which will help us to analyze its 
behavior. 
(a) e(l,6,p) =1 as it should be because when a = 1 we reject Hq 
with probability 1 (never-pool) so our estimator coincides with 
the usual one. 
(b) <2= 0  implies r(6) = q.(ô) = 1, the sometimes-pool estimator be­
comes the always-pool estimator. The relative efficiency is 
e(O,0,p) = 20(l-p)+(p-l)p+l * 
(c) For each fixed value of a and p, e(a,0,p) attains a maximum 
at 0=0 and e(a,0,p) > 1. When Hq is true, 0=0 and so 
the sometimes-pool estimator is at least as efficient as the usual 
estimator. 
(d) For p fixed e(a,0,p) is a decreasing function of a. 
(e) For fixed values of a and p, e(û5,0,p) decreases as $ increases 
from 0, crossing the line e(l,0,p) = 1, attains a minimum at a 
point 0Q and then increases asymtotically to 1. 
(f) For any fixed value of a, max e(a,0,p) = e(a,0,p) is a decreasing 
8 
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function of p and min e(a,0,p) = e(a,0Q,p) is an increasing 
6 
function of p. This behavior is to be expected because as p 
decreases, X. tends to be the reciprocal of X. (i/j), then 
 ^ J 
we are more likely to reject Hq and so the relative efficiency 
should be small. Alternatively, as p increases X^  tends to 
be equal to X^  (i j), then we are more likely to accept Hq 
and so the relative efficiency should be high. 
(g) For any fixed value of p, the graph of any two functions 
e(0:^ ,8,p) and e(0(^ ,6,p) (a^  ^  a^ ) plotted on the same coordi­
nate system, never intercept above the line e(l,0,p) = 1, but 
they do intercept below that line. 
(h) Combining (c), (d) and (f) we see that for any fixed value of 
p, e(O,0,p) > e(a,0,p) for all 0 < a < 1 and all 0 < 0* 
where 0* is the point where e(O,0,p) and e(l,0,p) = 1 
intercept. By solving the equation e(O,0,p) =1 we find 
e» 
The experimenter is looking for the estimator with the highest 
efficiency. If he happens to know that 0 lies in the interval [0,0*], 
the always-pool estimator should be used since e(O,0,p) is the largest 
for all 0 in this range, i.e., the always-pool estimator is uniformly 
more efficient. However, if 0 > 0* there is no way of choosing 
a uniformly best estimator. Hence, we shall use the criterion 
recommended by Ahsanullah (1971) for selecting the significance level 
of the preliminary test. The criterion consists of two parts: 
(i) The ejiperimenter does not know the size of a but knows that 
6k 
p = Pq and is willing to accept an estimator which has relative ef­
ficiency not less than a specified number e^ . Then among the esti­
mators with OCA, where A = {a;e(o5,6,pQ) > e^  for all 0}, the 
estimator is chosen to maximize e(a,0,pQ) over all acA and over 
all 0. Since max e(a,0,pQ) = e(O,0,pQ) for each fixed a, he 
0 
selects ijie oseA, say or*, which maximizes e(Q!,0,pQ). 
(ii) The experimenter does not know the size of a and p, hut wants 
an estimator which has a relative efficiency not less than a specified 
number e^ , then he has to look for a* for which e(a,0,p) > e^  
for all 0 and p. 
To help the experimenter in the task of choosing the appropriate 
significance level of the preliminary test. Table 3.1 was constructed 
using (3.23) for some selected values of a,p,n and p. The computa­
tion was carried out by transforming a noncentral F to a noncentral 
beta and then using a central beta to approximate the noncentral beta. 
In Table 3.I, e* denotes the maximum relative efficiency, e^  the 
minimum relative efficiency and a* the recommended significance level. 
To illustrate the criterion we give two examples. 
(a) Suppose that the experimenter is working with a sample of size 
n = 8 and p = 3^  he knows that p = O.5 and is willing to 
accept an estimator with relative efficiency no less than 0.8U. 
Looking on Table 3.I the criterion suggests that he selects 
Qt* =0.20 as the significance level. The selected estimator 
can have a relative efficiency as large as 1.22. 
(b) Suppose the experimenter has a = 20 p = 3, he does not knew p 
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but is willing to accept an estimator with relative efficiency-
no less than O.7I. According to the criterion he should choose 
a = 0.30. Using the recommended a, the exjjerimenter can achieve 
a relative efficiency as large as 1.66. 
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Table 3.1. Values of the maximum and minimum relative efficiency and 
recommended significance levels when is unknown 
p = 3 n = 8 
0!* 
-0.49 -0.30 -0.10 0.10 0.30 0.50 0.70 0.90 
0.40 e* 1.39 1.33 1.26 1.71 1.15 1.10 1.06 1.02 
Bq 0.84 0.86 0.88 0.90 0.92 0.94 0.96 0.99 
0.30 e* 1.66 1.54 1.42 1.32 1.23 1.15 1.09 1.03 
Bq 0.76 0.78 0.81 0.84 0.87 0.90 0.94 0.98 
0.20 e* 2.21 1.91 1.68 1.49 1.35 1.22 1.12 1.04 
e_ 0.65 0.68 0.71 0.76 0.80 0.84 0.90 0.97 
0.10 e* 
e_ 
3.7Ô 2.78 2.18 1.80 1.53 1.33 1.17 1.05 
0.49 0.53 0.57 0.62 0.67 0.74 0.83 0.94 
0.05 e* 6.65 3.86 2.68 2.05 1.66 1.4o 1.21 I.06 
e_ 0.38 0.40 0.44 0.49 0.56 0.64 0.74 O.90 
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Table 3.1. (Continued) 
p = 3 n = 15 
a* 
-0.49 -0.30 -0.10 0.10 0.30 0.50 0.70 0.90 
o.4o e* 1.34 1.29 1.23 1.18 i.i4 1.09 1.05 1.02 
0.86 0.88 0.89 0.91 0.93 0.95 0.97 0.99 
0.30 e* 1.58 1.47 1.37 1.29 1.21 l.l4 1.08 1.03 
e- 0.80 0.82 0.84 0.87 0.89 0.92 0.95 0.98 
0.20 e* 2.05 1.80 1.61 1.45 1.32 1.21 1.11 1.04 
0.71 0.73 0.76 0.80 0.84 0.88 0.92 0.97 
0.10 e* 
e_ 
3.35 2.58 2.07 1.7^ 1.49 1.31 1.16 1.05 
0.57 0.60 0.64 0.68 0.74 0.80 0.87 0.95 
0.05 e* 5.70 3.56 2.56 1.99 1.63 1.38 1.20 1.06 
e„ 0.46 0.49 0.53 0.58 0.64 0.71 0.80 0.93 
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Table 3.1. (Continued) 
p = 3 n = 20 
a* 
-0.49 -0.30 -0.10 0.10 0.30 0.50 0.70 0.90 
0.40 e* 1.33 1.28 1.23 1.78 1.13 1.09 1.05 1.02 
0.87 0.88 0.90 0.92 0.93 0.95 0.97 0.99 
0.30 e* 
e. 
1.57 1.46 1.36 1.28 1.20 l.lh 1.08 1.02 
0.80 0.82 0.85 0.87 0.90 0.92 0.95 0.98 
0.20 e* 2.02 1.78 1.59 1.44 1.31 1.20 1.11 1.03 
0.71 0.74 0.77 0.81 0.84 0.88 0.93 0.97 
0.10 e* 
e_ 
3.30 2.52 2.05 1.72 1.48 1.30 1.16 1.05 
0.58 0.62 0.66 0.70 0.75 0.81 0.87 0.95 
0.05 e* 5.64 3.48 2.52 1.97 1.62 1.38 1.20 1.06 
0.48 0.52 0.55 0.60 0.66 0.73 0.82 0.93 
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F. Preliminary Test when is Known 
Now let us consider the case when is known, then Y = CX 
has a (p-1) variate normal distribution with mean v = Cja and 
covariance matrix 21y = so 
Cc(X-n)]' (CSyC)"^  Cc(X-n)] = (Y-v)' (Y-v) 
has a central distribution with (p-1) d.f. under Hq and a non-
central distribution with noncentrality parameter 
X •! (Cn)' (CSj^ ' )~^  (S!i) = § under the alternative. 
The preliminary test of Hq: v = 0 is based on the x^  test 
statistic with (p-1) d.f. A size a test will reject Hq if 
HT' = a 
where a = x|p_2.)*a the 100 (1-a) percentage point of the 
distribution. Let us denote by R the acceptance region for testing 
Hq * V — 0, I.e., 
R = {X: nY'ZL-"^  < a; Y = CX}. 
The sometimes-pool estimator of is defined as 
1+...+Xp 
G. Bias of the Sometimes-pool Estimator 
when is Known 
Let Y = C^ X as defined in Section B above, so Y has a (p-l) 
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variate normal distribution with mean and covariance matrix 
i 2^  where 2^  = C^ 2^  ^as before. Following the argument used in 
Section C of this chapter and using the fact that the statistic 
n Y' 2y Y 
is invariant under the linear transformation i = 1,2,..,,p 
we obtain the bias, for i = 1,...,p, as 
i^ = - p r(&) 
where r(X) is obtained from (7.22) in the Appendix by the substi­
tution of p by (p-1). 
The total bias is, then 
1 P 
b = - I ( 2 €'V.) r(X) = 0. P 
H. Mean Square Error and Relative Efficiency of the 
Sometimes-pool Estimator when 2^  is Known 
Assume that 2,, belongs to the set M defined in Section D of 
this chapter and is known. From (3.11) we know that 
ECdf) = E(X£) - ^  E(€'Yy'jglR) P (E) - |il E(€'Y|R) P (R). 
Hence, we need to compute E(c'YY'€ IR) P (R) and E(e'yIR) P (R). 
Following the same argument used to determine similar quantities when 
treating the problem with 2^  unknown we obtain results which are 
similar to equations (3.8) and (3.16) respectively, namely 
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E(€'y1r) P(R) = €'V^  r(X) (3.25) 
and 
E(€'YY'e|R) P (E) =€'V,VtC q(X) + ^  r(X) (3-26) 
where r(X) is obtained from (7.^ ) substituting p by (p-1). So, 
E((i|) = -^  +  ^ %(&) + E £*525 
p2 
-fuCv^rCX) (3.27) 
where (j^  = variance of X^ . Finally, using (2.1^ ) we obtain 
MSE((ii) = ^  + — £'^ 1^ 15 C2r(X) - q(X) 
- — r(X)] (3.28) 
np2 
which is analogous to equation (3.I8) for the case where is 
unknown. As a partial check, when we consider p = k and Z]^  = cr^ I 
we obtain 
MSE(Oj^ ) . z: + ,2 [a.(\) - 4(X)] 62+^ 0= r(X) 
which is the same result obtained in Chapter II when considering k 
independent populations and assuming a sample of size n from each 
population. Again, by the symmetry of the problem 
MSE(Û.) = -^  + — €'v.v'€ [2r(X) - q(X)] - — €'S. € . 
1 n p® ~ np^  ~ ~ 
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Analogous to equation (3.21) we obtain the total MSE(ji) as 
MSE(g) trace (^ ) {p + [2Y-(p-l)p] r(X) - Yq(X)} (3.29) 
where y and p are as defined in (3.19) and (3.20). 
The MSE of the conventional estimator is 
_ p _ 
MSE(Y) = EMSE(Y.) = ^  trace (Zl_). (3.30) 
i=l 1  ^
Hence,the relative efficiency of the sometimes-pool estimator 0 
to the usual estimator Y, denoted by e(a,X,3), is 
= p+[2Y-(p-l)pfr(X) - \q(\)' (3.31) 
where X is the noncentrality parameter of the noncentral distri­
bution and n and p are omitted because we assume that the experi­
menter already has those two quantities at hand. 
Again, if we consider the special case of matrices with the 
interclass correlation structure we will obtain 
e(c«,X,p) - p+r(x)[kx.(l-p)-(p-l)+(p-l)p] - 2X.(l-p)a(X) '3.32) 
which is similar to equation (3.23). 
The relative efficiency in this case has the same basic properties 
(a)-(h) as the relative efficiency given by (3.23) with 6 replaced by 
X. It has one additional property worth mentioning. 
(i) !Ehe relative efficiency for the case known depends on n 
only through X, 
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•where ô is a positive real number, i.e., X and. n are linearly-
related. 
Tatle 3.2. displays the maximum relative efficiency e*, the mi nimnm 
relative efficiency e^  and the recommended significance level ot*. 
The recommendation is the same as for the case when is tin-
known. To illustrate the criterion we give two examples ; 
(a) Suppose that the experimenter has p = 3, he knows that p = 0.3 
and is willing to accept an estimator with relative efficiency no 
less than 0.86. Looking on Table 3,2. the criterion suggests that 
he select a* =0.20 as the significance level of the preliminary 
test. By doing so he can achieve a relative efficiency as large 
as 1.29. 
(b) Suppose the experimenter has p = 10, he does not knew p but is 
willing to accept an estimator with relative efficiency no less than 
0.89. According to the recommendation he should choose a = 0.10. 
The relative efficiency of the estimator can be as large as 4.87. 
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Table 3.2. Values of the maximum and minimum relative efficiency and 
recommended significance levels triien is known 
P = 3 
-0.49 -0.30 -0.10 0.10 0.30 0.50 0.70 0.90 
0.40 e* 1.32 1.25 1.21 1.16 1.12 1.08 1.05 1.02 
e^ 0.88 0.90 0.91 0.93 0.94 0.96 0.97 0.99 
0.30 e* 1.51 1.41 1.35 1.26 1.19 1.28 1.07 1.02 
e_ 0.83 0.89 0.87 0.89 0.90 0.93 0.96 0.99 
0.20 e* 
e_ 
1.90 1.71 1.54 i.4o 1.29 1.19 1.16 1.03 
0.75 0.77 0.80 0.83 0.86 0.90 0.94 0.98 
0.10 e* 
e_ 
2.99 2.38 1.96 1.67 1.45 1.29 1.15 1.05 
0.63 0.66 0.70 0.74 0.78 0.84 0.89 0.96 
0.05 e* 4.88 3.27 2.42 1.92 1.60 1.36 1.19 1.06 
e^ 0.53 0.57 0.67 0.66 0.71 0.72 0.85 0.94 
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Table 3.2. (Continued) 
\p 
a* \ 
P = 5 
-0.24 -0.10 0.10 0.30 0.50 0.70 0.90 
o.4o e* 1.49 1.41 1.31 1.23 1.15 1.09 1.03 
®0 0.93 0.93 0.95 0.96 0.97 0.98 0.99 
0.30 e* 1.78 1.63 1.46 1.33 1.21 1.19 i.o4 
®0 0.89 0.90 0.92 0.94 0.95 0.97 0.99 
0.20 6* 2.33 2.03 1.71 1.48 1.30 1.16 1.05 
®0 0.84 0.86 0.88 0.90 0.93 0.96 0.99 
0.10 e* 3.84 2.91 2.16 1.72 1.42 1.22 1.06 
®0 0.76 0.78 0.81 0.85 0.89 0.93 0.97 
0.05 e* 6.47 4.00 2.59 1.91 1.52 1.26 1.07 
=0 0.68 0.70 0.74 0.79 0.84 0.90 0.96 
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Table 3.2. (Continued) 
\p 
a* \ 
p = 10 
-0.10 0.10 0.30 0.50 0.70 0.90 
oAo e* 1.70 1.51 1.36 1.23 1.13 l.o4 
®0 0.97 0.98 0.98 0.99 0.99 2.00 
0.30 e* 2.09 1.75 1.50 1.31 1.17 1.05 
0.96 0.96 0.9T 0.98 0.99 1.00 
0.20 e* 2.84 2.13 1.70 1.42 1.21 1.06 
0.93 0.94 0.96 0.97 0.98 0.99 
0.10 e* 4.87 2.86 2.02 1.57 1.28 1.08 
®0 0.89 0.91 0.93 0.95 0.97 0.99 
0.05 e* 8.40 3.58 2.28 1.67 1.32 1.09 
=0 0.84 0.86 0.89 0.92 0.95 0.98 
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IV. A TWO-STAGE SCMETIMES-POOL ESTIMATOR OF THE 
MEANS OF SEVERAL NORMAL POPULATIOIK 
A. Introduction 
In this chapter we will examine the problem of constructing an 
estimator of the means of k independent normal populations by pooling 
the sample means according to the results of a two-stage preliminary 
test. At the first stage, the hypothesis of the equality of all means 
is tested. If the hypothesis is accepted, all k sample means are 
pooled. If the hypothesis is rejected, in a second stage the hypothesis 
that some specified populations have the same mean is tested. Let us 
suppose that the experimenter has reason to believe that (m < k) of 
the k populations, specified a priori, have the same mean but is 
not certain. He may resolve the uncertainity by testing the second 
hypothesis that these m means are equal. If the second hypothesis 
is accepted the m sample means are pooled to estimate the m means; 
otherwise the population means are estimated individually by each sample 
mean. Hence^  a sometixues-pool estimator is defined according to the out­
come of the two preliminary tests. It is then compared with the con­
ventional estimator by means of relative efficiency. 
B. Preliminary Tests for the Comparison of Means 
Let Y^ .-,, ^ 2^*' " * i = 1,2,...,k be k independent random 
samples from CT® unknown. At the first stage we test 
HQ • = M'2 =• • • = 
against 
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11^  / for some i j (i,j = 1,2 , . . . ,k). 
If Hq is accepted, all k sample means are pooled to estimate the 
population mean. If Hq is rejected and if the experimenter suspects 
that m (m < k) of the k populations are equal (without loss of 
generality we may take the first m populations) we test the hypothesis 
against 
4 l^ j for some i ^  j (i,j = 1,2, 
If is accepted, the first m sample means are pooled to esti­
mate the first m population means; otherwise all the means are esti­
mated by individual sample means. 
Let us define 
- 1 "i 
- 1 » 
° » & A 
m 
where M = 2 n. and N = Z n.. The following sometimes-pool esti-
i^  ^ i=a ^  
mator is defined; 
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r 
when «0 
'f(m) when ^0 
5 
when Hg 
(1) For i = 1,2,...,m 
". =/Y/ \ is rejected and is accepted X i j o u 
is rejected, 
(2) For i = m + 1,... ,k 
ly when is accepted 
fii =<_ ° 
when Hq is rejected. 
Note that when Hq is accepted, is also accepted and when 
is rejected then Hg is also rejected. 
Let W he the test statistic defined by 
Z/i )=/(»-!) 
s2 
where is as defined in Chapter II, Section B. By analogy with the 
test statistic Z defined by (2.2) of Chapter H, W has a central F 
distribution with (m-1, N-k) d.f. under and a noncentral F 
distribution with noncentrality parameter 
*(m) 
m 
where ~ É n^ p^  and (m-1, N-k) d.f. under the alternative 
We reject the hypothesis at a significance level a 
if 
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where b = is the lOO(l-a) percentage point of the 
central F distribution with (m-l^ N-k) d.f. 
Let D = £; W < b} and D its complement, i.e., D 
is the acceptance region of the test of the hypothesis vs. 
Using this notation and, R to denote the acceptance region of the test 
of HQ VS. as in (2.3) of Chapter H, we can now write, 
(1) For i =1,2,...,m 
(Y when (Yj_,...,Yj^ ) CR Y(^ ) when (Y^ ,...,Yj cRhD when (Y^ ,...,Yj^ ) cRfTD, (^ .l) 
(2) For i = m + 1, ...,k 
 ^ Iy when (Y^ ,...,Yj^ ) cR 
when (Yj^ ,... ,Yj^ ) cR. (4.2) 
Note uxlao tile êS'bôIuÂ'bOx Cf vîlc ZlGSwl VSCwwx* CcLZl wS SitllGZ"^  
a = (Y,...,Y)' 
or 
or 
The estimator of p, will be called the two-stage sometimes-pool 
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estimator of p.. 
C. Bias of the Two-Stage Sometimes-pool Estimator 
(Che expectation of is given as follows; 
(1) For i = 1,2,...,m and using (4.1) we have 
E(P_) = E(Y/R) P (R) + E(Y^^^/RHD) P (ÊOD) 
+ E(Y^ /RnD) P (ROD), (4.3) 
(2) For i = m + 1,...,k and using (4.2) we obtain 
E(Û^ ) = E(Y^ ) - E(Y^ /R) p (R) + E(Y/R) P (R). (4.4) 
From (2.7) of Chapter II we have that 
E(Y/R)P(R) S n [r( e)n - vH(6 ) ]  iM i^  X X 
T  ^
= r(0) = S n.|i. - VH(0) = r(0)v - v[r(6)-h(8)] 
" i=l ^  ^  
= h(6 )v (4.5) 
k 1 k 
where N = Z n., v = = S n.|j,., H(0) = r(0) - h(0) for h(0) and 
i=i ^   ^i=l 1 1 
r(0) defined in Chapter II. In order to evaluate E(jl^ ) we have to 
evaluate E(Y^ ^^ /RnD) P (RHD) and E(Y^ /Rra) P (ROD) for i=l,2,...,m. 
Let us consider 
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where  ^" i ^(m) T ^(-m) ®° 
where 
- ? &i('i-'(m))' + ^ (?)^ (^ (m)-^ (.m))' 
k 
.^ (^„.M,(î(_^ ).î{_^ )). 
o 
%! + Wg + ^ 3 l4^ o; 
%. = j:i=i(?i-?(m))=/*= 
has a noncentral x^  distribution with (m-l) d.f. and noncentrality 
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k 2/^ 2 
has a noncentral distribution with (k-m-1) d.f. and noncentrality 
®(-m) """" "(-m) 
«3 -
has a noncentral distribution with 1 d.f. and noncentrality pa­
rameter 
1 ^ 1 k 
»here si = j.S n.n. and si = gig Z %- Note that 9^ , 
 ^' X=i  ^ ' XsDl+l 
Qg and are mutually independent. Let us denote by gg, g^  
and gj^  respectively, the densities of Q^ , Q^ , and and by v 
the joint density of the vector (Q^ , Qg, 8^ )' so 
V(x^ ,x2,x3,s; 
g3(x3Î6)gj^ (s) 
where g^ (s) is the density of a central distribution with (N-k) 
d.f. We know that R is determined by Q and and D is 
determined by and and so BAD is determined by (Q^ , Qg, 
S^ )' and we can write 
Ag = P(RnD) = J.-.J v(x^ ,x2,x2,s; 8 (m) (-m) )dx^ dxgdx3ds 
ËriD 
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= I - ' S  Si(^ 5®(m)^ S2(V®(-m))S3(x3;ô)gi^ (s) 
ETID 
dx^ cbcgdx^ ds 
ô|i. - ôjx. 3' ' 
 ^ ROD  ^
dx^ dxgdx^ ds (^ .7) 
since only g^ fx^ sô) involve (i =1,...,ia) 
we have 
3^  '"(W^ 3'='®W®(-m)'8) =â^ Si(Xiie(^ ))]g2{x2Îe(.,„)) 
g2(x2Î®(-m)K(®>* (4^ 8) 
1^  ggCxgSS) 1^  (i = 1,2,...,m). By (7.18) in the Appendix 
âS^  8l(=b.î®(m)) =-Sl(^ !®(m)' + (^ '9) 
where (m)) the density of a noncentral distribution 
with (m+1) d.f. and noncentrality Also 
Ig = - ggfxgza) + j^ C^x^ jô) (k.io) 
where jÈ^ Cx^ jô) is the density of a noncentral distribution with 
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3 d.f. and noncentrality 6, 
We also have 
4M . (,.11) 
-
2 a  
and 
n (N-M) 
SSI ° 
Substituting (4.9), (4.10), (4.11) and (4.12) in (4.8) we obtain 
= [. + £^ (xj^ ,e(^ ))]a2(x2;9(.„))g3(x3;6)gi^ (s) 
X 
0= 
+ [- gg(Xg;6) + ^ g(x^ ;6)]g]^ (X]^ ;e^ ^^ )gg(Xg;e^ _^ ))g2^ (8) 
n^ (N-M) 
na' 
n. 
"(^ (m)-^ (-m))' (4.13) 
 ^= ^ [- Si(::r8(m)) + ^ i^ i^?® (m))^ S2(x2'®(-m) ^83(^ 356 ) 
S4(®)(l^ i-^ (m)) 
+ 83(33;*) + ^ 3(^ 3;6)]si(xi;e(„i))g2(*2î®(-m)) 
%(=) ?(^ (m)-^ (.m)) 
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where 
=-1 = [- S ^ i ^ y à )  + ^ g(x^ ;6)]gi(xi;6(^ ))g2(x2;8(_g,))gi,(8) 
K—M/^ (in.) m) \ 
W  ^ a  ^
so 
+ A^ ) (4.14) 
*2 1 1 
where 
Ai = J-..J dx^ dxgdx^ ds, (k = 1,2). 
RhD 
Another way of exjaressing P(ËnD) is by using the normal density of 
(Y^ ,...,y^ ) as in Section D of Chapter II. Prom (2.5) we have 
= —[E(Y./RnD)P(ËnD) - p..P(ËhD)]. (4.15) 
dUi 
Equating (4.l4) and (4.15) we obtain 
E(Y^ /RnD)P(ËnD) = CT(A^  + A^  + ^  A^ ) (4.l6) 
hence, 
E(Y^ ^^ h^D)P(ËnD) = a(Â^  + + A^  -^ ) 
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— 1 1 ^ 1  — 2  1  ™  2  
where A = ^  S and A = ^  S A^ . Using the same argument and 
considering, on the one hand 
 ^= y (B^  (4.17) 
where 
®i ~ I***! ^i «ixj^ dxgdx^ ds, (k = 1,2). 
M 
On the other hand 
= —[E(Y /RhD)P(EnD) - n.P(RnD)]. (4.l8) 
oi^ i <j2  ^  ^
Equating (4.17) and (4.l8) we have 
E(Y^ /M)P(ËhD) = a(Bi +  ^Bg) 
where B^  = P(RhD). Hence, substituting (4,5), (4,17) and (4.18) in 
(4.3) ve obtain 
E(&i) = cTLh(e)^  + + A^   + Bj; + B^  + ^  Bg], 
the bias is 
b^  = a[h(0)^  + + Ag + B^  + B^  + ^ (Bg-1)]. 
For i = m + l,...,k, from (2.7) of Chapter H 
E(Y^ /R)P(R) =(r(8)^  - ^ (e))(T 
and 
88 
v-n-
= crr(6)(-y—). 
Sunmiarizing 
a[h(d)^  + + B? + ^(B^ -l)];i=C.,..., 
ti = < 
v-^ . 
 ^or(8)(——) • i=m+l,.. 
The total bias is 
b = S b^  = (#[h(6)^  + A^  + A^  + +aS (bJ + B? + ^ (Bg-
i=a. " " i=a 
k v-n-
+ ar(d) Z (-^ ). 
i=m+l  ^
D. Mean Square Error and Relative Efficiency 
of the Two-Stage Sometimes-pool Estimator 
In this section, we derive the mean square error of the two-stage 
sometimes-pool estimator and the relative efficiency to the conventional 
estimator. 
MSE({i^ ) = E(&i2) _ 2n^ E(ji^ ) + ^ 2^, 
so we need to compute E(jjL^ 2). 
(1) For i =1,2, ...,m 
Ef&^ Z) = E(YVR)P(R) + E(Y^ ^^ 2/RhD)P(RhD) + E(Yj^ 2/Rnm)P(RnD), 
hence, we need E(Y^ 2/RnD)P(RnD), E(Y^ /^Rr®)P(ËnD) and 
E(Y^ Yj^ nD)p(RnD). 
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Computing the second partial derivative of P(EnD), expressed 
in terms of the normal density, similar to what we have obtained in 
(2.17) of Chapter II, we will have 
a^ P(BhD) ^  gîp(ËhD) + E(Y^ 2/RhD)P(ËhD) 
(J 
- 2ti^ E(Y^ /^ )P(EnD) + h^ P^CROD)]. (4.19) 
An alternative way of computing  ^P(ËnD) ty computing the 2nd 
partial derivatives of = P(RnD) defined above. First, we evaluate 
. To simplify notation, from now on we will omit the argument of 
the functions. 
g; = ^   ^  ^ I? % il ^  
1 
' % ' S" 
* 86^  55^  % % + âf 
Using (7-19) from the Appendix with X substituted by the appropriate 
parameter we have 
1 
- g2-2jÈj^ +m^ , 
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1 = 
==3-^ 3-3' 
where is the density function of a noncentral with (m+3) 
d.f. and noncentrality and is the density of a noncentral 
with 5 d.f. and noncentrality 6. Prom (7.29) in the Appendix 
\ n n 
 ^= —(1-jr-) i=l,2,...,m 
and it is easy to see that 
NMcr^  
so that, 
 ^= (gl-2^ 1-H\)62S3gi, ^  
ÔtJli o  
n.(N-M) n^  
- - Î^ CF*" ' ' ' 0"~ ' ' 
n. n n.^ (N-M)^  
n^ 2(M_M) 
KMcT^  
a k=J. 
where 
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4 = 
+ «3 
4 = (83-2^ 3+^  )g^ g2gi,^ (^-^ Ç^-^ )2 '3 —3-3/=.i=2='4 ^ z 
4 = (^ 3-53)81%-^  
so, 
afïtei . ^ l cf (%.2o) 
aii.2 a  k=J. ^  1 
where cf = J.. .J* c^  dx^ dx^ dx^ ds (k = 1,2,3,4). Equating (4.19) and. 
ËhD 
(4.20) and replacing E(Y^ /RnD) P (RTtD) by its value given by (4.l6) 
we obtain 
E(Y.2^ nD)P(EnD) = a^ l S cÇ-h^ (^A^ +Af)+(^ )%]. (4.21) 1  j ^ ^ x n ^ C T i x a  j  
In a similar way we obtain 
E(Y.2/RhD)P(EnD) = a ^ l  S (B^+B^)+(^ )%] (4.22) k=j. 1 a 11 o  ^
where = J*... J dx^ dx^ dx^ ds (k = 1,2,3,4). 
RP® 
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To obtain E(Y.Y ./^ D)P(RnD) we first derive 1. J 
- !f^ g g g, !fi_g !!3g, 55^ «2 as 55^ 
+ 5^  35^ A^% 55^  + 
where 
. (g,.2.,^ ) v^OBII ) 
n. (|J..-v,_\) n.(N-M) 
n.n. n n 
- So + U ^ - e J  -^ ] 
Mcr Mct 
n.(N-M)2 
+ (A3-S3) giggS^  
n.n.(K-M) 1 J 
KMcr' 
n.n 4 T-
ct2 s ff (4.23) 
a k=i 
f?, = («l-El)g2E|.[(«,-Sg)(% (-•»)) . 1 g^  
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n.n. 
(^ s-gs) -1^ ] 
Hence, 
1^3 ° 
3f£tel . ,2 c FÏ, (t.A) 
where =J...J dx^ dx^ dx^ ds (k = 1,2,3,4). 
ROD 
Now, using the normal density of (Y^ , ... ,Y^ ) we obtain 
a^ P(RhD) _ °i°j 
j 
- n. E(Y./RhD)P(ËnD) - ji. E(Y./RnD)P(ËnD) 1 J J X 
+ P(ËnD)]. (It.25) 
Equating (4.2^ -) and (h.25) and using the e3{i)ression for 
E(Y^ /^ D)P(RnD) obtained in (4.l6) we have 
E(Y Y /RnD)P(RnD) = 0^ [ 2 + ^ (A^ +A^ ) + ^ (AJ+A?) 
X  J  k ^ ,  0  d  V  X X  
+ A ]. ( k .26 )  
= -y [E(Yjj/M,)P(aiD) 
— _ 1  ^ _ _ 
E(Yx v2y^ nD)P(EnD) =— Z n.2 E(Y.2y^ hD)P(RnD) 
i=a ^  -
+ — s n-n. E(Y.Y./EhD)P(EnD). 
i<j ^  ^   ^^  
m 
Substituting ( k .22 )  and ( k .26 )  in the above expression we obtain 
E(y, v2^ nD)p(ËnD) = — z[zc^  + ^  + S^ (AJ+A^ ) 
and so 
hence. 
M-j ggS  ^ ^ T, 
+ (-i)2 A_] + — S n,n.[ S îÇ 
 ^ i<j ^  ^  k=l 
+ A3] (If.27) 
= E(Y^ /R)P(R) + E(Y^ j^ j2/ËhD)P(EnD) + E(Y^ 2y^ nD)P(EnD) 
 ^ V ®0 T p M-i 
= + Ag  ^+ ar(V®i) + (r) ^3] 
k  
MSE(Û^ ) = E(Û^ 2) - 2n^ E(Û^ ) + = a%àj_ + Ag + Z ET + ^  
k=iL i 
+ (I+B3)] + 2^ (h(6)^  -
- ^  B^ )] = a^ (A^  + Ag + (If.28) 
where  ^E(Y^ /R)P(R), Ag E(Y^ ^^ /^%lD)P(âlD) and 
4 
Pi = + ^  + (^ )2(1+B2)  ^(^ (0)^  - - A^  - Ag^  
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- ^  Bg). (4.29) 
(2) For i =m+l,...,k, from (2,2^ ) we have 
MSE((x^ ) = ^ [l+f(n^ ,ô^ )]. (4.30) 
The total mean square error is 
k m k 
MSE({i) = S MSE(û.) = S MSE(û.) + S MSE((iJ. 
" "  ^ i=l  ^ i=m+l  ^
Using (4.28) and (4.29) we obtain 
m k  ^
M8E(fi) = cf2[m(A^ 4Ap) + S p. + S (^  + f(n ,6 . ))]• (4.31) 
 ^ i=a ^  i=m+l "i  ^  ^
The total mean square error of the conventional estimator is 
- k 1 
MSE(Y) = 2 
i=J. °i 
Finally, the relative efficiency of the two-stage sometimes-pool esti­
mator to the conventional estimator is given "by 
m k (4-32) 
m(A,+Ap)+ S P.+ 2 (^ f(n ,6.)) 
i=a ^  i=m+l ^ i  ^  ^
where p* = n/ff. 
One may write a computer program and construct tables for given 
values of n* and specified significance levels and study in detail 
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the behavior of this function. 
The theoretical problem studied in this chapter may arise in 
practice when we have a set of data that can be divided into distinct 
subsamples. 
A special situation mi^ t be when the research worker believes 
that the subsamples have arisen from populations with the same means, 
with the alternative prospect that in one or (few populations) the 
mean has 'slipped*. Tests exist for such situations and are termed 
'slippage tests' as discussed by Barnett and Lewis (1978). 
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VII. APIEKDIX 
In this Appendix we shall derive some formulas for the deriva­
tives of the noncentral F and noncentral distributions. 
A. Noncentral F Distribution 
Let T he a random variable having a noncentral F distribution 
with noncentrality parameter 8 and (p,m) d.f.. Its density can be 
written as 
(7.1) 
(see Anderson, 1958* P. 11^ ). Here 
1 K , k 
6 = S n. (li.-v)^  where V = ^  S n.|ji. 
2a^ i:^  ^   ^ i:J. ^  ^  
so 
 ^• •.«.«vfon 
Letting y = P-1 and s = we have 
mr(nl/2) Y^ rCg(p+2)-JY][l+(p+2)s/m]^  («M-p+2 ) 4^  
= -g(6,t) + ^  A(e,s) 
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where £(6,s) is the density function of a random variable having a 
noncentral F distribution with noncentrality parameter 0 and 
(p+2,m) d.f.. 
Using similar argument we can show that 
~ -A(0,s) + m(0,u)) (7.2) 
where ou = t and m(6,u)) is the density of a random variable 
having a noncentral F distribution with noncentrality parameter 0 
and (p+lj-,m) d.f., so 
= fg-  ^^(9,^  t)] 
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= -[-g(6,t) + )^] 
+ t) m(0,^  t)] 
= s(0,t) - (^8,^  t) + t). (7.3) 
How> we shall define 
P(R) = h(0) = j" g(0,t)dt, 
0 
using the expression for derived above we obtain 
-^'(6) %.(%)( 41^  dt 
= -g(0,t)dt + 5^ 2 Jq 
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/ô6 a _ _ 
[-h(8) +  ^
AS ap/(p+2) 
= (gjJ7) A(0,s)ds]. 
Note: For the justification of this differentiations see Esimai 
(1977). 
So, 
h'(0) = -h(6) + J* j£(0,s)ds = -h(0) + r(6) (7«^) 
0 
TAiere 
r{e) =  ^a) (7.5) 
and F' has noncentrality 0. Hence, 
- (I?-) c-b(e) + r(e)] 
Ô|Jl^ 1 1 1 X 
= (#-) 5r-h'(e) 4.h'(e) 
= h"(8) (|^ )= + h'(@) — (7.6) 
Since 
!(*. 
h' (8) = -h(8) + r(0) then, h"(0) = -h'(0) + r'(0) 
and by Equation (7.^ ) and assuming we can differentiate under the 
integral sign it follows that 
p+2 ®' ^  
h"(0) = -(-h(0)+r(0)) + gg- A(0,s)ds. 
Using Equations (7.2) and (7-5) we obtain 
h"(0) =h(0)-r(0) - J A(0,s)ds +J m(0,s)ds 
0 0 
= h(0)-r(0)-r(0) + m(0,£^  s)ds 
0 
p-w-
= h(0)-2r(0) + J m(0,(u)da) 
0 
= h(0)-2r(0)+q(0) 
where 
1*) = 5 A (7.7) 
so 
h"(6) =h(0)-2r(0)+q(0) (7.8) 
hence the result 
' (E-)^  [h(9)-2r(e)+q(e)] 
Su,® ''"i 
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+ [r(e)-h(9)] ^  . (7.9) 
We can also derive, for i ^  j 
%=4 = ""*)(%)(%) + 
J X J  X  X J  J 1  
= (#^)(|^) [h(e)-2r(8)-Hi(e)] 
+ (â&-) (7.10) 
J 1 
we also have. 
n k Sn.ji n k 
so 
Ht ËT -'-'+ 
- - ir^  
n. n. 
= —(M-^ -V) —)+ng (Hg-v ) +...+ 
n. n k n. 
= —(fi.-v) S n. (n.-v) = —(|j,.-v) 
-r^   ^ ctSjj 1 1 1 
since 
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S n.(n -v) = 0 
i=a ^   ^
we obtain 
aa "jt"!-") (7.11) 
= ô!T [-T(p.i-^ )] = -z(l-ïr) (7.12) 3^   ^_9 "-• 2 ~ Su. • 2 J- " «2 X C 
•sSa -s n. n. n. n.n. 
#Z = 4 s" = -
Finally, substituting (7.11), (7.12) and (7.13) in Expressions (7.6), 
(7.9) and (7.10) we obtain the following eaqçxressions 
1^  = (r(0)-h(e)) (7.1^ ) 
ôHi 
(h(0)-2r(e)+q(0)) 
a  
+ ^  (1-^ ) (r(e)-h(e)) (7.15) 
and 
[h(8)-2r(e)+q(0)] 
+ ^  [r(0)-h(0)] . (7.16) 
(T% 
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B. Noncentral Distribution 
If the vector Y is distributed as Wp(n,l) then X = Y'Y 
~PAX ~ ~ 
is distributed as a noncentral with density 
f&U\ 
where the noncentrality parameter 9 =/p.'ii# for our purposes we shall 
AS define X = So we can write 
. e-^ -i 
. -g(X,x) + 
Y=o (2Y)îr(£^ ) 
where y = p-1. Hence, 
= -g(X.,x) + A(X,x), (7.18) 
vhere ;l(X,x) is the density of a noncentral distribution :fith 
(p+2) d.f. and noncentrality X. 
= - (-g(x,s) + ja(X,x) + ^ ja(X,x) 
= g(X>x) - ^(X,x) + ^ J&(X;X). 
Analogous to what we did before we will get 
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= - JLi\,x) + m(\,x) 
•where m(X,x) is the density function of a noncentral with p+U 
d.f. and noncentrality X. Hence, 
 ^ = g(X,x) - j&(X,x) - ja(X,x) + m(X,x) 
3X^  
= g(X,x) - 2je(X,x) + m(X,x). (7.19) 
Let's define 
P(R) = h(X) = g(X,x) dx = P(Xp^  < a) (7.20) 
from (7.18) we get 
5|iSl = h. (X) f 54^  ax 
Jq ax 
= 1^ [- J* g(X,x) dx + J* A(X,x) dx] 
l^-^ i 0 0 
(|^ ) [- h(>.) + r(X)] (7.21) 
where 
r(X) = P(x^ 2 < a) (7.22) 
and X is the noncentrality, so 
h'(X) = - h(X) + r(X) (7.23) 
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+ h"(X) ^  = h"(X) (|^ )2 + h'(X) ^  
by (7.22) 
h"(X) = - h'(X) + r'(X) = - [- h(X) + r(X)] 
«Tq fx  ^= h(X) - r(X) 
a 
+ J [- J&(X,x) + m(X,x)] dx = h(X) - r(X) 
0 
- r(X) + g(X) = h(X) - 2r(X) + q(X) (7-24) 
where 
q(X) = P(x;^  < a) (7.25) 
and X is the noncentrality, so 
âîïÊl . [h(x) - 2r(x) + î(x)] (|^)2 
r__ \ \ -I /ry \ T- - IHA;J 
= & Ch-(X) 1^ ] . »"(X)(|j)(|-) . h.(X) ^  
J l J  X  J . J  J X  
= (|^ )(i^ ) [h(X) - 2r(X) + 1(X)] 
+ - "»)] (7.27) 
Now, let 
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k n (n -v)2 
X  = 1  S  
1=0. 
(,.28) 
a 2 N j=(L a.2 
X J 
2^\ n. n. . k n 
2^x n.n. n.n.  ^ . k n. 
(T.30, 
Substituting (7.28), (7.29), (7.30) in (7.21), (7.25) and (7.27) re­
spectively, we obtain 
 ^  ^k (7.31) 
^^ i^ a, 2  ^j=j. a,2 
X J 
âMSi . £_2^ !^ Z1 - ^  Z [h(x)-2r(x)+ï(x)] 
n. n. n.^  _ _ k n. 
- r) - ^  - S 
X 1 J 
Cra)-h(X)] (7.32) 
a%) "l*"!""' "i Ï 
- r 
n.(ji.-v) n k n (^  -v) 
[-^  / 2 ][h(X.)-2r(X)+4(X)] 
n.n n. n. , k n. 
H(X)3. (7.33) 
Ill 
In the special case where = cr for i = 1,2,...,k we obtain 
[r(X)-h(X)] = H(X) (7.3!^) 
a 2 
+ ^ (1 - ^) [r(X)-h(X)] 
n^ (n.-v)^  n n 
= r LCX) + — (1 - H(X) (7.35) 
|f^  = n n (ji -v)(n.-v) L(X) + H(X), (7-36) 
where H(X) = r(X)-h(X) and L(X) = h(X)-2r(X)+q.(X). 
