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Abstract
Nonlinear dimensionality reduction methods provide a valuable means to visualize
and interpret high-dimensional data. However, many popular methods can fail
dramatically, even on simple two-dimensional manifolds, due to problems such
as vulnerability to noise, repeated eigendirections, holes in convex bodies, and
boundary bias. We derive an embedding method for Riemannian manifolds that
iteratively uses single-coordinate estimates to eliminate dimensions from an un-
derlying differential operator, thus “deflating” it. These differential operators have
been shown to characterize any local, spectral dimensionality reduction method.
The key to our method is a novel, incremental tangent space estimator that incor-
porates global structure as coordinates are added. We prove its consistency when
the coordinates converge to true coordinates. Empirically, we show our algorithm
recovers novel and interesting embeddings on real-world and synthetic datasets.
1 Introduction
Manifold learning or nonlinear dimensionality reduction (NLDR) methods play an important role in
understanding high-dimensional data across a wide range of disciplines such as computer science [26],
medicine and biology [2, 12], and chemistry [10]. Understanding the manifold structure underlying a
model or the raw data can have significant implications for explanatory aspects of machine learning.
For example, it can engender trust in models diagnosing cancer [12] or aid scientific discovery by
helping biologists identify novel cell types not only via clustering of RNA sequence data, but also by
biologically meaningful properties [24, 18]. Unfortunately, despite two decades of effort, manifold
learning is still not at the point that it can be used systematically in applications. For many of the
most popular methods, there is no theory that provides general conditions under which they yield
suitable embeddings, and indeed there are known counterexamples. Of particular concern, extant
theory often requires a strong assumption that there is no noise, and the methods indeed often fail in
the presence of noise. These methods can fail dramatically with even small perturbations to the data,
such as a modest rescaling or a modest amount of additive noise [16].
In the current paper, we provide a new framework, and accompanying theory, that mitigates several
of these problems. The framework comprises two algorithmic components. The primary component
is Manifold Deflation, a technique that iteratively reduces the dimension of the underlying manifold
learning problem as coordinates are added. Each additional coordinate adds a constraint which
ensures the next coordinate yields appropriate local geometry and identifies meaningful directions in
the tangent space. The second component is Vector Field Inversion, which removes boundary bias by
casting a coordinate as a solution to a regression problem that preserves local geometry rather than an
eigenproblem that does not preserve geometric properties. Working together, these two components
provide a way to recover novel embeddings and solve or mitigate a number of failures of manifold
learning due to scale, noise, holes, and boundaries.
Our framework is best viewed as a modification rather than a wholesale replacement of existing
methods. In particular, the framework requires the specification of a base NLDR method, which can
be any of a wide class of local, spectral methods. This includes some of the most popular NLDR
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methods, such as Locally Linear Embedding (LLE) [25], Laplacian Eigenmaps (LE) [3], Diffusion
maps [8], Local tangent space alignment (LTSA) [31], and Hessian LLE (HLLE) [9]. Used alone,
these methods can and do fail, but, as we show, many of the failures can be attributed to a failure
to ensure that output embedding coordinates jointly yield suitable local geometries, despite using
statistics about local neighborhoods as inputs to generate the embedding. Our framework provably
avoids these failures.
Both Manifold Deflation and Vector Field Inversion are based on a recent dual characterization
of local spectral methods, first in terms of a differential operator and a set of boundary conditions
and second as a linear smoother [27]. The original differential operator can be expressed in local
coordinate systems as derivatives on m variables where m is the intrinsic dimension of the manifold.
Manifold deflation removes one variable as each coordinate is added, thus “deflating” the problem
into an (m− 1)-dimensional problem.
Performing this deflation operation requires estimating fundamental objects for a manifold: the
tangent vector field induced by a coordinate function and the tangent space at every point. These
are inferential problems, and we accordingly provide statistical methodology for solving them, by
showing how the tangent vector field can be represented as a linear smoother and estimated using local
linear regression. We also provide statistical theory, establishing the consistency of this estimator.
1.1 Related work
Our methods augment any local, spectral NLDR method [27]. As we have noted, many of the most
popular NLDR methods fall in this class [25, 8, 3, 31, 9], but there are other methods that do not.
These include Isomap [4], t-SNE [28], Maximum Variance Unfolding (MVU) [29], and UMAP [22].
We draw inspiration from work by [16] and [15], who isolated a key structural problem underlying
manifold learning algorithms: the problem of scale and repeated eigendirections. Recent work has
attempted to address these problems by skipping eigenvectors or by ensuring the next coordinate
cannot be predicted from other coordinates [7, 5, 11]. Alternatively, [15] proposed mapping an
m-dimensional manifold to a lower dimensional manifold and recomputing the Laplacian.
There has been little work addressing boundary bias problems and non-geodesically convex manifolds
with holes. Theoretical analyses of methods such as Isomap and MVU [1] assume convexity. While
HLLE [9] and the asymptotically equivalent LTSA [30, 27] avoid the convexity assumption and
boundary bias when there is no noise, their behavior degenerates when there is noise (see Figure 2).
Work on handling noise off the manifold in NLDR methods focus on denoising the manifold in the
ambient space [19, 14] or treating the problem as one of outlier detection [6].
2 Preliminaries
Consider an m-dimensional compact Riemannian manifold M with smooth boundary smoothly
embedded in a high-dimensional ambient space Rd with d ≥ m. All of the manifolds we consider
in this paper will be assumed to satisfy these properties. Given n samples y(1), . . . , y(n) fromM,
potentially with noise in Rd, we wish to find a good low-dimensional representation ofM. This
representation is a mapping φ fromM into Rd′ that defines a set of global coordinate functions,
φ1(p), . . . φd′(p), where p ∈M.
The main relevant concepts from differential geometry are the relationships among tangent vectors,
differential operators, coordinate charts, and geodesic curves passing through a point. We briefly
review these relationships. Associated with each point p ∈ M is a tangent vector space Tp(M).
Each unit tangent vector v ∈ Tp(M) is associated with a unique one-dimensional geodesic curve
with unit geodesic length passing through p in the direction v. In a local neighborhood, a geodesic
curve is the unique shortest path connecting two points p, q. The point q can be mapped to the vector
v tangent to the geodesic curve at p with magnitude ‖v‖ equal to the geodesic length. Expressing v
in a basis of Tp(M) gives a normal coordinate chart for points in a neighborhood of p. Finally, a
tangent vector v naturally defines a differential operator by the partial derivative f(p) 7→ ∂f(p)/∂v
in the normal coordinate chart. This defines a bijective relationship between tangent vectors and
partial derivatives.
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Figure 1: Relationships among differential geometry concepts. Pink denotes the areas our methods
uniquely contribute to. These close the loop and allow for iterative refinement of coordinates.
Given tangent vectors vp for all p ∈ M, a vector field V can thus be defined as the mapping
V : C∞(M) → C∞(M) such that V f(p) = ∂f(p)/∂vp. Since derivatives are linear operators,
finite approximations for V can be represented as a matrix. Our statistical methods are based on
estimating and exploiting this matrix. Figure 1 illustrates these relationships.
2.1 Problems
Given samples from an m-dimensional manifoldM, potentially corrupted with high-dimensional
noise to formM+ E , our goal is to generate an embedding with coordinate functions φi :M+ E →
M′ ⊂ Rm that preserves tangent spaces in the following ways. The tangent vectors∇φi(p) form an
orthogonal basis of Tp(M), and furthermore the basis is orthonormal. If these conditions are perfectly
satisfied at all points p ∈M, then the embedding is an isometric embedding. If only orthogonality is
satisfied for all points, then one obtains an immersion. As we will see, the latter weakening addresses
the practical problem of how to generate good embeddings when local, spectral methods fail and
permits discovery of novel, interesting embeddings that reveal the manifold’s structure even when an
isometric embedding is impossible to attain.
Situations under which local, spectral methods fail include simple problems of scale, non-convexity,
and noise. These are illustrated in Figure 2. If a manifold has a large aspect ratio—that is, it
has underlying coordinates where the range of one coordinate is much longer than the others—
multiple eigenvectors may encode the same coordinate direction. This problem is called the repeated
eigendirections problem [16, 15]. Even on a simple two-dimensional s-curve, this problem leads to
failures for Laplacian Eigenmaps.
Embeddings can also be changed dramatically by boundaries and holes. Some methods, such as
LTSA, require estimating local tangent spaces and knowing the intrinsic dimension of the manifold.
When a small amount of off-manifold additive noise is added, we prove in the supplementary material
that it is impossible to estimate the tangent space when neighborhood sizes shrink to zero. Points are
nearly uniformly distributed in a small ball so that meaningful tangent space directions cannot be
differentiated from noise directions. Figure 2 shows even a small amount of noise causes LTSA to
behave like the regular Laplacian.
3 Estimators and Embeddings using Differential Operators
We first briefly review local, spectral methods and their connections to partial differential equations
(PDEs) on m variables. We then show manifold deflation corresponds to eliminating one variable at
a time from the PDE and describe the geometric connection to orthogonal tangent vectors.
Local, spectral methods consist of three main steps: 1) constructing a neighborhood graph, 2)
constructing a sparse matrix L(n) from the local neighborhoods, and 3) solving an eigenproblem
using L(n), where the eigenvectors correspond to the embedding. Recent work shows that for any
local, spectral method, if L(n) converges as neighborhoods shrink in radius, then it must converge to
a differential operator and the domain of the operator is specified by a set of boundary conditions [27].
For example, the negative weighted Laplace-Beltrami operator is the limit differential operator for
Laplacian Eigenmaps [3] and Diffusion Maps [8]. Concretely, when points are sampled uniformly
from the manifold, the following unweighted Laplace-Beltrami operator is the limit operator, and the
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Figure 2: Scurve
domain imposes a Neumann boundary condition:
−L(n)f → ∆f =
m∑
i=1
∂2f
∂x2i
, for f ∈ dom(∆) =
{
g :
∂g
∂νp
= 0, ∀p ∈ ∂M
}
. (1)
Here, νp is a tangent vector normal to the boundary at p ∈M. The partial derivatives are taken with
respect to local, normal coordinate charts, and convergence is pointwise under the uniform norm.
Thus, the limit eigenproblem yields estimated coordinates φˆ ∈ dom(∆) that satisfy the PDE on m
variables,
∑m
i=1
∂2φˆ
∂x2i
= λφ, for some λ in a neighborhood with normal coordinates denoted by x.
3.1 Manifold deflation
The main idea behind manifold deflation is to eliminate one coordinate from the differential operator.
The solutions of the modified differential equations are then functions of the remaining coordinates,
thus “deflating” the problem from one on m dimensions to one on m− 1 dimensions.
We do this by restricting the domain of the operator. Given a coordinate function φk(p), then, with
a slight abuse of notation, we impose the constraint that ∂f(p)/∂φk(p) = 0. In Euclidean space
this encodes the fact that in Cartesian coordinates the coordinate axes are perpendicular to each
other. Correspondingly, the gradients of the coordinate functions are orthogonal, and the directional
derivatives satisfy ∂φj(p)/∂φk = 0 whenever j 6= k. Imposing this constraint forces any term in the
differential operator containing the coordinate φk to be zero, so it can be eliminated.
To formally define the constraint, note that the gradients ∇φk(p) generate a collection of tangent
vectors on M. From Section 2, each tangent vector corresponds to a directional derivative in a
local normal coordinate system. This defines a vector field Vk mapping a function to its directional
derivative at each point. Thus, the constraint can be expressed as Vkf = 0. We can now formalize
our notation, by defining ∂f(p)/∂φk := ‖∇φk(p)‖−2Vk(p)f as a rescaling of Vk.
Given a local, spectral method that converges to a positive semidefinite operator L∞, manifold
deflation iteratively solves the following:
φk+1 = arg min
f∈dom(L∞)∩Ωk
〈f,1〉=0, ‖f‖=1
fTL∞f where Ωi = {f ∈ C∞(M) : Vjf = 0 ∀j ≤ k} . (2)
We note the similarity to matrix deflation methods in numerical linear algebra. The only difference is
that matrix deflation imposes an orthogonality constraint Ωk = (span{φj : j ≤ k})⊥ instead of the
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vector field constraint. The former are constraints in a function space while the latter are constraints
in local neighborhoods and have a geometric interpretation. The hard constraints on the derivative
can be expressed as soft constraints as follows:
φ
(λ)
k+1 = arg min
f∈dom(L∞)∩Ωk
〈f,1〉=0, ‖f‖=1
〈f, L∞f〉+ λ
∑
j≤i
‖Vjf‖2L2(ν), (3)
for any measure ν onM with density bounded away from 0 and∞. This yields the algorithm:
1. Take as input L from any local, spectral method and a regularization parameter λ.
2. Compute the bottom, non-constant eigenvector φk of L+ λ
∑k−1
j=1 Vˆ
T
j Vˆj .
3. Add φk to the list of coordinates and estimate the matrix valued vector field Vˆk from φk.
4. Increment k and repeat from step 2 until k = dim(M).
3.2 Vector field and tangent space estimation
The main challenge in performing manifold deflation is estimating the vector field Vˆk. We show that
this estimation problem can be reduced to a local linear regression, yielding our proposed Tangent
Derivation Estimator.
First, we examine derivative estimation when a coordinate system is known, which we can solve
by extending techniques from local polynomial regression [13]. Consider a Taylor expansion in a
local, normal coordinate system for a ball B(p0, h). A point q in the neighborhood has coordinates
x1(q), . . . , xm(q), so that
f(q) = f(p0) +
m∑
i=j
∂f(p0)
∂xj
xj(q) + q, (4)
where q = O(‖h‖2). Given points N = {q1, . . . q`} in a small ball around p0 on the manifold and
a function f , the partial derivative with respect to xi can be estimated by a local linear regression
where the ` × (m + 1) matrix of regressors is given by the coordinates Mai = xi(qa) and the
intercept Ma,m+1 = 1. Writing βk =
∂f(p0)
∂xk
, the derivative estimate is the regression coefficient
βˆk(f) = e
T
k (M
TM)−1MTSfN ≈ ∂f(p0)∂xj , where fN = (f(q1), . . . , f(qN )).
Extending this derivative estimator to the case of manifold deflation requires computing an estimate
when only a subset of k coordinates out of m are known. We show in the supplementary material that
the unknown coordinates can be ignored when the sampled neighborhoods are sampled uniformly
from symmetric balls contained in the interior ofM. In this case, the normal coordinate functions in
the neighborhood asymptotically have zero mean and are orthogonal. Since the unknown coordinates’
regressors are orthogonal to the kth coordinate’s regressor, they can be ignored. This also implies
that other known coordinates can be ignored and the derivative can be estimated using a simple linear
regression that depends only on the kth coordinate.
We now define the Tangent Derivation Estimator. Let A be the indices for the ath point’s neighbors
and let φk,A denote the values of the coordinate of interest, φk, evaluated at the A neighbors. Let
φk,A be the mean of those values. A simple linear regression in each neighborhood gives that vector
field can be estimated with an n× n matrix Vˆk, where
Vˆk,a,A = (φk,A − φk,A)/‖φk,A − φk,A‖2. (5)
Here Vˆk,i,J denotes the entries indexed by J in the ith row. This estimator has the consistency
property given in Theorem 1. The derivation of the estimator given above sketches the proof that it
converges to the correct limit.
Theorem 1 (Consistency of vector field estimate). Let Y(n) be a uniform sample from a smooth
m-dimensional manifoldM⊂ Rd and let the sequence (n) decrease to zero. Let φ :M→ R be a
smooth function such that infp∈M ‖∇φ(p)‖ > 0. Given a smooth function f with bounded gradient.
Let Dˆφ,n be the estimate of ∂f/∂φ given by Eq. 5 on an n-neighborhood graph. Then, for some
constant α and for any h > 0, if n → 0 sufficiently slowly as n→∞,
sup
p∈M
d(p,∂M)>h
∣∣∣∣∂f∂φ (p)− αDˆφ,n(p)
∣∣∣∣ p→ 0. (6)
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Since for any  > 0, the estimator Dˆφ, is a continuous function of φ under the uniform norm, the
continuous mapping theorem extends the theorem to estimated coordinates φ(n) that converge to φ.
Corollary 2. Let φ(n) be a sequence of smooth, real valued functions such that φ(n) → φ under
the uniform norm. Then, under the conditions of theorem 1, Eq. 6 holds with Dˆφ,n replaced with
Dˆφn,n .
3.3 Example: Laplacian Eigenmaps
To illustrate manifold deflation, consider Laplacian Eigenmaps on a uniform sample drawn from a
3D strip, [0, 9pi]× [0, 3pi]× [0, pi] ⊂ R3. Ignoring the non-smoothness at the corners, this method
asymptotically generates the Laplace-Beltrami operator given in Eq. 1, with boundary conditions
∂f(p)
∂xi
= 0 if pi ∈ {0, bipi} where b1 = 9, b2 = 3, b3 = 1. (7)
The resulting PDE is separable, such that each coordinate can be treated as an ordinary differential
equation (ODE), −∂2f
∂x2i
= λf , with ∂f(0)∂xi =
∂f(bi)
∂xi
= 0. The eigenfunctions for this ODE are given
by cos (jx1/bi) for j ∈ N0.
The resulting eigenfunctions for the PDE include these eigenfunctions and their products. The first
three nonzero eigenvalues and their corresponding eigenfunctions are given by
Eigenvalue 1/92 (2/9)2 1/32 1/32 + 1/92
Eigenfunctions cos
(
x1
9
)
cos
(
2x1
9
)
cos
(
x1
3
)
, cos
(
x2
3
)
cos
(
x1
9
)
cos
(
x2
3
)
Thus, the Laplacian Eigenmaps method chooses a function of only x1 for the first three coordinates. A
further computation shows that the first 17 eigenfunctions will be solely functions of x1 and x2, so that
x3 is not picked up. Note that the second time x2 appears is in the cross-term cos(x1/9) cos(x2/3).
This has an eigenvalue that is close to the eigenvalue of cos(x2/3) which can cause commonly
observed mixing of the eigenvectors when points are sampled randomly. In this case, methods using
a predictability heuristic [5, 11] or eigenvector skipping [7] may fail to appropriately distinguish the
eigenvectors. We are unaware of work that addresses this form of repeated eigendirections problem.
On the other hand, manifold deflation eliminates all other eigenfunctions containing x1, including the
cross-term cos(x1/9) cos(x2/3). If the coordinate x3 with the shortest range is considered a noise
dimension, manifold deflation yields a two-dimensional embedding that ignores this noise.
3.4 Boundary bias and the Vector Field Inversion embedding
The estimated vector fields can also be used outside of the manifold deflation procedure. We
demonstrate one use in removing boundary bias. Methods that impose a Neumann boundary condition,
such as Laplacian Eigenmaps, cannot recover an isometric embedding due to boundary bias [27].
Trivially, every coordinate function in an isometric embedding must have a gradient with unit norm
everywhere. However, the Neumann boundary condition implies the gradient must be zero at some
point on the boundary.
Suppose there exist global coordinate functions φ1, . . . , φm that generate an isometric embedding
of the manifoldM. The vector field Vk := ∂/∂φk satisfies Vkφk = 1 where 1 denotes the constant
function equal to one. To obtain a bias-corrected coordinate, assume φk lies in some reproducing
kernel Hilbert space (RKHS). Applying kernel ridge regression to the problem 1 = Vkφk +  yields:
φ˜k = K(KV
T
k VkK + αI)
−1KV Tk 1, (8)
for some kernel K and regularizer α. We note that naive matrix inversion of the finite matrix
approximation to Vk will not yield meaningful results. We posit this is because the continuous, limit
operator Vk is not invertible, since the inverse is not bounded.
3.5 Space and time complexity
Manifold deflation consists of two phases: 1) estimating a vector field Vk and penalty matrix V Tk Vk,
and 2) estimating the next coordinate. The vector field estimator given in Eq. 5 takes time O(|E|) as
it simply copies and rescales values from the coordinate into a sparse matrix with |E| nonzero entries
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where E are the edges in the neighborhood graph. The number of nonzero entries in the penalty is
equal to the number of node pairs two hops or less away in the neighborhood graph. Note there is no
dependence on the dimension of the original data or on the intrinsic dimension for the steps unique
to manifold deflation. Computing the second smallest eigenvector of a positive semi-definite sparse
matrix can be done efficiently with iterative algorithms such as LOBPCG [20] or the Lanczos method
with inverse iterations.
4 Experiments
We demonstrate the properties of manifold deflation and vector field inversion with experiments on
three datasets: an S-curve, a sphere, and the Fashion MNIST dataset. In each experiment, we use
Laplacian Eigenmaps with an unnormalized Laplacian as the base method for manifold deflation and
k-nearest neighbors with 15 neighbors to define the adjacency graph. Additional details about the
experiment as well as additional results are included in the supplementary material.
The S-curve is an isometric embedding of a 3 × 1 rectangle in R2 into an S-shaped curve in R3.
Figures 2 shows the behavior of NLDR methods when various challenges are incorporated. When
there is a hole or additive noise, only manifold deflation preserves the two-dimensional structure on
the S-curve. Other methods fail despite the small magnitude of the noise, which is additive noise
drawn uniformly on a cube with half-width 0.1. Non-redundant spectral embedding or methods that
skip eigenvectors to deal with the repeated eigendirections problem yield worse embeddings and
cannot deal with holes. The supplementary material shows that other combinations of eigenvectors
still yield poor embeddings so any method that selects a subset of eigenvectors does poorly.
Due to its use of Laplacian Eigenmaps, manifold deflation exhibits boundary bias in figure 4 when
embedding an S-curve with additive noise. Vector field inversion debiases the coordinates near the
boundary to yield strips with uniform width.
Manifold deflation can also recover embeddings that are useful and qualitatively different from other
methods. Figure 5 shows that it recovers a rescaling of polar coordinates on a sphere. Points on
the sphere are selected from a spherical Fibonacci lattice [17] which deterministically generates
uniformly spaced points on a sphere. The north-south and east-west axes are slightly stretched
to make the order of eigenvectors deterministic. Thus, if applied to the globe, manifold deflation
approximately recovers a rectangular map. By comparison, all other local, spectral methods do not
yield meaningful dimensionality reduction and simply return a linear projection.
Figure 3 shows embeddings of the Fashion MNIST dataset. Laplacian Eigenmaps essentially collapses
the global structure into a collection of one dimensional manifolds. Manifold deflation generates
an embedding with interesting manifold structure. The figure shows the embedding on different
types of shoes. For Laplacian Eigenmaps, it is unclear what can learned from the visualization.
Manifold deflation, on the other hand, clearly places darker shades to the left and sandals to the
right. Shoes with high tops are close to the bottom while those with low profiles are near the top.
The supplementary material provide additional plots comparing manifold deflation to Laplacian
Eigenmaps. We note that while methods such as t-SNE and UMAP provide visualizations that
are adept at uncovering the cluster structure of the data, manifold deflation yields insight into the
continuous manifold structure of the data.
5 Conclusions
We have proposed a novel framework for manifold learning and nonlinear dimensionality reduction
based on Manifold Deflation and Vector Field Inversion. We demonstrate the effectiveness of
this framework by successfully recovering a manifold’s structure in cases where a local, spectral
method will provably fail. The common thread among the components of our framework is that they
encode information or enforce geometric constraints on coordinates in the coordinate-free language
of differential operators that are the foundation of local, spectral NLDR methods. By doing so,
they iteratively refine the differential operator of a local, spectral NLDR method as coordinates are
sequentially incorporated into an embedding. We crucially develop a key component that enables this
expression as differential operators by estimating vector fields and components of the tangent space
using the Tangent Derivation Estimator. We have exhibited specific algorithmic applications of this
paradigm, but we note that the paradigm may apply much more widely.
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Figure 3: Embedding of the Fashion MNIST dataset colored by category (bottom) and restricted to
footwear (top). Manifold deflation avoids collapsing the manifold and reveals interesting variation.
Figure 4: The estimated tangent vector field can be used to debias the coordinate estimates from
manifold deflation on an S-curve with noise. The left plots show the first estimated coordinate
function versus the true underlying coordinate. Vector field inversion ensures that this relationship is
linear; accordingly, the strips in the right plots are of even width.
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Figure 5: When embedding the surface of a sphere in R2, manifold deflation recovers polar coor-
dinates (latitude, longitude) for each hemisphere. Laplacian Eigenmaps and other local, spectral
methods linearly project into two dimensions. The left plots show slices of longitude values map
roughly to vertical slices in the manifold deflation embedding. The right plots show that each
recovered coordinate is a monotone transformation of the corresponding polar coordinate.
Broader Impact
We see this work’s impact to be a step towards improved visualizations and understanding of high
dimensional data and complex machine learning models. Both of these areas can have significant
positive societal impact, but we are unable to anticipate if there are any negative consequences.
We also believe tangent space estimation may have impact beyond machine learning, such as in
mathematics research.
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A Additional methods
A.1 Further refinements to vector field estimates
These vector field estimators assume one has accurate approximations to the underlying coordinates.
We implement two refinements to handle curvature and distortions of scale in the estimated coordinate
10
functions. To correct for curvature, the vector Vˆk,i,J can be projected onto the column space of the
neighbors of Yi centered on Yi in the ambient space, in other words, onto the columns space of
Y˜J := YJ − 1Yi. This space contains the tangent space as long as the number of neighbors used is
greater than the intrinsic dimension of the manifold. To correct for distortions of scale, we choose a
scaling of the rows such that ‖Vˆk,i,·(YJ − 1Yi)‖ = 1 for all indices i. In both cases, the corrections
arise since a geodesic curve passing through p on the manifold can be approximated with a linear
function passing though p in the ambient space and that the derivative of the geodesic curve is equal
to 1. This gives the refinements
V˜k,i,J = ΠiVˆ
T
k,i,J ,
˜˜Vk,i,J = V˜k,i,J/‖V˜k,i,JYJ‖, (9)
where Πi = Y˜J(Y˜ TJ Y˜J)
−1Y TJ is the projection onto the column span of Y˜ .
A.2 Choosing the regularization parameter
As the coordinates themselves do not contain information about the scale of the Laplacian L or other
base operator, we rescale the penalty V Tk Vk so that the Frobenius norms of L and the penalty are
the same. Given this scaling, we find manifold deflation is relatively insensitive to the choice of
regularization parameter, returning the correct structure for a noisy S-curve with hole for a range of
regularization parameter spanning over 3 orders of magnitude from λ ≤ 1/2 to ≥ 500. We generally
found that values slightly larger than 1 worked well. We used a penalty of 3 for our synthetic datasets
and 2 for our experiments on Fashion MNIST.
B Proofs
Lemma 3 (Orthogonality of normal coordinate functions). Let δ > 0 be chosen so that for any
p ∈ M ⊂ Rd and N pδ := B(p, δ) ∩M, there exists a neighborhood Jp and normal coordinates
xp1(q), . . . , x
p
m(q) for points q ∈ Jp where the closure of the neighborhood N
p
δ ⊂ Jp. Denote
M2 = E(Z21 ) where Z is a uniform draw from a unit m-sphere and Z1 is the first coordinate. Then
sup
p∈M,dist(p,∂M)<δ
E(δ−2xpi (Y )x
p
j (Y )|Y ∈ N pn) =
{
O(δ2) if i 6= j
M2 +O(δ
2) otherwise (10)
sup
p∈M
E(δ−1xpi (Y )|Y ∈ N pδ ) = O(δ2) (11)
sup
p∈M,dist(p,∂M)>δ
P (Y ∈ N pδ ) = γM1δm(1 +O(δ2)) (12)
where Y is a uniform random draw from the manifold and νm is the volume of a m-sphere in Rm.
Proof. Let p ∈M and q ∈ N pδ . We wish to show that distances in the ambient space are sufficiently
close to distances in normal coordinates, and that the natural measure on the manifold using the
natural volume form can be converted to Lebesgue measure with respect to normal coordinates. Let
up(q) denote the projection of q onto the tangent plane. Lemma 6 in [8] relates normal coordinates to
the projection into the tangent plane and states that, xpi = u
p
i +Qp,3(u
p
i ) +O(δ
4) where Qp,3 is a
homogeneous polynomial of degree 3 with coefficients depending on the curvature of the manifold at
p. Lemma 7 in [8] relates distances in the ambient space to the tangent space and states that
‖q − p‖2 = ‖up(q)‖2 +Qp,4(up(q)) +Qp,5(up(q)) +O(δ6) (13)
det
(
dq
dup
)
= 1 +Qp,2(u
p(q)) +Qp,3(u
p(q)) +O(δ4) (14)
where Qp,ρ are homogeneous polynomials of degree ρ that depend on the curvature of the manifold
at p. The latter shows the natural volume form is well approximated when integrating using Lebesgue
measure on tangent space coordinates.
Thus, we also have the following approximations in a neighborhood with a normal coordinate chart,
‖q − p‖2 = ‖xp(q)‖2 +Qp,4(xp(q)) +Qp,5(xp(q)) +O(δ6) (15)
det
(
dq
xp
)
= 1 +Qp,2(x
p(q)) +Qp,3(x
p(q)) +O(δ4). (16)
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These allow us to approximate balls in the ambient space with balls in normal coordinates and to
approximate an integral on the manifold with an integral in Euclidean space.
Let q0 = arg maxq∈Npδ
‖x(q)‖ be the furthest point in normal coordinates in the closed neighborhood.
Since geodesic distances are at least as long as straight line distances in the ambient space, the ball
of radius δ in normal coordinates must be contained in the neighborhood Jp and ‖x(q0)‖ ≥ δ.
Furthermore, since the furthest point in the tangent space that can be in the neighborhood trivially has
distance δ from p, one has ‖x(q0)‖ = δ +O(δ3). Thus, the neighborhood N pδ can be approximated
by a ball Bx(p, δ) of radius δ in normal coordinates. The difference in measure between the two
balls is µ(N pδ \Bx(p, δ)) ≤ γ(smδm−1)ηδ3 where η > 0 is some constant, smδm−1 is the surface
area of a unit sphere in m dimensions, and γ is the uniform density on the manifold. Denote
M0 = {p ∈M : dist(p, ∂M) > δ}. Then,
sup
p∈M0
P (Y ∈ N pδ ) (17)
=
∫
Bx(p,δ)
γdxp1 · · · dxpm(1 +O(δ2)) + γsmηδm−1O(δ3)
= γνmδ
m(1 +O(δ2)) + γsmηδ
m−1O(δ3)
= γνmδ
m(1 +O(δ2)) (18)
where νm is the volume of a unit ball in m-dimensions, and equation 16 is used to convert an
expectation using normal coordinates to an expectation with respect to the measure on the manifold.
Likewise,
sup
p∈M0
E(δ−2xpi (Y )x
p
j (Y )1(Y ∈ N pδ )) (19)
= sup
p∈M0
E(δ−2xpi (Y )x
p
j (Y )1(Y ∈ Bx(p, δ))) + γ(1 +O(δ3))γsmO(δm−1)ηδ3
= sup
p∈M0
E(δ−2xpi (Y )x
p
j (Y )|Y ∈ Bx(p, δ))p(Y ∈ Bx(p, δ)) +O(δm+2)
= sup
p∈M0
E(δ−2xpi (Y )x
p
j (Y )|Y ∈ Bx(p, δ))γνmδm(1 +O(δ2)) +O(δm+2)
= sup
p∈M0
E(δ−2xpi (Y )x
p
j (Y )|Y ∈ Bx(p, δ))γνmδm +O(δm+2)
sup
p∈M0
E(δ−1xpi (Y )1(Y ∈ N pδ )) (20)
= sup
p∈M0
E(δ−1xpi (Y )1(Y ∈ Bx(p, δ)))(1 +O(δ2)) + γ(1 +O(δ3))SmO(δm−1)ηδ3
= sup
p∈M0
E(δ−1xpi (Y )|Y ∈ Bx(p, δ))γνmδm +O(δm+2).
The first moment and second moment when i 6= j are 0 +O(δm+2) since the xi and xixj are odd
functions. Likewise, the second moment when i = j is c+O(δm+2) for some constant c that does
not depend on i since x2i is even.
Theorem 4 (Consistency of vector field estimate). Let Y(n) be a uniform sample from a smooth
m-dimensional manifoldM⊂ Rd and let the sequence (n) decrease to zero. Let φ :M→ R be a
smooth function such that infp∈M ‖∇φ(p)‖ > 0. Given a smooth function f with bounded gradient.
Let Dˆφ,n be the estimate of ∂f/∂φ given by Eq. 5 on an n-neighborhood graph. Then, for some
constant α and for any δ > 0, if n → 0 sufficiently slowly as n→∞,
sup
p∈M
d(p,∂M)>δ
∣∣∣∣∂f∂φ (p)− αDˆφ,n(p)
∣∣∣∣ p→ 0. (21)
Proof. We prove the theorem in two-steps. First, we show a non-stochastic Tangent Derivation
Estimator with infinite samples converges to the desired differential operator. Second, we show
stochastic convergence to this infinite sample limit.
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For clarity of exposition in the non-stochastic portion of the proof, we prove the case for a fixed p
and show that it can be easily modified to show joint convergence over all p sufficiently far from
the boundary. Let p ∈ M. Denote ψp,(q) = (φ(q)− φ(p))1(‖p− q‖ < ) where the norm is the
Euclidean norm in Rd. We wish to find the asymptotic limit of the Tangent Derivation Estimator at
p. We denote the Tangent Derivation Estimator as Dφ,n = 〈f, ψp,n〉/‖ψp,n‖2. Consider a Taylor
expansion of f and ψp,n in normal coordinates in the neighborhood B(p, n) ∩M where the ball is
in the ambient space Rd.
f(q) = f(p) +∇f(p)x(q) +O(2n) (22)
ψp,n(q) = ∇φ(p)x(q) +O(2n) (23)
By lemma 3,
〈f, ψp,n〉 := Efψp,n = γνmmn (〈∇f(p),∇φ(p)〉+O(2n)) (24)
‖ψp,n‖2 = γνmmn (‖∇φ(p)‖2 +O(2n)) (25)
where γ > 0 does not depend on n or p. Taking α = 1/γνm gives
∂f
∂φ
(p) = αDφ,n +O(
2
n). (26)
To obtain the desired convergence result under all p sufficiently far from the boundary, note that
equations 22 and 23 for fixed p have the counterparts
sup
p∈M,‖q−p‖<n
‖f(q)− f(p)−∇f(p)x(q)‖ = O(2n) (27)
sup
p∈M,d(p,∂M)>n,‖q−p‖<n
‖ψp,n(q)−∇φ(p)x(q)‖ = O(2n) (28)
since the functions f, φ are smooth and the manifold is compact. Following the same steps as before
yields the desired convergence result.
This proves convergence of the expectation of the estimate to the true partial derivatives. We now
prove convergence in probability of the stochastic processes. We rely primarily on the VC class
and BUEI preservation rules given in [21]. First, we note that all the expectations used in this
proof and of lemma 3 are with respect to a continuous uniform measure on the manifold. Thus, any
expectation over a closed ball is the same as that over the corresponding open balls. The set of all
closed balls in Rd has finite VC-dimension. The functions ψp,n are a product of a fixed function and
an open ball. The product of a fixed function with VC-class is still a VC-class. Thus, {f(·)ψp,(·)}p,
forms a VC-class. Likewise, since ψp, can be split into positive and negative parts and x→ x2 is
monotone on either positive reals or on negative reals, the class {ψp,(·)2}p, has finite VC-dimension.
SinceM is compact and f, φ are smooth then the VC-classes are also bounded and thus have an
integrable envelope. VC-classes have bounded uniform entropy integral (BUEI) if they have an
integrable envelope. Furthermore, the class of constant functions {1/2m}≥r is trivially BUEI if  is
restricted so that  ≥ r for some r > 0. Since products of BUEI classes are still BUEI, and BUEI
classes are P-Glivenko-Cantelli, it follows that {f(·)ψp,(·)/2m}p,≥r and {ψ2p,(·)/2m}p,≥r are
P-Glivenko-Cantelli.
Let Pn denote the empirical distribution of n samples, and write Dˆnφ,(p) = Pnfψp,/Pnψ2p,. Since
the numerator and denominator are both P-Glivenko-Cantelli and the denominator is bounded away
from 0 almost surely, by the continuous mapping theorem, supp∈M |Dˆnφ,(p)−Dφ,(p)| → 0 almost
surely for any  > 0 as n→∞.
We weaken this to convergence in probability as we take  → 0. Since almost sure convergence
implies convergence in probability, for any sequence τt ↓ 0, we can find a corresponding sequences
nt →∞ and t ↓ 0 so that
sup
p∈M
P (|Dˆnφ,t(p)−Dφ,t(p)| > τt) < 2−t ∀n > nt. (29)
Since when dist(p, ∂M) > h, αDφ,t(p)→ ∂f(p)/∂φ as t ↓ 0, it follows that
sup
p∈M
d(p,∂M)>h
∣∣∣∣∂f∂φ (p)− αDˆφ,n(p)
∣∣∣∣ p→ 0. (30)
.
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B.1 Impossibility of estimating the tangent space given noise
Here we show that that when there is off manifold noise, then in a small neighborhood of any point
on the manifold, the points in a local neighborhood are asymptotically equivalent to a uniform draw
from a ball in the high-dimensional space Rd. Thus, there is no information about the tangent space
just from that neighborhood.
Lemma 5. Let hn be a decreasing sequence converging to 0. Let Yn = Z + hn where Z is a
uniform random sample from a manifoldM ⊂ Rd and  is independent noise drawn from some
distribution F on Rd with a smooth density f . Further assume f(0) > 0 and has bounded support.
For any p ∈ Int(M) and sequence δn such that δn/hn → 0, the conditional densities gn for
Xn = δ
−1
n (Yn − p) | ‖Yn − p‖ < δn converge with gn(x)→ c on the unit ball for some constant c.
Proof. Let N pδ = B(p, δ) ∩M. Denote by µ the uniform measure on the manifold. The density of
Yn − p is given by
ρ(y) =
∫
Npδ
f((x− p)/hn)dµ(x) (31)
=
∫
Npδ
f(0) +∇f(0)(x− p)/hn +O(δ2/h2n)dµ(x) (32)
(33)
The first component can be computed by∫
Npδ
f(0)dµ(x) = f(0)νmδ
m(1 +O(δ2)). (34)
For the second, w.l.o.g. we can assume the coordinates are parameterized so that the first m
coordinates x1, . . . , xm parameterize the tangent space at p. The remaining coordinates can thus be
written as xm+i = q(x1, . . . , xm) +O(δ3) where q is a homogeneous polynomial of degree 2. This
gives
h−1n
∫
Npδ
(xi − pi)dµ(x) = νmδm(0 +O(δ3))(1 +O(δ2)) (35)
where the 0 term comes from evaluating the integral on the first m coordinates and the O(δ3) term
comes from evaluating the integral on degree 2 polynomials on the remaining coordinates.
Dividing by the probability γνmδm(1+O(δ2)) of being in the neighborhood that is given in equation
12 yields the desired result.
C Experiments
C.1 Details
For our experiments we considered both synthetic datasets and a real world dataset. The synthetic
datasets consisted of variations on an S-curve and a sphere. The S-curve was generated by taking
random samples from a 3x1 rectangle. The rectangle is isometrically embedded into R3 by mapping
each 1.5 × 1 half of the rectangle to half-cylinders and ensuring the mapping is continuous. By
taking the length of the original rectangle to be more than 2× the width, we ensure that the repeated
eigendirections problem is encountered. We modified the S-curve in two ways to generate two
variations of the manifold. We cut out a rectangular hole, and we added a small amount of additive
noise. The noise is i.i.d. from a cube with half-width 0.1, so that it is a small fraction of the length
and width of the underlying rectangle. For the sphere we deterministically construct points using For
each synthetic datasets we generated 3000 points each. For the S-curve with hole, this number was
reduced by roughly 12% due to cutting out a hole.
We used Fashion MNIST (FMNIST) for the real world dataset. We ran our experiments on 9000
randomly selected points from the 60000 training examples. Each example consists of a 28 × 28
pixel greyscale image converted into a vector in 744 dimensions.
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Experiments were run on a Macbook with a 2.2 GHz Intel i7 processor with 6 cores and 16GB of
memory. On the FMNIST data, Manifold Deflation took 10 minutes to run to generate 2 coordinates.
In comparison, Laplacian Eigenmaps took 3 minutes, and Non-redundant Laplacian Eigenmaps took
25 minutes. For the synthetic data sets with 3000 points and 3 dimensions, all methods combined
finished in under 2 mins.
C.2 Parameters
The only manifold deflation specific parameters are the regularization parameter and a scaling of
the vector field. The regularization parameter was chosen to be 3 for synthetic datasets and 2 for
FMNIST as described in section A.2. For synthetic datasets, we used the refinements in section A.1.
For the FMNIST dataset, we simply normalized each row of the estimated matrix Vˆk to have norm 1.
For all graph constructions, we use k-nearest neighbors with 15 nearest neighbors. Given a kNN
graph, the edges are weighted with a Gaussian kernel with bandwidth σ. The bandwidth σ is taken to
be 5× the average distance from a point to its neighbor. For LTSA, we set the intrinsic dimension to
be 2 for the synthetic datasets. We find that if it is set to the ambient dimension 3, then LTSA does
not perform any meaningful dimensionality reduction.
C.3 Code
Our code is based off of the Megaman package for manifold learning using local, spectral methods
[23]. We implemented Manifold Deflation, Tangent Derivation Estimation, and Vector Field Inversion
as well as Non-Redundant Laplacian Eigenmaps for comparison. Rather than implement other
eigenvector skipping procedures that also address the repeated eigendirections problem, we simply
plot additional eigenvectors to show that they all yield bad embeddings.
In all cases, we used dense matrix computations and exact nearest neighborhood computations to
avoid distortions coming from other sources. We did not find any qualitative differences when
modestly increasing or decreasing the data set sizes. We found in the high dimensional FMNIST
example, approximate nearest neighbor computations in megaman generated distortions in Manifold
Deflation that were not visible when just using Laplacian Eigenmaps (LE) since LE collapsed the
manifold structure. We did not further pursue the issue of scale in this implementation as it is
tangential to the main ideas of this paper.
D Additional experimental results
D.1 Repeated eigendirections
Figures 6, 7, 8 illustrate cases where eigenvector skipping methods can never return a good embedding.
In figures 7, 8, while Non-redundant Laplacian Eigenmaps returns a reasonable embedding, it distorts
the manifold and makes one end larger than the other.
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Figure 6: Pair plot of first five nonconstant eigenvectors from Laplacian Eigenmaps when run on an
S-curve with hole and noise. No pair of eigenvectors yields a good embedding.
Figure 7: Embeddings for a 10 × 2 × 0.1 box. Local, spectral methods display the repeated
eigendirections problem.
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Figure 8: Pair plot of first five nonconstant eigenvectors from Laplacian Eigenmaps when run on a
10× 2× 0.1 box. No pair of eigenvectors yields a good embedding.
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D.2 Vector field inversion
Figure 9: Solutions of V −11 1 and V
−1
2 1. Naive inversion of a vector field yields meaningless
embeddings.
D.3 Additional sphere plots
Figure 10: Embeddings of the sphere which show that only Manifold Deflation generates any form of
meaningfully different embedding.
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