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 This dissertation is an analysis of the grounding relation and its use in contemporary 
metaphysics. In the first three chapters, I consider the relation itself and its formal features. In the 
first chapter, I argue that there is such a grounding relation and that it is distinct from other 
relations. Having defended the grounding relation from skeptics, I turn to a discussion of the 
various features of the relation, starting with its candidate relata. In the second chapter, I analyze 
the nature and formal features of the grounding relation. In the third, I argue that there is a 
fundamental level consisting of entities which are ungrounded, and I discuss various proposals 
about what exists at that fundamental level. 
 The last two chapters focus on the role that grounding can play in contemporary 
metaphysics. In the fourth chapter, I consider claims that certain relations, including the 
grounding relation, can yield an ontological free lunch. I examine what it might mean to get such 
a free lunch, and argue that there is no such thing. Finally, in the fifth chapter, I consider the 
grounding problem from material object metaphysics. The use of the grounding relation in this 
debate illustrates how the grounding relation can be used in metaphysics generally, and in the 
later part of the fifth chapter, I examine that role that the grounding relation can play.  
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 There are two broad categories into which discussions of the grounding relation can be 
grouped. First there are discussions concerning the grounding relation itself. Second, there are 
discussions concerning the role of the grounding relation in metaphysics or philosophy as a 
whole. 
This dissertation will generally follow this categorization. The first three chapters will be 
concerned with the grounding relation itself. The last two will focus on the role the grounding 
relation can play in larger philosophical debates.  
The first issue that must be discussed is whether there is a genuine, distinct relation here, 
or whether what I have called the grounding relation is some other, more familiar relation, such 
as counter-factual dependence. Skeptics have taken the latter position, claiming that every case 
of purported grounding reduces to one of those other, more familiar relations. In Chapter 1, I 
argue against these skeptics and show that there are clear cases of the grounding relation which 
do not reduce to any of these other relations. Once I have shown that there is such a relation, the 
next question is “What does it relate?” The answer to that question makes up the remainder of 
Chapter 1. Most philosophers who discuss the grounding relation take it to be a relation between 
facts. I investigate various ways someone might hold this view, which I call factive grounding, 
and I argue against them. I defend the claim that, instead of factive grounding, we should hold 
that any entity should be a candidate relatum of the grounding relation. I call this view 
unrestricted grounding. 
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Having argued that there is a grounding relation and having discussed what it relates, I 
turn in Chapter 2 to a discussion of the nature of the grounding relation. Most philosophers 
working in this area take grounding to be a kind of explanation, specifically metaphysical 
explanation. This view falls naturally out of the factive grounding that I described above, but as I 
argued against that, I also argue against treating the grounding relation as a kind of explanation. 
It is instead a kind of causation, specifically metaphysical causation. I do not deny, however, that 
there is also a metaphysical explanation. I claim that metaphysical causation informs 
metaphysical explanation in much the same way that ordinary causation often informs ordinary 
explanation.  
This discussion leads to an analysis of the formal features of the grounding relation. 
Grounding is often assumed to be transitive, irreflexive and asymmetric. However, the claims of 
both the transitivity and the irreflexivity of the grounding relation have been challenged recently 
in the literature. I defend both the irreflexivity and the transitivity of grounding, and that, along 
with its asymmetry, shows that grounding is a strict partial ordering relation. Finally, having 
analyzed the formal features of the grounding relation, I critique two attempts to offer a formal 
logic of the grounding relation. 
Chapter 3 is the last of the chapters that focuses on the grounding relation itself. This 
chapter centers on discussions of the fundamental level. The first question is whether or not there 
is a fundamental level. In the previous chapter I showed that the grounding relation is ordered, 
but I have not yet shown that it is well founded. Bradley’s regress, once adapted for grounding, 
calls into question the assumption that there is a fundamental level at which entities ground but 
are themselves not grounded. Instead there may be an infinite descending chain of grounded 
entities which is never firmly anchored on a fundamental level.  In this chapter I show that my 
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account of grounding can avoid Bradley’s regress. I then argue that there is a fundamental level 
and that it is composed of quantum fields. This view is contrasted with Schaffer’s priority 
monism view which is the view that there is only one fundamental entity: the cosmos. 
The first three chapters were facing inwards, focusing on the nature of the grounding 
relation itself. In the last two chapters, I examine what role the grounding relation can play in 
metaphysics or in philosophy more generally. Schaffer has suggested that consideration of the 
grounding relation can give us a better approach to metaphysical questions. He argues that too 
many debates in contemporary metaphysics focus on what does or does not exist. To Schaffer, 
these questions are easy – he argues we should be radically permissive with respect to existence 
questions. The more interesting question is which things are fundamental and which are not. A 
key component in Schaffer’s argument is that dependent entities are a “free lunch,” which 
purportedly means they are no addition to being. Schaffer is neither the first nor the last to appeal 
to this notion of a free lunch. Armstrong used the doctrine of an ontological free lunch to justify 
unrestricted composition. Cameron appeals to a similar doctrine when he discusses another 
recent puzzle in metaphysics. In Chapter 4 I take on this doctrine of the ontological free lunch. I 
analyze what such a thing as a “free lunch” with respect to ontology may be, and I argue that 
there can be no such thing. 
Finally, in Chapter 5, I examine how the grounding relation can play a role in other 
ongoing debates in contemporary metaphysics, and I consider future roles the relation may take 
on. First I consider a debate of contemporary material object metaphysics concerning the 
apparent colocation of a statue and the clay that composes it. I also consider the grounding 
relation when seen as the successor of the makes true relation found in Truthmaker theory. 
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Armstrong intended Truthmaker to be a methodology for doing metaphysics, and I contend that 
grounding can play a similar role. 
 1 
CHAPTER 1  
THE FUNDAMENTALS OF GROUNDING 
 
There is a structure to the world, and one of the aims of metaphysics is to find and 
elucidate that structure. The search is for the notions that are best at, as Sider puts it, “carving 
nature at the joints.”1 One aspect of this structure is that certain entities are fundamental while 
others are grounded in those fundamental entities. This is not a new proposal,
2
 but there has 
recently been a renewed interest in the grounds relation.
3
  
The grounding relation is commonly thought to be picked out by some or all of the 
following locutions: “x grounds y,” “y depends on x,” “x is metaphysically prior to y” and “y, in 
virtue of x.” Here are a variety of quotes which employ these locutions, and I claim that each 
picks out the grounding relation: 
 “By the emotions, I mean desire, anger, fear, confidence, envy, joy, friendship, 
hatred, longing, jealousy, pity; and generally those states of consciousness which 
are accompanied by pleasure or pain. The capacities are the faculties in virtue of 
which we can be said to be liable to the emotions, for example, capable of feeling 
anger or pain or pity. The dispositions are the formed states of character in virtue 
of which we are well or ill disposed in respect of the emotions; for instance, we 
have a bad disposition in regard to anger if we are disposed to get angry too 
violently or not violently enough, a good disposition if we habitually feel a 
moderate amount of anger; and similarly in respect of the other emotions.”4 
 
 “…hence [the rational being] has two standpoints from which he can regard 
himself and cognize laws for the use of his powers and consequently for all his 
actions: … second, as belonging to the intelligible world, under laws which, being 
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 Schaffer (unpublished) traces this idea to Plato and Aristotle 
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 “[the man who will get the job has ten coins in his pocket] is true in virtue of the 
number of coins in Smith’s pocket”6 
 
 “There appears to be a distinctively ontological sense in which one thing may be 
said to depend upon another. What the one thing is will depend upon the other 
thing, upon what it is. It is in this sense that one is tempted to say that a set 
depends upon its members or that a particularized feature, such as a smile, upon 
the particular in which it is found”7 
 
These locutions have often been used in philosophy, and as the quotes demonstrate, their use has 
not been restricted to metaphysics nor to contemporary philosophy.  One need not agree with all 
or any of these quotes, so long as she can begin to see the relation in question.  
 From the above quotes we can see typical uses of the grounds relation: moral laws are 
grounded in rational laws; truths are grounded in truthmakers; sets are grounded in their 
members; particularized features are grounded in the particular; and our capacity to feel is 
grounded in our faculties. Of course, one need not agree with all or any of these claims, what is 
important here is the illustration of the concept under question. A utilitarian might say the 
wrongness of an act is grounded in the availability of alternative actions which would have 
produced more happiness.  A physicalist could claim that the mental states are grounded in brain 
states. A monist can hold that wholes ground their parts. The Euthyphro dilemma can be seen as 
a puzzle of metaphysical priority.
8
 Socrates asks Euthyphro whether what is good is good 
because it is loved by the gods or whether it is loved by the gods because it is holy. When he 
does so, he is asking which grounds the other. 
 In this chapter, I first show that notion of metaphysical grounding can, if you will, get off 
the ground. That is, I show that the grounding relation is distinct from other, perhaps more 
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 Gettier (1963, 2) 
7
 Fine (1995, 1) 
8
 Most of these examples come from Schaffer (unpublished) which has an extensive list if more examples are 
needed. 
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familiar, relations such as counter-factual dependence, supervenience, physical causation, and 
others. Each of these has been discussed at great length, and I claim that the grounding relation is 
also worthy of its own discussion.  I do this first by responding to Hofweber’s skeptical 
argument which holds that all supposed examples of metaphysical priority are merely disguised 
uses of ordinary priorities of one kind or another. Hofweber’s skeptical claim is that there is 
nothing distinct or interesting about the grounding relation. He thinks each purported case of 
grounding can be reduced to an ordinary priority, such as causal dependence or temporal priority. 
I argue here that the priority relation in the horns of the Euthyphro dilemma does not properly 
reduce to any such ordinary priority, and so counts as a genuine, interesting case of a distinctly 
metaphysical grounding. 
 Having shown in Section 1.1 that there is a grounding relation that is worthy of 
discussion, I consider the next question that must be asked about a relation: what does it relate? 
A common view of grounding is that it takes only facts as relata. To evaluate such views, we 
must first have a good notion of facts and how they can serve as possible grounds. To do this, in 
Section 1.2 I evaluate two common conceptions of facts. In Section 1.3 I argue that grounding 
should be neutral with respect the kinds of entities it takes as relata. 
1.1 RESPONSE TO SKEPTICS 
 Despite the examples given above, some have argued that there is no distinctly 
metaphysical grounding. Hofweber notes that proponents of metaphysical grounding often make 
their case using intuitive examples, such as the ones I’ve given above, but Hofweber claims these 
metaphysicians are pulling a “bait and switch.”9 He says that in such examples, the 
metaphysician gives an example of an ordinary sense of “grounding” but claims it as proof that 
                                                 
9
 Hofweber (2009, 268) 
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there is a distinctly metaphysical sense. As an example, Hofweber considers Fine’s claim that a 
true disjunction is grounded by its true disjunct.
10
 Hofweber claims that in this case Fine is using 
an ordinary sense of priority, “logical priority,” and falsely claiming it as evidence for the 
special, distinctly metaphysical sense of priority. He says similarly that all other instances of 
supposed grounding (or metaphysical priority) are actually instances of other, non-metaphysical, 
priority relations. First I will discuss the case where Hofweber thinks supposed grounding is 
actually an example of logical priority. Then I will show another example, the Euthyphro 
dilemma, where none of the other priority relations suggested by Hofweber adequately capture 
the force of the dilemma. 
1.1.1 Logical Priority 
 Hofweber hints at what logical priority may be: “[the relation between the disjunction 
and the true disjunct] seems to be rather a simple case of an asymmetrical logical relationship 
between them: the disjunction implies the disjunct, but not the other way round.”11 So logical 
priority seems to have two key traits. First, the prior propositions entail the subsequent 
proposition.  In the case of disjunction, the true disjunct, p, entails the true disjunction, p v q. 
Second, this relation is asymmetric, meaning that for every x and y, if x is logically prior to y, 
then y is not logically prior to x. This asymmetry is a common feature in priority relations. In the 
example given, p entails p v q, but p v q does not entail p. So in the example, p entails p v q and p 
v q does not entail p, and therefore they stand in this asymmetric relation of logical priority 
where p is logically prior to p v q.  Note that nothing has been said concerning the truth of q. If q 
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is true, then it would also be logically prior to p v q, independently of p. If, on the other hand, q 
is false, then it is not logically prior to p v q, but p still is. 
 Hofweber’s claim that the relation in Fine’s example is not metaphysical priority but 
rather logical priority is unsatisfactory because the concept of logical priority described by 
Hofweber fails in multiple ways to match what Fine intends with the grounding relation. This is 
true even when restricted to examples with logic. That is, my charge here is not that logical 
priority fails to account for other, non-logical, uses of the grounding relation. 
 First, there are examples of grounding which are not examples of asymmetric entailment. 
True conjunctions are grounded by their true conjuncts. Assume that p and q are true. Then p and 
q is true, and it is true in virtue of p and q. This is similar to the disjunction case, except the 
supporter of metaphysical grounding owes an account of how p and q ground p and q. She has a 
few options. She could say that p and q jointly ground p and q. If she allows partial grounding, 
she may say that p partly grounds p and q and similarly for q, and that p and q together 
completely ground p and q. This example will not turn on which option she chooses, and there 
may be others available. What is important, however, is that p and q ground p and q but are not 
logically prior to it, by Hofweber’s definition. The two propositions p and q do entail the 
proposition p and q, but not asymmetrically. The proposition p and q also entails the 
propositions p and q. Despite the fact that both sides of the relation entail the other, there is an 
apparent priority in this case. P and q seem to be prior to p and q, but Hofweber’s logical priority 
fails to capture that. 
 Second, there are also examples of asymmetric entailment that are not cases of 
grounding. Take for example an instance of the constructive dilemma inference. In this case:  
(1) (q  p) and (r  ~p) 
(2) q v r 
 6 
(3) Therefore, p v ~p 
 
This fits Hofweber’s characterization of logical priority. (1) and (2) together entail (3), but (3) 
does not entail (1) and (2), so the asymmetric entailment holds. However, something has gone 
wrong if we conclude that p v ~p is grounded in (1) q   p and r  ~p. From the earlier 
example, we saw that contingent disjunctions are grounded in their true disjunct. At the very 
least, we might think that is a better grounds than (1) and (2). But p v ~p is necessarily true and 
also true a priori. Such a truth is not grounded in the contingent truths (1) and (2). 
 So grounding and Hofweber’s logical priority come apart in two ways. There are 
examples of grounding which are not examples of asymmetric entailment, and there are 
examples of asymmetric entailment which are not examples of grounding. These examples, 
given above, show that Fine’s examples of grounding involving logical statements are not cases 
of cleverly disguised logical priority, as Hofweber claims. 
 So far in this section, I have only shown that certain claims of metaphysical priority 
involving logical statements are not actually statements about asymmetric entailment. It may still 
be that the supposed metaphysical priority claims are actually claims of yet some other more 
ordinary priority. In the next section, I argue that priority relations at the heart of the Euthyphro 
dilemma are best described as instances of grounding and not some other priority relation, as 
Hofweber claims. 
1.1.2 The Euthyphro Dilemma 
 To fully answer Hofweber’s skeptical challenge, the proponent of metaphysical priority 




 Consider the example of the Euthyphro dilemma mentioned earlier. Typically, this 
challenge is posed to a divine command theorist, who says that the right things to do are those 
acts that accord with God’s commands and the wrong things to do are those that God has 
forbidden. The divine command theorist must choose from one of two horns: either 1) God loves 
those acts because those things are good or 2) those acts are good merely because God loves 
them. The first horn suggests that good acts are good independent of God, which is problematic 
for the divine command theorist, because it suggests that God actually does no work making 
these acts good. The second horn suggests that the goodness of acts is in some sense arbitrary 
and that bad acts may have been good had God chosen differently. On this horn, murder is wrong 
solely because God decided so. If God had good, independent reason for declaring murder 
wrong, we would be back to the first horn – what need of God in the theory if He does no work 
to make things good or bad? So on this second horn, it seems the choice is arbitrary and easily 
might have been different. 
1.1.2.1 Counterfactual Dependence 
 The Euthyphro dilemma poses a question of metaphysical priority: Which is more basic – 
the goodness of the act or God’s love of the act? In footnote 7, Hofweber rejects the Euthyphro 
dilemma as an example of metaphysical priority saying “[that the Euthyphro dilemma is an 
example of metaphysical priority] is not at all clear. There are two counterfactual dependencies 
here which are not metaphysical priority.” One is that had something else been good, then God 
would have loved it. The other is that had God loved something else then that thing would have 
been good.  
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 I say “merely” here because when two things stand in the relation of metaphysical priority, they may also stand in 
the relation of some other priority relation. 
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This interpretation misses the bite of the dilemma; it misses the explanatory link between 
the loving and the goodness. The divine command theorist could escape the dilemma by 
accepting both horns. She could claim that the things which are good are necessarily good and 
that those things are necessarily loved by God. If we translate the counterfactual version’s first 
horn into possible world semantics, as is typical for counterfactuals, it becomes the claim that all 
of the nearest worlds where God does not love X are worlds where X is not good. The second 
horn becomes the claim that all of the nearest worlds where X is not good are worlds where God 
does not love X. On this restatement, the divine command theorist can accept both horns. 
Consider an example of the command to turn the other cheek. The divine command theorist can 
accept the two following claims: 
C1: all of the nearest worlds where God does not love turning the other cheek are worlds 
where turning the other cheek is not good. 
 
C2: all of the nearest worlds where turning the other cheek is not good are worlds where 
God does not love turning the other cheek 
 
This response by the divine command theorist demonstrates two problems with taking the 
Euthyphro dilemma to be an example of counterfactual dependence. First, in the original 
statement of the Euthyphro dilemma, it would be illogical to accept both horns of the dilemma. 
One horn says that God loves these things because they are good while the other says they are 
good because God loves them. The “because” signifies an asymmetric relation, which makes it 
so that the two horns cannot both be true. In the counterfactual version, accepting both horns is 
logically consistent.  
The second problem this response demonstrates is that claiming that the good things are 
necessarily good and that God necessarily loves the good things should not be a way to escape 
the dilemma. The core of the original question remains – does their goodness (or their necessary 
 9 
goodness) come from God’s love (or God’s necessary love) or is it the other way around? To 
properly analyze this question, a hyper-intensional relation is needed, and the counterfactual 
dependence relation that Hofweber thinks is there does not suffice. 
Grounding is a hyper-intensional relation. This means that all of the following sentences 
can be true at the same time:
13
 
 (H1) A grounds B 
 (H2) C is intensionally equivalent to A 
 (H3) C does not ground B 
 
Where “intensionally equivalent” in H2 means that every possible world that contains A also 
contains C, and every possible world that contains C contains A. 
 For example, Fine says that singleton sets depend on the thing that singleton contains; 
{Socrates} is grounded by Socrates.
14
 In every world where Socrates exists, {Socrates} exists, 
and in every world where {Socrates} exists, Socrates exists. So Socrates and {Socrates} are 
intensionally equivalenet, and Socrates grounds {Socrates}, but Fine holds, and I agree, that 
{Socrates} does not ground Socrates. 
 Counterfactual dependence fails to capture this aspect of the grounding relation. In the 
example above, {Socrates} counterfactually depends on Socrates: were it the case that Socrates 
did not exist, then {Socrates} would not exist. However, the example also shows that Socrates 
counterfactually depends on {Socrates}. 
1.1.2.2 Other Priorities 
Hofweber claims that supposed examples of metaphysical priority are actually examples 
of some other, more ordinary priority. I have argued that the Euthyphro dilemma proves this 
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claim false. So far, however, I have only shown that the Euthyphro dilemma is not a case of 
counterfactual dependence. To satisfy Hofweber, I should also show that it is not some other 
kind of ordinary priority. There is, of course, no complete list of these ordinary notions of 
priority, but Hofweber gives a few as examples, and I will show that the priorities at the heart of 
the Euthyphro dilemma are none of these. He says, “Ordinary notions of priority include not only 
such notions as being smaller, or earlier, or further down, but also a little more metaphysically 
sounding ones as causal order, or counterfactual dependence, and conceptual priority.”15 Clearly 
the Euthyphro dilemma is not a matter of “smaller” or “further down,” and we can safely ignore 
those. It is also clear that the Euthyphro dilemma is not a question of temporal priority. If the 
dilemma posed a question of temporal priority, the divine command theorist might escape by 
claiming that the two events (X’s being good and God’s loving X) are both eternal. On the 
correct reading of the dilemma, this should not be a valid escape. Even if the two events occur 
simultaneously, we can think that one happened in virtue of the other. 
I have shown already that the Euthyphro dilemma is not properly formulated in terms of 
counterfactual dependence, so that leaves causal order and conceptual priority from Hofweber’s 
list. There are two senses of conceptual priority that Hofweber may be referring to when he says 
that some purported cases of metaphysical priority are actually cases of conceptual priority. First, 
he may be saying something about human concepts, that X is conceptually prior to Y if and only 
if our concept of X is prior to our concept of Y. However this account is filled in, it does not 
apply in the priorities discussed in the Euthyphro dilemma. If it did, the Euthyphro dilemma 
would be a question of how we understand the concepts of goodness and being loved by God, 
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but it is not our concepts that are in question. Instead it is the properties themselves that are being 
investigated.  
Another way to evaluate conceptual priority takes concepts as independent from us. An 
example of conceptual priority in this sense is to say that the concept square depends on the 
concepts rectangle and equilateral. How can we restate the priority relations in the Euthyphro 
dilemma in terms of concepts? The first concept would be that of moral goodness.
16
 The second 
concept in the dilemma would be that of divine love. So then the dilemma asks if the concept of 
moral goodness (for acts) is prior to the concept of divine love (of acts), or is the divine love 
concept prior to the moral goodness concept? As in other cases of attempting to restate the 
priority relations, something has been lost from the force of the dilemma. The dilemma does not 
pose a question about the concepts of goodness and the concept of being loved by God, but 
rather it focuses on the actual goodness of things and on things actually being loved by God, so it 
is not a case of conceptual priority. 
The last option from Hofweber’s list is causal priority. In his footnote 7, where he makes 
the case for counterfactual dependence, he also notes that “there are causal readings of the 
contrast.” Here I think he is right, in a way, but not the way he intended. There is a clear sense in 
which the Euthyphro dilemma is asking if God’s loving these things caused them to be good or if 
their goodness caused God to love them, but this is not an ordinary sense of causation. This is 
not a case of the effect counterfactually depending on the cause, for if it were then, as Michael 
Raven notes, it would face the problems that counterfactual dependence has already been shown 
to have.
17
 Nor is a case of physical causation; there are no physical forces at work here. Instead it 
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is a metaphysical sense of causation, and I will argue below that this just is grounding in the 
metaphysical sense. 
1.2 THE RELATA OF THE GROUNDING RELATION 
Most metaphysicians investigating the grounding relation take the only appropriate relata 
of the grounding relation to be facts. Audi, Rosen, Fine and Cameron all restrict the grounding 
relation to be only between facts. This approach has programmatic advantages, particular if one 
wishes to develop a logic of the grounding relation. Also, if one takes the grounding relation to 
be metaphysical explanation, then facts are a reasonable choice for the explanatia and 
explananda. I will call views that adopt this restriction “factive grounding.” 
 There are several views concerning what a fact is, so there are several ways to be a 
proponent of factive grounding. One is to treat facts as being true propositions. If grounding is 
metaphysical explanation, as most proponents of factive grounding claim, then taking facts to be 
true truth-bearers is exactly the wrong approach. The truth borne by such a fact is precisely the 
kind of thing that needs an explanation. A common question to investigate is what it is that 
makes a proposition true. One popular response to this question is that truth depends on being. 
Something about how the world is makes those propositions true. Socrates’ being wise makes 
true the proposition that Socrates is wise. But on the account under consideration this option is 
not available. On this account, if truth depends on anything, it depends on true propositions. So 
the truth of simple facts such as the fact that Socrates is wise does not depend on Socrates. Either 
it does not depend on anything, or it depends on some other proposition, but in either case, the 
dependence chain will never lead to Socrates.  
There are other accounts of facts which fit better with factive grounding. In the next two 
sections, I discuss two other such accounts. Paul Audi has what he calls a worldly conception of 
 13 
facts. On this view facts are “obtaining states of affairs … [that are] individuated by their 
constituents and the manner in which those constituents are combined.”18 He contrasts this with 
what he calls the conceptual view of facts. Here he has in mind Rosen who says that facts are 
“structured entities built up from worldly items … in roughly the sense in which sentences are 
built up from words,” which looks similar to Audi’s own view, but Rosen adds that “facts are 
individuated by their constituents and the manner of their composition.” 19 This leads to a very 
fine-grained individuation of facts where facts are as fine-grained as concepts (hence Audi’s 
labeling it the conceptual view). 
 Note that on both accounts of facts, the manner of their composition is important. The 
constituents alone are not enough. Consider two proposed facts with the same constituents: the 
fact that Micaela loves Don José and the fact that Don José loves Micaela. These two facts have 
the same constituents: Micaela, Don José, and the loving relation. However, these are clearly two 
different facts. They have different truth conditions. One fact can exist while the other does not. 
In Carmen, Don José is too infatuated with Carmen to notice Micaela, so one could argue that 
there is no fact that Don José loves Micaela while simultaneously holding that there is a fact that 
Micaela loves Don José.  
1.2.1 Worldly Conception of Facts 
 On the worldly conception of facts, facts are individuated by their constituents and their 
manner of combination. Suppose there is a square called a, and that there is a fact a is a square. 
By definition, all squares are also equilateral right quadrilaterals and all equilateral right 
quadrilaterals are squares. So there is a fact a is an equilateral right quadrilateral. On the 
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 Audi (2012, 103) 
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 Rosen (2010, 114-115) 
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worldly conception of facts, these are the same fact. This also means that the fact that Hesperus 
is bright is the same fact as Phosphorus is bright.  
 One serious worry facing the worldly conception of facts is how to properly characterize 
the necessary and sufficient conditions for when two facts are the same. A defining feature of the 
worldly account is that facts are individuated by their constituents and their manner of 
combination. So a supporter of the worldly conception might give the following principle: two 
facts are the same if and only if they have exactly the same constituents and the manner of their 
combination is exactly the same. 
 The question is in what sense of “the same” their constituents must be the same. It should 
be obvious that extensional equivalence will not suffice. Take Quine’s example of things with 
hearts (chordates) and things with kidneys (renates).
20
 It turns out that everything that has a heart 
also has a kidney, and everything with a kidney also has a heart, so chordate and renate are 
extensionally equivalent. If the worldly conception philosopher’s rule for picking out equivalent 
facts allows that extensionally equivalent properties are the same, then it would turn out that the 
the fact that n has a heart is the same fact as the fact that n has a kidney. Even if we were to 
grant that these facts are the same, such a view of facts does not fit with the view of grounding as 
a hyper-intensional relation.  
 The worldly conception faces a similar problem if the sense of “the same” applied to the 
constituents of facts is an intensional sense. Grant from our earlier example that sets are 
grounded in their members. Take the empty set. In factive grounding parlance, we could say that 
the fact that {} exists grounds the fact that {{}} exists.
21
 But the empty set and the set containing 
the empty set are intensionally equivalent, in the sense of intensional equivalence where x is 
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 Quine (1980, 21) 
21
 This example is from Schaffer (unpublished, 5)) 
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intensionally equivalent to y =df for every world w, x exists at w if and only if y exists at w. So if 
facts with intensionally equivalent constituents and the same manner of combination are the 
same fact, then the fact that {} exists is the same fact as the fact that {{}} exists. This then means 




 The problem facing the worldly view of facts is that the grounding relation creates a 
hyper-intensional context. The best option for the worldly view to avoid the problems above is to 
have a rule for determining same facts where the sense of sameness for their constituents is a 
hyper-intensional sense. However, at that point the view becomes as fine-grained as the 
conceptual account of facts, which I discuss in the next section. 
1.2.2 Conceptual Account of Facts 
 On the conceptual view of facts, facts are as fine-grained as concepts. So the facts that a 
is a square and a is an equilateral right quadrilateral are distinct facts, even though squares are, 




 The conceptual view is fine-grained enough to avoid the problems that faced the worldly 
view of facts. At the actual world and at every possible world, the extension of equilateral right 
quadrilateral is the same as the extension of square. But on the conceptual account of facts, as 
we saw in the last paragraph, replacing one of these properties with the other yields a new fact. 
On the conceptual view, the facts that {} exists and that {{}} exists are always different facts, so 
                                                 
22
 For more on the irreflexivity of grounding, see chapter 2. 
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 Audi (2012, 110) uses this example and Rosen (2010, 125) uses square and equilateral rectangle 
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if we claim the fact that {} exists grounds the fact that {{}} exists we can no longer generate the false 
claim that the fact that {} exists grounds itself. 
This benefit of the conceptual view also creates new challenges. Take the example of the 
square and the equilateral right quadrilateral. Assume that either x is a square grounds x is an 
equilateral right quadrilateral or that x is an equilateral right quadrilateral grounds x is a 
square. Proponents of factive grounding must give some account of why one is right and the 
other is wrong.
24
 With some properties, the answer is intuitively clear. The properties of being 
unmarried and being male are intuitively more fundamental than the property of being a 
bachelor. Rosen says that the fact that x is a square is grounded in the fact that x is equilateral 
and x is a rectangle.
25
 One may wonder why this fact and not Audi’s version that x is an 
equilateral right quadrilateral. In this case, there is an answer easy to hand, to be a rectangle is 
to be a right quadrilateral, so Rosen can claim that the fact that x is a rectangle is, in turn, 
grounded in the fact that x is a right quadrilateral. So, by the transitivity of grounding, x is a 
square is grounded both in the fact that x is equilateral and x is a rectangle and in the fact that x 
is an equilateral right quadrilateral. 
However, there are other formulations that say that x is a square. For example, x is a 
square if and only if x is an equilateral equiangular parallelogram. A square is also a rhombus 
with congruent diagonals. There are many ways to describe a square, and unlike in the case of 
being a bachelor, determining the appropriate analysis is not intuitively obvious. 
I suspect that on such a fine-grained view there will be cases over grounding over-
determination that cannot be dispelled by reduction to a more fundamental level. For the start of 
an example, consider again two ways to describe a square. We can say x is an equiangular 
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 They cannot both be true because by the transitivity of grounding we would again violate irreflexivity 
25
 Rosen (2010, 125) 
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rhombus and we can also say that x is an equilateral rectangle. Intuitively, equiangular and 
equilateral are on the same fundamental level. One says all of the angles are equal and the other 
says all of the line segments are the same length. If these concepts (equilateral, equiangular) are 
not fundamental, then it seems they are grounded in very similar concepts (equal, angles, and 
lines). I think one can also reasonably make the case that both rhombus and square are just one 
step removed from parallelogram. It seems as though both proposed descriptions of x have an 
equal claim to grounding its being square. Where this may fail as an example of over-
determination with respect to grounding is that a rhombus is just an equilateral parallelogram, 
and a rectangle is just an equiangular parallelogram. So the two descriptions given above say x is 
an equiangular equilateral parallelogram and the other says x is an equilateral equiangular 
parallelogram. I am not sure that the conceptual view is so fine-grained that this will hold up. 
Nevertheless, it can serve as an example for other, clearer cases of over-determination that may 
be lurking. 
1.3 UNRESTRICTED GROUNDING 
In the first section, I argued that the grounding relation exists. A natural next question is 
“What does it relate?” In the second section, I indicated that most philosophers working on 
grounding defend factive grounding. I believe this is too restrictive and argue why here. 
On my account of grounding, grounding is a relation between entities, and with Schaffer, 
I place no restriction on the category of entity.
26
 This is contrary to both Rosen and Audi, who 
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 See Schaffer (unpublished, 5-6). While I agree with Schaffer here, I will argue below that grounding and 
metaphysical explanation should come apart, and Schaffer disagrees with this view. In Schaffer (unpublished) he 
writes “x partly metaphysically explains y =df x grounds y” 
 
It is also worth noting here that one may agree with my account of grounding, but say that class of appropriate 
entities for grounding is restricted. Someone who holds that only concrete objects exist might say that the grounding 
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see grounding as a relation between facts. Rosen supposed that “facts are structured entities built 
up from worldly items … [and] might be identified with true Russellian propositions,” while 
Audi claims that facts “are not true propositions, but obtaining states of affairs … a fact is just a 
thing’s instantiating a property.”27 My account of grounding accepts facts as candidate relata for 
the grounding relation, but it does not restrict grounding to facts. 
 It is a mistake to restrict grounding to facts because the grounding relation is supposed to 
order the world, and grounding restricted to facts fails to adequately do so. Theories of ground 
should take seriously the idea that some entities are fundamental and others are not, and the 
grounding relation is what connects the two. I will argue in Chapter 3 that grounding gives us a 
well-founded partial ordering of entities. This gives us a view which Schaffer says is analogous 
to epistemic foundationalism.
 28
  While epistemic foundationalism says that there is a proper 
structure to knowledge that is tied to an epistemic foundation, metaphysical foundationalism says 
there is a structure to being, which is similarly tied to a fundamental level.  
 Given the definitions of “fact” given above, we can see that if grounding is restricted to 
facts, it will fail to reach the foundation. Audi’s definition suggests that facts are not a 
fundamental category of entity. If facts just are a thing’s instantiating a property, it seems clear 
that both things and properties are more fundamental than facts. We can consider three 
possibilities about the relation between a composite object and the things that compose it – in 
this case the fact and the entity and property that compose it. 
First, we can hold that the things that compose the composite object always ground that 
composite object. This view fits naturally with micro-pluralism. Micro-pluralism is the thesis 
                                                                                                                                                             
relation is (as a matter of fact) restricted because there are no other entities that could be candidates for grounding. 
This is different from the claim that grounding, by its nature, should be restricted to some subset of all entities.  
27
 Rosen (2010, 114) and Audi (2012, 103). My criticisms of this view should hold for either view of facts. 
28
 Schaffer (2010, 37) 
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that there are multiple entities at the fundamental level (pluralism) and that the only fundamental 
concrete particles are microscopic particulars (micro-). Micro-pluralist views tend to have 
grounding relations that build up from the simpler entities. At the least, the first level of 
grounding above the fundamental layer must be built up from the microscopic particulars.  
Second, we could hold that the composite object grounds the things that compose it. This 
view fits well with the priority monist view. Priority monism is the view that there is only one 
fundamental concrete thing, the cosmos. As micropluralist theories tend to build up from the 
microscopic base, monist theories naturally tend to descend down from the cosmos. 
While the first general principle fits well with micro-pluralism and the second fits well 
with priority monism, neither micro-pluralism nor priority monism need accept these general 
principles. As Schaffer notes, it is consistent with micro-pluralism to hold that while the tiny 
simples are the fundamental level, the cosmos may be secondary level, and all higher levels are 
then grounded in the cosmos. Similarly for monism, the cosmos may ground its smallest parts, 
which parts then ground all the intermediate levels.
29
 This leads us to the third option which says 
there is no general principle for composition. Sometimes the composite object grounds the things 
that compose it and sometimes the things that compose it ground the composite object. 
 I argue that if we take it as given that facts are composed of the entity and property, then 
the factive grounder cannot accept either of the two general principles and must support this third 
option. The first option, that composite entities are grounded by the things that compose them, is 
not available because that would imply that the fact is not itself fundamental, but is instead 
grounded by the entity and property in question.  
                                                 
29
 Schaffer (2010, 44) 
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 The second option was that composite objects ground the parts that compose them. This 
seems consistent with factive grounding. For many ordinary facts, such as the fact that the apple 
is green, it avoids the problem with the first option. By the principle of the second option, the 
fact grounds the fact that there is an apple and it grounds the fact that there is a property of  
being green.
30
 However, such a view requires that there be at least one fact which itself is not 
part of any other fact. For if every fact is part of some other fact, and being part of another fact 
entails being grounded, then there would be no fundamental facts. I argue next that on the views 
discussed in this section, there can be no fact which itself is not a part of any other fact.  
As candidate for the fact which is not a part of any other fact, one might suggest a totality 
fact. Where a totality fact is one that collects or enumerates all of the facts and has the further 
stipulation that nothing except those facts is a fact. For example, let totality fact T be defined as 
the fact that f1, f2, f3, … are all of the facts and that nothing else is a fact. On this account, all 
other facts would be a part of this fact.  
One need not go so far as to adopt a single totality fact, however. She need not be a 
factive priority monist. For the factive grounder to accept the second option, she could also say 
that there are several fundamental facts and that all the other facts are part of one or the other 
fundamental facts.  
Either option faces the same challenge. The problem arises when considering composite 
facts, such as the fact that f is a fact. This fact is composed of a fact (f) and a property (... is a 
fact), so by option two, the fact that f is a fact grounds the fact f. It seems there will always be a 
bigger fact grounding the previous fact. 
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 The objections raised in this section will not depend on whether one prefers a view of Universals or one of tropes. 
 21 
One could try to block the regress by claiming that the fact that f is a fact is the same fact 
as the fact that f. This seems at odds with the characterization of facts under discussion, because 
these two facts are composed of different things. One has f as a part and the other has f is a fact 
as a part. But even if the friend of factive grounding can make this case, there are other things 
that can be said about the fact that f which cannot be explained away so easily. The problem was 
that f is meant to be fundamental, but it seems there is always a bigger fact e.g. the fact that f is a 
fact. There are other properties that could be applied to f. Take for example, the fact that f is 
fundamental, which by this second option implies that f is not actually fundamental. Or consider 
the fact that f has parts. That fact is again a part of another fact: the fact that f has parts has 
parts.  
 The factive grounder then is left with the third option. In this case, sometimes the 
composite object grounds the things that compose it and sometimes the things that compose it 
ground the composite object. This allows the proponent of factive grounding to avoid the 
problems of the first two options. Simple facts ground the things that compose them, and they 
also ground the things that they compose.  
1.3.1 Existential Facts 
Audi says further that on his account it would be a mistake to say that the clay grounds 
the statue. He is right, of course, that this would be wrong on any factive grounding account, 
because neither the statue nor the clay is a fact, but this is exactly the wrong result.
31
 Grounding, 
as the term “grounding” itself suggests, is supposed to connect things to the base, fundamental 
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 It may turn out that what I call “grounding” is what Audi calls “ontological priority” and what he calls 
“grounding” is what I call “metaphysical explanation,” but if so, I believe my terminology is better because (as I 
argue in the next sentence) the name “grounding” gives the appropriate connotation. Furthermore, as I’m about to 
argue, a similar case can be made about the term “metaphysical explanation” and the relata I assign that relation.  
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level, the “ground floor” as it were. Grounding restricted to facts can only connect things to a 
non-fundamental level because facts themselves are non-fundamental.
32
  
 One may think this problem can be avoided by appeal to existential facts. For example, I 
can readily say that a set is grounded in its members: {A} is grounded in A. Fact-restricted 
accounts of grounding must translate this into the proper form: The fact that {A} exists is 
grounded in the fact that A exists. As Audi himself points out, this is an unappealing prospect to 
those who define facts as “a thing’s instantiating a property,” because then this approach requires 
treating existence as a property. On Audi’s definition of “fact,” claiming that there is a fact that 
Socrates exists would be to claim that there is this thing (Socrates) which instantiates the 
property of existence. There already seems to be unnecessary abundance that cannot be rephrased 
away. The bigger problem traditionally given against treating existence as a property can be seen 
when trying to apply the analysis just given to facts about things that do not exist. Take, for 
example, the fact that the present king of France does not exist. As Russell showed, this 
predicates non-existence to the subject of the sentence. 
Even if one is willing to grant such existence facts, this approach is unappealing. On my 
account, A is more fundamental than the fact that A exists, but on the fact-restricted account, that 
cannot be the case. What then is the relation between A and that fact? It cannot be that the fact 
grounds the object, for on that account, facts must be on both sides of the grounding relation. The 
relation between A and the fact that it exists also cannot be identity, at least under the two 
definitions of “fact” on offer here. On Rosen’s definition, facts “might be identified with true 
Russellian propositions,” but clearly A is not a proposition. If we assumed Audi’s definition, 
identifying A with the fact that A exists would imply that A is identical to A’s instantiating the 
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 This criticism has focused on Audi’s definition of “facts,” but true propositions will do no better at reaching the 
fundamental level. 
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property of existence. At best, on the fact-restricted account, the relation between A and the fact 
that A exists is that of proper parthood, but as above, that misses out on the fundamental 
structure of the world. 
 It may turn out, however, that facts really do comprise the fundamental level. That is, it 
may turn out that facts and only facts are the ultimate grounds. This is not a problem for my 
account; in fact, it highlights an advantage. My account of grounding can accommodate this 
result. My account does not rule out the possibility of a world where all the entities in the 
extension of the grounds relation are facts. Audi and Rosen’s accounts of grounding are 
unnecessarily restrictive, while mine can accommodate worlds without any facts and worlds with 
nothing but facts, if there are such worlds. 
It may turn out that Audi and Rosen and I have a verbal dispute. What I call metaphysical 
explanation (as opposed to metaphysical causation) may be what they mean by grounding. I will 
argue in the next chapter that metaphysical explanations arise from metaphysical causation. In 
that case, our discussions should focus on metaphysical causation, as the explanation will follow 
from that. If Audi and Rosen and I all mean to be discussing metaphysical causation, then it is 
important to work out what are the relata of this relation. However, if the disagreement about 
relata signifies that we are having a merely verbal dispute, then we must work out which relation 
we mean to be discussing. I submit that we should discuss what I have called grounding as it is 
more neutral and can accommodate metaphysical explanation.  
1.4 CONCLUSION 
 In this first chapter, I have argued for two main claims. First, I argued that there is a 
distinct grounding relation which does not merely reduce to other, more ordinary relations. The 
Euthyphro dilemma is a paradigmatic example in this case. As I showed, any attempt to reduce it 
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to any of the candidate replacements for grounding misses a critical aspect of the dilemma. Each 
attempt at reduction lost some of the bite of the puzzle. Having established that there is relation 
here worthy of discussion, I began investigating what kinds of things the relation relates. While 
most philosophers in this field hold that the relata should be restricted to facts, I argued that the 
relation should be more permissive. Allowing any entity to potentially stand on either side of the 
grounding relation secures the intuition behind the grounding relation. In the next chapter I argue 
that grounding is metaphysical causation and not metaphysical explanation. Those who are 
tempted by factive grounding will be tempted by the metaphysical explanation view, as 
explanations naturally are connected to facts. My view is that the explanation falls out of the 
causal connection, just as the facts are built up from the grounding relation. 
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CHAPTER 2  
THE NATURE OF GROUNDING 
 
 In Chapter 1, I argued that there is a distinctly metaphysical grounding relation and that it 
is worthy of investigation. I then began an investigation into that relation. In this chapter I 
continue that examination by considering some of the formal and logical features of the 
grounding relation. 
The first question that needed to be addressed was: What does the grounding relation 
relate? Several philosophers writing in this field take the grounding relation to only relate facts to 
other facts. This implies that facts are the fundamental entities. In the previous chapter, I 
considered candidate accounts of facts and found that none seem to be the right sort of entity to 
be fundamental. I then argued for unrestricted grounding, which allows any entity to stand in the 
grounding relation. 
In Sections 2.1, 2.2, and 2.3, I examine the grounding relation’s connection to other, 
similar concepts. In Section 2.1, I argue that grounding is metaphysical causation, but that it is 
connected to metaphysical explanation. In Section 2.2, I argue that grounding does not entail 
reduction and that reduction does not entail grounding. Schaffer claims that if the Xs are all of 
and the only fundamental grounds of Y, then Y reduces to the Xs. Rosen claims that if p reduces 
to q then q grounds p. I deny both of these claims. 
In Section 2.3, I argue that grounding does not entail necessitation. P necessitates Q if 
and only if every world where P exists is a world where Q exists.
1
 My claim then is that if P 
grounds Q, it does not necessarily follow that P necessitates Q. From this result I then argue that 
                                                 
1
 Often this claim is qualified so that there must be at least one world where P exists. Otherwise, some impossible P 
could vacuously necessitate Q 
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worlds that are duplicates with respect to their fundamental entities need not be duplicates with 
respect to their dependent entities. 
In Sections 2.4 and 2.5, I examine the formal features of the grounding relation. Most 
agree that the relation is transitive, irreflexive and asymmetric, but its transitivity and 
irreflexivity have recently been questioned by Schaffer and Jenkins respectively. I argue that 
both Schaffer and Jenkins fail to undermine transitivity and irreflexivity.  
In Section 2.6, I look at features of two attempts to formalize the grounding relation. In 
2.6.1 I consider Fine’s rejection of weakening, where weakening with respect to grounding 
means that if p grounds q, then for any r, p and r together ground q. This is similar to the ability 
to add any premise to a valid argument without rendering the argument invalid. I argue that 
grounding should not allow for weakening, but that metaphysical explanation can allow for it. To 
support this claim, I show that Fine’s argument against weakening is correct if we think of 
grounding as metaphysical causation, but not if we think of it as metaphysical explanation. I then 
show that Fine’s formalization of the grounding relation can include metaphysical explanation 
weakening. 
Finally, in Section 2.6.2, I look at another attempt to formalize the grounding relation. 
Schneider offers an attempt to extend classical logic to include the grounding relation, but I 
argue that new operator that he adds cannot adequately capture the sense of the grounding 
relation.   
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2.1 METAPHYSICAL CAUSATION 
 In Chapter 1, I indicated that, contrary to most philosophers working on grounding, my 
account describes grounding as metaphysical causation, rather than metaphysical explanation.
2
 
When describing cases of grounding, it is easy to concern ourselves with questions of the form: 
why is a F? Why is a particular act wrong? Why is the mind in this particular mental state? The 
answers to these questions are explanations, and typically not the ordinary, scientific 
explanations we encounter ordinarily. The answers to those questions might be: “Because the 
brain is in a particular physical state” and “because I am not acting in a way that my maxim can 
become universal law.” It is tempting to stop at those explanations and say that we have found 
the grounding relation, but I argue in this section that grounding is deeper than this. Instead, I 
argue we should hold grounding to be not metaphysical explanation but metaphysical causation. 
There is an important connection between Socrates and {Socrates}, and that connection is 
something more than saying that the fact that Socrates exists explains the fact that {Socrates} 
exists.  
 In the previous chapter, I argued that grounding is a relation between entities of all types 
and should not be restricted only to facts. Once that is accepted, the justification for the move 
from treating grounding as metaphysical explanation to seeing it as metaphysical causation is 
clearer. Entities on their own do not explain, but facts do. Entities do have causal powers, 
however, and seeing grounding as metaphysical causation captures the relation between Socrates 
and {Socrates} that metaphysical explanation misses. 
Although I have not yet given an account of what metaphysical explanation is, it certainly 
is, at least, a type of explanation. Given this, the claim that metaphysical explanation just is 
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 At the APA Central 2012, Schaffer’s presentation suggested that he now shares a similar view. 
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grounding is at odds with the claim that any kind of entity should be a suitable relatum for the 
grounding relation. Many kinds of entities do not explain. It is wrong to say “the lump of clay 
explains the statue”, because this commits a category error – ‘lump of clay’ is not an explanation. 
Instead, one says something like “the clay’s having been shaped with the intent of creating art 
explains the existence of the statue,” or in other words “the fact that the clay was shaped with the 
intent of creating art explains the fact that the statue exists.”3 
 This demonstrates that while we should not restrict what kinds of entities can be the 
relata of grounding, we should restrict what kinds of entities can be the relata of metaphysical 
explanation. On my view, then, metaphysical explanation is a relation that holds only between 
facts.
4
 If this is right, then metaphysical explanation is not grounding because grounding can 
hold between more than just facts. Again, one can reasonably claim that the clay grounds the 
statue, but one commits a category error if she says that the clay explains the statue. 
 If this is right, then why do so many philosophers run these two concepts together, either 
explicitly as Schaffer does, or tacitly by restricting grounding to facts? I tried to address this at 
the beginning of this section. Philosophers who have given accounts of the grounding relation 
have tried to capture at least some of the historical usage of the relation. Often in such cases, the 
focus has been on the explanation and not the underlying, ontological structure. I believe the 
confusion results because these two relations are tightly connected and, partly due to this 
connection, they share many relevant features. I argued earlier that structure of grounding 
                                                 
3
 Even if you deny that the statue and the clay are separate entities, or that intentionally shaping clay to make art gets 
you a statue, the point should still stand that the first sentence did not have the right parts to be an explanation 
(metaphysical or otherwise), but the second (and third) sentence did.  
4
 More precisely, I can allow that it holds between sets of facts, and I do not think it will change anything. If sets of 
facts turns out to be problematic, then we could achieve similar results by allowing conjunctive facts (i.e. if one 
objects to the set of facts a, b, and c being an explicans, then my suspicion is that we could achieve the same results 
by referring instead to the (single) fact that a and b and c. I am happy to allow sets of facts in this role, but in this 
paper for the sake of simplicity, I will typically only mention one fact explaining another. 
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restricted to fact misses out on the ground floor, which is essential to grounding, so it should not 
properly be called “grounding,” but it is not too hard to see that this structure mirrors true 
grounding. My suspicion is that this similarity is what causes the confusion. 
This point is easier to understand if we cast the matter in my terminology. Grounding 
gives a well-founded partial ordering to entities. Metaphysical explanation does the same to 
facts.
5
 Not only do these two relations give similar structures, but the relations are tightly 
connected to each other and as a result, the structures are as well. Earlier I said that philosophers 
who wish to restrict grounding to facts can, and often do, appeal to a translation scheme in an 
attempt to capture the same structure as unrestricted grounding. On my account, the relation 
described in this case is not grounding but rather metaphysical explanation, and the structure of 
metaphysical explanation mirrors that of grounding. The reflection has a structure that is similar 
to the original and resembles the original and this is no accident. My claim is that something 
similar happens between grounding and metaphysical explanation and that this is the source of 
the confusion in other accounts of grounding. 
 Once again take as an example the statue and the clay. One might reasonably hold that 
the lump of clay grounds the statue and that the lump of clay’s existence (at least partly) explains 
the existence of the statue. Suppose further that statue grounds the fact some statue is beautiful.
6
 
It again seems reasonable to say that some fact about the statue explains the fact that the statue is 
beautiful. The explanation hierarchy mirrors the grounding hierarchy. This is not redundant or 
trivial, but neither is it accidental. Consider, for analogy, the connection between causation and 
                                                 
5
 Facts, of course, are often taken to be entities, so it may turn out that in many (or all) cases where one fact explains 
another, the former fact also grounds the latter. I do not see a problem here, nor is there a problem of redundancy 
since I have now separated these two concepts. 
6
 I’m being a little loose here – some may want to say that the statue partly grounds the existence of that fact. At this 
point in the chapter I do not wish to take a stand on this issue, as defining the term here would add unnecessary 
confusion. The point will be addressed later in the chapter. 
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more mundane kinds of explanation. There are events connected by causation. The event the cue 
ball’s striking the object ball causes the event the object ball’s falling into the pocket.7 
Associated with this is an explanation: the cue ball striking the object ball explains why the 
object ball falls in the pocket. We can have causal chains: the object ball’s falling in the pocket 
caused me to lose the game, so the cue ball’s striking the object ball caused me to lose, and we 
can have the related explanatory chains. The explanatory chain in this example mirrors the causal 
chain, and just as in the metaphysical case, this is neither trivial nor accidental; the two 
hierarchies are tightly linked, but they are not the same.  
 If my view of grounding and metaphysical explanation is correct, then it has several 
advantages over the other views under consideration. First, it avoids the difficulties associated 
with restricting grounding to facts. On my view any entity is a suitable candidate for the 
grounding relation, so if there is a structure to the world, this conception of grounding should 
allow us to start at the foundation, at the ground level, and build the hierarchy from there. 
Restricted grounding could only take us to brute facts, but these facts, despite being brute, were 
not themselves fundamental, because they were constituted (in part at least) by other entities.   
 The other difficulty faced when restricting grounding to facts was a concern of existential 
facts.
8
 While my view of metaphysical explanation may contain existential facts, these facts will 
have the appropriate connection to the things they are about. Because of this, I need not hold that 
existence is a property. On my view, existence facts would be grounded by the thing that exists. 
The clay grounds the fact that the clay exists. This link is missing in the restricted account. This 
link provides the connection between the explanation chains and the grounding chains.  
                                                 
7
 If required we can fill in the relevant details: starting locations, angle, force, etc. 
8
 For more on this see Chapter 1 
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 The second advantage my account of grounding has over others is that my view 
highlights the connection between grounding and metaphysical explanation while avoiding the 
mistake of confusing the two. This approach produces and explains the favorable result that our 
metaphysical explanations mirror and are tightly connected to the structure of the world, but they 
are not themselves this structure. 
 Third, my account can accommodate fact-restricted views. If it turns out that in the actual 
world facts are all and only the fundamental entities, my account can make space for this while 
leaving open the possibility that other worlds have fundamental entities which are not facts. 
2.2 GROUNDING IS NOT REDUCTION 
In the previous sections and the previous chapter, I have argued for what I take the 
grounding relation to be. In the next two sections, I argue for what grounding is not. In this 
section, I argue against Schaffer and Audi who each hold that an entailment relation exists 
between grounding and reduction (although they disagree about which way that entailment 
goes). 
In this section, I will argue, following Audi (2012), that grounding is not reduction. 
Grounding does not entail reduction, and reduction does not entail grounding. Schaffer and 
Rosen disagree. One of the central principles of Rosen (2010) is the grounding-reduction link 
which says that “if p reduces to q and p is true, then [p] [is grounded in] [q]”9 Schaffer has a 
similar principle which claims the converse: “If y is non-fundamental and Xs are all and only the 
fundamental grounds of y, then y reduces to Xs.”10 
                                                 
9
 Rosen (2010, 122) I have replaced Rosen’s symbol “is grounded in” with the expression itself 
10
 Schaffer (unpublished, 7) 
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 Rosen claims that a reduction of “x is F” tells us “just what it is” for x to be F, he calls 
this the “real definition.” He claims that the expression “p reduces to q” is equivalent to the 
expression “for it to be the case that p just is for it to be the case that q” or “p’s being the case 
consists in q’s being the case.” Schaffer, as I quoted in the last section, similarly holds that the 
reduced entity is nothing over and above that to which it is reduced. It is no addition of being.  
 What does it mean when Rosen says that for it to be the case that p “just is” for it to be 
the case that q? What does it mean when Schaffer says it is “nothing over and above?” Schaffer’s 
phrasing sounds like identity, but this cannot be. Grounding is irreflexive, so if reduction is just 
identity, we could not generate appropriate grounding claims from it. Schaffer insists that the 
grounded entity is nothing above and beyond the grounds, yet is not the same as the grounds. As 
I argue in Chapter 4, however, there are no such free lunches, and so there are no entities which 
are both distinct from their grounds but also nothing over and above those grounds. Suppose 
mental states are grounded in brain states. For example, say that pain is grounded in c-fibers 
firing. It is wrong to say that pain is nothing over and above the firing of c-fibers. Indeed this 
response would miss the advantage that views that take mental states to be grounded in brain 
states has over views that take mental states to be identical to brain states. Views that rely on the 
grounding relation are able to allow mental states while still insisting that fundamentally, there 
are only physical things. 
 Rosen has a similar problem. When he says that p’s being the case just is q’s being the 
case, it sounds as though he is claiming the two are equivalent, implying that they are 
substitutable. If one makes that claim that c-fibers firing “just is” what it is to be in pain, then 
one seems to be supporting an identity theory of mental states.  
 33 
Rosen, unlike Schaffer, has a readily available response. Audi argues that Rosen can 
avoid violating asymmetry if Rosen’s view of facts is a concept-view of facts rather than a 
worldly-view. On the worldly-view, the fact that x is a square and the fact that x is an equilateral 
and rectangular are the same fact. On the concept-view, these are two different facts, because 
“equilateral rectangle” and “square” are different concepts. Rosen writes “replacing a worldly 
item in a fact with its real definition never yields the same fact again.”11 
Although they are different facts, one can easily hold that the former reduces to the latter. 
However, it is unclear what differentiates the fact that x is a square from the fact that x is an 
equilateral rectangle.
12
 One way we could differentiate these two is to say that the distinction is 
mind dependent. Our differing conceptions are what distinguish those facts
13
. The objection is 
that if the relata of the grounding relation are concept-view facts, and concept-view facts depend 
on minds, then grounding relations are determined, at least in part, by our conceptions of the 
world. On this view, the fact that x is a square is grounded in the fact that x is an equilateral 
rectangle, but this is only true because our concept of square is distinct from our concept of 
equilateral rectangle.  
This mind-dependent view gives a coherent response, and it does answer the challenge of 
how the grounded entity is not an addition of being, but this is a solution that will not sit well 
with most philosophers who support the grounding relation. I tried to make the case near the 
beginning of this chapter that grounding is supposed to give us the real structure of the world. 
This appeals in particular to philosophers who think there is a real, objective structure to the 
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 Rosen (2010, 124) 
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 Rosen (2010, 125)  
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 This may be what Audi has in mind when he says of the conceptual view “this seems to me to yield … a picture of 
grounding … on which what grounds what is determined at least as much by our concepts as it is by the antecedent 
structure of the world.” Audi (2012, 111) 
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world. Such a view amounts to a rejection of the realist beliefs that typical underwrite the 
project. 
Most proponents of factive grounding would not accept this mind-dependent view, and 
Rosen need not accept it for his conceptual view of facts. Rosen does not think that the 
distinction between the facts in question is mind-dependent. Instead, on his view, facts are as fine 
grained as concepts. While this is a better account of facts than Audi’s interpretation, it does not 
avoid the objection raised against Schaffer. If facts are this fine grained, we cannot say that the 
fact that x is a square just is the fact that x is an equilateral rectangle. Nor does one reduce to 
the other. If they are so fine grained that these are distinct facts, we cannot appeal to the fact that 
squares are equilateral rectangles to make our case that one reduces to the other. 
I have argued in this section that grounding does not entail reduction and reduction does 
not entail grounding. In the next section, I argue that grounding does not entail necessitation. 
2.3 GROUNDING AND NECESSITATION 
Although this claim is not discussed much in the current literature, there is some 
indication that many authors consider grounding to entail necessitation.
14
 P necessitates Q if and 
only if every world where P exists is a world where Q exists.
 15
 Rosen does specifically endorse 
this view, saying “if [p] is grounded in [q], then q entails p.”16 
 Armstrong (2004) argues that truthmakers should necessitate their truths.
17
 The fusion of 
a particular ball and the property Green does not make it true that the ball is green. Instead, the 
claim is, we need something more, something which will necessitate the truth. For example, the 
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 Some authors may even mistakenly identify the two. Although I haven’t seen anyone make this particular mistake, 
Schaffer (unpublished) argues against said identification. 
15
 It’s often assumed that there is at least one world where P exists, otherwise we might end up with the strange 
conclusion that e.g. a non-self-identical entity necessitates everything. 
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 Rosen (2010, 118). [p] for Rosen can be read “the fact that p” 
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 Merricks (2007) agrees. He offers a similar argument to the one Armstrong gives, which is represented here. 
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state of affairs of the ball being green may be a suitable truthmaker. Several authors have 
suggested that the concept truthmaker theorists were working with is actually a rough conception 
of the grounding relation.
18
 If these authors are right, that at least offers some evidence that many 
view grounding also as entailing necessitation. 
 I disagree with the claim that grounding entails necessitation. This difference between me 
and an Armstrongian account of grounding comes from our disagreement about the relata of 
grounding. I hold that the property green and the object a ground the fact that a is green, but 
merely having that object and that property is not enough to necessitate that a is green as noted 
in the example from Armstrong. 
Schaffer (unpublished) suggests a view which is more in line with mine. He says that “In 
particular, if Xs are all and only the fundamental entities at w, then duplicating the Xs, while 
preserving their fundamental relations, metaphysically suffices to duplicate w.”19 This 
supervenience claim does not necessarily commit Schaffer to the claim necessitation, but it does 
suggest such a position.
20
 It recognizes that the fundamental entities are not enough. Their 
fundamental relations are also required.  Imagine the world β where there is only one non-
fundamental entity Y. The only other entities at β are the fundamental whole grounds of Y (call 
these the Xs). By Schaffer’s supervenience principle, any world which duplicates these Xs and 
preserves their fundamental relations will also contain Y. In order to claim that this is not 
necessitation, Schaffer would have to show how a world might exist which contains the Xs but 
not Y (hence showing that the Xs do not necessitate Y). 
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 Cf. Schaffer (2008b) 
19
 Schaffer (unpublished, 7) notes that this is a generalization of Jackson’s definition of physicalism to the claim that 
“a minimal fundamental duplicate of our world is a duplicate simpliciter of our world” 
20
 It is hard to pin down Schaffer’s position on this. As I will show, I think this supervenience claim suggests that 
grounding entails necessitation, but when listing the “secondary difference” between his view and Rosen’s, he puts 
Rosen’s necessitation principle on the list. 
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Schaffer and Sider have both suggested a test that suggests this approach. The test asks 
what God would need in order to build the universe.
21
 When Sider and Schaffer refer to such an 
approach, the move is something akin to an appeal to parsimony. What is the fewest number of 
kinds of things we need to postulate in order to explain the world? If we can find some 
parsimonious set of entities that explains the world, the thought goes, we may have an insight 
into the fundamental level. I have the following problem with this approach. 
The fundamental level is concerned with entities, but there is more to world building than 
merely listing entities. Schaffer says that  “if Xs are all and only the fundamental entities at w, 
then duplicating the Xs, while preserving their fundamental relations, metaphysically suffices to 
duplicate w.”22 He and I disagree here. I believe that even if all the fundamental entities and their 
fundamental relations (e.g. spin, proximity to other elementary particles, etc.) are duplicated the 
two worlds need not be duplicates of one another. On my account, the two worlds may have the 
same elementary particles and fields and yet be completely different worlds because the particles 
interact with the fields differently in the different worlds.  
2.4 TRANSITIVITY 
 Above, I claimed that the world has a real structure and argued that the grounding 
relation is the relation that structures the world. In addition to those claims, I also argue that the 
grounding relation is metaphysical causation and is tightly connected to metaphysical 
explanation. These features of the grounding relation suggest that it is asymmetric, transitive, and 
irreflexive. 
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 37 
 If the world has real structure and the grounding relation picks out that structure, then the 
grounding relation is asymmetric. Consider the examples given earlier which showed how 
grounding structures the world. If a truth is grounded in a truthmaker, it cannot also be true that 
that truthmaker is grounded in the truth. The structure of the world is such that truthmakers are at 
a more foundational level than their truths. This characterization of truthmaking is supposed to 
capture a common intuition behind the theory: that truth depends on being. This case is 
paradigmatic. Grounding is metaphysical causation and connected to metaphysical explanation. 
Causation and explanation are both asymmetric. If a truthmaker grounds a truth and that same 
truth grounds its truthmaker, then there is no hierarchical structure to the grounding relation. 
Furthermore, if grounding is metaphysical causation, then treating grounding as asymmetric fits 




 The grounding relation characterizes the real structure of the world, and this structure has 
multiple levels. It is natural to say that the laws of biology are grounded in the laws of chemistry 
which in turn are grounded in the laws of physics, and this implies that the laws of biology are 
grounded in the laws of physics. Again, this connection to causation and explanation suggests 
that grounding is transitive. However, there are cases of ordinary causation that call into question 
the transitivity of causation. Schaffer (2012) uses these cases to raise counter-examples to the 
transitivity of grounding. In Section 2.4, I argue that Schaffer’s counter-examples rely on an 
ambiguity in the term “grounding” and that the counter-examples do not apply if we are careful 
in our use of the term. 
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 For suppose that p grounds p (Gpp). Asymmetry says that ∀x ∀y (Gxy -> ~Gyx), so Gpp -> ~Gpp.  
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 To treat grounding as an irreflexive, asymmetric, and transitive relation is to treat it as a 
strict partial ordering relation. Grounding is also a well-founded relation. This means that for any 
set of entities, there is at least one entity in that set which is not grounded by any of the other 
entities in the set. This entails that there is a level of one or more ungrounded entities. This level 
is the fundamental level and the entities at that level are called fundamental entities. Ross 
Cameron argues that this fundamental level cannot be proven to necessarily exist, but at best can 
be shown to be contingent.
24
 Francesco Orilia argues against Cameron and attempts to show that 
the existence of a fundamental level is not even contingently true. Instead he proposes that there 
is no fundamental level and that grounding chains are infinite.
25
 I argue against Orilia and 
Cameron in Chapter 3. 
2.4.1 The Case Against Transitivity 
 The transitivity of grounding is important for the version of grounding that I have 
endorsed. One of my base assumptions in chapter 1 is that the world has a structure. I argue that 
the relationship that captures that structure at the most basic level is the grounding relation. I 
appeal to that structure when I argue that we should think of grounding as being between any 
kinds of things and not limited to only facts. The transitivity of grounding helps captures that 
structure. A relation that is transitive and asymmetric gives a partial ordering. If grounding is not 
transitive, then either it fails to capture the ordering of the world, or there is no such order to the 
world. 
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 In Schaffer (2008), Schaffer argues that grounding is transitive, but in 2012, his 
“Grounding, transitivity and contrastivity” revises his earlier views.26 Here he agrees with my 
position that grounding is more akin to metaphysical causation than it is to metaphysical 
explanation. Schaffer notes, however, that there are known counter-examples to the transitivity 
of physical causation. He argues that the transitivity of metaphysical causation is susceptible to 
the similar counter-examples. In this section, I argue that Schaffer’s counter-examples rely on an 
ambiguity in the term “grounding” and that the counter-examples do not apply if we are careful 
in our use of the term. 
 Schaffer’s first asks the reader to consider an imperfect sphere, imperfect because of a 
slight dent. This sphere has precisely the shape “shape S.” The imperfect sphere also has shape 
“more or less spherical” which includes perfect spheres and slight deviations from perfect. 
Schaffer makes the following argument: 
 A1) The fact that the thing has a dent grounds the fact that the thing has shape S. 
 A2) The fact that the thing has shape S grounds the fact that it is more-or-less spherical 
 A3) The fact that the thing has a dent does not ground the fact that it is more-or-less
 spherical. 
 -- 
 A4) Therefore, grounding is not transitive. 
 
I agree with Schaffer on A2; this is an instance of Rosen’s determinate-determinable link to 
grounding which I support. Rosen’s determinate-determinable link says that if G is a determinate 
of the determinable F, then something’s being G grounds its being F. First, I consider the 
response that A1 and A3 rely on importantly different senses of “grounding.” Schaffer considers 
this reply, but rejects it too quickly. Following that discussion, I argue that A1 is false. 
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 Schaffer (2012) 
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2.4.2 The Equivocation Response 
To see the possible equivocation, recall the distinction between “wholly grounds” and 
“partially grounds.”27 The Xs wholly ground Y if any only if only the Xs ground Y and all of the 
Xs ground Y. Z is a partial ground of Y if and only if it is one of the Xs that wholly ground Y. 
For example, if Socrates and Plato wholly ground {Socrates, Plato}, then Socrates partially 
grounds {Socrates, Plato}. 
 According to the equivocation response, A1 is only true if “grounds” is meant in the 
sense of partial grounding, but A3 seems to use “grounds” in the sense of whole grounding. 
Schaffer’s quick response to this objection is to note that whole grounding is partial grounding 
(albeit an imperfect partial grounding), so the argument should be read as “partial grounding” 
throughout.  
 Schaffer’s response is unsatisfactory because the conclusion then is only that partial 
grounding is not transitive – a weaker conclusion than the one it seemed he was putting forth. 
The response is also unsatisfactory because A3 becomes less plausible if read in the sense of 
partial grounding. I will try to argue next that there is a sense in which the dent partly grounds 
the more-or-less sphericality of the thing because the dent is part of the shape. 
 Schaffer supports A3 by saying that “the presence of the dent makes no difference to the 
more-or-less sphericality of the thing … [it] is more-or-less spherical despite the minor dent, not 
because of it.”28 What does Schaffer mean by “despite the minor dent” in this case? He cannot 
mean the counter-factual claim that if there were no dent, the thing would be spherical. Consider 
a spherical apple which I then take a large bite out of, leaving the apple crescent shaped. We 
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 Schaffer (2012, 127) 
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could truly say that were it not for that dent, it would be spherical, but with the dent it is false to 
say that it is more-or-less spherical – it is crescent shaped.  
What Schaffer seems to have in mind, then, is that the property of being more-or-less 
spherical allows for dents, so long as those dents are not too big relative to the size of the thing in 
question. The object is more-or-less spherical because it is approximately shaped like a sphere 
and none of its dents are too big. What metaphysically causes the thing to be more-or-less 
spherical is the shape of the thing, dents included. In the sense of partial grounding then, I do 
claim that the dent grounds the more-or-less sphericality of the thing. The dent is not the whole 
story, but it is a part of the story. This is similar to cases of causation, which is where this 
example began. Consider the proverbial nail that cost the kingdom:  
For want of a nail the shoe was lost. 
For want of a shoe the horse was lost. 
For want of a horse the rider was lost. 
For want of a rider the battle was lost. 
For want of a battle the kingdom was lost. 




It may sounds obviously false that the lack of a nail (partly) caused the fall of a kingdom, until 
we hear the rest – the thrown shoe, the rider who did not make it to the battle in time, the lost 
battle that cost the war. Similarly when we see that the dent is part of the shape, we can see that 
it is part of what causes the thing to have its more-or-less sphericality.  
 The equivocation response to Schaffer then is that if, in his argument, “grounds” means 
“partially grounds” then A3 is false – the fact that the thing has a dent does partially ground the 
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fact that the thing is more-or-less spherical. If “grounds” is meant to mean “wholly grounds” 
then A1 is false. 
2.4.3 Deny A1 
 Another option available to refute Schaffer’s argument is to deny A1. A1 says that “the 
fact that the thing has a dent [partly] grounds the fact that the thing has shape S.” There are two 
ways we might deny this. One option is to say that the dent does not at all stand in the grounding 
relation to the shape. The other option is to say that A1 has the grounding relation wrong – it is 
actually the shape that grounds the dent.  
 To gauge these responses, we must be clearer about what we mean by the shape and what 
we mean by the dent. For the original argument to succeed, the shape must be something other 
than “more-or-less spherical” or else A1 and A3 are contradictory. The shape may be a 
mathematical description of all of the points of the object. In that case, one could argue that the 
dent does not ground the shape at all. In that case, “dent” does not figure in to the example at all. 
 The more promising response, however, is to claim that A1 has the grounding relation 
backwards. In that case, it is not that the dent grounds the shape, but rather the shape grounds the 
dent. A comparison can be drawn here to holes. In the grounding literature, holes are generally 
taken to be grounded in their host. Similarly, we can make the case that a dent is grounded in its 
host. For a particular region of space to be a dent, it must be surrounded by an area with certain 
properties. For example, the area around the dent must be relatively smooth (or, I suppose, 
convex) – if the area around the dent were concave, it would presumably be a part of the dent. 
Why is the negative space of a crescent not generally considered a dent? Put another way: why is 
a crescent not typically considered to be a dented circle? Because the area around that negative 
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space does not have the right features. In Schaffer’s argument, there would be no dent were it not 
for the shape hosting it. 
 Schaffer developed these proposed counter-examples to the transitivity of grounding by 
drawing on the literature of physical causation, so it is natural that he turned there to find a 
solution as well. Schaffer’s solution is to continue to see grounding as metaphysical causation, 
but to give this causation the “contrastive treatment [which] involves viewing causation not as a 
binary relation between two actual distinct events but as a quaternary relation including a non-
actual causal contrast and a non-actual effectual contrast.”30 In the case of physical causation, 
instead of saying “Pam’s throwing the rock caused the windows to break” one might say “Pam’s 
throwing the rock rather than the pebbles caused the window to break rather than crack.”31 The 
idea behind this approach is that the causal relation is under- or un-defined until the contrastive 
space is laid out.  
 When applied to grounding, the relata of the grounding relation become differentials. A 
factive grounding sentence on this view would take the form: The fact that p rather than p* 
grounds the fact that q rather than q*.
32
 In the mind-body case, one could say that the fact that 
the brain is in state b1 rather than b2 grounds the fact that the mind is in state m1 rather than m2.  
 One worry I have about this approach is the same concern I have with factive grounding. 
Statements of the form p rather than p* seem always to be grounded in something more 
fundamental – namely p.33 P’s being the case grounds p’s being the case rather than p*’s being 
the case. There are a few ways that “p rather than p*” can be unpacked, and as I will show next, 
whichever way is chosen, “p rather than p*” is not fundamental. 
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 And maybe: p*’s being possible but not actual. 
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 In Schaffer’s examples, he uses the form “the fact that p rather than p*…”, although he 
says he need not limit himself to only facts. Factive grounding philosophers, however, would 
happily restrict the form to facts, and this is the first way I will consider unpacking the statement 
in question. If this is the approach taken, then my concerns regarding factive grounding transfer 
over wholly. The facts that compose the statement are, as I argued above, by their very nature not 
fundamental. If this is the approach taken, then an important part of the structure of the world is 
missing. 
 The second way to unpack the statement is to translate it as “p and possibly but not 
actually p*.” Conjunctions are grounded in their conjuncts. The statement in question is only true 
because it is true that p and it is true that possibly but not actually p*. Trying to capture this will 
lead to an infinite regress: p and possibly but not actually p* rather than p and impossibly p* 
grounds p and possibly but not actually p*. But what grounds p and possibly but not actually p*  
which is itself another conjunction? 
 Schaffer’s use of contrastive causation to resolve the proposed counter-example to the 
transitivity of grounding further demonstrates that this approach is wrong. On this account, 
transitivity has the following form: 
If C rather than C* causes D rather than D*, and D rather than D* causes E rather than 
E*, then C rather than C* causes E rather than E*. 
 
 The premises of the argument are translated into the following: 
B1) The fact that the thing has a dent rather than having no dent grounds the fact that this  
thing has shape S rather than the more perfectly spherical S*. 
 
B2) The fact that this thing has shape S rather than the more perfectly spherical S* 
grounds the fact that the thing is more-or-less spherical rather than not 
 
With the conclusion that: 
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B3) The fact that the thing has a dent rather than having no dent grounds the fact that this 
thing is more-or-less spherical rather than not. 
 
Schaffer holds to his original claim that the dent does not ground the thing being more-or-less 
spherical, so he again believes this conclusion is false. However, this time there is no problem 
for the transitivity of grounding, because B2 is also false, according to Schaffer: “the fact that the 
thing has shape S rather than S* make no difference to whether the thing is more-or-less 
spherical. The thing will be more-or-less spherical either way.”34 
 However, consider the example with a bigger dent, rather than the absence of a dent: 
C1) The fact that the thing has a small dent rather than a massive dent
35
 grounds the fact 
that this thing has shape S rather than the more crescent-shaped S*. 
 
C2) The fact that this thing has shape S rather than the more crescent-shaped S* grounds 
the fact that the thing is more-or-less spherical rather than crescent shaped. 
 
With the conclusion that: 
C3) The fact that the thing has a small dent rather than having a massive dent grounds the 
fact that this thing is more-or-less spherical rather than being crescent shaped. 
 
I find C3 acceptable, but I believe Schaffer would reject it for the same reason he has rejected the 
other conclusions – the thing is more-or-less spherical despite the small dent. On this 
formulation, however, the second premise is true, and if so then the transitivity of grounding fails 
even for Schaffer’s fix. C2 succeeds where B2 failed because there is no over-determination to 
fall back on. 
2.5 IRREFLEXIVITY 
 Carrie Jenkins considers the possibility that grounding may not be irreflexive. If she is 
right, then grounding is facing the same problem as in the previous section. If grounding is not 
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irreflexive, then it is also not asymmetric. If there is a case where x grounds x, then there is also 
a case where x grounds y but y also grounds x (let y=x). If grounding is not asymmetric, then it 
no longer forms a partial ordering and, as above, we must either find a different ordering relation 
or deny that the world has this metaphysical structure. 
 Jenkins has two examples. First, she says that the clay grounds the statue, but the statue is 
identical to the clay, so really the clay grounds itself. Similarly, the brain may ground the mind, 
but the mind is identical to the brain so the mind grounds itself. 
 Jenkins is willing to grant that ‘x depends on x’ always “sounds bad,” but she claims that 
our unease with that can be accommodated without claiming that grounding is irreflexive. The 
alternative she proposes is to consider grounding to be a hyper-intensional relation. One of the 
defining characteristics of hyper-intensional relations is that substituting necessarily co-extensive 
terms does not always preserve truth. “…believes that…” is often given as an example of such a 
relation. I may believe that Hesperus is Venus, and simultaneously believe that Phosphorus is 
Saturn. Although Hesperus and Phosphorus are necessarily co-extensive, substituting one for the 
other in either sentence alters the truth value. It is true that I believe that Hesperus is Venus, but 
it is false that I believe Phophorus is Venus. 
 Jenkins argues that treating the grounding relation as hyper-intensional, rather than 
irreflexive, allows us to accommodate the claim that “it is always false [that x depends on x]”36 
while also allowing for the following conjunction: x depends on y and y is identical to x. She 
uses an example of brain states and mental states. This seems impossible – if ‘x depends on x’ is 
always false then grounding is irreflexive. She wants to accommodate the following kind of 
triad: 
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a) S’s pain depends on S’s brain state B. 
b) S’s pain does not depend on S’ pain. 
c) S’s brain state B is identical to S’s pain.37 
 
Adopting hyper-intensionality in place of irreflexivity does keep these three statements from 
generating a contradiction. Even if S’s pain and S’s brain state B are necessarily co-extensive, 
the hyper-intensionality of grounding would prevent us from substituting one for the other in (a) 
or (b), so we are unable to generate the claim that one depends on itself. 
 Does this mean we should drop irreflexivity for grounding? I think not, in the important 
senses. What Jenkins has shown is that there can be at least three senses of irreflexive. First, 
there is the following sense of irreflexive: 
 (IR-E) Relation R is irreflexive if and only if for every x and for every y, if x and y are co-
referential, then ~yRx and ~xRy. 
 
If grounding is IR-E irreflexive, and mental states are actually identical to brain states, then brain 
states cannot ground mental states. 
 The second sense of irreflexive is: 
 (IR-I) Relation R is irreflexive if and only if for every x and for every y, if x and y are 
necessarily co-referential, then ~yRx and ~xRy. 
 
 If grounding is IR-I irreflexive and, if brain states and mental states refer to the same 
things in every possible world, then it could not be the case that brain states ground mental states 
or mental states ground brain states. 
Finally, the third sense of irreflexive can be defined as follows: 
 (IR-H) Relation R is irreflexive if and only if for every x and for every y, if x and y are 
hyper-intensionally co-referential, then ~yRx and ~xRy. 
 
 It is using this sense of irreflexive that Jenkins could hold the triad above without 
violating irreflexivity – strictly speaking, without violating IR-H irreflexivity. Even if one holds 
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that brain states and mental states are necessarily co-referential, one can reasonably hold that the 
two types of states are not hyper-intensionally co-referential. This distinction allows us to keep 
IR-E and IR-I which are the most common senses of irreflexive. 
2.6 LOGIC OF GROUNDING 
So far in this chapter, I have focused on the grounding relation’s formal features or its 
connection to other logical concepts. In this section and the next, I look at two attempts to 
formalize the grounding relation. The first is from Fine and the second from Schneider.
 38
 Both 
treat the grounding relation as something more akin to what I have called metaphysical 
explanation. Conflating metaphysical explanation and grounding leads to problems in each view. 
With Fine, in this section, it leads him to deny weakening for metaphysical explanation, when, I 
argue, he should allow for the possibility of weakening. It is only metaphysical causation that 
does not allow for weakening. Schneider, in the next section, incorporates a sense of grounding 
that is too weak to satisfy normal uses of the relation. 
2.6.1 Against Fine’s Non-Weakening 
 Fine argues that a logic of grounding should not include a Weakening rule of inference. 
ME-Weakening is the following rule: A ↗ C ⊦ A,B ↗ C.39 This says that from A metaphysically 
explaining C, it is provable that the set of facts {A, B} also grounds C. If, for example, the fact 
that snow is white metaphysically explains the fact that the proposition snow is white is true, 
then it is provable that the set {the fact that snow is white, the fact that 2+2=4} also 
metaphysically explains the fact that the proposition snow is white is true. ME-Weakening is a 
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modification of Gentzen’s Weakening rule in classical logic, which says that if Δ implies C we 
can deduce that Δ,A implies C. This captures the idea that a valid inference can never be 
invalidated by adding more premises. 
 When moving from Gentzen’s rules to his own, Fine says that “the most striking 
difference from the structural rules for classical consequence is the absence of Weakening”. 40 
The worry here seems to be that it may allow us to violate irreflexivity, by letting us move from 
“A explains B” to {A, B} explains B, but this does not violate irreflexivity so long as we hold 
that a set of facts {A, B} explains a fact C if and only if some subset of {A, B} explains C. He 
may also be worried that we should be able to add entities to the list of grounds. With this I 
agree, but by separating grounding and metaphysical explanation, this restriction can be 
preserved while still allowing ME-Weakening.  
 Weakening is not acceptable for grounding, but it is acceptable for metaphysical 
explanation. Assume that A grounds C and that some other entity B does not ground either A or 
C. Weakening with respect to grounding, G-Weakening, would allow us to infer that A,B 
grounds C. There are two different ways we could interpret A,B but I will show that each will 
fail to justify G-Weakening. In his system, Fine took A,B a set of facts, but this approach will not 
work for G-Weakening. The original claim was that a particular entity, A, grounded another 
entity, C. If A,B is the set {A, B} then the claim is no longer that A grounds C but that a set 
containing A does. Besides losing the original claim, this move might lead to a false implication. 
Assume C is the set {A}. A grounds {A} but {A,B} does not. Instead of the set {A,B} one might 
read “A,B” as the fusion of A and B, but this faces similar problems. The original claim that the 
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entity A grounds C is lost and, as with sets, treating “A,B” as a fusion may lead to false 
implications. A grounds {A}, but it is not clear that {A,B} grounds {A}. 
 Another way to interpret “A,B” is as “A and B.” On this interpretation, weakening says 
that if A grounds C then A and B ground(s) C. This could mean either that A and B collectively 
ground C or that A and B each, separately ground C. Because there is no restriction on the choice 
of B, it is easy to choose examples where this rule fails.  
 The other reason to not allow G-Weakening is that it invalidate another rule of inference: 
partial grounding. If A, B and C ground D, then each of them is a partial ground of D. If G-
Weakening were allowed, one could infer that D has partial grounds it does not have. 
 While grounding should not admit G-Weakening, metaphysical explanation can allow 
ME-Weakening.ME-Weakening is similar to ordinary Weakening. In classical logic, Weakening 
is acceptable because adding more premises can never invalidate a valid argument. Similarly, if a 
fact metaphysically explains another fact, no addition of facts will change that. ME-Weakening 
does not face the same problems that G-Weakening faced. “A,B” can be treated as the 
conjunctive fact A&B. 
 Fine is correct that grounding should not admit G-Weakening, and I agree, but because I 
have separated grounding and metaphysical explanation, I argue that metaphysical explanation 
should admit ME-Weakening. 
2.6.2 Schnieder’s BC 
  Schnieder presents a logical system, BC, which is an extension of classical logic 
containing the connective because.
41
 It is fair to consider this an account of the logic of 
metaphysical explanation; Schnieder himself says “contributions to the recently growing debate 
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about grounding, fundamentality, and/or truth-making are often by the aid of ‘because’ … So, a 
rigorous account of the semantics and pragmatics of ‘because’ is wanting.”42 Also, Schnieder 
translates a particular thesis involving Truthmaker into BC. If this is a fair translation, then the 
connective “because” must be meant to capture the grounding that Truthmaker purports to 
capture. 
 The “because” connective is meant to capture an explanation between two propositions. 
If we say “p because q,” then we assert that q explains p. We can have stronger or weaker 
concepts of explanation. The strongest sense of “explanation” is a complete explanation. A 
complete explanation is one such that the explanans entails the explanandum. Schnieder suggests 
the weakest sense of “explanation,” “that the truth of ‘q’ is explanatorily relevant for the truth of 
‘p.’”43 There may also be intermediary senses of “explanation.” 
 Schnieder’s sense of “explanation” is certainly an incomplete sense, but it is unclear 
exactly how weak the sense of “explanation” that he wishes to capture is. I will show here that in 
order to make sense of certain of BC’s rules of inference, Schnieder must have in mind a very 
weak sense of “explanation.” Then I will show that if this is so, then he cannot wield BC against 
a thesis of truthmaker theory, as he does at Schnieder (2011, 454-455). 
 While several of Schnieder’s rules of inference yield similar considerations, I will focus 
on the following particular rule: 
  &-bec: p,q ˫ ((p & q) because p)44 
 
This rule says that if we have p and we have q, then we can deduce (p & q) because p. Schnieder 
wants “because” to capture partial explanations because he thinks this best tracks our ordinary 
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usage. With this rule, he clearly wants to capture the intuitive idea that the truth of each conjunct 
partially explains the truth of the conjunction. It turns out, however, that for an ordinary sense of 
“because,” this rule is too permissive. Consider the truths 2+2=4 and snow is white. I contend 
that the claim 2+2=4 and snow is white because 2+2=4 is false, and I think most competent 
English speakers would not ordinarily use “because” in this way. There may be cases where we 
do; we may wonder why 2+2=4 and snow is white is true, and not 2+2=5 and snow is white. 
Then we might say “because 2+2=4,” but Schnieder’s rule does not restrict its inferences to cases 
like this where we are distinguishing between similar but contradictory claims.
45
 Schnieder must 
have in mind a weaker sense than even our ordinary sense.  
 It may be that Schnieder wants the connective “because” to capture the weakest sense of 
“because:” that of explanatory relevance. This would make sense of &-bec. The truth of 2+2=4 
is explanatorily relevant to the truth of 2+2=4 and snow is white. Schnieder also draws an 
analogy to the material conditional.
46
 The material conditional does not capture every ordinary 
use of “if… then…” Counterfactuals and causal claims are two very common uses of this 
expression in English, but the material conditional does not accurately capture them. Rather it 
captures what all “if… then…” expressions have in common. The material conditional is the 
weakest type of conditional, yet as Schnieder right points out, the material conditional is a useful 
part of logic, and he suggests that a connective that captures the weakest sense of “because” can 
be similarly useful. 
 I agree with Schnieder that connectives which capture very weak sense can be useful, but 
we must resist the temptation to use the weak senses when we really need the strong sense. For 
example, we would not use the material conditional to evaluate the counter-factual claim that if I 
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had dropped out of high school, I would have become a billionaire. This statement is false, yet 
the material conditional would declare it true, simply because the antecedent is false. This is the 
sort of mistake that Schnieder makes when he applies BC to the Conjunction Thesis. 
The Conjunction Thesis is the claim that “if x is a truth-maker of a conjunction C, then x 
is a truth-maker of both conjuncts of C.”47 There is debate in the Truthmaker literature over this 
thesis.
48
 Schnieder suggests that if the existence of a truthmaker explains its truth, then we can 
translate the Conjunction Thesis into BC and settle the debate. To reformulate the thesis into the 
proper form for BC, we can say that “if (p & q) because t exists” is true, then “p because t exists” 
is true and “q because t exists” is true. To see a counter-example in BC, we can let p=”t exists” 
and q=”2+2=4.” This is a counter-example because by the Conjunction Thesis, we could deduce 
“t exists because t exists,” which is a violation of the asymmetry of because. 
 There are two issues here. The first is truth or falsity of the Conjunction Thesis. I will 
remain neutral on this topic. What I am concerned with here is whether or not Schnieder’s 
argument against it is fair. Most Truthmaker theorists hold that truthmakers necessitate the truths 
they make true.
49
 To say that an entity necessitates a proposition is to say that that proposition is 
true in every world where the entity exists. If t necessitates (p & q) and (p & q) necessitates both 
p and q, then t necessitates both of these as well. If Schnieder’s translation of the Conjunction 
thesis were meant to capture this necessitation, then the “because” connective would have to 
represent a complete explanation, but given the weak sense of “because” in the earlier examples, 
it clearly does not. 
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 It may be, however, that truthmakers do not necessitate their truths. Then we need not 
require “because” to capture a complete explanation. Even if this is so, Schnieder’s sense of 
“because” is too weak to capture Truthmaker intuitions. Given &-bec, the connective “because” 
in BC must be weak enough for the following proposition to be true: The sky is blue and snow is 
white because the sky is blue. If “because” is that weak, then we can make the related claim that 
the sky is blue and snow is white because the state of affairs of the sky being blue exists. Even if 
a truthmaker theorist did not require necessitation, I think she would rightly balk at the claim that 
the state of affairs of the sky being blue makes true the claim that snow is white and the sky is 
blue.  
 If BC’s “because” connective is weak enough to rule out counter-examples to &-bec, 
then it is too weak to translate a sentence of the form t makes p true into one of the form p 
because t exists. If “because” is strong enough to fairly translate makes true sentences into 
because sentences, then there are obvious counter-examples to &-bec, as shown above. 
2.7 CONCLUSION 
 This chapter was an extensive investigation in to the formal features of the grounding 
relation. Since grounding is a relation, the natural place to start was investigating what it relates. 
I argued previously that grounding should be unrestricted, and I argued here that this suggests 
that we should consider grounding to be metaphysical causation, and not explanation, as many 
hold. I then examined grounding’s connection to other relations. I argued that grounding is not 
reduction, and that it does not entail necessitation. I then discussed its formal features. Although 
commonly accepted to be transitive, irreflexive, and asymmetric, both its transitivity and 
irreflexivity have been challenged recently. I attempted to defend grounding against both 
charges. Finally, I discussed aspects of two attempts to provide a logic for grounding.  
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CHAPTER 3  
THE FUNDAMENTALS 
 
In this chapter, I argue for two theses. The first is well-founded fundamentality (WF), the 
thesis that there is a fundamental level and that any series of grounding relations is ultimately 
grounded in that fundamental level. The second is pluralism. Pluralism, as defined by Schaffer, 
is the view that there are at least two basic concrete objects, and the universe is not basic. To be a 
basic concrete object means to be concrete and not grounded by any concrete object. Pluralism is 




In support of WF, I begin by defending an argument from Ross Cameron in his “Turtles 
All the Way Down: Regress, Priority and Fundamentality.” Cameron argues that WF is, at least, 
contingently true. A critical premise in Cameron’s argument is that ceteris paribus, we should 
prefer a theory which allows for a unified explanation of certain phenomena to one which can 
only offer a disjointed explanation of those phenomena. Francesco Orilia argues that neither of 
the two main variants of WF, monism and pluralism, is superior to non-well-founded theories 
(NWF) when judged by the criteria entailed by this premise. If Orilia is right, then Cameron’s 
argument for the contingent truth of WF fails. I argue that Orilia is wrong and that pluralism 
does, in fact, satisfy the criteria Orilia requires, and thus that Cameron’s argument goes through. 
In the first part of Section 3.1, I examine whether an argument can be made that WF 
should be preferred to NWF.  In the second part of Section 3.1, I take up the discussion of the 
modified regress and argue that pluralism can avoid this regress. 
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In Sections 3.2, 3.3, and 3.4, I defend pluralism. One problem facing pluralism is the 
possibility of gunk. Gunk is matter whose parts always have proper parts. In “Monism: The 
Priority of the Whole,” Jonathan Schaffer argues that if a gunky world is possible, then pluralism 
is not necessarily true. He also argues that if pluralism is true, then it is necessarily true, and thus 
Schaffer concludes that pluralism is false. There are two possible replies: one may either deny 
that gunk is possible or deny that pluralism must be a necessary truth. In this chapter, I focus on 
the latter option. To do this, I will assume that Schaffer is correct that either pluralism or monism 
is true. I then consider the possibility of junk, which is “the converse of gunk, everything is a 
proper part of something.”2 If gunk and junk are both possible, then neither pluralism nor 
monism is metaphysically necessary. I present and criticize Morganti’s argument for junk. 
Ultimately I side with Schaffer is saying that junk is inconceivable. I then present and argue 
against Schaffer’s gunk argument. To do so, I begin an account of what I take to be at the 
fundamental level and attempt to use that to show that Schaffer’s account  
3.1 DEFENSE OF WELL-FOUNDEDNESS 
 In this section, I defend the claim that all grounding chains ultimately terminate in the 
fundamental level. I do this in two parts. First I present an argument from Cameron that claims 
we should prefer well-founded (WF) grounding theories to non-well-founded (NWF) grounding 
theories because WF theories have theoretical unity that is unavailable to NWF theories. One 
way to block this argument is to deny that WF theories actually offer a theoretically significant 
unity. I present such an argument and attempt to defend the unity argument against it.  
If I am successful, then Cameron’s argument that grounding is contingently well-founded 
is once again available. Cameron has argued, however, that if he is right about the well-
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foundedness of grounding, then Bradley’s regress is a genuine concern. In the second part, I 
argue that there are pluralist accounts that can avoid Bradley’s regress. 
3.1.1 Defense of Unity 
The intuition at the heart of Cameron’s discussion is the intuition that chains of 
ontological dependence must terminate in a fundamental level. Cameron considers but ultimately 
rejects several arguments for the necessity of this intuition, and concludes by offering an 
argument that WF theories are preferable to NWF theories. First, I present Cameron’s argument, 
and then I defend it from an argument from Orilia. 
If we are trying to explain some phenomena, a unified explanation of those phenomena is 
a theoretical benefit.
3
 A theory which offers such a unified explanation is, ceterus paribus, 
preferable to one that gives separate explanations of the same phenomena. Take, for example, 
two distinct phenomena: the movement of a pitched baseball and the movement of the Moon 
around the Earth. Consider two competing theories of their movement. One has two components: 
a description of the movement of celestial bodies and a description of the movement of baseballs. 
The rival theory has just one: Newton’s laws of motion. Assuming they are equal in terms of 
their power to explain the two phenomena, and equal in all other relevant ways, the theory with 
the unified description of motion is preferable to the theory with two descriptions. 
The unified theory has several advantages over the disjoint theory. First, the unified 
theory captures a fact about the world that the disjoint theory misses: motion is governed by the 
same laws regardless of what object is moving. That fact is in an interesting result in its own 
right, and it may lead to other lines of inquiry. As scientists work to understand what the 
movements of baseballs and planets have in common, they may make new discoveries about e.g. 
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the fundamental forces. The second advantage the unified theory has is that it is more fruitful. 
The disjoint theory can only explain the baseball movement facts and the planet movement facts. 
The unified theory can explain all of those and much more.  
Cameron’s unity argument in favor of WF theories is as follows4: 
(U1) Well-founded grounding theories have more explanatory unity than NWF theories. 
(U2) WF and NWF theories can both explain the same phenomena. 
(U3) If two theories explain the same phenomena, but one has more explanatory unity, 
then that theory should be preferred. 
 (U4) So WF theories should be preferred to NWF theories. 
 
The bulk of the discussion of this argument will focus on (U1), so I focus on that in the next 
section.  
There is a sense in which (U2) is granted by both sides. WF theories can explain 
everything that needs an explanation. Everything that needs an explanation is a dependent entity. 
Because WF theories are well-founded, everything that is dependent is ultimately grounded in 
the fundamental layer, and so everything that needs an explanation has one. For NWF theories, it 
can still be the case that every dependent entity is grounded. Where there is an infinite grounding 
chain that never terminates in a fundamental level, we can still have a case where every 
dependent entity, which in this case is every entity, has a ground. Let e1 depend on e2 and e2 
depend on e3 and so on, so that every en depends on en+1. In the sense of explanation that 
Cameron intends, everything that needs an explanation has one.  
I have already given some support for (U3). Unified theories capture the unity, which is 
an interesting result in its own right. Because they are more general, unified theories can give us 
more information when encountering new, unexplained phenomena. Continuing the earlier 
example of theories of movement, consider a case where we observe a rocket traveling near the 
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speed of light. The disjoint theory has nothing about rockets and nothing about near light-speed 
travel, so the relevant data from this observation will be added to the theory. On the other hand, 
the unified theory has a general schema that the data about the rocket (and its speed) can be 
plugged into. Whether the new data fits with the unified theory or fails to fit, something valuable 
is learned. If all the data fits as expected, that lends some support to the theory. If the data does 
not fit as expected, then we learn that our classical theory does not accurately predict near light-
speed travel and so must be revised. This then leads to better theories. It may seem at first that 
the falsifiability of the unified theory is a weakness not shared by the disjoint theory, but that 
very falsifiability brings progress and leads to deeper explanation. 
3.1.1.1 In Support of (U1)  
Why think that WF theories have more explanatory unity than NWF? One suggestion is 
that in NWF theories, there is no collection of objects which explains everything that needs to be 
explained, while WF theories do have such a collection. Cameron offers this justification, but the 
NWF theorist does have replies. Consider the NWF theory infinitism. Infinitism is the thesis that 
at least some grounding chains are infinite and not rooted in a fundamental level. This can be 
contrasted with another possible NWF theory circularism. On this view, there are grounding 
chains which loop on themselves. So it may be the case that A grounds B, B grounds C, and then 
C grounds A. These are infinite in a sense, but are different from infinitism in certain respects. 
Circular NWF theories need not have an infinite number of entities, while infinitist theories do. 
On the other hand, circular theories will have to deny either the transitivity of grounding or the 
irreflexivity of grounding. 
Infinitist views hold that chains of ontological dependence do not need a ground and may 
go on infinitely. On such a theory, everything has an explanation (everything is grounded), but 
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there is no fundamental level which explains everything. While everything that needs an 
explanation has one, Cameron’s criticism was that the infinitist theory does not have a collection 
of entities which explain everything that needs to be explained. In fact, however, the infinitist 
can provide two such collections.  
First, the Universe set, U, provides the infinitist a collection of entities which explain 
everything that needs to be explained. We have already accepted that on the infinitist view, every 
entity that needs a ground has one. So for any entity that needs an explanation, some subset of U 
will contain the appropriate explanation.  This result might lead us to modify the requirement to 
say that the collection of entities must be non-trivial. Even if we can justify such a requirement, 
the second option avoids he worry of triviality. 
The second set available to the infinitist can avoid worries of triviality.
5
 Consider the set 
{x | x grounds an entity}. This set contains all the entities needed to explain everything that 
needs to be explained. If the NWF theory being considered has at least one entity which does not 
ground anything, then this set will not be identical to the Universe set. Such entities are possible 
on an infinitist account. The requirement for an infinite grounding chain is that if A2 grounds A1, 
then A2 is itself grounded by some further entity (A3). There is no requirement that A1 must 
ground anything. Suppose only these (infinitely many) As exist and the grounding relations are 
as described – A1 is grounded in A2. A2 is grounded in A3… The infinitist can supply a non-
trivial set whose members explain everything that needs to be explained: {A2, A3, … , An, …}.  
Another attempt one could make to justify (U1) is to hold that the collection of 
explaining entities must be finite in order to provide a unified explanation. In examples such as 
the one just given, the collection provided by infinitism would fail to be unified. Consider the 
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examples of unified theories given earlier. Part of what makes unified theories preferable is that 
they rely on common, general principles. On the infinitist picture there is no common core to 
ultimately appeal to. 
One problem this move faces is that WF theories could also have an infinite number of 
fundamental entities. One could have a WF theorem that holds that the natural numbers are part 
of the fundamental level, and that, for example, the rational numbers are grounded in the natural 
numbers.
6
 The collection that explains the rational numbers would be an infinite set in this 
example. There should be no tension here between this result and a WF theory. 
3.1.1.2 Against (U1) 
 In the previous section, I attempted to make the case for Cameron’s unity argument. In 
this section, I reply to a challenge from Orilia who defends the infinitist theory. 
Orilia’s reply to Cameron is that if (U1) is true, then unity is so weak that (U3) becomes 
false.
7
 He considers a case of WF grounding where every dependent entity is ultimately 
grounded in some subset of the entities at the fundamental level. He gives the following analogy. 
Consider a case of ordinary explanation, with two events in need of explanation: the breaking of 
a glass and John’s recovery from pneumonia. On this analogy, the unified explanation would be 
a set containing two independent events: {Tom’s hurling a stone, John’s taking antibiotics}.8  In 
this analogy, all of the events that need explanation can be explained by some subset of the set 
above. Yet it hardly seems to be the case that the set in question {Tom’s hurling a stone, John’s 
taking antibiotics} is a unified explanation.  
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Orilia considers this case to be analogous to the case of WF grounding where for every 
dependent entity, there is some subset of the fundamental entities that grounds that dependent 
entity. If Orilia is right, this case of WF grounding seems more like the disjoint explanation than 
the unified explanation discussed above. This objection seems to assume that the unity argument 
relies on the following premise: A sufficient condition for a set of fundamental entities to be 




While it is not entirely clear what Cameron means by a unified explanation, he does not 
seem to be making this assumption, and nothing he says commits him to it. Part of Orilia’s 
concern seems to stem from the fact that when the fundamental level is described, it’s presented 
as a list of objects, more akin to the disjoint theory than to the unified theory. This is the result of 
taking a unified principle and applying it to an actual case (a discussion of the fundamental 
entities in the actual world). Orilia’s mistake is to assume that that list is the whole story. 
Consider again the examples concerning explanation of movement. Someone who endorses the 
unified view of movement may wish to discuss all of the pitches in a baseball game. She may 
even list out the movement of each pitch as part of the explanation. But none of that supposes 
that she has given up her unified theory in favor of a disjointed one. 
In the case of grounding, the WF theorist need not say that this seemingly disjoint list of 
entities is unified because its subsets explain everything that needs to be explained. She may say 
it is unified by some underlying principle, analogous to Newton’s laws of motion unifying the 
individual cases of movement. What I have in mind is a pluralist theory where the basic concrete 
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objects are elementary particles, such as quarks, leptons, and gauge bosons. Every other concrete 
entity can trace a chain of ontological dependence to some subset of the set of all of these 
elementary particles. Entity a may ultimately depend on some quarks q1 – q500, while entity b 
may ultimately depend on some leptons l25 – l37. What unifies these explanations is not that they 
are all part of the some disjoint set. Rather they share certain relevant features. They are atoms 
and their physical interactions are governed by the laws of quantum mechanics. 
The view I have presented that separates metaphysical explanation and grounding (or 
metaphysical causation) may be able to make this response to Orillia clearer. Remember that 
Orilia’s complaint seemed to be rooted in the fact that on a WF theory, the supposed unified 
explanation is really just a set of many different entities – a list akin to the disjoint explanations 
of movement. On my view, those entities are not the explanation. Rather, they and their 
fundamental grounding relations generate a metaphysical explanation.  
 All things being equal, we should prefer WF theories to NWF theories of grounding. 
However, if the modified version of Bradley’s regress is successful, all things are not equal, and 
it seems we would be forced to adopt a NWF theory. In the next section, I show that my theory 
(and others) can avoid the regress. 
3.1.2 Reply to Bradley’s Regress 
Bradley’s regress starts by considering some object, a, which instantiates a property, F.10 
Suppose that there is a relation of instantiation, R, which holds of an ordered pair <F, a> if and 
only if a instantiates F.  If a instantiates F, then we can say that the ordered pair <F, a> 
instantiates R, R(<F, a>). So <F, a>  R and <R, <F, a>>  R. If so, then the ordered pair <R, 
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 The original appears in Bradley (1969, 21-29). This version of the regress comes from Cameron (2008c) 
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<F, a>> also instantiates R, so <R,<R, <F, a>>>  R. Now we can see that there is an infinite 
chain of these instantiations of the instantiation relation. 
Is this regress a problem? As Cameron points out, the regress is not vicious and the chain 
is grounded, it begins with <F, a>. However with an additional reasonable assumption, there is a 
metaphysical puzzle that can be generated here.
11
 Suppose that a’s being F is explained by the 
fact they stand in that instantiation relation. And suppose generally that this is true of 
instantiations. If so, then the fact that a is F is explained by the fact that a instantiates F. But then 
the fact that a instantiates F is explained by the fact that a and F stand in the instantiation 
relation. That fact is in turned explained by the fact that the instantiation relation and <F, a> 
stand in the instantiation relation, and so on. So we have generated a chain like those proposed 
by the infinitist. The chain never ends in a fact that explains the other facts but is itself not 
explained. 
 This version of Bradley’s regress arose because we added the assumption that a’s being F 
is explained by the fact they stand in that instantiation relation and that this assumption 
generalizes to other instantiation relations. To block the regress, one could argue that a’s being F 
is not explained by the fact that a and F stand together in the instantiation relation. Armstrong 
should take such an approach. For Armstrong, a fact just is a thing instantiating a property.
12
 The 
fact that a is F just is the claim that <F, a>  R. Armstrong then should deny that a’s being F is 
explained by the fact that they stand in the instantiation relation or he will have violated the 
asymmetry of explanation. 
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 Cameron (2008c, 2) 
12
 Armstrong (1997, 119). In Armstrong’s terms he would say a state of affairs just is a particular instantiating a 
universal. 
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 One could also deny the added assumption by arguing that it has the explanation 
backwards. On this view, a and F stand in the instantiation relation because a is F. This could 
begin an infinite chain of explanation, but the regress would be properly grounded.  
 Armstrong, and indeed anyone who denies the assumption under discussion, must instead 
either claim that the fact in question is fundamental or that it is explained by some fact other than 
the instantiation fact. Non-factive grounding has an explanation ready at hand.  
I have argued in previous chapters that facts are not fundamental. Instead, I claim that 
they depend on both an entity and a property. My response to the Bradley regress is to deny that 
a’s being F is explained by a standing in the instantiation relation to F. Take, for example, Nyx is 
in pain. I can hold that Nyx’s mental state is explained by her brain state; her pain is grounded in 
her c-fiber’s firing. The Bradley regress only gets started if we allow that Nyx instantiating the 
pain property explains the fact that she is in pain. It may be that brain states are themselves 
grounded in the chemical state of certain cells in the brain, and those are grounded in certain 
physical facts about the interaction of chemicals, and so on. What is important to note is that 
nowhere in this explanation does a instantiating F explain why a is F. 
3.2 ANALYSIS OF AN ARGUMENT AGAINST MONISM 
In this section, I attack one of the main rivals of pluralism: monism. Doing so is part of 
an indirect defense of pluralism because if its rivals are false, pluralism is the best theoretical 
option.
13
 In the first subsection, I present Morganti’s argument against monism, the argument 
from junk. Morganti’s version has critical flaws, so in this first subsection, I criticize Morganti’s 
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 A full defense won’t come until the end – in various chapters I show how my account of grounding solves 
problems other accounts can’t solve – each of these is evidence in support of pluralism 
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argument. In the next section, I show that while arguments from Junk can be defeated, so can 
Schaffer’s argument from Gunk. 
3.2.1 Morganti’s Argument from Junk 
 If a world is gunky then there are no smallest things in the world – everything at that 
world is composed of smaller parts. If a world is junky, then there is no largest thing – 
everything at that world is a proper part of something else. Schaffer argues that gunky worlds are 




 Matteo Morganti argues that junk is possible.
15
 I will attempt to show that there are 
serious problems with each of his defenses, but in a later subsection, I will build on this idea to 
form a new argument from junk. His first defense for the claim that junky worlds are possible is 
that such worlds are conceivable. Next, he gives the requirements for a junky world. The first 
three fall in the domain of physics and Morganti claims that physics allows for the possibility 
that these three can be met. The last criterion is a matter of composition. 
3.2.1.1 Is Junk Conceivable? 
 Morganti claims that a junky world is conceivable: “just imagine an infinite series of 
objects each one contained in a larger object”.16The expression “junky world” seems, prima 
facie, to be a contradiction – a world by definition is the largest thing there is, while the 
possibility of junk implies there is no largest thing. In truth, Morganti avoids the locution “junky 
world” saying instead that junk is possible. What the monist wants is a world of which 
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 Schaffer (2010) I present this argument in the next section 
15
 Morganti (2009) 
16
 Morganti (2009, 280-281) 
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everything is a part. If the claim that “junk is possible” is taken to mean that there is a world 
where junk exists, then Morganti seems to be giving the monist what the monist wants.  
 For junk to be a genuine problem for the monist, the existence of the junk has to imply 
that there is no world, no biggest thing of which everything is a part. This is where the 
conceivability claim seems to fail. I can conceive of “an infinite series of objects each one 
contained in a large object,” but what does it mean to say that these objects fail to be a part of 
some world? We are familiar with series that approach but never reach a limit, but we always 
seem able to conceive of them as one collection. Consider a topological ball
17
 – the space inside 
a sphere. There is a sequence of spheres inside this ball which approaches but never reaches the 
limit of the ball. There are infinitely many such sphere and no largest sphere. This suggests a 
junky result, but Schaffer claims in such cases that we can see in our language that we can 
conceive of a largest thing. Each of the spheres in this series is a part of the topological ball. If 
the junk is part of some world, then the monist is free to claim that the world is fundamental and 
it has this part that is infinitely large.  
3.2.1.2 Morganti’s Four Criterion for Junk 
 Morganti argues that if four criteria are met, then junk is possible. The first three have 
similar justification, and I will treat them together, then I will return to the fourth criterion. 
 The first criterion is that the junky world must have infinite size. The existence of junk 
implies an infinite amount of things, because for every thing, x, there is some further thing of 
which x is a part. Because junk implies an infinite amount of things, there must be enough space 
to hold them all. 
                                                 
17
 Thanks to Jonathan Livengood for giving me this example. 
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 The second criterion is that the junky world must have infinite matter. Junk is composed 
of an infinite amount of things, as argued in the first criterion. Presumably Morganti’s reasoning 
is that because those things are composed of matter, there must be an infinite amount of matter to 
compose the junk.  
However, I think it will suffice for Morganti’s conditions if it is possible that the amount 
of matter is always increasing but approaching a limit. Suppose O1 has size 1 and is part of O2 
which has size 1.5 – meaning that the part of O2 which does not overlap O1 has size .5. And then 
suppose that O2 is part of O3 which has size 1.75 – meaning that the of O3 that does not overlap 
with O2 is .25, 50% smaller than the similar part of  O2. Suppose this trend continues infinitely. 
The total size of this complex object is 1 + ½ + ¼ + … which approaches but never reaches 2.  
 The third criterion is that junk requires “countless series of objects containing other 
objects as parts” (p. 281)18. This follows from the definition of a junky world and the fact that 
such a world would have infinite things. Everything is a part of some further thing, and there is 
an infinite amount of those things that are parts of further things. 
Morganti supports this claim with an appeal to “actual physics and … contemporary 
cosmology” (p. 281). In physics, Morganti says “it is … scientifically acceptable to hypothesise 
a universe in which ‘space is infinite in size […] and almost uniformly filled with matter, as 
observation indicates’ (Tegmark 2003, 41)”.19 The claim that space is infinite is controversial, 
but it does have supporters in the literature. However, to claim that actual physics supports his 
claim, Morganti also must show that that there is an infinite amount of matter. 
                                                 
18
 Morganti may simply be using “countless” loosely here, because surely a countably infinite progression would be 
sufficient for junk 
 
19
 Morganti (2009, 281). I have included Morganti’s citation because in the proper context and with the ellipses 
removed, this quote does not support his claim. That being said, some physicists argue that space is infinite, and that 
should be enough for Morganti’s purposes. 
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But what do these claim amount to? For Morganti, to say that space is infinite cannot be 
to say that space is analogous to a higher-dimension sphere.
20
 Nor can his view be that the 
universe is finite, at any given time, but ever increasing. If the claim that space is infinite means 
simply that it is constantly expanding, faster than we could possibly (in the physically possible 
sense) travel it, then this indicates that at any time, space has a definite, finite size, which will be 
bigger at the next time slice. If the claim that matter is infinite amounts to the claim that as time 
goes on, there is more and more matter, then similarly it seems that at any particular time slice, 
there is a finite amount of matter and that amount will be higher in the next time slice. 
Morganti’s fourth criterion is that junk requires “the in principle impossibility to point to 
something that is the ‘biggest fusion’.”21  This concerns the same point I discussed earlier when 
considering the conceivability of junk. When I discussed that above, I shared Schaffer’s intuition 
that worldless junk cannot be conceived. However much stuff there is in the universe, the monist 
seems to be able to say that there is something that is the fusion of all of that, call it the world. 
Schaffer claims that “virtually no plausible accounts of when composition occurs allow for junky 
models.”22 Morganti counters that this claim “amounts to presupposing the validity of the axiom 
of unrestricted fusion.”23 Morganti’s characterization is uncharitable. The monist does not need 
the strong claim that every two things form some third thing. Instead she only needs the weaker 
claim that everything together composes a world. Ordinary object metaphysicians could happily 
endorse such a claim; one need not presuppose universalism. 
                                                 
20
 On this model, space is wrapped around another dimension, in the way that a two dimensional piece of paper can 
be “folded” into a sphere. If a 2D person lived on that sphere, the sphere would seem infinite.  
21
 Morganti (2009, 281) 
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 Schaffer (2010, 23) 
23
 Morganti (2009, 281) 
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 I take this to show that Junk arguments are the wrong approach to fighting the monist. It 
seems that the monist has the upper hand with the inconceivability of junk. Even if the Junk 
argument is successful, it does little to vindicate pluralism.
24
 Since it seems monism cannot be 
shackled with the Junk argument, then I will attempt in the next section to free pluralism from 
the Gunk argument. 
3.3 THE GUNK ARGUMENT 
 In this section, I present Schaffer’s argument against atomism from the possibility of 
gunk. Gunk is matter which is infinitely divisible – every part has proper parts. Schaffer uses the 
possibility of gunk to argue against atomism, the thesis that there are at least two concrete 
fundamental things and if something is a concrete fundamental then it does not have proper parts. 
Furthermore, he argues that all pluralists should be atomists. Atomism is a form of pluralism. 
Pluralism, as defined by Schaffer, is the view that there are at least two basic concrete objects, 
and the universe is not basic. Where to be a basic concrete object means to be concrete and not 
grounded by any concrete object. 
 Schaffer’s argument is as follows:25 
 (A1) If Pluralism is true, then atomism is true 
 (A2) If atomism is true, then it is necessarily true.
26
 
 (A3) Atomless gunk is metaphysically possible 
 (A4) If Atomless gunk is metaphysically possible, then atomism is possibly false. 
 (A5) ∴ Pluralism is false 
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 Dialectically, if junk and gunk are both possible, then both monism and pluralism have equal, but off-setting, 
points against the view. 
25
 Schaffer (2010, 56 and section 2.4) 
26
 Schaffer says that the pluralist can allow for a one particle universe, which he says is the only case where a 
pluralist should allow the cosmos to be fundamental. 
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Schaffer justifies A1 by considering and rejecting molecular pluralism. Molecular pluralism is 
the thesis that pluralism is true and that the things at the fundamental level have proper parts. He 
gives two reasons that pluralists should not support molecular pluralism. 
First, he says molecular pluralism is “objectionably arbitrary.” His objection here is that, 
in the case of gunk, if any mereological level is non-arbitrarily different from the other levels it is 
the level containing the whole. Every level beneath that one is similar to the other lower levels 
with respect to the mereology and the grounding relation.  
It is not obvious that Schaffer is correct here. Consider an organicist such as van 
Inwagen, who thinks that composition only occurs when the plurality constitutes a living 
organism. While van Inwagen does not offer a position on grounding, it is not hard to imagine a 
similar philosopher who holds that living organisms are fundamental. On such a view the parts of 
the organism, as well as things of which the organism as a part might both be dependent on the 
organism. 
Second, he claims that molecular pluralism is “quasi-monistic.” One of the primary 
justifications for pluralism is that wholes seem to be dependent on their parts, yet molecular 
pluralism relies on the claim that at least some fundamental entities have proper parts, which 
implies that the whole is not always dependent on its parts. 
My response to this argument will focus on A1, so I will return to this premise in section 
4.2 after presenting the remainder of the argument. 
A2 is the claim that if atomism it true, then it is metaphysically necessary. Schaffer 
claims that “the laws of metaphyics … govern what grounds what.”27 While I agree that 
grounding is governed by laws of metaphysics, I disagree with the claim that what grounds what 
                                                 
27
 Schaffer (2010, 56) 
 72 
is also so governed. Schaffer supposes here that there are metaphysical laws such as “wholes 
ground their parts.” I claim that such laws are too specific. Consider the argument from Cameron 
presented earlier. Cameron’s conclusion was that we have at least some evidence to suggest our 
world is not gunky. Cameron, however, is still open to the possibility of gunk, and concludes that 
we can embrace both the possibility of gunk and the actuality of the dependence of wholes on 
their parts.
28
 The laws of metaphysics are neutral with respect to what stands in particular 
grounding relations. Instead, the laws of metaphysics govern how those interactions take place 
and what happens as a result. Consider an analogy to the laws of physics. They do not say that 
two particular billiard balls do hit each other. Instead they describe what happens if these two 
billiard balls were to collide.
29
 
Suppose that gunk is metaphysically possible. From this claim and certain basic 
assumptions of grounding, (A4) follows. I have argued earlier that grounding is well-founded 
and that there are no ungrounded, infinite dependence chains. If gunk is possible, then it must 
have a finite ground, but that grounding entity, it seems, could not be an atom. Gunk is atomless 
and nothing else could ground gunk on the pluralist picture. 
Schaffer’s Gunk Argument is a strong challenge to pluralism. Schaffer has argued 
convincingly that, on pain of arbitrariness, pluralists should be atomists, but that the possibility 
of gunk should preclude us from being atomists. Schaffer’s own priority monism does not face 
this challenge. If the gunk argument succeeds, it would seem that monism has an important 
advantage over pluralism, but in the next section, I will show that pluralism has a reply to 
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 I’ve phrased this counterfactually, but I do not mean to imply that I hold a counter-factual view of physical laws. 
Other views could be substituted here and the point would still stand. 
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premise A1 of the gunk argument. To show this, I will present what I take to be at the 
fundamental level, and then I will show that this allows one to be a pluralist but not an atomist. 
3.4 THE FUNDAMENTAL LEVEL 
 Giving an account of what exists at the fundamental level is a daunting task. My 
approach in this section will be to draw on the latest findings from quantum mechanics. First I 
will demonstrate how quantum fields are sufficient to serve as the fundamental level. Then, I will 
argue that quantum fields are the appropriate fundamental entities, and I will demonstrate how 
this answers Schaffer’s Gunk Argument.  
3.4.1 Fields 
Quantum fields are fundamental. In quantum field theory, particles are excitations of 
quantum fields. When particles and antiparticles collide, it produces radiation which excites the 
quantum field and produces new elementary particles.
30
 Electrons, up quarks and down quarks 
are three such particles. Up quarks and down quarks together can produce both protons and 
neutrons, so with these three elementary particles, the familiar atoms and molecules can be 
formed. 
So with these fundamental particles, all of the ordinary objects with which we are 
familiar can be created. However, this is not sufficient for these quantum fields to be the 
fundamental level. It remains to be shown that the appropriate metaphysical connection exists 
between quantum fields and elementary particles as well as between elementary particles and 
molecules. The latter case is easier to show. These cases are less controversial and should be 
familiar to most philosophers who work on grounding. When two hydrogen atoms bond to an 
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Lambourne and Bolton (2007, Section 5) 
 http://physicalworld.org/restless_universe/html/ru_5_21.html supplemented with 
http://abyss.uoregon.edu/~js/ast123/lectures/lec07.html 
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oxygen atom in a particular way, a water molecule is formed. That water molecule is grounded in 
those atoms. There may be disagreements about the details – a priority monist might think that 
the grounding relation runs the other way and factive grounders will say that the water molecule 
exists in virtue of the fact that the hydrogen atoms are bonded to the oxygen atom in a particular 
way – but most will agree that there is a grounding relation between those objects. It is not hard 
to see why. The behavior of the water molecule is determined by properties of those things 
which compose it. The fact that water boils at 100°C is determined by certain facts about the 
strength of the bond between those atoms. The facts about the strength of that bond are in turn 
determined by more basic properties of more basic parts. The strength of the bond is grounded in 
facts about the charge of the particles involved. 
What is less obvious is what role the quantum fields play, beyond giving rise to these 
particles. On this view, properties such as the charge of an electron are determined by how that 
particular particle interacts with the fundamental fields, such as the electromagnetic field. In this 
way, the grounding chain continues. The water molecule is what it is because of how these fields 
are and how particles interact with those fields. 
That point already demonstrates one limitation of this view. Our best scientific theories 
still do not have an explanation for why certain particles behave in certain ways in certain fields. 
It may turn out that there is some further field or particle which explains these interactions. If so, 
the theory can be easily modified to accommodate such new findings. 
Having shown that quantum fields can be the fundamental entities, I will now give some 
reason for thinking that they actually are the fundamental physical entities. Our best scientific 
explanations run from the quantum level to the cosmic level, and not the other way. The 
explosion of energy in the big bang produced these fields and in turn the elementary particles. 
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These then eventually produced the macroscopic objects with which we are familiar. This is a 
causal story, but it is reasonable to assume that metaphysical causation typically runs in the same 
direction as physical causation. Absent compelling evidence to the contrary, that connection 
should be assumed. 
3.4.2 Pluralism need not entail atomism. Denial of A1. 
My approach in this section is to deny premise A1, which states that if pluralism is true, 
then atomism is true. 
 Earlier I showed that Schaffer’s justification for this claim was a rejection of molecular 
pluralism, which he took to be the best example of pluralism without atomism. The idea of 
molecular pluralism is that something intermediary on the mereological chain is the fundamental 
level. An example would be taking the water molecule to be fundamental, and holding 
presumably that those hydrogen and oxygen atoms are dependent on the molecule and that the 
river is grounded in the water molecule. Schaffer criticized this view on the grounds that any 
choice (except the cosmos) seems arbitrary because there’s always a level below it with smaller 
parts. 
 My reply is that by adopting the quantum fields as fundamental, the choice is no longer 
arbitrary. When we trace the grounding chain to the penultimate level, the elementary particles, 
physics tells us that those particles are the way they are because of their interaction with the 
quantum fields – the whole fields.  
 This response to A1 may be subject to Schaffer’s second point in that section, which was 
that picking a “mid-level” fundamental level may be what he called “quasi-monism.” Here two 
responses are available. The first is to note that Schaffer’s justification for the charge of “quasi-
monism” is that it admits that, at least in some cases, the whole can be prior to the part. Some, 
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such as the organicist mentioned earlier, may find this view appealing. Believing the living 
organisms ground their parts and ground things of which they are a part is not a “quasi-monist” 
view. Admitting such a middle of the chain view ties in to my earlier comments on which aspects 
of the grounding relation are metaphysically necessary. Grounding should always be e.g. well-
founded and transitive, but we should allow for the possibility grounding happens under certain 
conditions in some worlds but not in others. 
 The second response to the charge of quasi-monism is to note that quantum fields theory 
postulates multiple fields. Even if these fields are spread throughout the world, there are 
multiple, distinct fields and each one determines different features of the particles that interact 
with them.  
 So my response to the gunk argument is to deny A1. A1 is the claim that if pluralism is 
true, then atomism is true. On my reply, pluralism is true. There are fields, and as I claimed 
above, it is through these fields that particles are created. So Pluralism is true on my view – there 
are at least two concrete objects which are not themselves dependent on any concrete object or 
objects. I hold that all other concrete objects are grounded in these particles, but I can deny 
atomism. For atomism is the thesis that there are at least two concrete fundamental things and if 
something is a concrete fundamental then it does not have proper parts. Nothing on my account 
assumes that the elementary particles created by fields do not have proper parts. 
 If it should turn out that fields are concrete, this reply is still safe. Pluralism is still 
satisfied, this time because the fields themselves are basic but not dependent on any concrete 
object. If fields are concrete, then they could best be thought of as composed of elementary 
particles.
31
 As I argued at the start of this section, I do not take it as arbitrary to hold that 
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elementary particles are grounded in fields and then every non-field non-elementary-particle is 
grounded in those particles. This again allows me to deny atomism, this time by allowing fields 
to have proper parts. 
3.5 CONCLUSION 
 In this chapter, I have argued for two main claims pertaining to the fundamental level. In 
the first section I argued that there is a fundamental level. In the remainder of the chapter, I 
considered various views on what comprises that fundamental level. In the third section I 
presented Schaffer’s argument against pluralism, which argument serves as an argument in favor 
of monism. In the fourth section I presented my version of pluralism and what I take to be the 
best line of attack against the Schaffer’s argument from gunk. 
There are some limitations to this view which should be noted. The most glaring is that 
quantum field theory is not yet complete. As I mentioned earlier, it is possible that something 
more fundamental than the fields could be found, but such a finding should not place a large 
strain on my view, as it can easily accommodate such revisions. Sider has considered whether, 
given our recent history in physics, we should take such revisions to indicate that there is no 
fundamental level.
32
 He argues convincingly that, no, we do not have a good inductive argument 
to that conclusion. The other limitation to be noted here is that while quantum fields give a nice 
picture of material grounding, not much has been said about properties and less has been said 
about abstract objects. Both will require more investigation, but it may turn out that interaction 
with quantum fields gives rise to fundamental properties – we saw one possible example of this 
already in mass. If that is the case, then quantum fields theory is that much more attractive as it 
explains that much more. Similarly, if one is the appropriate sort of physicalist, quantum fields 
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would provide the grounds for abstract objects simply by providing the grounds for physical 
objects (given the transitivity of grounding).
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CHAPTER 4  
THERE ARE NO ONTOLOGICAL FREE LUNCHES 
“Nothin’ gets you nothin’. Everything has a got a little price” – M. Thénardier 
 
 Several authors have appealed to the notion of an ontological free lunch.
1
 In order for 
something to be a free lunch it must be both substantive and it must not cost anything. In order 
for the lunch to be ontologically substantive, it must do some theoretical work that other objects 
cannot. Theoretical work includes, for example, being a truthmaker or solving a puzzle. In order 
for it to be free, it must come with no theoretical risk. Risk in this case means an increased 
probability that the theory is false, or makes false assertions. D. M. Armstrong claims that 
arbitrary mereological fusions, such as the scattered object composed of the top half of a tree and 
the first four ranks of a chess board, are “no addition of being.”2 Yet Armstrong uses these 
fusions as truthmakers where other entities do not suffice. Jonathan Schaffer similarly says that 
derivative entities – which for Schaffer includes all concrete objects except the world – are “an 
ontological free lunch.”3 Cameron similarly claims that non-fundamental entities are a free 
lunch, although on his view such entities are not added to the ontology.
4
 While Schaffer and 
Armstrong appeal to the free lunch doctrine to justify expanding their ontology, Cameron 
actually sees the free lunch as a side effect of his reducing his ontology.  
In the first section I give a simple argument that there is no such thing as an ontological 
free lunch. However, as I have already indicated, Armstrong, Schaffer, and Cameron each claim 
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 On Cameron’s view, which will be discussed below, he advocates that metaphysicians discussing puzzles of 
ontology should start speaking a different language than ordinary English speakers, such that statements such as 
“baseballs exist” mean something different in ontologese than in ordinary English. This distinction allows him to say 
that while baseballs are not a part of his ontology, the English statement “baseballs exist” is true. 
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an ontological free lunch. In the remaining sections, I show that the entities they each claim are 
free are in fact not free. In each section, I show why the addition seems to be free, and I show 
that these uses do not render my argument unsound. 
When each of these authors appeals to a “free lunch,” I will assume they mean what I will 
call a genuine free lunch. A genuine free lunch has two properties. First, it is an actual addition 
to the ontology of a theory. By this, I mean that the entity is distinct from all other entities in the 
ontology, and that it performs some unique role in that ontology. For example, it may serve as a 
truthmaker for some truth than no other entity makes true, or it may be an essential part in an 
explanation of some phenomenon. Second, a genuine free lunch must not be a cost to the theory 
that adds it. In particular, its addition to the theory’s ontology must not lower the probability that 
the theory is true. 
In Section 4.2, I show that Armstrong makes extensive use of supposedly “free” entities 
and even insists that they do work other entities cannot. I argue that they are only apparently free 
because their cost has already been incurred. I then show that the use to which he puts these free 
entities – justifying unrestricted composition – is no longer warranted on these grounds. In 
Section 4.3, I show how Schaffer has attempted to update Armstrong’s appeal to a free lunch. 
Schaffer argues that we should set aside traditional ontological questions of what exists and 
instead focus on which things are fundamental. On his view, entities that are not fundamental are 
a free lunch. In this section I show that some of those entities do work that no other entities could 
do, but that positing these entities to do this work incurs risk and so they are not free either. In 
the final section I consider Cameron’s view which is similar to Schaffer’s. Cameron also thinks 
that dependent entities are free, but on his account, this assertion relies on his claiming that 
dependent entities do not exist in the ordinary sense. While this approach offers important puzzle 
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solving capabilities and could justify the claim that they are a genuinely free lunch, I argue that 
the view is unmotivated and highly implausible. 
4.1 THERE IS NO FREE LUNCH 
 An ontological “lunch” is an addition of an entity, or a kind of entity, to one’s ontology. 
Any addition to one’s ontology incurs a risk to one’s theory. If something incurs a risk to one’s 
theory, then it is not free. So there are no ontological free lunches. 
 The language of calling the addition of an entity to one’s ontology a “lunch” suggests that 
the theory derives some benefit from the addition of that entity. For example, Schaffer claims 
that dependent entities – which he counts as a free lunch – give us more “bang for the buck.”5 He 
even uses that reasoning as support for priority monism over pluralism.  
The benefit in such cases may be that it plays an explanatory role, or it serves as a 
truthmaker. Take for example the postulation of Neptune. Its addition to theories of planetary 
orbit allowed astronomers to explain irregularities in Uranus’ orbit without modifying other 
aspects of the theory, such as Newton’s laws of gravity. If an entity plays no role in a theory – it 
does not play a role in any explanation, it does not solve any puzzles, etc. – then it is certainly 
not a “lunch” in any interesting sense. Why care about adding entities if they do nothing? This is 
not to say that all entities in the ontology must be as interesting as Neptune. More mundane 
phenomena must be explained as well. I am currently experiencing myself typing this chapter. A 
part of that experience is that I see my hands typing furiously. My hands are a part of the 
explanation for the phenomena experienced and should be added to my ontology. 
For a first attempt at an argument against genuine free lunches, consider the following.   
(A1) Any ontological “lunch” adds one or more entities to a theory’s ontology 
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(A2) Adding entities to a theory’s ontology always lowers the probability that the theory 
is true 
(A3) An addition to a theory’s ontology is not free if that addition lowers the probability 
that the theory is true 
(A4) So no ontological “lunch” can be free. 
 
Premises (A1) and (A3) are restatements of the definitions I gave earlier for a genuine 
free lunch. To understand (A2), consider that if one’s ontology contains entities a1, .. an, then 
one’s theory should hold the following conjunction a1 ^ a2 ^ … ^ an. Adding a new entity, 
an+1 generates a new conjunction:  a1 ^ a2 ^ … ^ an ^ an+1. The probability that this second 
conjunction is true is lower than the first. As Sober explains “a conjunction must have a lower 
probability than either conjunct, provided that the conjuncts are mutually independent.”6 This 
result follows from what Sober calls the agnostic version of Ockham’s razor. This formulation 
says that unnecessary entities should be removed from the ontology, but the theory remains 
agnostic about the truth or falsity of entities not in the ontology.  
An example of the use of the agnostic version of Ockham’s razor can be seen when 
Russell considers whether sensibilia can be the ultimate constituents of the physical world.
7
 
Russell wonders whether the “thing” of common sense is distinct from sensibilia. He claims that 
if the class of appearances can perform the same role for which the “thing” was postulated, then 
Ockham’s razor demands we remove the thing from our ontology. However, Russell specifically 
notes that “it is not necessary to deny a substance or substratum underlying these appearances; it 
is merely expedient to abstain from asserting this unnecessary entity.”8 This is an example of the 
agnostic formulation because the claim is made that the unnecessary entity must be removed 
from the ontology, but this does not entail a commitment that the entity does not exist. 
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4.1.1 Against (A2) 
In the case of the metaphysical theories discussed in the present chapter, the agnostic 
version of Ockham’s razor seems insufficient.9 Cameron’s decision to leave baseballs out of his 
ontology is as important as Schaffer’s decision to include fictional characters in his. 
Instead of the agnostic formulation, Sober suggests the atheistic formulation of Ockham’s 
razor: “we should hypothesise that an entity does not exist, if its postulation is to no explanatory 
point.”10 Sober’s justification for this formulation is an appeal to “a principle of induction which 
focuses on existence claims.”11 Suppose we have two existence claims, A and B, both of which 
are said to explain P. If A also explains Q, but B does not explain any further phenomenon, we 
should prefer A over B because “existence claims which already have played an explanatory role 
are preferable over ones which lack such credentials.”12 The obvious risk is that we might be 
wrong in claiming that entity exists. Often there are also further costs. Ockam’s razor warns 
against adding entities unnecessarily. At the heart of this warning is the fact that each additional 
entity incurs some risk, and its addition should only be done when the benefits outweigh that 
risk. 
Accepting the atheistic formulation of Ockham’s razor means that (A2) must be revised. 
On the agnostic formulation, removing an entity from the ontology always increased the 
probability that the theory was true. However, this is the wrong result. Surely removing entities 
that definitely exist is bad for one’s theory. On the atheistic formulation, however, and assuming 
our goal is to enumerate a complete ontology, then not including an entity in one’s ontology 
means that the theory asserts that the entity does not exist. 
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Using Sober’s atheistic formulation, we can construct a similar argument: 
(B1) The entity which is a supposed free lunch either is to an explanatory point (in 
Sober’s sense) or it is not 
(B2) If it is not, then we should not postulate it (it is not a lunch) 
 (B3) If it is to an explanatory point, then it comes with a cost. (It is not free). 
(B4) So there can be no ontological genuine free lunches. 
 
Armstrong, Schaffer, and Cameron all disagree. Each of them claims certain entities as a 
free lunch. In the next three sections I will examine why each thinks he can claim a free lunch, 
and I will show why each fails. An addition of entities could fail to be a free lunch in two ways: 
it could fail to be beneficial and it could fail to be free. Generally my focus will be on their 




 Armstrong and Schaffer both claim that certain kinds of entities in their ontology are an 
ontological free lunch. In this section and the next, I present their accounts of the conditions 
under which an entity is a free lunch, and I show how they apply these conditions. I argue that 
while they both think that their conditions give genuine free lunches, they in fact do not. At the 
beginning of this next section, I show that Armstrong believes he can avail himself of 
unrestricted mereological composition and that it incurs no ontological cost. 
4.2.1 Diagnosis of Armstrong’s Use of Free Lunch 
In A World of States of Affairs, Armstrong introduces his “doctrine of the ontological free 
lunch” which states that “whatever supervenes or, as we can also say, is entailed or necessitated 
… is not something ontologically additional to the subvenient, or necessitating, entity or 
                                                 
13
 If the additions were not beneficial, the authors I discuss here would not be including them. 
 85 
entities.”14 Armstrong defines supervenience in the following way: Q supervenes on P if and 
only if it is impossible for P to exist without Q also existing, where P is possible. This has the 
unusual result that things supervene on themselves.
15
 Armstrong happily accepts this result, 
stating even that “symmetrical supervenience yields identity.”16 This suggests some counter-
intuitive results. This implies that sets are identical to their members. In every world where a and 
b exist, {a, b} exists, and wherever {a, b} exists, a and b exist. In those same worlds, {{a, b}, a} 
exists. So it seems that these things would all be identical: a and b, {a, b}, and {{a, b}, a}. As 
Lowe notes, claiming that sets are identical to their members means there is no way “to 
distinguish between class-membership and class-inclusion.”17 It would be true in this case to say 
both that {a, b} is an element of {{a, b}, a} and that {a, b} is a subset of {{a, b}, a}. 
Armstrong uses his doctrine of the ontological free lunch to justify his assumption of 
unrestricted mereological composition. Unrestricted mereological composition is “the thesis 
that, for any plurality of non-overlapping objects, those objects compose something.”18 At the 
end of this section, I argue that his use of the doctrine to justify unrestricted mereological 
composition fails, but to do this, I must first show that he intends the free lunch to be genuinely 
free. He claims that fusions and their parts supervene on each other and so are identical on his 
view of symmetrical supervenience. This may seem then, that Armstrong and I are having a 
verbal dispute. First, I doubt whether symmetrical supervenience actually can yield identity, for 
the reasons I gave above. Setting those issues aside, however, I still contend that Armstrong 
intends a free lunch in the sense I have described. As I will show next, Armstrong uses the 
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mereological fusions to do work that he admits cannot be done by the things that compose it. If 
this is right, then the fusion cannot be identical to its parts. 
One of the features of a genuine lunch is that it does some work that another entity or 
entities already in the ontology cannot do. Armstrong frequently uses mereological aggregates, 
which he claims are free, in ways that no other entity in ontology could be used. For example, in 
Truth and Truthmakers, Armstrong considers truthmakers for existential claims about numbers. 
He does not want to accept Platonism, so Platonic numbers are not accepted as truthmakers. He 
also rejects Russellian view that 4 is a class of classes. While Russell says that 1 is identical to 
the class of all one-membered classes, Armstrong says this has gotten the priority backwards. 
Instead, the one-membered classes are members of the class of one-membered classes because 1 
attaches to them. 
Armstrong considers the fusion of the four Evangelists. He asks of it “What makes this 
whole a whole of four men?”19 On Armstrong’s view, a truthmaker must necessitate its truth. 
That means that for a to be a truthmaker for p, p must be true in every world where a exists. On 
Armstrong’s view, neither Matthew, nor Mark, nor Luke, nor John individually necessitates that 
the whole is of four men. It is only the mereological whole that can be the truthmaker. 
Armstrong says that his suggestion is “that it is a relation holding between the property being a 
man and the mereological whole that the four men in question constitute. … We may say that 
this mereological whole ‘fours’ the property of being a man.”20 On Armstrong’s view, there are 
many truthmakers for the claim that there are at least four men, but none of them are a single, 
simple object. They must be a mereological whole in this way, but Armstrong reiterates that this 
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whole is no addition to being: “the mereological whole, as has already been argued, exists 
automatically, uninterestingly even, provided only that the four men exist.”21 
Armstrong also uses mereological wholes when providing truthmakers for general 
truths.
22
 A totality, according to Armstrong, is a mereological whole that stands in the Totalling 
relation to a property. To use his example, the mereological whole of all the black ravens stands 
in the Totalling relation to the property being a black raven. If one wants to find a truthmaker for 
the claim that all ravens are black, one need only notice that the totality of black ravens is 
identical to the totality of ravens. As Armstrong says “If and only if the two identities are 
identical, then the proposition is true, and this one totality is its (minimal) truthmaker.”23 
In both of these examples, a mereological whole stands in a particular relation to a 
property. It seems clear in both cases that the mereological whole is needed to serve as a 
truthmaker. Furthermore, it acts as a truthmaker in a way that its parts are not able to. In neither 
case do the parts necessitate their truth. When he first mentions unrestricted composition, 
Armstrong says “I shall actually require the truth of Unrestricted Mereological Composition” 
though he still maintains that “it comes … with no ontological cost.”24 It is clear that 
mereological wholes do work for Armstrong beyond what their parts can do. As such, Armstrong 
must intend that these mereological wholes are beneficial to his theory. 
4.2.2 Why the Free Lunch Doctrine Fails to Justify Unrestricted Composition 
In the previous section, I showed that Armstrong uses mereological wholes in a way that 
suggests he intends them as a genuine free lunch. In this section, I argue that when Armstrong 
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uses the Free Lunch Doctrine to justify the inclusion of mereological wholes, the argument fails 
if the free lunch in question is as I have defined it above. 
Armstrong’s justification for allowing unrestricted mereological composition is the 
following: “if [the whole] supervenes upon its parts, and if as a consequence of supervening it is 
not something more than its parts, then there seems no objection to recognizing the whole.”25 On 
the genuine free lunch conception, this statement is clearly false. As I showed in the previous 
section, the aggregate performs many tasks which could not be performed by the parts, and so 
the aggregate is something more than its parts. 
What does it mean when Armstrong says the aggregate is nothing more than its parts? 
For Armstrong it means it is identical to them. As I showed above, he thinks the fusion and its 
parts start in the symmetrical supervenience relation and that relation yields identity. Given the 
extra work they do, they cannot be identical. If they are not identical, however, then it does not 
make sense to say that their addition to the ontology is free. 
Armstrong’s mistake is that he confuses a burden he is forced to bear with a free lunch. 
His “free lunch” is more like food he didn’t want that he has to pay for anyway. He claims that 
the supervenient is a free lunch. If so, it can only be that they are “free” in the sense that their 
cost is included in the subvenient. Mereological wholes and higher-order states of affairs, for 
example, do not need to be counted in his ontology because they are “free” in virtue of their 
being necessitated by other entities already in the ontology. However, if they are free in any 
sense, they are free in the sense that he paid for them already when he claimed that aggregates 
are identical to their parts. 
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Armstrong claims to have a free lunch to which he may avail himself. Earlier I gave an 
argument that there are no free lunches. Armstrong’s best choice for blocking my argument is to 
deny either B2 or B3. B2 says that there if the supposedly free entity does no explanatory work, 
then we should not postulate it. B3 says that if it does do explanatory work, then it is not free. In 
several quotes above, I have shown that Armstrong believes certain supposedly free lunches can 
fill the role of truthmakers that other entities cannot. So he must deny B3 and hold that these 
entities really are free even though they do work no other entities do. The only justification 
given, however is the dubious claim that symmetric supervenience yields identity. Even if that 
were so, it does not explain why merely one-way supervenience yields entities at no cost. 
4.3 SCHAFFER 
 In “On What Grounds What,” Schaffer adapts Armstrong’s doctrine to justify his own 
ontological permissiveness. The justification for this permissiveness relies on these entities being 
a genuine free lunch, but by showing that they are not, I show that this free lunch doctrine fails to 
justify permissiveness. 
 Schaffer notes that, largely due to the influence of Quine, contemporary metaphysics has 
largely been focused on existence questions: Do numbers exist? Do fictional characters exist? Do 
properties exist? Etc. He claims these are the wrong questions to ask. Of course they exist, 
according to Schaffer; the interesting question is: in virtue of what do they exist? Schaffer’s 
permissivism adds several controversial kinds of entities to his ontology. Proper parts, numbers, 
properties, and fictional characters are all added. However controversial these kinds of entities 
are, Schaffer does not see their addition to his ontology as incurring any cost. Rather he claims 
they are a free lunch. 
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Where Armstrong focused on supervenience, Schaffer instead says the relevant 
relationship is that of grounding. If P grounds Q or, equivalently for Schaffer, Q depends on P, 
then Q is an ontological free lunch. If an entity is ungrounded, then it is a fundamental entity; if 
it is grounded, it is a derived entity. Schaffer’s justification for this free lunch claim is his 
adaptation of Armstrong’s doctrine, which he thinks is best understood as saying that “whatever 
is dependent is not fundamental, and thus no addition to the sparse basis.” 26 
It is true that adding dependent entities does not increase the number of fundamental 
entities, but it is not clear why we should think that gives us a free lunch. Again, it is important 
to keep in mind that the worry here is one of parsimony. As I said above, the appeal to 
parsimony, as considered by the atheistic formulation of Ockham’s razor, says that if an entity’s 
existence does not have an explanatory point, we should postulate that it does not exist. Schaffer 
suggests modifying this criterion so that parsimony is only concerned with fundamental entities. 
We are free to increase derived entities, at no cost to parsimony. A theory should only be 
counted as less parsimonious than another if the first has more fundamental entities.
27
  
As with Armstrong’s necessitated entities, Schaffer’s dependent entities can do theoretic 
work that that the fundamental entities cannot. Schaffer considers explanations for “why we tend 
to say things like ‘Moore has hands’ in English.”28 To this point, Schaffer has argued that Sider’s 
attempt in Writing the Book of the World to eliminate the non-fundamental leaves him with no 
good explanation. Schaffer says that if Sider would allow fundamental entities, he could provide 
the best explanation: “because Moore has hands.”29 
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Another example can be found in cases of explanation. P grounds Q if and only if P 
metaphysically explains Q. On Schaffer’s neo-Aristotelian view, there is a hierarchy of entities. 
At the base level are one or more fundamental entities and above that are various levels of 
derived entities. So, for example, if a is a fundamental entity, {a} is at the first level of 
dependent entities and {{a}} is at the next level and so on.
30
 The fundamental entity a grounds 
{a}, {a} grounds {{a}} and by the transitivity of grounding, a also grounds {{a}}. If mid-level 
entities - such as {a} in this example serve an explanatory purpose, if they ground other entities, 
then they add a benefit to the theory and simultaneously add new risk to it. If they do no 
explanatory work not already done by other things, however, as may be the case, then they are 
not a lunch at all. 
As with Armstrong, the best way to make sense of Schaffer’s view of free lunch is to see 
it as a case where the cost was incurred earlier when some other premises were accepted. 
Schaffer claims that if we copy a world’s fundamental entities and preserve the grounding 
relations, we get the same world back again. As with Armstrong, the addition of the grounding 
relations increases the cost of the fundamental entities. When we “buy” the fundamental entities 
and the grounding relations, the cost of the dependent entities is already included. The idea here 
is similar to the concept of “buy one pair of shoes get one free.” The cost of the free shoe has 
already been factored into the cost of the shoe that you paid for. Schaffer writes “the derivative 
entities, in order to be an ‘ontological free lunch’ and count as no further addition, ought to be 
already latent within the substances. In other words, the grounding relations should just be ways 
of separating out aspects that are implicitly present from the start.” This quote suggests the same 
idea; the cost of adding the dependent entities was incurred when we accepted the fundamental 
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entities and their grounding relations. This should not be surprising; when positing the grounding 
relation, it is implied that there is some non-fundamental thing that is being grounded.  
4.4 RESPONSE TO CAMERON 
In his “There are no Things that are Musical Works,” Ross Cameron argues that although 
there are no statues, the statement ‘there is a statue’ is true.31 To make sense of this seemingly 
contradictory claim, Cameron introduces a new language, Ontologese which is “the language we 
use to describe how the world is at its fundamental level.”32 The claim then is not contradictory 
because “there are no statues” is meant to be a sentence in Ontologese while “there is a statue” is 
a sentence in English. The account that Cameron defends here can be treated as a defense of a 
genuine free lunch. Cameron gains the benefit of statues – the English sentence “there is a 
statue” is true – without incurring a cost because he does not add statues to his ontology. 
 In this section, I motivate Cameron’s account, and I show how it can be used to argue for 
the existence of a genuine ontological free lunch. Next, I argue that Cameron’s approach fails for 
two reasons. First, I argue that Cameron fails to properly motivate the existence and use of 
Ontologese. Second, I argue that even granting the use of Ontologese, a genuine free lunch is 
unavailable.  
4.4.1 Ontologese 
 In this subsection, I explain the language Ontologese itself and Cameron’s motivation for 
introducing it. To explain Cameron’s motivation behind Ontologese, I must first introduce a 
puzzle that is hotly debated in the literature on material-object metaphysics.
33
 Suppose there is a 
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lump of clay, name Lump, which on Tuesday is made into a statue, named Ozymandias. It is 
plausible to claim that both Lump and Ozymandias exist. It is also plausible to claim that 
Ozymandias is identical to Lump for they are entirely collocated. However, Lump existed on 
Monday and Ozymandias, it seems, did not. If this is so, then Lump cannot be identical to 
Ozymandias. Many attempts have been made to resolve this puzzle. One response is to claim that 
being a statue is a phase that the lump goes through. Another is to claim that Ozymandias is the 
fusion of some temporal parts of Lump. The mereological nihilist response is to deny that 
Ozymandias exists. Mereological nihilism is the theory that there are no composite objects.
34
 
Because statues are composite objects, they do not exist. In a sense, Cameron is a nihilist 
because he does not admit statues to his ontology, meaning he does not think statues really exist, 
but as we have already seen, he claims that while statues do not exist, the English statement 
“statues exist” is true. 
 Nihilism solves the Statue-Clay puzzle as well as several other puzzles in material-object 
metaphysics, but one challenge it faces is that it entails claims which seem to contradict beliefs 
held by most competent English speakers. A theory should fit the data and one important piece 
of datum we have is that intuitively “there is a statue” is true, yet nihilism entails that there are 
no statues. One response to this approach is to insist that most English speakers say something 
false when they utter “there is a statue.”35 Cameron, on the other hand, claims that utterance is 
true, despite the fact that statues do not exist. 
 Cameron’s approach is to introduce the language Ontologese. When Cameron says “there 
are no statues,” he is saying something in Ontologese: no statues oxist. Let “oxist” be the 
quantifier in ontologese which “plays the same core inferential role as the ordinary existential 
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quantifier.”36 Because this is Ontologese and not English, the Ontologese sentence no statues 
oxist is compatible with the English sentence “there are statues;” both can be true. With this new 
language, Cameron claims we are finally equipped to solve the puzzle of the statue and the clay. 
His solution is to treat the statements that generate the puzzle as statements in Ontologese. 
Viewed in that light, the solution seems obvious to Cameron – deny the claim that Ozymandias 
oxists. While the proposition that Oxymandias exists may be true in English, it is false in 
Ontologese. Cameron takes this to be the best approach at least in part because it does not 
commit him to the denial of the English sentence. 
4.4.2 Free Lunch 
 If Cameron’s approach is right, it seems there can be instances of genuine free lunches. 
Cameron’s free lunch is similar to Schaffer’s, but Cameron’s approach avoids my objection 
because non-fundamental entities are not a part of the ontology. The fundamental level is 
comprised only of oxistent entities. To see how this works, more must be said about relationship 
between Ontologese and English. 
 Cameron says that Ontologese describes the fundamental level of the world. It may seem 
as though we already have the tools in English to say anything that could be said in Ontologese. 
Instead of oxists we could presumably say “fundamentally exists,” and instead of “there oxist no 
statues,” we could say “there are no statues at the fundamental level.” Why, then, introduce a 
new language?  
One reason is that oxists means more than merely existing at the fundamental level. On 
Cameron’s view, if something does not oxist then it does not have being.37 When Cameron says: 
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there are statues and statues do not oxist, he means that even though statues do not oxist, the 
English sentence “there are statues” is true. Cameron claims it is a mistake to “read our ontology 
off of our language.”38 Instead we should only have in our ontology those things that must oxist 
in order for our true sentences to be true.  
It is difficult to see what existence is on this view, but it is clearly something much 
weaker than oxistence. Everything that oxists exists, but not everything that exists oxists.  The 
truth of existential statements in English is not determined by that thing’s having being. 
Elsewhere, Cameron says that “’a really (or fundamentally) exists’ is true iff a is an element of 
our ontology (read: iff a does some truthmaking).”39 He has a weak sense of “existence” in 
which a weakly exists if “a exists” is being made true, but not being made true by a. This will 
not serve as a general definition of the English word “exists” because presumably things that 
oxist also exist. It does, however, suggest the following definition: ‘a exists’ is true if and only if 
either a oxists or ‘a exists’ is made true by something other than a. 
 Cameron thinks that this view allows for the possibility of a genuine free lunch, and it 
does seem to have the best case of the three considered here. Consider again the example of the 
statue. The statue on Cameron’s view can play several different theoretical roles, including 
explaining how it can be true that “there is a statue,” yet the statue itself is not a part of the 
ontology, as such it incurs no theoretic risk. 
4.4.3 First Objection 
Cameron’s solution to the Statue-Clay puzzle is to deny the Ontologese statement that 
statues oxist while affirming the English statement “statues exist.” This, however, is no solution 
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to the puzzle at hand.
40
 The original puzzle consisted of several plausible English statements 
which could not all be true simultaneously. Cameron attempts to solve this puzzle by denying 
that Ozymandius oxists. However, this does not seem to be a solution at all. The puzzle was that 
the sentences in question could not all be true simultaneously, and so one must be denied. 
Cameron has not denied one of the sentences of the puzzle. Rather he has denied a sentence of 
Ontologese that sounds similar to a sentence in the puzzle. 
For Cameron’s solution to count as a solution to the puzzle, he must show that when 
metaphysicians have been debating the Statue-Clay puzzle, they were speaking Ontologese all 
along. The first option is highly implausible. It suggests that metaphysicians meant something 
drastically different than what they thought they were saying when speaking in a field in which 
they are experts. Clearly they believe there is a puzzle to be solved here. If they had realized that 
some of the sentences were in English and some were in Ontologese, there would be no tension 
to the puzzle. It also loses the motivation for struggling with these puzzles. The challenge of the 
Statue-Clay puzzle is that it threatens our beliefs about very basic notions of existence. If the 
puzzle is rephrased in Ontologese, the beliefs it challenges are not of existence but of oxistence. 
Cameron himself admits that “there are no existence claims in Ontologese that are part of the 
corpus of our common-sense beliefs.”41 
This first objection is that Cameron’s solution is a solution to a different puzzle and that 
this other puzzle is not worth worrying about. However, this objection does not address the 
possibility of an ontological free lunch. While Cameron’s approach may not be an adequate 
solution to the Statue-Clay puzzle, it may be that metaphysicians should rephrase many of their 
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 See also Korman (forthcoming) for more  
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debates in Ontologese, and this may lead to genuine free lunches. In the next subsection, I argue 
that Cameron’s view is false. 
4.4.4 Arrangements 
 On Cameron’s view, composite objects do not oxist, and while some may exist, existence 
does not confer being. Cameron says that we should not build our ontology from our language, 
but instead that we should build our ontology by determining what things must oxist in order for 
our true statements to be true. 
 On a more traditional view, we might take a sentence like “There is a statue” and infer 
that statues should be part of our ontology. Cameron says this is the wrong approach and instead 
we should see what needs to oxist in order for that statement to be true. According to Cameron 
“’there are statues’ is true … because there [oxist] simples that are arranged statue shaped (as a 
result of the intentional actions of agents.”42 From this example, we are supposed to see that all 
we need to have in our ontology, for the statement “there is a statue” to be true, are some 
simples, agents and actions. I argue that this example shows that more is required to make the 
statement true. 
 I will argue that the statue case shows that we must admit complex objects into our 
ontology, but first I want to consider an easier case from Cameron. Cameron considers that 
“perhaps the world needs to contain complex objects to make it true that … there is something 
that is the sum of a, b, and c.”43 Cameron considers this logical possibility but claims it is also 
possible that only a, b, and c need exist for it to be true that, in English, the sum exists. In other 
words, it is possible that “there is a sum of a, b, and c” is true while it is also true that the sum of 
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Cameron (2008a, 301) 
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 Cameron (2008a, 302) (emphasis his) 
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a, b, and c does not oxist. For all Cameron has said in his view, it is possible that for any three 
objects which oxist, there is a sum of those three objects. I think Cameron is correct here when 
he says that this example is not a challenge to his view. He is still committed to the unintuitive 
claim that something can exist without being, but that problem is not specific to this sort of 
counter-example. 
 The example of the statue, while similar to the sum example, cannot be explained away 
as easily. Cameron claims that to determine our ontology we should consider what must oxist to 
make it true that “there is a statue.” Unlike in the sum example, the existence of the simples that 
make up the statue is not enough. It was plausible to allow that whenever three objects oxists 
there exists a sum of those objects. It is implausible, however, to say that whenever some simples 
oxist there is a statue. In order for it to be true that “there is a statue,” there must oxist more than 
just the tiny bits of matter that compose the statue. 
 As Cameron says, the simples must be arranged in the right way. He takes this to show 
that only the simples are required to oxist for it to be true that “a statue exists,” but clearly they 
must also be arranged in a certain way. Remember that Cameron said that the things that oxist 
are the things that do the truthmaking. In the case of the statue, something more than the simples 
merely existing must be the case for it to be true that a statue exists. Cameron writes “perhaps the 
truth of ‘Michelangelo’s David exists’ … [requires] only that there oxist a David-shaped 
collection of marble bits…”44 This quote shows that more than the marble bits are needed; the 
collection is also needed. If the collection is needed, then the collection is doing truthmaking 
work and so it oxists. 
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 Cameron (2008a, 304) 
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 Cameron has a few possible replies. The first is that the collection of marble bits has the 
same ontological status as the sum of a, b, and c. This reply says that it is true that there is a 
collection of marble bits, but there does not oxist a collection of marble bits. This, however, 
would imply that the collection is not needed for it to be true that there is a statue. In fact, the 
collection and more is needed to ensure the truth of the statement “there is a statue.” As I argued 
in my first chapter, truthmakers should necessitate their truth. Neither the individual marble bits 
nor their collection necessitate the truth of there being a statue. What necessitates that truth is the 
fact or state of affairs of the collection of bits of marble being arranged in a certain way.
45
 The 
collection of marble bits has a property, being David-shaped, that the bits themselves do not 
have. This is similar to Armstrong’s example of the Evangelists being a truthmaker for the 
existence of 4. No single Evangelist necessitates the existence of 4. It is only when taken as a 
group that they can serve as truthmaker for that fact. Similarly for the collection of bits and the 
statue. It is only the collection of bits arranged together that necessitates a statue. 
What’s more, per Cameron’s definition, the arrangement has to be done intentionally, in 
this case by Michelangelo. So in order for it to be true that there is a statue of Michelangelo’s 
David, there must be the fact that Michelangelo intentionally arranged a collection of marble bits 
in a David-shaped arrangement. None of the individual parts of that fact make it true that there is 
a statue of Michelangelo’s David. So the truthmaker is that fact, and so that fact oxists. In order 
for that fact to be true, there must oxist a collection of marble bits, so the oxistence of that fact 
entails the oxistence of the collection of marble bits. 
 Cameron’s second possible reply is to argue that the arrangements are not fundamental, 
but there are simples that ground arrangements and that these simples together with the bits of 
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individual bits of marble are needed. 
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marble are what make it true that there is a statue. This reply is similar to the first, but it is worth 
pausing on to discuss arrangements. From what I have argued, it seems as though Cameron 
should be committed to the oxistence of arrangements. It is clearly not the bits of marble that 
make it true that there is a statue of David – those bits could be scattered across the universe. Nor 
is the collection of those bits what make the statue – the collection could be just a lump. What 
makes it true that “there used to be a lump and now there is a statue” is the arrangement of the 
bits of marble. The challenge to Cameron here is that arrangements do not seem to be 
fundamental themselves. It seems at the least that the bits of marble are a part of the arrangement 
and are presumably more fundamental than the arrangement itself. One approach Cameron could 
take here is to find something more fundamental than an arrangement and the natural choice 
seems to be location. What makes this arrangement a David-shaped arrangement is that each of 
those bits of marble also has a particular location in relation to every other bit in the 
arrangement. Still I do not think this will let Cameron off the hook. Even if he took the property 
of having a specific location to be fundamental along with the bits of marble, that existence of 
the property and the existence of those bits is not enough to ensure that the truth of “there is a 
statue.” To do that, he must rely on something like a fact. 
4.4.5 No Free Lunch 
 I have argued in the previous few subsections that while it seems that Cameron’s 
approach could generate entities that are a free lunch, Cameron’s approach is too flawed to 
succeed. Any fix he could apply to the theory would require raising the ontological status of 




 Several authors have appealed to the notion of an ontological free lunch. I argued that 
there can be no free lunches, and then tried to dispel the inherent tension between my argument 
and the claims to free entities by Armstrong, Schaffer, and Cameron. I attempted to show that the 
uses each to which each of them puts their supposedly free entities shows that they play 
important explanatory roles in their theories – roles that other entities cannot fill. As such, the 
addition of each of these entities incurs a risk to the theory.
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CHAPTER 5  
THE GROUNDING PROBLEM 
 
 In previous chapters, I illustrated the grounding relation and laid out what features it does 
and does not have. In this chapter I demonstrate how the grounding relation is relevant to 
ongoing debates in contemporary metaphysics. I do so by focusing on two debates in particular. 
First, I discuss the grounding problem from material object metaphysics. The grounding problem 
concerns a puzzle of colocation. A statue and the clay that compose it seem to have different 
modal properties, yet this would suggest that they are distinct entities which happen to be 
entirely colocated. The grounding problem is that there seems to be nothing that grounds the 
modal difference. If so, the argument goes, then there is no modal difference, and hence there is 
only one entity.  
In the second section, I use the grounding problem to demonstrate the importance of a 
well developed account of the grounding relation. I begin the development of a methodology of 
metaphysics founded on the grounded relation. I then show how such a methodology can be used 
to navigate the grounding problem. I consider the connection between grounding and 
Truthmaker. Truthmaker is the theory that some or all truths are made true by some entity or 
entities. For example, the true proposition that this apple is green is made true by the state of 
affairs of the apple being green. D. M. Armstrong attempts to develop a philosophical 
methodology out of Truthmaker. He proposes that metaphysicians begin investigations into 
ontology by looking at truths and determining what truthmakers must exist to make those truths 
true. Armstrong suggests that we should use this as our methodology to determine which entities 
to include in our ontology. For example, because of facts concerning things having properties, 
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such as in the green apple example, Armstrong believes we should include states of affairs in our 
ontology. I argue in the second section that using Truthmaker as a methodology for ontology in 
this way is a flawed approach. It does, however, have at its heart an important insight into the 
connection between truth and reality, and at the end of the second section, I argue that what 
Truthmaker is trying to capture is actually the grounding relation. 
While there is not much overlap between these two topics, one feature that they have in 
common is a demand, from at least one side of the debate, for explanation. The explanation 
called for in each case is best captured by the grounding relation. My primary goal in this chapter 
is to show the general point that the grounding relation plays an important role in these debates 
in contemporary metaphysics. While doing so, I will argue for the particular views which I hold 
in these debates. By examining these particular arguments, one can begin to see the general role 
that grounding can play in contemporary metaphysics and how important an investigation into 
grounding is. 
5.1 LUMPL AND GOLIATH 
 In this section, I present the grounding problem as it pertains to a puzzle concerning 
colocation.
1
 I first present the puzzle of Goliath and Lumpl, and then I propose a solution to it. 
Karen Bennett has anticipated responses similar to the one I give, so I try to show how my view 
avoids her concerns.
2
 In the later parts of the section, I show how Bennett’s discussion of the 
grounding problem leads to a grounding methodology, and I attempt to sketch such a 
methodology. 
                                                 
1
 The grounding problem was first introduced by Burke (1992). My description of the puzzle is based on Gibbard 
(1975) 
2
 Bennett (2004) 
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According to Gibbard’s version of the puzzle, Lumpl, a lump of clay, and Goliath, a 
statue, are simultaneously created and later simultaneously destroyed. During their entire 
existences, they are entirely colocated. The puzzle is that on the one hand, it seems as though 
there is only one thing exactly located where Lumpl is located: a clay statue which exists for 
some time and then goes out of existence. Call people who hold this view one-thingers. They 
argue that even though we have given that thing two different names, we should bear in mind 
that Lumpl and Goliath are entirely colocated for their entire existence. So it seems that Lumpl is 
identical to Goliath. Why think there is more than one object there?  
On the other hand, there is a straightforward answer to that last question: the lump and 
the statue have different modal properties and so by Leibniz’s law they are distinct. They have 
different modal properties because Lumpl is squivable – it can survive being squashed into a ball 




The one-thing position has intuitive force. If shown Goliath and asked to count the 
number of objects that are exactly located where Goliath is, most ordinary English speakers 
would report just one. But given the puzzle, one-thingers must make one of two claims. Either 
they must hold that Lumpl and Goliath do not have different properties or they must hold that 
Goliath’s and Lumpl’s having different properties does not entail that Goliath is not identical to 
Lumpl. Lewis and Gibbard defend the former.
 5
 On their views, “squivable” is context-sensitive. 
So although Lumpl is squivable and Goliath is not, this does not entail that there are two entities 
with different properties. Rather there is one entity that is squivable in some situations, and not 
                                                 
3
 The term “squivable” comes from deRosset (2011)  
4
 These are the terms Bennett uses and she believes she picked them up from Yablo. deRosset uses “monism” and 
“pluralism,” but their use here would confuse the earlier use to which I put those same terms. 
5
 Gibbard (1975) and Lewis (1986) 
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squivable in others. This is similar to how the statement “it is raining now” is true in some 
contexts, but false in others. 
The Lewisian counterpart theory response accepts Leibniz’s law, holds that Lumpl is 
identical to Goliath, and yet claims that one can survive squashing and the other cannot. It seems 
as though this is a contradiction, but the worry is dispelled when noting that referring to the same 
object by different names can create different contexts. On counter-part theory, when a de re 
modal attribution is made, it is evaluated as follows: S is possibly F =df S has a counterpart that is 
F.
6
 To say S has a counterpart is to say that there is an individual at a possible world who is not 
identical to S
7
, but is sufficiently similar in certain respects. Which similarities matter depends 
on the context. 
Concerning Lumpl and Goliath there are two relevant similarity metrics. There is a 
similarity metric when thinking about lumps (CL), and there is a similarity metric when thinking 
about statues (CS). When mentioning Goliath or statues, we get the CS relation. Similarly when 
discussing Lumpl or lumps, we get the CL relation. These relations connect the object to its 
relevant counterparts, where relevance depends on the context.  
So on this view, to say that Lumpl is possibly flat sets the context to one of lumps. So this 
claim of Lumpl’s possible flatness is evaluated by looking at the Lumpl counterparts that are CL 
related to Lumpl and determining if any of them are flat. Lumpl has at least one flat counterpartL 
so Lumpl is possibly flat. 
Similarly, but with different results, the claim that Goliath is possibly flat is evaluated in 
the CS context. In this case, the counterparts are the ones that are CS related to Goliath. None of 
these counterpartsS are flat, so Goliath is not possibly flat. 
                                                 
6
 Lewis (1968, 117) 
7
 On the Lewisian view, there is no trans-world identity. 
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Above, I said that the single-thinger must either deny that Lumpl and Goliath have 
different properties, or they must deny Leibniz’s law. The Lewisian counterpart theory reply 
does the former. On this view the same object is CL related to some counterparts and CS related 
to others. It is the differing contexts which makes it true that Goliath is not possibly flat while 
Lumpl is. 
To defend the latter claim, the denial that Leibniz’s law applies to Lumpl and Goliath, 
one would have to show that differences in modal properties are not sufficient to show that two 
things are nonidentical.  
5.1.1 The Grounding Problem 
 As I showed at the end of the last section, single-thingers must either attack Leibniz’s law 
or else show that Goliath and Lumpl do not have different properties. On the other side of the 
debate, the standard multi-thinger approach is to affirm Leibniz’s law and show that they do have 
different properties by pointing to any of several candidate differences. A common proposed 
difference is the one I mentioned above: that Lumpl is squivable, while Goliath is not.
8
 This is 
the type of multi-thinger response that the grounding problem is meant to undermine. 
The grounding problem asks in virtue of what do Lumpl and Goliath have the differences 
they have? In the example I have been considering, the one-thinger is claiming that the multi-
thinger must supply a ground that explains why Lumpl is squivable but Goliath is not. The 
argument they make is that there can be no satisfactory ground supplied. For example, Lumpl 
and Goliath apparently have all the same physical features and constituents – the clay and the 
statue are both made of the same sub-atomic particles, they have the same mass, they make the 
                                                 
8
 I will use this as my default example, but it is not the only example available. A multi-thinger might also appeal to 
kind or sortal properties. 
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exact same sound when struck, etc. So it would seem that physical features will not provide a 
satisfactory answer. Single-thingers who wield the grounding problem go on to argue that just as 
the physical features do not suffice, nothing could suffice to ground the existence of the distinct 
but wholly colocated Goliath. 
In this section, I will show some of the possible replies to the grounding problem, and 
then I will defend the view that Goliath is not squivable, while Lumpl is, in virtue of a 
transformative act performed by the sculptor. The discussions in this section are done with an 
eye to the next section. In that section I begin to sketch a methodology of metaphysics that relies 
on finding grounds. 
There are two classes of possible solutions to the grounding problem that I will discuss. It 
may be that Lumpl and Goliath have different modal properties in virtue of more fundamental 
non-mental properties. Or it may be that their differences obtain in virtue of facts about us.  
5.1.2 Supervenience 
 I have maintained that while I will be using persistence conditions – the ability or lack 
thereof to survive squashing – as my primary example, much of the discussion herein can apply 
to a variety of candidate properties that illustrate that Lumpl and Goliath are distinct. It will be 
convenient to have a term to refer some other such properties. I favor Bennett’s term sortalish 
which she defines as: “i) persistence conditions ii) kind or sortal properties and iii) properties 
that things have partially in virtue of their instantiation of properties in i) or ii).”9  
 Sometimes the grounding problem is formulated in terms of supervenience. The thought 
is that the sortalish properties supervene on non-sortalish properties. The typical approach for the 
one-thinger is to argue that Lumpl and Goliath have all the same non-sortalish properties. They 
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say next that the sortalish properties supervene on the non-sortalish properties, and if so then 
Lumpl and Goliath must have the same sortalish properties as well. So they have the same 
sortalish and non-sortalish properties, and so by Leibniz’s law are identical. So the argument 
looks like this: 
 (S1) Lumpl and Goliath have all the same non-sortalish properties. 
 (S2) Sortalish properties supervene on the non-sortalish properties. 
(S3) If the sortalish properties supervene on the non-sortalish properties and Lumpl and 
Goliath have all the same non-sortalish properties, then Lumpl and Goliath must 
have the same sortalish properties 
 (S4) So Lumpl and Goliath have all the same sortalish and non-sortalish properties 
 (S5) So by Leibniz’s law, Lumpl = Goliath. 
 
 The multi-thinger could try to argue that Lumpl and Goliath differ in their non-sortalish 
properties – a denial of S1 - but then this would immediately show by Leibniz’s law that Lumpl 
and Goliath are distinct, so an appeal to supervenience is no longer needed.  
 The other option available to the multi-thinger is to claim that there is an equivocation in 
S2 and S3. She can say that there are different notions of supervenience, and she will claim that 
the senses that make S3 true in turn make S2 false. For example, there is a reading of S2 which 
says that necessarily, any two objects with exactly the same non-sortalish properties have exactly 
the same sortalish properties. This sense of supervenience suffices to make S3 true. The multi-
thinger giving the equivocation response will deny S2 on this sense of supervenience. 
 On the other hand, there are readings of S2 which the multi-thinger can claim are true, 
but they then insist that S3 is false.
10
 Take an example from Olson, adapted and applied to S2: 
necessarily, any two objects with exactly the same non-sortalish properties will either have the 
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 Bennett (2004, 344) and deRosset (2011, 176) both point to several weak forms of supervenience that may fit the 
requirements. 
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same sortalish properties or materially coincide with things that do.
11
 On this reading, the multi-
thinger can grant S2, but then S3 is false. 
 For equivocation responses to successfully defend against this argument, they must show 
that there is no sense of supervenience on which S2 and S3 both turn out true. I will set aside this 
issue, for as both Bennett and deRosset note, it is not worth getting bogged down in an argument 
over whether one or another of these accounts of supervenience is sufficiently strong to be a 
candidate for this line of response.  
The reason is that blocking the supervenience argument is not enough to defuse the 
grounding problem. One may think that if the mult-thinger can find and defend the right sense of 
supervenience, maybe for example the coincidents-friendly sense above, then she can argue 
positively that this weaker supervenience explains why Lumpl and Goliath have different 
sortalish properties. The problem is that supervenience, in general, does not carry explanation. 
For example, necessary truths supervene on contingent truths. In every world where the Cubs 
win the World Series in 2015, two plus two equals four, but clearly the former does not explain 
the latter. The demand the grounding problem purports to place on the multi-thinger is one of 
explanation; the multi-thinger is supposed to explain how it could be that Lumpl and Goliath 
have different sortalish properties. 
5.1.3 We Create the Different Sortalish Properties 
 The other possibility from Bennett that I will discuss is that we somehow create the 
different sortalish properties that the multi-thinger claims Goliath and Lumpl have. On these 
solutions to the grounding problem, the sortalish properties of Goliath and Lumpl will at least 
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 Olson (2001, 343)’s version of the supervenience is between things with the same microstructure and possibly 
different intrinsic qualitative properties. He borrows Rea’s name, calling this “conincidents-friendly supervenience’ 
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partly depend on us (or some part of us such as our minds or our intentions), and this dependence 
will explain why, despite having the same non-sortalish properties, Golitah and Lumpl have 
different sortal properties. 
5.1.3.1 Pointing and proclaiming 
 One way we might do this is through the “pointing-and-proclaiming” model.12 On this approach, 
we single out objects and then grant them their sortalish properties. In this case, we point at 
Lumpl and declare that it can survive squashing. Then we point at Goliath and declare that it 
cannot survive squashing.  
One problem with this should be readily apparent. The point and proclaim model cannot 
justify the distinction between Lumpl and Goliath as it already assumes that Goliath and Lumpl 
are distinct, before any conferral of sortalish properties. In order for us to be able to point at them 
(separately) and confer some sortalish properties to Lumpl and some other sortalish properties to 
Goliath, Lumpl and Goliath must first be distinct. This is true before the first pointing and 
proclaiming, so the pointing and proclaiming cannot justify the claim that Lumpl and Goliath are 
distinct. We would have to accept that Goliath and Lumpl are distinct yet indiscernible until we 
point and proclaim. 
Pointing and proclaiming is also problematic because it seems to give us too much power 
over the world. While I do believe we have creative powers, we are not so powerful as to be able 
to create anything out of nothing. Yet this point-and-proclaim view is completely unrestricted in 
this respect. 
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 Bennett (2004, 346) 
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5.1.3.2 Creative Power 
 Another approach that depends on us says that we give Goliath and Lumpl different sortal 
properties by our power to call things into existence.
13
 On the pointing-and-proclaiming model, 
we bestowed properties on things that already existed. On this model, we create one or more of 
the objects in question and, in the process, generate their sortalish properties.
14
 
My own view is a form of the creative power approach. I think that we are able to create 
certain kinds through intentional action, and in so doing, we create their sortalish properties. On 
this view, the sortalish properties partly depend on the manner of the object’s creation and the 
intent of the creator. 
Take for example, a counterfeit $100 bill.
15
 Let us suppose that this bill was created by a 
rogue employee at the bureau of printing and engraving. She breaks in one night and prints out 
several sheets of $100 bills that are completely indistinguishable from the legitimate currency 
that will be printed the next morning. However, the bills our rogue employee printed are 
counterfeit while the currency printed the next morning is not. I contend that the manner of 
creating the counterfeit bills and the intent of the creator partly ground their being counterfeit. As 
I have told the story, those are the only differences. The counterfeiter followed exactly the same 
process for printing money that she does every day when she is working at the bureau. She used 
all the same paper, the same engravings, ink, etc. The difference is that the manner of the bills 
creation was different – she was not acting with the authority to print new currency – and the 
intent of the counterfeiter was different – she intended to create counterfeit money. 
                                                 
13
 Bennett (2004, 347) 
14
 Bennett seems to hold that on this view we create both Lumpl and Goliath. It is not clear to me that this need be 
so. 
15
 Olson (2001) gives an example of a counterfeit bill when discussing supervenience, but I am making a different 
point here 
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One might immediately object and say that the rogue employee is not actually a 
counterfeiter but merely a thief. She printed legitimate $100 bills but then stole them. I do not 
share this intuition, but if one finds it compelling, we can change the case without harming the 
example. Suppose she uses her inside knowledge to build all the required components. We can 
imagine that she is able to create a reproduction that is completely indistinguishable from a 
genuine $100 bill. What makes it counterfeit is again the intent of the counterfeiter and the 
illegitimacy of its creation. 
The greater concern with views such as mine is that they give too much creative power to 
humans. Olson has such worries about views similar to mine. He supposes we have two pieces of 
bronze, one which was intentionally sculpted by an artist and the other which was accidentally 
created by a volcano. He finds it “incredidble” that had the sculpted piece of bronze come to be 
the way it is by the volcano instead of the sculptor, it would not be a sculpture.
16
 My counterfeit 
bill example was meant to show that this is not so incredible. The intent of the counterfeiter is 
what makes it a counterfeit bill. Suppose a cosmic coincidence caused something to come into 
existence. This thing looks exactly like a $100 bill, it is materially indiscernible from the real 
thing. I would call this neither a genuine bill nor a counterfeit bill. It is not genuine because it 
was not made with the right intent. It was not created by an authorized agent of the government 
with the intent of creating currency. On the other hand I would not consider it a counterfeit, as 
counterfeits are created with the intent to deceive.  
The creation of certain artifacts, such as counterfeit money and genuine statues, depend 
on being made with the right intention. I think these are the easy cases. There are harder cases for 
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 Olson (2001)  
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which I do not have an answer. Consider another point raised by Olson. Suppose another case of 
colocation: a person and an animal. My view has no immediate explanation for this colocation. 
5.2 GROUNDING AND METHODS OF METAPHYSICS 
 In the previous section, I presented the grounding problem as a challenge to those who 
hold a certain type of view about the possibility of colocation. There have been many more 
discussions of the grounding problem concerning Lumpl and Goliath than those few that I have 
touched on above. I did not attempt to the settle the debate in the previous section, but it is worth 
demonstrating various aspects of the grounding problem debate, because it is illustrative of an 
approach to metaphysics akin to Armstrong’s use of Truthmaker.17 In this section I sketch some 
key elements of such an approach. In the next section, I show where Truthmaker falls short as a 
methodology and show how using the grounding relation can avoid some of those concerns. 
 The grounding problem is a challenge to the multi-thinger’s first assumption, that Goliath 
and Lumpl have different modal properties. The charge is that there is nothing in virtue of which 
Goliath and Lumpl have different modal properties. An argument similar to the one given earlier 
can be made. This argument emphasizes the requirement to provide grounds when positing new 
or unusual kinds or properties:
18
 
G1) Any theory which says that Goliath and Lumpl have different sortalish properties 
must say what it is in virtue of that they have those differeing sortalish properties, 
or else that theory is inadequate 
 G2) Multi-thinger theories say that Goliath and Lumpl have different sortalish properties 
G3) But those multi-thinger theories cannot say in virtue of what Lumpl and Goliath have 
those differing sortalish properties. 
-- 
G4) So multi-thinger theories are inadequate. 
 
                                                 
17
 This section is also inspired by Schaffer (2009) 
18
 This is not to say that providing the grounds is only needed when positing new or unusual kinds or properties. 
However, the need seems greater in those cases to help justify those new kinds or properties. 
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 In posing the grounding problem, the wielder of the grounding problem has claimed that 
multi-thinger theories have a burden to provide adequate metaphysical grounds for certain claims 
made. In this spirit, we can begin to provide constraints that acknowledgment of the grounding 
relation places on theories. The first rule is as follows: 
1) Grounding claims are constrained by the nature of the grounding relation. 
If there is to be any meaningful methodological use of the grounding relation, we must begin 
clarifying the notion of grounding.
19
 As the account of the grounding relation improves, theories 
that employ it can be improved and refined. While some aspects of the grounding relation are 
universally agreed upon (e.g. its asymmetry), others are contested. Sorting out these 
disagreements is where the bulk of the philosophical work will be done on the grounding 
methodology.
20
 One example I discussed in an earlier chapter concerns the appropriate relata of 
the grounding relation. Some grounding theorists hold that only facts can stand in the grounding 
relation, while others say that any entity can. If the former is accepted, then any grounding 
relations proposed by the theory must have facts as its relata. The implications of this can be seen 
when more rules are added. Consider the next rule: 
2) Theories of ontology are incomplete unless they have indicated which entities are 
fundamental and which are dependent. They are similarly incomplete if they have not 
specified the grounding chains. 
 
Multi-thinger theories can hold either that the sortalish properties of the statue are fundamental 
or grounded. Until they take a stand they are incomplete. This is the charge at the heart of the 
grounding problem, as it relates to the problem of the statue and the clay. The grounding problem 
says that it is impossible for multi-thinger theories to give the grounds for the sortalish properties 
of Goliath, and so are necessarily incomplete.  
                                                 
19
 I have offered such an account in chapter 1. 
20
 These debates have been the focus of my first three chapters. 
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Relatedly, instantiations must be grounded or fundamental: 
3) If a theory claims that thing a instantiates property F as time t, then the theory must 
claim either that instantiation is a fundamental relation or it is grounded. If grounded, 
it must supply the grounds. 
 
By examining the literature dealing with the grounding problem, we can begin to see the 
constraints that a grounding methodology enforces. In the next section, I consider a rival 
methodology. Ultimately I conclude, contra Sider, that the rival methodology is actually an 
instance of the grounding methodology. 
5.2.1 Truthmaking 
 In the previous section, I began an accounting of what I call the grounding methodology. 
There are other accounts of what lies at the heart of metaphysics. Sider argues that it is structure. 
Armstrong thought that truth and truthmakers are the building blocks of metaphysics. In this 
section, I focus on one of these rivals – Armstrong’s truthmaking. 
Truthmaker is the theory that some truths have truthmakers, but most truthmaker theorists 
are truthmaker maximalists, which says that every truth has a truthmaker. If truthmaking is to 
function as a methodology in the way Armstrong believes (the way I present here), then he must 
suppose maximalism. Armstrong takes Truthmaker to give us a methodology for doing 
metaphysics. He says that “in general, in metaphysics the path is from supposed truth to 
truthmaker.”21 One ordinary way to do metaphysics is to go from things to truth. Scientists 
examine the world and discover both macroscopic and microscopic things. From that list of 
entities we begin to conclude various truths. The first such truths are simple: x exists, y exists, x 
and y exist… but through more thought and more examination, we deduce deeper truths.  
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Armstrong’s approach to metaphysics turned this around. Instead of starting with entities 
and discovering truths, Armstrong starts with Moorean truth, which he takes to be our epistemic 
foundation, and builds to scientific truths. From these truths, he then posits entities. On the 
Truthmaker assumption that every truth is made true by some entity, Armstrong is able to move 
from truths to entities. Armstrong’s methodology is to look at what truths we are certain of and 
then find the entities which must exist to serve as truthmakers. 
For example, we may know with certainty that a particular apple is green. What makes 
true the proposition that the apple is green? Given certain reasonable constraints on what counts 
as a truthmaker,
22
 it seems that the apple in not the truthmaker. In this case, the constraint is that 
in order to make something true, the truthmaker must necessitate the truth. X necessitates the 
truth of proposition p if and only if in every world where X exists p is true. Consider again the 
green apple. The apple could have been red, so the apple alone does not suffice to make the 
proposition in question true. Rather, Armstrong says that the best truthmaker for that proposition 
is the state of affairs of the apple’s being green. Because this is the best truthmaker for a truth we 
are certain of, we should admit it to our ontology, and similarly for other states of affairs. Using 
this methodology, Armstrong describes a world of states of affairs. 
5.2.2 Truthmaker Arguments 
 Armstrong’s method of metaphysics is to start with truths and conclude entities. 
He does this by means of what he calls a “truthmaker argument.”23 Truthmaker 
arguments have the following form: 
1) P 
                                                 
22
 In this case, the constraint that in order to make something true, the truthmaker must necessitate the true 
proposition 
23
 Armstrong (2004, 48) for the first such use. 
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2) If P, then there exists some entity or entities that necessitate the truth of P 
3) The best candidate entities that make p true are x (y, z, …) 
4) So x (and y and z…) exist 
 
What makes a candidate entity “best” is left vague, but one constraint Armstrong requires is that 
the truthmaker must necessitate the relevant true proposition. R  necessitates that q if and only if 
q is true in every world in which r exists. If we consider the true proposition this apple is green, 
we can see that neither the apple nor Green necessitates the truth of that proposition.
24
 In another 
possible world, that same apple might be red. There might be a world in which the universal 
Green exists but that apple does not. So neither the apple nor the universal make true that 
proposition, because either might exist and the proposition may be false. Even the fusion of the 
two is not enough to necessitate the proposition. Even if we consider only worlds where both the 
apple and the universal exist, there will be some worlds where the proposition is false. Since 
none of the obvious candidates are suitable truthmakers, Armstrong says we must posit states of 
affairs; in this case, the state of affairs of the apple being green. Such an entity does necessitate 
the truth of the proposition under consideration. 
 There are two problems this Truthmaker methodology faces that I will discuss. The first 
is that Truthmaker is seriously impoverished unless it further assumes that every truth has a 
truthmaker. This assumption is called truthmaker maximalism. The second problem facing the 
Truthmaker methodology is that it relies on choosing the best candidate entity without giving an 
indication of what makes an entity the best candidate. This latter point will lead to a more 
general criticism of the truthmaker methodology: that it fails to hit the important truths that 
grounding captures. I touched on this in Chapter 1.  
                                                 
24
 I am assuming here that apples do not have their color necessarily.  
 118 
5.2.2.1 Maximalism 
 Truthmaker arguments begin with truths and conclude that their truthmakers exist. 
Armstrong takes this to be the methodology for doing metaphysics. The first problem with this 
methodology is that it relies on the assumption that every truth has a truthmaker. Without this 
assumption the move from the premises to the conclusion is unwarranted – the ability to posit a 
suitable candidate truthmaker, even the ability to posit the best candidate truthmaker, is not 
enough to conclude that that entity actually exists. Instead, such arguments must rely on the 
assumption that every truth has a truthmaker.
25
  
 A primary motivation for Truthmaker is the ability to catch cheaters. Cheaters are 
philosophers who claim certain truths without being able to provide an adequate truthmaker. 
Sider says that “the point of the truth-maker principle … is to rule out dubious ontologies.” 26 For 
example, presentists, who hold that only currently existing entities are real, and eternalists, who 
claim that past, present, and future entities are real, both agree that propositions like there were 
dinosaurs are true. Sider, representing the eternalist, has an easy at hand truthmaker – past 
dinosaurs. On the eternalist view, dinosaurs are as real as cars, people, and future bases on Mars. 
Existing in the past or future is like existing ‘over there.’ Their temporal distance makes them no 
less real than does the spatial distance of the Eifel Tower.
27
 
 Sider argues that the presentist has no good candidate truthmaker for the truth that there 
were dinosaurs. One proposed solution is that the world has the property of previously 
containing dinosaurs, but Sider wonders what justification could be given to support that 
                                                 
25
 Truthmaker theorists could hold a weaker claim – that every contingent truth must have a truthmaker. This would 
allow them to avoid some of the objections that Merricks makes in his Truth and Ontology. Although I agree with 
Merricks that restricting truthmaker to contingent truths diminishes the intuitive appeal behind truthmaker, nothing 
that I say in what follows will turn on this distinction. My criticisms do not turn on the unintuitive claims some 
truthmaker theorists are forced to make that my hand is a truthmaker for the fact that 2 is the only prime number. 
26
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property? He claims such responses cheat because nothing in the presentist’s ontology could 
make this claim true. 
 We can draw a comparison here to the grounding problem discussed in the earlier 
section. The one-thinger can be seen as accusing the multi-thinger of cheating, because the multi-
thinger has not supplied an adequate grounds for Goliath’s different sortalish properties. 
 If Truthmaker is meant to rule out cheaters, then its effectiveness is seriously impaired if 
the cheater-catcher denies maximalism. If maximalism is not true, it leaves the presentists with 
the option of insisting that truths about the past and future are exactly the sort of truths that do 
not require truthmakers. 
 The first problem facing truthmaker maximalism is that there are evidently truths with no 
truthmakers. Merricks makes a compelling case for the claim that negative existentials, 
propositions of the form x does not exist, are not made true by any existing thing.
28
 If he is right 
then tuthmaker maximalism is false, for surely there are true negative existentials, but these 
would be truths without a truthmaker. 
 But even if Merricks is wrong and we can posit reasonable truthmakers for every difficult 
case, such as negative existentials, why should we assume that the entities we posit, and not 
some other entities, are the right ones in this case? We can posit an infinite number of 
truthmakers for some truths and we can posit any number of absurd truthmakers for such truths. 
Take for example again the green apple. That the apple is green of course could be made true by 
the state of affairs of the apple being green, but it could also be made true by the state of affairs 
of the apple being green and water being wet or the state of affairs of the apple being green and 
there being a non-existent large man in the doorway. Our ability to posit truthmakers, by itself, 
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is no reason for believing in the existence of those entities. Armstrong appeals to our intuition 
that the truth of a statement is dependent on something outside that statement. While this 
intuition is strong in the easy cases, it is less compelling in the difficult cases, such as negative 
existentials. Why think that there is some entity which makes it true that some other entity does 
not exist? A truthmaker theorist may be able to give a satisfactory answer to this question. She 
may be able to provide independent support for, e.g., totality states of affairs. However, what she 
will not be able to do is defend maximalism from within truthmaker theory itself. This is what I 
take to be third problem with maximalism. 
The truthmaker methodology is to use truthmaker arguments to determine what entities 
exist – start with truths and see what truthmakers they must have. This method only works if 
maximalism is assumed. That being the case, any attempt to justify maximalism by appeal to 
truthmaker methodology begs the question. 
 In this section, I have attempted to show that truthmaker maximalism must be assumed in 
order to use the truthmaker methodology. We can only conclude the candidate truthmaker exists 
if we assume that every truth has a truthmaker. I then attempted to show that this is a problematic 
assumption for three reasons. First, it is not obvious that every truth has a truthmaker. Intuitively 
it seems unlikely that some entity makes it true that unicorns do not exist. Second, even if we can 
find a plausible truthmaker for every truth, we have no justification for concluding that the 
proposed entity actually exists. Third, no truthmaker argument can be given to show that 
truthmaker maximalism is true. This third point leads to a more general problem with truthmaker 
which I will explore in the next section. 
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5.2.2.2 The Usefulness of Truthmaker 
In this section, I pick up a thread suggested by my third criticism of truthmaker 
maximalism. The truthmaker methodology cannot be used to justify itself. As I have argued, if 
one wishes to defend the truthmaker methodology, she will have to defend truthmaker 
maximalism without appealing to the truthmaker methodology. To do this, however, she will 
have to give independent justification for each proposed truthmaker. For example, she will have 
to give a non-truthmaker reason to believe that there are states of affairs. But if such independent 
evidence is available what need is there for the truthmaker methodology? At best, I think, the 
ability to act as a truthmaker may lend some weight to the case of one entity over another, but 
that is a far cry from the role Armstrong envisions truthmaking to have. If the truthmaker 
methodology was meant to bypass or be a rival to the more traditional methodologies, then I 
think it fails here. Any justification of the truthmaker methodology will rely on the other 
methodologies. 
This same problem of the utility of truthmaker arises when trying to distinguish between 
rival proposed truthmakers. Earlier I gave an example of a proposition this apple is green and its 
supposed truthmaker: the state of affairs of the apple’s being green. I picked that truthmaker as 
an example, but I could as easily have chosen a trope theory answer: the apple’s greenness. It 
seems unlikely that the truthmaker methodology will be able to settle this debate. Armstrong 
himself says, “I do not expect that my [truthmaker] suggestions will all be accepted! Different 
metaphysicians, different proposed truthmakers.”29 Either universals or tropes can adequately 
play the truthmaker role, and the truthmaker methodology does not give any further tools to 
differentiate. Again it seems that the truthmaker methodology will not bypass any of the 
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traditional arguments in metaphysics. I do not mean to suggest that Armstrong must only use 
Truthmaker as a methodology, but it is hard to see when it is useful to use Truthmaker. Without 
Maximalism, we cannot know that a particular truth has a truthmaker. We must rely on our 
intuitions or other means of determining whether a truthmaker exists. And even if we can be 
certain that there is a truthmaker, we must again rely on other methodologies to pick between 
competing proposed truthmakers.  
While Truthmaker may not be able to help us choose between tropes and universals, it 
shows that we must choose one or the other – we cannot reject both. In the next section, I will 
show that the role of Truthmaker is to begin the search for entities, and that Truthmaker and 
grounding can complement each other as methodologies. 
5.2.3 Truthmaker and Grounding 
In the previous section, I showed that truthmaker, at best, plays a limited role in 
metaphysics. Both the justification and use of the truthmaker methodology rely heavily on other 
methodologies. It is hard to see what work truthmaker contributes methodologically, but I do 
think truthmaker has an important role to play. 
While truthmaker comes up short in several ways as a methodology, there is an important 
truth at the heart of the theory: there is a connection between the world and true propositions. 
This is not a new revelation but truthmaker did play an important role in revitalizing the idea. In 
this section, I will argue that the grounding relation best captures the connection between truth 
and the world. Then I will show that this provides further evidence for what, in earlier chapters, I 
called unrestricted grounding. Unrestricted grounding is grounding that allows any type of entity 
as a possible relata of the grounding relation – it is not restricted to, for example facts. 
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 At the heart of Armstrong’s truthmaker theory is the notion that any realist should be 
attracted to truthmaker because truthmaker insists that for every truth there is something external 
to it “in virtue of which it is true.”30 This characterization from Armstrong demonstrates how 
truthmaking is a special case of grounding. Some part of the world is the way it is in virtue of 
some other, more fundamental, part of the world. Some proposition is true in virtue of some 
more fundamental entity. 
 For a first attempt at detailing the relation, we might say that truthmaking is always a 
case of grounding where one relatum is a concrete entity and the other is a proposition. This 
characterization is problematic for two reasons. 
 First, Sider’s criticism is that this only makes sense if the subject matter of the 
proposition is the relevant relata, but in the flavor of grounding proposed by Schaffer and myself, 
the relata is the proposition qua entity.
31
 Sider thinks this is problematic because the proposed 
grounding relation would say, in the case of truthmaking, that the nature and existence of 
proposition q is grounded in the nature and existence of entity p. Sider’s worry here is that the 
nature of a proposition is murky, and what we are really after in truthmaking is the content of the 
proposition. I am less worried by this. If a proposition has a nature, there are two obvious 
candidates for what that nature is: the content of the proposition or its truth or falsity. Whichever 
it is, it will fit nicely into the grounding relation under consideration. 
 The second worry about claiming that all truthmaking relations are grounding relations 
between a concrete entity and a proposition is that, due in part to the transitive nature of 
grounding, some truthmaking will be grounding relations between two propositions. p may be a 
suitable truthmaker for p or q. To capture Armstrong’s truthmaker, however, these truthmaking 
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relations should be a connection back to concrete entities. This is simple enough provided that 
either p is grounded in a concrete entity or there is some grounding chain which ultimately 
terminates in a concrete entity. 
5.2.3.1 Reply to Sider 
 Sider argues that grounding relations such as the one I endorse fail to capture truthmaker 
because my grounding relation focuses on the nature of the entities, while the truthmaker relation 
should be concerned with the content of the proposition. I gave a brief reason above as to why I 
am less worried about this, but in this section I wish to address the next couple steps that Sider 
takes in this argument. 
 Sider supposes that Schaffer’s response to this challenge will be to borrow from the 
truthmaker theorist and invoke entities such as states of affairs. In this case, if s is the state of 




 Sider believes this response is problematic and poses the following questions: “What do 
ultimate explanations look like? Do they always terminate in the mere citation of entities?” Sider 
sees two paths Schaffer could take in responding to these questions, both of which are 
problematic. I will try to answer these questions in a way that avoids Sider’s challenges. 
 Ultimate explanations do not always terminate in the mere citation of entities. I agree 
with Sider than such explanations would be unsatisfying. Instead, I claim that ultimate 
explanations include certain fundamental facts such as how fundamental particles interact with 
fields. In order to duplicate a world, it takes more than merely copying the entities, their 
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positions and the grounding relation.
33
 The fundamental physical nature, as characterized by 
fundamental fields, is an integral part of the world. An entity-duplicate world may vary greatly 
from the original if the fundamental particles which were copied over interact with the fields 
differently on the new world. That different interaction could lead to different bonds leading to 
different chemical composition, etc. Sider believes that Schaffer must bite a bullet and accept 
that “not all fundamental facts consist solely of substances” but I think that is just right and not a 
bullet at all to bite. 
5.2.3.2 The Role of Grounding 
As I have demonstrated, grounding can incorporate the essence of truthmaking, should it 
need to. This approach has several advantages over taking truthmaker as a methodology. Most 
importantly, the methodology that I began to outline in the first section does not fall victim to the 
criticisms I levied against truthmaker. While grounding can incorporate the truthmaker relation, 
the grounding methodology need not claim that every truth is made true by some entity. Also, as 
I demonstrated in the first section, grounding can play an important and unique role in 
contemporary metaphysical puzzles. 
 While grounding can incorporate Truthmaker, grounding has a slightly different role to 
play. When Armstrong employs the Truthmaker methodology, he is trying to give an account of 
what things exist, but his picture is of a mostly flat ontology. There is little, if any structure to the 
ontology. One might argue that the connection between truth and being gives some structure, but 
even if so it is not the focus, and still relatively flat. The focus of Truthmaker is on what exists. 
Contrast this with Schaffer’s picture in “On What Grounds What.”34 As I described in Chapter 4, 
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Schaffer argues here that we should be permissive with our ontology. What matters is getting the 
structure right. Truthmaker focuses on what exists, while grounding tries to get those pieces in 
the right order. 
5.3 CONCLUSION 
 In this chapter I began a shift away from the theoretical aspects of the grounding relation 
and turned instead to how it can be applied to two hot topics in contemporary metaphysics: 
material objects and truthmaking. In the first section, I showed how the grounding relation 
already plays an important role in a particular problem of colocation. I also tried to show that 
with a well-developed account of grounding, we can see a satisfactory solution to the problem. 
 In the second section, I considered an alternative methodology and showed that while 
truthmaker is limited as a methodology, it has at its core an important ideology. I argued that the 
important features of truthmaking can be incorporated into the grounding relation without the 
grounding relation inheriting those problems. Finally, I offered a challenge from Sider against 
the incorporation of truthmaking into grounding, and I showed that my account of grounding 
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