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ANALYSIS OF A MIXED FINITE ELEMENT METHOD FOR THE
QUAD-CURL PROBLEM
GANG CHEN, WEIFENG QIU, AND LIWEI XU
Abstract. The quad-curl term is an essential part in the resistive magnetohydrody-
namic (MHD) equation and the fourth order inverse electromagnetic scattering problem
which are both of great significance in science and engineering. It is desirable to de-
velop efficient and practical numerical methods for the quad-curl problem. In this paper,
we firstly present some new regularity results for the quad-curl problem on Lipschitz
polyhedron domains, and then propose a mixed finite element method for solving the
quad-curl problem. With a novel discrete Sobolev imbedding inequality for the piecewise
polynomials, we obtain stability results and derive optimal error estimates based on a
relatively low regularity assumption of the exact solution.
1. Introduction
Let Ω be a bounded simply connected Lipschitz polyhedron in R3 with connected
boundary ∂Ω. We consider the following quad-curl (fourth order) problem: find the
vector u and the Lagrange mutiplier p such that
∇× (∇× (∇× (∇× u))) +∇p = f in Ω,(1.1a)
∇ · u = 0 in Ω,(1.1b)
n× u = 0 on ∂Ω,(1.1c)
n× (∇× u) = 0 on ∂Ω,(1.1d)
p = 0 on ∂Ω.(1.1e)
Here f ∈ [L2(Ω)]3, the vector n denotes the unit outer normal on ∂Ω. This model prob-
lem arises in many different applications, such as in the resistive magnetohydrodynamics
(MHD) and in the inverse electromagnetic scattering theory.
The resistive MHD system reads ( [17,34]): find the velocity u, the pressure p and the
magnetic induction field B such that
ρ(ut + (u · ∇)u) +∇p =
1
µ0
(∇×B) + µ∆u in Ω,(1.2a)
Bt −∇× (u×B) = −
η
µ0
(∇× (∇×B))(1.2b)
−
di
µ0
∇× ((∇×B)×B)
−
η2
µ0
∇× (∇× (∇× (∇×B))) in Ω,
2010 Mathematics Subject Classification. 65L60, 65N30, 46E35, 52B10, 26A16.
Key words and phrases. Mixed finite element method; Quad-curl problem; Lipschitz domain; Low
regularity; Discrete Sobolev imbedding inequality.
1
2 GANG CHEN, WEIFENG QIU, AND LIWEI XU
∇ · u = 0 in Ω,(1.2c)
∇ ·B = 0 in Ω,(1.2d)
with some proper boundary conditions. Here, ρ is the mass density, η is the resistivity,
η2 is the hyper-resistivity, µ0 is the magnetic permeability of free space, and µ is the
viscosity.
In the inverse electromagnetic scattering theory, the transmission eigenvalue problem
for the anisotropic Maxwell equations can be formulated in the following fourth order
problem ( [26]): find the vector u and the number k such that
(∇× (∇×)− k2N)(N − I)−1(∇× (∇× u)− k2u) = 0 in Ω,(1.3a)
n× u = 0 on ∂Ω,(1.3b)
n× (∇× u) = 0 on ∂Ω,(1.3c)
where N is a given real matrix field and I is the identity matrix. The leading term in
both (1.2) and (1.3) is ∇× (∇× (∇× (∇× u))).
There are vast literatures on numerical methods solving the MHD model without the
quad-curl term∇×(∇×(∇×(∇×u))), see [3,10,11,15,19,20,23,29] and references therein
for detailed information. However, when the quad-curl term ∇× (∇× (∇× (∇×u))) is
present, the design and analysis of numerical methods for the MHD model becomes more
difficult and challenging. Therefore, it is worth devising accurate and efficient numerical
methods for the quad-curl problem, providing with substantial tools for the solution of the
resistive MHD system and the fourth order inverse electromagnetic scattering problem.
It is known that there is a strong correlation between the regularity of exact solutions
and the extent of smoothness on the computational domain on which the quad-curl prob-
lem is imposed. At the continuous level of differential equations, the author proved in [28]
that: when the domain has no point and edge singularities, it holds that u ∈ [H4(Ω)]3;
when the domain has point or edge singularities, u does not belong to [H3(Ω)]3 in general.
In [32], the author proved that on convex polyhedral domains, if ∇ · f = 0, there hold
u ∈ [H2(Ω)]3, ∇× u ∈ [H2(Ω)]3, p = 0.
These results imply that a reasonable assumption on the regularity of the exact solution
of the quad-curl problem, from which the stability and convergence results of numerics
are derived, is highly desirable for the purpose of designing practical numerical methods.
This is indeed one of our motivations for this work.
There are already many works devoted to the numerical study on the quad-curl problem
in the past decades. In [34], a nonconforming finite element method was studied under
the regularity assumption
u ∈ [H4(Ω)]3.
A discontinuous Galerkin (DG) method using H(curl) conforming elements for the quad-
curl model problem was investigated in [17], where the following regularity requirements
were assumed:
u ∈ [H2(Ω)]3, ∇× u ∈ [H2(Ω)]3.(1.4)
A mixed finite element method for the quad-curl eigenvalue problem was introduced and
analyzed in [30] given that the following set of regularities
u ∈ [H3(Ω)]3, ∇× u ∈ [H3(Ω)]3
MIXED METHOD FOR QUAD-CURL 3
holds. Instead of solving the quad-curl problem directly, through introducing extra un-
knowns, a mixed finite element method was proposed and analysed in [33, method in
(44)] based on a Helmholtz decomposition. The author proved the well-posedness and
the stability of the method, and the optimal convergence rate in the energy-norm is also
proved on the convex domain. A finite element method for the quad-curl problem in two
dimensions was studied in [4] based on the Hodge decomposition. Concerning conforming
finite element methods, since the curl-curl conforming elements in three dimensions are
still unknown (see [31] for curl-curl conforming elements in two dimensions), it would be
complicated and far from being obvious (since the conforming elements for the biharmonic
problem are quite complicated even in two dimensions, see [9] for example) if the curl-curl
conforming elements are considered.
In this paper, we firstly present several regularity results of the quad-curl problem on
general Lipschitz domains (might be non-convex) which have not been documented in
literatures yet. Then, we introduce a new mixed finite element method solving the quad-
curl model problem (1.1). Even though our numerical scheme shares some features with
that proposed in [17], the authors of [17] dealt with a quad-curl problem with a reaction
term which makes their theoretical analysis different from ours. Finally, we prove the
corresponding stability and convergence results of the numerical solution of u under a
relatively low regularity compared to that in existing works, i.e.
u ∈ [Hru0 (Ω)]3, ∇× u ∈ [Hru1 (Ω)]3, ∇× (∇× u) ∈ [Hru2 (Ω)]3, p ∈ Hrp(Ω),
where ru0 >
1
2
, ru1 ≥ 1, ru2 >
1
2
, and rp >
3
2
. In addition, we establish a novel discrete
Sobolev imbedding inequality in the following piecewise H1 norm (see Theorem 4.1):∑
K∈Th
‖vh‖
2
1,K ≤ C
[∑
K∈Th
(
‖∇ × vh‖
2
0,K + ‖∇ · vh‖
2
0,K
)
+
∑
F∈Eh
h−1F ‖[[vh]]‖
2
0,F
]
,
where vh is a piecewise polynomial of a fixed order. This inequality provides us with
a fundamental tool to further achieve the discrete H1 stability and H1 error estimate
for the approximation of ∇ × u. Moreover, turning to the inequality, we could apply
our mixed method to solve eigenvalue problems and carry out the numerical analysis of
nonlinear problems and high order problems in a low regularity region via a posteriori
analysis techniques ( [13, 14]), and we will consider it in the future works.
The rest of this paper is organized as follows. We present some regularity results for
the partial differential equations (PDEs) with the quad-curl term in Section 2. A mixed
method for the quad-curl problem is introduced in Section 3. We obtain a novel discrete
Sobolev inequality and stability results for the underlying mixed method in Section 4. The
convergence result is proved through an energy argument in Section 5. We give estimates
in H(curl) norm through dual arguments in Section 6.
2. Regularity for PDEs
For any bounded domain Λ ⊂ Rs (s = 2, 3), and any two functions u, v ∈ L2(Λ), we
denote the L2(Λ) inner product and its norm by
(u, v)Λ :=
∫
Λ
uv dx, ‖u‖0,Λ := (u, u)
1
2
Λ,
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and when Λ = Ω, we set
(u, v) := (u, v)Ω, ‖u‖0 := ‖u‖0,Ω,
for simplicity. We denote the Sobolev spaces defined on Λ by Wm,p(Λ) and Wm,p0 (Λ), and
denote its semi-norm and norm by |v|m,p,Λ, ‖v‖m,p,Λ, respectively. When p = 2 we omit p
in |v|m,p,Λ and ‖v‖m,p,Λ; when Λ = Ω, we omit Λ in |v|m,p,Λ and ‖v‖m,p,Λ. For conventional
notations, we denote
Hm(Λ) :=Wm,2(Λ), Hm0 (Λ) := W
m,2
0 (Λ).
In particular, when Λ ∈ R2, we use 〈·, ·〉Λ to replace (·, ·)Λ for distinction. The bold
face fonts will be used for vector (or tensor) analogues of the Sobolev spaces along with
vector-valued (or tensor-valued) functions. We define the following function spaces
H(div; Ω) := {v ∈ [L2(Ω)]3 : ∇ · v ∈ L2(Ω)},
H(curl; Ω) := {v ∈ [L2(Ω)]3 : ∇× v ∈ [L2(Ω)]3},
Hs(curl; Ω) := {v ∈ [Hs(Ω)]3 : ∇× v ∈ [Hs(Ω)]3 with s ≥ 0},
H(curl2; Ω) := {v ∈ [L2(Ω)]3 : ∇× v ∈H(curl; Ω)}
equipped with the graph norms
‖v‖H(div;Ω) :=
(
‖v‖20 + ‖∇ · v‖
2
0
) 1
2 , ‖v‖H(curl;Ω) :=
(
‖v‖20 + ‖∇ × v‖
2
0
) 1
2 ,
‖v‖Hs(curl;Ω) :=
(
‖v‖2s + ‖∇ × v‖
2
s
) 1
2 , ‖v‖
H(curl2;Ω) :=
(
‖v‖20 + ‖∇ × v‖
2
H(curl;Ω)
) 1
2 ,
respectively. Furthermore, we define
H0(div; Ω) := {v ∈H(curl; Ω) : n · v|∂Ω = 0},
H0(curl; Ω) := {v ∈H(curl; Ω) : n× v|∂Ω = 0},
Hs0(curl; Ω) := {v ∈H
s(curl; Ω) : n× v|∂Ω = 0},
H0(curl
2; Ω) := {v ∈H(curl2; Ω) : n× v|∂Ω = n× (∇× v)|∂Ω = 0}.
Throughout this paper, we use C to denote a positive constant independent of mesh
size, not necessarily the same at its each occurrence. The following imbedding theory is
standard but useful in the analysis of H(curl) space.
Lemma 2.1 ( [2, Proposition 3.7]). If the domain Ω is a Lipschitz polyhedron, thenXT (Ω)
and XN (Ω) are continuously imbedded in [H
α(Ω)]3 for a real number α ∈ (1
2
, 1], where
the spaces XN(Ω) and XT (Ω) are defined as
XN :=H0(curl; Ω) ∩H(div; Ω), XT :=H(curl; Ω) ∩H0(div; Ω).
Definition 2.2. We define the weak formulation of (1.1) as:
Find (u, p) ∈H0(curl
2; Ω)×H10(Ω) such that
(∇× (∇× u),∇× (∇× v)) + (∇p, v) = (f , v),(2.1a)
(u,∇q) = 0(2.1b)
for all (v, q) ∈H0(curl
2; Ω)×H10 (Ω).
Theorem 2.3. The space [C∞0 (Ω)]
3 is dense in the space H0(curl
2; Ω).
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Proof. For any v ∈H0(curl
2; Ω), we define
v˜ =
{
v(x) if x ∈ Ω,
0 if x ∈ R3/Ω.
Since [C∞0 (Ω)]
3 is dense in H0(curl; Ω), we have v˜ ∈ H(curl;R
3), thus ∇ × v˜ ∈ L2(R3)
and
∇× v˜ =
{
∇× v(x) if x ∈ Ω,
0 if x ∈ R3/Ω.
Again, due to the fact that [C∞0 (Ω)]
3 is dense inH0(curl; Ω), we have ∇×v˜ ∈H(curl;R
3).
Then we obtain that the space [C∞0 (Ω)]
3 is dense in space H0(curl
2; Ω) by following the
proof of the part (ii) of [24, Theorem 3.29]. 
Looking at the test function as C∞0 (Ω) in (2.1), we know that the solution (u, p) ∈
H0(curl
2; Ω)×H10 (Ω) of (2.1) satisfies (1.1) in the distribution sense. On the other hand,
the solution (u, p) of (1.1) with the low regularity u ∈ [L2(Ω)]3, ∇× (∇× u) ∈ [L2(Ω)]3
and p ∈ H10 (Ω) satisfies (2.1). Now we are ready to prove the following regularity on
Lipschitz polyhedron domains for the weak solution (u, p) ∈H0(curl
2; Ω)×H10 (Ω).
Theorem 2.4. Let Ω be a simply connected Lipschitz domain in R3, for any given f ∈
[L2(Ω)]3, the problem (1.1) has a unique weak solution (u, p) ∈H0(curl
2; Ω)×H10 (Ω). In
addition, the following regularity estimate holds true:
‖u‖ru0 + ‖∇ × u‖1 + ‖∇ × (∇× u)‖0 + ‖∇ × (∇× (∇× (∇× u)))‖0 + ‖∇p‖0 ≤ C‖f‖0,
where the regularity index ru0 ∈ (
1
2
, 1]. Furthermore, if ∇× (∇× u) ∈ [Hru1−1(Ω)]3, we
have the following regularity
‖∇ × u‖ru1 ≤ C‖∇ × (∇× u)‖ru1−1,
where ru1 ∈ [1,
3
2
), and it is close to 3
2
.
Proof. Since (2.1) is a linear square system, it is sufficient to prove the uniqueness, which
is equivalent to the existence. First, we present our proof of the regularity estimate in
following several steps:
• Proof of ‖∇ × (∇× u)‖0 ≤ C‖f‖0: Taking v = u in (2.1a) and q = −p in (2.1b)
and adding them together, we have
‖∇ × (∇× u)‖20 = (f ,u).
Considering the facts that (u,∇q) = 0 for all q ∈ H10 (Ω), (∇× u,∇q) = 0 for all
q ∈ H10 (Ω), and Lemma 2.1 or [25, Corollary 4.8], we obtain
‖∇ × (∇× u)‖20 ≤ ‖f‖0‖u‖0 ≤ C‖f‖0‖∇ × u‖0 ≤ C‖f‖0‖∇ × (∇× u)‖0,
which leads to
‖∇ × (∇× u)‖0 ≤ C‖f‖0.
• Proof of ‖u‖ru0 ≤ C‖f‖0: It can be obtained directly from Lemma 2.1, and the
fact that ‖∇ × (∇× u)‖0 ≤ C‖f‖0.
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• Proof of ‖∇×u‖1 ≤ C‖f‖0: We define σ := ∇×u. From n×u|∂Ω = 0 we have,
n · σ|∂Ω = n · (∇× u)|∂Ω = ∇∂Ω · (n× u) = 0,
which, together with n× σ|∂Ω = 0 in terms of (1.1d), leads to
σ = 0 on ∂Ω.(2.2)
Meanwhile, ∇ · σ = 0, gives
∆σ = ∇(∇ · σ)−∇× (∇× σ) = −∇× (∇× σ) in Ω.(2.3)
The combination of (2.2), (2.3), and the regularity for the elliptic problem in [7]
yields
‖∇ × u‖1 = ‖σ‖1 ≤ C‖∇ × (∇× σ)‖−1 ≤ C‖∇ × (∇× u)‖0 ≤ C‖f‖0.
• Proof of ‖∇×u‖ru1 ≤ C‖∇×(∇×(∇×u))‖ru1−2: The combination of (2.2), (2.3)
and the regularity for the elliptic problem in [21, Theorem 1.1], for some constant
ru1 ∈ [1,
3
2
) and it is colse to 3
2
, yields
‖∇ × u‖ru1 = ‖σ‖ru1 ≤ C‖∇ × (∇× σ)‖ru1−2
= C‖∇× (∇× (∇× u))‖ru1−2
≤ C‖∇ × (∇× u)‖ru1−1.
• Proof of ‖∇p‖0 ≤ ‖f‖0: Letting v = ∇p, it holds that ∇ × v = 0 and v ∈
H0(curl
2; Ω). We take v = ∇p in (2.1a) to get
‖∇p‖20 = (f ,∇p) ≤ ‖f‖0‖∇p‖0.
Then ‖∇p‖0 ≤ ‖f‖0 follows immediately.
• Proof of ‖∇ × (∇ × (∇ × (∇ × u)))‖0 ≤ C‖f‖0: It follows from (2.1a) that
∇× (∇× (∇× (∇×u))) = f −∇p ∈ [L2(Ω)]3 in the distribution sense, therefore,
‖∇ × (∇× (∇× (∇× u)))‖0 = ‖f −∇p‖0 ≤ ‖f‖0 + ‖∇p‖0 ≤ 2‖f‖0.
Finally, the uniqueness of the solution is followed from the regularity estimate, and thus
the existence of the solution follows immediately.

3. A Mixed finite element method
Let Th be a quasi-uniform partition of the domain Ω consisting of tetrahedrons. For
any element K ∈ Th, let hK be the infimum of the diameters of spheres containing K and
denote the mesh size h := maxK∈Th hK . Let Eh be the set of all faces of the mesh Th . For
any element K ∈ Th and face F ∈ Eh, we denote by nK and nF the unit outward normal
vector to ∂K and face F , respectively. Let F = ∂K ∩ ∂K ′ be an interior face shared by
element K and element K ′, and nF be pointing from K to K
′. Let φ be a piecewise
smooth function. We define the average and jump of φ on F as
{{φ}} :=
1
2
(φ|K + φ|K ′), [[φ]] := φ|K − φ|K ′.
On a boundary face F ⊂ ∂K ∩ ∂Ω, we set {{φ}} := φ, [[φ]] := φ and nF = nK |F . We
denote by Pℓ(Λ) the set of all polynomials with order at most ℓ on bounded domains
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Λ, and denote by Pℓ(Th) the set of all piecewise polynomials with order at most ℓ with
respect to the decomposition Th.
3.1. Mixed methods. For any integer k ≥ 1, we define the finite element spaces
Eh :=H0(curl; Ω) ∩ [Pk+1(Th)]
3, Qh := H
1
0 (Ω) ∩ Pk+2(Th).
Then our mixed method reads:
Find uh ∈ Eh and ph ∈ Qh such that∑
K∈Th
(∇× (∇× uh),∇× (∇× vh))K + (∇ph, vh)
−
∑
F∈Eh
〈{{∇ × (∇× uh)}},n× [[∇× vh]]〉F
∓
∑
F∈Eh
〈{{∇ × (∇× vh)}},n× [[∇× uh]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× uh]],n× [[∇× vh]]〉F = (f , vh),(3.1a)
(uh,∇qh) = 0(3.1b)
hold for all (vh, qh) ∈ Eh ×Qh. The stabilization parameter τ > 0 is independent of the
mesh size. In the following text, we consider the analysis only for the symmetry case (i.e.,
we replace ‘∓’ by ‘−’ in (3.1a)), since the proof of the non-symmetry case is similar to
the symmetry case.
3.2. Interpolations. For integer ℓ ≥ 1, we denote by Πcurlh,ℓ the standard H(curl)-
conforming interpolation of the second kind from Hs(curl; Ω) to H(curl; Ω) ∩ [Pℓ(Th)]
3
with s > 1
2
, and thus also from Hs(curl; Ω) ∩H0(curl; Ω) to H0(curl; Ω)∩ [Pℓ(Th)]
3 with
s > 1
2
. The following approximation properties hold ( [1, 25, 27])
‖u−Πcurlh,ℓ u‖0,K ≤ Ch
t
K(‖u‖t,K + hK‖∇ × u‖t,K),(3.2a)
‖∇× (u−Πcurlh,ℓ u)‖0,K ≤ Ch
t
K‖∇ × u‖t,K ,(3.2b)
where u ∈H t(curl; Ω), and real number t ∈ (1
2
, ℓ], and
‖u−Πcurlh,ℓ u‖0,K ≤ Ch
m
K‖u‖m,K,(3.2c)
where u ∈ Hm(Ω), and real number m ∈ (1, ℓ + 1]. We define the L2-projection from
L2(Ω) onto Qh as: for any p ∈ L
2(Ω), find ΠQh p ∈ Qh such that
(ΠQh p, q) = (p, q) ∀q ∈ Qh.
The following approximation result holds
|p− ΠQh p|1 ≤ Ch
j−1‖p‖j(3.3)
for real number j ∈ [1, k+3] and p ∈ Hj(Ω). Next, we introduce an interpolation ( [6,29]):
for any v ∈Hs(curl; Ω) with s > 1
2
, we define ΠEh v ∈ Eh such that
ΠEh v = Π
curl
h,k+1v +∇σh,(3.4)
where σh ∈ Qh is the solution of the well-posed elliptic problem:
(∇σh,∇qh) = (v −Π
curl
h,k+1v,∇qh) ∀qh ∈ Qh.(3.5)
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Utilizing (3.3) and (3.4), we get the following result immediately.
Lemma 3.1. We have the following orthogonality
(v −ΠEh v,∇qh) = 0(3.6)
hold for all v ∈ Hs(curl; Ω) with s > 1
2
and qh ∈ Qh. In addition, there holds the
approximation property
‖v −ΠEh v‖0 ≤ 2‖v −Π
curl
h,k+1v‖0.(3.7)
4. Existence of a unique solution and stability for the mixed method
In this section, we will derive stability results for the underlying mixed method. To this
purpose, we firstly develop a novel discrete Sobolev imbedding inequality which is also an
efficient tool for numerical analysis of nonlinear problems, and we will report it in future
works. All results presented in Sections 4.1, 4.3 and 4.4 are valid as Ω ∈ R3 is a bounded
multi-connected Lipschitz polyhedron even though we only consider in our presentation
Ω ∈ R3 to be a bounded simply connected Lipschitz polyhedron.
4.1. A novel discrete Sobolev imbedding inequality. We present a novel discrete
Sobolev inequality in the following subsection, which is the first to be reported in litera-
tures.
Theorem 4.1. Assume that Ω is a bounded Lipschitz polyhedron (not necessarily simply-
connected) in R3, then there exists a positive constant C > 0 such that∑
K∈Th
‖vh‖
2
1,K ≤ C
[∑
K∈Th
(
‖∇ × vh‖
2
0,K + ‖∇ · vh‖
2
0,K
)
+
∑
F∈Eh
h−1F ‖[[vh]]‖
2
0,F
]
,
‖vh‖
2
0,6 ≤ C
[∑
K∈Th
(
‖∇ × vh‖
2
0,K + ‖∇ · vh‖
2
0,K
)
+
∑
F∈Eh
h−1F ‖[[vh]]‖
2
0,F
]
hold for all vh ∈ [Pℓ(Th)]
3 with ℓ ≥ 1 being an integer.
We present in the next a Lemma concerning a continuous Sobolev imbedding inequality
before the proof of Theorem 4.1
Lemma 4.2. There exists a positive constant C such that
‖v‖1 ≤ C (‖∇ × v‖0 + ‖∇ · v‖0)
holds for any v ∈ [H10 (Ω)]
3.
Proof. Since v ∈ [H10 (Ω)]
3, it holds ∆v ∈ [H−1(Ω)]3. The Poincare´’s inequality and
integration by parts give that
‖v‖21 ≤ C(∇v,∇v) = C(−∆v, v) ≤ C‖∆v‖−1‖v‖1,
and hence
‖v‖1 ≤ C‖∆v‖−1.(4.1)
Meanwhile, utilizing integration by parts and the Cauthy-Schwarz inequality, for any
w ∈ [H10 (Ω)]
3, we have
−(∆v,w) = (∇× (∇× v),w)− (∇(∇ · v),w)
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= (∇× v,∇×w) + (∇ · v,∇ ·w)
≤ C (‖∇ × v‖0 + ‖∇ · v‖0) ‖w‖1.
Then we arrive at
‖∆v‖−1 = sup
0 6=w∈[H1
0
(Ω)]3
(∆v,w)
‖w‖1
≤ C (‖∇ × v‖0 + ‖∇ · v‖0) .(4.2)
The proof can be obtained immediately from the combination of both (4.1) and (4.2). 
Now, we are in the position to prove Theorem 4.1:
Proof of Theorem 4.1: By [22, Theorem 2.2], for any vh ∈ [Pℓ(Th)]
3 with ℓ ≥ 1, there
exists an interpolation Ich,ℓ such that I
c
h,ℓvh ∈ [H
1
0 (Ω)]
3, and
‖Ich,ℓvh − vh‖0 + h
(∑
K∈Th
‖∇(Ich,ℓvh − vh)‖
2
0,K
) 1
2
≤ C
(∑
F∈Eh
hF‖[[vh]]‖
2
0,F
) 1
2
.(4.3)
Using Lemma 4.2, the triangle inequality and the estimate in (4.3), we obtain that
‖Ich,ℓvh‖
2
1 ≤ C(‖∇ × I
c
h,ℓvh‖
2
0 + ‖∇ · I
c
h,ℓvh‖
2
0)
≤ C
∑
K∈Th
(
‖∇ × vh‖
2
0,K + ‖∇ · vh‖
2
0,K + ‖∇(I
c
h,ℓvh − vh)‖
2
0,K
)
≤ C
[∑
K∈Th
(
‖∇ × vh‖
2
0,K + ‖∇ · vh‖
2
0,K
)
+
∑
F∈Eh
h−1F ‖[[vh]]‖
2
0,F
]
.
Due to the above estimate, the triangle inequality and the estimate in (4.3), the proof
of the first inequality could be obtained immediately. The second inequality could be
obtained through the combination of the discrete Sobolev imbedding inequality in [8,
Theorem 2.1] and the first inequality. 
Lemma 4.3 ( [29, Theorem 3.1]). For any vh ∈ [Pk+1(Th)]
3 satisfying
(vh,∇qh) = 0 , ∀ qh ∈ Qh = H
1
0 (Ω) ∩ Pk+2(Th),
there exists a positive constant C such that
‖vh‖0,3 ≤ C
(∑
K∈Th
‖∇ × vh‖
2
0,K +
∑
F∈Eh
h−1F ‖n× [[vh]]‖
2
0,F
)
1
2 .
With the above lemma, we can derive discrete Sobolev inequalities forH(curl)-conforming
functions.
Lemma 4.4. For any vh ∈ Eh =H0(curl; Ω) ∩ [Pk+1(Th)]
3, if there holds
(vh,∇qh) = 0 , ∀ qh ∈ Qh = H
1
0 (Ω) ∩ Pk+2(Th),(4.4)
then we have
‖vh‖0,3 ≤ C‖∇ × vh‖0,(4.5)
and
‖∇ × vh‖0,3 ≤ C
(∑
K∈Th
‖∇ × (∇× vh)‖
2
0,K +
∑
E∈Fh
h−1F ‖n× [[∇× vh]]‖
2
0,F
)
1
2 .(4.6)
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Proof. The result (4.5) follows from (4.4), Lemma 4.3, and the fact that vh ∈H0(curl; Ω).
Since ∇ · (∇× vh) = 0 holds for any qh ∈ Qh, we have that
(∇× vh,∇qh) = −(∇ · (∇× vh), qh) = 0
from which the result (4.6) follows immediately because of Lemma 4.3. 
4.2. Existence of a unique solution. In this subsection, we state the existence of a
unique solution of (3.1).
Theorem 4.5. The variational equation (3.1) admits a unique solution (uh, ph) ∈ Eh×Qh
as τ is sufficiently large.
Proof. We define a mesh-dependent norm as
9vh9
2 := ‖vh‖
2
0 + ‖∇ × vh‖
2
0 +
∑
K∈Th
‖∇ × (∇× vh)‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× vh]]‖
2
0,F .
For all uh ∈ Eh satisfying
(uh,∇qh) = 0 , ∀ qh ∈ Qh,
there holds, due to Lemma 4.4,
9uh9
2 ≤ C
(∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F
)
,(4.7)
and ∑
K∈Th
(∇× (∇× uh),∇× (∇× uh))K
− 2
∑
F∈Eh
〈{{∇ × (∇× uh)}},n× [[∇× uh]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× uh]],n× [[∇× uh]]〉F
≥
∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K − C
∑
K∈Th
h
− 1
2
K ‖∇ × (∇× uh)‖0,K‖n× [[∇× uh]]‖0,∂K
+
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F
≥ C
(∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F
)
.(4.8)
Here, τ is a sufficiently large constant. By taking vh = ∇qh ∈ Eh and noticing∇×(∇qh) =
0, we get
sup
0 6=vh∈Eh
(vh,∇qh)
9vh9
≥ ‖∇qh‖0.(4.9)
Then the existence of a unique solution is followed by (4.7), (4.8), (4.9), and the theory
for the mixed problem [5, Theorem 1.1]. 
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4.3. L3 stability of uh and ∇× uh.
Lemma 4.6. Let (uh, ph) ∈ Eh × Qh be the solution of (3.1), then when the constant
τ > 0 is sufficient large, we have∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F ≤ C(f ,uh).
Proof. We take vh = uh ∈ Eh in (3.1a), and qh = ph ∈ Qh in (3.1b), and combine the
corresponding equalities to obtain∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K − 2
∑
F∈Eh
〈{{∇× (∇× uh)}},n× [[∇× uh]]〉F
+
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F = (f ,uh).(4.10)
Since τ > 0 is a sufficient large constant, we have∣∣∣∣∣2 ∑
F∈Eh
〈{{∇ × (∇× uh)}},n× [[∇× uh]]〉F
∣∣∣∣∣
≤ 2
∑
F∈Eh
‖{{∇ × (∇× uh)}}‖0,F‖n× [[∇× uh]]‖0,F
≤
1
2
∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
1
2
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F .(4.11)
Combining (4.10) and (4.11) yields∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F ≤ C(f ,uh).

With the above lemma, we are ready to prove the following stability result.
Theorem 4.7. Let (uh, ph) ∈ Eh × Qh be the solution of (3.1), then when the constant
τ > 0 is sufficient large, we have the following stability result
‖uh‖0,3 + ‖∇ × uh‖0,3
+
(∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F
)
1
2 ≤ C‖f‖0, 3
2
.
Proof. Using Lemma 4.4, one obtains
‖uh‖0,3 ≤ C‖∇ × uh‖0 ≤ C‖∇ × uh‖0,3,(4.12)
and
‖∇ × uh‖0,3 ≤ C
(∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F
)
1
2 .(4.13)
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Therefore, applying (4.12), (4.13), Lemma 4.6 and the Cauthy-Schwarz inequality, we
arrive at
‖uh‖0,3 + ‖∇ × uh‖0,3 +
(∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× uh]]‖
2
0,F
)
1
2
≤ C‖f‖0, 3
2
.

4.4. L6 and discrete H1 stability of ∇× uh .
Theorem 4.8. Let (uh, ph) ∈ Eh×Qh be the solution of (3.1), when τ > 0 is a sufficient
large constant, then we have the following stability result
‖∇ × uh‖
2
0,6 +
∑
K∈Th
‖∇(∇× uh)‖
2
0,K +
∑
F∈Eh
h−1F ‖[[∇× uh]]‖
2
0,F
+
∑
K∈Th
‖∇ × (∇× uh)‖
2
0,K +
∑
F∈Eh
h−1F ‖n× [[∇× uh]]‖
2
0,F ≤ C‖f‖
2
0, 3
2
.
Proof. Since uh ∈H0(curl; Ω), there holds that∇×uh ∈H(div; Ω), and ∇·(∇×uh) = 0.
Using the triangle inequality, one arrives at
‖[[∇× uh]]‖0,F = ‖(n× [[∇× uh]])× n+ (n · [[∇× uh]])n‖0,F
≤ ‖(n× [[∇× uh]])× n‖0,F + ‖(n · [[∇× uh]])n‖0,F
≤ C‖n× [[∇× uh]]‖0,F .
Making use of the above estimate, Theorem 4.1 with vh = ∇ × uh, and Lemma 4.6, we
obtain
‖∇ × uh‖
2
0,6 +
∑
K∈Th
‖∇(∇× uh)‖
2
0,K +
∑
F∈Eh
h−1F ‖[[∇× uh]]‖
2
0,F
≤
∑
K∈Th
‖∇(∇× uh)‖
2
0,K +
∑
F∈Eh
h−1F ‖[[∇× uh]]‖
2
0,F
≤ C
[∑
K∈Th
(
‖∇ × (∇× uh)‖
2
0,K + ‖∇ · (∇× uh)‖
2
0,K
)
+
∑
F∈Eh
h−1F ‖[[∇× uh]]‖
2
0,F
]
= C
[∑
K∈Th
‖∇× (∇× uh)‖
2
0,K +
∑
F∈Eh
h−1F ‖n× [[∇× uh]]‖
2
0,F
]
≤ C(f ,uh)
≤ C‖f‖0, 3
2
‖uh‖0,3 .
Meanwhile, it holds from Lemma 4.4
‖uh‖0,3 ≤ C‖∇ × uh‖0 ≤ C‖∇ × uh‖0,3
≤ C
(∑
K∈Th
‖∇(∇× uh)‖
2
0,K +
∑
F∈Eh
h−1F ‖[[∇× uh]]‖
2
0,F
) 1
2
.
The combination of the above two inequities completes the proof of the theorem.

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5. Main error estimates
We first give formulas for integration by parts on low regularity functions.
Lemma 5.1 ( [12, Theorem 1.4.4.6]). If φ ∈ H
1
2
+δ(Ω) with δ ∈ (0, 1/2], then ∂φ
∂xi
∈
H−
1
2
+δ(Ω) for i = 1, 2, 3, and there exists a constant C > 0 such that∥∥∥∥ ∂φ∂xi
∥∥∥∥
− 1
2
+δ
≤ C‖φ‖ 1
2
+δ .
Theorem 5.2. If ∇× (∇×u) ∈ [H
1
2
+δ(Ω)]3 with δ ∈ (0, 1
2
], ∇× (∇× (∇× (∇×u))) ∈
[L2(Ω)]3, and vh ∈ Eh, then it holds
(∇× (∇× (∇× (∇× u))), vh) = (∇× (∇× (∇× u)),∇× vh) ,(5.1)
where (∇ × (∇ × (∇ × u)),∇ × vh) is regarded as a duality pairing between H
− 1
2
+δ(Ω)
and H
1
2
−δ
0 (Ω).
Proof. For all vh ∈ Eh, it is easy to see that vh ∈ [H
1
2
−δ(Ω)]3, and ∇× vh ∈ [H
1
2
−δ(Ω)]3.
Since ∇× (∇×u) ∈ [H
1
2
+δ(Ω)]3, according to Lemma 5.1, it holds ∇× (∇× (∇×u)) ∈
[H−
1
2
+δ(Ω)]3.
Moreover, since H
1
2
−δ(Ω) = H
1
2
−δ
0 (Ω) for δ ∈ (0,
1
2
] ( [12, Theorem 1.4.2.4] or [24,
Theorem 3.40]), (∇×(∇×(∇×u)),∇×vh) can be regarded as a duality pairing between
[H−
1
2
+δ(Ω)]3 and [H
1
2
−δ
0 (Ω)]
3.
Next, we are going to illustrate that [C∞0 (Ω)]
3 is dense in Eh with respect to the norm
‖ · ‖
H
1
2
−δ(curl;Ω)
. Let vh ∈ Eh, we define v˜h on R
3 such that it is identical to vh in Ω, and
is trivial outside Ω. Obviously, v˜h belongs toH(curl,R
3). It can also be shown that both
v˜h and ∇× v˜h belong to [H
1
2
−δ(R3)]3, where δ ∈ (0, 1
2
]. As a result, we have, similar to
the proof of part (ii) of [24, Theorem 3.29], that there exists a sequence of vector fields in
[C∞0 (Ω)]
3 which converges to vh with respect to the norm ‖ · ‖
H
1
2
−δ(curl;Ω)
.
Finally, the equation (5.1) follows immediately from the standard duality argument and
the fact that
(∇× (∇× (∇× (∇× u))), v) = ((∇× (∇× (∇× u)),∇× v) ∀v ∈ [C∞0 (Ω)]
3.

Theorem 5.3. For all φ ∈ H
1
2
+δ(Ω) with δ ∈ (0, 1
2
], and ψh ∈ Pℓ(Th) with integer ℓ ≥ 0,
we have (
∂φ
∂xi
, ψh
)
= −
∑
K∈Th
(
φ,
∂ψh
∂xi
)
K
+
∑
K∈Th
〈φ, ψhni〉∂K(5.2)
for i = 1, 2, 3, where
(
∂φ
∂xi
, ψh
)
denotes a duality pairing between H−
1
2
+δ(Ω) and H
1
2
−δ
0 (Ω) .
Proof. According to part (i) of [24, Theorem 3.29], D(Ω¯) is dense in H
1
2
+δ(Ω), where
D(Ω¯) = {v : v = v˜|Ω for some v˜ ∈ C
∞(R3)}.
We choose {φn}
∞
n=1 ⊂ D(Ω¯) such that
‖φn − φ‖ 1
2
+δ → 0 as n→∞.(5.3)
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According to Lemma 5.1, we have∥∥∥∥∂φn∂xi − ∂φ∂xi
∥∥∥∥
− 1
2
+δ
→ 0 as n→∞.
For any positive integer n, we have(
∂φn
∂xi
, ψh
)
= −
∑
K∈Th
(
φn,
∂ψh
∂xi
)
K
+
∑
K∈Th
〈φn, ψhni〉∂K .
Note that (5.3) implies that∑
K∈Th
‖φn − φ‖
2
L2(∂K) → 0 as n→∞ ,
ψh ∈ Pℓ(Th) and δ ∈ (0,
1
2
], we have ψh ∈ H
1
2
−δ(Ω) = H
1
2
−δ
0 (Ω), so
(
∂φ
∂xi
, ψh
)
can be
regarded as a duality pairing between H−
1
2
+δ(Ω) and H
1
2
−δ
0 (Ω). Then it holds∣∣∣∣( ∂φ∂xi , ψh
)
−
(
∂φn
∂xi
, ψh
)∣∣∣∣ ≤ C ∥∥∥∥ ∂φ∂xi − ∂φn∂xi
∥∥∥∥
− 1
2
+δ
‖ψh‖ 1
2
−δ ,
and (5.2) follows immediately. 
Assumption 5.4. In the rest part of this paper, we will assume that the following regu-
larities hold true for the weak solution (u, p) ∈H0(curl
2; Ω)×H10 (Ω) of (1.1):
u ∈ [Hru0 (Ω)]3, ∇× u ∈ [Hru1 (Ω)]3, ∇× (∇× u) ∈ [Hru2 (Ω)]3, p ∈ Hrp(Ω) ,
where ru0 ∈ (
1
2
,∞), ru1 ∈ [1,∞), ru2 ∈ (
1
2
,∞), and rp ∈ (
3
2
,∞). We also assume that
ru0 ≤ ru1 ≤ ru0 + 1 in order to simplify the notations in the error analysis.
Lemma 5.5. Let (u, p) ∈ H0(curl
2; Ω) × H10 (Ω) be the weak solution of (1.1) and
Assumption 5.4 holds true, then∑
K∈Th
(∇× (∇× u),∇× (∇× vh))K + (∇p, vh)
−
∑
F∈Eh
〈{{∇ × (∇× u)}},n× [[∇× vh]]〉F
−
∑
F∈Eh
〈{{∇ × (∇× vh)}},n× [[∇× u]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× u]],n× [[∇× vh]]〉F = (f , vh),(5.4a)
(u,∇qh) = 0(5.4b)
are true for all (vh, qh) ∈ Eh ×Qh.
Proof. For any vh ∈ Eh, since the weak solution (u, p) ∈ H0(curl
2; Ω) × H10 (Ω) satisfies
(1.1a) in the distribution sense, by Theorem 2.4, we have ∇ × (∇ × (∇ × (∇ × u))) ∈
[L2(Ω)]3, which further leads to, together with the fact that ∇p, f ∈ [L2(Ω)]3,
(∇× (∇× (∇× (∇× u))), vh) + (∇p, vh) = (f , vh).
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From Theorem 5.2, we have
(∇× (∇× (∇× u)),∇× vh) + (∇p, vh) = (f , vh).
According to Theorem 5.3, we have∑
K∈Th
(∇× (∇× u),∇× (∇× vh))K
−
∑
F∈Eh
〈{{∇× (∇× u)}},n× [[∇× vh]]〉F + (∇p, vh) = (f , vh),
where we have utilized the fact ∇× (∇×u) = {{∇× (∇×u)}} because of ∇× (∇×u) ∈
[Hsu2 (Ω)]3 with su2 >
1
2
. Moreover, since n× [[∇×u]] = 0 because of ∇×u ∈ [Hsu1 (Ω)]3
with su1 ≥ 1 and n× (∇× u)|∂Ω = 0, (5.4a) follows immediately. Finally, (5.4b) can be
obtained due to the fact Qh ∈ H
1
0 (Ω). 
Theorem 5.6. Let (u, p) ∈ H0(curl
2; Ω) × H10 (Ω) be the weak solution of (1.1) and
Assumption 5.4 holds true; let (uh, ph) ∈ Eh×Qh be the solution of (3.1). Then we have
the following error estimates
‖u− uh‖0 + ‖∇ × (u− uh)‖0
+
(∑
K∈Th
‖∇ × (∇× (u− uh))‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× (u− uh)]]‖
2
0,F
)
1
2
≤ C(hsu0‖u‖su0 + h
su1−1‖∇ × u‖su1 + h
su2‖∇ × (∇× u)‖su2 + h
sp−1‖p‖sp),
‖∇(p− ph)‖0 ≤ Ch
sp−1‖p‖sp,
and the discrete H1 norm error estimate for ∇× (u− uh)(∑
K∈Th
‖∇(∇× (u− uh))‖
2
0,K +
∑
F∈Eh
h−1F ‖[[∇× (u− uh)]]‖
2
0,F
) 1
2
≤ C(hsu0‖u‖su0 + h
su1−1‖∇ × u‖su1 + h
su2‖∇ × (∇× u)‖su2 + h
sp−1‖p‖sp),
where su0 ∈ (
1
2
,min(ru0 , k + 2)], su1 ∈ [1,min(ru1 , k + 1)], su2 ∈ [1,min(ru2 , k + 1)], and
sp ∈ (
3
2
,min(rp, k + 3)].
Proof. We subtract (3.1) from (5.4) to get: for all (vh, qh) ∈ Eh ×Qh, there hold∑
K∈Th
(∇× (∇× (u− uh)),∇× (∇× vh))K + (∇(p− ph), vh)
−
∑
F∈Eh
〈{{∇× (∇× (u− uh))}},n× [[∇× vh]]〉F
−
∑
F∈Eh
〈{{∇× (∇× vh)}},n× [[∇× (u− uh)]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× (u− uh)]],n× [[∇× vh]]〉F = 0,(5.5a)
(u− uh,∇qh) = 0.(5.5b)
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To simplify the notation, we define
euh := Π
E
h u− uh, e
p
h := Π
Q
h p− ph.
By taking vh = e
u
h ∈ Eh in (5.5a) and qh = e
p
h ∈ Qh in (5.5b), we can get∑
K∈Th
(∇× (∇× (u− uh)),∇× (∇× e
u
h ))K + (∇(p− ph), e
u
h )
−
∑
F∈Eh
〈{{∇× (∇× (u− uh))}},n× [[∇× e
u
h ]]〉F
−
∑
F∈Eh
〈{{∇× (∇× euh )}},n× [[∇× (u− uh)]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× (u− uh)]],n× [[∇× e
u
h ]]〉F = 0,(5.6a)
(u− uh,∇e
p
h) = 0.(5.6b)
Reformulating (5.6) and noticing that (ΠEh u− u,∇e
p
h) = 0 from (3.6), we obtain that∑
K∈Th
(∇× (∇× euh ),∇× (∇× e
u
h ))K + (∇e
p
h, e
u
h )
− 2
∑
F∈Eh
〈{{∇× (∇× euh )}},n× [[∇× e
u
h ]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× e
u
h ]],n× [[∇× e
u
h ]]〉F
=
∑
K∈Th
(∇× (∇× (ΠEh u− u)),∇× (∇× e
u
h ))K + (∇(Π
Q
h p− p), e
u
h )
−
∑
F∈Eh
〈{{∇× (∇× (ΠEh u− u))}},n× [[∇× e
u
h ]]〉F
−
∑
F∈Eh
〈{{∇× (∇× euh )}},n× [[∇× (Π
E
h u− u)]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× (Π
E
h u− u)]],n× [[∇× e
u
h ]]〉F ,(5.7a)
(euh ,∇e
p
h) = 0.(5.7b)
Utilizing (5.7) and arguments similar to those in the proof of Lemma 4.6, we arrive at
1
2
∑
K∈Th
‖∇ × (∇× euh )‖
2
0,K +
1
2
∑
F∈Eh
τh−1F ‖n× [[∇× e
u
h ]]‖
2
0,F
≤
∑
K∈Th
(∇× (∇× (ΠEh u− u)),∇× (∇× e
u
h ))K + (∇(Π
Q
h p− p), e
u
h)
−
∑
F∈Eh
〈{{∇× (∇× (ΠEh u− u))}},n× [[∇× e
u
h ]]〉F
−
∑
F∈Eh
〈{{∇× (∇× euh )}},n× [[∇× (Π
E
h u− u)]]〉F
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+
∑
F∈Eh
τh−1F 〈n× [[∇× (Π
E
h u− u)]],n× [[∇× e
u
h ]]〉F
=: R1 +R2 +R3 +R4 +R5.(5.8)
Now, we make estimates {Ri}
5
i=1 individually. Let Πh,k be the L
2-projection from L2(Ω)
to [Pk(Th)]
3. Then, by the triangle inequality, the inverse inequality and the estimate
(3.2b), there holds
‖∇ × (∇×Πcurlh,k+1u)−∇× (∇× u)‖0,K
≤ ‖∇× (∇×Πcurlh,k+1u−Πh,k(∇× u))‖0,K + ‖∇ × (Πh,k(∇× u)−∇× u)‖0,K
≤ Ch−1K ‖∇ ×Π
curl
h,k+1u−Πh,k(∇× u)‖0,K + |Πh,k(∇× u)−∇× u|1,K
≤ Ch
su1−1
K ‖∇ × u‖su1 ,K .
(5.9)
From (3.4) and the above estimate, we get
|R1| =
∣∣∣∣∣∑
K∈Th
(∇× (∇×Πcurlh,k+1u)−∇× (∇× u),∇× (∇× e
u
h ))K
∣∣∣∣∣
≤ Chsu1−1‖∇× u‖su1
(∑
K∈Th
‖∇ × (∇× euh )‖0,K
) 1
2
.(5.10)
We use the approximation property for ΠQh in (3.3) and Lemma 4.4 to obtain
R2 ≤ Ch
sp−1‖p‖sp‖e
u
h‖0
≤ Chsp−1‖p‖sp‖e
u
h‖0,3
≤ Chsp−1‖p‖sp‖∇ × e
u
h‖0
≤ Chsp−1‖p‖sp‖∇ × e
u
h‖0,3
≤ Chsp−1‖p‖sp
(∑
K∈Th
‖∇ × (∇× euh )‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× e
u
h ]]‖
2
0,F
)
1
2 .(5.11)
Using the triangle inequality, the inverse inequality, and the approximation property of
Πcurlh,k+1 in (3.2b) leads to∑
F∈Eh
hF‖{{∇× (∇× (Π
curl
h,k+1u− u))}}‖
2
0,F
≤ 2
∑
F∈Eh
hF‖{{∇ × (∇×Π
curl
h,k+1u)−Πh,k∇× (∇× u)}}‖
2
0,F
+ 2
∑
F∈Eh
hF‖{{Πh,k∇× (∇× u)} − ∇× (∇× u)}}‖
2
0,F
≤ C
∑
K∈Th
‖ ∇ × (∇×Πcurlh,k+1u)−Πh,k∇× (∇× u)‖
2
0,K
+ Ch2su2‖∇ × (∇× u)‖2su2
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≤ C
∑
K∈Th
‖ ∇ × (∇×Πcurlh,k+1u)−∇× (∇× u)‖
2
0,K
+ C
∑
K∈Th
‖ ∇ × (∇× u)−Πh,k∇× (∇× u)‖
2
0,K + Ch
2su2‖∇ × (∇× u)‖2su2
≤ C
(
hsu1−1‖∇ × u‖su1 + h
su2‖∇ × (∇× u)‖su2
)2
.
(5.12)
We use the above estimate to get
|R3| =
∣∣∣∣∣∑
F∈Eh
〈{{∇×∇× (Πcurlh,k+1u− u)}},n× [[∇× e
u
h ]]〉F
∣∣∣∣∣
≤ C
(
hsu1−1‖∇ × u‖su1 + h
su2‖∇ ×∇× u‖su2
)
×
(∑
F∈Eh
τh−1F ‖n× [[∇× e
u
h ]]‖
2
0,F
)
1
2 .(5.13)
Again, by the triangle inequality, the approximation property of Πcurlh,k+1 in (3.2b), we have∑
F∈Eh
h−1F ‖n× [[∇× (Π
curl
h,k+1u− u)]]‖
2
0,F
≤ 2
∑
F∈Eh
h−1F ‖n× [[∇×Π
curl
h,k+1u−Πh,k∇× u]]‖
2
0,F
+ 2
∑
F∈Eh
h−1F ‖n× [[Πh,k∇× u−∇× u]]‖
2
0,F
≤ C
∑
K∈Th
h−2K ‖∇ ×Π
curl
h,k+1u−Πh,k∇× u‖
2
0,K + Ch
2(su1−1)‖∇ × u‖2su1
≤ C
∑
K∈Th
h−2K ‖∇ ×Π
curl
h,k+1u−∇× u‖
2
0,K
+ C
∑
K∈Th
h−2K ‖∇ × u−Πh,k∇× u‖
2
0,K + Ch
2(su1−1)‖∇ × u‖2su1
≤ Ch2(su1−1)‖∇× u‖2su1 .
Using the above estimate and the inverse inequality, we arrive at
|R4| =
∣∣∣∣∣∑
F∈Eh
〈{{∇ × (∇× euh )}},n× [[∇× (Π
curl
h,k+1u− u)]]〉F
∣∣∣∣∣
≤ Chsu1−1‖∇ × u‖su1
(∑
K∈Th
‖∇ × (∇× euh )‖0
) 1
2
,(5.14)
|R5| =
∣∣∣∣∣∑
F∈Eh
τh−1F 〈n× [[∇× (Π
curl
h,k+1u− u)]],n× [[∇× e
u
h ]]〉F
∣∣∣∣∣
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≤ Chsu1−1‖∇ × u‖su1
(∑
F∈Eh
τh−1F ‖n× [[∇× e
u
h ]]‖
2
0,F
) 1
2
.(5.15)
From (5.8), (5.10), (5.11), (5.13) and (5.14), it gives us that∑
K∈Th
‖∇ × (∇× euh )‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× e
u
h ]]‖
2
0,F
≤ C(hsu1−1‖∇ × u‖su1 + h
su2‖∇ × (∇× u)‖su2 + h
sp−1‖p‖sp).
The result for the estimates of u− uh can be concluded as follows
‖euh‖0 + ‖∇ × e
u
h‖0
≤ C
(∑
K∈Th
‖∇ × (∇× euh )‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× e
u
h ]]‖
2
0,F
)
1
2 ,
according to Lemma 4.4 and the triangle inequality. Using (5.5a) with vh = −∇e
p
h ∈ Eh
yields
‖∇eph‖
2
0 = −(∇(p−Π
Q
h p),∇e
p
h) ≤ Ch
sp−1‖p‖sp‖∇e
p
h‖0,
which further provides us with completeness of the proof of the estimate for ∇(p− ph) by
using the triangle inequality.

6. H(curl) error estimate
To derive the H(curl) error estimate, we need the following dual problem:
Find (Φ,Ψ) ∈H0(curl
2; Ω)×H10 (Ω) such that
∇× (∇× (∇× (∇×Φ))) +∇Ψ = Θ in Ω,(6.1a)
∇ ·Φ = 0 in Ω,(6.1b)
n×Φ = 0 on ∂Ω,(6.1c)
n× (∇×Φ) = 0 on ∂Ω,(6.1d)
Ψ = 0 on ∂Ω.(6.1e)
We notice that Ψ = 0 when ∇ ·Θ = 0.
Assumption 6.1. We assume that the following regularity holds for the weak solution
(Φ,Ψ) ∈H0(curl
2; Ω)×H10 (Ω) of (6.1)
‖Φ‖β + ‖∇ × (∇×Φ)‖β + ‖∇ ×Φ‖1+γ ≤ Creg‖Θ‖0,(6.2)
where β ∈ (1
2
, 1], γ ∈ [0, 1], γ ≤ β, and Creg is a constant independent of mesh size.
We notice that when Ω is convex, (6.2) holds as γ = 1, β = 1 from the regularity result
in [32, Theorem 11].
Lemma 6.2. Let (u, p) ∈ H0(curl
2; Ω) × H10 (Ω) be the weak solution of (1.1), and let
Assumption 5.4, Assumption 6.1 hold true; let (uh, ph) ∈ Eh×Qh be the solution of (3.1),
and let ∇ ·Θ = 0. Then we have the following error estimates
(Θ,u− uh) ≤ Ch
σ(hsu0‖u‖su0 + h
su1−1‖∇ × u‖su1 + h
su2‖∇ × (∇× u)‖su2 + h
sp−1‖p‖sp)‖Θ‖0,
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where σ = min(β, γ) with β, γ being defined in (6.2).
Proof. By arguments similar to those in the proof of Lemma 5.5, we have the following
equations hold for the weak solution (Φ,Ψ) ∈H0(curl
2; Ω)×H10 (Ω) of (6.1) :∑
K∈Th
(∇× (∇×Φ),∇× (∇× (u− uh)))K + (∇Ψ, (u− uh))
−
∑
F∈Eh
〈{{∇× (∇×Φ)}},n× [[∇× (u− uh)]]〉F
−
∑
F∈Eh
〈{{∇× (∇× (u− uh))}},n× [[∇×Φ]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇×Φ]],n× [[∇× (u− uh)]]〉F = (Θ, (u− uh)),(6.3a)
(Φ,∇q) = 0.(6.3b)
We use the fact Ψ = 0 to get
(Θ,u− uh) =
∑
K∈Th
(∇× (∇× (u− uh)),∇× (∇×Φ))K
−
∑
F∈Eh
〈{{∇× (∇×Φ)}},n× [[∇× (u− uh)]]〉F
−
∑
F∈Eh
〈{{∇× (∇× (u− uh))}},n× [[∇×Φ]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇×Φ]],n× [[∇× (u− uh)]]〉F .(6.4)
Let (Φh,Ψh) ∈ Eh×Qh be the solution of the following system: for ∀ (vh, qh) ∈ Eh×Qh∑
K∈Th
(∇× (∇×Φh),∇× (∇× vh))K + (∇Ψh, vh)
−
∑
F∈Eh
〈{{∇ × (∇×Φh)}},n× [[∇× vh]]〉F
−
∑
F∈Eh
〈{{∇ × (∇× vh)}},n× [[∇×Φh]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇×Φh]],n× [[∇× vh]]〉F = (f , vh),(6.5a)
(Φh,∇qh) = 0(6.5b)
Using Theorem 5.6, and the fact Ψ = 0, we can get the error estimate:
‖Φ−Φh‖0 + ‖∇ × (Φ−Φh)‖0 + ‖∇(Ψ−Ψh)‖0
+
∑
K∈Th
‖∇ × (∇× (Φ−Φh))‖
2
0,K +
∑
F∈Eh
τh−1F ‖n× [[∇× (Φ−Φh)]]‖
2
0,F
≤ C
(
hβ‖Φ‖β + h
β‖∇ × (∇×Φ)‖β + h
γ‖∇ ×Φ‖1+γ
)
.(6.6)
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From (5.5), it follows that∑
K∈Th
(∇× (∇× (u− uh)),∇× (∇×Φh))K + (∇(p− ph),Φh)
−
∑
F∈Eh
〈{{∇× (∇× (u− uh))}},n× [[∇×Φh]]〉F
−
∑
F∈Eh
〈{{∇× (∇×Φh)}},n× [[∇× (u− uh)]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× (u− uh)]],n× [[∇×Φh]]〉F = 0,(6.7a)
(u− uh,∇Ψh) = 0.(6.7b)
In terms of (6.4) and (6.7), and by the fact (∇(p − ph),Φh) = (∇(p − ph),Φh − Φ), we
have
(Θ,u− uh) =
∑
K∈Th
(∇× (∇× (u− uh)),∇× (∇× (Φ−Φh)))K
−
∑
F∈Eh
〈{{∇× (∇× (Φ−Φh))}},n× [[∇× (u− uh)]]〉F
−
∑
F∈Eh
〈{{∇× (∇× (u− uh))}},n× [[∇× (Φ−Φh)]]〉F
+
∑
F∈Eh
τh−1F 〈n× [[∇× (Φ−Φh)]],n× [[∇× (u− uh)]]〉F
+ (∇(p− ph),Φ−Φh)
=: T1 + T2 + T3 + T4 + T5.(6.8)
Now we make the estimate for {Ti}
5
i=1 individually. To simply the notation, we define
M := (hsu0‖u‖su0 + h
su1−1‖∇ × u‖su1 + h
su2‖∇ × (∇× u)‖su2 + h
sp−1‖p‖sp).
We use the Cauthy-Schwarz inequality, the estimate in Theorem 5.6, the error estimate
(6.6) and the regularity (6.2) to get
|T1| ≤
(∑
K∈Th
‖∇ × (∇× (u− uh))‖0,K
) 1
2
(∑
K∈Th
‖∇ × (∇× (Φ−Φh))‖0,K
) 1
2
≤ CM
(
hβ‖Φ‖β + h
β‖∇ × (∇×Φ)‖β + h
γ‖∇ ×Φ‖1+γ
)
≤ ChσM‖Θ‖0.(6.9)
Using the Cauthy-Schwarz inequality, the triangle inequality, the inverse inequality, the
error estimates in (6.6), (5.6), and the regularity (6.2), we get
|T2| ≤
∑
F∈Eh
h
1
2
F‖{{∇ × (∇× (Φ−Φh))}}‖0,Fh
− 1
2
F ‖n× [[∇× (u− uh)]]‖0,F
≤
∑
F∈Eh
‖{{∇ × (∇×Φ−Πcurlh,k+1(∇×Φ))}}‖0,F‖n× [[∇× (u− uh)]]‖0,F
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+
∑
F∈Eh
‖{{∇ × (Πcurlh,k+1(∇×Φ)−∇×Φh))}}‖0,F‖n× [[∇× (u− uh)]]‖0,F
≤ ChβM‖∇ × (∇×Φ)‖β + Ch
γ
M‖∇×Φ‖1+γ
+ CM
(∑
K∈Th
‖∇ × (Πcurlh,k+1(∇×Φ)−∇×Φh))‖0,K
) 1
2
≤ CM
(
hβ‖Φ‖β + h
β‖∇ × (∇×Φ)‖β + h
γ‖∇ ×Φ‖1+γ
)
≤ ChσM‖Θ‖0.(6.10)
Similar to (6.10), one can get
|T3| ≤
∑
F∈Eh
‖{{∇ × (∇× (u− uh))}}‖0,F‖n× [[∇× (Φ−Φh)]]‖0,F
≤
∑
F∈Eh
‖{{∇ × (∇× u−Πcurlh,k+1(∇× u))}}‖0,F‖n× [[∇× (Φ−Φh)]]‖0,F
+
∑
F∈Eh
‖{{∇ × (Πcurlh,k+1(∇× u)−∇× uh))}}‖0,F‖n× [[∇× (Φ−Φh)]]‖0,F
≤ CM
(
hβ‖Φ‖β + h
β‖∇ × (∇×Φ)‖β + h
γ‖∇ ×Φ‖1+γ
)
≤ ChσM‖Θ‖0,(6.11)
|T4| ≤ CM
(
hβ‖Φ‖β + h
β‖∇ × (∇×Φ)‖β + h
γ‖∇ ×Φ‖1+γ
)
≤ ChσM‖Θ‖0.(6.12)
Again, we use the Cauthy-Schwarz inequality, the estimate in Theorem 5.6, the error
estimates in (6.6) and the regularity (6.2) to get
|T5| ≤ ‖∇p−∇ph‖0‖Φ−Φh‖0
≤ CM
(
hβ‖Φ‖β + h
β‖∇ × (∇×Φ)‖β + h
γ‖∇ ×Φ‖1+γ
)
≤ ChσM‖Θ‖0.(6.13)
We thus complete the proof by applying (6.8), (6.9), (6.10), (6.11), (6.12) and (6.13). 
In the following two subsections, we will give estimates for ‖u− uh‖0 and ‖∇ × (u −
uh)‖0, respectively, and then obtain the error estimate in H(curl) norm.
6.1. L2 error estimate.
Theorem 6.3. Let (u, p) ∈ H0(curl
2; Ω) × H10 (Ω) be the weak solution of (1.1), and
let Assumption 5.4, Assumption 6.1 hold true; let (uh, ph) ∈ Eh × Qh be the solution of
(3.1). Then we have the following error estimates
‖u− uh‖0 ≤Ch
σ(hsu1−1‖∇ × u‖su1 + h
su2‖∇ × (∇× u)‖su2 + h
sp−1‖p‖sp) + Ch
su0‖u‖su0 ,
(6.14)
where σ = min(α, β, γ), α is defined in Lemma 2.1, β and γ are defined in (6.2).
Proof. We take Θ satisfying the following problem:
Find Θ ∈H(curl; Ω) ∩H(div; Ω) such that
∇×Θ = ∇× (ΠEh u− uh) in Ω,(6.15)
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∇ ·Θ = 0 in Ω,(6.16)
n×Θ = 0 on ∂Ω.(6.17)
It follows form (3.1a) and (3.6) that
(ΠEh u− uh,∇qh) = (u,∇qh) = −(∇ · u, qh) = 0
for all qh ∈ Qh. Due to the result in [16, Lemma 4.5], one has
‖(ΠEh u− uh)−Θ‖0 ≤ Ch
α‖∇ × (ΠEh u− uh)‖0,(6.18)
where α is defined in Lemma 2.1. As a result, using the triangle inequality, the estimate
(6.18), and σ ≤ α, one can get
‖Θ‖0 ≤ ‖(Π
E
h u− uh)−Θ‖0 + ‖Π
E
h u− uh‖0
≤ Chσ‖∇ × (ΠEh u− uh)‖0 + ‖u− uh‖0
+ Chsu0 (‖u‖su0 + δ(su0)h‖∇ × u‖su0 )
≤ ChσM+ Chsu0 (‖u‖su0 + δ(su0)h‖∇ × u‖su0 ) + ‖u− uh‖0.(6.19)
Due to the triangle inequality, (6.19), Lemma 6.2 and (6.18), one arrives at
‖u− uh‖
2
0 = (u− uh,u− uh)
= (Θ,u− uh) + ((Π
E
h u− uh)−Θ,u− uh) + (u−Π
E
h u,u− uh)
≤ ChσM‖Θ‖0 + Ch
σ‖∇ × (ΠEh u− uh)‖0‖u− uh‖0
+ Chsu0 (‖u‖su0 + δ(su0)h‖∇ × u‖su0 )‖u− uh‖0
≤ Ch2σM2 + Ch2su0 (‖u‖su0 + δ(su0)h‖∇ × u‖su0 )
2 +
1
2
‖u− uh‖
2
0,
where we have defined δ(su0) = 0 when su0 > 1 and δ(su0) = 1 when su0 ∈ (
1
2
, 1]. The
above inequality further implies that
‖u− uh‖0 ≤C
(
hσ(hsu1−1‖∇ × u‖su1 + h
sp−1‖p‖sp) + h
su0 (‖u‖su0 + δ(su0)h‖∇ × u‖su0 )
)
≤C
(
hσ(hsu1−1‖∇ × u‖su1 + h
sp−1‖p‖sp) + h
su0‖u‖su0
)
,
and we complete the proof. 
6.2. Curl operator error estimate. We first introduce an interpolation denoted by
Π
curl,c
h,ℓ . Form [18, Proposition 4.5], for any integer ℓ ≥ 1, let vh ∈ [Pℓ(Th)]
3, there exists
a function Πcurl,ch,ℓ vh ∈ [Pℓ(Th)]
3 ∩H0(curl; Ω) such that
‖Πcurl,ch,ℓ vh − vh‖0 + h
(∑
K∈Th
‖∇ × (Πcurl,ch,ℓ vh − vh)‖
2
0,K
) 1
2
≤ C
(∑
F∈Eh
hF‖n× [[vh]]‖
2
0,F
) 1
2
.
Theorem 6.4. Let (u, p) ∈ H0(curl
2; Ω) × H10 (Ω) be the weak solution of (1.1), and
let Assumption 5.4, Assumption 6.1 hold true; let (uh, ph) ∈ Eh × Qh be the solution of
(3.1). Then we have the following error estimates
‖∇ × (u− uh)‖0 ≤ Ch
σ(hsu1−1‖∇ × u‖su1 + h
su2‖∇ × (∇× u)‖su2 + h
sp−1‖p‖sp) + Ch
su0‖u‖su0 ,
where σ = min(α, β, γ), α is defined in Lemma 2.1, β and γ are defined in (6.2).
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The proof of the theorem can be obtained through arguments similar to those in the
proof of Theorem 6.3 and through considering the problem (6.15) with ∇× (Πcurlh,k+1(∇×
u)−Πcurl,ch,k+1(∇×uh)) being the right hand side term, and we skip the details of the proof.
Finally, we present the optimal error estimates in H(curl)-norm as follows.
Proposition 6.5. Let (u, p) ∈ H0(curl
2; Ω) ×H10 (Ω) be the weak solution of (1.1), and
(uh, ph) ∈ Eh × Qh be the solution of (3.1). When Ω is convex and the weak solution
(u, p) ∈H0(curl
2; Ω)×H10 (Ω) of (1.1) is sufficiently smooth, then we have the following
error estimates
‖u− uh‖0 + ‖∇ × (u− uh)‖0 ≤ Ch
k+1(‖u‖k+1 + ‖∇ × u‖k+1 + ‖p‖k+1).
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