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Abstract
Large-scale knowledge bases have currently
reached impressive sizes; however, these knowl-
edge bases are still far from complete. In addition,
most of the existing methods for knowledge base
completion only consider the direct links between
entities, ignoring the vital impact of the consistent
semantics of relation paths. In this paper, we
study the problem of how to better embed entities
and relations of knowledge bases into different
low-dimensional spaces by taking full advantage
of the additional semantics of relation paths, and
we propose a compositional learning model of
relation path embedding (RPE). Specifically, with
the corresponding relation and path projections,
RPE can simultaneously embed each entity into
two types of latent spaces. It is also proposed
that type constraints could be extended from
traditional relation-specific constraints to the new
proposed path-specific constraints. The results
of experiments show that the proposed model
achieves significant and consistent improvements
compared with the state-of-the-art algorithms.
1 Introduction
Large-scale knowledge bases (KBs), such as Freebase [Bol-
lacker et al., 2008], WordNet [Miller, 1995], Yago [Suchanek
et al., 2007], and NELL [Carlson et al., 2010], are critical to
natural language processing applications, e.g., question an-
swering [Dong et al., 2015], relation extraction [Riedel et al.,
2013], and language modeling [Ahn et al., 2016]. These KBs
generally contain billions of facts, and each fact is organized
into a triple base format (head entity, relation, tail entity),
abbreviated as (h,r,t). However, the coverage of such KBs
is still far from complete compared with real-world knowl-
edge [Dong et al., 2014]. Traditional KB completion ap-
proaches, such as Markov logic networks [Richardson and
Domingos, 2006], suffer from feature sparsity and low effi-
ciency.
Recently, encoding the entire knowledge base into a low-
dimensional vector space to learn latent representations of en-
tity and relation has attracted widespread attention. These
knowledge embedding models yield better performance in
terms of low complexity and high scalability compared with
previous works. Among these methods, TransE [Bordes et
al., 2013] is a classical neural-based model, which assumes
that each relation can be regarded as a translation from head
to tail and uses a score function S(h,r,t)=‖h+ r − t‖ to mea-
sure the plausibility for triples. TransH [Wang et al., 2014]
and TransR [Lin et al., 2015b] are representative variants
of TransE. These variants consider entities from multiple as-
pects and various relations on different aspects.
However, the majority of these approaches only exploit di-
rect links that connect head and tail entities to predict po-
tential relations between entities. These approaches do not
explore the fact that relation paths, which are denoted as the
sequences of relations, i.e., p=(r1, r2, . . ., rm), play an im-
portant role in knowledge base completion. For example, the
sequence of triples (J.K. Rowling, CreatedRole, Harry Pot-
ter), (Harry Potter, Describedin, Harry Potter and the Philoso-
pher’s Stone) can be used to infer the new fact (J.K. Rowl-
ing, WroteBook, Harry Potter and the Philosopher’s Stone),
which does not appear in the original KBs. Consequently,
a promising new research direction is to use relation paths
to learn knowledge embeddings [Neelakantan et al., 2015;
Guu et al., 2015; Toutanova et al., 2016].
For a relation path, consistent semantics is a semantic in-
terpretation via composition of the meaning of the component
elements. Each relation path contains its respective consis-
tent semantics. However, the consistent semantics expressed
by some relation paths p is unreliable for reasoning new facts
of that entity pair [Lin et al., 2015a]. For instance, there is a





but this path is meaningless for inferring additional relation-
ships between h and t. Therefore, reliable relation paths are
urgently needed. Moreover, their consistent semantics, which
is essential for knowledge representation learning, is consis-
tent with the semantics of relation r. Based on this intu-
ition, we propose a compositional learning model of relation
path embedding (RPE), which extends the projection and type
constraints of the specific relation to the specific path. As the
path ranking algorithm (PRA) [Lao et al., 2011] suggests, re-
lation paths that end in many possible tail entities are more
likely to be unreliable for the entity pair. Reliable relation
paths can thus be filtered using PRA. Figure 1 illustrates the
basic idea for relation-specific and path-specific projections.
Each entity is projected byMr andMp into the corresponding
Entity Space











Figure 1: Simple illustration of relation-specific and path-
specific projections.
relation and path spaces. These different embedding spaces
hold the following hypothesis: in the relation-specific space,
relation r is regarded as a translation from head hr to tail tr;
likewise, p∗, the path representation by the composition of re-
lation embeddings, is regarded as a translation from head hp
to tail tp in the path-specific space. We design two types of
compositions to dynamically construct the path-specific pro-
jection Mp without extra parameters. Moreover, with slight
changes on negative sampling, we also propose that relation-
specific and path-specific type constraints can be seamlessly
incorporated into our model.
Our main contributions are as follows:
1) To reinforce the reasoning ability of knowledge embed-
ding models, the consistent semantics and the path spaces are
introduced.
2) The path-specific type constraints generated from path
space can help to improve the model’s discriminability.
3) Compared with the pure data-driven mechanism in the
knowledge embeddingmodels used, the way in which we uti-
lize PRA to find reliable relation paths improves the knowl-
edge representation learning interpretability.
The remainder of this paper is organized as follows. We
first provide a brief review of related knowledge embedding
models in Section 2. The details of RPE are introduced in
Section 3. The experiments and analysis are reported in Sec-
tion 4. Conclusions and directions for future work are re-
ported in the final section.
2 Related Work
We first concentrate on three classical translation-based mod-
els that only consider direct links between entities. The bold
lowercase letter v denotes a column vector, and the bold
uppercase letter M denotes a matrix. The first translation-
based model is TransE, and it defines the score function
as S(h,r,t)=‖h + r − t‖ for each triple (h,r,t). The score
will become smaller if the triple (h,r,t) is correct; other-
wise, the score will become higher. The embeddings are
learned by optimizing a global margin-loss function. This
assumption is clearly simple and cannot address more com-
plex relation attributes well, i.e., 1-to-N, N-to-1, and N-to-
N. To alleviate this problem, TransH projects entities into
a relation-dependent hyperplane by the normal vector wr:
hh=h-w
T
r hwr and th=t-w
T
r twr (restrict ‖wr‖2=1). The cor-
responding score function is S(h,r,t)=‖hh + r − th‖. TransE
and TransH achieve translations on the same embedding
space, whereas TransR assumes that each relation should be
used to project entities into different relation-specific em-
bedding spaces since different relations may place emphasis
on different entity aspects. The projected entity vectors are
hr=Mrh and tr=Mrt; thus, the new score function is defined
as S(h,r,t)=‖hr + r− tr‖.
Another research direction focuses on improving the pre-
diction performance by using prior knowledge in the form
of relation-specific type constraints [Krompass et al., 2015;
Chang et al., 2014; Wang et al., 2015]. Note that each rela-
tion should possess Domain and Range fields to indicate the
subject and object types, respectively. For example, the rela-
tion haschildren’s Domain and Range types both belong to a
person. By exploiting these limited rules, the harmful influ-
ence of a merely data-driven pattern can be avoided. Type-
constrained TransE [Krompass et al., 2015] imposes these
constraints on the global margin-loss function to better dis-
tinguish similar embeddings in latent space.
A third current related work is PTransE [Lin et al., 2015a]
and the path ranking algorithm (PRA) [Lao et al., 2011].
PTransE considers relation paths as translations between head
and tail entities and primarily addresses two problems: 1)
exploit a variant of PRA to select reliable relation paths,
and 2) explore three path representations by compositions
of relation embeddings. PRA, as one of the most promis-
ing research innovations for knowledge base completion,
has also attracted considerable attention [Lao et al., 2015;
Gardner and Mitchell, 2015; Wang et al., 2016; Nickel et al.,
2016]. PRA uses the path-constrained random walk proba-
bilities as path features to train linear classifiers for different
relations. In large-scale KBs, relation paths have great signif-
icance for enhancing the reasoning ability for more compli-
cated situations. However, none of the aforementioned mod-
els take full advantage of the consistent semantics of relation
paths.
3 Our Model
The consistent semantics expressed by reliable relation paths
has a significant impact on learning meaningful embeddings.
Here, we propose a compositional learning model of relation
path embedding (RPE), which includes novel path-specific
projection and type constraints. All entities constitute the en-
tity set ζ, and all relations constitute the relation set R. RPE
uses PRA to select reliable relation paths. Precisely, for a
triple (h,r,t), Pall={p1,p2,. . .,pk} is the path set for the entity
pair (h,t). PRA calculates P(t|h, pi), the probability of reach-
ing t from h following the sequence of relations indicated by
pi, which can be recursively defined as follows:
If pi is an empty path,
P (t|h, pi) =
{
1 if h = t
0 otherwise
(1)
If pi is not an empty path, then p
′
i is defined as r1,. . .,rm−1;
subsequently,
P (t|h, pi) =
∑
t′∈Ran(p′i)
P (t′|h, p′i) · P (t|t
′, rm) (2)
Ran(p′i) is the set of ending nodes of p
′
i. RPE obtains the
reliable relation paths set Pfilter={p1,p2,. . .,pz} by selecting
relation paths whose probabilities are above a certain thresh-
old η.
3.1 Path-specific Projection
The key idea of RPE is that the consistent semantics of reli-
able relation paths is similar to the semantics of the relation
between an entity pair. For a triple (h,r,t), RPE exploits pro-
jection matrices Mr, Mp ∈ R
m×n to project entity vectors
h, t ∈ Rn in entity space into the corresponding relation and
path spaces simultaneously (m is the dimension of relation
embeddings, n is the dimension of entity embeddings, and m
may differ from n). The projected vectors (hr, hp, tr, tp) in
their respective embedding spaces are denoted as follows:
hr = Mrh, hp = Mph (3)
tr = Mrt, tp = Mpt (4)
Because relation paths are those sequences of relations p=(r1,
r2, . . ., rm), we dynamically use Mr to construct Mp to de-
crease the model complexity. Subsequently, we explore two
compositions for the formation of Mp, which are formulated
as follows:
Mp =Mr1 +Mr2 + . . .+Mrm
(addition composition)
(5)
Mp =Mr1 ×Mr2 × . . .×Mrm
(multiplication composition)
(6)
where addition composition (ACOM) and multiplication
composition (MCOM) represent cumulative addition and
multiplication for path projection. Matrix normalization is
applied on Mp for both compositions. The new score func-
tion is defined as follows:









For path representation p∗, we use p∗=r1+r2+. . . +rm, as sug-
gested by PTransE. λ is the hyper-parameter used to balance
the knowledge embedding score S(h,r,t) and the relation path
embedding score S(h,p,t). Z=
∑
pi∈pfilter
P(t|h, pi) is the nor-
malization factor, and Pr(r|pi) = Pr(r, pi) / Pr(pi) is used to
assist in calculating the reliability of relation paths. In the
experiments, we increase the limitation on these embeddings,
i.e., ‖h‖2 6 1, ‖t‖2 6 1, ‖r‖2 6 1, ‖hr‖2 6 1, ‖tr‖2 6 1,
‖hp‖2 6 1, and ‖tp‖2 6 1. By exploiting the consistent se-
mantics of reliable relation paths, RPE embeds entities into
the relation and path spaces simultaneously. This method im-
proves the flexibility of RPE when modeling more compli-
cated relation attributes.
3.2 Path-specific Type Constraints
In RPE, based on the semantic similarity between rela-
tions and reliable relation paths, we can naturally extend the
relation-specific type constraints to novel path-specific type
constraints. In type-constrained TransE, the distribution of
corrupted triples is a uniform distribution.
In our model, we borrow the idea from TransH, incorporat-
ing the two type constraints with a Bernoulli distribution. For
each relation r, we denote the Domainr and Ranger to indi-
cate the subject and object types of relation r. ζDomainr is the
entity set whose entities conform to Domainr, and ζRanger is
the entity set whose entities conform to Ranger. We calcu-
late the average numbers of tail entities for each head entity,
named teh, and the average numbers of head entities for each
tail entity, named het. The Bernoulli distribution with param-
eter teh
teh+het for each relation r is incorporated with the two
type constraints, which can be defined as follows: RPE sam-
ples entities from ζDomainr to replace the head entity with
probability teh
teh+het , and it samples entities from ζRanger to
replace the tail entity with probability het
teh+het . The objective













L(h,r,t) is the loss function for triples, and L(h,pi,t) is the loss
function for relation paths.
L(h, r, t) =
∑
(h′,r,t′)∈C′′
max(0, S(h, r, t) + γ1−
S(h′, r, t′))
(9)
L(h, pi, t) =
∑
(h′,r,t′)∈C′′




We denoteC={(hi,ri,ti) | i=1,2. . .,t} as the set of all observed
triples and C′={(h′i,ri,ti) ∪ (hi,ri,t
′
i) | i=1,2. . .,t} as the set of
corrupted triples, where each element of C′ is obtained by
randomly sampling from ζ. C′′, whose element conforms to
the two type constraints with a Bernoulli distribution, is a sub-
set of C′. The Max(0, x) returns the maximum between 0 and
x. γ is the hyper-parameter of margin, which separates cor-
rected triples and corrupted triples. By exploiting these two
prior knowledges, RPE could better distinguish similar em-
beddings in different embedding spaces, thus allowing it to
achieve better prediction.
3.3 Training Details
We adopt stochastic gradient descent (SGD) to minimize the
objective function. TransE or RPE (initial) can be exploited
for the initializations of all entities and relations. The score
function of RPE (initial) is as follows:









Table 1: The statistics of the datasets.
Dataset #Ent #Rel #Train #Valid #Test
FB15K 14591 1345 483142 50000 59071
FB13 75043 13 316232 5908 23733
WN11 38696 11 112581 2609 10544
We also employ this score function in our experiment as a
baseline. The projection matrices Ms are initialized as iden-
tity matrices. RPE holds the local closed-world assumption
(LCWA) [Dong et al., 2014], where each relation’s domain
and range types are based on the instance level. Their type
information is provided by KBs or the entities shown in ob-
served triples.
Note that each relation r has the reverse relation r−1; there-
fore, to increase supplemental path information, RPE utilizes













For each iteration, we randomly sample a correct triple
(h,r,t) with its reverse (t,r−1,h), and the final score function
of our model is defined as follows:
F (h,r,t) = G(h,r,t) +G(t,r−1,h) (12)
Theoretically, we can arbitrarily set the length of the relation
path, but in the implementation, we prefer to take a smaller
value to reduce the time required to enumerate all relation
paths. Moreover, as suggested by the path-constrained ran-
dom walk probability P(t|h, p), as the path length increases,
P(t|h, p) will become smaller and the relation path will more
likely be cast off.
4 Experiments
To examine the retrieval and discriminative ability of our
model, RPE is evaluated on two standard subtasks of knowl-
edge base completion: link prediction and triple classifica-
tion. We also present a case study on consistent semantics
learned by our method to further highlight the importance of
relation paths for knowledge representation learning.
4.1 Datasets
We evaluate our model on two classical large-scale knowl-
edge bases: Freebase and WordNet. Freebase is a large
collaborative knowledge base that contains billions of facts
about the real world, such as the triple (Beijing, Locatedin,
China), which describes the fact that Beijing is located in
China. WordNet is a large lexical knowledge base of En-
glish, in which each entity is a synset that expresses a dis-
tinct concept, and each relationship is a conceptual-semantic
or lexical relation. We use two subsets of Freebase, FB15K
and FB13 [Bordes et al., 2013], and one subset of WordNet,
WN11 [Socher et al., 2013]. Table 1 presents the statistics
of the datasets, where each column represents the numbers of
entity type, relation type and triples that have been split into
training, validation and test sets.
Table 2: Evaluation results on link prediction.
Metric
Mean Rank Hits@10(%)
Raw Filter Raw Filter
TransE [Bordes et al., 2013] 243 125 34.9 47.1
TransH (unif) [Wang et al., 2014] 211 84 42.5 58.5
TransH (bern) [Wang et al., 2014] 212 87 45.7 64.4
TransR (unif) [Lin et al., 2015b] 226 78 43.8 65.5
TransR (bern) [Lin et al., 2015b] 198 77 48.2 68.7
PTransE (ADD, 2-hop) [Lin et al., 2015a] 200 54 51.8 83.4
PTransE (MUL, 2-hop) [Lin et al., 2015a] 216 67 47.4 77.7
PTransE (ADD, 3-hop) [Lin et al., 2015a] 207 58 51.4 84.6
TranSparse (separate, S, unif) [Ji et al., 2016] 211 63 50.1 77.9
TranSparse (separate, S, bern) [Ji et al., 2016] 187 82 53.3 79.5
RPE (initial) 207 58 50.8 82.2
RPE (PC) 196 77 49.1 72.6
RPE (ACOM) 171 41 52.0 85.5
RPE (MCOM) 183 43 52.2 81.7
RPE (PC + ACOM) 184 42 51.1 84.2
RPE (PC + MCOM) 186 43 51.7 76.5
In our model, each triple has its own reverse triple for in-
creasing the reverse relation paths. Therefore, the total num-
ber of triples is twice the number used in the original datasets.
Our model exploits the LCWA. In this case, we utilize the
type information provided by [Xie et al., 2016] for FB15K.
As for FB13 and WN11, we do not depend on the auxiliary
data, and the domain and range of each relation are approxi-
mated by the triples from the original datasets.
4.2 Link Prediction
The link prediction task consists of predicting the possible h
or t for test triples when h or t is missed. FB15K is employed
for this task.
Evaluation Protocol
We follow the same evaluation procedures as used in [Bordes
et al., 2013; Wang et al., 2014; Lin et al., 2015b]. First, for
each test triple (h,r,t), we replace h or t with every entity in
ζ. Second, each corrupted triple is calculated by the corre-
sponding score function S(h,r,t). The final step is to rank the
original correct entity with these scores in descending order.
Two evaluation metrics are reported: the average rank of
correct entities (Mean Rank) and the proportion of correct en-
tities ranked in the top 10 (Hits@10). Note that if a corrupted
triple already exists in the knowledge base, then it should not
be considered to be incorrect. We prefer to remove these cor-
rupted triples from our dataset, and call this setting ”Filter”.
If these corrupted triples are reserved, then we call this setting
”Raw”. In both settings, if the latent representations of entity
and relation are better, then a lower mean rank and a higher
Hits@10 should be achieved. Because we use the same
dataset, the baseline results reported in [Lin et al., 2015b;
Lin et al., 2015a; Ji et al., 2016] are directly used for compar-
ison.
Implementation
We set the dimension of entity embeddingm and relation em-
bedding n among {20, 50, 100, 120}, the margin γ1 among
{1, 2, 3, 4, 5}, the margin γ2 among {3, 4, 5, 6, 7, 8}, the
learning rate α for SGD among {0.01, 0.005, 0.0025, 0.001,
0.0001}, the batch size B among {20, 120, 480, 960, 1440,
4800}, and the balance factor λ among {0.5, 0.8, 1,1.5, 2}.
The threshold η was set in the range of {0.01, 0.02, 0.04,
0.05} to reduce the calculation of meaningless paths.
Table 3: Evaluation results on FB15K by mapping properties of relations (%).
Tasks Predicting Head Entities (Hits@10) Predicting Tail Entities (Hits@10)
Relation Category 1-to-1 1-to-N N-to-1 N-to-N 1-to-1 1-to-N N-to-1 N-to-N
TransE [Bordes et al., 2013] 43.7 65.7 18.2 47.2 43.7 19.7 66.7 50.0
TransH (unif) [Wang et al., 2014] 66.7 81.7 30.2 57.4 63.7 30.1 83.2 60.8
TransH (bern) [Wang et al., 2014] 66.8 87.6 28.7 64.5 65.5 39.8 83.3 67.2
TransR (unif) [Lin et al., 2015b] 76.9 77.9 38.1 66.9 76.2 38.4 76.2 69.1
TransR (bern) [Lin et al., 2015b] 78.8 89.2 34.1 69.2 79.2 37.4 90.4 72.1
PTransE (ADD, 2-hop) [Lin et al., 2015a] 91.0 92.8 60.9 83.8 91.2 74.0 88.9 86.4
PTransE (MUL, 2-hop) [Lin et al., 2015a] 89.0 86.8 57.6 79.8 87.8 71.4 72.2 80.4
PTransE (ADD, 3-hop) [Lin et al., 2015a] 90.1 92.0 58.7 86.1 90.7 70.7 87.5 88.7
TranSparse (separate, S, unif) [Ji et al., 2016] 82.3 85.2 51.3 79.6 82.3 59.8 84.9 82.1
TranSparse (separate, S, bern) [Ji et al., 2016] 86.8 95.5 44.3 80.9 86.6 56.6 94.4 83.3
RPE (initial) 83.9 93.6 60.1 78.2 82.2 66.8 92.2 80.6
RPE (PC) 82.6 92.7 44.0 71.2 82.6 64.6 81.2 75.8
RPE (ACOM) 92.5 96.6 63.7 87.9 92.5 79.1 95.1 90.8
RPE (MCOM) 91.2 95.8 55.4 87.2 91.2 66.3 94.2 89.9
RPE (PC + ACOM) 89.5 94.3 63.2 84.2 89.1 77.0 89.7 87.6
RPE (PC + MCOM) 89.3 95.6 45.2 84.2 89.7 62.8 94.1 87.7
Grid search is used to determine the optimal parameters.
The best configurations for RPE (ACOM) are n=100, m=100,
γ1=2, γ2=5, α=0.0001, B=4800, λ=1, and η=0.05. We select
RPE (initial) to initialize our model, set the path length as 2,
take L1 norm for the score function, and traverse our model
for 500 epochs.
Analysis of Results
Table 2 reports the results of link prediction, in which the first
column is translation-based models, the variants of PTransE,
and our models. The numbers in bold are the best perfor-
mance, and n-hop indicates the path length n that PTransE
exploits. We denote RPE only with path-specific constraints
as RPE (PC), and from the results, we can observe the fol-
lowing. 1) Our models significantly outperform the classi-
cal knowledge embedding models (TransE, TransH, TransR,
and TranSparse) and PTransE on FB15K with the metrics
of mean rank and Hits@10 (filter). The results demonstrate
that the path-specific projection can explore further impli-
cations on relation paths, which are crucial for knowledge
base completion. 2) RPE (PC) improves slightly compared
with the baselines. We believe that this result is primarily
because RPE (PC) only focuses on local information pro-
vided by related embeddings, ignoring some global infor-
mation compared with the approach of randomly selecting
corrupted entities. In terms of mean rank, RPE (ACOM)
achieves the best performance with 14.5% and 24.1% error
reduction compared with PTransE’s performance in the raw
and filter settings, respectively. In terms of Hits@10, RPE
(ACOM) brings few improvements. RPE with path-specific
type constraints and projection (RPE (PC + ACOM) and RPE
(PC +MCOM)) is a compromise between RPE (PC) and RPE
(ACOM).
Table 3 presents the separated evaluation results by map-
ping properties of relations on FB15K. Mapping properties
of relations follows the same rules in [Bordes et al., 2013],
and the metrics are Hits@10 on head and tail entities. From
Table 3, we can conclude that 1) RPE (ACOM) outperforms
all baselines in all mapping properties of relations. In par-
ticular, for the 1-to-N, N-to-1, and N-to-N types of relations
Table 4: Evaluation results of triple classification (%).
Datasets WN11 FB13 FB15K
TransE (unif) [Bordes et al., 2013] 75.9 70.9 77.8
TransE (bern) [Bordes et al., 2013] 75.9 81.5 85.3
TransH (unif) [Wang et al., 2014] 77.7 76.5 78.4
TransH (bern) [Wang et al., 2014] 78.8 83.3 85.8
TransR (unif) [Lin et al., 2015b] 85.5 74.7 79.2
TransR (bern) [Lin et al., 2015b] 85.9 82.5 87.0
PTransE (ADD, 2-hop) [Lin et al., 2015a] 80.9 73.5 83.4
PTransE (MUL, 2-hop) [Lin et al., 2015a] 79.4 73.6 79.3
PTransE (ADD, 3-hop) [Lin et al., 2015a] 80.7 73.3 82.9
RPE (initial) 80.2 73.0 68.8
RPE (PC) 83.8 77.4 77.9
RPE (ACOM) 84.7 80.9 85.4
RPE (MCOM) 83.6 76.2 85.1
RPE (PC + ACOM) 86.8 84.3 89.8
RPE (PC + MCOM) 85.7 83.0 87.5
that plague knowledge embeddingmodels, RPE (ACOM) im-
proves 4.1%, 4.6%, and 4.9% on head entity’s prediction
and 6.9%, 7.0%, and 5.1% on tail entity’s prediction com-
pared with previous state-of-the-art performances achieved
by PTransE (ADD, 2-hop). 2) RPE (MCOM) does not per-
form as well as RPE (ACOM), and we believe that this
result is because RPE’s path representation is not consis-
tent with RPE (MCOM)’s composition of projections. Al-
though RPE (PC) improves little compared with PTransE, we
will indicate the effectiveness of relation-specific and path-
specific type constraints in triple classification. 3) We use
the relation-specific projection to construct path-specific ones
dynamically; then, entities are encoded into relation-specific
and path-specific spaces simultaneously. The experiments
are similar to link prediction, and the results of experiments
results further demonstrate the better expressibility of our
model.
4.3 Triple Classification
We conduct the task of triple classification on three bench-
mark datasets: FB15K, FB13 and WN11. Triple classifica-
tion aims to predict whether a given triple (h,r,t) is true, which
is a binary classification problem.
Table 5: Consistent semantics expressed by relations and corresponding relation paths.
entity pair (sociology, George Washington University)
relation /education/field of study/students majoring./education/education/institution
relation paths
a: /education/field of study/students majoring./education/education/student→
/people/person/education./education/education/institution
b: /people/person/education./education/education/major field of study−1 →
/education/educational institution/students graduates./education/education/student−1
entity pair (Planet of the Apes, art director)
relation /education/field of study/students majoring./education/education/institution
relation paths
a: /film/film/sequel→ /film/film job/films with this crew job./film/film crew gig/film−1
b: /film/film/prequel−1 → /film/film/other crew./film/film crew gig/film crew role
Evaluation Protocol
We set different relation-specific thresholds {δr} to perform
this task. For a test triple (h,r,t), if its score S(h,r,t) is below δr,
then we predict it as a positive one; otherwise, it is negative.
{δr} is obtained by maximizing the classification accuracies
on the valid set.
Implementation
We directly compare our model with prior work using the re-
sults about knowledge embedding models reported in [Lin et
al., 2015b] for WN11 and FB13. Because [Lin et al., 2015a]
does not evaluate PTransE’s performance on this task, we use
the code of PTransE that is released in [Lin et al., 2015a]
to complete it. FB13 and WN11 already contain negative
samples. For FB15K, we use the same process to produce
negative samples, as suggested by [Socher et al., 2013]. The
hyper-parameter intervals are the same as link prediction. The
best configurations for RPE (PC + ACOM) are as follows:
n=50, m=50, γ1=5, γ2=6, α=0.0001, B=1440, λ=0.8, and
η=0.05, taking the L1 norm on WN11; n=100, m=100, γ1=3,
γ2=6, α=0.0001, B=960, λ=0.8, and η=0.05, taking the L1
norm on FB13; and n=100, m=100, γ1=4, γ2=5, α=0.0001,
B=4800, λ=1, and η =0.05, taking the L1 norm on FB15K.
We exploit RPE (initial) for initiation, and we set the path
length as 2 and the maximum epoch as 500.
Analysis of Results
Table 4 lists the results for triple classification on different
datasets, and the evaluation metric is classification accuracy.
The results demonstrate that 1) RPE (PC + ACOM) achieves
the best performance on all datasets, which takes good advan-
tage of path-specific projection and type constraints; 2) RPE
(PC) improves the performance of RPE (initial) by 4.5%,
6.0%, and 13.2%, particularly on FB15K; thus, we consider
that lengthening the distances for similar entities in embed-
ding space is essential to specific problems. The results of
experiments also indicate that although LCWA can compen-
sate for the loss for type information, real relation-type infor-
mation is predominant.
4.4 Case Study of Consistent Semantics
As shown in Table 5, for two entity pairs (sociology, George
Washington University) and (Planet of the Apes, art director)
from Freebase, RPE provides two relations and four most rel-
evant relation paths (each relation is mapped to two relation
paths, denoted as a and b), which are considered as having
similar semantics to their respective relations. However, this
type of consistent semantics of reliable relation paths cannot
be achieved by translation-based models, such as Trans(E, H,
R), because translation-based models only exploit the direct
links and do not consider relation path information, such as
reliable relation paths in line 3 and line 6 in Table 5. In con-
trast, RPE can obtain reliable relation paths with their con-
sistent semantics, and it extends the projection and type con-
straints of the specific relation to the specific path. Further-
more, the experimental results demonstrate that by explic-
itly using the additional semantics, RPE consistently and sig-
nificantly outperforms state-of-the-art knowledge embedding
models in the two benchmark tasks (link prediction and triple
classification).
5 Conclusions and Future Work
In this paper, we propose a compositional learning model of
relation path embedding (RPE) for knowledge base comple-
tion. To the best of our knowledge, this is the first time that
a path-specific projection has been proposed, and it simul-
taneously embeds each entity into relation and path spaces
to learn more meaningful embeddings. Moreover, We also
put forward the novel path-specific type constraints based on
relation-specific constraints to better distinguish similar em-
beddings in the latent space.
In the future, we plan to 1) incorporate other potential se-
mantic information into the relation path modeling, such as
the information provided by those intermediate nodes con-
nected by relation paths, and 2) explore relation path embed-
ding in other applications associated with knowledge bases,
such as distant supervision for relation extraction and ques-
tion answering over knowledge bases.
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