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ABSTRACT
The question, if a vibrating object can be forced to follow a given
movement profile at one point forms a case of an inverse problem.
It is shown that for the specific setting of an object described by
modal data, this question may be solved by a newly developed
method. The new technique has several strengths, such as allowing
to compute modal data for the constrained scenario and forming
a basis for precise and stable simulations. The latter potential is
shown at a short example, a stiff string being hammered against a
fixed board by a hammer of infinite mass.
1. INTRODUCTION
Solving or understanding problems in acoustics usually involves
handling a differential equation with boundary conditions, repre-
senting a physical system, with certain terms of external influences
such as forces, pressures or potentials. If such a system of equa-
tions fully describes a problem of classical physics there will be
one unique solution for a given “allowed input (force) term”, a fact
that is often implicitely assumed and not explicitely shown with
mathematical strictness. (Well-defined initial conditions are fur-
thermore generally neccessary for the solution to be unique. These
general thoughts will be looked at more closely in mathematical
terms in following sections.)
Practical problems sometimes lead to a mathematical question
of the same general structure as just described but involving an
unknown “force term” and additional constraints on the solution.
As an example it may be very difficult to measure the exact forces
acting on a string struck by a hammer or plucked with whatever
mechanism, since any direct measurement of the force at the re-
gion of contact (e.g. between piano hammer and string or finger
and string) inevitably alters the whole process of interest. In such
a situation it may be much easier to measure the string displace-
ment at one point with good temporal and spatial precision (e.g. by
means of a pickup or high speed camera). The question therefore
arises if for such a measured displacement profile the causing force
signal may be reconstructed. (After the above mentioned unique-
ness of solution reconstructing the force signal is equivalent to de-
termining the evolution of the complete state of the system, here
the string.) The same kind of mathematical question may occur
in computational simulations when trying to simplify the structure
of the system equations by considering certain couplings as “one-
way”: As an example, for simulating the “sympathetic vibration”
of neighbouring strings induced through a vibrating soundboard
it may be plausible to consider the impedance of the soundboard
with respect to resonating strings as infinitely high. In this case
one must demand for the resonating strings to “strictly follow” the
movement of the soundboard at the point of contact (the bridge).
Again the underlying force acting on the strings in this setting is
a priori not known. Moreover in this case it is not a priori clear if
the resulting system of equations has a solution at all, since starting
point is here a hypothetical displacement curve which, in contrast
to the previous situation, does not originate from measurements at
an existing physical system. Moreover, even in the first case mea-
surements are of limited precision so that the mathematical ques-
tion of existence of a solution indeed is relevant — in addition to
(and as a necessary precondition to) deriving a practical receipt for
finding one.
Intuitively the described approach of starting from a given dis-
placement profile, not a force signal, may appear as a way of “re-
ducing the degrees of freedom”. (In the concrete mathematic for-
mulation presented in the following this will indeed turn out to be
the case). One might therefore expect the presented questions (of
existence and nature of solutions to a system of equations with a
given “displacement profile” and unkown “input force”) not to be
too difficult to answer. However the roughly described situations
represent a class of mathematical problems sometimes denoted as
“inverse problems” which only rather recently has received sys-
tematic attention and may turn out to be quite challenging. In
this contribution we look at a specific mathematical setting whose
choice is shortly motivated in the next subsection. The following
sections derive how the question described above may be formu-
lated in this concrete mathematical context, prove the existence
and uniqueness of the solution and present a practical receipt for
solving it. The practicability of the presented method is shortly
demonstrated at a simple example.
1.1. Linear evolution equations
Many scenarios of acoustic vibration around an equilibrium state 1
can be written in form of an “evolution equation”
!˙z(t) = A!z(t) + !f(t), (1)
where !z(t) ∈ Z represents the state of the system at time t in its
state (vector) space Z and A : Z → Z is an operator on Z. The
vector !f(t) represents external forces (or other influences such as
pressures or potentials). Equation (1) is very general; all specific
complexity is here hidden in the extact structure of the state space
Z and of course the operator A. Often — mostly for “sufficiently
small” deviations from equilibrium—Amay be chosen linear and
compact. Many important equations in acoustics (such as the wave
1Apart from situations that typically come to mind here, such as vibrat-
ing strings, beams, membranes, plates. . . , also scenarios of wave propaga-
tion in finite domains may be looked at in this way, altough they may rarely
be expressed exactly in such a form.
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equation in a specific 1-, 2- or 3-dimensional domain with certain
boundary conditions) are usually not directly written in a form (1),
but, while an equivalent formulation of this form is hardly ever pre-
sented, this would be possible. (Such reformulations may however
involve substantial efforts of mathematical theory.) The present
work starts with a specific version of equation (1) since this form
somewhat presents the most general basis and justification(!) for
mathematical tools such as Eigenvalue analysis which are highly
important and commonly used (sometimes implicitely) for han-
dling acoustic equations (see e.g. [1]).
Returning to initial thoughts given above, it is known [2] that
for A being linear and compact, equation (1) has one unique so-
lution for any initial state !z0 := !z(0) at time 0. The most com-
pressed way of expressing this fact is probably by writing down
said analytical solution in the form
!z(t) = etA(!z0 +
Z t
0
e−sA !f(s)ds). (2)
This direct expression is however not of high pratical use with-
out further analysis of the structure of the operator A, such as its
expression in terms of Eigenvalues and -vectors. It may however
come handy to be aware of the existence of this expression.
2. FORCEDMOVEMENT AT ONE POINT OF AN
OBJECT IN MODAL DESCRIPTION
Following motivations just given, the kind of questions posed at
the beginning of the introduction (“given displacement profile, un-
known input force”) shall be formulated mathematically in the
context of equation (1). For a system described by such an equa-
tion the observed displacement y(t) (or whatever variable of ob-
servation, e.g. velocity or pressure) shall be characterised by an-
other linear dependency on the state !z(t):
y(t) = B!z(t). (3)
Now, given the value of such a known observation variable
y(t) over time (weither originating from measurement or from as-
sumptions in a simulation) for a system characterised by operators
A and B and equations (1) and (3) with an unknown force term
!f(t) and an initial state !z0 = !z(0), does a solution !z(t) of (1)
and (3) exist and how can it be determined? As already noted, and
as seen from (2), asking for a solution !z(t) is equivalent to the
question of a “suitable” underlying force vector !f(t). It is easily
understood that the existence of a solution and the dimension of
the “solution space” must depend on the exact shapes of y(t), A,
B: as most simple examples, for B = 0 (the zero operator) and
y(t) #= 0 for any one t no solution can exist, while for B = 0 and
y(t) = 0∀t any !f(t) and resulting !z(t) will satisfy the equations.
In the following subsections a specific concrete setting ofA and B
according to the kind of concrete problems depicted in the intro-
duction will be specified and the posed question will be solved for
this concrete case.
2.1. Mathematical formulation of the problem
As mentioned, many problems of acoustics can be formulated with
a compact operator A; such operators have a discrete, countable
spectrum [3] which allows for a convenient characterisation of the
unique solution (2) in terms of “modes of vibration”. For the fol-
lowing we assume that the involved vibrating object is already rep-
resented in such a modal description. This starting point has the
advantage of being very general: the method developed in the fol-
lowing may be applied with modal data gained in whatever way —
from theoretical analysis of a differential equation, from numeric
analysis of a finite-dimensional problem (finite-element data, in-
dividual “lumped” element model) or from experimental measure-
ments. We further assume that only a finite number of modes need
to be considered, an assumption that is motivated by perceptual
aspects (modal frequencies above the hearing range may be ne-
glected) as well as for reasons of handling (matrix diagonalisation)
by means a finite computing architecture. (A large part of the fol-
lowing arguments actually apply even for an infite but countable
number of discrete modes, which is expressed by leaving blank
the range of summations. At a certain point however, eigenvalues
and -vectors have to be computed by means of a numeric algorithm
which of course requires finite-dimensional data.)
As described in many textbooks (compare e.g. [4]) every mode
of vibration is characterised by a frequency of vibration and a
damping factor, or, equivalently, factors of stiffness k and fric-
tion r and “modal shapes” manifested by weighting factors at each
point of interest. Linear operators on a finite-dimensional (state)
space (as is the case for a finite number of modes) are commonly
represented by matrices, and in the just described modal basis A
takes the form
A =
0BBBB@
A1 0 0 . . .
0 A2 0 . . .
0 0
. . .
...
... . . .
1CCCCA , (4)
with
An :=
„
0 1
−kn −cn
«
, (5)
The state vector !z here contains “modal displacements” and “mo-
dal velocities”: !z = (x1, x˙1, x2, x˙2, . . .)t (written as a column
vector).
The displacement of the object at one point y is then a weigh-
ted sum of the modal displacements: y(t) =Pwnxn(t). In the
same way, for a force f(t) acting at one point of contact the force
vector !f is given as !f(t) = f(t) · (0, w1, 0, w2, . . .)t. By intro-
ducing the column vectors
!wn := (0, wn)
t, !w := (!wt1, !w
t
2, . . .)
t = (0, w1, 0, w2, . . .)
t (6)
and
!˜wn := (wn, 0)
t, !˜w := ( !˜wt1, !˜w
t
2, . . .)
t = (w1, 0, w2, 0, . . .)
t (7)
these relations may be written in matrix notation as
y(t) = !˜wt!z(t) (8)
and
!f(t) = !wf(t) (9)
The initial question, for an object in modal description subject
to an unknown external force at one point at which the displace-
ment over time is given now reads in the introduced notation as:
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Question
For a given displacement y(t) over time according to (8) and an
operator A as in (4) and (5), can equation (1) be solved with a
suitable force profile f(t) acting according to (9)?
2.2. An evolution equation for the forced vibration setting
Several relations which can be easily verified will be useful in the
following:
!˜wt !w = 0, ( !˜wtn !wn = 0∀n) (10)
!˜wtA = !wt, ( !˜wtnAn = !w
t
n∀n) (11)
If all stiffness factors are nonzero (which we assume), kn #= 0∀n,
all An and also A are invertible:
A−1n =
„ −cn/kn −1/kn
1 0
«
, (12)
A−1 =
0BBBB@
A−11 0 0 . . .
0 A−12 0 . . .
0 0
. . .
...
... . . .
1CCCCA . (13)
Now, according to equations (8), (1), (9), (11) and (10) we
have
y˙(t) = !˜wt!˙z(t) = !˜wtA!z(t) + !˜wt !wf(t) (14)
= !wt!z(t),
which simply states the fact that the velocity at the observation
point is a weighted sum of modal velocities (with the same weight-
ing factors as applied for displacement). Further differentiation of
(14) then gives
y¨(t) = !wtA!z(t)+ | !w |2 f(t), (15)
which is equivalent to
f(t) = − 1| !w |2 !w
tA!z(t) +
1
| !w |2 y¨(t). (16)
Substitution of equations (9) and (16) into equation (1) finally
gives
!˙z(t) = A!z(t)− 1| !w |2 !w !w
tA!z(t) +
1
| !w |2 !wy¨(t) (17)
= (I− P!w)A!z(t) + 1| !w |2 !wy¨(t),
with I the identity operator and
P!w :=
1
| !w |2 !w !w
t. (18)
By further defining
P := I− P!w, M := PA, (19)
equation (17) reads as
!˙z(t) = M!z(t) +
1
| !w |2 !wy¨(t). (20)
which is now seen to be of the same basic structure as equation (1)
with the second derivative y¨(t) playing the role of a “pseudo force”
applied with a scaled “weighting vector” 1|!w|2 !w. More decisive is
the new “evolution operator” M which encodes the structure of
the scenario of a forced vibration profile and therefore has to be
analysed in order to characterise the solution.
Equation (20) already shows that the question at the end of the
previous subsection has a positive answer. After what has been
said in the introduction the solution is also unique and may be
presented in the form (2). In order to specify the solution in prac-
tice further analysis is necessary and the structure of the crucial
operator M will be seen to defy a conventional straightforward
approach.
2.3. Solving the new evolution equation
In order to solve an evolution equation of form (1) with a finite-
dimensional state space a transformation of the operator A (in the
present case M ) to Jordan normal form [5] has to be performed.
This is usually done by means of a numerical algorithm of diag-
onalisation which approximates the eigenvalues of M . (Indeed,
the problem of finding the eigenvalues of a matrix can in princi-
ple not be solved exactly, by means of a terminating algorithm,
compare e.g. [5].) Of course a necessary precondition for nu-
meric algorithms of diagonalisation is that the matrix in question
is diagonalisable, i.e. that its Jordan normal form is diagonal. In
engineering text books this precondition is generally simply as-
sumed to be fullfilled and the case of non-diagonalisable matrices
is often claimed to be “not relevant in practice” and thus not con-
sidered. It however turns out that the matrix M in equation (20)
does not fullfill this precondition of diagonalisability. The numeric
algorithms usually used for finding eigenvalues and -vectors here
generally do not converge “correctly”. For solving equation (20)
some individual theoretic analysis is therefore necessary.
We start by looking at the operator P!w (definition (18)) which
is seen to be the orthogonal projection onto the subspace Z!w span-
ned by the vector !w: P!w acts on any vector !x by building its scalar
product with !wnorm := 1|!w| !w and subsequent scalar multiplication
with the same vector !wnorm. P!w is accordingly of rank 1 — its
range being Z!w —and its kernel consists of all vectors orthogonal
to !w. As any orthogonal projection P!w is characterised as such by
P!wP!w = P!w (21)
or equivalently by
P!w |range(P!w)= Irange(P!w) (22)
Again as for every orthogonal projection, P = I − P!w is also an
orthogonal projection with
range(P ) = kern(P!w) and kern(P ) = range(P!w) = Z!w. (23)
Since the operator A defined by (4) and (5) is invertible we
have
kern(M) = A−1kern(P ) = A−1Z!w. (24)
The kernel ofM is thus of dimension 1, spanned by
!v(1) := A−1 !w, (25)
which is just another way of saying that 0 is an eigenvalue of
M and !v(1) being the only according eigenvector (up to scaling).
There might however be further generalised eigenvectors to the
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eigenvalue 0 which is the case if there exists any vector !v(2) such
that !v(1) = M!v(2). Taking into account equations (11) and (10)
we compute !wt!v(1) = !˜wtAA−1 !w = !˜wt !w = 0. So, !v(1) is or-
thogonal to !w and, after what has been said above, in the ker-
nel of P!w, thus in the range of P and therefore in the range of
M(= PA). Due to the projection properties of P we further have
P!v(1) = !v(1). After these arguments a !v(2) as above must exist
(“P!w is in the range ofM”) and can be chosen as
!v(2) := A−1!v(1) = A−2 !w. (26)
We confirm:M!v(2) = PAA−1!v(1) = P!v(1) = !v(1). These argu-
ments already show that the operator M can not be diagonalised:
its Jordan normal form must at least contain one non-diagonal Jor-
dan block, the one to the eigenvalue 0.
At this point it is useful to compute the explicit components of
the vectors !v(1) and !v(2) which after relations (25) and (26) are
!v(1) = −(w1/k1, 0, w2/k2, 0, . . .)t (27)
and
!v(2) = (c1w1/k
2
1 ,−w1/k1, c2w2/k22 ,−w2/k2, . . .)t. (28)
In order to check ifM has any further generalised eigenvectors to
the eigenvalue 0 we compute !wt!v(2) = !˜wtAA−2 !w = !˜wtA−1 !w =
−Pw2n/kn. This value is non-zero if at least one wn is (which
we clearly assume), therefore !v(2) is not orthogonal to !w and thus
not in the range of P , i.e. ofM . So, no further generalised eigen-
vectors to the eigenvalue 0 exist and the according Jordan block is
of size 2× 2.
Full transformation of the matrixM into Jordan normal form
is achieved by proceeding with a process of deflation which is
shortly summarized in the following. The vectors !v(1) and !v(2)
are completed to a basis of Z by the unity vectors
!e(3) = (0, 0, 1, 0, 0, . . .)t, !e(4) = (0, 0, 0, 1, 0, 0, . . .), . . .. In or-
der to see that this set of vectors really forms a basis the determi-
nant of the matrix
V1 :=
“
!v(1),!v(2),!e(3),!e(4), . . .
”
, (29)
must be computed which, using the component expressions (25)
and (26), turns out to be | V1 |= w21/k21 , and without loss of
generality we assume that w1 #= 0. After the properties of the
generalised eigenvectors !v(1) and !v(2) above we have
MV1 = V1
0B@ 0 1 !a
t
0 0 !bt
...
... N
1CA =: V1M1, (30)
with some row vectors !at and!bt and a “deflated” matrix N which
may be computed according to the equivalent equation
M1 = V
−1
1 MV1. (31)
(The inverse of the matrix V1 may be easily computed even “by
hand”.) For the matrix N we may now assume that it is diago-
nalisable and apply a numeric algorithm of choice to find its trans-
formation to diagonal form: any further non-diagonal Jordan block
would— in contrast to the one belonging to the eigenvalue 0which
is an unavoidable result of the nature of the posed problem itself
— be a sign of “unusual symmetry” in the parameters kn, cn, wn.
Of course in any practical implementation of the receipt presented
here the result of such a numeric algorithm for diagonalisation
should be cross-checked (which has been done for the example
presented further below and others to no unpleasant surprises).
The result of a successful such algorithm will be transformation
matrices satisfying NUN = UND with D diagonal, containing
the eigenvalues d3, d4, . . . of N and UN invertible holding the ac-
cording eigenvectors (of N ) !u(3)N , !u(4)N , . . . as its columns. It is
easily checked (by looking at the structure of the characteristic
polynomials) that all eigenvalues dn of N are also eigenvalues of
M1 (and thus due to the similarity transformation (30) also ofM
which however will again become apparent later). For each eigen-
vector !u(n)N of N an eigenvector !u(n) ofM1 can be constructed in
the following way:
!u(n) :=
0B@ u(n)1u(n)2
!u(n)N
1CA , (32)
u(n)2 :=
1
dn
!bt!u(n)N , u
(n)
1 :=
1
dn
(!at!u(n)N + u
(n)
2
(These definitions follow canonically from the according equa-
tions in component form.) The set of eigenvectors !u(n)N of N is
linearly independent (UN is invertible) and so is the set !u(n) as
well as the set !e(1),!e(2), !u(3), !u(4), . . .. (Again this is easy to con-
firm.) With the latter we have therefore found a basis of Z consist-
ing of generalised eigenvectors ofM1 which we combine into an
(invertible) matrix
U :=
“
!e(1)!e(2)!u(3)!u(4) . . .
”
. (33)
The matrix U now delivers the transformation of M1 to Jordan
normal form:
M1U = U
0B@ 0 1 0 . . .0 0 0 . . .... ... D
1CA =: UJ (34)
Combining equations (34) and (30) and defining
V := V1U (35)
we finally find
MV = V J, (36)
the transformation ofM to Jordan normal form.
2.4. Remarks and receipt summary
Some important aspects of the just presented method shall be short-
ly summarised. Equation (20) proves that the problem posed at the
end of subsection 2.2 has one, unique solution. The nature of this
solution is characterised by the transformation of the operator M
to Jordan normal form which has been shown to contain one non-
diagonal Jordan block to the eigenvalue 0. Such a Jordan block
with 0 values on its diagonal accords to a “free–mass behaviour”
which reflects the fact that the objects is forced to follow the vi-
bration profile y(t) at one point. This non-diagonal block can thus
be seen as representing a reduction (with respect to the free modal
object) of the degrees of freedom of the system. The remaining
eigenvalues of M with regular eigenspaces accord to the modal
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frequencies of the object under the additional constraint of be-
ing fixed at the observation point. Of course the according modal
shapes may also be quantified from the data in J and V . The
presented method thus also forms a technique of deriving modal
data of the system build from a known modal object (existing or
theoretical) by keeping one point fixed. The information of the re-
sulting shapes of modes and the new equilibrium is contained in
the matrix V ; details are not elaborated in this contribution.
Summing up, the presented method consists in the following
schedule:
• Build the matricesA, P!w and P from the given modal data.
• ComputeM , !v(1) and !v(2) and V −11 according to equations
(18), (19), (27), (28) and (29). .
• Build M1 and extract N , !a and !b according to equations
(31) and (30).
• Diagonalise N (with any suitable numeric algorithm) and
build U according to equations (32) and (33).
• Build J and compute V according to (34) and (35).
3. EXAMPLE
To show the practicability of the method just developed a sim-
ple example has been implemented, modelling a stiff string be-
ing “hammered” down by an infinite mass against a fixed board.
While this scenario might of course be modelled most efficiently
by means of a digital waveguide it is a good candidate to check the
potentials of the new method since the well-studied and intuitive
behaviour of vibrating strings forms a good reference point. In
contrast to waveguide simulation the modal description of the stiff
string avoids problems of numeric dispersion. All used modal data
is gained from the exact theoretic solution of the differential equa-
tion of the stiff string, details are omitted here since they can be
found in standard text books of acoustics (see e.g. [1]). The sim-
ulation has been performed by means of a suitable discrete–time
transition matrix, thus all computation is of theoretic exactness up
to the limits of the computing architecture and the numeric diago-
nalisation algorithm (Matlab’s “Eig” routine).
Figure 1 shows stages of the simulated string behaviour. The
small ripples near the initial contact result from the finite number
of modes used in the computation, 100 in the present case.
4. CONCLUSIONS
A method has been developed for handling a specific inverse prob-
lem, an object in modal description being forced to follow a given
vibration profile at one point. The presented method also forms a
technique for computing modal data for a system consisting of a
known modal object with the additional constraint of being held
fixed at one point. Furthermore it allows to determine the equilib-
rium state of the system with a forced, constant displacement.
The new technique has been applied at the (comparatively)
simple example of a stiff string being hammered against a fixed
board to demonstrate its practicability. It shall be applied in the
future to more complex settings such as beams, membranes and
plates. The presented technique will be very usefull for analy-
sis of measurements — recovering force profiles from measured
movement behaviour — and for the simulation of certain mech-
anisms of musical sound production such as plucked and struck
strings and bars and playing techniques of percussion instruments
(conga, bongo. . . ) which involve playing gestures of “pushing on
the membrane”.
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Figure 1: Snapshots of a string hammered by an “infinite” mass
against a fixed soundboard.
DAFX-6
