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Abstract
Let F be any field and let B a matrix of Fq×p . Zaballa found necessary and sufficient conditions for
the existence of a matrix A = [Aij ]i,j∈{1,2} ∈ F(p+q)×(p+q) with prescribed similarity class and such that
A21 = B. For fields of characteristic different from 2, we obtain a finite step algorithm to construct A when
it exists.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Given a square matrix A ∈ Fn×n and any integer p with 0  p  n, we define the
matrices A11,p ∈ Fp×p, A12,p ∈ Fp×(n−p), A21,p ∈ F(n−p)×p, and A22,p ∈ F(n−p)×(n−p) as the
submatrices of A that satisfy
A =
[
A11,p A12,p
A21,p A22,p
]
. (1)
We have admitted the cases p = 0 and p = n. In these situations, we have A22,0 = A and A11,n =
A, respectively, and we come to the agreement that A11,0, A12,0, A21,0, A12,n, A21,n and A22,n
have a rank equal to 0.
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In the 1970s, de Oliveira posed the problem of determining the existence of a 2 × 2 block matrix
A of type (1) when the invariant polynomials (or the spectra or the characteristic polynomials) of
A and some of the blocks of A are prescribed. References to the solved cases together with the
statement of the solutions can be found in [1].
One of the solved cases is when A21,p and the invariant polynomials of A are prescribed. In
this case, necessary and sufficient conditions for the existence of A were obtained by Zaballa [4]
(Theorem 2.1). In this work, we are interested in the explicit construction of A. Namely, we will
consider the following problem:
Off-diagonal submatrix problem
Given:
(a) an arbitrary field F,
(b) s monic nonconstant polynomials f1, . . . , fs ∈ F[x] with fs | · · · |f1,
(c) two nonnegative integers p, q such that p + q = ∑si=1 deg fi ,
(d) a matrix B ∈ Fq×p.
Find: a matrix A ∈ F(p+q)×(p+q) with invariant polynomials fs | · · · |f1 and such that
A21,p = B.
In Section 2 we introduce the notion of F-admissible set, that in some sense condenses condi-
tions (a)–(d) above. Then the off-diagonal submatrix problem is written in a more convenient way
in terms of F-admissible sets. An F-admissible set for which the off-diagonal submatrix problem
has solution is called F-solvable, and any solution is called a solution matrix. We finish Section
2 with a theorem of Zaballa that gives necessary and sufficient conditions for the existence of a
solution matrix for a given F-admissible set.
In Section 3 we introduce an idea that is essential in the algorithm: to split an F-solvable set
into smaller F-solvable sets such that a solution matrix can be found for each one and all these
matrices can be used to construct a solution matrix for the original F-solvable set.
Section 4 has interest in its own. In Lemma 4.1 we establish a relationship between the
companion matrix of the product of two polynomials and the companion matrices of each of
the polynomials. As far as we know Lemma 4.1 is new. One of its interesting consequences is
Remark 5.1 that corresponds to the off-diagonal submatrix problem for the case A21,p = 0. The
construction we propose in Remark 5.1 of a solution matrix can be considered a simpler way to
prove the solvability than the proofs given in [4,3].
Section 5 is devoted to solve several subcases of the off-diagonal submatrix problem. We
emphasize Lemma 5.1 that improves the algorithm given by Ikramov and Chugunov [2] for
constructing a matrix A when its characteristic polynomial and off-diagonal submatrix A21,p are
prescribed.
In Section 6 we give two auxiliary results. Finally, in Section 7 we provide a diagram with
an algorithm that solves the off-diagonal submatrix problem for fields of characteristic different
from 2. And in Theorem 7.1 we prove that the algorithm works correctly.
2. The off-diagonal submatrix problem
In order to provide a more convenient statement of the off-diagonal submatrix problem, we
will employ two well known facts.
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Fact 1. Recall that the companion matrix of f = xn + c1xn−1 + c2xn−2 + · · · + cn ∈ F[x] is
C(f ) ≡
⎡
⎢⎢⎢⎢⎣
0 0 −cn
1
.
.
.
...
.
.
. 0 −c2
0 1 −c1
⎤
⎥⎥⎥⎥⎦ ∈ Fn×n.
Consider now f1, . . . , fs ∈ F[x] to be n monic nonconstant polynomials with fs | · · · |f1. A matrix
A has invariant polynomials fs | · · · |f1 if and only if A ∼ ⊕si=1 C(fi).
Fact 2. Let B,C ∈ Fq×p be two matrices such that rank C = rank B. It is an elementary exercise
to construct two nonsingular matrices Q ∈ Fq×q and P ∈ Fp×p such that B = QCP . Therefore,
for any
[∗ ∗
C ∗
]
∈ F(p+q)×(p+q) we have[
P−1 0
0 Q
] [∗ ∗
C ∗
] [
P 0
0 Q−1
]
=
[∗ ∗
B ∗
]
.
Then we can state the off-diagonal submatrix problem without giving a specific B, since only its
rank is important.
The following notion is basic in the rest of the work. It permits to state the off-diagonal
submatrix problem in a compact way.
Definition 2.1. Given an arbitrary field F, s monic nonconstant polynomials f1, . . . , fs ∈ F[x],
and three nonnegative integers r, p, q, we will say that
({f1, . . . , fs}; r, p, q)
is an F-admissible set (for the off-diagonal submatrix problem) if
(a1) fs | · · · |f1,
(a2) p + q = ∑si=1 deg fi ,
(a3) r  min{p, q}.
Now the off-diagonal submatrix problem can be restated as follows:
Off-diagonal submatrix problem
Given: an F-admissible set ({f1, . . . , fs}; r, p, q).
Find: a matrix A ∈ F(p+q)×(p+q) such that A ∼ ⊕si=1 C(fi) and rank A21,p = r .
This new version permits us to define some terms.
Definition 2.2. Let  = ({f1, . . . , fs}; r, p, q) be an F-admissible set. Then:
• any matrix A ∈ F(p+q)×(p+q) such that A ∼ ⊕si=1 C(fi) and rank A21,p = r is said to be a
solution matrix for ,
• the set of all solution matrices for  will be denoted byS(),
• we say that  is an F-solvable set ifS() is nonempty.
Remark 2.1. By convenience we will consider that (∅; 0, 0, 0) is also an F-solvable set.
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The following theorem, that was obtained by Zaballa [4], provides necessary and sufficient
conditions for the existence of a matrix that solves the off-diagonal submatrix problem. The
version that we give of the theorem is a modification of the statement given by Silva [3].
Theorem 2.1. Let F be any field. An F-admissible set ({f1, . . . , fs}; r, p, q) is F-solvable if and
only if all the following conditions hold:
(z1) p + q − r − s  0,
(z2) if r = 0, then the polynomial f1 · · · fs has a divisor of degree p,
(z3) if r = 1 and f1 is irreducible, then the degree of f1 is not a divisor of p,
(z4) if r  2 and f1 is irreducible of degree 2, then p − r is even.
3. Partition of an F-solvable set
We start this section by introducing a notation that helps us to conveniently specify all the
different elements of F-admissible and F-solvable sets.
Notation 3.1. Consider = ({f1, . . . , fs}; r, p, q)wheref1, . . . , fs are monic nonconstant poly-
nomials such that f1| · · · |fs , and r, p, q are nonnegative integers. We will use the following
notation:
• F denotes the set {f1, . . . , fs},
• by s we mean s, the number of polynomials of F,
• by r, p, q we mean r , p, q, respectively.
Recall that we are interested in the off-diagonal submatrix problem where an F-solvable set 
is given and we want to construct a solution matrix for . The main strategy of this work will be
to decompose  in F-solvable portions for which it is easy to find a solution matrix.
Definition 3.1. Let  be an F-solvable set. We will say that  is a portion of  if all the following
conditions are satisfied:
•  is F-solvable,
• F ⊆ F,
• r  r, p  p and q  q.
Definition 3.2. Let  be an F-solvable set. We will say that {1, . . . ,t } is a partition of  if all
the following conditions are satisfied:
• 1, . . . ,t are portions of ,
• {F1 , . . . , Ft } is a partition of F,
• ∑ti=1 ri = r,∑ti=1 pi = p and ∑ti=1 qi = q.
Lemma 3.1. Let  be an F-solvable set. Let {1, . . . ,t } be a partition of  and for each
k = 1, . . . , t let Ak be a solution matrix for k. Then
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A :=
[⊕t
k=1(Ak)11,pk
⊕t
k=1(Ak)12,pk⊕t
k=1(Ak)21,pk
⊕t
k=1(Ak)22,pk
]
is a solution matrix for .
Proof. Taking into account that A is similar to
⊕t
k=1 Ak by a simultaneous permutation of rows
and columns, that Ak is a solution matrix for k, and that {F1 , . . . , Ft } is a partition of F, then
it follows that
A ∼
t⊕
k=1
Ak ∼
t⊕
k=1
⊕
f∈Fk
C(f ) ∼
⊕
f∈F
C(f ).
On the other hand, taking into account that p = ∑tk=1 pk , that Ak is a solution matrix for k,
and that r = ∑tk=1 rk , then it follows that
rank A21,p = rank
(
t⊕
k=1
(Ak)21,pk
)
= r1 + · · · + rt = r.
Consequently A ∈S(). 
Frequently it is not an easy task to construct directly a solution matrix for a given F-solvable
set . So we will look for a portion  of  for which we are able to construct a solution matrix,
and such that the complement of  in  is solvable. If we repeat the process recursively we will
obtain a partition of  for which we can apply Lemma 3.1.
Definition 3.3. Let  be an F-solvable set and let  be a portion of . The set
  ≡ (F \ F; r − r, p − p, q − q)
is said to be the complement of  in .
Remark 3.1. Let  be an F-solvable set and let  be a portion of . If   is F-solvable, then
{, } is a partition of .
4. Companion matrix of a product
We are going to establish a relationship between the companion matrix of the product of two
polynomials and the companion matrices of each of the polynomials. In order to state this result,
that will be essential in the next section, we will employ the notation Ep×q for the p × q matrix
with the entry in the upper right corner equal to 1 and 0 elsewhere. For instance,
E3×5 =
⎡
⎣0 0 0 0 10 0 0 0 0
0 0 0 0 0
⎤
⎦ .
Lemma 4.1. Let F be any field and let f, g ∈ F[x] be monic nonconstant polynomials. Then
C(fg) ∼
[
C(f ) 0
Edeg g×deg f C(g)
]
∼
[
C(f ) Edeg f×deg g
0 C(g)
]
.
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Proof. Let hs | · · · |h1 be the nonconstant invariant polynomials of
M ≡
[
C(f ) 0
Edeg g×deg f C(g)
]
.
Observe that the characteristic polynomial of M is fg and that the characteristic polynomial of⊕s
i=1 C(hi) is h1 · · ·hs . As M ∼
⊕s
i=1 C(hi), then fg = h1 · · ·hs .
Since hs | · · · |h1, then h1, . . . , hs have a common root λ in the algebraic closure of F. Then
rank
(
s⊕
i=1
C(hi) − λI
)
=
s∑
i=1
(deg hi − 1) = deg f + deg g − s.
On the other hand, we have
rank (M − λI) = deg f + deg g − 1.
Then M ∼ ⊕si=1 C(hi) implies s = 1, and therefore M ∼ C(h1) = C(fg).
An analogous argument shows that[
C(f ) Edeg f×deg g
0 C(g)
]
is similar to C(fg). 
5. Solution matrices for subcases of Theorem 2.1
In this section, we will consider particular subcases of Theorem 2.1. The point is that we will
construct the solution matrices for these particular F-solvable sets, and that all these constructions
will be employed in the algorithm of Section 7. Specially interesting are Remark 5.1 and Lemma
5.1 as we have pointed out in Section 1.
Remark 5.1. Let  = ({f1, . . . , fs}; 0, p, q) be an F-solvable set. Our purpose is to construct a
solution matrix for . By Theorem 2.1 we know that f1 · · · fs = gh where g and h are monic
polynomials with deg g = p and deg h = q. Therefore, we can factorize each fi into two monic
polynomials, fi = fi1fi2, so that
g=f11 · · · fs1,
h=f12 · · · fs2.
From Lemma 4.1 it follows that for each i = 1, . . . , s we have
C(fi) ∼
[
C(fi1) Edeg fi1×deg fi2
0 C(fi2)
]
.
Define the (p + q) × (p + q) matrix A such that
A ≡
[⊕s
i=1C(fi1)
⊕s
i=1Edeg fi1×deg fi2
0
⊕s
i=1C(fi2)
]
,
then
A ∼
s⊕
i=1
[
C(fi1) Edeg fi1×deg fi2
0 C(fi2)
]
∼
s⊕
i=1
C(fi) and A21,p = 0
which implies A ∈S().
A. Borobia, R. Canogar / Linear Algebra and its Applications 424 (2007) 615–633 621
Remark 5.2. Let  = ({f1, . . . , fs}; 1, p, q) be an F-solvable set. Our purpose is to construct a
solution matrix for . By Theorem 2.1 we know that f1 is reducible or that f1 is irreducible and
deg f1 does not divide p. Several cases are possible:
Case 1: f1 /= fs .
We will consider several subcases. In each one we will define A as the direct sum of the
companion matrices C(f1), . . . , C(fs) in an order such that A21,p = Eq×p. Therefore
A will be a solution matrix for  because A ∼ ⊕si=1 C(fi) and rank A21,p = 1.
Subcase 1.1: p /= ∑ki=1 deg fi for all integers k < s.
Then A ≡ ⊕si=1 C(fi).
Subcase 1.2: p = ∑ki=1 deg fi for some integer k < s and deg fk+1 < deg f1.
Then A ≡
(⊕k+1
i=2 C(fi)
)
⊕ C(f1) ⊕
(⊕s
i=k+2 C(fi)
)
.
Subcase 1.3: p = ∑ki=1 deg fi for some integer k < s and deg fk+1 = deg f1.
Then deg f1 = deg fk+1 > deg fs and A ≡ C(fs) ⊕
(⊕s−1
i=1 C(fi)
)
.
Case 2: f1 = · · · = fs and deg f1 does not divide p.
Then A ≡ ⊕si=1 C(f1) is a solution matrix for  because A21,p = Eq×p.
Case 3: f1 = · · · = fs with f1 reducible and deg f1 divides p.
Let f1 = gh where g and h are monic nonconstant polynomials. From Lemma 4.1 it
follows that C(f1) is similar to both matrices
M ≡
[
C(g) 0
Edeg h×deg g C(h)
]
and N ≡
[
C(h) Edeg h×deg g
0 C(g)
]
.
Then C(f1) ⊕ C(f1) is similar to M ⊕ N , and M ⊕ N is similar (by a simultaneous
permutation of rows and columns) to
P ≡
⎡
⎢⎢⎣
C(h) 0 0 Edeg h×deg g
0 C(g) 0 0
0 Edeg h×deg g C(h) 0
0 0 0 C(g)
⎤
⎥⎥⎦ .
If s = 1, then p + q = deg f1 and p < deg f1, which contradicts that deg f1 divides p.
Consequently s  2 and p = k deg f1 for certain integer k ∈ {1, . . . , s − 1}. Define
A ≡
(
k−1⊕
i=1
C(f1)
)
⊕ P ⊕
⎛
⎝ s⊕
i=k+2
C(f1)
⎞
⎠ .
Note that A ∼ ⊕si=1 C(f1) and rank A21,p = 1 since A21,p = Eq×p. Then A ∈S().
Let  = ({f }; r, p, q) be an F-admissible set with r  1. We will see that the conjugation of
C(f ) with a particular permutation will be a solution matrix for . This solution matrix, that will
be called the companion matrix of, looks like a natural generalization of the classical companion
matrix.
Definition 5.1. For k  1 define T2k to be the 2k × 2k permutation matrix
T2k = [tij ]2ki,j=1 ≡
⎧⎨
⎩
ti,2i = 1 for i = 1, . . . , k,
tk+i,2i−1 = 1 for i = 1, . . . , k,
tij = 0 otherwise.
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For instance,
T4 =
⎡
⎢⎢⎣
0 1 0 0
0 0 0 1
1 0 0 0
0 0 1 0
⎤
⎥⎥⎦ .
Definition 5.2. Let  = ({f }; r, p, q) be an F-admissible set with r  1. The matrix
C() ≡ (Ip−r+1⊕T2r−2⊕Iq−r+1)C(f )(Ip−r+1⊕T2r−2⊕Iq−r+1)−1
is said to be the companion matrix of . Note that for r = 1 it reduces to C() ≡ C(f ).
For instance, let  = ({f }; 3, 4, 5) with f = x9 + c1x8 + · · · + c8x + c9. Then
C() =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 −c9
1 0 0 0 0 0 0 0 −c8
0 0 0 0 1 0 0 0 −c6
0 0 0 0 0 1 0 0 −c4
0 1 0 0 0 0 0 0 −c7
0 0 1 0 0 0 0 0 −c5
0 0 0 1 0 0 0 0 −c3
0 0 0 0 0 0 1 0 −c2
0 0 0 0 0 0 0 1 −c1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Lemma 5.1. Let  = ({f }; r, p, q) be an F-admissible set with r  1. Then C() is a solution
matrix of .
Proof. Computing C() we obtain C()21,p =
[
0 Ir
0 0
]
which has rank r . 
In order to finish with the constructions of solution matrices for particular subcases of Theorem
2.1, it is necessary to introduce some definitions.
Definition 5.3. For any integer k  1 define the k × k matrices
Dk = [dij ]ki,j=1 ≡
⎧⎨
⎩
dii = (−1)i+1, 1  i  k − 1,
dkk = 0
dij = 0 otherwise
and
Uk = [uij ]ki,j=1 ≡
{
ui,i+1 = (−1)i+1, 1  i  k − 1,
uij = 0 otherwise.
For instance,
D5 =
⎡
⎢⎢⎢⎢⎣
1 0 0 0 0
0 −1 0 0 0
0 0 1 0 0
0 0 0 −1 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦ and U5 =
⎡
⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 −1 0 0
0 0 0 1 0
0 0 0 0 −1
0 0 0 0 0
⎤
⎥⎥⎥⎥⎦ .
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Definition 5.4. For any integer k  1, define
l(k) = (l(k)1 , . . . , l(k)k ) ≡
⎧⎪⎨
⎪⎩
l
(k)
1 = 1,
l
(k)
i = 2(−1)i+1, 2  i  k − 1,
l
(k)
k = (−1)k+1.
And define
m(k−1) = (m(k−1)1 , . . . , m(k−1)k−1 ) ≡ (l(k)2 , . . . , l(k)k ),
that is, m(k−1) is obtained by deleting the first component of l(k).
Remark 5.3. Let  = ({f, g, w. . . . . ., g}; r, r, r) be F-solvable with deg g = 1 and deg f  w +
2. If F has a characteristic different from 2, then consider the matrix
A ≡
[
Ir 0
Iw ⊕ Dr−w Ir
]−1 ( w⊕
i=1
C(g) ⊕ C(f )
)[
Ir 0
Iw ⊕ Dr−w Ir
]
.
Computing A we obtain A21,r =
[∗ 1
G 0
]
where G is an (r − 1) × (r − 1) upper triangular
matrix with diagonal equal to the concatenation of (−1, . . . ,−1) ∈ Rw and m(r−w−1). Then
rank A21,r = r which implies that A is a solution matrix for .
Remark 5.4. Let  = ({f1, f2}; r, r, r) be F-solvable with deg f2  2. If F has a characteristic
different from 2, then consider the matrix
A ≡
[
Ir 0
Ur Ir
]−1
(C(f2) ⊕ C(f1))
[
Ir 0
Ur Ir
]
.
Computing A we obtain that A21,r is an r × r upper triangular matrix with diagonal equal to the
concatenation of l(deg f2) and (−1)deg f2m(r−deg f2). Then rank A21,r = r which implies that A is
a solution matrix for .
6. Auxiliary results
The next two results will be useful in the proof of Theorem 7.1. In the first one we will see
that condition (z1) of Theorem 2.1 is always verified for F-admissible sets with at most one
polynomial of degree 1. The second is a very convenient characterization of F-solvable sets of
type ({f1, . . . , fs}; r, r, r).
Lemma 6.1. Let ({f1, . . . , fs}; r, p, q) be an F-admissible set with at most one polynomial of
degree 1. Then p + q − s − r  0.
Proof. First note that
s∑
j=1
deg fj
2
= p + q
2
 r. (2)
Note also that deg fj  2 for j < s since there is at most one polynomial of degree 1. Then
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p + q − s − r =
s∑
j=1
deg fj − s − r
=
s∑
j=1
(deg fj − 1) − r
(2)

s∑
j=1
(
deg fj − 1 − deg fj2
)
=
s∑
j=1
(deg fj
2
− 1
)
 −1
2
.
As p + q − s − r is an integer then we have the desired inequality. 
Lemma 6.2. Let  = ({f1, . . . , fs}; r, r, r) be an F-admissible set. Then  is F-solvable if and
only if r  s.
Proof. If  is F-solvable then condition (z1) of Theorem 2.1 says r − s  0.
Assume now that r  s. We will show that  is an F-solvable set by verifying all conditions
of Theorem 2.1:
(z1) r + r − r − s = r − s  0.
(z2) If r = 0 then  = (∅; 0, 0, 0) which is F-solvable.
(z3) If r = 1 then s = 0 is not possible because  is an F-admissible set and this implies∑
f∈F deg f = p + q = 2. Therefore s = 1 and  = ({f1}; 1, 1, 1). Then deg f1 = 2
which is not a divisor of 1.
(z4) It is always satisfied since r − r = 0 which is even. 
7. The off-diagonal submatrix algorithm
The off-diagonal submatrix algorithm is described in the diagram given at the end of Section
7. The input is an F-solvable set  where F is a field of characteristic different from 2. And the
output is a solution matrix for .
The strategy of the algorithm is to chip a solvable portion away from the current F-solvable
set to obtain a new F-solvable set which is smaller. This continues until the current set is small
enough to find a solution matrix directly. Then the algorithm ends by using the solution matrices
of all the solvable portions to form a solution matrix for .
Theorem 7.1. Let F be a field of characteristic different from 2 and let  be an F-solvable set.
If  is the input of the off-diagonal submatrix algorithm, then the output is a matrix solution for
.
Proof. The flow of the algorithm through the diagram starts at the top-left corner where the input
 is given. In the initialization box, the variable i := 0, the F-solvable set 0 := , and the F-
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solvable set 0 := (∅; 0, 0, 0) are defined. Then the algorithm leaves the initialization box and,
as 0 /= 0, enters in the general flow, that is, it goes to box 0.
In box 0 the variable i is updated to i := i + 1. The process of the algorithm is then divided
into steps and the variable i denotes the current step. The working F-solvable set during step i is
i := i−1  i−1. Observe that step i begins by renaming the elements of the F-solvable set i
to obtain
i = ({f1, . . . , fs}; r, p, q)
and that the degrees of f1, . . . , fs and the values of r , p and q determine the path taken to arrive
at one of the boxes, 1–10, where a set i and a matrix Ai are constructed. For each box, 1–10, we
will prove that {i ,i  i} is a partition of i and that Ai is a solution matrix for i in several
steps:
P1. i is a nonempty F-solvable set,
P2. Ai is a solution matrix for i ,
P3. i is a portion of i ,
P4. i  i is an F-admissible set,
P5. i  i is an F-solvable set.
After leaving the box where i and Ai were constructed, the algorithm asks if i is equal to i .
If the answer is i /= i , then the next step begins again in box 0. But as i is nonempty and the
input  is finite, then there exists a moment in which the answer will be i = i .
Suppose that i = i , then the algorithm finishes constructing the matrix
A :=
[⊕i
k=1(Ak)11,pk
⊕i
k=1(Ak)12,pk⊕i
k=1(Ak)21,pk
⊕i
k=1(Ak)22,pk
]
.
Assume that we have proved that {k,k  k} is a partition of k and that Ak is a solution
matrix for k for all 1  k  i, then it follows that {1, . . . ,i} is a partition of . By Lemma
3.1, the matrix A is a solution matrix for , which finishes the proof.
Then it only remains to show that properties P1–P5 are satisfied for each of the boxes 1–10.
Note that properties P3 and P4 admit the following simplifications:
• After we have proven in P1 that i is F-solvable and taking into account that in all cases it
will be clear that Fi ⊆ Fi , then in order to prove P3 we will only check ri  r , pi  p
and qi  q.
• The set i  i always satisfies (a1) and (a2), then in order to prove P4 we will only check
rii  min{pii , qii }.
Now we start with the proofs:
Box 1: r = 0.
P1. Since i := i and i is F-solvable by hypothesis, we are finished.
P2. Ai constructed as in Remark 5.1 is a solution matrix for i .
P3. As i = i , then ri = r , pi = p and qi = q.
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P4. i  i = (∅; 0, 0, 0) which is F-admissible.
P5. i  i = (∅; 0, 0, 0) which is F-solvable.
Box 2: r = 1.
P1. Since i := i and i is F-solvable by hypothesis, we are finished.
P2. Ai constructed as in Remark 5.2 is a solution matrix for i .
P3. As i = i , then ri = r , pi = p and qi = q.
P4. i  i = (∅; 0, 0, 0) which is F-admissible.
P5. i  i = (∅; 0, 0, 0) which is F-solvable.
Box 3: r  2 and deg f1  2.
Note that s  2, otherwise deg f1 = p + q  2r  4 which contradicts the hypothesis.
Note also that deg f2 = 2, otherwise deg f2 = · · · = deg fs = 1 and
p + q − r − s =
s∑
k=1
deg fk − r − s  (s + 1) − r − s = −r + 1 < 0
which contradicts (z1) of Theorem 2.1. Finally, as 2 = deg f2  deg f1  2 then f1 =
f2.
P1. i := ({f1}; 1, 1, 1) is clearly F-admissible, and by Lemma 6.2 it is F-solvable.
P2. Ai := C(f1) is a solution matrix for i .
P3. We have
ri = pi = qi = 1 < 2  r  min{p, q}.
P4. Observe that
i  i = ({f2, . . . , fs}; r − 1, p − 1, q − 1),
then
rii = r − 1  min{p, q} − 1 = min{p − 1, q − 1} = min{pii , qii }.
P5. We will prove that i  i is F-solvable by checking the conditions of Theorem 2.1:
(z1) pii + qii − rii − sii = (p − 1) + (q − 1) − (r − 1) − (s − 1) =
p + q − r − s  0.
(z2) rii = 0 is not possible.(z3) Suppose rii = 1 and f2 is irreducible (of degree 2), then r = 2 and f1 is
irreducible of degree 2 (since f1 = f2). Applying Theorem 2.1 to i it follows
that p − r is even. As r = 2, then p is even and consequently pii is odd.
Finally, deg f2 = 2 is not a divisor of pii .(z4) It is always satisfied since
pii − rii = (p − 1) − (r − 1) = p − r
which is even.
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Box 4: r  2, deg f1  3, r = p = q, and deg fs = 1.
P1. Let β be the number of polynomials in i of degree 1 and let
w :=
⎧⎨
⎩
deg f1 − 2 if β  deg f1,
β if deg f1 − β is even and positive,
β − 1 if deg f1 − β is odd and positive.
Let
i :=
(
{f1, fs−w+1, . . . , fs}; deg f1 + w2 ,
deg f1 + w
2
,
deg f1 + w
2
)
and note that if w = 0, then Fi = {f1}. In any case, it is clear thati is F-admissible
and, by Lemma 6.2, we conclude that i is F-solvable.
P2. Ai constructed as in Remark 5.3 is a solution matrix for i . Note that if w = 0, then
Remark 5.3 can also be applied without any problem.
P3. We have
ri = pi = qi =
pi + qi
2
=
∑
f∈Fi
deg f
2

∑
f∈Fi
deg f
2
= p + q
2
= r = p = q.
P4. Observe that
i i =
(
{f2, . . . , fs−w}; r − deg f1 + w2 , r −
deg f1 + w
2
, r − deg f1 + w
2
)
,
then rii = min{pii , qii }.
P5. In order to prove that i  i is F-solvable we will distinguish two cases:
• If β  deg f1, then
w = deg f1 − 2, rii = r − (deg f1 − 1), and sii = s − (deg f1 − 1).
As i is F-solvable, then r − s  0 (see Lemma 6.2). Therefore,
rii − sii = r − s  0.
And, again by Lemma 6.2, we conclude that i  i is F-solvable.
• If deg f1 − β is positive, then i  i has zero or one polynomials of degree 1.
From Lemma 6.1 it follows that
pii + qii − rii − sii  0.
As rii = pii = qii , then
rii − sii  0.
And applying Lemma 6.2 we conclude that i  i is F-solvable.
Box 5: r  2, deg f1  3, r = p = q, deg fs  2, and deg fk = 2t for some k.
P1. i := ({fk}; t, t, t) is clearly F-admissible, and by Lemma 6.2 it is F-solvable.
P2. Ai := C(i ) is a solution matrix for i (see Lemma 5.1).
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P3. We have
ri = pi = qi =
pi + qi
2
=
∑
f∈Fi
deg f
2

∑
f∈Fi
deg f
2
= p + q
2
= r = p = q.
P4. Observe that
i  i = ({f1, . . . , fs} \ {fk}; r − t, r − t, r − t) ,
then rii = min{pii , qii }.
P5. As deg f1  · · ·  deg fs  2, then we have that
2rii = pii + qii =
∑
f∈Fii
deg f  2sii .
From Lemma 6.2 we conclude that i  i is F-solvable.
Box 6: r  2, deg f1  3, r = p = q, deg fs  2, and deg fk odd for all k.
Note that s  2. Otherwise s = 1 and deg f1 = p + q, which is not possible since deg f1
is odd.
P1. It is clear that
i :=
(
{f1, f2}; deg f1 + deg f22 ,
deg f1 + deg f2
2
,
deg f1 + deg f2
2
)
is F-admissible, and by Lemma 6.2 it is F-solvable.
P2. Ai constructed as in Remark 5.4 is a solution matrix for i .
P3. We have
ri = pi = qi =
pi + qi
2
=
∑
f∈Fi
deg f
2

∑
f∈Fi
deg f
2
= p + q
2
= r = p = q.
P4. Observe that
i i =
(
{f3, . . . , fs}; r − deg f1 + deg f22 , r −
deg f1 + deg f2
2
, r − deg f1 + deg f2
2
)
,
then rii = min{pii , qii }.
P5. As deg f1  · · ·  deg fs  2, then we have
2rii = pii + qii =
∑
f∈Fii
deg f  2sii ,
and by Lemma 6.2, i  i is F-solvable.
Box 7: r  2, deg f1  3, r = p = q is not verified, q  p, and q − deg fs  r .
Note that s  2. Otherwise s = 1 which implies q − deg f1 = q − (p + q) = −p  0,
but this contradicts the hypothesis q − deg f1  r > 0.
P1. i := ({fs}; 0, 0, deg fs) is clearly F-admissible. It is straightforward to check the
conditions of Theorem 2.1 which concludes that i is F-solvable.
P2. Ai := C(fs) is a solution matrix for i .
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P3. The condition q − deg fs  r implies that qi = deg fs < q. The other inequalities
are obvious.
P4. Observe that
i  i = ({f1, . . . , fs−1}; r, p, q − deg fs) ,
then
rii = r  min{p, q − deg fs} = min{pii , qii }.
P5. We will prove that i  i is F-solvable by checking the conditions of Theorem 2.1:
(z1) We distinguish two cases:
• If deg fs = 1, then
pii + qii − rii − sii = p + (q − 1) − r − (s − 1)
= p + q − r − s  0.
• If deg fs  2, then deg f1  · · ·  deg fs−1  2 and
pii + qii =
∑
f∈Fii
deg f  2sii .
As pii + qii  2rii , then
pii + qii − rii − sii  0.
(z2) rii = 0 is not possible.(z3) rii = 1 is not possible.(z4) Since deg f1  3 this condition is always satisfied.
Box 8: r  2, deg f1  3, r = p = q is not verified, q  p, and q − deg fs < r .
Since r = p = q is not verified and q  p, then r < q. Combining q − deg fs < r with
r < q, we have that deg fs  2.
P1. We start by proving that
i :=
(
{fs}; max
{
r −
⌊
p + q − deg fs
2
⌋
, 1
}
,
⌈
p − q + deg fs
2
⌉
,
⌊
q − p + deg fs
2
⌋)
is F-admissible. First, note that⌈
p − q + deg fs
2
⌉
+
⌊
q − p + deg fs
2
⌋
= deg fs.
Therefore, it only rests to show the inequality ri  min{pi , qi }, that is,
max
{
r −
⌊
p + q − deg fs
2
⌋
, 1
}
 min
{⌈
p − q + deg fs
2
⌉
,
⌊
q − p + deg fs
2
⌋}
.
We will divide the proof in two cases:
• If p = q, then⌈
p − q + deg fs
2
⌉

⌊
q − p + deg fs
2
⌋
=
⌊
deg fs
2
⌋
 1.
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On the other hand,
⌈
p − q + deg fs
2
⌉

⌊
q − p + deg fs
2
⌋
= q −
⌈
p + q − deg fs
2
⌉
 r + 1 −
⌈
p + q − deg fs
2
⌉
r −
⌊
p + q − deg fs
2
⌋
.
• If q > p, then⌊
q − p + deg fs
2
⌋

⌈
p − q + deg fs
2
⌉

⌈
p − q + (q − r + 1)
2
⌉

⌈
1
2
⌉
= 1.
On the other hand,⌊
q − p + deg fs
2
⌋

⌈
p − q + deg fs
2
⌉
= p −
⌊
p + q − deg fs
2
⌋
 r −
⌊
p + q − deg fs
2
⌋
.
This finishes the proof of the F-admissibility of i . Finally, since ri  1, we apply
Lemma 5.1 to conclude that C(i ) is a solution matrix for i , and therefore i is
F-solvable.
P2. As we have just seen Ai := C(i ) is a solution matrix for i .
P3. We have
r − ri = min
{⌊
p + q − deg fs
2
⌋
, r − 1
}
 0,
p − pi =
⌊
p + q − deg fs
2
⌋
 0,
q − qi =
⌈
p + q − deg fs
2
⌉
 0.
P4. Observe that i  i is equal to(
{f1, . . . , fs−1}; min
{⌊
p + q − deg fs
2
⌋
, r − 1
}
,
⌊
p + q − deg fs
2
⌋
,
⌈
p + q − deg fs
2
⌉)
,
then rii  min{pii , qii } is clearly true.
P5. Now we will prove that i  i is F-solvable. Several cases appear:
• If s = 1, then i  i = (∅; 0, 0, 0) which is F-solvable.
• If s = 2, then i  i = ({f1}; rii , pii , qii ) with
rii = min
{⌊
deg f1
2
⌋
, r − 1
}
 1.
By Lemma 5.1 we conclude that C(i  i ) is a solution matrix for i  i , and
therefore i  i is F-solvable.
• Assume that s  3. First we are going to prove that rii  2 since it will be used
to see that i  i is F-solvable. Two steps are necessary:
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(i) As q  p, deg fs−1  deg fs , q − deg fs < r and deg f1  3, then
0 = p + q −
s∑
i=1
deg fi
= (q − deg fs) + (p − deg fs−1) −
s−2∑
i=1
deg fi
 (r − 1) + (r − 1) − 3
= 2r − 5,
which implies r  3.
(ii) Recall that at the beginning of the proof for box 8 we noted that deg fs  2.
Therefore deg f1  · · ·  deg fs−1  2, and as s  3, then⌊∑s−1
i=1 deg fi
2
⌋
 2.
From (i) and (ii) it follows what we were looking for, that is,
rii = min
{⌊∑s−1
i=1 deg fi
2
⌋
, r − 1
}
 2.
To finish we check the conditions of Theorem 2.1:
(z1) pii + qii − rii − sii  0 follows from Lemma 6.1.(z2) rii = 0 is not possible.(z3) rii = 1 is not possible.(z4) Since deg f1  3 this condition is always satisfied.
Box 9: r  2, deg f1  3, r = p = q is not verified, p > q, and p − deg fs < r .
P1. It can be proved that
i :=
(
{fs}; max
{
r −
⌊
p + q − deg fs
2
⌋
, 1
}
,
⌊
p − q + deg fs
2
⌋
,
⌈
q − p + deg fs
2
⌉)
is F-solvable as we proved P1 for box 8.
P2. Ai := C(i ) is a solution matrix for i (see Lemma 5.1).
P3. It can be proved that ri  ri , pi  pi , and qi  qi as we proved P3 for box 8.
P4. It can be proved that i  i is F-admissible as we proved P4 for box 8.
P5. It can be proved that i  i is F-solvable as we proved P5 for box 8.
Box 10: r  2, deg f1  3, r = p = q is not verified, p > q, and p − deg fs  r .
P1. i := ({fs}; 0, deg fs, 0) is clearly F-admissible. It is straightforward to check the
conditions of Theorem 2.1 which concludes that i is F-solvable.
P2. Ai := C(fs) is a solution matrix for i .
P3. The condition p − deg fs  r implies that p  deg fs = pi . The other inequali-
ties are obvious.
632 A. Borobia, R. Canogar / Linear Algebra and its Applications 424 (2007) 615–633
P4. It can be proved that i  i is F-admissible as we proved P4 for box 8.
P5. It can be proved that i  i is F-solvable as we proved P5 for box 8. 
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