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LSM IS NOT GENERATED BY BINARY FUNCTIONS
COLIN MCQUILLAN
The material in this note is superceded by [2].
1. Introduction
For all arities k ≥ 0 define Bk to be the set of functions {0, 1}
k → R≥0
and define B =
⋃
k Bk. A function F ∈ Bk is log-supermodular (lsm)
if F (x ∨ y)F (x ∧ y) ≥ F (x)F (y) for all x,y ∈ {0, 1}k where x ∨ y
and x ∧ y denote elementwise maximum and minimum respectively.
Denote the set of all lsm functions by LSM. Define IMP ∈ B2 by
IMP(x, y) =
{
0 if (x, y) = (1, 0)
1 otherwise
Bulatov et al. [1] defined the operation of (efficient) ppsω-definability
in order to study the computational complexity of certain approximate
counting problems. They asked ([1], Section 4) whether all functions
in LSM can be defined by IMP and B1 in this sense. We give a negative
answer to this question. Zˇivny´ et al. [4] proved a negative result for
the analogous optimisation problem.
2. A set containing binary lsm functions
We will construct a set C containing binary lsm functions and closed
under a minimalist set of operations related to T2-constructibility [3].
Later, in section 3, we will relate this to ppsω-definability. For con-
cision we will use vector notation such as x = (x1, · · · , xn), (x,y) =
(x1, · · · , xn, y1, · · · , ym), 1 = (1, · · · , 1), (i, j,x) = (i, j, x1, · · · , xn),
and x · y = x1y1 + · · · + xnyn. For all k, l ≥ 0 and all F ∈ Bk and
G ∈ Bℓ, define the tensor product F ⊗G ∈ Bk+ℓ by
(F ⊗G)(x1, · · · , xk, y1, · · · , yℓ) = F (x1, · · · , xk)G(y1, · · · , yℓ)
For all k ≥ 2 and all F ∈ Bk define the primitive contraction tr1,2F ∈
Bk−2 by
(tr1,2F )(x3, · · · , xk) =
1∑
z=0
F (z, z, x3, · · · , xk)
For all k ≥ 0 and all F ∈ Bk and all permutations π of {1, · · · , k}
define the permutation Fπ ∈ Bk by
Fπ(x1, · · · , xk) = F (xπ(1), · · · , xπ(k))
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For all k ≥ 0, all F ∈ Bk, and all w ∈ {0, 1}
k, define B(F,w) by
B(F,w) =
∑
x1,··· ,xk
F (x1, · · · , xk)F (1− x1, · · · , 1− xk)(−1)
x1w1+···+xkwk
=
∑
x
F (x)F (1− x)(−1)x·w
For all k ≥ 1 and all F ∈ Bk and all 1 ≤ i ≤ k and all v ∈ {0, 1}, define
the primitive pinning Fi 7→v by
Fi 7→v(x1, · · · , xi−1, xi+1, · · · , xk) = F (x1, · · · , xi−1, v, xi+1, · · · , xk)
We say that F ′ ∈ B is a pinning of F if F ′ can be obtained from F by
a (possibly empty) sequence of primitive pinnings. Define
C = {F ∈ B : B(F ′,w) ≥ 0 for all pinnings F ′ of F
and all w ∈ {0, 1}k where k is the arity of F ′}
Lemma 1. Let F be an arity k function and let w1, · · · , wk ∈ {0, 1}.
If w1 + · · ·+ wk is odd or less than two then B(F,w) ≥ 0.
Proof. If w1 = · · · = wk = 0 then B(F,w) =
∑
x F (x)F (1 − x) ≥ 0.
If 1 ·w is odd then
B(F,w) +B(F,w) =
∑
x
F (x)F (1− x)((−1)x·w + (−1)(1−x)·w)
=
∑
x
F (x)F (1− x)(−1)x·w(1 + (−1)1·w) = 0
Lemma 2. C contains all lsm functions of arity at most 2.
Proof. Let F ′ be an lsm function of arity at most 2. Let F be a pinning
of F ′ of arity k and let w ∈ {0, 1}k. We would like to show that
B(F,w) ≥ 0. By Lemma 1 we may assume
∑
i wi = 2. Hence k = 2.
So F = F ′ and B(F,w) = B(F, (1, 1)) is
F (0, 0)F (1, 1)− F (0, 1)F (1, 0)− F (1, 0)F (0, 1) + F (1, 1)F (0, 0)
= 2(F (0, 0)F (1, 1)− F (0, 1)F (1, 0)) ≥ 0 
Lemma 3. Let k, ℓ ≥ 0. Let F ∈ Bk and G ∈ Bℓ. For all pinnings H
of F ⊗ G, there exists a pinning F ′ of F and a pinning G′ of G such
that H = F ′ ⊗ G′. If k ≥ 2 then for all pinnings H of tr1,2F , there
exists a pinning F ′ of F such that H = tr1,2F
′.
Proof. We argue by induction on the number of primitive pinnings used
to construct H . The first statement is trivial if H = F ⊗G. Otherwise,
by induction H = (F ′ ⊗ G′)i 7→v for some pinnings F
′ of F and G′ of
G. If i is at most the arity k′ of F ′ then H = F ′i 7→v ⊗ G
′; otherwise
H = F ′ ⊗ G′(i−k′)7→v. In both cases H is of the required form. The
second statement is trivial if H = tr1,2F . Otherwise, by induction
H = (tr1,2F
′)i 7→v for some pinning F
′ of F , so H = tr1,2(F
′
(i+2)7→v) as
required. 
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Lemma 4. C is closed under tensor products, primitive contractions,
and permutations.
Proof. Let F ′, G′ ∈ C and let H be a pinning of F ′ ⊗ G′. By Lemma
3 there exist pinnings F of F ′ and G of G′ such that H = F ⊗ G.
Let k and ℓ be the arities of F and G respectively. For all a1, · · · , ak,
b1, · · · , bℓ ∈ {0, 1},
B(F ⊗G, (a, b))
=
∑
x,y
(F ⊗G)(x,y)(F ⊗G)(1− x, 1− y)(−1)x·a+y·b
=
∑
x,y
F (x)G(y)F (1− x)G(1− y)(−1)x·a+y·b
=
∑
x
F (x)F (1− x)(−1)x·a
∑
y
G(y)G(1− y)(−1)y·b
= B(F,a)B(G, b) ≥ 0
hence F ′ ⊗G′ ∈ C.
Let H be a pinning of tr1,2F
′. By Lemma 3 there exists a pinning
F of F ′ such that H = tr1,2F . Let k be the arity of F . For all
w ∈ {0, 1}k−2,
B(tr1,2F,w)
=
∑
x
(tr1,2F )(x)(tr1,2F )(1− x)(−1)
x·w
=
∑
x
(F (0, 0,x) + F (1, 1,x))(F (0, 0, 1− x) + F (1, 1, 1− x))(−1)x·w
=
∑
x
F (0, 0,x)F (0, 0, 1− x)(−1)x·w+∑
x
F (1, 1,x)F (1, 1, 1− x)(−1)x·w+∑
x
F (0, 0,x)F (1, 1, 1− x)(−1)x·w+∑
x
F (1, 1,x)F (0, 0, 1− x)(−1)x·w
= B((F27→0)17→0,w) +B((F27→1)17→1,w)+∑
i,j,x
F (i, j,x)F (1− i, 1− j, 1− x)
1 + (−1)i+j
2
(−1)x·w
= B((F27→0)17→0,w) +B((F27→1)17→1,w)+
B(F, (0, 0,w)) +B(F, (1, 1,w))
2
≥ 0
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hence tr1,2F
′ ∈ C. The definitions of B and C are clearly invariant
under permutations. 
Lemma 5. Let F be a subset of B closed under tensor products, prim-
itive contractions, and permutations. Let F be a function of the form
F (x1, · · · , xn) =
∑
xn+1,··· ,xn+m
φ1 · · ·φs
where each φj is a function application Gj(xij,1 , · · · , xij,a(j)) with Gj ∈
F , such that for 1 ≤ i ≤ n exactly one pair (j, k) satisfies ij,k = i, and
for n+ 1 ≤ i ≤ n+m exactly two pairs (j, k) satisfy ij,k = i. Then F ,
and hence all permutations of F , are in F .
Proof. We will prove the statement by induction on m. Let G = G1 ⊗
· · · ⊗ Gs ∈ F . If m = 0 then F is a permutation of G so F ∈ F .
Otherwise there exists a permutation π of {1, · · · , n+ 2m} such that
F (x1, · · · , xn)
=
∑
xn+1,··· ,xn+m
G(xi1,1 , · · · , xis,a(s))
=
∑
xn+1,··· ,xn+m
Gπ(xn+1, xn+1, xn+2, xn+2, · · · , xn+m, xn+m, x1, x2, · · · , xn)
Define F ′ ∈ Bn+2 by
F ′(xn+1, x
′
n+1, x1, · · · , xn)
=
∑
xn+2,··· ,xn+m
Gπ(xn+1, x
′
n+1, xn+2, xn+2, · · · , xn+m, xn+m, x1, x2, · · · , xn)
By the induction hypothesis F ′ ∈ F . Hence F = tr1,2F
′ ∈ F . 
Define
EQ3(x1, x2, x3) =
{
1 if x1 = x2 = x3
0 otherwise
Lemma 6. C contains EQ3.
Proof. Let F be a pinning of EQ3. Let k be the arity of F . Let
w ∈ {0, 1}k. We would like to show that B(F,w) ≥ 0. By Lemma
1 we may assume
∑
iwi = 2. If F = EQ3 we have B(EQ3,w) =
(−1)0 + (−1)2 ≥ 0. Otherwise F has arity 2 hence F = (EQ3)i 7→v for
some i ∈ {1, 2, 3} and v ∈ {0, 1}. By symmetry we may assume i = 3.
But for all x1, x2 we have EQ3(x1, x2, v)EQ3(1−x1, 1−x2, v) = 0 which
implies B((EQ3)37→v, (1, 1)) = 0. 
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3. Application to functional clones
We will use the following definitions of pps-formulas, 〈−〉, 〈−〉ω,
ppsω-definability, and Fφ for pps-formulas φ. These definitions are
taken from [1] (Section 2), except that we specialise to functions in B
and we rename EQ to EQ2.
Suppose F ⊆ B is some collection of functions, V = {v1, . . . , vn} is
a set of variables and x : {v1, . . . , vn} → {0, 1} is an assignment to
those variables. An atomic formula has the form φ = G(vi1 , . . . , via)
where G ∈ F , a = a(G) is the arity of G, and (vi1 , vi2 , . . . , via) ∈ V
a is
a scope. Note that repeated variables are allowed. The function Fφ :
{0, 1}n → R≥0 represented by the atomic formula φ = G(vi1 , . . . , via)
is just
Fφ(x) = G(x(vi1), . . . ,x(via)) = G(xi1 , . . . , xia),
where from now on we write xj = x(vj).
A pps-formula (“primitive product summation formula”) is a sum-
mation of a product of atomic formulas. A pps-formula ψ over F in
variables V ′ = {v1, . . . , vn+m} has the form
(1) ψ =
∑
vn+1,...,vn+m
s∏
j=1
φj,
where φj are all atomic formulas over F in the variables V
′. (The
variables V are free, and the others, V ′\V , are bound.) The formula ψ
specifies a function Fψ : {0, 1}
n → R≥0 in the following way:
(2) Fψ(x) =
∑
y∈{0,1}m
s∏
j=1
Fφj (x,y),
where x and y are assignments x : {v1, . . . , vn} → {0, 1} and y :
{vn+1, . . . , vn+m} → {0, 1}. The functional clone 〈F〉 generated by F
is the set of all functions in B that can be represented by a pps-formula
over F ∪ {EQ2} where EQ2 is the binary equality function defined by
EQ2(x, x) = 1 and EQ2(x, y) = 0 for x 6= y.
Then we say that an a-ary function F is ppsω-definable over F if
there exists a finite subset SF of F , such that, for every ǫ > 0, there is
an a-ary function F̂ ∈ 〈SF 〉 with
‖F̂ − F‖∞ = max
x∈{0,1}a
|F̂ (x)− F (x)| < ǫ.
Denote the set of functions in B that are ppsω-definable over F ∪
{EQ2} by 〈F〉ω; we call this the ppsω-definable functional clone gener-
ated by F .
As in [1] we write 〈IMP,B1〉 to mean 〈{IMP} ∪ B1〉, and write
〈IMP,B1〉ω to mean 〈{IMP} ∪ B1〉ω.
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Lemma 7. Let F be a set of functions containing EQ3 and closed
under tensor products, primitive contractions, and permutations. Let
F ′ ⊆ F . Then 〈F ′〉 ⊆ F .
Proof. We need to show that each level in the definition of pps-definable
function preserves membership in F : first that every atomic formula
over F ′ ∪ {EQ2} defines a function in F , secondly that a product of
functions in F is in F , and finally that a summation of functions in F
is in F .
Define EQ1 ∈ B1 to be the constant function EQ1(0) = EQ1(1) = 1.
We have EQ1 = tr1,2EQ3 ∈ F . Also, EQ2 = tr1,2(EQ1 ⊗ EQ3) ∈ F .
Let k, n ≥ 0. Let φ = G(vi1 , · · · , vik) be an atomic formula with G ∈
F ′ ∪ {EQ2} and i1, · · · , ik ∈ {1, · · · , n}. Define functions A0, · · · , Ak
by
A0(x1, · · · , xn, y1, · · · , yk) = G(y1, y2, · · · , yk)
A1(x1, · · · , xn, y2, · · · , yk) = G(xi1 , y2, · · · , yk)
· · ·
Ak(x1, · · · , xn) = G(xi1 , xi2 , · · · , xik)
for all x1, · · · , xn, y1, · · · , yk ∈ {0, 1}. We have G ∈ F
′ ∪ {EQ2} ⊆ F ,
so A0 = EQ1 ⊗ · · · ⊗ EQ1 ⊗ G ∈ F . Let 1 ≤ j ≤ k. Then for all
x1, · · · , xn, yj+1, · · · , yk we have
Aj(x1, · · · , xn, yj+1, · · · , yk)
=
∑
x′ij
,yj
Aj−1(x1, · · · , xij−1, x
′
ij
, xij+1, · · · , xn, yj, · · · , yk)EQ3(yj, x
′
ij
, xij )
By Lemma 5, Aj−1, EQ3 ∈ F implies Aj ∈ F . By induction on j we
have Fφ = Ak ∈ F .
Let F,G ∈ F be functions of arity n. Then for all x ∈ {0, 1}n,
(FG)(x) = F (x)G(x) =
∑
y,z
F (y)G(z)EQ3(x1, y1, z1) · · ·EQ3(xn, yn, zn)
By Lemma 5, FG ∈ F .
Let F ∈ F be a function of arity n+m. Define F ′ ∈ Bn by F
′(x) =∑
y∈{0,1}m F (x,y) for all x ∈ {0, 1}
n. Then for all x ∈ {0, 1}n,
F ′(x) =
∑
y
F (x,y) =
∑
y
F (x,y)EQ1(y1) · · ·EQ1(ym)
By Lemma 5, F ′ ∈ F .
Hence for every function F ∈ 〈F ′〉 we have F ∈ F . 
Theorem 8. 〈IMP,B1〉ω 6= LSM
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Proof. Define S ∈ B4 by
S(x1, x2, x3, x4) =

4 if x1 + x2 + x3 + x4 = 4
2 if x1 + x2 + x3 + x4 = 3
1 otherwise
We will show that S ∈ LSM \ 〈IMP,B1〉ω. To show S ∈ LSM, by
symmetry of S and a theorem of Topkis ([1] Lemma 9) it suffices to
show that the functions S(0, 0, x, y), S(0, 1, x, y) and S(1, 1, x, y) are
lsm; this is equivalent to 1 · 1 ≥ 1 · 1 and 2 · 1 ≥ 1 · 1 and 4 · 1 ≥ 2 · 2
respectively.
Suppose, for contradiction, that S ∈ 〈IMP,B1〉ω. Then by definition
of ppsω-definability, for every ǫ > 0 we can choose an arity 4 function
Fǫ ∈ 〈IMP,B1〉 such that
max
x∈{0,1}4
|Fǫ(x)− S(x)| < ǫ
Since B(F, (1, 1, 1, 1)) is continuous in F we have
lim
ǫ→0
B(Fǫ, (1, 1, 1, 1)) = B(S, (1, 1, 1, 1)) = 4− 8 + 6− 8 + 4 = −2 < 0
Hence there exists ǫ such that B(Fǫ, (1, 1, 1, 1)) < 0.
Each function in {IMP} ∪ B1 is lsm and of arity at most two. By
Lemmas 2, 4, 6 and 7 we have 〈IMP,B1〉 ⊆ C. Hence Fǫ ∈ C. Hence
B(Fǫ, (1, 1, 1, 1)) ≥ 0, a contradiction. Therefore S 6∈ 〈IMP,B1〉ω. 
References
[1] Andrei A. Bulatov, Martin E. Dyer, Leslie Ann Goldberg, and Mark Jer-
rum. Log-supermodular functions, functional clones and counting CSPs. CoRR,
abs/1108.5288v2, 2011.
[2] Andrei A. Bulatov, Martin E. Dyer, Leslie Ann Goldberg, Mark Jerrum,
and Colin McQuillan. The expressibility of functions on the Boolean domain,
with applications to Counting CSPs. Submitted. Available online in CoRR,
abs/1108.5288v4, 2012.
[3] Tomoyuki Yamakami. Approximation complexity of complex-weighted degree-
two counting constraint satisfaction problems. In Bin Fu and Ding-Zhu Du,
editors, COCOON, volume 6842 of Lecture Notes in Computer Science, pages
122–133. Springer, 2011.
[4] Stanislav Zˇivny´, David A. Cohen, and Peter G. Jeavons. The expressive power
of binary submodular functions. Discrete Appl. Math., 157(15):3347–3358, 2009.
Colin McQuillan, Department of Computer Science, University of
Liverpool, Ashton Building, Liverpool L69 3BX, United Kingdom.
