The reconstruction of galaxy cluster's gas density profiles is usually performed by assuming spherical symmetry and averaging the observed X-ray emission in circular annuli. In the case of a very inhomogeneous and asymmetric gas distribution, this method has been shown to return biased results in numerical simulations because of the n 2 dependence of the X-ray emissivity. We propose a method to recover the true density profiles in the presence of inhomogeneities, based on the derivation of the azimuthal median of the surface brightness in concentric annuli. We demonstrate the performance of this method with numerical simulations, and apply it to a sample of 31 galaxy clusters in the redshift range 0.04-0.2 observed with ROSAT /PSPC. The emissivity biases recovered by comparing the mean and the median are mild and show a slight trend of increasing bias with radius. For R < R500, we measure an emissivity bias < 1.1, which indicates that the thermodynamic properties and hydrostatic masses measured in this radial range are only mildly affected by this effect. Comparing our results with three sets of hydrodynamical numerical simulations, we found that simulations significantly overestimate the level of inhomogeneities in the ICM, although the runs including cooling, star formation, and AGN feedback reproduce the observed trends more closely.
Introduction
As the largest gravitationally-bound structures in the present Universe, galaxy clusters are concerned by accretion of smaller-scale halos and smooth gas from the largescale structure. Still at the present epoch, the matter distribution in clusters is affected by accretion and merging processes, which causes inhomogeneities in the observed intracluster medium (ICM) and dark matter distributions. These processes are thought to be enhanced close to the outer halo boundaries, which host the transition region between the virialized cluster regions and the infalling material from the large-scale structure (see Reiprich et al. 2013 , for a recent review). Since the X-ray emissivity of the cluster's hot gas scales like n 2 e , the density contrasts in X-ray images are enhanced, and inhomogeneities in the gas distribution can bias the recovered gas density profiles high (Mathiesen et al. 1999; Nagai & Lau 2011 ). This will in turn bias the observed entropy (Nagai & Lau 2011) , gas mass (Roncarelli et al. 2013) , and hydrostatic mass (see Ettori et al. 2013 , and references therein).
The level of inhomogeneities in the ICM and the associated emissivity bias is usually characterized through the clumping factor C = n 2 e / n e 2 , where · denotes the mean inside spherical shells. The radial dependence of this quantity has been studied in detail in numerical simulations (Nagai & Lau 2011; Vazza et al. 2013; Zhuravleva et al. 2013; Roncarelli et al. 2013) , leading to consistent results between the various kinds of simulations. The clumping factor is found to increase steadily with radius, from negligible values in the central regions to values significantly larger than unity around R 200 . Conversely, the behavior of the clumping factor in real galaxy clusters is still largely unknown. From the excess gas fraction observed in the Suzaku observations of a narrow arm of the Perseus cluster, Simionescu et al. (2011) inferred a very large value √ C ∼ 3 − 4 around R 200 . Instead, using a sample of 18 systems observed with ROSAT and Planck, Eckert et al. (2013b) used the deviations of the observed entropy profiles from self similarity to infer an average clumping factor of √ C ∼ 1.2 around R 200 , in better agreement with the predictions of numerical simulations (see also Walker et al. 2013; Urban et al. 2013) . These methods are however indirect and rely on several strong assumptions. A direct measurement of the actual level of gas clumping is still lacking.
Recently, Morandi et al. (2013) suggested to use the standard deviation of the surface brightness fluctuations in concentric annuli as a tracer of the gas clumping factor (see also Churazov et al. 2012) , and applied this method to Chandra observations of A1835, for which they measured √ C ∼ 1.5 at R 200 . This method is promising, but requires very high quality data. A similar approach was adopted in numerical simulations by Roncarelli et al. (2013) , who related the azimuthal scatter in narrow sectors (Vazza et al. 2011c; Eckert et al. 2012) to the level of asymmetries in numerical simulations. The azimuthal scatter was found to trace closely the large-scale asymmetries in clusters, but fails at determining the bias introduced by small-scale structures ( 100 kpc).
In this paper, we present a method to recover unbiased density profiles based on the azimuthal median of the surface brightness in each radial annulus. The azimuthal median allows us to alleviate significantly the effect of the emissivity bias, since it is robust against strong outliers. Based on both hydrodynamical and synthetic numerical simulations, we demonstrate that the azimuthal median is a good tracer of the true cluster behavior out to large radii (see Sect. 2.1). In Sect. 2.2, we present an efficient algorithm to recover the azimuthal median from X-ray observations. This algorithm is applied to a sample of 31 clusters with available ROSAT /PSPC pointed observations in Sect. 3. Finally, we present a comparison of our observational results with three different sets of numerical simulations and discuss our results in Sect. 4 and conclude our paper in Sect. 5.
The azimuthal median method

Method and validation using numerical simulations
In a recent paper, Zhuravleva et al. (2013) used a set of 16 clusters simulated using the Adaptive Refinement Tree (ART) code (Nagai et al. 2007 ) to study the distribution of gas density in concentric shells. They showed that the gas density distribution at a given radius from the cluster center follows approximately a log-normal distribution, plus a skewed tail towards high densities. Even though it is made of a small number of cells in the simulations, this highdensity tail biases the observed mean density profiles significantly in mock X-ray observations because of the n 2 e dependence of the X-ray emissivity. Conversely, Zhuravleva et al. (2013) concluded that the median of the distribution coincides with the peak of the log-normal distribution, and thus it is a good tracer of the typical cluster behavior in the presence of inhomogeneities.
Observationally, one only has access to the projected 2D surface brightness distribution, and the 3D density profile is typically inferred by deprojecting the projected surface brightness profile, which is obtained by taking the mean surface brightness in each radial bin, under the assumption of spherical symmetry. Since the median is robust against outliers, we propose to use the azimuthal median of the surface brightness as an unbiased estimator of the true surface brightness. In principle, assuming that the median surface brightness is unbiased, the bias induced by the X-ray emissivity, hereafter the emissivity bias b X , in a given annulus could then be estimated by taking the ratio between the mean and the median surface brightness,
In this case, the density profiles recovered from X-ray observations are typically biased by a factor √ b X (hereafter called density bias), neglecting projection effects.
To validate this hypothesis, we applied this technique to two different sets of simulations. In the first case, we used projected L X images drawn from a sample of 20 clusters simulated at high resolution (25 kpc) with the Adaptive Mesh Refinement (AMR) code ENZO (Vazza et al. 2011a ). In the second, we performed synthetic simulations by assuming a 3D density distribution given by a beta model and adding inhomogeneities of several kinds: i) a filament of gas extending in the N-S direction; ii) a triaxial underlying halo shape; iii) a number of gas clumps with a radius of 20 kpc. X-ray surface-brightness maps were then created by projecting the resulting 3D emissivity along the line of sight.
Both for the hydrodynamical and the synthetic simulations, a blind analysis was performed on the simulated images. First, surface brightness profiles were extracted by computing the azimuthal median in concentric annuli. The profiles were then deprojected using a non-parametric onion-peeling technique (Kriss et al. 1983; McLaughlin 1999) and converted into radial density profiles. For the synthetic simulations, we found a very good agreement between the true and the reconstructed density profiles, in all of the situations considered here. Even when adding as many as 10 3 randomly-distributed clumps in the simulated image, our method is able to recover the underlying density profile with an accuracy of a few percent at all radii. The addition of significant triaxiality to the halo did not affect our results (in agreement with the findings of Buote & Humphrey 2012) , and similar conclusions were reached for the inclusion of a filamentary structure. In the case of the hydrodynamical simulations, we show in Fig. 1 the average surface-brightness profiles (in arbitrary units) obtained using our azimuthal median method and with the standard azimuthal mean. We can see that the azimuthal median results in a much more regular profile, showing the expected smooth radial decline. In Fig. 2 we show the comparison between the average true 3D density profile in the sample of Vazza et al. (2011a) and the average profile obtained with our method through deprojection. On the same figure, we also show the same comparison in the case of one particularly perturbed cluster, E2 (see Vazza et al. 2011a) . As shown in the bottom panel, the deviations are typically at the level of 10% or less, even in the case of the very perturbed system E2, and do not show any particular trend with radius. A similar result is found for the integrated gas mass. This demonstrates the ability of our method to recover the true density profiles from X-ray observations in the presence of inhomogeneities. We remark that our definition of the emissivity bias (Eq. 1) is related, but not strictly equivalent to the usual definition of the clumping factor (Mathiesen et al. 1999) , since the quantity derived here is obtained from projected 2D data, whereas the clumping factor in numerical simulations is computed using the full 3D density information. Since the projected distance of substructures from the cluster center is always smaller than the true distance, and some obvious substructures may be invisible in projection, we do not expect a one-to-one correlation between our definition and the true 3D clumping factor. From our simulations, we usually find a good correspondence between the emissivity bias and the 3D clumping factor, although with a tendency of our definition to return slightly lower values than the standard one because of projection effects. However, we argue that our definition is a better tracer of the typical bias induced by gas inhomogeneities in X-ray observations, since it relates directly the main X-ray observable (S X ) to the true 3D density profile.
Application to X-ray observations
We have shown in Sect. 2.1 that in an ideal case the azimuthal median allows us to recover the density profile in an unbiased way. In practice, the computation of the azimuthal median in actual data is not straightforward, since the surface brightness in each individual pixel is low and is often affected by small-number statistics. To alleviate this effect, we make use of a 2D binning algorithm based on Voronoi tessellation (Cappellari & Copin 2003; Diehl & Statler 2006) and rebin the images to ensure an average of 20 counts per bin and apply the Gaussian approximation. An example of binned image is shown in Fig. 3 applied to a ROSAT /PSPC pointed observation of A2029. For the computation of the median, we stress that requiring a minimum signal-to-noise ratio is not necessary, since we only require the error distribution to be well approximated by a Gaussian. Thus, the raw image is binned prior to background subtraction.
From the binned image, we compute the surface brightness and its error in each bin and assign it to the included pixels. We assume that the error on each pixel of a given bin is the same and is normally distributed, such that the error on each pixel can be approximated by the error on the bin multiplied by the square root of the number of pixels in the bin,
Once the binned surface-brightness image is extracted, the surface brightness of a given annulus is simply estimated by taking the median surface brightness in the corresponding pixels. The error on the median is estimated through Monte Carlo by generating 10 4 random realizations of the azimuthal median and computing the 1σ confidence intervals from the distribution of the different realizations. A bias-corrected surface brightness profile is then computed by repeating this procedure in each radial bin. To validate this approach, we simulated a surface brightness distribution given by a beta model and compared the confidence intervals on the median obtained using this technique with the expected results. This procedure was found to provide a good approximation of the true error bars.
We note that the ability of this method to recover the emissivity bias is limited by statistics and by the angular resolution of the instrument considered. Indeed, density variations on scales much smaller than the typical size of the Voronoi bins cannot be recovered using this method if they are uniformly distributed. However, gas clumps in numerical simulations tend to cluster along preferential directions of accretion, such as large-scale filaments . If this is the case, inhomogeneities on scales smaller than the bin resolution would be accounted for as well by our method.
Cluster sample and data analysis
We applied the method proposed here to the sample of Eckert et al. (2012, see Table 3 ). The sample is composed of 31 clusters in the redshift range 0.04-0.2 with highquality ROSAT /PSPC pointed observations. Thanks to the large field of view and low background of the PSPC, this data is suitable for the study of the gas distribution out to large radii (∼ 2R 500 ). In the cases where multiple PSPC observations were available for a single source, mosaic images were created and analyzed. Data reduction was performed using the Extended Source Analysis Software (ESAS, Snowden et al. 1994) . Point sources were detected using the ESAS tool detect down to a fixed count rate threshold of 0.003 cps in the ROSAT R3-7 band (0.42-2.01 keV), which corresponds roughly to a flux threshold of 3 × 10 −14 ergs cm −2 s −1 . For the details of the data reduction and background subtraction procedures, we refer the reader to Eckert et al. (2011 Eckert et al. ( , 2012 .
Once the data were reduced, Voronoi tessellation was applied to the count maps, and vignetting correction and particle background subtraction were performed to obtain binned surface-brightness maps (see Sect. 2.2 and Fig. 3 ). Since the reliability of our method is limited by the resolution of our binned images, we computed the typical bin size as a function of distance from the cluster center in each case. In Fig. 4 we show the mean resolution of the binned images as a function of radius. At R 500 , the mean resolution in our sample is roughly 100 kpc, with significant differences from one system to another. In the best cases (A1795, A3558), we reach a resolution of ∼ 30 kpc, while in the worst cases (A3158, A2163) the resolution is of the order of 200 kpc.
From the binned images, the median surface brightness profile was then calculated and compared with the profile obtained in a standard way by averaging the surface brightness in concentric annuli. The bias-corrected surface brightness profiles were also used to extract deprojected density profiles.
From the individual profiles, we applied a self-similar scaling (Arnaud et al. 2002) by converting the surface brightness into emission measure and rescaling it by the quantity
We then obtained a median scaled emission-measure profile by interpolating the various profiles onto a common grid and taking the median value at each radius. The same procedure was applied to the profiles obtained in a standard way, and average emissivity bias profiles were then obtained using Eq. 1 by comparing the average emissionmeasure profiles obtained with the two techniques. 
Results
Average density bias profiles
In Fig. 5 we show the median scaled emission-measure profiles obtained using the standard way and by taking the azimuthal median. The differences between the two methods are mild, but significant. The average density bias √ b X obtained from these two profiles using Eq. 1 is shown in the left panel of Fig. 6 . We find a mild trend of increasing density bias with radius, from very low values < 1.05 in the inner regions to slightly higher values ∼ 1.2 − 1.3 in the outskirts, although the error bars in this regime are large. At R 500 , we estimate an average density bias √ b X = 1.10 ± 0.04, while at R 200 we obtain √ b X = 1.21
+0.23
−0.17 . Fitting the observed density bias profile with a secondorder polynomial, √ b X = A 0 +A 1 (R/R 500 )+A 2 (R/R 500 ) 2 , we measure A 0 = 1.06 ± 0.01, A 1 = −0.05 ± 0.06, and A 2 = 0.08 ± 0.05.
We also investigated the behavior of the emissivity bias by splitting our sample into relaxed, cool-core (CC) and dynamically active, non-cool core (NCC) systems. In Eckert et al. (2012) , we noticed that the density profiles of NCC systems appear to systematically exceed those of CC clusters by ∼ 15% beyond 0.3R 500 (see also Maughan et al. 2012) . As predicted by numerical simulations (Nagai & Lau 2011 ), a possible explanation for this difference would be a larger clumping factor in unrelaxed systems with respect to relaxed clusters, which would be caused by the presence of a larger number of substructures in the former population. In the right panel of Fig. 6 we show the average density bias profiles for the CC and NCC subpopulations independently. Out to R 500 , we indeed find a slightly higher density bias in NCC clusters (with an average of 1.06 ± 0.003 in the [0.1 − 1]R 500 range) compared to CC systems (1.04 ± 0.005 in this range). These differences are however very modest and are insufficient to explain the differences between the CC and NCC cluster populations. Beyond R 500 , no significant difference between the two populations can be found because of insufficient statistics. . Median self-similar scaled emission-measure profiles obtained using the standard way (black) and by applying the azimuthal median technique presented here (red).
Bias on derived quantities
Since the (squared) density is the primary observable of the ICM from X-ray observations, all the quantities derived from it are affected by the emissivity bias discussed in this paper (see also Roncarelli et al. 2013 ). Here we discuss the typical biases introduced in some relevant quantities by neglecting the effect of clumping.
-Gas mass: The gas mass is derived simply by integrating the deprojected density over the volume. It is a lowscatter proxy of the total mass (e.g., Okabe et al. 2010; Mahdavi et al. 2013) , and could be used to estimate cluster masses in wide X-ray surveys like eROSITA. Thus, an accurate knowledge of the effect of gas clumping on X-ray measurements of the gas mass is important. The bias in gas mass can be inferred from our data through the relation
In Fig. 7 we show the average bias in gas mass as a function of radius for the ROSAT sample. As expected, the bias increases steadily with radius. At R 500 we measure
Mgas,true = 1.07 ± 0.02, while at R 200 we find an average bias of 1.10 ± 0.04. These values are in excellent agreement with the predictions of Roncarelli et al. (2013) after filtering the brightest point-like clumps, i.e. considering only the smooth phase of the ICM. Fitting these profiles with a second-order polynomial, M gas,obs / gas,true = B 0 + B 1 (R/R 500 ) + B 2 (R/R 500 ) 2 , we obtain B 0 = 1.06 ± 0.01, B 1 = −0.02 ± 0.03, and B 2 = 0.03±0.02. The recovered biases are small, but significant, and could influence the scaling relation between gas mass and total mass. Differences in the amount of substructures from one system to another could also be responsible for part of the scatter of the relation. A similar bias should affect the measurement of the integrated Compton parameter Y X , in case the average temperature is unaffected by the presence of substructure (see below).
-Entropy: The entropy K = T n −2/3 is an important quantity to trace the state and the history of the ICM. In the presence of gas inhomogeneities, the measured entropy level could be significantly underestimated (Nagai & Lau 2011) , which could be the reason for the relatively shallow entropy profiles observed in some systems (Walker et al. 2013, and references therein) . In addition, the temperature of the medium inside dense clumps is expected to be somewhat smaller than that of the underlying smooth ICM , which could bias the measured average temperatures low and enhance the flattening of the entropy profiles. A density bias of ∼ 1.2 at R 200 , as inferred from this work, is sufficient to explain the relatively mild entropy slopes in cluster outskirts (Eckert et al. 2013b ) without the need of invoking additional mechanisms such as non-thermal pressure support (e.g., Lapi et al. 2010; Kawaharada et al. 2010 ). In addition, we note that biases in the spectroscopic Xray temperatures (Mazzotta et al. 2004; Vikhlinin 2006; Leccardi & Molendi 2007) Fig. 7 . Bias in gas mass derived by integrating the gas density profiles obtained in the standard way and using our technique (see Eq. 4).
tropy further and should be taken into account for the estimation of entropy profiles. -Hydrostatic mass: A bias in the gas density would also affect the reconstruction of cluster masses through the hydrostatic equilibrium equation , and references therein). Indeed, the reconstructed mass profiles from X-ray data become
and thus the observed hydrostatic masses are biased by the factor
The reconstruction of hydrostatic mass profiles is thus affected only by the derivative of the density bias. As we can see in Fig. 6 , the recovered density biases show only a mild dependence on radius, especially in comparison with the rather steep density gradients in cluster outskirts. At R 500 , the typical values for the density and temperature gradients are −2.0 and −0.5, respectively, while for the emissivity bias we measure a gradient of 0.1. Combining these values, we obtain a typical clumping bias of ∼ 0.96 at R 500 . Thus, we can safely conclude that the effect of gas clumping on the measurements of cluster masses through X-ray data is negligible compared to other potential sources of systematics (e.g., Rasia et al. 2006; Nagai et al. 2007; Battaglia et al. 2012) . Conversely, it has been proposed to combine X-ray and SunyaevZel'dovich probes to solve the hydrostatic equilibrium equation (Ameglio et al. 2009; Eckert et al. 2013a) . In this case, since the density enters directly into the equation, hydrostatic masses are systematically underestimated by √ b X . Recently, Roncarelli et al. (2013) analyzed the effect of large-scale asymmetries on hydrostatic mass estimates in a sample of 62 clusters simulated with the Tree smoothed particle hydrodynamics (Tree-SPH) code GADGET-3, and reached the conclusion that the effect of clumping is in average negligible, in agreement with our observational results. However, they noted that the absolute value and the sign of the bias vary significantly from one system to another, which introduces a significant scatter in the scaling relations. This prediction could be tested in the future with higher-quality data.
-Gas fraction: The gas fraction of galaxy clusters f gas = M gas /M hyd is an important tool for cosmology (White et al. 1993; Ettori et al. 2003; Allen et al. 2008) , and a good understanding of the potential systematics affecting its measurements is important. The effect of clumping on the gas fraction is slightly enhanced with respect to the other quantities discussed here, since it combines the positive bias in gas mass with the negative bias in hydrostatic mass. At R 500 , we find that f gas is typically overestimated by a factor 1.11. This would cause an underestimation of Ω m by the same factor when using the gas fraction to estimate the total matter content. The bias on f gas introduced by clumping rises to 1.20 at R 200 . This value is significantly smaller than the values inferred by Simionescu et al. (2011) in the NW arm of Perseus.
Discussion
Comparison with previous works
As shown in Fig. 6 , our analysis indicates that the effect of clumping on X-ray observables is small out to R 500 and relatively mild out to R 200 . A precise knowledge of this effect is important for our knowledge of the systematics in cluster scaling relations and the origin of the scatter of these relations. It also allows us to disentangle the effects of non-thermal pressure support from gas clumping. The results presented here agree with the recent results of high-sensitivity Sunyaev-Zeldovich (SZ) experiments (Planck Collaboration et al. 2013; Bonamente et al. 2012; Sayers et al. 2013) , which showed an excellent agreement between the pressure profiles obtained from X-rays and from the SZ effect. Indeed, pressure profiles derived from X-rays would be significantly overestimated in the presence of strong inhomogeneities, while conversely the SZ effect is expected to be unaffected by clumping. Recent SZ results are thus confirming the very mild emissivity biases obtained here. While the results presented here are the first obtained on a large cluster sample, a number of observational studies have been carried out to estimate the clumping factor and its radial dependence with different techniques. Recently, Morandi et al. (2013) proposed to relate the standard deviation of the surface brightness distribution to the clumping factor and tested this approach with a set of hydrodynamical simulations. This method was then applied to deep Chandra observations of A1835 and A133 (Morandi & Cui 2013) , which can probe clumping on smaller scales compared to our work. These studies imply a clumping factor √ C ∼ 1.5 around R 200 . We note that the method proposed by Morandi et al. (2013) requires the computation of a second-order quantity, which is more difficult to obtain observationally than the azimuthal median. Moreover, any additional surface-brightness fluctuations (caused, e.g., by the radial dependence of the surface brightness, cosmic variance, or Poisson noise) need to be carefully accounted for in this method.
Indirect methods have also been proposed to estimate the clumping factor. For instance, Eckert et al. (2013b) used the deviations of the observed entropy profiles to the self-similar expectation to infer the clumping factor in an indirect way. The recovered clumping factors in the outskirts are at the level of √ C ∼ 1.2 − 1.3, in good agreement with the results presented here. A similar technique was recently applied by Urban et al. (2013) using Suzaku observations of several radial arms of the Perseus cluster. The authors compared both the observed entropy and pressure profiles to the self-similar expectations and attributed the deviations of entropy to the density measurements rather than the temperature ones, as previously noted by Eckert et al. (2012) . This allowed Urban et al. (2013) to infer a gas clumping factor √ C ∼ 1.5 at R 200 in Perseus. We therefore conclude that a mild level of inhomogeneities in the gas distribution could be responsible for the rather flat entropy profiles observed in a few cases beyond R 500 , as proposed originally by Nagai & Lau (2011) .
Comparison with numerical simulations
For comparison, we applied the same technique to the results of three sets of numerical simulations. To compare between grid codes and smoothed particle hydrodynamics (SPH) simulations, we used the sample of 20 clusters discussed above simulated with the ENZO code (Vazza et al. 2011a ) and compared with a sample of 62 clusters and groups simulated using the Tree-SPH code GADGET-3 (see Roncarelli et al. 2013; Bonafede et al. 2011, for details) . In the latter case, we also investigated the effects of including baryonic physics in the simulations by comparing a non-radiative setup and a setup including gas cooling, star formation, galactic winds, and AGN feedback (see Planelles et al. 2013) . In all cases, we extracted projected L X images along three different projections to compute the mean and median surface brightness in circular annuli and recover the density bias using Eq. 1. The resulting profile is shown in Fig. 8 .
As we can see in Fig. 8 , the effect of gas clumping recovered in our observations is significantly lower than what is predicted by the non-radiative grid simulations of Vazza et al. (2011a) , and much below the non-radiative Tree-SPH simulations of Roncarelli et al. (2013) . The relative trends between these two methods is expected because of the better resolution typically achieved in Tree-SPH runs in matter clumps (e.g. Vazza et al. 2011b ). However, in both cases the simulated gas clumping profiles are larger than the observed ones, at all radii. The inclusion of radiative cooling and AGN feedback might alleviate this problem, as shown by the additional red line derived from Tree-SPH resimulations including radiative cooling, star formation, and AGN feedback Roncarelli et al. (2013) . In this case, the measured amount of clumping in X-ray maps follows from the fact that cooling lowers the emission temperature of gas, therefore removing X-ray photons from the most structured component of the ICM (Fang et al. 2009; Lau et al. 2011) . In addition, the cumulative effects of galactic winds and AGN feedback can contribute to smoothing the gas distribution within clusters. However, these latter runs tend to produce an amount of star mass which has some tension with observations (Planelles et al. 2013) . Fig. 8 . Comparison between the observed density bias profile (black data points) and the median profiles obtained using the same technique from three sets of numerical simulations: ENZO non-radiative (red), GADGET non-radiative (green), and GADGET including gas cooling, star formation, and AGN feedback (blue).
Alternatively, a fraction of the true substructures may have been detected by our point-source detection procedure and masked during the the analysis. This would lower the observed level of clumping and prevent us from making a meaningful comparison with numerical simulations. If this is the case, deep exposures with XMM-Newton and Chandra would be able to reveal these substructures and characterize them. Another possible explanation could be the slight difference in resolution between the observed and simulated maps. Indeed, the mean resolution of our binned surface-brightness maps in the outskirts is of the order of ∼ 100 kpc (see Fig. 4) , which is about a factor of at least 4 larger than the resolution of our simulation runs. To investigate this, we convolved our simulated images with a Gaussian of 100 kpc radius, and performed the same analysis on the convolved images. The density bias profile is only mildly affected by this procedure and remains significantly higher than the observed one, showing that the difference between simulations and observations is unlikely to be due to a resolution effect.
Conclusion
In this paper, we have presented a method based on the azimuthal median to recover unbiased gas density profiles from X-ray measurements in the presence of inhomogeneities. This method has been applied to a sample of 31 clusters observed with ROSAT /PSPC (Eckert et al. 2012) to infer the typical level of gas clumping in galaxy clusters. Our results can be summarized as follows:
-Using extensive hydrodynamical and synthetic simulations, we have demonstrated that the azimuthal median is unbiased by the presence of inhomogeneities in the underlying gas distribution (see Sect. 2.1). From a set of clusters simulated with the Eulerian code ENZO, we have shown that this method is able to recover the true 3D density profiles with an accuracy better than 10% at all radii. The typical bias induced by the n 2 e dependence of the emissivity can thus be estimated through the quantity b X = S X,mean /S X,median . In practice, we proposed an efficient algorithm based on Voronoi tessellation to measure the azimuthal median from X-ray data (see Sect. 2.2).
-Applying this method to our cluster sample, we derived radial density bias profiles (see Fig. 6 ) which can be used to estimate the typical bias in density in survey data. The recovered density biases are low ( √ b X < 1.1 out to R 500 ) and show a mild trend of increasing bias with radius, although the error bars in the outskirts are too large to reach a definite conclusion. A dataset with higher statistics and resolution would be needed to improve these constraints significantly. We also split our cluster population into CC and NCC subsamples to look for differences between dynamical states. With the exception of the inner regions, where CC systems appear slightly more regular than NCC clusters, we do not find any significant difference between the two populations.
-We used our emissivity bias profiles to investigate the effect of the emissivity bias in several derived quantities (see Sect. 3.2). We find that the gas mass is typically biased by a factor of 1.07 at R 500 . The effect on entropy and hydrostatic mass is smaller, at the level of a few percent. Since it combines the effects on gas mass and hydrostatic mass, the effect on gas fraction is the largest, with values ranging from 11% at R 500 to 20% at R 200 . These numbers are very similar to the values predicted by Roncarelli et al. (2013) after the removal of the brightest clumps. -Comparing our results with the predictions of three different sets of numerical simulations obtained using the grid code ENZO (non-radiative) and the Tree-SPH code GADGET-3 (a non-radiative run and a run including gas cooling, star formation, stellar winds, and AGN feedback), we find that non-radiative numerical simulations significantly over predict the effect of gas clumping on X-ray observables, both in SPH and grid codes. The absence of radiative cooling in these simulations could be responsible for this discrepancy, since radiative energy losses are responsible for cooling the densest parts of the gas below X-ray emitting temperatures. For this reason, the runs including cooling and feedback provide a better description of the data than the non-radiative runs (see Fig. 8 ). Alternatively, a number of substructures may have been picked out by our source detection algorithm and filtered out, in which case long exposures with Chandra and XMM-Newton will be able to detect and characterize them.
