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ABSTRACT 
This paper investigates the effect of organizational characteristics on information security practices in Trinidad and Tobago. 
As a theoretical lens, this study relies on a hypothesized model derived from Chang and Wang (2010) to test 24 hypotheses 
relating to information security practices.  The data was collected using online surveys and was analyzed using factor 
analysis and structured equation modeling (SEM). Upon final analysis, 8 of the 24 hypotheses were confirmed. 
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INTRODUCTION 
This study explores the issue of information security in the developing world using the experiences of Trinidad and Tobago. 
The digital divide is closing with regards to access to technology and reliance on information systems is now commonplace 
(Pasternack, 2010). However, developed and developing countries differ significantly in technological prowess and 
education. These differences may be responsible for different attitudes towards the protection of information assets. 
Information security is regarded as a major contributing factor to business survivability (Sung, 2006; Torres et al, 2006). A 
study by Kim and Lee (2005) highlighted that organizations which adequately invested in information security enjoy benefits 
such as added profitability, enhanced decision making, and enhanced relationships with suppliers and customers. 
Although the importance of information security is clear, there are still organizations which underperform in information 
security management. Research has shown that poor information security management practices exist within many 
organizations. For example, recent research by Symantec reveals that only 27 per cent of IT professionals surveyed reported 
that their organizations have security procedures and policies for the burgeoning field of cloud computing. (Lau, 2010). 
 
Caribbean Context 
According to the United Nations (2011), Trinidad and Tobago is classified as a “Small Island Developing State”. 
Nevertheless, the country has built a reputation of being the industrial capital of the Caribbean based on its energy, banking, 
insurance and retail sectors.  
Information security is critical to local organizations. Supervisory Control and Data Acquisition (SCADA) systems are used 
extensively by firms in the energy and utilities sectors. However, the increasing interconnectivity of SCADA systems has 
exposed them to a wide range of security exploits (Dumont, 2010; Sovacool, 2011). The Stuxnet worm attacks on Iran in late 
2010 exemplified the weaknesses of SCADA. (Dareini, 2011) 
Other sectors are also reliant on information systems. Local financial players and retailers are all highly automated and the 
government is also increasing its reliance on IT.  
Apart from studies done by Xu and Bowrin (2005), Thorpe (2005) and Duncan and Duggan (2008) information security 
remains a relatively under-researched field in the Caribbean context.  This study aims to add to the reservoir of local 
knowledge and in this endeavour we will use the information security model developed by Chang and Wang (2010). 
 
LITERATURE REVIEW 
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Peltier (2005) states that information security “encompasses the use of physical and logical data access controls to ensure the 
proper use of data and to prohibit unauthorized or accidental modification, destruction, disclosure, or loss of access”. 
Information security rests on the concepts of confidentiality, integrity and availability. Wang (2005) posits that 
confidentiality, integrity, and availability are “the most important properties for information systems in terms of security” and 
Bishop (2003) stated that “computer security rests on confidentiality, integrity and availability”. 
Protecting confidentiality is based mainly on defining and enforcing appropriate access levels and permissions for 
information, i.e. ensuring that those who are supposed to have access to information do, and those who are not supposed to 
have access, do not. Confidentiality is essentially protecting information from unauthorized access (Schultz et al. 2001).  
The goal of information integrity is to protect information from unauthorized modification. According to Lee et al (2004), 
information integrity refers to the “extent that information remains consistent and compatible with its original state after 
being stored and/or transmitted”. Schou (1996) defines integrity as the “condition that exists when data is unchanged from its 
source and has not been accidentally or maliciously modified, altered or destroyed”.  
Availability is the “timely, reliable access to data and information services for authorized users” (Schou, 1996). The objective 
of availability is to “enable access to authorized information or resources” (CEC, 1991).  
 
Organization Size and Information Security  
According to Blakely (2002), SMEs typically suffer from small IT staff with no security training, a lack of formal security 
policies, minimal investments in security technologies and a lack of either business continuity or disaster plans. Kardel 
(2004) also cites a belief among SMEs’ management that they will not be targets of hackers or cyber terrorists.  
Research by Heikkila (2009) shows that larger organizations performed vulnerability assessments more regularly, typically 
have more written information security policies and revise these policies more often. 
These considerations lead to the following hypotheses: 
H1.Organization size positively affects the extent of organizational information confidentiality.  
 
H2.Organization size positively affects the extent of organizational information integrity.  
 
H3.Organization size positively affects the extent of organizational information availability. 
 
Organization Type  
The use of information systems tends to vary across industries (King, 1994; Reich & Benbasat, 1990).  According to 
Jarvenpaa and Ives  (1990),  information systems  play  a  “more  strategic  and  critical  role”  in  financial  institutions. 
Consequently, information security needs vary by industry. The basis of this variance is the concept of data criticality and 
degree of dependence on information systems. A study by Kankanhalli et al (2006) shows that financial organizations utilize 
more resources towards deterrents than organizations in other sectors. Kearns and Lederer (2004) also found significant 
differences between industry types and business dependence on IT, resulting in a different intensity of information security 
practices. These considerations lead to the following hypotheses: 
H4.Organization type positively affects the extent of organizational information confidentiality.  
 
H5.Organization type positively affects the extent of organizational information integrity.  
 
H6.Organization type positively affects the extent of organizational information availability. 
 
Relationship Resources 
Relationship resources refer to the “spirit of partnership” that the IT department of the firm has developed and maintained 
with its internal and external clients (Ross et al. 1996; Byrd and Turner, 2000). Internal and external relationship resources 
build mutual trust, foster collaboration and information exchange on information security within the organization’s 
departments and between the organization and its external stakeholders. Good relationships lead to greater mutual 
coordination, less disputes and better conflict management (Ravichandran and Lertwongsatien, 2005). 
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According to Theoharakis et al. (2009) satisfied employees develop beneficial relationships with clients and strategic partners 
thus increasing responsiveness and innovation, which in turn improves customer loyalty, customer satisfaction and lead to 
better financial performance.  
External relationship resources refer to working relationships that the IT department of an organization has established with 
clients and suppliers (Chang and Wang, 2010). External relationships resources are considered to be a source of competitive 
advantage to the organization. According to Gouthier and Schmid (2003), relationships with customers are “valuable, rare, 
imperfectly imitable, and imperfectly substitutable resources for the supplier, so they fulfill conditions for the creation of 
sustainable competitive advantage”. These considerations lead to the author’s hypothesis:  
H7.Internal relationship resources positively affect the extent of organizational information confidentiality.  
 
H8.Internal relationship resources positively affect the extent of organizational information integrity.  
 
H9.Internal relationship resources positively affect the extent of organizational information availability.  
 
H10.External relationship resources positively affect the extent of organizational information confidentiality.  
 
H11.External relationship resources positively affect the extent of organizational information integrity.  
 
H12.External relationship resources positively affect the extent of organizational information availability.   
    
Information Security Infrastructure 
Information security infrastructure (ISI) is comprised of information security technical architecture (ISTA) and information 
security management architecture (ISMA). Chang and Wang (2010) posited that information system security architecture is 
composed of a technical system, an organizational system and a management system. A review of the literature shows a 
substantial number of studies which have addressed the technical architecture concerns of information security, highlighting 
the importance of technological solutions in protecting the confidentiality, integrity and availability of information and the 
support it provides to the organization (Zambon, 2011; Liu et al, 2010; Zissis and Lekkas, 2011).  
Information security authors have recognized information security as being a management issue, with people and policies 
being just as relevant as technological tools for mitigation of threats (Chang, 2010; Chang and Ho, 2006; Blake, 2006). Li 
and Hongyan (2010) highlight the importance of the organizational and management system components of information 
security infrastructure, stating they support security policy implementation, with the management system representing the 
“soul of information security.” 
The ISI construct is therefore comprised of security-related management and technical architectures. According to Chang and 
Wang (2010), ISTA consists of seven components namely “information transmissions; access rights authentication;  access  
control;  encryption  and  decryption; storage  and  backup;  malicious  protection and  log  analysis”.  
ISMA refers to the “rules and regulations established by an organization to manage and control the security of information 
systems” (Chang and Wang, 2010). Policies, regulations, standards and rules comprise the IS management architecture. 
ISMA seeks to govern individual behaviors and protocol in alignment with the policies established.  
A study by Kankanhalli et al. (2003) found that higher organizational ISTA led to a decreased chance of information security 
breaches. Studies have also emphasized the importance of ISMA on information security (Yusufovna, 2008; Griffy-Brown 
and Chun, 2006). Kankanhalli et al (2003) has shown the function of policies and information use regulations in guiding the 
proper information security behaviours of users. Based on these considerations, the following hypotheses were generated: 
H13.Information security technology architecture (ISTA) positively affects the extent of organizational information 
confidentiality. 
H14.Information security technology architecture (ISTA) positively affects the extent of organizational information 
integrity. 
H15.Information security technology architecture (ISTA) positively affects the extent of organizational information 
availability. 
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H16.Information security management architecture (ISMA) positively affects the extent of organizational 
information confidentiality. 
H17.Information security management architecture (ISMA) positively affects the extent of organizational 
information integrity. 
H18.Information security management architecture (ISMA) positively affects the extent of organizational 
information availability. 
 
Information Technology Resources 
Information technology resources refer to the technical skills and knowledge possessed by the firm. It comprises of IT 
technical skills (ITTS) and IT management skills (ITMS).  
ITTS can be defined as “the set of IT-related knowledge and experience that a worker possesses” (Bassellier et al., 2003). 
ITTS involve technical skills and know-how associated with designing and operating information systems (Chang and Wang, 
2010). 
ITMS “comprise of knowledge and skills to effectively align IT strategy with business strategy” (Chang and Wang, 2010). It 
involves IT management’s capability to understand business goals and the alignment of IT strategy with corporate strategy. 
ITMS allows firms to provide technical solutions to challenges faced by the organization. Alshawaf et al (2005) found that 
manager’s knowledge of information systems (ITMS), together with information systems resources, was a key factor 
affecting information systems management. Thus, ITTS and ITMS act as positive input to information security management. 
Given these statements it is hypothesized that: 
 
H19.IT technical skills (ITTS) positively affect the extent of organizational information confidentiality. 
H20.IT technical skills (ITTS) positively affect the extent of organizational information integrity.  
H21.IT technical skills (ITTS) positively affect the extent of organizational information availability. 
H22.IT management skills (ITMS) positively affect the extent of organizational information confidentiality. 
H23.IT management skills (ITMS) positively affect the extent of organizational information integrity. 
H24.IT management skills (ITMS) positively affect the extent of organizational information availability. 
 
METHODOLOGY 
An online survey was selected due to the many advantages of the method as corroborated by the literature including cost 
efficiency, superior reliability and design features to paper surveys and simplicity (Roster et al., 2007; Evans and Mathur, 
2005; Punter et al., 2003). Validated survey questions regarding organization’s relationship resources, organization size, 
organization type, information security infrastructure and information technology resources were adopted from original 
survey instruments developed by Chang and Wang (2010) and Boulay (2008).  
Five-point Likert-scale questions ranging from strongly agree to strongly disagree were used on the instrument. The survey 
was structured to first ask participants generic questions about organization size and organization type, followed by 
information security-specific questions.  
 
The population for this survey consisted of the executives/managers of organizations registered as members of the Trinidad 
and Tobago Manufacturers’ Association and the Trinidad and Tobago Chamber of Industry and Commerce.  This survey 
instrument was sent to these executives via electronic mail. 
 
DATA ANALYSIS 
The survey results were analyzed using SPSS and AMOS utilizing factor analysis and structural equation modeling (SEM) 
techniques to determine the significant motivating factors and the weights of those factors on organizations' attitudes towards 
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information security and their adoption of information security principles. The proposed model was specified (Figure 1) 
before analysis which was guided by the literature review.  
 
Figure 1 
The conceptual framework 
 
Of the 3,500 persons emailed, the researcher received 248 responses of which 61 were dropped due to incomplete data. This 
resulted in 187 usable responses, a response rate of 7.08%. While low, the number complete responses provided a reasonable 
data set for factor analysis and SEM.  Tests for reliability yielded Cronbach’s alphas ranging from 0.835 to 0.957, indicating 
very good item reliability (De Vaus, 2004). 
Construct Reliability and Validity 
Exploratory factor analysis was performed on constructs of the instrument. The mean, standard deviation, loadings and 
Kaiser-Meyer-Olkin (KMO) measures and Cronbach’s alpha of the constructs are shown in Table 1: 
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Table 1 
Mean, standard deviation and correlations of the constructs 
Measurements were judged to be reliable based on Cronbach’s α ranging from .880 to .962. Factor analysis yielded a 5-factor 
solution. Based on recommendations from Hair et al (2006), items yielding loadings below 0.5 were removed from the list.  
The overall model fit was assessed using multiple indices. The fit indices used were the χ 2 statistic (Pearson’s chi-square 
test), the ratio χ 2 to the model degrees of freedom (χ 2/df), Tucker-Lewis Index (TLI) (Tucker and Lewis, 1976), normed fit 
index (NFI) (Bentler and Bonnett, 1980), comparison fit index (CFI) (Bentler, 1990), Root Mean Square Error of 
Approximation (RMSEA) with associated confidence interval, Goodness-of-fit index (GFI), adjusted Goodness-of-fit index 
(AGFI). As indicated by Table 2, the model fits well given the fit indices. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 
Measurement model with standardized estimates 
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Table 2 
Fit indices criteria 
 
DISCUSSION 
The results of the model indicate a strong support for H15 and H16 with standardized path coefficient values of 0.339 and 
0.398 respectively (p <0.001). The result shows moderate support for H13, H14 and H17 with standardized path coefficients 
of 0.283 (p <0.001), 0.241 (p <0.001) and 0.215 (p <0.01) respectively. The results show a weak support for H3, H9, H20 
and H22 with standardized path coefficients of  -102 (p <0.5), .123 (p<0.5), .146 (p<0.5), and 146 (p<.5) respectively. The 
model indicates weak support for H1 with a standardized path coefficient of .097 but the relationship is just over p<0.50 
(p<0.55) making it slightly insignificant. However, the results of the model indicated rejecting H2, H4, H5, H6, H7, H10, 
H11, H12, H18, H19, H21, H23 and H24. 
In  terms explanatory power, the model accounts for 59% of the variance in information availability, 44% of the variance in 
information integrity, 54% of the variance in information confidentiality, 38% of the variance in internal relationship 
resources, 49% of the variance in information security management architecture, 46% of the variance in information 
technology technical architecture, 6% of the variance in information security technical architecture, but 0% of the variance in 
organization type and information technology management skills. In summary, the results supported hypotheses H1, H3, H9, 
H13, H14, H17, H20 and H22. 
Based on standardized path coefficients, the measurement model indicates that organization size does indeed determine the 
information security aspect of information confidentiality (validating H1) but the relationship is unexpectedly weak. 
Organization size was unexpectedly found to not be a determinant of information integrity (rejecting H2). Organization size 
was found to have a negative influence on information availability, perhaps indicating that the bigger the organization, the 
less available is its information to its users.  
All hypotheses related to industry as a determinant information security (H4-H6) have been rejected due to insignificance. 
These results suggest that industry classification no longer influence information security practices, an unexpected result 
given the literature (King, 1994; Jarvenpaa and Ives, 1990).  
The results indicate moderate support for H8 and H9, suggesting that the extent of internal relationship resource (IRR) that 
firms positively affects the extent of information integrity and availability as supported by the literature (Seng et al, 2002; 
Kesar, 2008). All hypotheses related to external relationship resources (ERR) (H10-H12) impacting information security 
were not supported.  
Moderate support was found for H14 suggesting that the extent of information security technology architecture (ISTA) that 
firms possess positively affects the extent of information integrity. The results also indicate strong support for H15-H16 
Index Recommended Actual model fit 
statistic 
Reference 
χ 
2
 less than twice the size 
of the degrees of 
freedom (<26)(df = 13) 
20.151 (Im and Grover, 2004) 
χ 
2/df ≤2.0 1.55 (Raykov and 
Marcoulides, 2000) 
RMSEA <0.05 or left endpoint 
of its 90% confidence 
interval is significantly 
less than 0.05 
.054 (Raykov and 
Marcoulides, 2000) 
CFI >0.90 .991 (Hu and Bentler, 1999) 
TLI >0.90 .976 (Hu and Bentler, 1999) 
NFI >0.90 .977 (Hu and Bentler, 1999) 
GFI ≥0.90 .977 (Im and Grover, 2004) 
AGFI ≥0.80 .921 (Im and Grover, 2004) 
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suggesting that ISTA positively affects the extent of an organization’s information confidentiality and integrity, indicating 
ISTA plays a role in all aspects of informatioin security. 
The results indicate moderate support for H17, suggesting that the extent of information security management architecture 
(ISMA) that firms possess positively affects the extent of information integrity, but with regards to other aspects of 
information security (confidentiality and availability) the relationship with ISMA is insignificant, thus rejecting H18 and 
H19. Apart from the rejection of H18 and H19, the results are in accordance with the literature, where information security 
has been recognized as a management issue, with people and policies being just as relevant as technological tools for 
mitigation of threats (Chang, 2010; Chang and Ho, 2006; von Solms and von Solms, 2005).  
Support was found for H20 indicating that IT technical skills (ITTS) that firms possess positively affect the extent of 
information integrity, which is congruent with the literature pointing at ITTS playing a major role in organizational 
information security (Piccoli and Ives, 2005; Ray et al, 2005; Dhillon, 2008). H19 and H21 were rejected.. 
H22 was accepted based on the supportive results, indicating that the IT management skills (ITMS) that firms possess 
positively affect the extent of information confidentiality, which is in accordance with the literature (Alshawaf et al, 2005). 
H23 and H24 were rejected due to insignificance.  
CONCLUSION 
SEM was used to test the hypothesised model in determining the firmographic influences of organizations in Trinidad and 
Tobago on information security.  These findings clearly indicate that information security in Trinidad and Tobago is indeed 
influenced by factors such as organization size, IT management skills, information security management policies and 
procedures, IT technical skills of staff, the quality of working relationships within organizations (IRR) and information 
security technical architecture. The results also indicate that organization type and external relationship resources do not 
influence information security at firms leading to the rejection of its related hypotheses.  
Limitations 
The study was faced with several challenges. Firstly, because of the perceived intrusive nature of the subject, the study 
received an extremely low response rate (7.08%) as experienced in many previous studies in information security (Kotulic, 
2004).  Another limitation was the lack of understanding of information security by participants. As a developing country, 
Trinidad and Tobago’s citizens’ frame of reference for certain topics such as information security may be skewed because of 
overall unfamiliarity with the topic. It is hypothesized that some participants may have indicated responses on the survey 
based on the premise of misconceptions towards information security and its standards. 
Another limitation is a lack of local data and research to support the literature review of the study. Information security is an 
under-researched field in the Caribbean with the most recent paper being that of Duncan and Duggan (2008). This study 
would be the first of its kind conducted in Trinidad and Tobago and in the Caribbean relating to an exploration of the state of 
information security in the region. 
Suggestions for Future Work 
This study contributes to the literature by being the first exploration of organizational information security in Trinidad and 
Tobago and one of the few for the Caribbean region. A clear avenue for future efforts is the issue of consumer demographics 
on personal information security practices in Trinidad and Tobago and the wider region. Comparisons can also be done 
between Caribbean countries and developed countries with regards to information security practices and legislative 
framework. Additionally, concepts not considered in this study can also be explored as possible firmographic influences on 
information security. 
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