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Abst ract - -Wi th  a perturbation method, implemented on an arithmetic machine, and an stochas- 
tic arithmetic model, it is possible to determine the number of zeros of real polynomial in the unit 
disk, using the modified Schur-Cohn algorithm in combination with a test to measure goodness of 
fit. Numerical and algebraic experiments are also given. (~) 1999 Elsevier Science Ltd. All rights 
reserved. 
Keywords- -Po lynomia ls ,  Root-counting method, Schur modified sequence, Round-off error anal- 
ysis, Numerical accuracy. 
1. INTRODUCTION 
A method is presented for the computation of the number of zeros of a real polynomial in R[x], 
inside the unit disk (counted with their multiplicities). This is achieved using Rouchd's theo- 
rem [1-3], a Schur's modified sequence of polynomials [4]. This algorithm estimates the moduli 
of the zeros of a polynomial, while controlling the rounding-off errors. A variety of problems re- 
lated to the stability and convergence of mathematical models and of numerical schemes require 
an accurate solution of this problem [5]. 
2. SCHUR'S MODIFIED SEQUENCE 
Let p(x) = Y]~=o a~xi be a polynomial of degree n (deg(p) = n). We assume that p(0) is not 
n-k a~k) xi. a zero. We consider Schur's modified sequence (Pk) of polynomials )-~=0 Such sequence 
is defined through the recurrence relation 
Pk+l (X) = Pk (x) -- mk+lP*k (X), k = 0, 1 , . . . ,  n - 1. 
P0 = P, with p~(x) = xn-kpk ( l /x) ,  the reciprocal polynomial of Pk. The ratios mk+1 = 
a(~) /.(k) k -- 0, 1, n -  1 are calL:<t Schur's modified constants. Besides, the following relations n_klt*O • . . , 
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hold true 
n-k  
* a(k) x i, (x) = (i) 
i -~0 
a(k+l) _-- a~k) _ _(k) 
i --  "H~k+lU, n_k_ i ,  i = O, 1 , . . .  n - (k + 1), (ii) 
(k+l), (k) 
rn~+ 1 = 1 -- a o /a  o • (iii) 
REMARK. This formulation is to be preferred to the classical Schur's sequence because of its 
more reduced computational nd memory cost: half of multiplications, and limited growth (at 
most double) in size of pk's coefficients. 
2.1. Computing the Number  of  Zeros Inside the Unit Disk 
Rouch~'s theorem establishes a recurrence relation between the number of zeros of consecutive 
terms in Schur's modified sequence. Let us denote by No(p)  the number of zeros of p inside the 
unit disk. 
ND(Pk+l) ,  if link+l[ <: 1, 
ND(pk)  = k = O, 1 , . . . ,n -  1. 
n - k - ND(Pk+l) ,  if ]mk+ll > 1, 
The argument can be repeated: assume a(01), a(2), . . . ,  a(0 k) ¢ 0 and let kj, for j -- 1 ,2, . . .  ,m, 
where kl < k2 <~ .-. <: km be the indices for which Imkjl > 1; with the notation 
m 
S(pk)  = E( -1 ) J - I (n  + 1 - kj), then ND(p)  = S(pk)  + ( - -1 )myD(Pk) .  
j= l  
We use Schur-Cohn's test a(o k+l) = 0 to go from one term to the next in Schur's modified 
sequence. When it is satisfied, we break down the construction of the sequence and stop at the 
last calculated term, Pk+l • 
REMARK. These tests depend on computing instabilities and variations of data. 
3. CONTROL ON ROUNDING-OFF  ERRORS 
The numerical round-off errors come from the use of floating point arithmetic in computing 
machines, and become visible in the results obtained running the code. The computation of 
Schur's modified constants ink, k ---- 1 , . . . ,  n use arithmetic operations (multiplication, division, 
.(k) /,(k) k = 0, 1, . . .  n -  1, with the addition, and subtracton) through the formulae: mk+l = ~n_k/~0, 
coefficients of Pk arising from equation (ii). To validate a method, we must control these errors 
and their propagation, which change the numerical values of constants mk. Vignes's permutation- 
perturbation method [6] provides a testing procedure of numerical quality. It does so through an 
analysis of the propagation of data and computing errors for any given algorithm. Let us consider 
a given algebraic procedure, defined by w = h(z,  + , - ,  ×, +, funct) in which z C C is the set of 
data, w E C is the result and +, - ,  x , - ,  funct are exact mathematical operators and functions. 
This expression is implemented in a high-level programming language with W .-~ H(Z ,  +, - , . , / ,  
FUNCT),  in which Z C D is the set of data, W E C is the result, and +, - ,  * , / ,  FUNCT are 
data processing operators and functions. D is the set of floating point values represented on the 
computer. 
Some of the rules of algebra, such as the associativity of algebraic addition, are not satisfied; 
therefore, various data processing images of the expression h, a finite set (Hi,  i E I}, are obtained 
by combinations which correspond to all the possible permutations of the permutable operations 
in the algebraic given procedure. For each data processing image Hi run, the result of a arithmetic 
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operation or assignment is rounded off, so we must consider two possible results, by defect or by 
excess. Therefore, with j elementary operations, we have a set of results {WN, WN E D, N = 2J}, 
representing legitimately the exact result w. 
Assuming practical hypothesis of independence of round-off errors, the best estimate of Wi is 
given by the mean, W, and standard deviation, 6(W), of three random results W~, i = 1, 2, 3. 
These are obtained applying the permutation-perturbation method (random perturbation of the 
last bit of the mantissa of numbers after an arithmetic operation, and permutation of the order 
of the permutable operators). The number of significant decimal figures for the mean W is the 
integer c(W) closest o log10 IWI/~(W), with a probability of 95% (student's table) and a possible 
error of one unity. A finite process can be stopped when some values are smaller than an a pr/or/ 
given positive constant e. Such interruption of control is not dynamically interesting because it 
come from the arbitrary value of e, and masks some arithmetic instabilities of algorithm. A more 
suitable test is to compare the data processing Schur's modified constants with one (or zero by 
translation of 1 for modified Schur's constants, depending on the distribution of floating point 
numbers). 
We can estimate the integer c, for each constant, by random permutation of the order of 
addition of terms in the coefficients of Pk that come from the sum in equation (ii) and perturb 
these results and Schur's modified constants ink. If c < 1, the constant is either numerically 
singular (considered as one or zero after translation) or numerically regular. So if the test is 
positive, we interrupt running the process. 
4. OUTL INE  OF THE ALGORITHM 
INPUT. A polynomial p in R[x], of degree n in x (n > 1) 
OUTPUT. The number of its zeros inside the unit disk (with their multiplicities) 
ALGORITHM. 
For k = 1 ,2 , . . . ,n  
Computation of Pk 
Tolerance of a (k) at zero 
Test of mk 
Evaluation of No (p) 
5. EXPERIMENTAL  RESULTS 
The examples were computed in a Sun Sparc workstation with a Fortran compiler, the opera- 
tional mode was a double-precision binary floating point arithmetic. We wish to determine the 
number ND (p) of zeros of p inside the unit disk. We consider the cubic polynomial 
x 3 - 4.01x 2 + 5.029989x - 2.019978, which has zeros, .999, 1.011, and 2. 
The tolerance at zero is fixed to be 10 -s for all the coefficients a(0 k). With roots near the unit 
circle, numerical instabilities appear and show themselves in the computation with mk with a 
modulus near unity. 
The mean and standard eviation of Schur's modified constants are 
~1 = -.495054896637488140, ~(ml) = .000000000000000039, c(ml) = 15, 
m2 = .996692431353361941, ~(m2) = .000000000000000789, c(m2) = 14, 
~3 = -1.000005401205574351, ~(m3) = .0000000000013076, c(m3) = 13. 
The number of significant decimal figures for these means are greater than one, so the tests are 
negative and we have ND(p) = 1. In algebraic computation, with a given computer algebra 
system, the algorithm gives the exact rational values of ink; comparing with numerical results 
(with a possible, but mild, error of data conversion), we have a remarkable agreement. Both 
investigations confirmed the goodness of fit. 
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6. CONCLUSION 
With stochastic arithmetic, we can test efficiently the numerical quality and tests for zeros of 
the counting algorithm. The computation of the number of zeros relies on a large time (in number 
of comparisons, and arithmetic operations), even for polynomials with low degree, than a imple- 
mentation with a single run; but this is acceptable for a standard double-precision arithmetic. 
The multiple-precision floating point arithmetic enables us to calculate, with good accuracy, the 
Schur's modified constants. A few unessential modifications are required to make this method 
applicable to complex polynomials. 
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