































24KBで平均 0.31%予測ミス率が低減した．フェッチ幅 4命令の 40段プロセッサでは，平
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分岐予測器は，分岐の成立 (Taken)・不成立 (NotTaken) で遷移する 2bit飽和カウンタ
の集まりである予測表 (PHT: Pattern History Table)で構成される．分岐予測器は，1つ
の予測表で構成される単体予測器 [1, 2, 3, 4, 5]と，複数の予測表 (単体予測器)で構成さ




































動的分岐予測器 (以下，分岐予測器と呼ぶ)は，分岐条件の成立 (Taken)・不成立 (Not-


















単体予測器は，１つの予測表 (PHT:Pattern History Table)で構成される．本節では，









図 2.2: bimodal予測器 [1]
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2レベル適応型分岐予測器 [2]
2レベル適応型予測器 (2-level Adaptive Branch Predictor)は，現在提案されている分
岐予測器の基礎となる予測器で，1993年に Yehらによって提案された．2レベル適応型
予測器は 2階層の表で構成される．1階層目の表 (BHR, BHT: Branch History Register
















的論理和とした gshare予測器 [3]も提案されている (図 2.4)．gshareはシンプルな構成で，
かつ高精度の予測正解率を達成することから，多くの研究で用いられている．
表 2.1: 2レベル適応型予測器の種類 [2]
BHT\PHT global per-address per-set
glboal GAg GAp GAs
per-address PAg PAp PAs












図 2.3: 2レベル適応型予測器 [2]










のインデクスに利用した Alloyed予測器を提案した [4](図 2.5)．彼らは，シミュレータに
SimpleScalar 2.0/PISA[23]を複数パスの実行を可能にしたHydroScalar，ベンチマークに
SPECint95，IBS[29]から gnuchess，Smith のUnix-Utils[30]からwolf，SPLASH2[31]か
ら radiosity, volrend を採用して実験を行った．Cycle-Level シミュレーションは 1億命令，
Instruction-Level シミュレーションは 10 億命令を対象にした．その結果，Alloyed予測器
は，8KB GAs予測器の予測ミス率のうち平均 23.1%削減した．
図 2.5: Alloyed予測器 [4]
Agree予測器 [5]


















Sprangleらは，シミュレータに Sun 4mWorkstationをモデル化した SoSS，ベンチマー
クに SPECint95を採用して実験を行った．各々のプログラムは gcc -O3 でコンパイルさ
















提案された [3]．Combining予測器は 2つの単体予測器と 1つの Selector(選択器)で構成




本研究では，SAg予測器 [2]と gshare予測器 [3]を組み合わせたCombining予測器を利
用する (第 4章参照)．
















図 2.8: Bi-Mode予測器 [6]




の ChoicePHTを構成する 2bit飽和カウンタを，taken ﬂagと untaken ﬂagという 2つの
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validビットを追加した 2bitカウンタの状態遷移を図 2.9に示す．下の枠中 (2BCモー
ド)の 4つの状態が通常の 2bit飽和カウンタで，上の枠中 (Plusモード)に示す 3つの状態
が追加された状態である．初期状態は上枠中央の validビットを含む 3ビットが全て 0の
状態である．分岐条件が常に成立 (Taken)の場合，カウンタは”All Taken”の状態に留ま
る．一方，分岐条件が常に不成立 (NotTaken)の場合には，”All NotTaken”の状態に留ま
る．validビットが 0で Plus モードの時には Choice PHTの値から予測方向を決定する．
そうでない (2BCモード)場合には，Bimode予測器と同様に Direction PHTの予測を採
用する．有効ビットが 0でPlus モードの時には，Direction PHTは更新しない．有効ビッ























予測器は，Bi-Mode予測器 [6]，Gskewed予測器 [8]，ghsare予測器 [3]と比較しても常に高
精度であることを示した．しかし，文献 [26]では，YAGS 分岐予測器を SimpleScalar[23]
































予測器は，分岐履歴 (h bit)，分岐命令アドレス (a bit) と，各予測器の予測 (n bit) の連






















と，ソース・オペランド値の差分の履歴を格納する表 (VHT: Value History Table) で構














ている．本節では，分岐の偏向を利用して予測表における競合を緩和する手法 [13, 14, ?]










案されている [13, 14, ?]．偏向の強い分岐を通常の分岐予測器のエントリからはずすこと
で，予測表における競合を緩和することができる．特に [13]と [14]では，分岐の偏向を




















シミュレータに SimpleScalar 3.0c/PISA[23]，ベンチマークに SPECint95(train入力)を採

















図 2.13: SBI予測器 [17]
ソースオペランド値の利用 [18, 19, 20]
2001年，Juanらは，分岐命令のソースオペランド値予測を利用して予測の信頼度を評
価し，信頼度の低い予測を反転するBPRU(Branch Prediction Reversal Unit)予測器を提
案した．信頼度判定器 (Reversal Table)は，従来の分岐予測器による予測結果，Global分
岐履歴，ソースオペラント値を生成する命令のアドレス，予測したオペランド値でマッピ

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































第 2章で紹介した分岐予測器の大半は，分岐条件の成立 (Taken)・不成立 (NotTaken)
で遷移する予測カウンタ (2bit飽和カウンタ)を利用して予測を行う．予測カウンタは，
Strongly Taken, Weakly Taken, Weakly NotTaken, Strongly NotTakenの 4状態を遷移




Strongly Taken状態は，Strongly Taken状態あるいはWeakly Taken状態から遷移する．
• Strongly Taken状態 → ”Taken”と予測 → 予測成功(結果は”Taken”) → Strongly
Taken状態




逆に，Weakly Taken状態は，Strongly Taken状態あるいはWekaly NotTaken状態か
ら遷移する．
23
• Strongly Taken状態→ ”Taken”と予測→予測失敗(結果は”NotTaken”)→Weakly
Taken状態










ない．ベンチマークは SPECint95(train入力)を採用した．プログラムは gcc 2.7.2.3 -O2
-funroll-loopsでコンパイルされている．









表 3.1: 各ベンチマークの動的命令数 (100万命令)，動的条件分岐命令数 (100万命令)
プログラム 入力 全命令数 全条件分岐命令数
099.go 50 9 2stone9.in 554 63
124.m88ksim Ctl.in 114 14
126.gcc Amptjp.i 1,280 194
129.compress 1000 q 2131 36 4
130.li train.lsp 182 24
132.ijpeg vigo.ppm 1,407 87
134.perl jumble.pl 2,293 299
147.vortex persons.250 2,608 287
表 3.2: 各予測器のパラメータ (エントリ数)
予測器 容量 (KB) パラメータ
bimodal 1.0 PHT 1K
8.0 PHT 32K
16.0 PHT 64K
gshare 1.0 PHT 1K
8.0 PHT 32K
16.0 PHT 64K
SAg 1.2 PHT 2K, BHT 0.5K*11bit
7.5 PHT 16K, BHT 2K*14bit

































表 3.3: 各予測カウンタ状態における使用率 (%)，予測ミス率 (%)，全体のミスに対する割
合 (%)(平均)
容量 予測器 状態 使用率 予測ミス率 ミス割合 全体のミス率
bimodal S 86.79 11.24 73.40 13.20
W 13.21 26.60 26.60
16KB SAg S 91.64 5.88 62.40 8.23
W 8.36 36.76 37.60
gshare S 93.14 4.55 61.20 6.80
W 6.86 38.39 38.80
bimodal S 86.80 11.24 73.40 13.20
W 13.20 26.60 26.60
SAg S 90.96 6.47 62.66 8.96
8KB W 9.04 36.87 37.34
gshare S 92.45 5.11 61.72 7.50
W 7.55 37.98 38.28
bimodal S 86.64 11.34 73.12 13.36
W 13.36 26.89 26.88
1KB SAg S 88.59 8.49 63.12 11.40
W 11.41 36.84 36.88
gshare S 90.09 7.17 62.89 9.89






































い (第 3.2節参照)．そのため，本方式では gshare予測器の予測カウンタ状態を予測選択の指
標に利用する．Conﬁdence-Selector手法を適用したCombining予測器 (以下，Combining-















ない．ベンチマークは SPECint95(train入力)を採用した．プログラムは gcc 2.7.2.3 -O2
-funroll-loopsでコンパイルされている．











予測器は 11.75KBと 23KBとなる．次節以降では，これらの容量を便宜的に 12KB，24KB
と表現する．
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表 4.1: 各予測器のパラメータ (PHT,BHTのエントリ数)
予測器 実容量 (KB) パラメータ
Gshare 1.0 PHT 1K
8.0 PHT 32K
16.0 PHT 64K
BiMode 1.5 Choice/Taken/NotTakenPHT各 2K
12 Choice/Taken/NotTakenPHT各 16K
24 Choice/Taken/NotTakenPHT各 32K
Combining 1.5 SAg: PHT 1K, BHT 0.5K*8bit
gsahre: 2K, Selector: 1K
11.75 SAg: PHT16K, BHT 1K*14bit
gshare: 16K, Selector: 8K
23 SAg: PHT16K, BHT 4K*14bit




















表 4.2: 各予測器のパラメータ (PHT,BHTのエントリ数)
基準値 番号 実容量 gshare SAg
(KB) (KB) BHT PHT
1.5 1.5-A 1.5 2K 1K * 6bit 1K
1.5-B 1.38 2K 0.5K * 10bit 1K
1.5-C 1.5 2K 2K * 3bit 1K
1.5-D 1.5 2K 0.5K * 8bit 2K
1.5-E 1.5 2K 1K * 4bit 2K
1.5-F 1.31 2K 0.25K * 10bit 2K
1.5-G 1.5 4K 0.5K * 4bit 1K
12 12-A 11.5 16K 2K * 14bit 16K
12-B 12.0 16K 4K * 8bit 16K
12-C 12.0 16K 4K * 12bit 8K
12-D 11.68 32K 1K * 13bit 8K
12-E 12.0 32K 2K * 12bit 4K
24 24-A 23.5 32K 4K * 15bit 32K
24-B 24.0 32K 8K * 12bit 16K
24-C 23.5 64K 2K * 14bit 16K
24-D 24.0 64K 4K * 8bit 16K
24-E 24.0 64K 4K * 12bit 8K
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表 4.3: 各予測器の平均予測ミス率%




































した．その原因を，第 3.2節で実験した SAg予測器と gshare予測器における全体の予測ミ























図 4.2: 1.5KB, 12KB, 24KBにおけるBi-Mode予測器, Combining予測器, Combining-CS
予測器の予測ミス率 (%)
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表 4.4: Combining予測器，Bi-Mode予測器に対する予測ミス率の差分 (%)
容量 比較予測器 go m88ksim gcc compress li ijpeg perl vortex 平均
1.5KB Combining -0.83 0.05 -1.4 1.76 -0.21 0.2 0.17 -0.19 -0.06
Bi-Mode 1.26 -0.3 0.66 -1.1 -0.32 -0.19 -0.06 -0.09 -0.02
12KB Combining -2.28 0.25 -0.61 1.31 -0.25 -0.01 -0.15 -0.04 -0.22
Bi-Mode 0.28 -0.35 0.1 -1.78 -0.88 -0.48 -0.09 -0.06 -0.41
24KB Combining -2.53 0.22 -0.34 0.95 -0.46 -0.06 -0.25 0.0 -0.31
Bi-Mode -0.21 -0.43 0.01 -1.72 -1.02 -0.43 -0.16 -0.06 -0.50
表 4.5: SAg予測器と gshare予測器の予測ミス率 (%)(124.m88ksimと 129.compress)
124.m88ksim 129.compress
予測器 1KB 8KB 16KB 予測器 1KB 8KB 16KB
SAg 3.21 1.85 1.50 SAg 8.74 6.83 6.36












Combining-CS-sag予測器においては，全容量の 3分の 2を SAg予測器に割り当てた場合
(Combining-CS-sag1)と，全容量の大半を SAg予測器に割り当てた場合 (Combining-CS-




















表 4.6: 各予測器のパラメータ (PHT,BHTのエントリ数)
予測器 実容量 (KB) パラメータ
Combining 11.75 SAg: PHT16K, BHT 1K*14bit
gshare: 16K, Selector: 8K
Comb-CS 11.68 SAg: PHT8K, BHT 1K*13bit
gshare: 32K
Comb-CS-sag1 11.5 SAg: PHT16K, BHT 2K*14bit
gshare: 16K
Comb-CS-sag2 12.0 SAg: PHT16K, BHT 4K*12bit
gshare: 8K
Combining予測器と Combining-CS予測器は第 4.3.2節の実験と同じ
表 4.7: Combining, Combining-CS, Combining-CS-sag1, 2予測器の予測ミス率 (%)
予測器 124.m88ksim 129.compress 130.li
Combining 1.07 4.42 4.54
Comb-CS 1.32 5.73 4.29
Comb-CS-sag1 1.25 5.25 5.27
Comb-CS-sag2 1.13 5.63 5.21
42
表 4.8: 各予測カウンタ状態における頻度 (%)，予測ミス率 (%)，全体のミスに対する割合
(%)，全体のミス率 (%)(8KB)
ベンチマーク 予測器 状態 頻度 予測ミス率 ミス割合 全体のミス率
124.m88ksim bimodal S 93.94 5.51 85.26 6.07
W 6.06 14.74 14.74
SAg S 98.08 1.28 67.84 1.85
W 1.92 31.06 32.16
gshare S 98.01 1.28 64.71 1.94
W 1.99 34.44 35.29
129.compress bimodal S 83.04 15.45 75.61 16.96
W 16.96 24.39 24.39
SAg S 92.84 4.68 63.64 6.83
W 7.16 34.68 36.36
gshare S 91.46 5.53 60.02 8.43
W 8.54 39.50 39.98
130.li bimodal S 83.93 13.97 72.98 16.07
W 16.07 27.02 27.02
SAg S 92.30 5.48 66.25 7.64
W 7.70 33.48 33.75
gshare S 93.54 4.44 64.64 6.43
























表 4.9: SAg予測器と gshare予測器のパラメータを同じにした場合の予測ミス率 (%)
予測器 go m88ksim gcc compress li ijpeg perl vortex 平均
A:11.75KB Comb 20.21 1.07 6.68 4.42 4.54 8.76 2.40 0.57 6.08
A:9.75KB Comb-CS 19.94 1.37 6.7 5.89 4.31 8.95 2.38 0.57 6.26
B:23KB Comb 17.68 0.96 5.81 4.41 4.45 8.64 2.30 0.49 5.59
















Cycle:総サイクル数, N :総命令数, Penalty:分岐ミスペナルティ, Miss:分岐ミス数,
n:同時実行可能数 (パイプライン本数)
命令フェッチ幅を 4命令とし，パイプライン 10段プロセッサ，20段プロセッサ，40段









提案し，Combining予測器 [3]に適用した (この予測器を Combining-CS予測器と呼ぶ)．
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表 A.1: 各予測カウンタ状態における頻度 (%)，予測ミス率 (%)，全体のミスに対する割
合 (%)，全体のミス率 (%)(16KB)
ベンチマーク 予測器 状態 頻度 予測ミス率 ミス割合 全体のミス率
099.go bimodal S 73.81 22.88 64.50 26.18
W 26.19 35.50 35.50
SAg S 76.33 18.46 59.91 23.53
W 23.67 39.84 40.09
gshare S 82.02 12.53 57.62 17.84
W 17.98 42.06 42.38
124.m88ksim bimodal S 93.94 5.51 85.26 6.07
W 6.06 14.74 14.74
SAg S 98.40 1.00 65.67 1.50
W 1.60 32.30 34.33
gshare S 98.02 1.14 58.34 1.92
W 1.98 40.48 41.66
126.gcc bimodal S 84.65 12.30 68.00 15.31
W 15.35 31.92 32.00
SAg S 88.85 7.64 61.26 11.08
W 11.15 38.49 38.74
gshare S 92.65 4.73 60.09 7.29
W 7.35 39.56 39.91
129.compress bimodal S 83.04 15.45 75.61 16.96
W 16.96 24.39 24.39
SAg S 93.12 4.14 60.57 6.36
W 6.88 36.47 39.43
gshare S 92.04 5.16 60.71 7.83
W 7.96 38.66 39.29
130.li bimodal S 83.93 13.97 72.98 16.07
W 16.07 27.02 27.02
SAg S 93.04 4.95 67.26 6.85
W 6.96 32.23 32.74
gshare S 93.76 4.25 64.27 6.21
W 6.24 35.56 35.73
132.ijpeg bimodal S 87.69 8.71 62.07 12.31
W 12.31 37.94 37.93
SAg S 90.40 6.55 61.84 9.58
W 9.60 38.04 38.16
gshare S 90.21 6.24 57.74 9.75
W 9.79 42.09 42.26
134.perl bimodal S 89.66 9.14 79.26 10.34
W 10.34 20.74 20.74
SAg S 94.39 3.43 57.79 5.61
W 5.61 42.15 42.21
gshare S 97.27 1.78 63.55 2.72
W 2.73 36.31 36.45
147.vortex bimodal S 97.63 1.94 79.52 2.38
W 2.37 20.55 20.48
SAg S 98.62 0.90 64.91 1.36
W 1.38 34.58 35.09
gshare S 99.14 0.58 67.27 0.85
W 0.86 32.37 32.73
S:Strongly, W:Weakly
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表 A.2: 各予測カウンタ状態における頻度 (%)，予測ミス率 (%)，全体のミスに対する割
合 (%)，全体のミス率 (%)(8KB)
ベンチマーク 予測器 状態 頻度 予測ミス率 ミス割合 全体のミス率
099.go bimodal S 73.80 22.89 64.48 26.19
W 26.20 35.51 35.52
SAg S 74.54 20.08 59.06 25.34
W 25.46 40.75 40.94
gshare S 78.80 15.26 56.97 21.11
W 21.20 42.83 43.03
124.m88ksim bimodal S 93.94 5.51 85.26 6.07
W 6.06 14.74 14.74
SAg S 98.08 1.28 67.84 1.85
W 1.92 31.06 32.16
gshare S 98.01 1.28 64.71 1.94
W 1.99 34.44 35.29
126.gcc bimodal S 84.63 12.31 67.95 15.33
W 15.37 31.97 32.05
SAg S 87.60 8.70 61.71 12.35
W 12.40 38.11 38.29
gshare S 91.78 5.35 60.12 8.17
W 8.22 39.62 39.88
129.compress bimodal S 83.04 15.45 75.61 16.96
W 16.96 24.39 24.39
SAg S 92.84 4.68 63.64 6.83
W 7.16 34.68 36.36
gshare S 91.46 5.53 60.02 8.43
W 8.54 39.50 39.98
130.li bimodal S 83.93 13.97 72.98 16.07
W 16.07 27.02 27.02
SAg S 92.30 5.48 66.25 7.64
W 7.70 33.48 33.75
gshare S 93.54 4.44 64.64 6.43
W 6.46 35.22 35.36
132.ijpeg bimodal S 87.74 8.68 62.10 12.26
W 12.26 37.91 37.90
SAg S 89.67 6.94 60.26 10.32
W 10.33 39.68 39.74
gshare S 89.99 6.40 57.68 9.99
W 10.01 42.21 42.32
134.perl bimodal S 89.66 9.14 79.26 10.34
W 10.34 20.74 20.74
SAg S 94.37 3.50 58.67 5.63
W 5.63 41.30 41.33
gshare S 96.98 2.01 64.65 3.01
W 3.02 35.27 35.35
147.vortex bimodal S 97.63 1.94 79.53 2.38
W 2.37 20.54 20.47
SAg S 98.26 1.12 63.84 1.73
W 1.74 35.86 36.16
gshare S 99.06 0.61 64.98 0.93
W 0.94 34.76 35.02
S:Strongly, W:Weakly
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表 A.3: 各予測カウンタ状態における頻度 (%)，予測ミス率 (%)，全体のミスに対する割
合 (%)，全体のミス率 (%)(1KB)
ベンチマーク 予測器 状態 頻度 予測ミス率 ミス割合 全体のミス率
099.go bimodal S 73.31 23.27 63.89 26.70
W 26.69 36.12 36.11
SAg S 69.77 24.75 57.18 30.19
W 30.23 42.76 42.82
gshare S 70.53 23.14 55.41 29.46
W 29.47 44.58 44.59
124.m88ksim bimodal S 93.85 5.61 85.45 6.16
W 6.15 14.56 14.55
SAg S 96.78 2.31 69.82 3.21
W 3.22 30.06 30.18
gshare S 97.61 1.71 70.56 2.37
W 2.39 29.21 29.44
126.gcc bimodal S 84.02 12.63 66.48 15.96
W 15.98 33.47 33.52
SAg S 82.72 12.88 61.68 17.27
W 17.28 38.30 38.32
gshare S 87.30 8.91 61.45 12.65
W 12.70 38.42 38.55
129.compress bimodal S 83.04 15.45 75.61 16.96
W 16.96 24.39 24.39
SAg S 91.21 6.19 64.58 8.74
W 8.79 35.24 35.42
gshare S 90.48 6.37 60.81 9.48
W 9.52 39.00 39.19
130.li bimodal S 83.93 13.97 72.98 16.07
W 16.07 27.02 27.02
SAg S 89.71 7.33 63.97 10.28
W 10.29 36.00 36.03
gshare S 92.34 5.45 65.79 7.65
W 7.66 34.17 34.21
132.ijpeg bimodal S 87.74 8.68 62.10 12.27
W 12.26 37.92 37.90
SAg S 88.54 7.56 58.42 11.46
W 11.46 41.58 41.58
gshare S 88.83 7.32 58.25 11.17
W 11.17 41.73 41.75
134.perl bimodal S 89.66 9.14 79.26 10.34
W 10.34 20.74 20.74
SAg S 92.72 5.05 64.33 7.28
W 7.28 35.66 35.67
gshare S 95.12 3.46 67.42 4.88
W 4.88 32.57 32.58
147.vortex bimodal S 97.60 1.96 79.16 2.41
W 2.40 20.92 20.84
SAg S 97.27 1.83 64.94 2.74
W 2.73 35.14 35.06
gshare S 98.51 0.96 63.39 1.49









表 B.1: 各容量における Combining予測器のパラメータ (PHT,BHTのエントリ数)
基準値 番号 実容量 Selector gshare SAg
(KB) (KB) BHT PHT
1.5 1.5-A 1.5 1K 2K 0.5K * 8bit 1K
1.5-B 1.5 1K 2K 0.5K * 4bit 2K
1.5-C 1.5 1K 2K 1K * 4bit 1K
12 12-A 11.75 8K 16K 1K * 14bit 16K
12-B 11.25 8K 16K 2K * 13bit 8K
12-C 12.0 8K 16K 2K * 8bit 16K
12-D 12.0 8K 16K 4K * 8bit 8K
24 24-A 23.0 16K 32K 4K * 14bit 16K
24-B 23.25 16K 32K 2K * 13bit 32K
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表 B.2: 各パラメータ時の Combining予測器の予測ミス率 (%)
基準値 番号 go m88ksim gcc compress li ijpeg perl vortex 平均
1.5KB 1.5-A 25.49 1.71 10.46 5.14 6.03 9.52 3.15 0.92 7.80
1.5-B 25.01 1.69 9.90 6.01 6.23 9.59 3.16 0.92 7.81
1.5-C 25.00 1.66 9.94 6.05 6.16 9.75 3.16 0.90 7.83
12KB 12-A 20.21 1.00 6.68 4.42 4.54 8.76 2.40 0.57 6.07
12-B 19.84 1.07 6.56 4.66 4.84 9.05 2.39 0.56 6.12
12-C 19.89 0.94 6.46 4.77 4.90 8.88 2.40 0.52 6.10
12-D 19.88 0.99 6.43 4.84 4.89 8.93 2.41 0.52 6.11
24KB 24-A 17.68 0.96 5.81 4.41 4.45 8.64 2.30 0.49 5.59






表 C.1: 各パラメータ時の提案方式の予測ミス率 (%)
予測器 go m88ksim gcc compress li ijpeg perl vortex 平均
1.5KB-A 26.02 1.84 10.49 7.00 5.97 10.06 3.48 0.78 8.21
1.5KB-B 26.47 1.90 10.84 6.83 6.08 10.16 3.50 0.79 8.32
1.5KB-C 25.64 1.80 10.33 7.04 6.27 10.06 3.47 0.78 8.17
1.5KB-D 26.38 1.86 10.63 6.82 5.87 10.01 3.50 0.79 8.23
1.5KB-E 25.55 1.89 10.28 7.03 6.14 10.01 3.51 0.80 8.15
1.5KB-F 27.09 1.88 11.03 6.77 5.86 10.13 3.48 0.81 8.38
1.5KB-G 24.66 1.76 9.06 6.90 5.82 9.92 3.32 0.77 7.78
12KB-A 19.70 1.50 6.62 5.89 4.31 8.94 2.45 0.55 6.25
12KB-B 19.49 1.60 6.49 6.27 4.72 9.13 2.45 0.57 6.34
12KB-C 19.85 1.48 6.59 6.10 4.45 9.23 2.40 0.58 6.34
12KB-D 17.93 1.32 6.07 5.73 4.29 8.95 2.25 0.53 5.88
12KB-E 17.95 1.32 6.03 5.85 4.46 9.10 2.26 0.53 5.94
24KB-A 17.09 1.29 5.90 5.55 4.09 8.51 2.25 0.52 5.65
24KB-B 17.26 1.24 5.90 5.82 4.22 8.88 2.22 0.51 5.76
24KB-C 15.15 1.18 5.47 5.36 3.99 8.58 2.05 0.50 5.29
24KB-D 15.01 1.18 5.38 5.76 4.39 8.79 1.98 0.49 5.37







表 D.1: 各予測器の予測ミス率 (%)
予測器 go m88ksim gcc compress li ijpeg perl vortex 平均
1.0KB gshare 27.22 2.03 10.28 8.06 6.08 10.5 3.74 3.94 8.98
1.5KB Bi-Mode 23.40 2.06 8.40 8.00 6.14 9.91 3.38 0.82 7.76
1.5KB Comb 25.49 1.71 10.46 5.14 6.03 9.52 3.15 0.92 7.80
1.5KB Comb-CS 24.66 1.76 9.06 6.90 5.82 9.72 3.32 0.73 7.75
8.0KB gshare 19.78 1.67 6.89 7.17 5.11 9.39 2.31 0.63 6.62
12KB Bi-Mode 17.65 1.67 5.97 7.51 5.17 9.23 2.34 0.59 6.27
11.75KB Comb 20.21 1.07 6.68 4.42 4.54 8.76 2.40 0.57 6.08
11.68KB Comb-CS 17.93 1.32 6.07 5.73 4.29 8.75 2.25 0.53 5.86
16.0KB gshare 16.86 1.65 6.22 6.66 4.93 9.18 2.08 0.59 6.02
24KB Bi-Mode 15.36 1.61 5.46 7.08 5.01 9.01 2.21 0.55 5.79
23KB Comb 17.68 0.96 5.81 4.41 4.45 8.64 2.30 0.49 5.59
23.5KB Comb-CS 15.15 1.18 5.47 5.36 3.99 8.58 2.05 0.49 5.29
Comb = Combining
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