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Space and time discretisations of parabolic differential equations with dynamic boundary conditions are
studied in a weak formulation that fits into the standard abstract formulation of parabolic problems,
just that the usual L2(Ω) inner product is replaced by an L2(Ω)⊕L2(∂Ω) inner product. The class of
parabolic equations considered includes linear problems with time- and space-dependent coefficients and
semi-linear problems such as reaction-diffusion on a surface coupled to diffusion in the bulk. The spatial
discretisation by finite elements is studied in the proposed framework, with particular attention to the
error analysis of the Ritz map for the elliptic bilinear form in relation to the inner product, both of which
contain boundary integrals. The error analysis is done for both polygonal and smooth domains. We
further consider mass lumping, which enables us to use exponential integrators and bulk-surface splitting
for time integration.
Keywords: dynamic boundary condition, Wentzell boundary condition, bulk-surface coupling, gradient
flow, bulk and surface finite elements, Ritz projection, time discretisation, stability, a-priori error bounds
1. Introduction
We are interested in the numerical solution of parabolic initial-boundary value problems with dynamic
boundary conditions. Prototypes for this class of problems are the heat equation with Wentzell boundary
conditions {
∂tu = ∆u in Ω
µ ∂tu =−κu− ∂νu on Γ ,
(1.1)
set on a bounded, piecewise smooth domain Ω ⊂ Rd (the bulk) with boundary Γ = ∂Ω (referred to as
the surface), with a positive coefficient µ and real κ and with ∂νu denoting the normal derivative of u
on Γ ; and diffusion on the surface coupled to diffusion in the bulk,{
∂tu = ∆u in Ω
µ ∂tu = β ∆Γ u− ∂νu on Γ , (1.2)
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with positive coefficients µ and β and with the Laplace–Beltrami operator ∆Γ . We will study numerical
methods for such equations as well as for inhomogeneous, non-autonomous and semi-linear variants.
It turns out that such problems admit a weak formulation that fits into the standard abstract frame-
work of parabolic problems. The difference to the heat equation with homogeneous Neumann boundary
conditions is mainly that the role of the Hilbert spaces L2(Ω) and H1(Ω) in the Neumann problem is
taken by other Hilbert spaces, for the above problems by L2(Ω)⊕L2(Γ ) and an appropriate subspace
of H1(Ω), respectively.
The papers by Cherfils et al. (2010) and Cherfils & Petcu (2014) on the finite element discretisa-
tion of the Cahn–Hilliard equation on a slab with various dynamic boundary conditions are the only
publications on the numerical analysis of parabolic problems with dynamic boundary conditions that
we know of. On the other hand, there has been much recent work on analytical and modelling as-
pects of such problems; see, e.g., Cavaterra et al. (2010); Coclite et al. (2009); Colli & Fukao (2014);
Engel & Fragnelli (2005); Favini et al. (2002); Gal (2008); Gal & Grasselli (2008); Goldstein (2006);
Goldstein et al. (2011); Kenzler et al. (2001); Liero (2013); Racke & Zheng (2003); Va´zquez & Vitillaro
(2011). We are not aware that the abstract framework of the present paper is common in the literature,
but related variational settings do appear in some of the references.
In Section 2 we discuss the abstract variational framework and how problems such as (1.1) and (1.2)
fit in, as well as variants of these problems with space- and time-dependent coefficient functions and
semi-linear problems such as reaction-diffusion on the boundary coupled to diffusion in the bulk, the
Allen–Cahn equation with dynamic boundary conditions, and the Cahn–Hilliard equation with various
types of dynamic boundary conditions.
In Sections 3 and 4 we study the finite element semi-discretisation in space, which for problems
(1.1) and (1.2) leads to a large system of ordinary differential equations for the nodal vector u(t),
Mu˙(t)+Au(t) = 0,
where the positive definite mass matrix M and the positive definite or semi-definite stiffness matrix A
differ from those of the heat equation with Neumann boundary conditions only in entries that correspond
to pairs of adjacent boundary nodes. Much of the standard numerical analysis of the heat equation with
Dirichlet or Neumann boundary conditions carries over in a direct way, since the problems with dynamic
boundary conditions share the same abstract variational framework. There are, however, a few issues
where care is needed in the extension of the theory:
• The Ritz projection is based on a different elliptic form that contains boundary integrals. It must
be put in relation with a different inner product that also contains boundary integrals.
• Mass lumping is done for an inner product with boundary terms. It behaves differently for (1.1)
than for (1.2).
• In the case of non-polygonal domains, the boundary approximation may play a more important
role than for pure bulk problems. Its effect on the approximation needs to be studied thoroughly.
We first study a class of linear constant-coefficient problems that includes (1.1) and (1.2), then turn
to problems with space- and time-dependent coefficient functions and finally to semi-linear problems
such as the Allen–Cahn equation with dynamic boundary conditions. We discuss finite element space
discretisation for the case of polygonal domains in Section 3 and then extend the results to smooth
domains in Section 4.
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In Section 5 we turn to time discretisation. Known stability and approximation results for standard
implicit integrators such as backward difference formulae and Radau IIA implicit Runge–Kutta methods
extend from Dirichlet or Neumann boundary conditions to dynamic boundary conditions without much
ado, again thanks to the common abstract framework. This framework also makes it obvious how to ap-
ply exponential integrators to the problem class studied here, which is not immediately evident from the
strong formulation (1.1) or (1.2). We further consider two classes of bulk-surface splitting integrators,
force splitting and component splitting, where in both cases differential equations corresponding to the
interior domain and to the boundary are solved separately in an alternating way.
2. Variational formulation of parabolic problems with dynamic boundary conditions
2.1 Linear problems with time-independent operators
2.1.1 Abstract setting. We recall the usual weak formulation of abstract linear parabolic problems:
Given are two Hilbert spaces V , with norm ‖·‖, and H, with norm | · | corresponding to the inner product
(·, ·), such that V is densely and continuously embedded in H. On V we consider a continuous bilinear
form a(·, ·) that satisfies a Ga˚rding inequality: there exist α > 0 and real c such that
a(v,v)> α‖v‖2− c|v|2 ∀v ∈V.
On a time interval 0 6 t 6 T , for given initial data u0 ∈ H and an inhomogeneity f ∈ L2(0,T ;H), the
abstract parabolic initial value problem then reads: Find u ∈ C([0,T ],H)∩L2(0,T ;V ) such that (with
u˙ = du/dt)
(u˙(t),v)+ a(u(t),v) = ( f (t),v) ∀v ∈V (0 < t 6 T )
u(0) = u0 .
(2.1)
We note that (for f = 0) this can be viewed as the H-gradient flow, (u˙,v) = −E ′(u)v for all v ∈ V , for
the quadratic energy functional
E(v) = 12 a(v,v), v ∈V.
The well-posedness of this abstract problem is well known; see, e.g., Dautray & Lions (1992); Kato
(1995). An a priori estimate of the solution is obtained by the familiar energy technique: test with
v = u(t), note (u˙(t),u(t)) = 12
d
dt |u(t)|2 and integrate from 0 to t to obtain
1
2 |u(t)|2− 12 |u0|2 + 2
∫ t
0
E(u(s))ds =
∫ t
0
( f (s),u(s))ds.
Using here the bound |( f (s),u(s))| 6 ‖ f (s)‖∗ ‖u(s)‖ with the dual norm ‖ϕ‖∗ = sup‖v‖=1 |(ϕ ,v)| and
estimating this further as |( f (s),u(s))| 6 12α ‖ f (s)‖2∗+ α2 ‖u(s)‖2 and using the Ga˚rding inequality, one
arrives at
|u(t)|2 +α
∫ t
0
‖u(s)‖2 ds6 |u0|2 + 1
α
∫ t
0
‖ f (s)‖2∗ ds+ 2c
∫ t
0
|u(s)|2 ds,
and Gronwall’s inequality then yields
|u(t)|2 +α
∫ t
0
‖u(s)‖2 ds6 e2ct
(
|u0|2 + 1
α
∫ t
0
‖ f (s)‖2∗ ds
)
. (2.2)
The standard example is V = H10 (Ω) and H = L2(Ω) with the Dirichlet energy functional E(v) =
1
2‖∇v‖2L2(Ω), in which case (2.1) yields the weak formulation of the heat equation on the domain Ω with
homogeneous Dirichlet boundary conditions.
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2.1.2 Weak formulation of the heat equation with dynamic boundary conditions. As it turns out,
the weak formulation of the heat equation with dynamic boundary conditions (1.1) and (1.2) fits into
the same abstract framework with the particular choice of Hilbert space V = {v ∈ H1(Ω) :
√β γv ∈
H1(Γ )}, where γv denotes the trace of v on the boundary Γ = ∂Ω , and with the bilinear form on V
a(u,v) =
∫
Ω
∇u ·∇vdx+κ
∫
Γ
(γu)(γv)dσ +β
∫
Γ
∇Γ (γu) ·∇Γ (γv)dσ (κ ∈ R, β > 0), (2.3)
where ∇Γ (γv) = (I−ννT )γ(∇v) is the tangential gradient on Γ (ν denotes the unit normal on Γ ), which
is known to depend only on the trace γv on Γ . For brevity we will write ∇Γ v instead of ∇Γ (γv) in the
following. We have β = 0 for (1.1) and κ = 0 for (1.2).
The Hilbert space H is the completion of V with respect to the norm induced by the inner product
(u,v) =
∫
Ω
uvdx+ µ
∫
Γ
(γu)(γv)dσ (µ > 0), (2.4)
so that H is (isomorphic to) L2(Ω)⊕L2(Γ ).
The corresponding energy functional is then
E(v) = 12‖∇v‖2L2(Ω)+ 12 κ ‖γv‖
2
L2(Γ )+
1
2 β ‖∇Γ v‖2L2(Γ ), and |v|2 = ‖v‖2L2(Ω)+ µ‖γv‖2L2(Γ ).
We thus obtain the energy estimate, here stated for the weak solution u(t) = u(·, t) of (2.1) with f = 0
for simplicity,
‖u(t)‖2L2(Ω)+ µ‖γu(t)‖
2
L2(Γ )+
∫ t
0
(
‖∇u(s)‖2L2(Ω)+κ ‖γu(s)‖
2
L2(Γ )+β ‖∇Γ u(s)‖2L2(Γ )
)
ds
6 ‖u(0)‖2L2(Ω)+ µ‖γu(0)‖
2
L2(Γ ).
The relationship with the strong formulation of the heat equation with dynamic boundary conditions
(1.1) and (1.2) is given by the following result.
LEMMA 2.1 Every classical solution u ∈ C2( ¯Ω × [0,T ]) of the heat equation with dynamic boundary
conditions {
∂tu = ∆u in Ω
µ ∂tu =−κu+β ∆Γ u− ∂νu on Γ (2.5)
with initial data u0 is a solution of the weak formulation (2.1) with the bilinear forms a(·, ·) and (·, ·)
of (2.3)–(2.4). Conversely, if the solution u of (2.1) with a(·, ·) and (·, ·) of (2.3)–(2.4) is sufficiently
regular, then u is a solution of the strong formulation (2.5).
The proof is almost identical to the proof of the corresponding result for the heat equation with
Neumann boundary conditions. It is again based on Green’s formula in the domain and on the boundary,
and on the fundamental lemma of variational calculus. The proof is therefore omitted.
2.2 Linear problems with time-varying operators
2.2.1 Abstract setting. Consider again Hilbert spaces V and H such that V is continuously and
densely embedded in H. On V we consider uniformly equivalent time-dependent inner product norms
‖ · ‖t , and on H a time-dependent family of inner products m(t; ·, ·) : H×H → R that induce uniformly
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equivalent norms |w|2t = m(t;w,w) for w ∈H. We assume a bounded partial derivative of m with respect
to t: ∣∣∣∂m∂ t (t;u,v)∣∣∣6M′0 |u|t |v|t ∀u,v ∈V (06 t 6 T ). (2.6)
On V we consider a time-dependent family of bilinear forms a(t; ·, ·) : V ×V → R (0 6 t 6 T ) that
satisfy a uniform Ga˚rding inequality
a(t;v,v)> α‖v‖2t − c|v|2t ∀v ∈V (06 t 6 T )
and are uniformly bounded,
|a(t;u,v)|6M1‖u‖t ‖v‖t ∀u,v ∈V (06 t 6 T ).
We further assume ∣∣∣∂a∂ t (t;u,v)∣∣∣6M′1 ‖u‖t ‖v‖t ∀u,v ∈V (06 t 6 T ). (2.7)
The non-autonomous version of the abstract parabolic initial value problem is then to find u∈C([0,T ],H)∩
L2(0,T ;V ) such that
m(t; u˙(t),v)+ a(t;u(t),v) = m(t; f (t),v) ∀v ∈V (0 < t 6 T )
u(0) = u0 .
(2.8)
Here again we obtain an a priori bound using the energy technique: by the same arguments as in the
time-invariant situation and using the above bounds we obtain
|u(t)|2t +α
∫ t
0
‖u(s)‖2s ds6 e2(c+M
′
0)t
(
|u0|20 +
1
α
∫ t
0
‖ f (s)‖2∗,s ds
)
, (2.9)
with the time-dependent dual norm ‖ϕ‖∗,t = sup‖v‖t=1 |m(t;ϕ ,v)|.
2.2.2 Heat equation with non-autonomous dynamic boundary conditions. We consider the weak for-
mulation of the problem{
∂tu = ∆u in Ω
µ(x, t)∂tu(x, t) =−κ(x, t)u(x, t)+∇Γ ·β (x, t)∇Γ u(x, t)− ∂νu(x, t) on Γ = ∂Ω (2.10)
with real-valued coefficient functions µ ,κ ,β on Γ × [0,T ] such that µ ,κ ,β : [0,T ]→ L∞(R) are continu-
ously differentiable, µ has a strictly positive lower bound, and β either has a strictly positive lower bound
or vanishes identically. This fits into the above framework for V = {v∈H1(Ω) :
√β ∇Γ (γv) ∈ L2(Γ )}
with
a(t;u,v) =
∫
Ω
∇u ·∇vdx+
∫
Γ
κ(·, t)(γu)(γv)dσ +
∫
Γ
β (·, t)∇Γ u ·∇Γ vdσ (2.11)
and H = L2(Ω)⊕L2(Γ ) with
m(t;u,v) =
∫
Ω
uvdx+
∫
Γ
µ(·, t)(γu)(γv)dσ . (2.12)
The framework applies equally when µ(·, t) is piecewise continuous on Γ and has a positive lower bound
on a subset Γ+⊂Γ and is zero on the complementary part Γ0 =Γ \Γ+. In this case, H =L2(Ω)⊕L2(Γ+).
Similarly, β may be allowed to have a positive lower bound on a time-independent subset of Γ and to
vanish on the complement.
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2.3 Some nonlinear examples
We present three examples of nonlinear parabolic equations with dynamic boundary conditions. They
can all be cast in the following abstract form of a semi-linear parabolic problem on suitable spaces V
and H: Find u ∈C([0,T ],H)∩L2(0,T ;V ) such that (with u˙ = du/dt)
(u˙(t),v)+ a(u(t),v) = ( f (u(t)),v) ∀v ∈V (0 < t 6 T )
u(0) = u0 ,
(2.13)
where f : V →H is a sufficiently regular nonlinearity. In our examples the bilinear form a(·, ·) on V and
the inner product (·, ·) on H contain boundary terms. The bilinear form a(·, ·) is of the form (2.3) with
β > 0. In the first two examples the inner product (·, ·) is of the form (2.4) on H = L2(Ω)⊕L2(Γ ), and
in the third example on H = H−1(Ω)⊕L2(Γ ) or H = H−1(Ω)⊕H−1(Γ ).
2.3.1 Reaction-diffusion on a surface coupled to diffusion in the bulk. We consider a reaction-diffusion
equation on the boundary
µ ∂tψ = β ∆Γ ψ + f (ψ) on Γ ,
with µ ,β > 0 and a nonlinear pointwise reaction term f (φ)(x) = f (φ(x)) (for a smooth and bounded
function f :R→R, say), and we further consider diffusion in the bulk,
∂tu = ∆u in Ω .
We couple these equations subject to the constraint ψ = γu. We obtain the following weak formulation:
find (u,ψ) : [0,T ]→ H1(Ω)×H1(Γ ) subject to ψ = γu such that for all (v,φ) ∈H1(Ω)×H1(Γ ) with
φ = γv,
(u˙,v)L2(Ω)+ µ(ψ˙,φ)L2(Γ ) =−(∇u,∇v)L2(Ω)−β (∇Γ ψ ,∇Γ φ)L2(Γ )+( f (ψ),φ)L2(Γ ).
Equivalently, with the bilinear forms
(u,v) = (u,v)L2(Ω)+ µ(γu,γv)L2(Γ )
a(u,v) = (∇u,∇v)L2(Ω)+β (∇Γ u,∇Γ v)L2(Γ )
(2.14)
on the Hilbert spaces H = L2(Ω)⊕L2(Γ ) and V = {v ∈H1(Ω) : γv ∈ H1(Γ )}, respectively, we have
(u˙,v)+ a(u,v) = ( f (γu),γv)L2(Γ ) ∀v ∈V.
This is to be solved for u ∈ C([0,T ],H)∩L2(0,T ;V ) for given initial data u0 ∈ H. The corresponding
strong formulation is
∂tu = ∆u in Ω
µ ∂tu = β ∆Γ u+ f (u)− ∂νu on Γ , (2.15)
where the normal derivative ∂νu figures as the Lagrange multiplier corresponding to the constraint
ψ = γu.
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2.3.2 Allen–Cahn equation with dynamic boundary conditions. The following problem is studied
in Gal & Grasselli (2008); Liero (2013); Colli & Fukao (2014) and further references therein. Given
potentials W,WΓ :R→R such as a double-well potential W (u) = (u2− 1)2, the Allen–Cahn equation
∂tu = ∆u−W ′(u) in Ω
is considered with a dynamic boundary condition like in (2.15),
µ ∂tu = β ∆Γ u−W ′Γ (u)− ∂νu on Γ .
In Liero (2013) this dynamic boundary condition is derived as a scaling limit in a vanishing boundary
layer approximation. This problem fits into the framework (2.13) with (·, ·) and a(·, ·) as in the previous
example. For the energy functional
E(v) = 12‖∇v‖2L2(Ω)+ 12 β ‖∇Γ v‖2L2(Γ )+W (v)+WΓ (γv), v ∈V, (2.16)
where V = {v ∈ H1(Ω) : γv ∈ H1(Γ )} as before, the weak formulation can be viewed as the L2(Ω)⊕
L2(Γ ) gradient flow with respect to the weighted inner product (2.4):
(∂tu,v) =−E ′(u)v ∀v ∈V.
2.3.3 Cahn–Hilliard equation with dynamic boundary conditions. Given potentials W,WΓ : R→ R,
the Cahn–Hilliard equation
∂tu = ∆w
w = ∆u−W ′(u) in Ω
is considered with the boundary conditions
µ ∂tu = β ∆Γ u−W ′Γ (u)− ∂νu
∂ν w = 0
on Γ
in Cherfils et al. (2010); Kenzler et al. (2001); Gal (2008); Racke & Zheng (2003) as a prototype model
for the influence of the boundaries on the process of phase separation.
The corresponding weak formulation is the H−1(Ω)⊕L2(Γ )-gradient flow of the energy functional
(2.16), with the inner product
(u,v) = (u,v)H−1(Ω)+ µ (u,v)L2(Γ ),
where (u,v)H−1(Ω) = (u,(−∆)−1v)L2(Ω) with ∆−1v denoting the solution with zero mean of the Poisson
equation with homogeneous Neumann boundary conditions for the inhomogeneity v on Ω . This weak
formulation is again of the form (2.13) with a(·, ·) as in (2.14).
To our knowledge, this problem is the only parabolic problem with dynamic boundary conditions
for which a numerical analysis has been carried out: in Cherfils et al. (2010) the Elliott–French finite
element space discretisation and the implicit Euler time discretisation are studied.
The above model can be viewed as coupling Cahn–Hilliard in the bulk and Allen–Cahn on the sur-
face. The Cahn–Hilliard / Cahn–Hilliard coupling corresponding to H = H−1(Ω)⊕H−1(Γ ) is equally
of interest; cf. Goldstein et al. (2011).
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3. Spatial semi-discretisation on polygonal domains
We study the finite element semi-discretisation in space of parabolic equations with dynamic boundary
conditions in the framework of the previous section, first for linear problems with constant coefficients,
then for linear problems with space- and time-dependent coefficients, and finally for semi-linear prob-
lems. Mass lumping is also studied. In this section we assume that the domain Ω is polygonal, so that
no boundary approximation is required.
3.1 Spatial semi-discretisation of linear problems with constant coefficients
3.1.1 Galerkin semi-discretisation. For a finite dimensional approximation space Vh ⊂V , the Galerkin
semi-discretisation of the abstract parabolic problem (2.1) determines uh : [0,T ]→Vh such that
(u˙h(t),vh)+ a(uh(t),vh) = ( f (t),vh) ∀vh ∈Vh (0 < t 6 T )
(uh(0),vh) = (u0,vh) ∀vh ∈Vh.
(3.1)
Representing uh(t) with respect to a basis ϕ1,ϕ2, . . . ,ϕN of Vh as
uh(t) =
N
∑
i=1
ui(t)ϕi,
the time-dependent coefficient vector u(t) = (u1(t),u2(t), . . . ,uN(t))T then satisfies the system of linear
ordinary differential equations
Mu˙(t)+Au(t) = b(t),
with the symmetric positive definite mass matrix M and the symmetric stiffness matrix A having the
entries
mi j = (ϕ j,ϕi), ai j = a(ϕ j,ϕi), (i, j = 1,2, . . . ,N), (3.2)
and with the load vector b(t) with entries
bi(t) = ( f (t),ϕi) (i = 1,2, . . . ,N).
There is the semi-discrete energy estimate of the same type as (2.2), obtained by the same proof,
|uh(t)|2 +α
∫ t
0
‖uh(s)‖2 ds6 e2ct
(
|uh(0)|2 + 1α
∫ t
0
‖ f (s)‖2∗ ds
)
. (3.3)
3.1.2 Linear finite elements on polygonal domains: first-order error bounds. We discuss in detail
the case of linear finite elements for the heat equation with dynamic boundary conditions (2.5), the
extension to higher-order finite elements being straightforward. Using the Ritz projection corresponding
to the bilinear form a(·, ·) given by (2.3) we show optimal-order error bounds for the spatially discrete
solution. For the ease of presentation we assume that κ > 0 in (2.3) throughout this section, so that
a(·, ·) is an inner product on the closed subspace V of H1(Ω). We then consider the norm ‖v‖2 = a(v,v)
on V . The inner product (·, ·) on H = L2(Ω)⊕L2(Γ ) is given by (2.4). It induces the norm |v|2 = (v,v)
on H.
We consider a family of quasi-uniform triangulations of the domain Ω parametrised by the maximal
meshwidth h. The corresponding finite element space Vh ⊂ V is spanned by continuous, piecewise
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linear nodal basis functions ϕ1,ϕ2, . . . ,ϕN that are continuous on Ω and linear on each finite element
and, for each node xk, satisfy ϕ j(xk) = δ jk. We note here that the restrictions of the basis functions to
the boundary form a basis over the boundary elements.
The basic tool for proving error bounds is the Ritz projection Rh : V →Vh with respect to the elliptic
bilinear form a(·, ·) of (2.3), which is the a-orthogonal projection defined by
a(Rhu,vh) = a(u,vh) ∀vh ∈Vh. (3.4)
LEMMA 3.1 The error of the Ritz projection for the elliptic bilinear form (2.3) satisfies a first-order
bound in the energy norm,
‖∇(u−Rhu)‖2L2(Ω)+β‖∇Γ (u−Rhu)‖2L2(Γ )+ κ‖γ(u−Rhu)‖2L2(Γ )
6Ch2
(
‖u‖2H2(Ω)+β‖γu‖2H2(Γ )
)
,
where the constant C is independent of h and u ∈ H2(Ω) with
√β γu ∈ H2(Γ ).
Proof. With ‖v‖2 = a(v,v) we have for the error of the Ritz projection
‖u−Rhu‖= min
vh∈Vh
‖u− vh‖6 ‖u− Ihu‖,
where Ih denotes the piecewise linear finite element interpolation operator. Using the standard interpo-
lation estimates in the polygonal domain Ω and on its boundary Γ , we obtain
‖u− Ihu‖2 = ‖∇(u− Ihu)‖2L2(Ω)+β‖∇Γ (u− Ihu)‖2L2(Γ )+κ‖γ(u− Ihu)‖2L2(Γ )
6 ‖∇(u− Ihu)‖2L2(Ω)+β‖∇Γ (u− Ihu)‖2L2(Γ )+κc2Ω‖u− Ihu‖2H1(Ω)
6 (1+κc2Ω)Ch2‖u‖2H2(Ω)+βCh2‖u‖2H2(Γ ),
(3.5)
which yields the stated result. 
We note that the order in h increases from 1 to m if finite elements of degree m are used.
Using the above result for the Ritz map we prove a first-order error estimate in the natural norms for
the spatial semi-discretisation of (2.5).
THEOREM 3.1 If the solution of the parabolic problem with dynamic boundary conditions (2.5) is
sufficiently regular, then the error of the semi-discretisation (3.1) satisfies the first-order bound
‖uh(t)− u(t)‖2L2(Ω)+ µ‖γ(uh(t)− u(t))‖
2
L2(Γ )
+
∫ t
0
(∥∥∇(uh(s)− u(s))∥∥2L2(Ω)+β∥∥∇Γ (uh(s)− u(s))∥∥2L2(Γ )+κ‖γ(uh(s)− u(s))‖2L2(Γ )
)
ds6Ch2,
(3.6)
for 0 < t 6 T , where the constant C is independent of h, but depends on T .
Proof. Using the error bound of the Ritz projection given in Lemma 3.1, the proof uses the stan-
dard argument based on the energy estimate; cf. Thome´e (2006). We include the short proof for the
convenience of the reader and as a later reference point. We use the decomposition
uh− u = (uh−Rhu)+ (Rhu− u),
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where the second term can be estimated using Lemma 3.1. Let us denote the first term in the error as
eh(t) := uh(t)−Rhu(t). Using the definition of the Ritz projection gives us the error equation
(e˙h(t),vh)+ a(eh(t),vh) = (u˙(t)−Rhu˙(t),vh) ∀vh ∈Vh,
and the energy estimate (3.3) (with α = 1 and c = 0) yields
|eh(t)|2 +
∫ t
0
‖eh(s)‖2 ds6 |eh(0)|2 +
∫ t
0
‖u˙(s)−Rhu˙(s)‖2∗ ds. (3.7)
Since uh(0) = Phu(0) is the H-orthogonal projection of u(0), we have
|eh(0)|6 |Phu(0)− u(0)|+ |u(0)−Rhu(0)|6 2|u(0)−Rhu(0)|.
Moreover, both the dual norm ‖ · ‖∗ and the H-norm | · | are weaker than the V -norm ‖ · ‖: C−1‖v‖∗ 6
|v| 6 C‖v‖ for all v ∈ V . By Lemma 3.1, both terms on the right-hand side of the energy estimate are
thus O(h2) if the solution u is sufficiently regular. 
REMARK 3.1 The Ritz projection can be defined for the general case κ ∈R. By introducing the positive
definite form a∗(·, ·) := a(·, ·)+c (·, ·) (c is from the Ga˚rding inequality), and defining the Ritz projection
with respect to this modified form,
a∗(Rhu,vh) = a∗(u,vh) ∀vh ∈Vh,
error estimates for the Ritz map and the semi-discrete error bounds can be shown as above.
3.1.3 Second-order error bound in the case of Wentzell boundary conditions. We consider the spatial
semi-discretisation of problem (2.5) with β = 0 on a polygonal domain using linear finite elements. We
assume again κ > 0 for ease of presentation. We will show second-order error bounds in the L2(Ω)⊕
H−1/2(Γ ) norm, using an unusual variant of the Aubin-Nitsche duality argument. We need the following
H2-regularity condition.
Condition 3.1 There exists a constant C2 < ∞ such that for every gΩ ∈ L2(Ω) and gΓ ∈ H1/2(Γ ), the
weak solution φ of the Poisson equation with Robin boundary condition
−∆φ = gΩ in Ω
∂ν φ +κφ = gΓ on Γ (3.8)
is in H2(Ω) and is bounded by
‖φ‖2H2(Ω) 6C2
(
‖gΩ‖2L2(Ω)+ ‖gΓ ‖
2
H1/2(Γ )
)
. (3.9)
REMARK 3.2 Condition 3.1 is known to be satisfied in the case of a smooth domain Ω ; see Taylor
(2011). We would expect that it also holds for convex polygonal domains, but we are not aware of a
reference for such a result.
The following estimate then holds for the error of the Ritz projection.
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LEMMA 3.2 If Condition 3.1 is satisfied, then the error of the Ritz projection (3.4) corresponding to the
bilinear form (2.3) with β = 0 satisfies the second-order bound
‖u−Rhu‖2L2(Ω)+ µ‖γ(u−Rhu)‖
2
H−1/2(Γ ) 6Ch
4 ‖u‖2H2(Ω),
where the constant C is independent of h and u ∈ H2(Ω).
Proof. In the spirit of the Aubin–Nitsche duality argument we consider the elliptic problem, for
g = u−Rhu,
−∆φ = g in Ω
∂νφ +κφ = µ(−∆Γ + I)−1/2γg on Γ ,
which has the weak formulation
a(φ ,v) = (g,v)L2(Ω)+ µ(γg,γv)H−1/2(Γ ) ∀v ∈ H1(Ω),
where
(γg,γv)H−1/2(Γ ) =
(
(−∆Γ + I)−1/2γg,γv
)
L2(Γ )
.
Choosing v = g = u−Rhu we obtain
‖g‖2L2(Ω)+ µ‖γg‖
2
H−1/2(Γ ) = a(φ ,g) = a(φ −Rhφ ,g),
using the Galerkin orthogonality (3.4) in the last equality. This expression is further estimated, using
subsequently the Cauchy–Schwarz inequality, Lemma 3.1, Condition 3.1, and the relation between the
H1/2(Γ ) and H−1/2(Γ ) norms:
a(φ −Rhφ ,g) = a(φ −Rhφ ,u−Rhu)
6 ‖φ −Rhφ‖ · ‖u−Rhu‖
6Ch‖φ‖H2(Ω) ·Ch‖u‖H2(Ω)
6C′h2
(
‖g‖2L2(Ω)+ µ‖(−∆Γ + I)
−1/2γg‖2H1/2(Γ )
)1/2
‖u‖H2(Ω)
=C′h2
(
‖g‖2L2(Ω)+ µ‖γg‖
2
H−1/2(Γ )
)1/2
‖u‖H2(Ω),
and dividing through yields the stated result. 
Lemma 3.2 yields the following error bound for the spatial semi-discretisation of (2.5) with β = 0.
THEOREM 3.2 If the solution of the parabolic problem with dynamic boundary conditions (2.5) with
β = 0 is sufficiently regular and if Condition 3.1 is satisfied, then the error of the semi-discretisation
(3.1) with starting value uh(0) = Rhu(0) satisfies the second-order error bound
‖uh(t)− u(t)‖2L2(Ω)+ µ‖γ(uh(t)− u(t))‖
2
H−1/2(Γ ) 6Ch
4 (3.10)
for 06 t 6 T , where the constant C is independent of h.
Proof. We return to the proof of Theorem 3.1 and bound Rhu(t)−u(t) using Lemma 3.2. In the energy
bound of the error (3.7) we note that eh(0) = uh(0)−Rhu(0) = 0 by assumption, and
‖eh(t)‖2L2(Ω)+ µ‖γeh(t)‖
2
H−1/2(Γ ) 6 ‖eh(t)‖2L2(Ω)+ µ‖γeh(t)‖
2
L2(Γ ) = |eh(t)|
2.
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Since
(w,v) = (w,v)L2(Ω)+ µ(γw,γv)L2(Γ )
6 ‖w‖L2(Ω) ‖w‖L2(Ω)+ µ‖γw‖H−1/2(Γ ) ‖γv‖H1/2(Γ )
6C
(
‖w‖2L2(Ω)+ µ‖γw‖
2
H−1/2(Γ )
)1/2
‖v‖H1(Ω),
we obtain
‖w‖∗ 6C
(
‖w‖2L2(Ω)+ µ‖γw‖
2
H−1/2(Γ )
)1/2
,
which for w = u˙(s)− Rhu˙(s), for 0 6 s 6 t 6 T , is bounded by O(h2) by Lemma 3.2. Hence (3.7)
together with the above estimates yields the result. 
3.1.4 Second-order error bound in the case of bulk-surface diffusion coupling. In the case of β > 0
in (2.5) we use the following H2-regularity condition.
Condition 3.2 There exists a constant C2 < ∞ such that for every gΩ ∈ L2(Ω) and gΓ ∈ H1/2(Γ ), the
weak solution φ of the elliptic problem, with β > 0 and κ > 0,
−∆φ = gΩ in Ω
∂νφ −β ∆Γ φ +κφ = gΓ on Γ , (3.11)
is in H2(Ω), has trace in H2(Γ ) and is bounded by
‖φ‖2H2(Ω)+ ‖γφ‖2H2(Γ ) 6C2
(
‖gΩ‖2L2(Ω)+ ‖gΓ‖
2
L2(Γ )
)
. (3.12)
REMARK 3.3 It can be shown that this condition is satisfied for smooth domains Ω , adapting the
standard H2-regularity proof for the heat equation with Dirichlet or Neumann boundary conditions
as given, e.g., in (Bre´zis, 2011, Section 9.6). We are not aware of a suitable reference for (convex)
polygonal domains.
LEMMA 3.3 If Condition 3.2 is satisfied, then the error of the Ritz projection (3.4) corresponding to the
bilinear form (2.3) with β > 0 satisfies the second-order bound
‖u−Rhu‖2L2(Ω)+ µ‖γ(u−Rhu)‖
2
L2(Γ ) 6Ch
4 (‖u‖2H2(Ω)+ ‖u‖2H2(Γ )),
where the constant C is independent of h and u ∈H2(Ω) with γu ∈H2(Γ ).
Proof. The proof uses the standard Aubin–Nitsche duality argument with gΩ = u−Rhu and gΓ =
γ(u−Rhu) in (3.11); cf. the proof of Lemma 3.2. We omit the details. 
Together with the proof of Theorem 3.1, Lemma 3.3 yields the following error bound for the spatial
semi-discretisation of (2.5) with β > 0.
THEOREM 3.3 If the solution of the parabolic problem with dynamic boundary conditions (2.5) with
β > 0 is sufficiently regular and if Condition 3.2 is satisfied, then the error of the semi-discretisation
(3.1) satisfies the second-order error bound
‖uh(t)− u(t)‖2L2(Ω)+ µ‖γ(uh(t)− u(t))‖
2
L2(Γ ) 6Ch
4 (3.13)
for 06 t 6 T , where the constant C is independent of h.
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3.1.5 Mass lumping. In many situations it is convenient to replace the mass matrix M of (3.2) by a
diagonal matrix. This can be achieved by replacing the L2(Ω)⊕L2(Γ ) inner product (·, ·) of (2.4) by a
suitable quadrature.
We follow the framework of lumped-mass methods as presented in (Thome´e, 2006, Section 15). We
use the analogue of the trapezoidal rule in d and d− 1 dimensions:
QE( f ) = vold(E) 1d+ 1
d+1
∑
j=1
f (x j) and Qe( f ) = vold−1(e) 1d
d
∑
j=1
f (x j),
where vold denotes the d-dimensional volume, E is an element of the quasi-uniform triangulation Th
with vertices x j, and e ∈ ∂Th is a boundary element. Then we use the above quadratures to define the
lumped mass approximation of the inner product (·, ·) on H = L2(Ω)⊕L2(Γ ):
(u,v)LM := ∑
E∈Th
QE(uv)+ µ ∑
e∈∂Th
Qe(uv), (3.14)
We denote the induced (lumped mass) norm by | · |LM.
The lumped-mass semi-discrete problem determines uh : [0,T ]→Vh such that
(u˙h(t),vh)LM + a(uh(t),vh) = ( f (t),vh)LM ∀vh ∈Vh (0 < t 6 T )
(uh(0),vh)LM = (u0,vh)LM ∀vh ∈Vh
(3.15)
Then the nodal vector u(t) satisfies the corresponding linear ODE system
Mu˙(t)+Au(t) = b(t), (3.16)
where the new mass matrix, which we denote again by M, has the entries
mi j = (ϕ j,ϕi)LM , and bi(t) = ( f (t),ϕi)LM (i, j = 1, . . . ,N).
The new mass matrix is diagonal, since the product ϕ jϕi vanishes at all nodes with j 6= i. The stiffness
matrix A is defined as before, see (3.2). The initial values are now chosen such that uh(x j,0) = u(x j,0)
in each node of the triangulation.
Before proving error estimates for the semi-discretisation with mass lumping we formulate an im-
portant technical lemma. Here ‖ · ‖ is again the norm induced by the bilinear form a(·, ·) of (2.3).
LEMMA 3.4 If β > 0 in (2.4), then the quadrature error E (vh,wh) = (vh,wh)LM− (vh,wh) is bounded
by
|E (vh,wh)|6Ch2‖vh‖ ‖wh‖ for vh,wh ∈Vh.
Proof. We separate the mass lumping errors in the bulk and on the surface as E = EΩ + µEΓ . The
proof of Lemma 15.1 in Thome´e (2006) shows that
|EΩ (vh,wh)|6Ch2‖vh‖H1(Ω) ‖wh‖H1(Ω)
|EΓ (vh,wh)|6Ch2‖vh‖H1(Γ ) ‖wh‖H1(Γ )
for vh,wh ∈Vh. (3.17)
This yields the stated bound for E for the norm ‖·‖ induced by the bilinear form a(·, ·) of (2.3), provided
that β > 0. 
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THEOREM 3.4 If the solution of the parabolic problem with dynamic boundary conditions (2.5) is
sufficiently regular, then the error of the semi-discretisation with mass lumping (3.15) satisfies a first-
order error bound as in Theorem 3.1. If β > 0 and Condition 3.2 is satisfied, then there is also a
second-order error bound as in Theorem 3.3.
Proof. The proof differs from that of Theorem 3.1 in that the error equation for the lumped mass case
for eh(t) = uh(t)−Rhu(t) contains extra quadrature error terms: for all vh ∈Vh,
(e˙h(t),vh)LM + a(eh(t),vh) = (u˙(t)−Rhu˙(t),vh)−E (Rhu˙(t),vh)+E (Ih f (t),vh)+ (Ih f (t)− f (t),vh).
We first consider the case β > 0. The energy estimate obtained by testing with vh = eh(t) and using
Lemma 3.4 to bound, for wh = Rhu˙(t)− Ih f (t),
E (wh,eh)6Ch2‖wh‖‖eh‖6 14‖eh‖2 +C′h4‖wh‖2
then yield the result with | · |LM in place of | · |. Together with the inverse estimate (valid for quasi-
uniform triangularisations)
‖vh‖6Ch−1|vh| for vh ∈Vh,
Lemma 3.4 further provides the equivalence of the norms | · | and | · |LM on Vh, uniformly in h.
In the case β = 0 we use (3.17) and the inverse estimate to obtain (with different constants that are
all denoted C)
E (wh,eh) 6 Ch2
(‖wh‖H1(Ω)‖eh‖H1(Ω)+ ‖wh‖H1(Γ )‖eh‖H1(Γ ))
6 Ch2
(‖wh‖H1(Ω)‖eh‖H1(Ω)+ ‖wh‖H1(Γ )Ch−1‖eh‖L2(Γ ))
6 Ch
(‖wh‖H1(Ω)+ ‖wh‖H1(Γ ))‖eh‖
6 14‖eh‖2 +Ch2
(‖wh‖2H1(Ω)+ ‖wh‖2H1(Γ )).
This is sufficient to obtain the first-order error bound with | · |LM in place of | · |. Estimating the quadrature
error in the above way still yields the h-uniform equivalence of the norms | · | and | · |LM on Vh. 
REMARK 3.4 A second-order error bound is not obtained for mass-lumping in the case of Wentzell
boundary conditions (β = 0). A second-order error bound does hold, however, if mass-lumping is done
only in the bulk, but not on the surface. For such a partial mass-lumping Lemma 3.4 remains valid for
β = 0.
3.2 Spatial semi-discretisation of non-autonomous linear problems
The results of the previous subsection generalize to the heat equation with non-autonomous dynamic
boundary conditions (2.10) on a polygonal domain. Using the time-dependent Ritz projection corre-
sponding to the bilinear form a(t; ·, ·) given by (2.11), we show optimal-order error bounds for the
space discretisation. Since the proofs of these results are very similar to the ones presented above, we
only focus on the major differences. Again for the ease of presentation we assume κ(x, t) > 0 and
bounded by κ , while β is bounded by β , hence the form a(t; ·, ·) induces the norm ‖v‖t = a(t;v,v)1/2
on V = {v ∈ H1(Ω) :
√β ∇Γ (γv) ∈ L2(Γ )}. The inner product on H = L2(Ω)⊕L2(Γ ) is given by
(2.12), and induces the norm |w|t = m(t;v,v)1/2 on H = L2(Ω)⊕L2(Γ ). Note that both norms are time
dependent, but in each family of norms the members are equivalent to each other uniformly in t.
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We work with the same family of quasi-uniform triangulations as in the previous section, and
also use the same piecewise linear finite element basis functions. The semi-discretisation of the non-
autonomous problem is
m(t; u˙h(t),vh)+ a(t;uh(t),vh) = m(t; f (t),vh) ∀vh ∈Vh (0 < t 6 T )
m(0;uh(0),vh) = m(0;u0,vh) ∀vh ∈Vh.
(3.18)
This now yields a non-autonomous system of linear ordinary differential equations for the coefficient
vector u(t),
M(t)u˙(t)+A(t)u(t) = b(t),
where M(t) and A(t) are the time-dependent mass and stiffness matrix, respectively. Their entries are
given as
mi j(t) = m(t;ϕ j,ϕi) and ai j(t) = a(t;ϕ j,ϕi) (i, j = 1,2, . . . ,N), (3.19)
and b(t) is the load vector, with entries
bi(t) = m(t; f (t),ϕi) (i = 1,2, . . . ,N).
In order to prove optimal order error estimates we begin by studying the Ritz projection Rh(t) :
V → Vh with respect to the elliptic bilinear form a(t; ·, ·) of (2.11), for 0 6 t 6 T . For every u ∈ V , the
projected function Rh(t)u ∈Vh is defined as the unique finite element function in Vh such that
a(t;Rh(t)u,vh) = a(t;u,vh) ∀vh ∈Vh. (3.20)
The error bound of Lemma 3.1 extends to the time-dependent case using the same proof and observing
the uniformity of the bounds in t.
LEMMA 3.5 The error of the Ritz projection corresponding to the bilinear form (2.11) satisfies a first-
order error bound in the time-dependent energy norm for 06 t 6 T ,
‖u−Rh(t)u‖2t 6 Ch2
(
‖u‖2H2(Ω)+ ¯β‖γu‖2H2(Γ )
)
,
where C is independent of h and t. Here, ¯β is an upper bound of β (·, t).
We have ddt (Rh(t)u(t)) 6= Rh(t)u˙(t) in general, but we note the following bound.
LEMMA 3.6 The error of the time derivative of the Ritz projection corresponding to the bilinear form
(2.11) satisfies a first-order error bound in the time-dependent energy norm for continuously differen-
tiable u : [0,T ]→ H2(Ω) and 06 t 6 T ,
‖u˙(t)− ddt
(
Rh(t)u(t)
)‖2t 6 Ch2(‖u(t)‖2H2(Ω)+ ¯β‖γu(t)‖2H2(Γ )+ ‖u˙(t)‖2H2(Ω)+ ¯β‖γ u˙(t)‖2H2(Γ )),
where C is independent of h and t. Here, ¯β is again an upper bound of β (·, t).
Proof. Differentiating (3.20) with respect to t yields
a
(
t; u˙(t)− ddt (Rh(t)u(t)),vh
)
=−∂ta
(
t;u(t)−Rh(t)u(t),vh
) ∀vh ∈Vh.
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We then have, omitting the argument t,
‖u˙− ddt (Rhu)‖2t = a(t; u˙− ddt (Rhu), u˙−Rhu˙)+ a(t; u˙− ddt (Rhu),Rhu˙− ddt (Rhu))
= a(t; u˙− ddt (Rhu), u˙−Rhu˙)− ∂ta
(
t;u−Rhu,Rhu˙− ddt (Rhu))
= a(t; u˙− ddt (Rhu), u˙−Rhu˙)− ∂ta
(
t;u−Rhu,Rhu˙− u˙)− ∂ta
(
t;u−Rhu, u˙− ddt (Rhu)).
With (2.7) and Lemma 3.5, this is estimated as
‖u˙− ddt (Rhu)‖2t 6 ‖u˙− ddt (Rhu)‖t
√
Ch
(
‖u˙‖2H2(Ω)+ ¯β‖γ u˙‖2H2(Γ )
)1/2
+ M′1Ch2
(
‖u‖2H2(Ω)+ ¯β‖γu‖2H2(Γ )
)1/2(
‖u˙‖2H2(Ω)+ ¯β‖γ u˙‖2H2(Γ )
)1/2
+ M′1
√
Ch
(
‖u‖2H2(Ω)+ ¯β‖γu‖2H2(Γ )
)1/2
‖u˙− ddt (Rhu)‖t ,
which yields the result. 
We then have the following non-autonomous version of Theorem 3.1.
THEOREM 3.5 If the solution of the linear non-autonomous parabolic equation with dynamic boundary
condition (2.10) is sufficiently regular, then the error of the semi-discretisation (3.18) satisfies the first-
order error bound
‖uh(t)− u(t)‖2L2(Ω)+
∫
Γ
µ(., t)
(
γuh(t)− γu(t)
)2
dσ +
∫ t
0
∥∥∇(uh(s)− u(s))∥∥2L2(Ω)ds
+
∫ t
0
∫
Γ
β (.,s)(∇Γ uh(s)−∇Γ u(s))2dσds+ ∫ t
0
∫
Γ
κ(.,s)
(
γuh(s)− γu(s)
)2dσds6Ch2,
for 0 < t 6 T , where the constant C is independent of h and t, but depends on T .
Proof. The error equation for eh = uh−Rhu is now
m(t; e˙h(t),vh)+ a(t;eh(t),vh) = m(t; u˙(t)− ddt (Rh(t)u(t)),vh) ∀vh ∈Vh.
The energy estimate (2.9) (with α = 1 and c = 0) thus gives us
|eh(t)|2t +
∫ t
0
‖eh(s)‖2s ds6 e2M
′
0t
(
|eh(0)|20 +
∫ t
0
‖u˙(s)− dds (Rh(s)u(s))‖2∗,s ds
)
,
and the result follows with Lemmas 3.5 and 3.6. 
Under appropriate H2-regularity conditions, second-order error bounds are obtained in the same way
as in Subsections 3.1.3 and 3.1.4.
Mass lumping can be discussed as in Subsection 3.1.5. In particular, the second-order error bound
of Theorem 3.5 remains valid for mass lumping both in the bulk and on the surface for strictly positive
β (x, t), and for mass lumping in the bulk, but not on the surface for the case β ≡ 0.
3.3 Spatial semi-discretisation of semi-linear problems
The above techniques readily extend to semi-linear parabolic problems with dynamic boundary con-
ditions. Let us consider the following semi-linear problem, which includes the first two examples in
Section 2.3:
∂tu = ∆u+ fΩ (u) in Ω
µ ∂tu = β ∆Γ u−κu+ µ fΓ (u)− ∂νu in Γ , (3.21)
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with µ > 0 and β > 0, and where the nonlinearities fΩ : R→ R and fΓ : R→ R are continuously
differentiable functions, and hence locally Lipschitz continuous. For u ∈ C( ¯Ω) we use the notation
f (u) = ( fΩ (u), fΓ (u))T ∈C( ¯Ω)⊕C(Γ ) with fΩ (u)(x) = fΩ (u(x)) for x ∈ ¯Ω and fΓ (u)(x) = fΓ (u(x))
for x ∈ Γ .
The bilinear forms corresponding to the problem are the same as in (2.3)-(2.4), again taken with a
positive κ to simplify the presentation (otherwise the linear term can be absorbed in fΓ (u)). The finite
element semi-discretisation of the semi-linear problem is
(u˙h(t),vh)+ a(uh(t),vh) = ( f (uh(t)),vh) ∀vh ∈Vh (0 < t 6 T ). (3.22)
For the coefficient vector u(t) this yields the nonlinear system of ordinary differential equations
Mu˙(t)+Au(t) = f(u(t)),
where M is the mass matrix, A is the stiffness matrix, both defined in (3.2), and f(u(t)) is the vector
with entries fi(u(t)) = ( f (uh(t)),ϕi) (i = 1,2, . . . ,N). We give the semi-linear analogue of Theorems
3.1–3.3.
THEOREM 3.6 Consider the semi-linear equation with dynamic boundary condition (3.21) over a polyg-
onal domain Ω ⊂Rd with d 6 3. The following error bounds hold if the solution of (3.21) is sufficiently
regular, if Conditions 3.1 and 3.2 are satisfied and if the initial data satisfy ‖uh(0)−Rhu(0)‖2L2(Ω) +
µ‖γ(uh(0)−Rhu(0))‖2L2(Γ ) 6 C0h
4
. Then, the error of the semi-discretisation (3.22) by linear finite
elements on quasi-uniform triangulations satisfies the first-order error bound
‖uh(t)− u(t)‖2L2(Ω)+ µ‖γ(uh(t)− u(t))‖
2
L2(Γ )
+
∫ t
0
(∥∥∇(uh(s)− u(s))∥∥2L2(Ω)+β∥∥∇Γ (uh(s)− u(s))∥∥2L2(Γ )+κ‖γ(uh(s)− u(s))‖2L2(Γ )
)
ds6C1h2,
(3.23)
for 0 < t 6 T and 0 < h 6 h0 with a sufficiently small h0. Moreover, there is the second-order error
bound
‖uh(t)− u(t)‖2L2(Ω)+ µ‖γ(uh(t)− u(t))‖
2
H−θ (Γ ) 6C2h
4, (3.24)
where θ = 1/2 if β = 0, and θ = 0 if β > 0 in (3.21). The constants C1 and C2 are independent of h
and t, but depend on T .
Proof. The error equation for eh(t) = uh(t)−Rhu(t) reads, with the elliptic bilinear form a of (2.3) and
the inner product (2.4),
(e˙h(t),vh)+ a(eh(t),vh) = (u˙(t)−Rhu˙(t),vh)+
( f (uh(t))− f (u(t)),vh) ∀vh ∈Vh.
We use again the energy estimate, which now becomes
|eh(t)|2 +
∫ t
0
‖eh(s)‖2 ds6 |eh(0)|2 +
∫ t
0
‖u˙(s)−Rhu˙(s)‖2∗ ds+
∫ t
0
‖ f (uh(s))− f (u(s))‖2∗ ds.
As long as ‖u(t)‖L∞(Ω) 6 r and ‖uh(t)‖L∞(Ω) 6 r, the local Lipschitz continuity of fΩ and fΓ yields
(omitting the argument t)
‖ f (uh)− f (u)‖∗ 6 L(r)|uh− u|6 L(r)|eh|+L(r)|Rhu− u|.
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The maximum-norm boundedness of uh is ensured by an inverse estimate:
‖uh‖L∞(Ω) 6 ‖uh− Ihu‖L∞(Ω)+ ‖Ihu‖L∞(Ω)
6 Ch−d/2‖uh− Ihu‖L2(Ω)+ ‖u‖L∞(Ω)
6 Ch−d/2‖uh− u‖L2(Ω)+Ch−d/2‖u− Ihu‖L2(Ω)+ ‖u‖L∞(Ω)
6 CC2h2−d/2 +Ch2−d/2‖u‖H2(Ω)+ ‖u‖L∞(Ω)
6 1+ ‖u‖L∞(Ω)
for sufficiently small h, where the last but one inequality holds true as long as (3.24) is valid. The error
bounds for the Ritz projection given by Lemmas 3.1–3.3 and a Gronwall inequality conclude the proof.

Mass lumping can be studied as before, yielding the semi-linear analogue of Theorem 3.4.
4. The Ritz map for non-polygonal domains
For smooth domains the polygonal approximation of the bulk and the surface requires extra care in the
error analysis of spatial discretisations; cf., e.g., Dziuk (1988); Dziuk & Elliott (2007); Elliott & Ranner
(2013). In this section we will discuss spatial semi-discretisations of problems with dynamic boundary
conditions on a smooth domain Ω with boundary Γ .
4.1 Preparation: Lifts and their approximation estimates
In this subsection we describe the setting and recall some approximation results from Dziuk (1988);
Dziuk & Elliott (2007); Elliott & Ranner (2013).
The smooth domain Ω is approximated by a polygonal domain Ωh with boundary surface Γh := ∂Ωh,
triangulated with a mesh size h that is assumed sufficiently small in all the following. In particular, we
require that for every point x ∈ Γh there is a unique point p ∈ Γ such that x− p is orthogonal to the
tangent space TpΓ of Γ at p (see Figure 1). We assume that the vertices of Γh are on Γ , i.e., Γh is
an interpolation of Γ . We consider a family of quasi-uniform triangulations Th, parametrised by the
maximal meshwidth h.
Following Dziuk (1988), we define a lift of functions vh : Γh → R to vlh : Γ → R by setting vlh(p) =
vh(x) for p ∈ Γ , where x ∈ Γh is the unique point on Γh with x− p orthogonal to the tangent space
TpΓ . As in Elliott & Ranner (2013), we define a lift of functions vh : Ωh → R to vlh : Ω → R by setting
vlh(p) = vh(x) if x ∈ Ωh and p ∈ Ω are related as in Figure 1; see Elliott & Ranner (2013) for a precise
formal definition. Note that both definitions coincide on Γ .
The finite element space Vh * H1(Ω) corresponding to Th is spanned by continuous, piecewise
linear nodal basis functions on Ωh, as in Section 3.1.2. We note here that the restrictions of the basis
functions to the boundary Γh again form a basis over the approximate boundary elements. We denote by
V lh = {vlh : vh ∈Vh} ⊂V the lifted finite element space.
LEMMA 4.1 For v ∈ H2(Ω), such that γv ∈ H2(Γ ), we denote by Ihv ∈V lh the lift of the finite element
interpolation I˜hv ∈Vh. Then the following estimates hold:
(i) Interpolation error in the bulk; see Bernardi (1989); Elliott & Ranner (2013):
‖v− Ihv‖L2(Ω)+ h‖∇(v− Ihv)‖L2(Ω) 6Ch2‖v‖H2(Ω).
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FIG. 1: (a) shows the lift for surface functions: vlh(p) = vh(x); (b) shows the lift for bulk functions:
vlh(p) = vh(x).
(ii) Interpolation error on the surface; see Dziuk (1988):
‖γ(v− Ihv)‖L2(Γ )+ h‖∇Γ (v− Ihv)‖L2(Γ ) 6Ch2‖γv‖H2(Γ ).
We introduce the discrete counterparts of the bilinear forms (2.3) and (2.4), respectively:
ah(uh,vh) =
∫
Ωh
∇uh ·∇vh dx+κ
∫
Γh
(γhuh)(γhvh)dσh +β
∫
Γh
∇Γh uh ·∇Γhvh dσh (κ > 0, β > 0),
(4.1)
mh(uh,vh) =
∫
Ωh
uhvh dx+ µ
∫
Γh
(γhuh)(γhvh)dσh (µ > 0), (4.2)
where γh denotes the trace operator onto Γh, and ∇Γh is the discrete tangential gradient.
Using the lift and its properties (see Section 5 in Dziuk & Elliott (2013) and Section 4.3 in Elliott & Ranner
(2013) for the surface and the bulk, respectively), the following estimate of the geometric errors is ob-
tained.
LEMMA 4.2 For any vh,wh ∈Vh we have the estimates
|a(vlh,wlh)− ah(vh,wh)|6 Ch‖∇vlh‖L2(Blh) ‖∇w
l
h‖L2(Blh)
+Ch2
(
‖∇vlh‖H1(Ω) ‖∇wlh‖L2(Ω)+β‖∇Γ vlh‖L2(Γ ) ‖∇Γ wlh‖L2(Γ )+κ‖γvlh‖L2(Γ ) ‖γwlh‖L2(Γ )
)
,
|m(vlh,wlh)−mh(vh,wh)|6 Ch‖vlh‖L2(Blh) ‖w
l
h‖L2(Blh)
+Ch2
(
‖vlh‖L2(Ω) ‖wlh‖L2(Ω)+ µ‖γvlh‖L2(Γ ) ‖γwlh‖L2(Γ )
)
,
where Blh denotes the layer of lifted elements which have a boundary face.
This result can be shown in the same way as Lemma 6.1 in Elliott & Ranner (2013). Lemma 4.2 is
the extension of Lemma 5.5 in Dziuk & Elliott (2013) to the surface-bulk case. As a consequence of
this lemma we also have the h-uniform equivalence of the norms ‖vlh‖ ∼ ‖vh‖h and |vlh| ∼ |vh|h.
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The following lemma provides a key estimate.
LEMMA 4.3 (Elliott & Ranner (2013), Lemma 6.3) For all v ∈ H1(Ω) the following estimate holds:
‖v‖L2(Blh) 6Ch
1
2 ‖v‖H1(Ω). (4.3)
4.2 The Ritz map for problems with time-independent coefficients
The semi-discretisation of the parabolic problem with dynamic boundary conditions (2.5), with a non-
polygonal domain Ω , determines uh : [0,T ]→Vh such that
mh(u˙h(t),vh)+ ah(uh(t),vh) = mh( f (t),vh) ∀vh ∈Vh (0 < t 6 T )
mh(uh(0),vh) = mh(u0,vh) ∀vh ∈Vh.
(4.4)
The Ritz map Rh : V →V lh is defined by first determining R˜hu ∈Vh for u ∈V via
ah(R˜hu,vh) = a(u,vlh) ∀vh ∈Vh (4.5)
and then setting Rhu := (R˜hu)l ∈V lh .
The Galerkin orthogonality does not hold in this situation, just up to a small defect. The following
estimate is obtained from Lemma 4.2:
a(u−Rhu,vlh) = a(u,vlh)− a(Rhu,vlh) = ah(R˜hu,vh)− a((R˜hu)l ,vlh)
6Ch‖∇Rhu‖L2(Blh) ‖∇v
l
h‖L2(Blh)+Ch
2
(
‖∇Rhu‖H1(Ω) ‖∇vlh‖L2(Ω)
+β‖∇Γ Rhu‖L2(Γ ) ‖∇Γ vlh‖L2(Γ )+κ‖γRhu‖L2(Γ ) ‖γvlh‖L2(Γ )
)
. (4.6)
We prove the following error estimate for the Ritz map. We again set ‖v‖2 = a(v,v).
LEMMA 4.4 The error of the Ritz map for the elliptic bilinear form (2.3) on a smooth domain satisfies
the first-order error bound in the energy norm
‖u−Rhu‖2 6Ch2
(
‖u‖2H2(Ω)+β‖γu‖2H2(Γ )
)
,
where the constant C is independent of h 6 h0 (h0 sufficiently small) and u ∈ H2(Ω) with
√β γu ∈
H2(Γ ).
Proof. Using the bound (4.6), we start by estimating as
‖u−Rhu‖2 = a(u−Rhu,u− Ihu)+ a(u−Rhu, Ihu−Rhu)
6 ‖u−Rhu‖‖u− Ihu‖
+Ch‖∇Rhu‖L2(Blh) ‖∇(Ihu−Rhu)‖L2(Blh)+Ch
2‖Rhu‖ ‖Ihu−Rhu‖.
These three terms need to be estimated in a suitable and careful way. We use the interpolation estimates
from Lemma 4.1 to obtain for the first term
‖u−Rhu‖‖u− Ihu‖6 12‖u−Rhu‖
2 +Ch2
(
‖u‖2H2(Ω)+β‖γu‖2H2(Γ )
)
.
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For the second term we have
Ch‖∇Rhu‖L2(Blh) ‖∇(Ihu−Rhu)‖L2(Blh)
6 Ch
(
‖∇(u−Rhu)‖L2(Blh)+ ‖∇u‖L2(Blh)
) (
‖∇(u− Ihu)‖L2(Blh)+ ‖∇(u−Rhu)‖L2(Blh)
)
6 Ch
(
2‖∇(u−Rhu)‖2L2(Blh)+ ‖∇u‖
2
L2(Blh)
+ ‖∇(u− Ihu)‖2L2(Blh)
)
6 Ch
(
2‖u−Rhu‖2 +Ch‖u‖2H2(Ω)+Ch2‖u‖2H2(Ω)
)
,
where in the last estimate we used Lemma 4.3 and the interpolation estimate.
The last term is estimated, using Young’s inequality and the interpolation results of Lemma 4.1, as
Ch2‖Rhu‖‖Ihu−Rhu‖
6 Ch2
(
‖u−Rhu‖+ ‖u‖
)(
‖u− Ihu‖+ ‖u−Rhu‖
)
6 Ch2
(
2‖u−Rhu‖2 + ‖u‖2+ ‖u− Ihu‖2
)
6 Ch2
(
2‖u−Rhu‖2 +C(‖u‖2H1(Ω)+β‖γu‖2H1(Γ ))+Ch2
(‖u‖2H2(Ω)+β‖γu‖2H2(Γ ))).
Reinserting all these into the estimate above, absorbing the terms ‖u−Rhu‖2 using an h 6 h0 with a
sufficiently small h0, we obtain the stated result. 
The second-order error bounds of the Ritz map can be shown analogously as in Section 3. Note that
Conditions 3.1 and 3.2 are satisfied for smooth domains Ω .
LEMMA 4.5 The second-order estimates of Lemmas 3.2 and 3.3 hold for smooth domains, for h 6 h0
with a sufficiently small h0.
4.3 The Ritz map for problems with time-varying coefficients
In the time-varying non-polygonal case the Ritz map Rh(t) : V → V lh with respect to the bilinear form
(2.11), for 06 t 6 T , is defined via R˜h(t)u ∈Vh defined by
ah(t; R˜h(t)u,vh) = a(t;u,vlh) ∀vh ∈Vh, (4.7)
and setting Rh(t)u := (R˜h(t)u)l ∈V lh .
LEMMA 4.6 The error bounds for the Ritz map and its time derivative given in Lemmas 3.5 and 3.6 also
hold in the case of non-autonomous problems and a smooth domain Ω , for h 6 h0 with a sufficiently
small h0.
Proof. In order to prove the error estimates of the Ritz map in the non-polygonal time-varying case
we have to make sure that the constants in the estimate of the geometric error ah(t;uh,vh)− a(t;ulh,vlh)
(from Lemma 4.2) are independent of t. This holds because of the smoothness of the domain Ω , and
since we assumed uniform bounds on the coefficient functions. Therefore the first order error bound is
obtained with the proof of Lemma 4.4.
The error of the time derivative of the Ritz map is shown similarly as in the proof of Lemma 3.6.
We start by differentiating the definition of the Ritz map (4.7), and obtain
a
(
t; u˙(t),vlh
)
− ah
(
t;
d
dt
(
R˜h(t)u(t)
)
,vh
)
=−
(
∂tah
(
t; R˜h(t)u(t),vh
)
− ∂ta
(
t;u(t),vlh
))
.
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Using
( d
dt vh
)l
= ddt v
l
h, we estimate∥∥∥u˙− ddt (Rhu)∥∥∥2t = a(t; u˙− ddt (Rhu), u˙−Rhu˙)+ a(t; u˙− ddt (Rhu),Rhu˙− ddt (Rhu))
6 a
(
t; u˙− ddt (Rhu), u˙−Rhu˙
)
− ∂ta
(
t;u−Rhu,Rhu˙− ddt (Rhu)
)
+
∣∣∣∣ah(t; ddt (R˜hu), R˜hu˙− ddt (R˜hu))− a(t; ddt (Rhu),Rhu˙− ddt (Rhu))
∣∣∣∣
+
∣∣∣∣∂tah(t; R˜hu, R˜hu˙− ddt (R˜hu))− ∂ta(t;Rhu,Rhu˙− ddt (Rhu))
∣∣∣∣.
The first two terms are estimated analogously in the proof of Lemma 3.6. The other two terms are
estimated separately, like in the proof of Lemma 4.4, but here we use the error estimates for the Ritz
map instead of the interpolation estimates. For the third term we have by the time-varying version of
Lemma 4.2∣∣∣∣ah(t; ddt (R˜hu), R˜hu˙− ddt (R˜hu))− a(t; ddt (Rhu),Rhu˙− ddt (Rhu))
∣∣∣∣
6 Ch
(
2
∥∥u˙− ddt (Rhu)∥∥2t +Ch‖u˙‖2H2(Ω)+Ch2‖u˙‖2H2(Ω))
+Ch2
(
2
∥∥u˙− ddt (Rhu)∥∥2t +C(‖u˙‖2H2(Ω)+ ‖√β γ u˙‖2H2(Γ ))+Ch2(‖u˙‖2H2(Ω)+ ‖√β γ u˙‖2H2(Γ ))).
For the fourth term we note
∂ta(t;v,w) =
∫
Γ
˙β ∇Γ v ·∇Γ wdσ +
∫
Γ
κ˙ (γv)(γw)dσ ,
which only contains boundary terms with bounded coefficient functions. As in Lemma 4.2 we obtain
the bound
|∂ta(t;vlh,wlh)−∂tah(t;vh,wh)|6Ch2
(
‖
√β∇Γ vlh‖L2(Γ ) ‖√β ∇Γ wlh‖L2(Γ )+‖√κγvlh‖L2(Γ ) ‖√κγwlh‖L2(Γ )).
Therefore we have for the last term, similarly as for the previous one,∣∣∣∣∂tah(t; R˜hu, R˜hu˙− ddt (R˜hu))− ∂ta(t;Rhu,Rhu˙− ddt (Rhu))
∣∣∣∣
6 Ch2
∥∥Rhu∥∥t ∥∥Rhu˙− ddt (Rhu)∥∥t
6 Ch2
(∥∥u˙− ddt (Rhu)∥∥2t +C(‖u˙‖2H2(Ω)+ ‖√β γ u˙‖2H2(Γ ))+Ch2(‖u˙‖2H2(Ω)+ ‖√βγ u˙‖2H2(Γ ))).
Absorbing the terms Ch
∥∥u˙− ddt (Rhu)∥∥2t with a sufficiently small h in the left-hand term, the result
follows. 
4.4 Error bounds of the semi-discretisation
With the obtained error bounds for the Ritz map and the geometric error bounds, all the proofs of error
bounds given in Section 3 now extend directly to the case of smooth domains. We summarize this in the
following theorem.
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THEOREM 4.1 The semi-discrete error bounds of Theorems 3.1 – 3.6 also hold for smooth domains,
for h6 h0 with a sufficiently small h0.
5. Time discretisation
5.1 Standard implicit integrators
Since the parabolic problems with dynamic boundary conditions are cast in the same abstract setting of
parabolic problems in which time integration by backward difference formulae (BDF) or algebraically
stable implicit Runge–Kutta methods (such as the Radau IIA methods) has been analyzed before, results
on the semi-discretisation in time by these methods can be applied directly; see, e.g., Akrivis & Lubich
(2015); Crouzeix (1975); Lubich & Ostermann (1995); Savare´ (1993) for stability and error analyses
for linear, semi-linear and quasi-linear problems in an abstract setting that applies also to the problems
considered here. Together with error bounds of the defects obtained on inserting the Ritz projection
of the exact solution into the spatial semi-discretisation, such as derived in Sections 3 and 4, one then
obtains error bounds for the full discretisation from the known results.
As an illustration of this procedure, we consider the k-step BDF time discretisation / finite element
space discretisation of the linear non-autonomous problem (2.10): with the bilinear forms (2.11) and
(2.12), the finite element space Vh, a time stepsize τ > 0 and given starting values u0h, . . . ,uk−1h ∈Vh, we
determine unh ∈Vh for n> k with tn = nτ 6 T from the equation
m(tn;∂ τt unh,vh)+ a(tn;unh,vh) = m(tn; f (tn),vh) ∀vh ∈Vh, (5.1)
where ∂ τt unh denotes the k-th order backward difference approximation to the time derivative,
∂ τt unh =
1
τ
k
∑
j=0
δ jun− jh
with the coefficients δ j given by the generating polynomial ∑kj=0 δ jζ j = ∑kℓ=1 1ℓ (1− ζ )ℓ. In matrix-
vector form, this is the implicit scheme
(δ0
τ
M(tn)+A(tn)
)
un = b(tn)−M(tn)1
τ
k
∑
j=1
δ jun− j.
We then have the following fully discrete analogue of Theorem 3.5.
THEOREM 5.1 If the solution of the linear non-autonomous parabolic equation with dynamic boundary
condition (2.10) is sufficiently regular and if the starting values are sufficiently accurate, then the error
of the full discretisation (5.1) with linear finite elements and the k-step BDF method with k6 5 satisfies
the following error bound:
‖unh− u(tn)‖2L2(Ω)+
∫
Γ
µ(., tn)
(
γunh− γu(tn)
)2
dσ + τ
n
∑
j=k
∥∥∇(u jh− u(t j))∥∥2L2(Ω)
+ τ
n
∑
j=k
∫
Γ
β (., t j)(∇Γ u jh−∇Γ u(t j))2dσ + τ n∑
j=k
∫
Γ
κ(., t j)
(
γu jh− γu(t j)
)2dσ 6C(h+ τk)2,
for n> k and tn = nτ 6 T , where the constant C is independent of h, τ and t, but depends on T .
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Proof. The error equation for enh = unh−Rh(tn)u(tn) is
m(tn;∂ τt enh,vh)+ a(tn;enh,vh) = m(tn;dnh ,vh) ∀vh ∈Vh,
where
dnh =
(
u˙(tn)− (∂ τt u)(tn)
)
+ ∂ τt
(
u−Rhu)(tn).
Here the first term is bounded, for example in the norm ‖v‖2t = a(t;v,v) or |v|2t = m(t;v,v), by O(τk)
for a temporally smooth solution u. The second term is a linear combination of k shifted difference
quotients
1
τ
(
(u−Rhu)(tn− j)− (u−Rhu)(tn− j−1)
)
=
∫ 1
0
d
dt (u−Rhu)(t
n− j−1 +θτ)dθ .
Using Lemma 3.6, we thus obtain
‖dnh‖tn 6C(τk + h).
The following stability estimate is proved in Lubich et al. (2013) by testing with vh = enh−ηen−1h with
η = 0, 0, 0.0836, 0.2878, 0.8160 for k = 1,2, . . . ,5, respectively, using results of Dahlquist (1978);
Nevanlinna & Odeh (1981) and the bounds (2.6) and (2.7): for tn 6 T ,
|enh|2tn + τ
n
∑
j=k
‖e jh‖2t j 6C τ
n
∑
j=k
‖d jh‖2∗,t j +C max06i6k−1 |e
i
h|2ti .
Using Lemma 3.5 and recalling the definition of the bilinear forms a and m of (2.3)–(2.4) then yields
the result. 
We note that the order in h increases from 1 to m if finite elements of degree m are used.
The result for the semi-linear equation, Theorem 3.6, is extended to the BDF full discretisation in
the same way under the mild stepsize restriction τk 6Chd/2, which allows us to show the L∞ bound of
the fully discrete solution in the same way as in the semi-discrete case.
5.2 Exponential integrators
Exponential integrators have become attractive for use with parabolic problems in recent years since they
allow for large time steps while using just matrix-vector multiplications; see the review by Hochbruck & Ostermann
(2010). While it is not obvious from the outset how to use exponential integrators for parabolic prob-
lems with dynamic boundary conditions such as (2.5), the above weak formulation and finite element
discretisation with mass lumping yields the system
Mu˙(t)+Au(t) = b(t)
with a diagonal positive definite mass matrix M. With Â = M−1/2AM−1/2 and b̂(t) = M−1/2b(t) and
y(t) = M1/2u(t), the transformed system becomes
y˙(t) =−Ây(t)+b(t),
to which an exponential integrator is readily applied. Here we consider for simplicity of presentation
just the exponential Euler method
yn+1 = yn + τϕ(−τÂ)(−Âyn + b̂(tn)),
PARABOLIC PROBLEMS WITH DYNAMIC BOUNDARY CONDITIONS 25
with the entire function ϕ(z) = (ez − 1)/z. The matrix-vector product ϕ(−τÂ)v can be approximated
efficiently by Krylov subspace methods; see Hochbruck & Lubich (1997); Saad (1992). Since the largest
eigenvalues of the symmetric positive semi-definite matrix Â are of size O(h−2) in the case of a quasi-
uniform triangulation with mesh size h, the error bounds of Hochbruck & Lubich (1997) show that
using m Krylov substeps, each of which requires one multiplication of Â with a vector, with a step size
τ = O(m2h2/| logε|) the matrix-vector product ϕ(−τÂ)v is approximated with an O(ε) error. For large
m ∼ h−1 the effective step size τeff = τ/m can thus be of size O(h), as opposed to only O(h2) for the
explicit Euler method or standard explicit Runge–Kutta methods. Runge–Kutta–Chebyshev methods,
such as those in Abdulle (2002), achieve the same increase in the effective step size.
5.3 Bulk-surface splitting integrators
Especially in situations with different time scales in the domain and on the boundary, such as fast
reaction-diffusion on the surface and slow diffusion in the bulk, it appears attractive to use splitting
methods that treat the problem in the bulk and on the surface separately. There are basically two ways
in which such a splitting can be done:
• Bulk-surface force splitting: Write the stiffness matrix as A = AΩ +AΓ , where AΩ and AΓ are
the stiffness matrices corresponding to the bilinear forms aΩ (·, ·) and aΓ (·, ·) defined by the bulk
and surface integrals, respectively. We use a corresponding decomposition for the load vector
b(t) = bΩ (t)+bΓ (t). Then a time step with the Strang splitting for this decomposition reads as
follows:
1. Over half a time step solve Mu˙(t) =−AΓ u(t)+bΓ (t0) for 06 t 6 t1/2 = t0+ 12 τ with initial
value u0, to obtain the final value u1/2,−.
2. Over a full time step solve Mu˙(t) =−AΩ u(t)+bΩ (t1/2) for 06 t 6 t1 = t0 + τ with initial
value u1/2,−, to obtain the final value u1/2,+.
3. Over half a time step solve Mu˙(t) = −AΓ u(t)+bΓ (t1) for t1/2 6 t 6 t1 with initial value
u1/2,+, to obtain the final value u1.
With a diagonal mass matrix M, the first and third substep only change nodal values that corre-
spond to surface nodes. In the second substep, bΩ (t1/2) can be replaced by 12 (bΩ (t0)+bΩ (t1)).
• Bulk-surface component splitting: We write the nodal vector as
u =
(
u0
u1
)
,
where u0 and u1 contain the approximate solution values at the inner nodes and boundary nodes,
respectively. We write similarly
M =
(
M0 0
0 M1
)
, A =
(
A00 A01
A10 A11
)
, b =
(
b0
b1
)
.
A time step with the Strang splitting for this decomposition reads as follows:
1. Over half a time step solve M1u˙1(t) = −A11u1(t)−A10u00 +b1(t0) for 0 6 t 6 t1/2 with
initial value u01, to obtain the final value u
1/2
1 .
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2. Over a full time step solve M0u˙0(t) = −A00u0(t)−A01u1/20 +b0(t1/2) for 0 6 t 6 t1 with
initial value u00, to obtain the final value u10.
3. Over half a time step solve M1u˙1(t) = −A11u1(t)−A10u10 + b1(t1) for t1/2 6 t 6 t1 with
initial value u1/21 , to obtain the final value u11.
In the second substep, b0(t1/2) can be replaced by 12 (b0(t0)+b0(t1)).
For both types of splittings, the local error (that is, the error after one step starting from the exact so-
lution) is of order O(τ3) under sufficient regularity assumptions on the solution; cf., e.g., Descombes & Schatzman
(2002); Hansen & Ostermann (2009); Jahnke & Lubich (2000) for different techniques to bound the lo-
cal error of the Strang splitting. This yields an O(τ2) global error bound uniformly over bounded time
intervals in a norm in which the method is stable.
The force splitting is L2(Ω)⊕ L2(Γ )-stable: with the symmetric positive definite matrices ÂΩ =
M−1/2AΩ M−1/2 and ÂΓ = M−1/2AΓ M−1/2 we have (taking here b(t) = 0 for simplicity),
M1/2u1 = e−
τ
2 ÂΓ e−τÂΩ e−
τ
2 ÂΓ M1/2u0
and hence
(u1)T Mu1 6 (u0)T Mu0,
where we note the h-uniform equivalence of the norms (see Section 3.1.5)
(uT Mu)1/2 = |uh|LM ∼ |uh|=
(‖uh‖2L2(Ω)+ µ‖uh‖2L2(Γ ))1/2.
Stability is not evident for the component splitting, since here we have (again for b(t) = 0) a com-
position of exponentials of non-symmetric matrices:
M1/2u1 = exp
(
−τ
2
(
0 0
Â10 Â11
))
exp
(
−τ
(
Â00 Â01
0 0
))
exp
(
−τ
2
(
0 0
Â10 Â11
))
M1/2u0.
We have, however, the following stability bound in a stepsize-dependent norm related to the energy
norm. Here, y1 = M1/2u1 denotes the mass-scaled numerical solution after one step of the above com-
ponent splitting method with b(t) = 0, and ‖ · ‖2 denotes the Euclidean norm or its induced matrix
norm.
LEMMA 5.1 For the matrix
L =
(
(I− e−τÂ00)−1/2 0
L10 (I− e−τÂ11)−1/2
)(
Â1/200 0
0 Â1/211
)
with the off-diagonal block L10 = (I− e−τÂ11/2)1/2(I + e−τÂ11/2)−1/2(Â−1/211 Â10Â−1/200 ), which has
‖L10‖2 6 1, we have
‖Ly1‖2 6 ‖Ly0‖2.
Proof. For ease of notation we omit the hats on Â00 etc. in the following. We denote the exponential
matrices
E0(τ) = exp
(
−τ
(
A00 A01
0 0
))
=
(
e−τA00 −(I− e−τA00)A−100 A01
0 I
)
E1(τ) = exp
(
−τ
(
0 0
A10 A11
))
=
(
I 0
−(I− e−τA11)A−111 A10 e−τA11
)
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so that the propagation matrix of the Lie-Trotter splitting is
SLie = E0(τ)E1(τ)
and that of the Strang splitting is
SStrang = E1(τ/2)E0(τ)E1(τ/2) = E1(τ/2)SLie E1(τ/2)−1.
It turns out that the block diagonal matrix
T =
(
(I− e−τA00)1/2A−1/200 0
0 eτA11/2(I− e−τA11)1/2A−1/211
)
symmetrizes the Lie matrix:
S˜ := T−1SLieT
equals the symmetric matrix, with the abbreviation XT = (I− e−τA00)1/2A−1/200 A01A−1/211 ,
S˜ =
(
e−τA00 +XT (I− e−τA11)X −XT (I− e−τA11)1/2e−τA11/2
−e−τA11/2(I− e−τA11)1/2X e−τA11
)
.
We next show that ‖S˜‖2 6 1. Since the matrix is symmetric, this is equivalent to showing that the nu-
merical range {vT S˜v : ‖v‖2 6 1} is contained in the interval [−1,1]. With vT = (vT0 ,vT1 ) the calculation
yields
vT S˜v = vT0 e−τA00 v0 + vT0 XT (I− e−τA11)Xv0
−2vT0 XT e−τA11/2(I− e−τA11)1/2v1 + vT1 e−τA11 v1,
where the mixed term is estimated by
−2vT0 XT e−τA11/2 · (I− e−τA11)1/2v1 6 vT0 XT e−τA11Xv0 + vT1 (I− e−τA11)v1,
so that some terms cancel and we obtain
vT S˜v 6 vT0 e−τA00v0 + vT0 XT Xv0 + vT1 v1.
Since the Schur complement A00 −A01A−111 AT01 is symmetric positive definite, we infer that also the
transformed matrix I−A−1/200 A01A−1/211 ·A−1/211 AT01A−1/200 is positive definite and hence ‖A−1/200 A01A−1/211 ‖26
1, so that on recalling the definition of X we can bound
vT0 XT Xv0 6 vT0 (I− e−τA00)v0.
This gives us finally
vT S˜v 6 vT0 v0 + vT1 v1 = ‖v‖22
and in the same way we also obtain
vT S˜v >−‖v‖22.
Hence we have shown that ‖S˜‖2 6 1. Since
SStrang = E1(τ/2)SLie E1(τ/2)−1 = E1(τ/2)TS˜T−1 E1(τ/2)−1,
we obtain with L = (E1(τ/2)T)−1, which is the matrix L given in the statement of the lemma, that for
y1 = SStrangy0 we have the bound
‖Ly1‖2 = ‖S˜Ly0‖2 6 ‖Ly0‖2,
which concludes the proof. 
28 REFERENCES
Acknowledgement
We thank Andra´s Ba´tkai for stimulating discussions in the beginnings of this work. The research stay
of B.K. at the University of Tu¨bingen has been funded by DAAD.
References
ABDULLE, A. (2002) Fourth order Chebyshev methods with recurrence relation. SIAM J. Sci. Comput.,
23, 2041–2054.
AKRIVIS, G. & LUBICH, C. (2015) Fully implicit, linearly implicit and implicit-explicit back-
ward difference formulae for quasi-linear parabolic equations. Numer. Math. to appear. Preprint:
http://na.uni-tuebingen.de/preprints.shtml.
BERNARDI, C. (1989) Optimal finite-element interpolation on curved domains. SIAM J. Numer. Anal.,
26, 1212–1240.
BRE´ZIS, H. (2011) Functional analysis, Sobolev spaces and partial differential equations. Springer,
Berlin.
CAVATERRA, C., GAL, C. G., GRASSELLI, M. & MIRANVILLE, A. (2010) Phase-field systems with
nonlinear coupling and dynamic boundary conditions. Nonlinear Anal., 72, 2375–2399.
CHERFILS, L., PETCU, M. & PIERRE, M. (2010) A numerical analysis of the Cahn–Hilliard equation
with dynamic boundary conditions. Discrete Contin. Dyn. Syst, 27, 1511–1533.
CHERFILS, L. & PETCU, M. (2014) A numerical analysis of the Cahn–Hilliard equation with non-
permeable walls. Numer. Math., 128, 517–549.
COCLITE, G. M., GOLDSTEIN, G. R. & GOLDSTEIN, J. A. (2009) Stability of parabolic problems
with nonlinear Wentzell boundary conditions. J. Differential Equations, 246, 2434–2447.
COLLI, P. & FUKAO, T. (2014) The Allen–Cahn equation with dynamic boundary conditions and mass
constraints. arXiv preprint arXiv:1405.0116.
CROUZEIX, M. (1975) Sur l’approximation des e´quations diffe´rentielles ope´rationnelles line´aires par
des me´thodes de Runge-Kutta. Ph.D. thesis, Univ. Paris 6.
DAHLQUIST, G. (1978) G–stability is equivalent to A–stability. BIT, 18, 384–401.
DAUTRAY, R. & LIONS, J. (1992) Mathematical Analysis and Numerical Methods for Science and
Technology. Volume 5: Evolution Problems I. Series Computational Mathematics 35. Springer-
Verlag, Berlin.
DESCOMBES, S. & SCHATZMAN, M. (2002) Strang’s formula for holomorphic semi-groups. J. math.
pures et applique´es, 81, 93–114.
DZIUK, G. (1988) Finite elements for the Beltrami operator on arbitrary surfaces. Partial differential
equations and calculus of variations, 142–155.
DZIUK, G. & ELLIOTT, C. (2007) Finite elements on evolving surfaces. IMA J. Numer. Anal., 27,
262–292.
REFERENCES 29
DZIUK, G. & ELLIOTT, C. (2013) L2–estimates for the evolving surface finite element method. Math.
Comp., 82, 1–24.
ELLIOTT, C. M. & RANNER, T. (2013) Finite element analysis for a coupled bulk-surface partial
differential equation. IMA J. Numer. Anal., 33, 377–402.
ENGEL, K.-J. & FRAGNELLI, G. (2005) Analyticity of semigroups generated by operators with gen-
eralized Wentzell boundary conditions. Adv. Differential Equations, 10, 1301–1320.
FAVINI, A., GOLDSTEIN, G., GOLDSTEIN, J. & ROMANELLI, S. (2002) The heat equation with
generalized Wentzell boundary condition. J. Evolution Equations, 2, 1–19.
GAL, C. (2008) Well-posedness and long time behavior of the non-isothermal viscous Cahn–Hilliard
equation with dynamic boundary conditions. Dynamics of PDE, 5, 39–67.
GAL, C. & GRASSELLI, M. (2008) The non-isothermal Allen–Cahn equation with dynamic boundary
conditions. Discrete Contin. Dyn. Syst, 22, 1009–1040.
GOLDSTEIN, G. R. (2006) Derivation and physical interpretation of general boundary conditions. Adv.
Differential Equations, 11, 457–480.
GOLDSTEIN, G. R., MIRANVILLE, A. & SCHIMPERNA, G. (2011) A Cahn–Hilliard model in a
domain with non-permeable walls. Physica D: Nonlinear Phenomena, 240, 754–766.
HANSEN, E. & OSTERMANN, A. (2009) Exponential splitting for unbounded operators. Math. Comp.,
78, 1485–1496.
HOCHBRUCK, M. & LUBICH, C. (1997) On Krylov subspace approximations to the matrix exponential
operator. SIAM J. Numer. Anal., 34, 1911–1925.
HOCHBRUCK, M. & OSTERMANN, A. (2010) Exponential integrators. Acta Numerica, 19, 209–286.
JAHNKE, T. & LUBICH, C. (2000) Error bounds for exponential operator splittings. BIT, 40, 735–744.
KATO, T. (1995) Perturbation theory for linear operators, vol. 132. Springer, Berlin.
KENZLER, R., EURICH, F., MAASS, P., RINN, B., SCHROPP, J., BOHL, E. & DIETERICH, W. (2001)
Phase separation in confined geometries: Solving the Cahn–Hilliard equation with generic boundary
conditions. Computer Physics Commun., 133, 139–157.
LIERO, M. (2013) Passing from bulk to bulk–surface evolution in the Allen–Cahn equation. Nonlinear
Differential Equations and Applications NoDEA, 20, 919–942.
LUBICH, C., MANSOUR, D. & VENKATARAMAN, C. (2013) Backward difference time discretization
of parabolic differential equations on evolving surfaces. IMA J. Numer. Anal., 33, 1365–1385.
LUBICH, C. & OSTERMANN, A. (1995) Runge–Kutta approximation of quasilinear parabolic equa-
tions. Math. Comp., 64, 601–627.
NEVANLINNA, O. & ODEH, F. (1981) Multiplier techniques for linear multistep methods. Numer.
Funct. Anal. Optim., 3
30 REFERENCES
RACKE, R. & ZHENG, S. (2003) The Cahn–Hilliard equation with dynamic boundary conditions. Adv.
Differential Equations, 8, 83–110.
SAAD, Y. (1992) Analysis of some Krylov subspace approximations to the matrix exponential operator.
SIAM J. Numer. Anal., 29, 209–228.
SAVARE´, G. (1993) A(θ )-stable approximations of abstract Cauchy problems. Numer. Math., 65, 319–
335.
TAYLOR, M. (2011) Partial differential equations I: Basic theory. Applied Mathematical Sciences,
vol. 1, Second edn. Springer, New York.
THOME´E, V. (2006) Galerkin finite element methods for parabolic problems. Springer Series in Com-
putational Mathematics, vol. 25, second edn. Springer-Verlag, Berlin.
VA´ZQUEZ, J. L. & VITILLARO, E. (2011) Heat equation with dynamical boundary conditions of
reactive–diffusive type. J. Differential Equations, 250, 2143–2161.
