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Westudy repetitions in infinitewords coding exchange of three intervalswith permutation
(3, 2, 1), called 3iet words. The language of such words is determined by two parameters,
ε, ℓ. We show that finiteness of the index of 3iet words is equivalent to boundedness of the
coefficients of the continued fraction of ε. In this case, we also give an upper and a lower
estimate on the index of the corresponding 3iet word. Our main tool is the connection
between a 3iet word with parameters ε, ℓ and sturmian words with slope ε.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we study the index, also known as the critical exponent, of infinite words of a certain class, namely infinite
words coding exchange of three intervals, the so-called 3iet words. The index of an infinite word u describes maximal
repetition of a factor of u. The study of repetitions in infinite words has becomemore extensive in recent years, also because
of possible applications in the spectral theory of associated Schroedinger operators (see Remark (v) in Section 4). Repetitions
in the most prominent infinite words, namely Sturmian words, were studied by many authors. The first characterization of
Sturmian words with finite index was given by Mignosi in [13].
Theorem 1. Let ε ∈ (0, 1) be an irrational number with continued fraction expansion of the form [0, a1, a2, . . . ]. A Sturmian
word uε with the slope ε has a finite index if and only if the sequence (an)∞n=1 is bounded.
The characterization of words with finite index is known also for another class of infinite words, namely, for the words
coding rotations. The language of these words depends on a pair of parameters, (α, β). Adamczewski in [1] introduces the
notion of D-expansion of such a pair. In [2], he then uses this notion to characterize words coding rotations, which have
finite index; see also [3] for related results characterizing linear repetitivity in terms of theD-expansion.
Our aim is to characterize 3iet words with finite index. This is the content of our main result, Theorem 5, which we prove
in Section 3. Before that, we introduce necessary notions and results (Section 2). Although 3iet words are ternary words,
they are closely connected to both mentioned classes of binary words: every Sturmian word and every coding of rotation is
an image of a 3iet word under a suitable morphism. In Section 4, we discuss the relation of results obtained for 3iet words
with results known for these binary words.
2. Preliminaries
2.1. Basic notions of combinatorics on words
An alphabet A is a finite set of symbols, called letters. A word w of length |w| = n is a concatenation of n letters. A∗ is
the set of all finite words over the alphabetA including the empty word ϵ. Equipped with the operation of concatenation,
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it is a monoid. We define also infinite words u = (un)n∈N ∈ AN. A finite word v ∈ A∗ is called a factor of a wordw (finite or
infinite), if there exist words w(1), w(2) such that w = w(1)vw(2). If w(1) = ϵ, then v is said to be a prefix of w, if w(2) = ϵ,
then v is a suffix ofw. The set of all factors of u is called the language of u and denoted byL(u). The occurrence of a factorw of
an infiniteword u = u0u1u2u3 · · · is an index i ∈ N such thatw is a prefix of the infiniteword uiui+1ui+2 · · · . An infiniteword
u is said to be recurrent if every factor w ∈ L(u) has in u at least two occurrences (and thus infinitely many occurrences).
If, moreover, the distances between consecutive occurrences of a given factor w are bounded for every w ∈ L(u), then the
infinite word u is said to be uniformly recurrent.
In this paper, we focus on repetition of factors in infinite words. We say that a word v is a power of a wordw, if |v| ≥ |w|
and v is a prefix of the periodic word www · · · . We write v = wr , where r = |v|/|w|. The index of a word w in an infinite
word u is defined by
ind(w) = sup{r ∈ Q | wr ∈ L(u)}. (1)
It is easy to show that in uniformly recurrent non-periodic words, every factor w has finite index. Taking the supremum of
indices over all non-empty factors of an infinite word u, one obtains an important characteristic of u, the so-called index of
u. Formally,
ind(u) = sup{ind(w) | w ∈ L(u), w ≠ ϵ}. (2)
Note that sometimes this notion is called the critical exponent of the infinite word u.
2.2. Words coding exchange of three intervals
We consider the index of infinite words coding exchange of three intervals with permutation (3, 2, 1). This
transformation Tε,ℓ depends on two parameters, ε, ℓwhich satisfy the condition
ε ∈ (0, 1) \ Q, max{ε, 1− ε} < ℓ < 1. (3)
It is defined as Tε,ℓ(x) : [0, ℓ) → [0, ℓ),
Tε,ℓ(x) :=

x+ 1− ε for x ∈ IA := [0, ℓ− 1+ ε),
x+ 1− 2ε for x ∈ IB := [ℓ− 1+ ε, ε),
x− ε for x ∈ IC := [ε, ℓ).
The orbit of a point x0 ∈ [0, ℓ) under the transformation Tε,ℓ can be coded by the infinite word uε,ℓ,x0 = (un)n∈N in the
alphabet {A, B, C}, where
un = X, if T nε,ℓ(x0) ∈ IX . (4)
The infiniteword uε,ℓ,x0 is called a 3iet word. The irrationality of the parameter ε ensures that the dynamical system given by
the transformation Tε,ℓ(x) is minimal and consequently a 3iet word is aperiodic, uniformly recurrent, and its language (and
in particular also its index) does not depend on the choice of the initial point x0. We will often omit x0 in the notation of 3iet
words. Note that condition (3) is weaker than i.d.o.c. introduced by Keane [11]. The 3iet words coding systems with i.d.o.c.
have factor complexity C(n) = #L(u) ∩An = 2n+ 1 for all n ∈ N, but there are 3iet words coding 3iet transformation
Tε,ℓ(x)with irrational ε which have complexity eventually equal to n+ const.
2.3. Sturmian words
3iet words can be considered as generalizations of Sturmian words. These can be defined in many equivalent ways. One
of these ways uses the exchange of two intervals. For an irrational ε ∈ (0, 1), we define the mapping Tε : [0, 1) → [0, 1)
by
Tε(x) =

x+ 1− ε for x ∈ I0 := [0, ε),
x− ε for x ∈ I1 := [ε, 1). (5)
The infinite word uε,x0 = (un)n∈N ∈ {0, 1}N coding the orbit of a point x0 ∈ [0, 1) under Tε is given by
un =

0 if T nε (x0) ∈ I0,
1 if T nε (x0) ∈ I1.
(6)
The word uε,x0 is the upper mechanical word corresponding to α = 1 − ε and β = x0. Similarly, lower mechanical words
are obtained by coding exchange of intervals of the type (·, ·]. Here the representation of Sturmian words by two interval
exchange will be commonly used.
The language and thus also the index of a Sturmian word uε,x0 , does not depend on the initial point x0, but only on the
parameter ε, which is called the slope of uε,x0 . Therefore we use the notation uε without specification of x0.
In case the index of a Sturmianword is finite, its value is also described. The exact result has been independently obtained
in [5,8].
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Fig. 1. The wordw(1) = 0100101 is amicable tow(2) = 0101001. Their ternarization is the wordw = ACABAC .
Theorem 2. Let ε ∈ (0, 1) be an irrational number with continued fraction expansion of the form [0, a1, a2, . . . ]. Then for a
Sturmian word uε with the slope ε, we have
ind(uε) = sup

2+ aN+1 + qN−1 − 2qN
 N ≥ 0 ,
where qN are the denominators of the convergents of ε.
This theorem will be useful for the description of the index of 3iet words, since one can characterize 3iet words by
Sturmian words, as has been shown in [4]. For the precise formulation of the result, we need the notion of a morphism ϕ of
the monoid A∗ to the monoid B∗, where A and B are finite, in general, different alphabets. Let us recall that a morphism
ϕ : A∗ → B∗ is a mapping satisfying ϕ(vw) = ϕ(v)ϕ(w) for every v,w ∈ A∗. It is obvious that a morphism is uniquely
determined by the values ϕ(a) for every letter a in the alphabetA. The action of a morphism can be naturally extended to
an infinite word u ∈ AN by
ϕ(u0u1u2 · · · ) := ϕ(u0)ϕ(u1)ϕ(u2) · · · .
Theorem 3. Let σ01, σ10 : {A, B, C}∗ → {0, 1}∗ be morphisms defined by
σ01 : A → 0, B → 01, C → 1,
σ10 : A → 0, B → 10, C → 1.
(7)
• A ternary word u ∈ {A, B, C}N is a 3iet word if and only if both σ01(u) and σ10(u) are Sturmian words.• If u is a 3iet word with parameters ε, ℓ, then σ01(u) and σ10(u) are Sturmian words with slope ε.
The above theorem motivates the notion of amicability of words discussed next. We say that the word w(1) ∈ {0, 1}∗ ∪
{0, 1}N is amicablewithw(2) ∈ {0, 1}∗∪{0, 1}N, if there exists awordw ∈ {A, B, C}∗∪{A, B, C}N such thatw(1) = σ01(w) and
w(2) = σ10(w), we then write w(1) ∝ w(2). Note that this relation is not symmetric. The word w is called the ternarization
of the pairw(1), w(2) and denoted byw = ter(w(1), w(2)). This notion is illustrated on Fig. 1.
Remark 4. Note that the ternarization ofw(1) andw(2) withw(1) amicable tow(2) is unique, as is clear from Fig. 1.
2.4. Words coding rotations
The transformation Tε(x) of (5) defining Sturmian words can be rewritten in a more compact form using the fractional
part {y} := y− ⌊y⌋ as
Tε(x) = {x+ (1− ε)}, for x ∈ [0, 1).
In these terms, the nth iteration of Tε(x) can be given as T nε (x) = {x+n(1− ε)}, and therefore the definition of the Sturmian
word coding the orbit of 0 can be rewritten simply as
un =

0 if {n(1− ε)} ∈ [0, ε) = I0,
1 if {n(1− ε)} ∈ [ε, 1) = I1.
Relaxing the relation between the length of the intervals I0, I1 and the slope ε, we obtain a generalization of Sturmian words
called coding of rotations. Such a word u = (un)n∈N depends on two parameters α, β ∈ [0, 1), α /∈ Q, and is given by
un =

0 if {nα} ∈ [0, β) = I0,
1 if {nα} ∈ [β, 1) = I1.
The same construction can be done with intervals of the form I0 = (0, β], I1 = (β, 1].
It is interesting tomention the relation of codings of rotations and 3iet words, whichwas described in [1]: for every word
u ∈ {0, 1}N coding of rotation, there exists a 3iet word v ∈ {A, B, C}N and an integer k ∈ N, such that u = Φk(v), where
Φk : {A, B, C}∗ → {0, 1}∗ is a morphism
Φk(A) = 0,
Φk(B) = 01k+1,
Φk(C) = 01k.
One can also give the opposite statement: the infinite word Φk(v) is a coding of rotation for every 3iet word v and every
k ∈ N.
D. Lenz et al. / Theoretical Computer Science 412 (2011) 3788–3794 3791
3. Powers in 3iet words
The aim of this section is a characterization of 3iet words with finite index. We prove the following theorem.
Theorem 5. Let ε, ℓ be the parameters satisfying (3) and let ε = [0, a1, a2, . . . ] be the continued fraction expansion of ε. Let
u ∈ {A, B, C}N be a 3iet word with parameters ε, ℓ. Then,
ind(u) < +∞ ⇐⇒ sup
n∈N
an < +∞.
The characterization of 3iet words having finite index is thus analogous to that proved in 1989 by Mignosi for Sturmian
words; see [13]. For the proof, we divide Theorem 5 into two implications.
Proposition 6. Let uε,ℓ be a 3iet word with parameters ε, ℓ and let ind(uε,ℓ) = +∞. Then supn∈N an = +∞, where an are
partial quotients of the continued fraction of ε.
Proof. Since ind(uε,ℓ) = +∞, we can find for every j ∈ N a factor w ∈ L(uε,ℓ) such that wj ∈ L(uε,ℓ). This means, using
Theorem 3, that σ01(wj) =

σ01(w)
j ∈ L(uε). Any Sturmian word with slope ε therefore contains arbitrarily long integer
powers, and thus ind(uε) = +∞. The statement of the proposition then follows from Theorem 1. 
Theorem 2 implies that in case of a Sturmian word with finite index, the integer power occurring in uε is at most
2+ supk≥1 ak. A direct consequence of the proof of Proposition 6 is the following corollary.
Corollary 7. For integer exponents j of powers of factors occurring in a 3iet word uε,ℓ we have,
j ≤ 2+ sup
n∈N
an.
For the demonstration of the implication opposite to Proposition 6, we use a more detailed description of the structure
of Sturmian words, as can be found in [12]. For ε = [0, a1, a2, a3, . . . ], we define a sequence of words sn recursively by
s−1 := 1, s0 := 0, s1 := sa1−10 s−1, and for n ≥ 2 sn+1 := san+1n sn−1.
It is known that the word defined by
cε := lim
n→∞ sn
is a Sturmian word with slope ε. The infinite word cε plays an outstanding role among Sturmian words of the same slope.
Usually, it is called the characteristic word of ε. The languages L(cε) and L(uε) coincide for every Sturmian word uε with
slope ε. We will make use of the block structure of the word cε; see [8].
For arbitrary fixed n ∈ N, we denote
k := an+1, E := sn, F := sn−1. (8)
Then the infinite word cε is a concatenation of two blocks, namely Ek+1F and EkF . From the definition of the sequence (sn),
it follows that for n ≥ 2, we have |E| > |F | and that the first letters of the words E and F coincide. In order to explain
what this means for the structure of a Sturmian word uε , we recall the notion of shift Γ : AN → AN on an infinite word
u = u0u1u2 · · · ,
Γ (u0u1u2 · · · ) = u1u2u3 · · · .
On the set of finite words we can define the cyclic shift γ : A∗ → A∗ by
γ (w0w1 · · ·wn−1) = w1 · · ·wn−1w0.
Since uε has the same language as the characteristic word cε , the infinite word uε is (up to a prefix) also a concatenation of
blocks Ek+1F , EkF . Formally, for every uε there exists an index i0 such that the infinite word Γ i0(uε) is a concatenation of
blocks Ek+1F and EkF .
Proposition 8. Let uε,ℓ be a 3iet word with parameters ε, ℓ, and let ε = [0, a1, a2, . . . ] be the continued fraction expansion of
ε. Then
ind(uε,ℓ) ≥ sup
n∈N
an
2

.
Proof. Denote by u(1), u(2) the following Sturmian words with slope ε
u(1) := σ01(uε,ℓ), u(2) := σ10(uε,ℓ).
We know that u(1) is amicable with u(2). Thus, for arbitrary iteration i ∈ N of the shift, we have
Γ i(u(1)) ∝ Γ i(u(2)) or Γ i+1(u(1)) ∝ Γ i+1(u(2)).
Our aim is to find a factor w in uε,ℓ, which has in uε,ℓ sufficiently long power wm. We will construct the factor w as the
ternarization of pairs of amicable words E and cyclic shifts of E. We will use the notation of (8). We distinguish two cases.
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u(1) = · · ·
u(2) = · · ·
· · ·
· · ·
E E E F
F E E E E E F✻
i
❄
i
Fig. 2. Illustration of case (1) of the proof of Proposition 8.
u(1) = · · ·
u(2) = · · · · · ·
· · ·
E E E F
F E E E E E F
✻
i
❄
i
Fig. 3. Illustration of case (2) of the proof of Proposition 8.
u(1) = · · ·
u(2) = · · · · · ·
· · ·
E F E E
E F E E
✻
i
❄
i
Fig. 4. Occurrences of the factor F in the words u(1) , u(2) are overlapping.
(1) Suppose that there exists an iteration i of the shift andm ∈ N such that
Γ i(u(1)) = E2EmFr (1), Γ i(u(2)) = Ek+1Fr (2),
where r (1), r (2) are suffixes of infinite words u(1), u(2) and E2 is a suffix (possibly empty) of the factor E. The situation is
depicted on Fig. 2.
Then, there exists a prefix E1 of E such that E = E1E2 and
Γ i(u(1)) = (E2E1)mE2Fr (1).
Since E and F start with the same letter, we can write
Γ i+1(u(1)) = γ (E2E1)m rˆ (1), Γ i+1(u(2)) = γ (E)k+1 rˆ (2),
where rˆ (1), rˆ (2) are some suffixes of infinite words u(1), u(2), respectively. Since u(1) ∝ u(2), we have either Γ i(u(1)) ∝
Γ (i)(u(2)) or Γ i+1(u(1)) ∝ Γ (i+1)(u(2)). In the former case, E2E1 ∝ E, in the latter, γ (E2E1) ∝ γ (E). Due to the repetitions
in u(1) and u(2), we can then infer (using Remark 4) that the infinite word uε,ℓ thus contains factors

ter(E2E1, E)
m or
ter(γ (E2E1), γ (E))
m.
(2) Let us suppose that i is an iteration of the shift such that
Γ i(u(1)) = Ek+1Fr (1), Γ i(u(2)) = (E2E1)mFr (2),
where r (1), r (2) are some suffixes of infinite words u(1), u(2), as depicted in Fig. 3. Analogously to the case 1, one finds the
powerwm in the infinite word uε,ℓ.
Let us now findm ≥ ⌊ k2⌋ such that situation 1 or 2 occurs. Again, we discuss two cases.
• Suppose we find the occurrences of the factor F in the words u(1), u(2) such that indices occupied by F in u(1) and indices
occupied by F in u(2) have a non-empty overlapping, see Fig. 4. In this case, clearlym ≥ k− 1.
• In the opposite case, consider an iteration t of the shift such that
Γ t(u(1)) = Ek+1Fr (1)
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u(1) = · · ·
u(2) = · · · · · ·
· · ·
E E E F E E E
F E E E E E F
✻
t
✻
t+j
✻
t+j+|F |
✻
t+(k+1)|E|
✲✛
x ✲✛
y
Fig. 5. Occurrences of the factor F in the words u(1) , u(2) are not overlapping.
for some suffix r (1) of u(1) and find the minimal index j ≥ 0 such that Γ t+j(u(2)) = FEkr (2). The block structure of u(1)
ensures that j < |E|(k+ 1)− |F |, see Fig. 5.
As x := j and y := (k+ 1)|E| − j− |F | satisfy x+ y = (k+ 1)|E| − |F |, either x or y is greater than 12

(k+ 1)|E| − |F |.
If the greater one is x, we put i := t , otherwise i := t + j+ |F |. In both cases, we obtain
m ≥
 (k+ 1)|E| − |F |
2|E|

≥
 k
2

. 
4. Comments
(i) Theorems 1 and 5 say that for arbitrary ε, any 3iet word uε,ℓ and Sturmian word uε satisfy
ind(uε,ℓ) < +∞ ⇐⇒ ind(uε) < +∞.
Boundedness of the index of a 3iet word uε,ℓ thus does not depend on the parameter ℓ. In case the indices are both
finite, one can derive from Remark 7 and Proposition 8 directly that ind(uε)
2

− 1 ≤ ind(uε,ℓ) ≤

ind(uε)

. (9)
Note that similar relation between the index of a Sturmian word uε and a coding of rotation with the same slope is not
valid.
(ii) One can ask, whether the index of a 3iet word can be close to both the upper and the lower bounds from (9), depending
on the parameter ℓ. Recall that ℓ satisfies max{ε, 1− ε} < ℓ < 1.
Consider a sequence ℓn ∈ (0, 1)with limn→∞ ℓn = 1, and a sequence of transformations Tε,ℓn . Let us denote by u(n)
the 3iet word coding the orbit of x0 = 0 under the transformation Tε,ℓn . The length of the interval IB := [ℓn − 1+ ε, ε)
is approaching 0, as n tends to infinity, therefore the density of the letter B in words u(n) also decreases to 0. Obviously,
lim
n→∞ u
(n) = uε,
where, uε is the Sturmian word in the alphabet {A, C} coding the orbit of 0 under Tε . The Sturmain word uε contains
integer powers ak + 1, where ak are partial quotients of the continued fraction of ε. Thus, the index of infinite words
u(n) for sufficiently large n satisfies
ind(u(n)) ≥ 1+max
k∈N
ak ≥

ind(uε)
− 1.
The index of 3iet words will take values greater than

ind(uε)
 − 1 also if we consider parameters ℓ approaching
max{ε, 1− ε}. The limit results in a Sturmian word in the alphabet {A, B} or {B, C}.
How well the lower bound in (9) can be approached, remains an open question.
(iii) As mentioned in Section 2, every word v coding a rotation is a morphic image of a 3iet word u. We show that ind(v)
and ind(u) can substantially differ.
Consider the sequence ofwords u(n) defined in (ii)with slope εwith boundedpartial quotients ak. Take themorphism
Φ0 : A → 0, B → 01, C → 0. The index of u(n) is then bounded by 3+maxk∈N ak, whereas the words Φ0(u(n)) coding
rotations have as limit the periodic word 0000 · · · , and thus ind(Φ0(u(n)))→+∞.
(iv) For Sturmian words with parameter ε, it is known that the three properties, namely finite index, boundedness of the
coefficients of the continued fraction expansion of ε, and linear recurrence are all equivalent [13,9]. This is not the case
anymore for 3iets as discussed in [10] based on some (unpublished) work of Boshernitzan.
(v) Powers inwords play a role in the study of one-dimensional discrete Schroedinger operators associated to quasicrystals.
We refer to [7] for a survey on this topic and further references and only briefly discuss these operators here. They are
selfadjoint operators H acting on ℓ2(Z) by
(Hf )(n) = f (n+ 1)+ f (n− 1)+ u(n)f (n),
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where u : Z → R is a suitable sequence taking only finitely many values. Now, due to the so-called Gordon argument,
occurrence of infinitelymanypowers of order three around the origin inu can beused to exclude eigenvalues foru. Then,
occurrence of sufficiently many powers of order uniformly bigger than three in u allows one to conclude almost sure
absence of eigenvalues in the associated subshift. In the context discussed above for u = uε,ℓ, whenever the continued
fraction expansion of ε has infinitelymany coefficientswith value at least seven, we can conclude (almost sure) absence
of eigenvalues. This gives a somewhat more explicit version of a result of [6]. Note, however, that the considerations of
[6] are not confined to 3iets.
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