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Résumé
Pour rester performants et compétitifs, les systèmes de production doivent être ca-
pables de s’adapter pour faire face aux changements tels que l’évolution de la demande
des clients. Il leur est essentiel de pouvoir déterminer quand et comment s’adapter (ca-
pacités, etc.). Malheureusement, de tels problèmes sont connus pour être diﬃciles. Les
systèmes de production étant complexes, dynamiques et spéciﬁques, leurs gestionnaires
n’ont pas toujours l’expertise nécessaire ni les prévisions suﬃsantes concernant l’évolution
de leur système.
Cette thèse vise à étudier la contribution que peut apporter l’apprentissage automa-
tique à l’auto-adaptation des systèmes de production. Dans un premier temps, nous étu-
dions la façon dont la littérature aborde ce domaine et en proposons un cadre conceptuel
dans le but de faciliter l’analyse et la formalisation des problèmes associés. Ensuite, nous
étudions une stratégie d’apprentissage à partir de modèles qui ne nécessite pas d’ensemble
d’apprentissage. Nous nous intéressons plus précisément à une nouvelle approche basée
sur la programmation génétique linéaire visant à extraire des connaissances itérativement
à partir d’un modèle de simulation pour déterminer quand et quoi faire évoluer.
Notre approche est implémentée à l’aide d’Arena et μGP. Nous l’appliquons à dif-
férents exemples qui concernent l’ajout/retrait de cartes dans un système à ﬂux tiré, le
déménagement de machines ou encore le changement de politique de réapprovisionnement.
Les connaissances qui en sont extraites s’avèrent pertinentes et permettent de déterminer
en continu comment chaque système peut s’adapter à des évolutions. De ce fait, elles
peuvent contribuer à doter un système d’une forme d’intelligence. Exprimées sous forme
d’un arbre de décision, elles sont par ailleurs facilement communicables à un gestionnaire
de production. Les résultats obtenus montrent ainsi l’intérêt de notre approche tout en
ouvrant de nombreuses voies de recherche.
Mots-clés : Systèmes de production, auto-adaptation, aide à la décision, extraction de
connaissances, apprentissage automatique, simulation, programmation génétique linéaire.

Abstract
Manufacturing systems must be able to continuously adapt their characteristics to
cope with the diﬀerent changes that occur along their life, in order to remain eﬃcient
and competitive. These changes can take the form of the evolution of customers demand
for instance. It is essential for these systems to determine when and how to adapt (e.g.,
through changes in capacities). Unfortunately, such issues are known to be diﬃcult. As
manufacturing systems are complex, dynamic and speciﬁc in nature, their managers do
not always have all the necessary expertise nor accurate enough forecasts on the evolution
of their system.
This thesis aims at studying the possible contributions of machine learning to the
self-adaptation of manufacturing systems. We ﬁrst study how the literature deals with
self-adaptation and we propose a conceptual framework to facilitate the analysis and the
formalization of the associated problems. Then, we study a learning strategy relying on
models, which presents the advantage of not requiring any training set. We focus more
precisely on a new approach based on linear genetic programming that iteratively extracts
knowledge from a simulation model.
Our approach is implemented using Arena and μGP. We show its beneﬁts by applying
it to increase/decrease the number of cards in a pull control system, to move machines
or to change the inventory replenishment policy. The extracted knowledge is found to be
relevant for continuously determining how each system can adapt to evolutions. It can
therefore contribute to provide these systems with some intelligent capabilities. Moreover,
this knowledge is expressed in the simple and understandable form of a decision tree, so
that it can also be easily communicated to production managers in view of their everyday
use. Our results thus show the interest of our approach while opening many research
directions.
Keywords : Manufacturing systems, self-adaptation, decision support, knowledge ex-
traction, machine learning, simulation, linear genetic programming.
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Introduction Générale
Les systèmes de production de biens et de services fonctionnent de plus en plus rare-
ment dans des environnements stables pour lesquels une organisation déﬁnitive optimale
peut être recherchée. S’ils veulent rester compétitifs, leur quête de performance doit faire
face à une diﬃculté majeure : la complexité et surtout l’incertitude qui caractérisent leur
environnement plus que jamais changeant. Ceci constitue l’objectif de nombreux travaux
de recherche étant donnés les verrous scientiﬁques derrière cet enjeu industriel.
Aujourd’hui, il nous est de plus en plus diﬃcile de trouver une organisation qui reste
optimale sur le long terme, c’est même un déﬁ scientiﬁque reconnu. La variation des
marchés et des besoins des clients, les nouveautés apportées aux produits ou les aléas
de fabrication imposent que les systèmes de production soient capables de s’y adapter
au mieux. Ce besoin se ressent aux diﬀérents niveaux d’une organisation (stratégique,
tactique ou opérationnel) et peut prendre diﬀérentes formes (adaptations physiques ou
logiques). Ainsi, des capacités peuvent être redimensionnées, des ressources réaﬀectées et
des paramètres de gestions peuvent également évoluer (politique de stockage, etc.).
Malheureusement, cette solution, que l’on peut caractériser par la mise en place d’une
« organisation dynamique », demande une capacité d’adaptation à l’environnement, ce qui
reste une question complexe. Ceci est dû à la complexité même des systèmes de produc-
tion, qui se traduit généralement par leurs aspects combinatoire, stochastique, dynamique
ou encore multi-objectif. Par ailleurs, les diﬃcultés à gérer ces diﬀérents aspects simulta-
nément ne font que s’accroître si l’on cherche à prendre en compte les changements qui
peuvent intervenir et l’incertitude liée à l’environnement. C’est donc un enjeu de taille
pour les entreprises : comment peuvent-elles améliorer leur compétitivité ou, autrement
dit, améliorer en permanence la performance de leur processus ?
Les décideurs (ici gestionnaires de production) doivent gérer un processus dit d’adap-
tation en fonction des informations venant de l’environnement et de la production. Mais
comment déterminer quand un système requiert des changements ? De même, une fois le
besoin détecté, comment déterminer quels sont les changements précis à mettre en œuvre ?
Aﬁn de mener à bien ce processus d’adaptation, il est souhaitable et parfois même né-
cessaire d’avoir à disposition des moyens adéquats capables d’aider à la prise de décision.
Cette aide à la décision peut se traduire par ce que l’on appelle des logiques décisionnelles
permettant de connaître la façon dont le système doit être adapté (voire lui permettant
de s’adapter de façon autonome) pour satisfaire au mieux ses objectifs de performance
(coûts, satisfaction des clients, etc.). Toutefois, ces logiques sont méconnues. Les « bonnes
pratiques » reconnues et pouvant être appliquées sont en eﬀet limitées, surtout si l’on
prend en compte les spéciﬁcités des systèmes de production : ce qui est valable pour un
système ne l’est pas forcément pour un autre. Une solution consiste alors à faire appel
à une approche d’intelligence artiﬁcielle reposant sur l’apprentissage pour extraire les lo-
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giques recherchées. Il s’avère que, malgré son potentiel, ce type d’approche a fait l’objet de
peu de recherches dans le domaine. Dans ce qui suit, le terme apprentissage sous-entend
l’apprentissage dit artiﬁciel ou automatique.
Dans la plupart des techniques d’apprentissage, l’objectif est d’extraire des connais-
sances à partir de diﬀérents types de données. En général, ces approches utilisent des
exemples fournis par des experts du domaine, des observations disponibles ou des bases
de données. Les données pertinentes doivent ainsi être disponibles, et cela à un coût rai-
sonnable. Malheureusement, en ce qui concerne la gestion et le contrôle d’un système
complexe tel qu’un système de production (mais aussi des hôpitaux, des réseaux de traﬁc
routier ou des chaînes logiques), les informations disponibles dans la pratique s’avèrent
souvent insuﬃsantes pour les décisions que nous souhaitons assister. Les experts n’ont pas
toutes les connaissances requises et ne sont donc pas en mesure de fournir des exemples ou
des cas (suﬃsamment représentatifs) à partir desquels il serait possible d’apprendre. De
plus, il n’est pas possible de disposer d’informations sur le comportement du système qui
permettraient de prédire que, dans une situation donnée, une décision précise va conduire
à de bons résultats (par rapport à une mesure de performance donnée), tandis que dans
d’autres situations, elle ne sera pas satisfaisante.
Le comportement de nombreux systèmes complexes peut cependant être modélisé en
utilisant des méthodes telles que la simulation, la théorie des ﬁles d’attente ou encore les
réseaux de Pétri. Ces modèles constituent une source intéressante de connaissance : ils
permettent de représenter et ainsi de prédire le comportement dynamique d’un système
dans diﬀérentes situations (y compris des situations inhabituelles) lorsque des observations
réelles ne peuvent pas être collectées ou s’avèrent trop coûteuses. Aﬁn d’extraire des
connaissances sur la façon de prendre des décisions eﬃcaces relatives à la gestion et au
contrôle d’un système, il est alors possible d’apprendre à partir des expériences menées
à l’aide de modèles. Pour cela, ces modèles doivent être capables de fournir diverses
observations à moindre coût à partir desquelles l’apprentissage sera possible et ce, dans
une grande variété de circonstances. On parlera de paradigme d’apprentissage à partir de
modèles.
C’est ce que nous proposerons de faire par la suite, sachant que nous ne prétendons
pas pouvoir résoudre tous les problèmes d’adaptation avec une telle méthode. L’idée est
plus précisément d’étudier comment cela pourrait être mis en place et quelle peut être la
contribution de l’apprentissage en tant qu’aide intelligente à l’adaptation des systèmes de
production, voire à leur auto-adaptation.
Dans le but de répondre à ces questions, ces travaux de thèse ont été organisés comme
suit : dans un premier temps et selon une démarche méthodologique de thèse, nous avons
souhaité mieux comprendre les problématiques autour de l’adaptation. Nous avons ainsi
réalisé une analyse des travaux extraits de la littérature (Chapitre 1). Cette analyse nous
a d’une part incités à proposer un cadre conceptuel du domaine (Chapitre 2) et nous
a d’autre part permis de mieux nous positionner. Nous nous sommes alors intéressés
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aux approches d’apprentissage, et plus précisément à leur utilisation conjointe avec la
simulation (Chapitre 3). Pour permettre notre étude de la contribution de l’apprentissage
par simulation dans le domaine, nous avons ensuite formalisé le problème d’adaptation,
ce qui nous a permis d’en proposer une approche adéquate (Chapitre 4). Cette approche a
enﬁn été appliquée à diﬀérents cas (Chapitre 5) aﬁn de permettre d’identiﬁer son potentiel
(mais aussi ses limites) qui feront l’objet d’une discussion.
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Chapitre 1
Adaptation des Systèmes de Production
1.1 Introduction
Les travaux de recherche sur les systèmes de production sont nombreux et portent sur
divers domaines tels que leur dimensionnement, la déﬁnition d’une structure organisa-
tionnelle, la planiﬁcation de la production ou encore la gestion de stock (voir par exemple
[Dolgui et Proth 2006, Belisário et al. 2009, Salerno 2009, Surbier et al. 2013]). On re-
marque que ces travaux s’intéressent de plus en plus à l’aspect « adaptable » des systèmes,
en faisant souvent références aux systèmes du futur [Van Brussel et al. 1999, Christo et
Cardeira 2007, Yeom et Park 2012]. Il s’agit en réalité d’un besoin actuel.
Depuis les années 1990, la dynamique du marché et la forte concurrence imposent aux
entreprises de pouvoir s’adapter à un environnement en constante évolution. Cependant,
les systèmes de production existants ne permettent plus de répondre aux besoins, exi-
gences, évolutions et aux nombreux challenges du monde industriel [National Research
Council 1998, Reaidy 2003, ElMaraghy et al. 2012a]. Par conséquent, des eﬀorts consi-
dérables ont été consacrés ces dernières décennies à les rendre plus agiles [Gunasekaran
1999, Tharumarajah 2003, ElMaraghy 2006, Deif et ElMaraghy 2007]. Cette agilité est
nécessaire à plusieurs niveaux, comme expliqué dans [Lin et al. 2006, Zhang 2011]. Les
entreprises doivent souvent faire face à des événements imprévus (et imprévisibles) au
niveau opérationnel tels qu’une annulation ou modiﬁcation de commande, la prise en
compte d’une commande urgente, les nouveautés fréquemment apportées aux produits
ou encore des aléas de production (pannes, etc.). Au niveau stratégique, elles sont aussi
contraintes de s’adapter aux progrès technologiques et de suivre les évolutions du mar-
ché [Mirdamadi 2009]. Par ailleurs, elles doivent si possible et de préférence anticiper les
tendances internes ou celles du marché, et donc être capables de les détecter. Même si
les raisons (pour une reconﬁguration) peuvent être des plus diverses et apparaître depuis
le niveau de l’organisation virtuelle jusqu’à celui de l’atelier [Barbosa et al. 2011], elles
peuvent être regroupées en quatre grandes catégories selon ce qu’elles visent, à savoir : la
correction, l’adaptation, l’évolution ou l’amélioration du système [Ketﬁ 2004].
Dans un tel contexte et aﬁn de rester compétitifs, les systèmes de production devraient
être en mesure d’adapter leurs installations et leur organisation pour répondre au mieux
aux divers changements possibles dans leur environnement grâce à une reconﬁguration
dynamique dite « à la volée » (sans interruption, reprogrammation ou redémarrage des
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processus ou des composants) [Tharumarajah 2003, Leitão et al. 2012]. Malheureusement,
leur capacité à s’adapter aux circonstances est connue pour être une question complexe
qui implique des considérations matérielles et logicielles (hardware et software), mais aussi
organisationnelles et humaines [Gunasekaran 1999, ElMaraghy 2006, Lin et al. 2006]. Le
problème s’accentue si l’on considère les diﬀérentes natures et sources de complexité in-
trinsèques à ces systèmes [ElMaraghy et al. 2012b]. Parmi elles, citons les contraintes
souvent involontaires imposées par les systèmes eux-mêmes au niveau du traitement des
données ou de leur capacité de détection et d’action [Saenz de Ugarte 2009]. Par consé-
quent, cela soulève de nombreuses questions de recherche qui sont de plus en plus traitées
dans la littérature scientiﬁque.
Ce besoin de s’adapter rapidement et de façon continue à un environnement chan-
geant implique diﬀérents paradigmes, à savoir : la reconﬁguration, l’auto-organisation,
l’(auto-)adaptation ou encore l’(auto-)évolution. Les systèmes qui visent à intégrer de tels
paradigmes à leur fonctionnement, de plus en plus présents dans la littérature, constitue-
ront alors l’essence de ce chapitre. L’objectif de la première partie est de présenter le cadre
général dans lequel s’inscrit notre travail. Il s’agit de l’adaptation (ou auto-adaptation)
des systèmes de production, impliquant leur pilotage et la capacité à déterminer comment
les faire évoluer. Dans ce qui suit, nous donnerons quelques déﬁnitions proposées autour
de ces systèmes qui peuvent s’adapter. L’objectif n’est pas de détailler des concepts déjà
largement développés dans la littérature mais d’en fournir les bases puis une vision géné-
rale de la bibliographie du domaine. Celle-ci sera faite dans une deuxième partie en suivant
deux grands axes : « théorique » et « pratique ». Cette démarche globale permettra de
mieux nous positionner par rapport aux diﬀérentes contributions existantes.
1.2 Concepts liés aux changements dans les systèmes
de production
Dans le contexte actuel créé par la compétition au niveau mondial, les changements
technologiques et la dynamique du marché, les systèmes de production ne peuvent plus
rester constants au cours du temps : ils doivent continuellement évoluer en raison d’un
environnement complexe, turbulent et surtout incertain. Et cela tout au long de leur
vie, tel qu’illustré dans le cycle de vie d’[ElMaraghy 2006] repris par la Figure 1.1. Ils
sont ainsi dotés d’une capacité de réponse face aux changements et/ou perturbations, et
leurs gestionnaires visent à en tirer le meilleur proﬁt. Selon les auteurs, cette propriété
est couramment qualiﬁée d’agilité, d’adaptabilité ou encore de ﬂexibilité des systèmes de
production.
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Figure 1.1 – Cycle de vie des systèmes de production selon [ElMaraghy 2006]
1.2.1 Déﬁnitions de base
Des comparaisons entre les concepts d’agilité et adaptabilité peuvent être trouvées
dans [Katayama et Bennett 1999, McCullen et al. 2006]. Selon [Lee 2004, Charles 2010],
ils diﬀèrent surtout dans la période de réponse considérée : l’agilité combine ﬂexibilité,
visibilité, réactivité, vélocité et eﬃcacité de sorte à répondre rapidement à des incertitudes
et changements à court terme, alors que l’adaptabilité désigne les changements (plus pro-
fonds) à moyen-long terme. La ﬂexibilité, quant à elle, est présentée comme un fondement
de toute organisation agile [Christopher et Towill 2000, Swaﬀord et al. 2006]. Souvent
déﬁnie comme l’aptitude d’un système à répondre aux changements internes ou externes
eﬃcacement et rapidement [Garavelli 2003], elle décrit le moyen qu’utilise un système pour
atteindre l’agilité et l’adaptabilité, pouvant prendre plusieurs formes, et a fait l’objet de
plusieurs états de l’art [Beach et al. 2000, Jain et al. 2013, Seebacher et Winkler 2013].
Par ailleurs, et toute aussi importante, la résilience mesure la capacité de revenir à un
état désirable après perturbation [Christopher et Peck 2004]. Des comparaisons ont aussi
été faites entre la ﬂexibilité, l’adaptabilité et l’eﬃcacité [Bordoloi et al. 1999] ou même
entre l’agilité et la résilience [Charles 2010]. En ce qui concerne l’agilité, trois types de
stratégie (rapide, réactive ou proactive) ont été identiﬁées par [Zhang 2011], qui conclue
que le choix parmi elles est fait en fonction des caractéristiques du système et des types
de changements qui y interviennent.
Malgré les nombreuses publications se référant au sujet, il manque un consensus sur les
notions couvertes par ces concepts [Saenz de Ugarte 2009]. Certains auteurs les utilisent
comme des synonymes, d’autres les diﬀérencient clairement ; ils semblent par exemple être
déﬁnis de manière identique (ou presque) quand appliqués à l’entreprise au sens large,
et très diﬀéremment quand ils se réfèrent à la stratégie de production [Sherehiy et al.
2007]. De plus, leur utilisation combinée avec d’autres principes, comme par exemple la
production lean et agile proposée dans [Naylor et al. 1999], peut encore être source de
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nouvelles divergences dues aux particularités liées à l’application. Toutefois, ils s’accordent
sur le fait que la principale force motrice derrière ces concepts est le changement qui, dans
l’ère compétitive d’aujourd’hui, a lieu à une vitesse beaucoup plus rapide que jamais
auparavant [Lin et al. 2006]. Nous sommes par conséquent intéressés par le moyen de tirer
proﬁt de la capacité d’un système à modiﬁer rapidement ses caractéristiques pour faire
face à des circonstances changeantes.
1.2.2 Systèmes présentant des aptitudes pour changer
Les avantages de l’agilité et de l’adaptabilité sont exploités par diﬀérents types de
systèmes, et ce à travers la reconﬁguration, l’auto-organisation, l’auto-adaptation ou en-
core l’auto-évolution. Quelle que soit leur orientation, ils ont pour objectif commun de
permettre aux systèmes de production de rester globalement eﬃcaces sur une longue pé-
riode de temps, même si des prévisions adéquates ne sont pas disponibles. En général,
cela exige que les composants du système puissent être réutilisés dans diﬀérentes conﬁ-
gurations, pour diﬀérentes tâches, et éventuellement sur diﬀérentes installations. Comme
décrit dans [Gunasekaran 1999], cela implique quatre dimensions, à savoir :
• Stratégies : Les objectifs à long terme d’une entreprise aﬁn de déterminer les poli-
tiques opérationnelles et commerciales appropriées ;
• Technologies : Les exigences concernant le matériel (par exemple, équipements et
outils) et les technologies de l’information (ordinateurs et logiciels) ;
• Systèmes : Les considérations faites principalement à l’égard des logiciels ou sys-
tèmes d’aide à la décision (le besoin d’un système de conception rapide de produits,
d’un système adaptatif de planiﬁcation et de contrôle de la production et d’un sys-
tème d’information reconﬁgurable à courte durée) ;
• Personnes : Les facteurs humains impliquant la gestion et la motivation du personnel
pour favoriser les changements.
D’autres variantes existent dans [Zhang 2011, Aravind Raj et al. 2013] par exemple, mais
on y retrouve les mêmes éléments-clés.
En termes d’ingénierie mécanique et automation, les travaux de la littérature explorent
des approches par composants (citons en exemple les technologies plug-and-play). Selon
[Koren et al. 1999], le contexte économique, caractérisé par une concurrence à échelle
mondiale couplé à une incertitude liée aux changements sociaux et technologiques rapides,
a forcé les industriels à faire face à un nouveau déﬁ de capacité de réponse. Ce déﬁ requiert
un nouveau type de système de production dit reconﬁgurable et conçu aﬁn d’être capable
d’eﬀectuer des changements rapides de sa structure ainsi que de ses composants matériels
et logiciels. L’objectif est un ajustement rapide de la capacité de production et/ou de
son adaptation à un nouveau produit ou une nouvelle famille de produits (fonctionnalité)
en réponse à des changements soudains dans le marché ou dans la réglementation. Cette
notion qui positionne les systèmes de production reconﬁgurables entre les systèmes dédiés
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et ﬂexibles est largement utilisée [ElMaraghy 2006, Lamotte 2006, Baqai 2010, Essaﬁ
2010, Kanso et Berruet 2010, Bensmaine et al. 2013, Borisovsky et al. 2013]. Par ailleurs,
une comparaison entre les paradigmes ﬂexible et reconﬁgurable est dressée par [ElMaraghy
2006]. De plus, des systèmes dits reconﬁgurables et agiles émergent lorsque l’accent est
mis sur leur réactivité [Chalfoun et al. 2012].
La mise à disposition d’une installation ayant les capacités et fonctionnalités néces-
saires, ainsi que sa mise à jour au besoin, augmente le temps de vie d’un système [Koren
et al. 1999, ElMaraghy 2006] (Figure 1.1), avec la possibilité de choisir son organisation
très tard dans la phase de conception ou même dynamiquement durant son exploitation
[Kanso et Berruet 2010]. Par contre, la ﬂexibilité du système doit être limitée pour ga-
gner en temps [Koren et al. 1999] ; son aspect reconﬁgurable doit être pris en compte
dès sa conception ; et il faut accessoirement un mécanisme permettant le déclenchement
de la reconﬁguration, la recherche (et le choix) d’une nouvelle conﬁguration et sa mise
en place [Kanso et Berruet 2010]. La modularité des composants et leur compatibilité
sont alors essentielles pour faciliter les reconﬁgurations (dont les possibilités sont complè-
tement déﬁnies par la technologie). Cela est obtenu grâce à des unités ou des éléments
fonctionnels standardisés (par exemple, des modules plug-and-produce) et des interfaces
logicielles aussi standardisées. La compatibilité permet la réutilisation, par laquelle les
unités du système partagent des normes communes d’interaction et d’interface et sont
facilement insérées ou retirées. Un système ouvert avec une certaine redondance (ou pro-
priété d’évolutivité) permet en plus de changer graduellement la capacité d’une manière
rapide et économique. Pour plus de détails, se référer à [Koren et al. 1999, Tharumarajah
2003, Deif et ElMaraghy 2006, ElMaraghy 2006].
Ici toutefois, nous nous intéressons plutôt à la reconﬁgurabilité dans un sens large
et général. En termes d’ingénierie industrielle et de gestion, pour certains systèmes, on
ne cherche pas seulement à les reconﬁgurer, on cherche aussi à les adapter de manière
plus générale. Dans cette optique, des chercheurs ont exploré diﬀérents types de systèmes
capables de changer eux-mêmes leurs installations de production et leur organisation,
conformément à l’évolution de facteurs internes et/ou externes. Ces changements doivent
être décidés par un composant de contrôle du système de production, responsable donc du
processus d’adaptation. [Fent 2001] illustre ce processus par la Figure 1.2 ci-dessous, qui
montre que les entreprises au sein d’un environnement dynamique sont tenues d’observer,
d’analyser, d’apprendre et de s’adapter en permanence. Il s’agit ici plutôt de déterminer
quand et comment réadapter le système.
Cette idée ressort aussi au sein des systèmes reconﬁgurables, même s’ils sont plutôt
associés au point de vue composants et interfaçages : l’utilisation en ligne des potentia-
lités de reconﬁguration amène à avoir des modules fournissant assez d’informations pour
permettre de décider de changer de conﬁguration, d’autres modules aidant au choix des
éléments de cette conﬁguration, et une ou plusieurs versions de commandes associées à
une conﬁguration [Kanso et Berruet 2010].
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Figure 1.2 – Processus d’adaptation selon [Fent 2001]
Mais surtout, c’est dans ce contexte qu’émergent les diﬀérentes propriétés dites d’« auto-
x » [Trentesaux 2002]. Ainsi, un système à auto-organisation par exemple est caractérisé
par son aptitude à adapter dynamiquement son organisation et son comportement (par
exemple, créer et/ou supprimer des processus ou des relations) à l’évolution des condi-
tions internes et/ou externes, sans intervention extérieure, de telle sorte que les objectifs
globaux soient poursuivis [Mesarović et al. 1980, Le Moigne 1994, Meinadier 1998, Leitão
2008, Leitão et al. 2012]. D’autres déﬁnitions sont aussi avancées, comme celle de [Bo-
nabeau et Theraulaz 1994] adoptée par [Reaidy 2003], où l’auto-organisation caractérise
tout processus dans lequel des structures émergent au niveau collectif, à partir de la mul-
titude d’interactions entre individus, sans être codées explicitement au niveau individuel.
D’après ces auteurs, l’objectif de l’auto-organisation est de permettre l’évolution dyna-
mique et autonome d’un système existant, en fonction du contexte, de façon à en assurer
la viabilité. Elle permet aux entités composant le système de s’adapter à leur environ-
nement soit par spécialisation des fonctions (apprentissage), soit par modiﬁcation de la
topologie du groupe et des interactions correspondantes. Selon [Leitão et al. 2012], cela
permet en plus d’atteindre plusieurs propriétés cruciales telles que l’auto-conﬁguration
(ajouter/supprimer/modiﬁer des composants), l’auto-optimisation (s’adapter de façon
proactive pour répondre aux stimulus environnementaux) et l’auto-rétablissement (diag-
nostiquer les écarts dus à des conditions inattendues et agir pour normaliser). L’auto-
organisation correspond alors à un processus dans lequel une entreprise est en mesure de
contrôler activement le cours de ses transformations internes pour maintenir sa cohérence
interne, tout en conservant l’organisation des interconnexions au sein de son environne-
ment opérationnel [Tharumarajah 2003].
D’après [Meinadier 1998], un système de production à auto-apprentissage est quant à
lui capable de modiﬁer ses caractéristiques pour mieux s’adapter à son environnement en
tenant compte de son expérience antérieure. Dans ce contexte et selon l’[APICS 1998], ce
concept est relativement proche de celui d’adaptabilité. Ainsi, également nommé système
auto-adaptatif, il est déﬁni dans [Trentesaux et Tahon 1995, Trentesaux 1996, Trentesaux
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2002] en termes de réactivité et de ﬂexibilité, c’est-à-dire par sa capacité à pouvoir intégrer
au mieux l’aspect dynamique du processus de fabrication, donc à gérer les diﬀérents
événements (aléatoires ou non) qui peuvent survenir durant le processus en fonction des
expériences passées (apprentissage, mémorisation, etc.).
Citons encore le concept d’auto-évolution qui, selon [Shin et al. 2009, Shin et al.
2012], hérite des éléments fondamentaux de celui d’auto-organisation. Ces auteurs déﬁ-
nissent un système de production auto-évolutif comme un réseau organique de ressources
de production qui est capable d’adapter activement sa structure organisationnelle à l’en-
vironnement où il fonctionne. En outre, ses constituants (non seulement le système mais
aussi ses moyens de production) sont capables de réguler de manière autonome leurs
propres objectifs en fonction de l’environnement ; les politiques décisionnelles s’adaptent
donc progressivement. Cela revient à la notion d’auto-ﬁnalisation de [Le Moigne 1994], où
le système est capable de déﬁnir et de modiﬁer ses propres ﬁnalités. À ce propos, [Tren-
tesaux 2002] signale que l’auto-ﬁnalisation concerne l’auto-détermination des objectifs et
non celle des ﬁnalités. En eﬀet, dans le cadre du pilotage où il se place, un système de
pilotage présente toujours la même ﬁnalité (celle de pilotage). Il suggère alors qu’un terme
plus approprié (mais non usité) serait par exemple l’auto-objectivation.
Notons que le préﬁxe « auto » précise que le système réalise lui-même la tâche, ce qui
requiert une forme d’intelligence et d’automatisation. Ce préﬁxe est utilisé à tort et par
abus de langage dans certains cas où un système n’est adaptable que par une intervention
extérieure.
1.2.3 Positionnement relatif des diﬀérentes aptitudes d’un sys-
tème de production pour répondre aux changements
Il est possible de retrouver une certaine hiérarchie parmi les termes que nous venons
d’introduire. Dans [Trentesaux 2002], la typologie des systèmes de pilotage fondée sur les
niveaux de complexité des systèmes en déﬁnit trois types :
• Le pilotage élémentaire pour la recherche d’eﬃcacité, où le système est complètement
déterminé, avec absence de toute décision ;
• Le pilotage auto-organisé ou adaptatif ou à apprentissage pour la recherche d’ef-
ﬁcacité et d’eﬃcience, où il y a la possibilité de modiﬁcation des moyens mis à
disposition pour atteindre les objectifs assignés (si non adéquation) ;
• Le pilotage auto-ﬁnalisé pour la recherche d’eﬃcacité, d’eﬃcience et de pertinence,
où il y a en plus la possibilité d’adapter les objectifs aux moyens existants.
En revanche, aucune diﬀérenciation n’est faite entre l’auto-organisation et l’auto-
adaptation et, puisque l’auteur se place dans le cadre précis du pilotage, les systèmes
reconﬁgurables ne sont pas non plus analysés.
Nous proposons ainsi d’établir une nouvelle hiérarchie qui semble plus adaptée à notre
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problématique d’adaptation, bien qu’une certaine analogie puisse être faite avec la typo-
logie évoquée pour le pilotage. Dans ce but, en nous basant sur les diﬀérentes déﬁnitions
trouvées dans la littérature, les systèmes auto-organisables représentent le plus bas niveau
d’aptitude de changements. Ils sont suivis par les auto-adaptatifs qui ajoutent le fait de
tenir compte de leur expérience passée. Enﬁn, les auto-évolutifs sont auto-adaptatifs mais
comprennent également une régulation d’objectifs. Le concept de système reconﬁgurable
est alors à part, pouvant être combiné aux trois autres si l’on s’intéresse à l’aspect des
composants modulaires pour une machine ou un logiciel.
Figure 1.3 – Hiérarchie des termes
Après cette analyse, synthétisée par la Figure 1.3, le cas d’auto-adaptation nous semble
être le plus approprié pour cette thèse. Notons que dans ce qui suit, le terme « adaptable »
sera utilisé de façon la plus générale possible pour faire référence indiﬀéremment à toutes
ces notions.
1.3 Analyse de la littérature sur l’adaptation des sys-
tèmes de production
Les travaux dans la littérature sur les systèmes de production adaptables sont de
plus en plus nombreux. Dans ce que suit, nous trouverons d’une part les apports plutôt
conceptuels et d’autre part le plan technique avec des approches de résolution développées.
1.3.1 Modèles et architectures relatifs aux systèmes adaptables
Diﬀérentes facettes de l’adaptation des systèmes de production sont étudiées dans la
littérature d’un point de vue conceptuel. Certains auteurs s’intéressent à comment déter-
miner si un système est adaptable, d’autres à comment les concevoir, à comment ﬂexibiliser
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les opérateurs ou encore à comment faire en sorte que les équipements industriels soient
adaptés aux changements. Du point de vue automatique, un de leurs objectifs est que les
moyens existants puissent être réutilisés et non pas redéployés à chaque fois. Ces travaux
ne sont donc pas concurrents mais plutôt très complémentaires.
Au-delà des contextes production/adaptation, nous pouvons citer la proposition d’un
modèle générique pour la tâche de conﬁguration dans [Mittal et Frayman 1989], qui est
indépendante du domaine d’application. Les auteurs cherchent à limiter la complexité de
cette tâche (commune à plusieurs domaines), déterminer les connaissances nécessaires à sa
réalisation et ainsi permettre l’utilisation de méthodes plus eﬃcaces de résolution. Dans le
domaine de la production plus précisément, une ontologie a été développée dans [Usman
et al. 2013] aﬁn d’éviter des problèmes d’interprétation de concepts. Même si elle ne couvre
pas notre problématique, l’approche reste cependant intéressante (et pourrait être élargie).
De même, nous pouvons trouver dans [Benkamoun et al. 2014] une architecture inspirée du
domaine de l’ingénierie des systèmes pour représenter des systèmes de production pendant
leur conﬁguration (ou reconﬁguration), et cela, à plusieurs niveaux et selon diﬀérentes
dimensions/perspectives. Les auteurs mettent en avant les capacités du système pour
aider à sa reconﬁguration depuis la phase de conception.
Des travaux plus spéciﬁques ont aussi été réalisés. Par exemple, [Koren et al. 1999]
introduisent les systèmes reconﬁgurables et considèrent les besoins physiques et un certain
nombre de principes pour la reconﬁgurabilité. Des aspects sur leur conception, tels que
le moment de l’envisager et le coût d’investissement, sont pris en compte dans [Koren et
Shpitalni 2010]. Diﬀérents types d’approches pour concevoir des systèmes reconﬁgurables
et/ou faciliter la reconﬁguration sont identiﬁés dans [Benkamoun et al. 2013].
[Chalfoun et al. 2012] proposent quant à eux une description structurelle et fonction-
nelle des systèmes reconﬁgurables et agiles, et déﬁnissent des besoins (fonctionnels ou
non) liés à la reconﬁgurabilité. Ils utilisent pour cela le langage de modélisation de sys-
tèmes SysML [Holt et Perry 2008]. Cela aboutit à la proposition d’un modèle générique où
la structure et la conﬁguration sont détaillées dans leurs dimensions physique et logique
[Chalfoun et al. 2013].
Un système interactif d’aide à la reconﬁguration des systèmes de production est pro-
posé dans [Mrabet et al. 2001] pour faire face aux insuﬃsances constatées en reconﬁ-
guration et plus particulièrement au niveau de son automatisation. La méthodologie se
base sur la déﬁnition d’indicateurs qui correspondent à des défaillances bien particulières
de façon à pouvoir les localiser et ainsi suivre le « modèle de reconﬁguration » adéquat.
Ce dernier détaille les procédures à appliquer et des états intermédiaires par lesquels il
faut faire transiter le système en tenant compte des contraintes entre les états possibles
pour chaque couple d’éléments du système. Les auteurs supposent donc que l’expertise
permettant de déﬁnir les indicateurs et les modèles de reconﬁguration existe.
[Caskey 2001] cherche à assister le choix de stratégies de contrôle selon la condition
dans laquelle se trouve un système et le critère de performance considéré. Il se base sur
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trois composants qui interagissent entre eux : l’évaluation dite ponctuelle qui donne la
performance suite à une condition et des stratégies précises ; la recherche qui trouve la
meilleure stratégie à mettre en place pour une condition donnée (en utilisant des plans
d’expérience pour déterminer les combinaisons à tester par le module d’évaluation) ; et la
généralisation qui cherche à étendre la connaissance (obtenue par le module de recherche)
aux conditions possibles qui n’ont pas été évaluées.
En ce qui concerne l’auto-organisation (ou d’autres concepts proches, tels que l’adap-
tabilité), il est souligné dans [Bousbia et Trentesaux 2002] que peu de travaux ont été
faits tant d’un point de vue conceptuel que d’un point de vue de conception. Selon les
auteurs, le manque évident de concepts de base (déﬁnitions, typologies, etc.) et de mo-
dèles formels fait qu’il est encore diﬃcile de mettre en évidence comment des mécanismes
d’auto-organisation peuvent être intégrés aux systèmes de contrôle de la production ou
même quels sont leurs véritables apports.
D’autres contributions ont été publiées depuis. Dans [Tharumarajah 2003] par exemple,
nous trouvons une vue d’auto-organisation des entreprises manufacturières, soulignant les
processus sous-jacents et les mécanismes généraux pour leur conception et fonctionnement,
ainsi qu’un aperçu des problèmes structurels et opérationnels auxquels ces entreprises se-
ront confrontées pour devenir auto-organisées. Nous y retrouvons quelques principes évo-
qués pour les systèmes reconﬁgurables, tels que la réutilisation et l’évolutivité (Section
1.2.2).
Pour aider à leur implémentation, nous pouvons trouver par exemple dans [Salerno
2009] une méthodologie et des règles de conception pour des structures organisationnelles
avec un besoin élevé de reconﬁguration rapide pour faire face à des situations imprévisibles.
La proposition se base sur deux concepts-clés, à savoir : les événements remplaçant les
tâches comme critère de répartition du travail et la communication pour coordonner ce
dernier. Le but est de concevoir des groupes de travail non ﬁgés mais redéﬁnis selon chaque
nouveau besoin. L’auteur considère que la conceptualisation n’est pas suﬃsante et propose
des règles pour rendre possible l’emploi voire le perfectionnement de ces concepts.
Un cadre d’auto-évolution est proposé dans [Shin et al. 2009]. Il ne prescrit pas la
transformation de la structure physique, mais traite plutôt de la structure de contrôle
des moyens de production (procédure d’organisation logique) indépendamment de leur
conﬁguration matérielle. Les auteurs mettent en évidence les caractéristiques dynamiques
des critères de décision qui demanderaient une adaptation des objectifs. Ceci est aussi
au centre des travaux de [Topçu 2014]. L’auteur suggère la conception d’un modèle qui
connecte les tâches (ou plans d’action) les plus cohérentes avec chaque objectif donné, les
tâches entre elles et les objectifs entre eux. Ces connexions sont faites selon des éventuels
liens (excitateurs, inhibiteurs ou encore hiérarchiques), pondérés selon leur force d’in-
teraction (positive ou négative). Puisque les objectifs et/ou leur priorité (ou encore les
diﬀérents liens établis) peuvent changer selon le contexte, un système d’apprentissage est
nécessaire pour assurer la mise à jour du modèle, avec de nouveaux objectifs, des chan-
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gements de priorité et/ou du poids des interactions. Cette proposition, générique et non
pas dédiée aux systèmes de production, se base sur les théories de la cohérence [Thagard
et Millgram 1995].
Un autre déﬁ qui suscite l’intérêt des chercheurs (mais aussi et sûrement des indus-
triels) est de réunir l’adaptation et l’optimisation d’un système, l’une étant la plupart du
temps développée au détriment de l’autre. Ainsi, [Barbosa et al. 2011] proposent de s’ins-
pirer d’une part des principes de biologie et de la vie artiﬁcielle pour établir une approche
de systèmes reconﬁgurables combinant l’adaptation rapide et l’optimisation globale, et
d’autre part de la théorie de la complexité pour garder une certaine stabilité dans le sys-
tème. L’optimalité et l’adaptabilité sont aussi considérées dans [Jimenez et al. 2013] où
une typologie des diﬀérentes structures trouvées dans la littérature est proposée. Citons
encore [Cardin et al. 2015] qui cherchent à identiﬁer les principales voies de recherches
d’après un état de l’art du domaine.
Dans cette même optique d’adaptation, il existe aussi des travaux dans d’autres do-
maines et notamment concernant les systèmes logiciels : [Yeom et Park 2012] proposent
une architecture auto-organisable basée sur des agents pour des composants distribués ;
[Macías-Escrivá et al. 2013] analysent ce qui existe dans la littérature concernant les dif-
férentes dimensions de l’auto-adaptation. Bien que faites d’un autre point de vue que
celui des systèmes de production, ces contributions peuvent tout de même être une source
d’inspiration applicable à notre domaine.
1.3.2 Méthodes utilisées pour permettre l’adaptabilité
Malgré l’importance d’avoir un support au niveau conceptuel, l’un des principaux déﬁs
liés à la conception de ces systèmes adaptables réside bien évidemment dans le dévelop-
pement d’outils d’aide à la décision nécessaires pour gérer leur processus d’adaptation
intrinsèque. Par cela, on entend les logiques décisionnelles qui fournissent les instructions
aﬁn d’adapter le système, à savoir, le(s) changement(s) à faire selon les diﬀérentes circons-
tances. Ces logiques sont en quelque sorte faites « sur mesure », car leur conception dépend
fortement du système considéré et plus précisément : où et comment il est possible d’agir,
quelles sont les informations disponibles et quels sont les objectifs (et hypothèses) établis.
Il nous a donc semblé important d’analyser comment ceci est traité dans la littérature.
Ici encore, nous retrouverons le problème de l’adaptation traité selon diﬀérentes fa-
cettes. Certains auteurs s’intéressent à comment déﬁnir une nouvelle conﬁguration pour le
système sans forcément mettre en avant les liens avec la conﬁguration en cours ; d’autres
cherchent comment mettre en place un type spéciﬁque de changement et d’autres encore
se penchent sur le processus de décision d’une façon plus large. Bien que certains travaux
soient plutôt concurrents, d’autres n’en restent pas moins là aussi complémentaires. Nous
les regroupons selon le principe ou l’outil principal sur lequel ils se basent.
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1.3.2.1 Optimisation
Des méthodes d’optimisation sont utilisées dans [Essaﬁ 2010] non pas pour reconﬁgurer
mais pour concevoir des lignes d’usinage mono-produit reconﬁgurables et équilibrées. Les
décisions concernent le nombre de machines et de stations, la gamme opératoire à utiliser
pour la fabrication du produit, l’aﬀectation des opérations aux machines/stations (et donc
les modules à installer) et leur agencement. Par contre, l’auteur signale que dans les cas où
une reconﬁguration doit être faite, l’écart entre la nouvelle et l’ancienne conﬁgurations doit
être considéré puisque le critère à minimiser devient le changement du nombre de machines
par station. Dans le cas d’une substitution de produit par exemple, il faut chercher à
aﬀecter les opérations de la nouvelle gamme opératoire aux stations déjà installées sur la
ligne (et éventuellement ajouter de nouvelles stations).
Le même type de problème est résolu avec un algorithme génétique dans [Borisovsky
et al. 2013]. [Bensmaine et al. 2013] utilisent aussi un algorithme génétique, mais plus
précisément une approche de type NSGA-II, toujours pour une ligne mono-produit. Le
but est de sélectionner des machines reconﬁgurables parmi un ensemble disponible de
sorte à minimiser le coût et le temps total d’exécution (makespan). Pour le calcul de ces
deux critères de performance, des aspects liés à la reconﬁguration (changements d’outil,
de module et/ou d’axe) sont pris en compte, mais ils sont connus à l’avance puisqu’ils sont
intrinsèques à la ligne et donc déﬁnis en même temps que celle-ci est conçue. Autrement
dit, la sélection faite induit les réglages qui seront nécessaires au cours de la produc-
tion : elle ne détermine pas seulement le nombre et la nature de machines, elle détermine
aussi l’aﬀectation des opérations aux machines et leur ordonnancement. Un ensemble de
solutions non-dominées est fourni comme résultat, ce qui oﬀre de la ﬂexibilité au décideur.
La résolution simultanée de deux problèmes dynamiques est prise en compte dans
[Aryanezhad et al. 2009] : la formation de cellules de production et l’aﬀectation des opéra-
teurs. Selon le plan de production, une méthode d’optimisation est proposée pour décider
périodiquement du nombre de machines et de leur positionnement, du nombre d’opéra-
teurs, de leurs compétences et de leur aﬀectation. Ceci est fait pour minimiser le coût
global qui comprend l’achat et le déplacement des machines d’une part ainsi que le recru-
tement, le licenciement et la formation des opérateurs d’autre part.
Toujours en vue d’une optimisation, une procédure à deux niveaux est proposée dans
[Chen et al. 2014]. Lors d’une adaptation de la ligne de produits d’une entreprise, les
auteurs s’intéressent au portefeuille de produits et à leur prix mais aussi et surtout au
choix simultané de ces deux facteurs ayant des conséquences au niveau de la demande
du marché et des coûts. Ils utilisent pour cela le modèle de choix discrets Mixed Logit
pour l’estimation des demandes selon les préférences des clients, la modélisation des coûts
étant basée sur la méthode ABC (pour Activity-Based Costing) avec les coûts matériel,
de main d’œuvre et des activités sous-jacentes. Ils adoptent un algorithme génétique pour
la sélection du portefeuille de produits et un algorithme à évolution diﬀérentielle pour le
choix des prix.
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Parmi les méthodes analytiques développées, certaines se consacrent à changer le
nombre de cartes dans des systèmes à ﬂux tiré. Dans [Rees et al. 1987], ceci est fait
au début de chaque période sur la base des prévisions de la demande et des observations
du temps de passage des pièces dans l’atelier (lead time). Dans [Gupta et Al-Turki 1997],
des prévisions sont aussi utilisées mais ici avec la notion de périodes glissantes. Les auteurs
se basent sur la moyenne et l’écart-type des temps de traitement pour estimer le temps
nécessaire aﬁn de satisfaire la demande et ainsi, si besoin, le nombre de cartes supplémen-
taires à rajouter et quand. Ces cartes sont retirées à la ﬁn de la période où la décision a
été prise. [Guion et al. 2011] et [Talibi et al. 2013] considèrent aussi la disponibilité d’un
plan de production et, à chaque période, une heuristique basée sur le stock ﬁnal et les dé-
lais de réapprovisionnement des boucles kanban détecte des éventuelles ruptures de stock
(date et quantité). Des cartes supplémentaires peuvent ainsi être rajoutées. Ils utilisent
des plans d’expérience et la simulation pour déterminer des facteurs de contrôle ainsi que
pour étudier l’impact des cartes supplémentaires sur diﬀérents critères de performance.
1.3.2.2 Simulation
Un autre type d’approche implique l’usage de la simulation. [Wu et Wysk 1989] sug-
gèrent par exemple de simuler périodiquement le système pour prendre en compte les
modiﬁcations dans son état et ainsi changer les règles de priorité utilisées lorsque c’est
nécessaire. À la ﬁn de chaque période, la meilleure combinaison de règles de priorité est
choisie pour la période suivante en fonction des objectifs de production. Une variante
consistant à utiliser la simulation pour le pilotage en temps réel est développée dans
[Berchet 2000, Habchi et Berchet 2003] : l’idée est d’appliquer au système des actions
correctives évaluées au préalable par simulation, ce qui correspond à un mécanisme de ré-
gulation du système. Des indicateurs sont alors déﬁnis, chacun contenant des inducteurs
associés à sa dérive évalués selon un ordre prédéﬁni. Chaque inducteur contient quant à
lui des plans d’action aussi évalués selon un ordre prédéﬁni. La simulation est ainsi utilisée
pour les essayer, un par un, jusqu’à ce que la dérive soit éliminée. Le plan d’action retenu
est alors appliqué sur le système réel.
Dans cette même optique, la simulation en ligne est proposée dans [Mirdamadi 2009]
aﬁn de permettre un pilotage réactif ou correctif. Elle est cette fois-ci couplée à un ou-
til d’exécution d’atelier de type MES (pour Manufacturing Execution System), ce qui
d’après [Castagna et al. 2001] en fait un puissant outil d’aide au pilotage. Le travail se
concentre cependant sur la synchronisation nécessaire entre la simulation et l’atelier réel
pour l’étape d’observation en temps réel, cela dans le but d’avoir une image complète et
ﬁdèle du comportement du processus opérationnel. Les étapes suivantes de projection et
de correction ne sont pas mises en place, la première devant mesurer les conséquences
des événements en se projetant dans le futur proche, la seconde aidant au besoin dans le
choix d’une solution adaptée. La simulation en ligne est également adoptée dans [Cardin
et Castagna 2009].
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Des problèmes sur le long terme ont aussi fait l’objet de publications, comme dans
[Pujo 2001]. L’auteur s’intéresse aux changements de site de production et plus préci-
sément à comment eﬀectuer un tel déménagement sans interrompre la production. Une
solution de déménagement progressif entraînant la création de stocks tampon est proposée
et, encore une fois, c’est la simulation qui est utilisée pour l’analyse des scénarios pos-
sibles. Pour décrire la méthode de façon complète et précise, le formalisme DEVS (pour
Discrete Event System Speciﬁcation) est ensuite utilisé dans [Pujo et al. 2006]. Ces tra-
vaux ne portent pas sur l’aspect décisionnel mais se concentrent sur la mise en place d’une
décision supposée déjà prise.
1.3.2.3 Optimisation via simulation
[Saenz de Ugarte 2009] utilise non seulement la simulation mais aussi l’optimisation
au sein d’applications MES et ERP (pour Enterprise Resource Planning) dans le but
d’avoir un modèle intégré de planiﬁcation et d’ordonnancement réactif. Ici, le processus
décisionnel est déclenché par des événements imprévus qui peuvent provenir de diﬀérentes
sources (machine, outil, transport, opérateur, demande, fournisseur) et sont donc détectés
par l’intermédiaire de diﬀérents systèmes (gestion de cycle de vie, gestion de la chaîne
logistique, ERP, MES, etc.). Vient ensuite l’analyse des données pertinentes dont l’état
courant du système. Ici encore, les données de l’ERP et du MES sont nécessaires. Les
décisions peuvent alors être prises puis propagées à chaque niveau de l’entreprise impliqué
et/ou impacté. Cette approche est concentrée sur le court terme : l’optimisation (par un
algorithme génétique) propose des solutions d’ordonnancement et la simulation est utilisée
pour les évaluer.
[Zambrano Rey et al. 2014a] utilisent une approche d’optimisation via simulation pour
déﬁnir d’une part la gamme à utiliser pour chaque produit (parmi des gammes alterna-
tives) et d’autre part leur ordonnancement. Ils proposent une hybridation entre un al-
gorithme génétique et un contrôleur distribué pour les dates de mise à disposition des
pièces dans le système. À chaque fois qu’une perturbation est détectée, les opérations en
cours sont ﬁnalisées et la solution initialement proposée est ensuite recalculée. Le calcul
d’une nouvelle solution implique alors un délai pendant lequel le système reste bloqué.
Les auteurs ont travaillé sur la cellule du pôle AIP-PRIMECA de l’Université de Valen-
ciennes et du Hainaut-Cambrésis en France, cellule qui a fait l’objet d’un benchmark dans
[Trentesaux et al. 2013]. Pour ce travail en particulier, [Zambrano Rey et al. 2014a] la
considèrent dans un environnement juste-à-temps où les déviations par rapport aux dates
de livraison déﬁnissent la performance.
1.3.2.4 Cartes de contrôle ou seuils
Des cartes de contrôle sont utilisées par exemple dans [Takahashi et Nakamura 1999b,
Takahashi et Nakamura 2002]. Les auteurs se servent plus précisément des cartes du type
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moyenne mobile pondérée exponentiellement (EWMA) pour contrôler la moyenne des
temps inter-arrivées des demandes et changer le nombre de cartes dans un système à ﬂux
tiré. Pour construire leur carte, une analyse par simulation sur l’attente des clients est faite
selon le nombre de cartes et le taux d’arrivée. L’objectif est d’avoir une attente moyenne
au plus proche d’un niveau de référence. Ils utilisent aussi une carte de même type pour
la variance et analysent le compromis entre l’attente et les encours dans [Takahashi et al.
2004]. Pour adapter ce type de système, [Hopp et Roof 1998] proposent également un
contrôle statistique pour le taux de sortie vériﬁé par rapport à une valeur de référence à
chaque demande livrée.
Toujours dans le domaine des systèmes à ﬂux tiré, nous trouvons aussi plusieurs mé-
thodes basées sur des règles simples avec des seuils déclenchant des décisions comme celle
de [Tardif et Maaseidvaag 2001]. Leur but est de minimiser les coûts de stockage et de
demandes en retard, la décision se basant sur le stock ﬁnal. Ils utilisent une méthode
de recherche locale gloutonne pour essayer d’optimiser leurs seuils et les performances
sont évaluées par simulation. De nombreux travaux s’en sont inspirés : [Framinan et al.
2006, Shahabudeen et Sivakumar 2008, Sivakumar et Shahabudeen 2008, Takahashi et al.
2010, Le Pallec Marand et al. 2013, Pierreval et al. 2013, Korugan et Gupta 2014].
1.3.2.5 Théorie du contrôle
Nous pouvons encore citer la théorie du contrôle comme étant à la base de plusieurs
travaux comme ceux de [Wiendahl et Breithaupt 1999] pour régler la capacité et le taux
d’entrée d’un système. Ici, l’objectif est que les encours restent à un niveau souhaité et
les problèmes de demandes en retard soient résolus au plus vite. Dans [Deif et ElMaraghy
2006], la modélisation et l’analyse se basent en plus sur l’application de l’analyse de rétro-
action (feedback). Le mécanisme de régulation est conçu grâce à des méthodes d’analyse
de fonctions de transfert. Des variations de la demande sont détectées par des dérives
dans les encours et/ou le taux de production (par rapport à des valeurs de référence). Des
ajustements sont alors faits au niveau des encours (taux d’entrée dans le système) et/ou
de la capacité (nombre de machines ou composants) en tenant compte des dates de livrai-
son. Les fonctions de transfert sont à nouveau utilisées dans [Deif et ElMaraghy 2007] où
des actions correctives sont appliquées en cas de divergences dans les niveaux désirés de
production, stock et encours. Les auteurs considèrent que des prévisions de demande sont
disponibles, ce qui permet de sélectionner via l’analyse de régression (sur des périodes
glissantes) quelle politique de planiﬁcation et contrôle de la production adopter et pour
combien de temps.
[Tamani et al. 2009] proposent quant à eux un mécanisme de contrôle ﬂou de type
Takagi-Sugeno pour réguler les ﬂux de production. Tout en respectant leur capacité maxi-
male, les taux de production des machines sont ainsi ajustés en fonction des niveaux de
stocks, des encours et du déﬁcit ou excédent de production. Ce contrôle implique des
ajustements au niveau local où les performances sont considérées de façon myope. Il peut
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aussi impliquer l’intervention d’un superviseur lorsque des déviations de la performance
sont constatées par rapport à des indicateurs globaux. Deux mécanismes d’agrégation
sont suggérés pour traiter l’aspect multi-objectif : soit la déﬁnition d’une action indépen-
dante pour chaque indicateur de performance puis l’agrégation des actions, soit l’agré-
gation des mesures des indicateurs de performance puis la détermination d’une action
relative à l’objectif agrégé. Le premier s’applique s’il n’y a pas de préférence ni d’interac-
tion/contradictions entre les objectifs, le second dans le cas contraire. Ce travail est une
extension de [Tamani et al. 2008].
1.3.2.6 Apprentissage
Les objectifs sont aussi le centre d’intérêt de [Shin et al. 2012] mais cette fois concernant
leur caractère dynamique. Les auteurs proposent ainsi un mécanisme pour leur régula-
tion : un système d’inférence ﬂoue basé sur un réseau de neurones mis à jour par un signal
de renforcement de l’environnement. Deux réseaux de neurones sont en fait utilisés. Le
premier (de régulation d’objectif) encapsule les règles ﬂoues et est mis à jour en perma-
nence par un signal de renforcement interne. Ce signal est délivré par le second réseau
(d’évaluation) qui calcule la compatibilité entre les objectifs et la situation actuelle de
l’environnement. Ils appliquent ce mécanisme à un problème de planiﬁcation de produc-
tion dans le but d’organiser dynamiquement des ressources, l’allocation des commandes
étant faite selon les objectifs individuels des ressources.
L’apprentissage par renforcement est aussi adopté dans [Aissani et al. 2008] pour le
pilotage en temps réel, et plus précisément pour l’allocation des tâches aux machines.
Des agents assurent une amélioration continue de la performance globale du système en
apprenant (par des récompenses) le meilleur comportement à adopter dans leurs divers
rôles (l’auto-organisation, la planiﬁcation des tâches, etc.). Nous avons ici un problème
relevant plus de la planiﬁcation dynamique que de l’adaptation. D’autres aspects tels que
le multi-objectif sont ensuite intégrés dans [Aissani 2010] alors qu’[Aissani et al. 2012]
adaptent et étendent l’approche au contexte des entreprises multi-sites.
Un autre type d’approche d’apprentissage sans base d’exemples est proposé pour le
pilotage en temps réel dans [Mouelhi-Chibani 2009, Mouelhi-Chibani et Pierreval 2010].
Le but est de sélectionner dynamiquement la règle de priorité à utiliser pour l’ordonnan-
cement des pièces (parmi des règles existantes). Pour cela, un couplage est fait entre la
simulation, l’optimisation et l’apprentissage par réseaux de neurones. Les choix sont faits
selon le nombre de pièces (et leur type) dans chaque ﬁle d’attente. De plus, les valeurs
minimale, moyenne et maximale sont utilisées pour les temps opératoires, les marges libres
(slack time) et les dates de livraison (due date).
Dans [Metan et al. 2010], nous avons une approche qui combine simulation, fouille de
données et cartes de contrôle pour sélectionner périodiquement des règles de priorité pour
le pilotage. Une carte de contrôle est utilisée pour suivre la performance de l’arbre de
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décision. Ce dernier est mis à jour si nécessaire par un nouveau processus d’apprentissage
intégrant les données plus récentes. La carte de contrôle peut aussi passer par un processus
de mise à jour si elle ne s’avère plus assez performante. Par exemple, cela peut se produire
si deux mises à jour successives de l’arbre de décision ne suﬃsent pas à remettre le
processus en équilibre. Ce travail est une extension de [Metan et Sabuncuoglu 2005].
Des modèles de simulation ont aussi été utilisés plus tôt pour évaluer les performances
des règles de priorité à partir des diﬀérents états d’un atelier. Les données simulées servent
ainsi à générer un ensemble d’apprentissage. Dans [Pierreval 1992b], un réseau de neurones
est entraîné à prédire la combinaison adéquate de règles à utiliser selon l’état du système
et le(s) critère(s) de performance à optimiser. À noter qu’ici, chaque station de travail
peut utiliser une règle diﬀérente. Les combinaisons considérées sont en fait classées de
façon pondérée, ce qui permet d’évaluer la « certitude » du résultat et laisse ainsi le choix
ﬁnal au décideur. Dans [Caskey 2001] et également pour un réseau de neurones, l’ensemble
d’apprentissage est construit à l’aide d’un algorithme génétique qui retourne, pour certains
états du système, la meilleure règle à appliquer à chacune des machines d’un atelier. Dans
[Piramuthu et al. 1993], l’apprentissage par induction est utilisé pour la reconnaissance
de patterns. C’est alors un problème de classiﬁcation où des règles conditionnelles (if-
else) sont ensuite utilisées pour choisir parmi des règles de priorité existantes. Ces types
d’approche sont aussi appliqués pour changer le nombre de cartes dans les systèmes à
ﬂux tiré. Les décisions sont prises soit périodiquement où des prévisions sont considérées
comme disponibles [Wray et al. 1997, Markham et al. 1998], soit lorsque des variations
dans la demande sont détectées [Takahashi et Nakamura 1999a].
Dans le cas de sous-utilisation de la capacité du système, [Yildirim et al. 2006] utilisent
des réseaux de neurones couplés à la simulation. Leur but est d’ajuster : le nombre de
machines actives dans chaque station de travail, la règle de priorité pour l’ordonnancement
et le coeﬃcient utilisé pour le calcul des dates de livraison. En fait, ce sont des réseaux
parallèles : un réseau est construit pour chaque paire <règle, coeﬃcient>. Pour P règles,
K coeﬃcients et L nombres de machines dans chacune des M stations de travail, cela
nous donne R = P ·K réseaux. Leur structure est la suivante : une couche d’entrée avec
les performances souhaitées par le gestionnaire, une couche cachée et une couche de sortie
avec le nombre de machines dans chaque station de travail. Les R solutions proposées
(une par réseau) sont simulées pour faire le choix ﬁnal, ce qui est toujours moins coûteux
que de simuler LM alternatives pour chaque combinaison <règle, coeﬃcient>.
Des réseaux de neurones et la simulation sont à nouveau utilisés dans [Araz et Salum
2010], avec en plus un système d’inférence ﬂoue. Ici, l’aﬀectation des opérateurs et les
règles de priorité sont redéﬁnies à chaque intervalle ﬁxe de temps ou suite à des seuils
franchis par les mesures de performance. Les critères de performances sont liés au re-
tard, au temps de passage des pièces dans l’atelier (ﬂow time), au temps d’attente dans
le système et aux encours. Les données utilisées comprennent les taux d’utilisation des
machines et des opérateurs, le nombre moyen de pièces dans les ﬁles d’attente, le temps
moyen de transfert des opérateurs et les performances courantes. À cela se rajoutent trois
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paramètres, à savoir : le taux d’arrivée, le nombre de types de pièce dans le système et
le coeﬃcient utilisé pour le calcul des dates de livraison. La simulation est utilisée pour
générer des ensembles d’apprentissage et de validation pour le réseau de neurones. Ces
ensembles sont constitués des diﬀérentes combinaisons de variables de décision et d’états
du système. Le réseau de neurones est quant à lui utilisé pour estimer les mesures de
performance, donc en tant que méta-modèle de simulation. Enﬁn, pour une évaluation
multicritère, le système d’inférence ﬂoue agrège les valeurs de performance pour fournir
une performance globale. Celle-ci permet de déterminer quelle combinaison de variables de
décision utiliser pour la prochaine période de production ou jusqu’au prochain événement
déclencheur.
1.3.2.7 Autres
D’autres approches sont inspirées non seulement de la biologie (comme du comporte-
ment de neurones trouvé ci-dessus), mais aussi des lois physiques. C’est dans cette op-
tique que [Leitão et al. 2012] utilisent une structure distribuée modélisée par des systèmes
multi-agents implémentant un mécanisme basé sur des champs potentiels. Ce mécanisme
est aussi mis en place dans [Pach et al. 2012]. Dans les deux travaux, l’application concerne
l’allocation dynamique de tâches et le routage dynamique de palettes, l’objectif étant de
minimiser le temps total d’exécution (makespan). Chaque ressource émet des champs at-
tractifs selon ses fonctionnalités (les services oﬀerts) et sa disponibilité, leur intensité se
réduisant avec la distance (ou le temps de transport). Cela permet à un produit de devenir
en quelque sorte actif : il décide dynamiquement de son aﬀectation à la ressource qui émet
le plus grand champ potentiel. Cette aﬀectation ne pourra changer qu’à certains points
précis de l’acheminement du produit, points dits de divergence puisqu’ils matérialisent la
possibilité de suivre diﬀérents chemins si les champs ont changé entre temps. À chaque
réaﬀectation, l’itinéraire est changé en conséquence. L’état des ﬁles d’attente et la date de
libération des ressources sont utilisés comme information additionnelle dans [Pach et al.
2012] pour mesurer leur attractivité. Les deux travaux ont été implémentés dans la cellule
du pôle AIP-PRIMECA mentionnée précédemment (Section 1.3.2.3).
Cette même cellule, en versions réelle et virtuelle (adaptée pour permettre des chan-
gements de la structure physique), a encore été reprise dans [Barbosa et al. 2015] pour
évaluer une nouvelle approche. Les auteurs présentent un mécanisme d’auto-organisation
bidimensionnel prenant en compte des composants comportemental (niveau micro) et
structurel (niveau macro) pour permettre de réagir de manière souple ou drastique. En
plus de l’allocation des produits aux machines remise en cause dans un exemple lors de
pannes, nous trouvons l’agencement des machines modiﬁé dans un deuxième exemple suite
à l’arrivée d’un nouvel ordre de fabrication. Chaque élément du système, modélisé par un
agent, surveille son état et son environnement de façon à détecter des déclencheurs et des
opportunités pour évoluer. Deux types de données sont utilisées : locales plus précises
et à jour ; globales pour une solution plus stable à long terme et pour moins de myopie.
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Des mécanismes de renforcement règlent progressivement le compromis entre leur usage.
L’élément aﬀecté auto-organise son comportement par des règles et mécanismes internes.
Pour répondre à des changements plus profonds, il auto-organise aussi ses relations avec
d’autres éléments et/ou leur organisation, ce qui peut être fait logiquement ou physi-
quement. L’idée est de surveiller constamment l’état du système et d’en extraire des faits
devant être interprétés par une base de règles. Si cela abouti à des propositions de change-
ment, celles-ci doivent être validées par un stabilisateur de nervosité (inspiré de la théorie
du contrôle) qui cherche à éviter un comportement chaotique. Un processus d’appren-
tissage permet de générer, de supprimer et d’adapter les connaissances qui constituent
la base de règles. Il comprend un apprentissage social pour propager l’information par
un mécanisme de type phéromone et un apprentissage par renforcement pour évaluer les
décisions passées. Ces dernières ont un impact positif ou négatif dans les choix futurs du
même ordre. Leur évaluation est faite sur la base de l’état du système lors de la prise de
ladite décision, du choix fait et de la performance atteinte. Le critère pris en compte dans
les exemples est ici encore la minimisation du temps total d’exécution.
Pour le pilotage et plus précisément l’allocation dynamique de ressources, [Reaidy
2003] utilise aussi des systèmes multi-agents. Le mécanisme est cette fois-ci basé sur des
protocoles de négociation et sur la théorie des jeux. En utilisant des informations telles
que les tâches prioritaires et les temps de traitement sur des diﬀérentes machines, chaque
produit choisit de façon consensuelle une ressource uniquement pour sa prochaine tâche,
et ce lors de la ﬁn de la tâche courante. Dans [Borangiu et al. 2010], c’est une structure
holonique basée sur la coopération et la négociation qui gère l’allocation des produits
aux machines. Ils utilisent des informations telles que la capacité, la fonctionnalité et la
disponibilité des ressources, les temps de transport et de traitement ou encore la priorité
des produits.
Nous pouvons encore trouver dans [Baqai 2010] l’analyse de la co-conception d’un
processus d’usinage et de la conﬁguration d’un système reconﬁgurable en tenant compte
des contraintes technologiques et des interactions entre le processus et les ressources. Un
nouveau produit à faire entraîne une analyse des gammes possibles (et des structures
respectives). Sera ensuite choisie celle qui minimise la reconﬁguration et ainsi son coût
(nombre de machines, positionnement, conﬁguration, aﬀectation des opérations aux ma-
chines). L’auteur s’intéresse alors aux changements de la structure physique et des modules
utilisés par les machines. Pour ce faire, il utilise une approche de conception axiomatique
avec un domaine de performances intégré pour le lien entre les besoins fonctionnels et
les éléments physiques. D’autre part, il utilise une approche Fonction-Comportement-
Structure (ou FBS pour Function-Behavior-Structure) adaptée pour formaliser et évaluer
les solutions. Pour ce qui est de la co-conception, [Aldanondo et al. 2008, Vareilles et al.
2008, Pitiot et al. 2013, Pitiot et al. 2014] proposent l’utilisation de modèles basés sur des
contraintes pour concevoir progressivement un produit et la planiﬁcation de son processus
de production.
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1.4 Conclusion
Dans ce chapitre, nous avons présenté le contexte général d’adaptation dans lequel
s’inscrit ce travail de thèse avec les diﬀérents concepts et paradigmes qui l’entourent.
Pour une meilleure analyse, les contributions de la littérature ont été découpées en deux
grandes dimensions, l’une plutôt conceptuelle et l’autre orientée vers la pratique.
Malgré l’intérêt croissant des chercheurs pour les problèmes liés à l’adaptation, le
vocabulaire reste confus si l’on s’intéresse à comment caractériser les systèmes qui visent à
intégrer les aptitudes nécessaires. Ceci peut être expliqué par l’absence d’une spéciﬁcation
claire, uniﬁée et formelle des éléments et processus impliqués dans l’adaptation de ces
systèmes. Les auteurs ne s’accordent pas toujours sur les termes utilisés. De plus, nous
avons constaté un manque d’uniformité dans la façon dont les contributions techniques
sont présentées : toutes ne fournissent pas les mêmes types d’informations alors qu’elles en
négligent parfois certaines qui pourraient s’avérer importantes. Ces aspects n’ont fait que
mettre en évidence la nécessité d’un cadre conceptuel pour aider à mieux comprendre et
exploiter le domaine. C’est pourquoi le chapitre suivant sera consacré à notre proposition,
publiée dans [Belisário et Pierreval 2013].
Sur le plan pratique, nous pouvons dresser diverses constatations à partir des approches
existantes qui témoignent du fort besoin d’aide à la décision pour l’adaptation des systèmes
de production. Tout d’abord, ces approches se concentrent très souvent sur le pilotage à
très court terme. Par ailleurs, plusieurs travaux considèrent que des prévisions et/ou plans
de productions sont disponibles, ce qui permet la décomposition du problème en périodes
et facilite l’usage de méthodes d’optimisation. Cela peut être à l’origine de plusieurs sous-
classes de problèmes au sein de la même problématique. La simulation a aussi largement
été utilisée, ce qui n’est pas sans lien avec sa capacité à représenter la dynamique des
systèmes de production ainsi qu’à prendre en compte leur complexité. Cependant, tout
le potentiel de la simulation n’est pas exploité. De plus, nous pouvons remarquer que ces
dernières années, les méthodes d’apprentissage issues de l’intelligence artiﬁcielle regagnent
de l’intérêt. C’est pourquoi nous nous intéresserons à ces deux points dans le Chapitre 3.
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Chapitre 2
Proposition d’un Cadre Conceptuel
pour l’Adaptation des Systèmes de
Production
2.1 Introduction
Nous avons vu dans le chapitre précédent que les systèmes de production visant à
s’adapter à un environnement changeant sont de plus en plus présents dans la littérature.
Bien que de nombreux chercheurs aient publié sur le sujet, ils ont souvent mis l’accent sur
le développement de solutions ou de considérations opérationnelles pour des problèmes
spéciﬁques d’adaptation. Au niveau conceptuel, des paradigmes importants ont été intro-
duits. Citons l’identiﬁcation de facilitateurs à l’adaptation et de quelques caractéristiques
structurelles et opérationnelles que les systèmes adaptables devraient intégrer.
Cependant, ces systèmes tout comme leur processus d’adaptation restent jusque-là
insuﬃsamment déﬁnis. Les nombreux travaux sur le sujet s’avèrent utiles pour la com-
préhension des problèmes d’adaptation sans pour autant fournir un ensemble uniﬁcateur
et générique des piliers nécessaires pour parvenir à trouver une solution à ces problèmes.
Autrement dit, la littérature manque encore d’une caractérisation générique permettant
non seulement de mieux communiquer, spéciﬁer et classer les problèmes dans ce domaine,
mais aussi d’aider à identiﬁer d’éventuelles directions de recherches. Tous ces facteurs
étant considérés et renforcés par le manque de certaines informations dans de nombreuses
contributions techniques, nous proposons un cadre conceptuel pour combler cette absence
de généricité [Belisário et Pierreval 2013]. Aﬁn de montrer qu’il recouvre bien la littérature
du domaine, il sera confronté avec celle-ci.
Ce chapitre s’organise comme suit. Nous présenterons tout d’abord l’orientation glo-
bale de notre cadre conceptuel, puis nous mettrons l’accent sur chacun des composants
qu’il regroupe. Nous en proﬁterons pour énoncer un certain nombre de considérations
basées sur ou extrapolant la littérature. Elles porteront essentiellement sur les diﬃcultés
et/ou précautions concernant ces composants. Cette démarche aidera à mieux comprendre
la problématique d’adaptation qui nous intéresse.
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2.2 Principes
Nous nous intéressons à fournir une déﬁnition structurée et uniﬁée des éléments de base
et des processus impliqués dans l’adaptation des systèmes de production. Dans le domaine
de la simulation, le formalisme DEVS pour la spéciﬁcation des systèmes à événements
discrets [Zeigler 1976] est bien connu, suﬃsamment générique et donc largement utilisé
pour spéciﬁer une grande variété de modèles. De même, une description conceptuelle des
modèles est proposée dans [Bel et Dubois 1985]. Ces approches de type systémique ont
partiellement inspiré le cadre conceptuel que nous développerons par la suite.
Nous cherchons à décrire les systèmes de production du point de vue de leur adapta-
bilité, soit « la capacité d’un système de contrôle de modiﬁer ses propres paramètres en
réponse à un changement mesuré dans les conditions opératoires » [APICS 1998].
Notre approche peut ainsi se résumer autour de trois questions-clés :
• Comment décider de l’évolution ?
• Qu’est-ce qui peut évoluer ?
• Quand évoluer ?
Dans ce qui suit, nous considérons que le système de production est contrôlé à l’aide
d’un composant responsable de la gestion du processus d’adaptation (donc, le système de
contrôle). Il est ici nommé « superviseur » et doit être déﬁni par sa structure organisa-
tionnelle, son mécanisme de changement et ses objectifs.
La Figure 2.1 illustre alors le lien entre le superviseur (processus décisionnel) et le
système de production. En mettant en avant les éléments essentiels à l’adaptation, elle
schématise l’approche adoptée pour la déﬁnition de notre cadre conceptuel. À travers les
informations de l’environnement et les indicateurs parvenus de la production, le supervi-
seur décide quant au moment et à la nature d’une adaptation pour atteindre les objectifs
ﬁxés. Sa décision est transmise au système de production pour une mise en place (qui doit
bien souvent être validée au préalable par un gestionnaire) et peut être évaluée à l’aide
d’indicateurs. C’est un processus permanent, basé sur des plans de production et/ou sur
l’évolution des indicateurs, qui vise l’adaptation continue. Le processus recommence à
chaque nouveau besoin de changement identiﬁé. D’autres interactions entre l’environne-
ment, l’entreprise et le système de production (liées à leur inﬂuence mutuelle) ne sont
volontairement pas représentées.
Sur la base de cette analyse globale, nous suggérons que les systèmes adaptables in-
troduits précédemment (Section 1.2.2) soient décrits par un 7-uplet 〈O,C, I, T, S,M,G〉,
où :
• O : Objet(s) modiﬁable(s) ;
• C : Type(s) de changement ;
• I : Information(s) utilisée(s) ;
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Figure 2.1 – Interactions entre les diﬀérents éléments nécessaires à l’adaptation continue
d’un système de production
• T : Stratégie de déclenchement ;
• S : Structure organisationnelle du superviseur ;
• M : Mécanisme de changement utilisé par le superviseur (ou principes pour l’obte-
nir) ;
• G : Objectif(s).
Dans les sous-sections suivantes, nous nous concentrerons sur chacun de ces compo-
sants, introduits en lien avec la question à laquelle ils répondent. Des références impor-
tantes illustreront la façon dont ils sont traités dans la littérature. D’autre part, ces réfé-
rences nous permettront de voir la capacité du cadre conceptuel proposé (et du formalisme
qui en découle) à catégoriser les approches publiées.
2.3 Composants du cadre conceptuel
2.3.1 Qu’est-ce qui peut évoluer ?
2.3.1.1 Objets modiﬁables
Dans un système de production et dans le but de mieux répondre à une situation
donnée, de nombreuses décisions sont à prendre concernant ses multiples composants
qui peuvent être adaptés. Il nous faut donc tout d’abord identiﬁer ces composants qui
permettent des changements, par exemple grâce à leur modularité. Pour cela, le système
ne doit pas être considéré dans sa globalité : il doit être décomposé.
Nous déﬁnissons l’ensemble O = {oj | j = 1..J} des objets modiﬁables du système
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qui permettent des modiﬁcations dans leur structure ou dans leurs relations avec d’autres
objets (la précision « modiﬁable » pour un objet sera la plupart du temps omise par la
suite). Ce ne sont pas nécessairement des objets physiques (comme le sont par exemple
les machines, les opérateurs et les produits) : ils peuvent aussi être logiques (comme les
règles de priorité, la gestion des stocks ou les logiciels). Toutefois et indépendamment de
leur nature, ils sont caractérisés par leurs attributs qui déﬁnissent leur état courant (par
exemple, leur emplacement), état qui peut changer avec le temps. Chaque objet oj ∈ O est
alors caractérisé par un vecteur Aj = {aj,k | k = 1..Kj} qui représente ses Kj attributs ;
et chaque attribut aj,k prend sa valeur dans un ensemble Ej,k.
Ces attributs peuvent être ﬁxes ou variables. Ce sont ceux intrinsèquement variables
(et contrôlables) qui permettent les changements et qui sont donc remis en question dans
le cadre d’une adaptation. Puisque le but ici est justement de les exploiter, chaque vecteur
non-nul Aj associé à un objet oj contient uniquement ses attributs dits variables. Kj fait
ainsi référence au nombre d’attributs variables d’un objet (la précision « variable » pour
un attribut sera elle aussi la plupart du temps omise par la suite). Par conséquent, chaque
ensemble Ej,k contient au moins deux éléments comme valeurs possibles pour un attribut.
Dans le cas contraire, on n’aurait pas la possibilité de modiﬁer l’attribut aj,k qui est associé
à cet ensemble.
Notons que le vecteur d’attributs Aj dépend totalement de l’objet oj qu’il décrit, ces
deux éléments ne pouvant pas être dissociés.
La combinaison des Kj ensembles pour un objet oj donné déﬁnit toutes les possibilités
de conﬁguration liées à cet objet. Ainsi, la conﬁguration d’un objet à un instant donné
t est déﬁnie par les valeurs de tous ses attributs à cet instant (aj,k,t, ∀j, k). De même, la
conﬁguration globale du système est caractérisée par la conﬁguration de tous ses objets.
Elle prend sa valeur dans un ensemble Ω qui représente toutes les conﬁgurations possibles
du système. Notons que, dans un problème de reconﬁguration/adaptation typique, l’en-
semble O des objets est ﬁxe, tandis que dans une approche plus globale d’évolution, de
nouveaux objets peuvent être créés et/ou supprimés dynamiquement.
Le diagramme de classe de la Figure 2.2 résume cette description. Pour plus de détails
sur le formalisme UML, se référer par exemple à [Muller et Gaertner 1997].
À titre illustratif, si un système compte X machines et Y opérateurs, nous pouvons
avoir les objets oj où j représente les machines de 1 à X et les opérateurs de X+1 à X+Y .
Rappelons que J représente le nombre total d’objets, donc ici J = X + Y . Considérons
deux attributs pour chaque machine : la position aj,1 et le taux de production aj,2. Nous
avons donc le nombre d’attributs variables Kj = 2 | j = 1..X. Pour chaque opérateur,
considérons un seul attribut : l’aﬀectation aj,1. Ici nous avons Kj = 1 | j = X+1..X+Y .
Enﬁn, l’ensemble Ej,1 pour un opérateur pourrait par exemple contenir les machines pour
lesquelles il est habilité.
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Figure 2.2 – Diagramme de classe modélisant les Objets modiﬁables d’un système de
production
2.3.1.2 Types de changement
Une telle caractérisation instantanée (conﬁguration courante) n’est cependant pas suf-
ﬁsante sans que l’on identiﬁe comment la modiﬁer pour évoluer dans Ω. Chaque objet
identiﬁé peut être modiﬁé par des changements de ses attributs variables, ce qui nous
mène aux types possibles de changement qui peuvent être mis en place. Ces changements
appliqués aux attributs sont caractérisés par leur type et appartiennent à un ensemble
C = {cl | l = 1..L} tel que : {déplacement, réaﬀectation, etc.}. Il faut alors déﬁnir chaque
type de changement cl en fonction de chaque attribut variable aj,k de chaque objet mo-
diﬁable oj. Ainsi, un changement de type réaﬀectation aura une incidence sur l’attribut
correspondant à l’aﬀectation de l’objet opérateur, c’est-à-dire sur l’ensemble actuel de
tâches qu’il réalise. Les types de changement C peuvent aﬀecter des quantités, des empla-
cements, des capacités, des compétences ou l’utilisation de modules/outils, entre autres.
Certains de ces éléments sont identiﬁés dans la Figure 2.3 proposée par [ElMaraghy 2006].
Encore une fois, dans les systèmes dits évolutifs, des objets peuvent être créés ou suppri-
més par des types spéciﬁques de changement ; citons en exemple l’achat, la location ou
la vente pour une machine, le recrutement, la sous-traitance, le licenciement ou la ﬁn de
contrat pour un employé.
Chaque cl est une fonction modiﬁant la valeur actuelle aj,k,t d’un attribut en une autre
valeur possible, tout en respectant les contraintes existantes. Par exemple, un déplacement
change la position d’une machine tout en conservant des relations de précédence. De
même, on ne peut pas réaﬀecter un opérateur à des tâches dont il n’est pas autorisé ni/ou
habilité à eﬀectuer : son aﬀectation peut uniquement prendre une valeur dans un ensemble
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Figure 2.3 – Reconﬁguration des systèmes de production selon [ElMaraghy 2006]
de tâches possibles selon ses compétences (et selon les ordres provenant de la hiérarchie).
Signalons une autre caractéristique importante liée aux diﬀérents types de change-
ments : qu’ils concernent un seul objet ou plusieurs, ils peuvent être interdépendants. Par
conséquent, les modiﬁcations doivent être réalisées dans une séquence cohérente, certaines
séquences de changements pouvant même être imposées lorsqu’un changement en appelle
un autre. Par exemple, la formation d’un opérateur permet de l’aﬀecter à des tâches sur
une nouvelle machine, ce qui implique des changements dans diﬀérents attributs d’un
même objet avec un ordre cohérent. Cette formation ne serait cependant pas très perti-
nente si, en même temps, la machine correspondante est déplacée à un autre endroit non
accessible par cet opérateur, ce qui correspondrait à des changements dans les attributs
de diﬀérents objets mais cette fois-ci dans un ordre incohérent. Un tel changement dans
la position d’une machine nécessiterait également des changements dans le circuit que
les pièces utilisent pour accéder aux machines, une séquence de changements serait donc
imposée. Un exemple concret d’interdépendance est adressé dans [Leitão et al. 2012, Pach
et al. 2012] où les pièces sont réaﬀectées à des machines, impliquant la modiﬁcation de
leur acheminement en conséquence.
Ces interdépendances peuvent également être à l’origine de certaines contraintes. Ci-
tons le cas où deux opérateurs ont les mêmes compétences. Puisque de nouvelles aﬀec-
tations pourraient se chevaucher, la modiﬁcation d’un même attribut (aﬀectation) sur
deux objets (opérateurs) diﬀérents doit être faite de façon à ce que la valeur attribuée
au premier ne puisse pas l’être au deuxième, ce qui requiert une séquence cohérente de
changements. À ce propos, [Mrabet et al. 2001] ont mis en avant la nécessité d’une compa-
tibilité entre les états des diﬀérentes entités d’un système. De même, [Mittal et Frayman
1989] déﬁnissent la conﬁguration (et par conséquent la reconﬁguration) comme un type
spécial d’activité de conception ayant une caractéristique-clé : ce qui est conçu est en fait
assemblé à partir d’un ensemble de composants prédéﬁnis qui ne peuvent être reliés entre
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eux que de certaines façons. Ces aspects sont alors à analyser avec attention mais une
telle analyse sort de l’étendue de notre cadre conceptuel.
À titre illustratif, nous pouvons citer [Aldanondo et al. 2008, Vareilles et al. 2008]. Pour
traiter les éventuelles contraintes et/ou interdépendances, les auteurs se sont basés sur le
problème de satisfaction de contraintes (ou CSP pour Constraint Satisfaction Problem)
[Montanari 1974, Tsang 1993] et plus précisément sur le concept des contraintes dites
d’activation/inhibition et de compatibilité/incompatibilité [Mittal et Falkenheiner 1990].
Ils ont appliqué ces concepts pour coupler la conﬁguration d’un produit à la planiﬁcation
de son processus de production, une phase d’optimisation ayant été ajoutée dans [Pitiot
et al. 2013, Pitiot et al. 2014]. Le même type d’idée est aussi à la base des travaux de
[Topçu 2014] décrits dans la chapitre précédent.
Enﬁn, soulignons la déﬁnition des horizons temporels auxquels on associe une déci-
sion. Nous avons d’une part l’horizon décisionnel HD,l qui correspond à l’un des niveaux
stratégique, tactique ou opérationnel (soit au long, moyen ou court termes) [Lemaître
1981]. D’autre part, Hmin,l indique le temps pendant lequel une décision reste valable : il
s’agit de son temps minimal d’application. HD,l et Hmin,l sont tous les deux dépendants
de la décision prise, donc du type de changement à mettre en place. Ils font donc partie
de sa caractérisation, c’est pourquoi ils sont indexés par l. De plus, Hmin,l peut parfois
être déﬁni en fonction de HD,l. À cela s’ajoute encore le temps de mise en place d’un
changement Hdure´e,l qui n’est pas forcément négligeable et qui peut dépendre de plusieurs
facteurs. Ainsi, HD,l, Hmin,l et Hdure´e,l peuvent être également indexés par j (indice pour
les objets) mais nous n’irons pas jusqu’à ce niveau de détail dans cette thèse. À titre
d’exemple, le temps de déplacement d’une machine dans [Barbosa et al. 2015] dépend de
la distance à parcourir mais peut aussi varier selon la taille, le poids et la complexité des
connexions (câbles pour installation/désinstallation) de la machine concernée. Souvent lié
à des aspects techniques, Hdure´e,l peut également inﬂuencer la déﬁnition de Hmin,l (Figure
2.4) et est souvent à l’origine de HD,l. Le diagramme de classe de la Figure 2.5 illustre
l’ensemble de cette description.
Figure 2.4 – Conséquences d’une décision dans le temps
En ce qui concerne Hmin,l, même si sa valeur peut parfois être négligeable, il arrive
qu’elle soit nécessaire pour certaines décisions. C’est par exemple le cas lors de la réaf-
fectation d’opérateurs ou du déplacement de machines car il va de soi que l’on ne peut
pas les remettre en cause à chaque instant. De plus, un temps est parfois nécessaire pour
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Figure 2.5 – Diagramme de classe modélisant les Types de changement pouvant aﬀecter
un système de production
qu’une décision prenne eﬀet. Quelques considérations sont donc importantes à propos de
la déﬁnition de Hmin,l. Aﬁn d’être très sensible (et donc réactif) aux changements, cet
horizon peut être très court, mais cela peut induire des adaptations excessives. Ce phé-
nomène peut être non souhaitable car, en plus des coûts induits, il peut conduire à une
forte instabilité du système. On parle ici de nervosité du système, cette dernière faisant
généralement référence à la fréquence des changements qui y sont apportés [Barbosa et al.
2012]. Quand un système réagit trop impulsivement et rapidement aux changements et/ou
perturbations, il est dit trop nerveux [Hadeli et al. 2006]. Il faut cependant ajouter que,
même si une logique induisant trop de changements ne serait pas acceptable d’un point
de vue industriel en raison des coûts additionnels (pas forcément mesurables), la nervo-
sité est souvent négligée lors de la conception et de la gestion des systèmes adaptables.
Puisqu’adapter trop souvent le système peut être très coûteux pour sa performance, une
période transitoire bloquant tout réajustement après chaque changement peut être une
solution simple en ce qui concerne le contrôle de la nervosité, Hmin,l pouvant être utilisé
dans ce but. Cela éviterait l’enchaînement de réajustements où le prix à payer serait l’in-
capacité du système à répondre à des changements soudains et importants s’enchaînant
trop vite. D’autres approches typiques pour calmer la nervosité sont de restreindre le
nombre de changements dans une fenêtre de temps ou alors de permettre leur application
seulement à des intervalles prédéﬁnis [Barbosa et al. 2012]. Un mécanisme plus complexe
pour sa stabilisation et basé sur la théorie du contrôle est proposé par [Barbosa et al.
2015]. Tous ces facteurs considérés, les eﬀets et le contrôle de la nervosité implicite aux
systèmes adaptables mériteraient une étude approfondie. Cela sort cependant de la portée
du cadre conceptuel auquel ce chapitre est consacré.
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2.3.1.3 Bilan
Pour répondre à la première question « Qu’est-ce qui peut évoluer ? », nous venons de
déﬁnir un espace des possibles de façon à en tirer le meilleur proﬁt. Même si les attributs
variables sont un élément crucial dans cette caractérisation, ils n’existent que par les objets
qu’ils décrivent et ne constituent donc pas un élément à part entière. De plus, malgré la
pertinence d’y inclure les contraintes, celles-ci sont liées à chaque problème en particulier
et peuvent donc conduire à une perte de généralité. Nous nous concentrons donc sur le
couple <Objets modiﬁables, Types de changement>. La Figure 2.3 d’[ElMaraghy 2006]
en présente quelques éléments. Le Tableau 2.1 fournit quant à lui une représentation
plus large des objets modiﬁables dans les systèmes de production associés à leurs types
de changement (l’espace des possibles), mais il n’en constitue pas pour autant une liste
exhaustive. Pour les cas qui le dépassent, il reste tout à fait possible de suivre le formalisme
proposé en l’adaptant en conséquence. Enﬁn, les références bibliographiques illustrent des
cas publiés portant sur un attribut variable d’un objet et un type de changement en
particulier.
2.3.2 Quand évoluer ?
2.3.2.1 Informations utilisées
Avec tout ce qui est susceptible à adaptation dans un système de production, la déci-
sion de quoi changer (quels attributs de quels objets) et à quel moment le faire dépend de
la situation dans laquelle le système évolue. Il est donc important d’avoir des informations
et/ou mesures pertinentes qui permettront la prise de ces décisions. Elles doivent notam-
ment détecter, parmi les diﬀérents changements dans les conditions de fonctionnement,
ceux qui justiﬁent réellement d’une quelconque adaptation.
Généralement, dans les entreprises manufacturières, d’énormes quantités de données
sont recueillies à diﬀérents niveaux. Elles peuvent être de diﬀérentes natures, qualitatives
ou quantitatives, donc plus ou moins diﬃciles à mesurer [Barbosa 2015]. Aﬁn d’avoir un
système de production plus eﬃcace, ces données disponibles doivent être transformées en
informations et connaissances, c’est-à-dire qu’elles doivent être organisées, transférées et
interprétées dans le but d’être utiles dans le processus décisionnel [Dudas et al. 2011]. Ces
informations, regroupées dans l’ensemble d’informations I, comportent plusieurs aspects,
parmi lesquels on trouvera typiquement :
• L’état du système (par exemple, les niveaux des stocks et des encours, la disponibilité
des ressources, l’aﬀectation des opérateurs) ;
• Des données historiques (par exemple, la fréquence des pannes et les temps eﬀectifs
pour leur correction par l’équipe de manutention, l’intervalle entre l’arrivée des
demandes) ;
• Des prévisions ou des plans de production ;
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Objet Attribut variable Type de changement Exemples
Atelier
Nombre de machines Ajout/Retrait de machines
[Deif et ElMaraghy
2006, Yildirim et al.
2006, Aryanezhad et al.
2009, Baqai 2010]
Nombre d’opérateurs Recrutement/Licenciement [Aryanezhad et al. 2009]
Calendrier
Changement des horaires
d’ouverture-fermeture
Machine
Position Déplacement
[Aryanezhad et al.
2009, Baqai 2010, Barbosa
et al. 2015]
Taux de production
Augmentation/Réduction
du taux de production
[Tamani et al. 2009]
Fonctionnalité ou type
d’opération (outils)
Ajout/Retrait/Déplacement
de composants/outils
[Deif et ElMaraghy
2006, Baqai 2010, Chalfoun
et al. 2012]
Opérateur
Aﬀectation à un
ensemble de
tâches/machines
Réaﬀectation
[Aryanezhad et al.
2009, Salerno 2009]
Compétences (niveau
de ﬂexibilité)
Formation [Aryanezhad et al. 2009]
Pièce
Gamme de fabrication
Utilisation d’une gamme
alternative
[Baqai 2010]
Allocation Réallocation
[Borangiu et al. 2010, Leitão
et al. 2012, Pach et al.
2012, Barbosa et al. 2015]
Date de
livraison
Coeﬃcient
Augmentation/Réduction
du coeﬃcient
[Yildirim et al. 2006]
Règle de
priorité
Règle
d’ordonnancement
(FIFO, SPT)
Changement de règle
d’ordonnancement
[Yildirim et al.
2006, Mouelhi-Chibani et
Pierreval 2010]
Règle d’aﬀectation
(FAM, LBM, ECT)
Changement de règle
d’aﬀectation
Politique
de ﬂux
Type (tiré, poussé) Changement de type
Nombre de cartes Ajout/Retrait de cartes
[Tardif et Maaseidvaag
2001, Takahashi et al.
2004, Belisário et Pierreval
2015]
Stock
Politique de stockage
Changement de mode de
gestion
Seuil de
réapprovisionnement
Augmentation/Réduction
du seuil
Ressource
transport
Source Changement de source
Destination Changement de destination
[Leitão et al. 2012, Pach
et al. 2012]
Circuit Changement de circuit
[Leitão et al. 2012, Pach
et al. 2012]
Aﬀectation Réaﬀectation
Tableau 2.1 – Natures des changements dans diﬀérents systèmes de production
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• Des mesures de performance (par exemple, la rotation des stocks, le nombre de
tâches en retard, le surplus ou la rupture de stock, les taux de panne et d’utilisation
des ressources, le nombre de réglages (setup) par machine, l’avancement du plan de
production) ;
• Des informations externes, liées à l’environnement du système (par exemple, l’évo-
lution des coûts de matières premières ou d’heures supplémentaires, les prévisions
de demande du marché).
Les informations caractérisant l’état courant du système déﬁnissent ses conditions
opératoires à un instant donné. Elles sont appelées variables d’état et peuvent changer
dynamiquement au ﬁl du temps. La valeur courante des attributs variables en fait partie
(aj,k,t, ∀j, k). Pour certaines variables d’état, il peut être utile de connaître non seulement
leur valeur courante mais aussi leur évolution. Une série d’observations peut être consti-
tuée avec les diﬀérentes valeurs qu’elles ont prises au cours du temps (t′ ≤ t) où la dernière
observation correspond à celle de l’instant courant. Cette série peut également être res-
treinte aux données les plus récentes qui sont ciblées en déﬁnissant la durée de stockage
ou le nombre d’observations à stocker. Les données brutes constituent l’historique. Pour
en faciliter l’interprétation, celui-ci peut être présenté sous la forme d’indicateurs et, dans
ce cas, faire partie des mesures de performance. Ce même raisonnement peut s’appliquer
aux prévisions à la diﬀérence que nous aurons des informations sur le futur (t′ ≥ t). Bien
évidemment, les informations externes peuvent également faire l’objet d’historiques et/ou
de prévisions. Enﬁn, pour avoir une description plus générale du système, il peut aussi
être intéressant de prendre en compte ses paramètres qui font référence à ce qui reste
constant durant une période d’étude donnée.
Il est important de signaler que ces diﬀérentes informations peuvent être utiles avant
et après une adaptation. Dans le premier cas, elles servent de tableau de bord pour « sur-
veiller » le système et identiﬁer les potentiels d’adaptation (par l’évaluation des éventuels
avantages en adaptant le système à un moment donné). Dans le second cas, elles per-
mettent un suivi du système pour évaluer l’adaptation faite. Il faut en revanche trouver les
bonnes mesures indiquant l’intérêt d’une évolution ainsi que les bons critères d’évaluation
d’un changement. La pertinence des informations utilisées dépend donc bien évidemment
des objectifs (G) déﬁnis pour le système [Shahzad et Mebarki 2012].
Le choix de ces informations est en réalité encore plus délicat. Si des éléments impor-
tants sont omis, les décisions seront « pénalisées » par ce manque d’information. Inverse-
ment, trop de détails créent un bruitage inutile et ajoutent de la complexité au problème
liée à l’identiﬁcation de ce qui doit être vraiment retenu. Ainsi, la dépendance entre in-
dicateurs tout comme le temps de calcul qu’ils engendrent sont aussi des considérations
à prendre en compte lors de leur sélection [Shahzad et Mebarki 2012]. Si cette sélec-
tion n’est pas faite correctement, à savoir dans le manque ou l’excès d’information, les
décisions seront très probablement biaisées et présenteront une forme de myopie sociale
[Zambrano Rey 2014, Zambrano Rey et al. 2014b]. Il faut entendre par ce terme une limi-
tation concernant la collecte de données (accès) et leur analyse à posteriori (capacités de
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calcul). Plusieurs travaux se sont donc consacrés à la sélection des informations permet-
tant la prise de décision, comme ceux de [Shiue et Guh 2006]. Ces derniers ont cherché
à identiﬁer les attributs les plus importants parmi un vaste ensemble disponible dans le
cadre de l’ordonnancement adaptatif.
Bien que les informations eﬀectivement utilisées dépendent de l’horizon décisionnel
auquel on s’intéresse (HD,l, ∀l), des exemples typiques souvent utilisées dans la littérature
peuvent être identiﬁés. Citons le plan de production décomposé en périodes [Aryanezhad
et al. 2009] ; le nombre de machines, leur fonctionnalité et leur position [Baqai 2010] ; le
nombre de pièces dans chaque ﬁle d’attente et leur date de livraison [Mouelhi-Chibani et
Pierreval 2010] ; l’existence de tâches prioritaires [Reaidy 2003] ; les niveaux d’encours et
de capacité [Deif et ElMaraghy 2006] ainsi que le niveau des stocks [Deif et ElMaraghy
2007] ; l’état actuel des ressources, le moment où elles seront disponibles et le nombre
actuel de places disponibles dans les ﬁles d’attente à capacité limitée [Pach et al. 2012] ;
les taux de production des machines, les niveaux des stocks, les encours et l’erreur (déﬁcit
ou excédent) de production [Tamani et al. 2009] ; le nombre de machines et l’utilisation de
la capacité disponible [Yildirim et al. 2006] ; ou encore le proﬁt et l’utilisation pondérée des
ressources (avec l’importance relative de chaque tâche en tant que facteur de pondération)
[Shin et al. 2012]. Notons cependant que la diﬃculté à obtenir certaines données n’est pas
à exclure [Edwards et al. 2004].
Les diﬀérentes adaptations d’un système de production impliquent généralement des
coûts de production supplémentaires, qu’ils soient explicites ou implicites, inﬂuant sur les
décisions de quand mettre en place quel changement. Ces coûts sont souvent diﬃciles à
quantiﬁer mais devraient être pris en compte parmi les informations dans I. Tout d’abord,
une adaptation prend du temps et généralement, au moins un opérateur sera requis pour
l’eﬀectuer. Si aucun opérateur n’est disponible, il faudra ajouter une gestion adéquate
des priorités entre les diverses tâches. Les eﬀets indésirables peuvent aussi inclure des
confusions dans l’atelier, des coûts élevés de réordonnancement et la ﬂuctuation du taux
d’utilisation des capacités [Campbell 1971]. Un autre point important est la montée en
cadence de la production, analysée par [Surbier et al. 2013] dans le cadre de l’introduction
d’un nouveau produit, mais qui peut aussi être liée à d’autres adaptations apportées au
système. Dans des situations complexes, des interruptions de la production peuvent même
se produire. [Barbosa et al. 2015] signalent notamment le risque de voir le système basculer
vers un comportement chaotique suite à des changements nombreux. Ainsi, la nervosité
(discutée précédemment) peut être particulièrement perturbatrice dans les processus de
production, notamment lorsqu’un changement à un niveau peut en entraîner d’autres à
d’autres niveaux (eﬀet coup de fouet (ou bullwhip) par exemple).
On peut alors trouver diﬀérents freins à l’évolution selon ce que l’on envisage chan-
ger : des coûts de transport (par exemple, si les machines doivent être déplacées), des
coûts de formation (pour permettre de réaﬀecter les opérateurs à un ensemble plus large
d’activités), des coûts liés à des perturbations apportées à la production (qui peut avoir
besoin d’être arrêtée) ou encore des diﬃcultés humaines (par exemple, le stress induit,
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la fatigue, la dégradation de la qualité du travail, la résistance au changement). Une ré-
aﬀectation peut par exemple induire le mécontentement des opérateurs et par voie de
conséquence une résistance au changement. L’attitude du décideur est également impor-
tante car un changement présente toujours un risque : on va donc être plus ou moins prêt
à changer si le décideur est « neutre » ou « averse » au risque par exemple [Von Neu-
mann et Morgenstern 1944]. Soulignons enﬁn que les systèmes de production ajoutent
eux-mêmes des contraintes bien que souvent involontairement. Citons leurs limites au ni-
veau du traitement des données et de leur capacité de détection et d’action en raison de
leurs caractéristiques intrinsèques (plage de fonctionnement, précision, temps de réaction,
entre autres) [Saenz de Ugarte 2009].
Tous ces obstacles sont souvent très complexes à prendre en charge et semblent être
très peu discutés dans la littérature liée à l’adaptation des systèmes de production. Les
auteurs ont plutôt tendance à en citer quelques-uns sans pour autant les explorer ou les
mesurer. Voici quelques exemples à titre illustratif.
Dans [Aryanezhad et al. 2009], diﬀérents coûts sont utilisés, à savoir, pour l’achat, l’ins-
tallation, le retrait et le déplacement des machines, et pour le recrutement, le licenciement
et la formation des opérateurs. Le coût et/ou le temps de reconﬁguration est mentionné
par [Baqai 2010, Bensmaine et al. 2013, Borisovsky et al. 2013] tandis qu’[Essaﬁ 2010] cite
l’importance de pouvoir disposer d’indicateurs quantitatifs pour évaluer le niveau de re-
conﬁgurabilité d’un système donné. À ce propos, [Barbosa 2015] signale la diﬃculté de les
obtenir malgré certains travaux où des métriques et méthodologies sont décrites [Brennan
et Norrie 2003, Leitão 2004, Trentesaux et al. 2013]. [Takahashi et al. 2004] identiﬁent
quant à eux le temps de mise en œuvre de l’adaptation correspondant à un changement de
situation détecté. Dans le même esprit, [Wiendahl et Breithaupt 1999, Deif et ElMaraghy
2006] mentionnent plus précisément le temps non négligeable nécessaire au changement
de capacité. Cela est également abordé par [Deif et ElMaraghy 2007] qui ajoutent le coût
d’augmentation de la capacité et celui de capacité non utilisée. Les erreurs humaines sont
quant à elles évoquées par [Gunasekaran 1999]. Dans le même registre et tout en envisa-
geant un système interactif d’aide multicritère à la décision, [Trentesaux 1996] identiﬁe la
surcharge des opérateurs qui compromet la qualité de leurs décisions. [Trentesaux et al.
1998] signalent également l’importance d’intégrer les ressources humaines comme partie
du système de gestion pour sa réactivité.
2.3.2.2 Stratégies de déclenchement
En plus de l’identiﬁcation des informations nécessaires au processus d’adaptation, il
faut déﬁnir l’aspect temporel du changement qui symbolise quand étudier si oui ou non
des adaptations doivent être faites. Le moment auquel il est souhaitable de vériﬁer les
informations disponibles dans I pour prendre des décisions se repose sur une stratégie de
déclenchement T . Les diﬀérentes possibilités décrites ci-après sont illustrées par la Figure
2.6.
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Figure 2.6 – Diﬀérentes stratégies de déclenchement pour la prise de décision
Des modiﬁcations peuvent être apportées à des intervalles ﬁxes de temps, donc à l’aide
d’une période ﬁxe Δt : à la ﬁn de chaque période, une décision est prise et indique si des
modiﬁcations seront apportées pour la prochaine période (et si oui, lesquelles). Dans ce
premier cas, la durée de la période doit être déﬁnie et c’est souvent un mécanisme de
régulation qui lui sera associé. Les modiﬁcations peuvent également être basées sur l’oc-
currence de certains événements, appelés événements déclencheurs, tels que l’introduction
d’un nouveau produit dans le catalogue de l’entreprise, des pannes ou le début d’une grève.
Dans ce deuxième cas, ce sont les événements méritant attention qui doivent être identiﬁés
au préalable. Ceci peut être une source de diﬃculté car, comme observé par [Mirdamadi
2009], il n’est pas forcément évident de détecter et identiﬁer des événements qui ont un
impact sur les objectifs (et de mesurer leurs conséquences). Si ces deux stratégies de dé-
clenchement sont basées sur des « instants pré-identiﬁés » auxquels nous pouvons réagir, il
est aussi souvent utile d’observer des éventuelles tendances dans les mesures importantes
(internes ou externes) qui demanderaient une adaptation du système de production (par
exemple, la satisfaction des clients qui diminue ou les encours qui s’accumulent). Ce troi-
sième cas implique qu’un mécanisme adéquat de détection de tendances soit à disposition
et que les informations pertinentes à surveiller aient été identiﬁées. À cet égard, le temps
pour détecter un changement de situation est un aspect important [Takahashi et al. 2004].
Enﬁn, même si des prévisions adéquates ne sont pas toujours disponibles dans le
contexte actuel des marchés incertains, elles sont, quand elles existent, extrêmement utiles
pour décider quand et comment le système devrait être adapté. Ainsi, des changements
peuvent également être déclenchés selon un plan donné. En eﬀet, les plans de production
fournissent à la fois des renseignements utiles sur ce que le système doit produire et sur
le moment où des adaptations peuvent être nécessaires. S’ils sont disponibles, ils doivent
donc être inclus dans I et T .
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Il est important de signaler que ces stratégies peuvent également être combinées. Par
exemple, les décisions périodiques n’empêchent pas celles déclenchées par la manifes-
tation de certains événements considérés comme critiques. Dans une telle situation, il
faudra établir la façon de considérer les périodes : soit indépendamment des événements,
soit par rapport au dernier déclenchement (même si celui-ci correspond à un événement).
Considérons en exemple qu’un processus décisionnel est déclenché chaque lundi et qu’un
événement se produit un vendredi. Dans le premier cas, le processus sera déclenché le ven-
dredi de l’événement mais par la suite, il continuera à être déclenché tous les lundis. Dans
le deuxième cas en revanche, il sera déclenché chaque vendredi à partir de l’événement.
La Figure 2.7 schématise ces deux fonctionnements.
Figure 2.7 – Deux façons de combiner des déclenchements périodiques et événementiels
Ci-après, nous essayons d’illustrer et de « classer » des stratégies de déclenchement
utilisées par plusieurs chercheurs dans divers types de problèmes d’adaptation. Lorsque
l’on se base sur une stratégie de déclenchement à événements, nous pouvons identiﬁer
comme en étant à l’origine : l’arrivée d’un nouveau produit [Koren et al. 1999, Baqai
2010, Chalfoun et al. 2012] ; la substitution d’un produit [Essaﬁ 2010, Bensmaine et al.
2013, Borisovsky et al. 2013] ; un changement de gamme opératoire [Essaﬁ 2010] ; des
changements des caractéristiques d’un produit [Koren et al. 1999, Essaﬁ 2010] ; la ﬁn
d’une opération sur un produit [Reaidy 2003] ; des changements de statut des ressources
[Leitão et al. 2012, Pach et al. 2012] ; ou encore des pannes [Trentesaux 1996, Mrabet
et al. 2001, Borangiu et al. 2010]. Les plans de productions sont quant à eux plutôt liés à
une stratégie périodique [Deif et ElMaraghy 2006, Deif et ElMaraghy 2007, Aryanezhad
et al. 2009]. Il existe d’autres types de déclencheurs tels que la déviation du niveau de
stock souhaité [Deif et ElMaraghy 2007], l’accumulation des encours [Deif et ElMaraghy
2006], la sous-utilisation de la capacité disponible [Yildirim et al. 2006] ou la dérive d’un
temps de cycle [Mirdamadi 2009]. Selon la façon dont ils sont utilisés, ils peuvent être
classés comme des événements, comme des détections de tendances ou tout simplement
comme des éléments à vériﬁer lors de la mise en place d’une stratégie périodique.
La stratégie de déclenchement T détermine alors quand éventuellement adapter le
système. Elle n’est pas sans lien avec les horizonsHD,l etHmin,l déﬁnis auparavant. Puisque
ces derniers sont tous les deux associés à chaque type de changement, la stratégie T peut
être choisie de façon appropriée en fonction des diﬀérents éléments considérés dans C.
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2.3.2.3 Bilan
L’identiﬁcation de ce que l’on peut modiﬁer dans le système (O et C) est importante.
Toutefois, le processus de remise en question, et par conséquent le moment de faire une
adaptation, n’arrive pas seul : des changements doivent être pilotés et il faut donc spéciﬁer
quelles sont les informations disponibles I mais aussi quand le processus décisionnel est
déclenché (T ). La deuxième question «Quand évoluer ? » concerne donc l’espace temporel
de la prise de décision. Une décision peut être prise en fonction de diﬀérents déclencheurs
et les changements peuvent alors survenir : périodiquement, suite à un événement ou à une
tendance ainsi que selon un plan de production ou des prévisions. Dans tous les cas, il faut
disposer de diﬀérentes informations et/ou mesures. Il existe bien évidemment des freins
à l’évolution mais aussi des indicateurs de potentiel et de suivi d’évolution qui aident à
détecter les moments les plus propices à des adaptations.
2.3.3 Comment décider de l’évolution ?
Aﬁn de décider quand et comment réadapter un système de production, il lui faut
un composant dédié. C’est la raison pour laquelle nous avons introduit la notion de su-
perviseur (Section 2.2). Celui-ci est responsable de l’analyse des informations disponibles
pour mener à bien le processus d’adaptation. Le superviseur peut être plus ou moins com-
plexe et implémenté de diﬀérentes manières dans les entreprises. Plusieurs considérations
intéressantes sur sa conception peuvent être trouvées par exemple dans [Bousbia et Tren-
tesaux 2002, Jimenez et al. 2013]. Ici, nous distinguons essentiellement trois dimensions
importantes qui mettent en évidence ses principales caractéristiques, à savoir : sa struc-
ture organisationnelle S, son mécanisme de changement M et ses objectifs G. Tandis que
S et M sont tous les deux uniques pour un système donné, les décisions de changement
sont faites sur la base d’un ou plusieurs objectifs déclarés dans l’ensemble G.
2.3.3.1 Structure organisationnelle
La structure organisationnelle S du système superviseur concerne son architecture de
contrôle, donc la coordination des ﬂux d’information. Elle détermine la manière dont les
rôles et les responsabilités sont attribués, contrôlés et/ou coordonnés et comment l’in-
formation circule. Ce composant dépend en quelque sorte des objectifs mais surtout de
la stratégie de l’entreprise. Divers types de structures existent dans la littérature et y
sont largement développés. Typiquement, nous trouvons les structures centralisée, hié-
rarchique, coordonnée, distribuée ou distribuée supervisée (voir par exemple [Trentesaux
1996, Berchet 2000, Habchi 2001, Reaidy 2003, Mirdamadi 2009]). Certaines sont repré-
sentées dans la Figure 2.8. Cependant, il peut y avoir un manque de consensus autour de
leur déﬁnition. Notons par exemple que plusieurs auteurs utilisent les termes décentralisé
et hétérarchique en faisant référence à une structure distribuée alors qu’une distinction est
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faite par [Mirdamadi 2009] où un système distribué correspond à une distribution totale
des capacités de décision tandis qu’un système décentralisé implique que chaque décideur
soit situé au même niveau fonctionnel. [Bousbia et Trentesaux 2002] soulignent ce manque
de clarté et la diversité des déﬁnitions concernant ces terminologies.
Figure 2.8 – Représentations de structures de pilotage trouvées dans la littérature
Toujours concernant S, il semble de plus exister une confusion sur ce qu’elle représente.
D’une part, il y a la structure du système de production (ou, plus globalement, de l’en-
treprise). D’autre part, il y a la structure plus précisément liée au mécanisme de décision
implémenté par le superviseur. Elles sont généralement fortement liées et beaucoup d’au-
teurs n’apportent pas de précision sur ce à quoi ils font référence et les utilisent souvent
en tant que synonymes. Parfois cependant, une distinction mérite d’être faite. Cela est
même nécessaire lorsque certaines diﬃcultés liées à la mise en place des systèmes adap-
tables sont évoquées. Par exemple, [Tharumarajah 2003] signale une diﬃculté de concep-
tion, plus précisément au niveau de la découverte d’une structure appropriée qui supporte
les changements. À ce propos et selon [Trentesaux 2002], les liens hiérarchiques peuvent
entraver ces changements. Ceci est aussi abordé par [Reaidy 2003, Salerno 2009, Barbosa
et al. 2015] qui parlent des systèmes traditionnels, souvent centralisés et hiérarchiques,
donc rigides et peu adaptables. Il est important de remarquer que, lorsque ces structures
sont dites incompatibles avec un environnement changeant, elles précisent l’organisation
de l’entreprise et non du processus mis en place pour gérer les adaptations. C’est dans
ce même esprit qu’[ElMaraghy 2006] souligne que l’existence des composants modulaires
nécessaires à l’implantation des systèmes reconﬁgurables peut être une diﬃculté pour
réaliser cette dernière.
Plusieurs formes concrètes de S existent dans la littérature : distribuée supervisée
[Trentesaux 1996, Deif et ElMaraghy 2007, Tamani et al. 2009], coordonnée hiérarchisée
[Berchet 2000, Habchi et Berchet 2003], holonique [Cardin et Castagna 2009, Borangiu
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et al. 2010, Borangiu et al. 2015] ou encore hétérarchique holonique [Pach et al. 2012].
Dans [Shin et al. 2009], c’est une organisation fractale qui est adoptée comme architecture
de contrôle prenant une forme dite quasi-hétérarchique. Les systèmes multi-agents sont
largement utilisés en tant qu’approche de modélisation, et ce malgré leur manque de
perspective globale [Leitão et al. 2012]. Ils sont surtout liés à des structures distribuées,
comme c’est le cas dans [Reaidy 2003] et [Leitão et al. 2012]. D’autres travaux ne spéciﬁent
pas la structure utilisée mais il est parfois possible de la déduire. Ainsi, les méthodes
d’optimisation comme dans [Essaﬁ 2010, Borisovsky et al. 2013] induisent souvent une
structure centralisée. Celles fournissant un ensemble de solutions non-dominées comme
dans [Bensmaine et al. 2013] peuvent quant à elles être liées à une structure hiérarchique.
2.3.3.2 Mécanisme de changement
Le mécanisme de changement M est utilisé pour décider des adaptations à faire ou non
sur le système. Il déﬁnit donc le fonctionnement du superviseur pour prendre des décisions
appropriées et peut lui aussi être basé sur plusieurs approches telles que la négociation,
l’apprentissage ou encore l’optimisation dynamique. Par ailleurs, il doit être capable de
gérer l’aspect combinatoire du problème bien qu’il puisse exister des solutions pour limiter
cet aspect [Mittal et Frayman 1989]. Il doit également gérer les décisions simultanées
et/ou asynchrones [Angelidis et al. 2012]. Notons que dans les systèmes dits à auto-
apprentissage, M contient une mémoire utilisée pour conduire le processus d’adaptation.
Le chapitre précédent visait à décrire plusieurs travaux en lien avec cette thèse qui
illustrent en détail ce composant du cadre conceptuel et sur lesquels nous ne reviendrons
pas. Cependant, nous avons identiﬁé plusieurs diﬃcultés qui méritent d’être évoquées.
Elles ne sont pas liées à des adaptations proprement dites, mais plutôt à leur gestion.
Commençons par l’utilisation de la simulation des systèmes de production. C’est une
technique souvent coûteuse en temps de calcul [Monostori et al. 2000] et qui soulève le
problème de la quasi-impossibilité d’intervenir de manière automatisée et structurée alors
qu’elle est en cours [Habchi 2001]. De plus, elle n’est pas considérée comme adaptée à
modéliser les processus de décision [Habchi et Berchet 2003]. Les méthodes d’apprentissage
quant à elles ont un paramétrage diﬃcile [Metan et al. 2010]. Le temps de calcul qu’elles
impliquent peut être considérable [Sotskov et al. 2013] et il n’est pas aisé de déterminer
la méthode la plus appropriée selon l’application [Markham et al. 2000].
D’un point de vue plus général, [Macías-Escrivá et al. 2013] s’intéressent à l’application
pratique et signalent le manque de compréhension et donc de conﬁance des utilisateurs
vis-à-vis des mécanismes implémentés pour l’adaptation. Par ailleurs, [Cámara et al. 2014]
insistent sur un aspect souvent négligé bien qu’essentiel : l’importance de tester la robus-
tesse de ces mécanismes aﬁn de valider leur ﬁabilité. [Leitão et al. 2012] les rejoignent
dans cette optique en précisant qu’il faut qu’une technologie soit mature pour être ac-
ceptée en entreprise. Des considérations sont aussi faite dans [Mrabet et al. 2001]. Elles
portent sur les critères et contraintes supplémentaires à respecter (tels que l’intégrabilité
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et l’ergonomie) lors du choix des outils de développement pour un déploiement industriel.
Enﬁn, même si M correspond à l’origine au mécanisme de changement à proprement
dit, nous avons pu voir qu’il indique souvent l’approche ou les principes utilisés pour
l’obtenir. Ceci permet de mieux diﬀérencier les travaux du domaine. Dans [Tardif et
Maaseidvaag 2001] par exemple, M est un ensemble de règles basé sur des seuils pour
l’ajout ou le retrait de cartes dans un système de production à ﬂux tiré, seuils qui sont
obtenus par une méthode de recherche locale gloutonne. L’optimisation pourrait donc être
utilisée pour caractériser M . C’est également le cas pour toute méthode d’apprentissage :
un tel type de méthode représente un moyen pour obtenir un résultat pouvant prendre
diﬀérentes formes mais qui sera ensuite utilisé à part entière. Une application en ligne
fonctionnant en permanence constitue une exception puisqu’elle fait eﬀectivement partie
du mécanisme de changement à proprement dit.
2.3.3.3 Objectifs
Dans tous les cas, pour que le mécanisme M choisi soit eﬃcace, il doit décider des
adaptations à réaliser ou non tout en ciblant un ou plusieurs objectifs dans G. Ses éléments
peuvent être par exemple {produire au moindre coût, avoir de courts délais de livraison,
maintenir les encours aussi bas que possible, etc.}. Quelques éléments dans I peuvent aussi
être utiles pour mesurer les objectifs puisqu’ils fournissent parfois des critères d’évaluation
des changements et que le suivi du système permet d’évaluer les adaptations faites. Le
superviseur agit alors en accord avec G de sorte que ces objectifs doivent être clairement
mis en évidence [Burlat et Campagne 2001]. Cependant et comme observé dans [Saenz de
Ugarte 2009], il est parfois diﬃcile d’identiﬁer les bonnes mesures de performance à utiliser.
De plus, l’aspect bien souvent contradictoire des objectifs est à considérer avec attention
[Wiendahl et Breithaupt 1999, Tamani et al. 2009].
Notons également que ces objectifs peuvent être de diﬀérentes natures. [Barbosa 2015]
identiﬁe par exemple l’existence de deux types de KPIs (pour Key Performance Indi-
cators) : qualitatifs et quantitatifs, donc plus ou moins diﬃciles à mesurer. De même,
[Brennan et Norrie 2003] proposent deux classes de métriques, une pour le système de
contrôle et l’autre pour le système contrôlé. Dans cette thèse, nous nous limiterons à celle
concernant le système contrôlé. Étant donnée notre problématique d’adaptation, nous
considérons qu’elle évalue par elle-même la performance du système de contrôle : c’est ce
dernier qui mène le système contrôlé à la performance atteinte. L’évaluation exclusive du
système de contrôle, par exemple par le ﬂux de messages tel qu’illustré dans [Brennan et
Norrie 2003], sort du cadre de cette thèse.
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2.3.3.4 Bilan
La troisième question se résume donc à « Comment décider de l’évolution ? ». Elle
concerne la conception du « système superviseur » et plus précisément la déﬁnition de
quand et où appliquer les diﬀérents changements possibles, de sorte que le système soit
toujours adapté à la situation du moment. Elle constitue par ailleurs et très probablement
le principal déﬁ pour la conception (et la réussite) de ces systèmes adaptables auxquels
nous nous intéressons.
2.4 Conclusion
Dans ce chapitre, nous avons proposé un cadre conceptuel pour le contexte actuel
caractérisé par un fort besoin d’adaptation de la part des systèmes de production. Il est
basé sur une représentation formelle prenant la forme d’un 7-uplet. Par la même occasion,
de nombreuses considérations ont été faites sur les composants de ce cadre conceptuel et
nous avons notamment mis en avant plusieurs diﬃcultés liées à la conception et à la
gestion des systèmes adaptables.
Inspiré d’approches systémiques, notre cadre conceptuel s’est avéré suﬃsamment gé-
nérique par sa confrontation avec les contributions dans la littérature. Il peut donc être
appliqué à plusieurs types de systèmes. Il a pour but d’aider à concevoir, décrire, spéciﬁer,
analyser, comprendre et par conséquent exploiter les systèmes de production adaptables
et les problématiques qui en découlent. Il peut par ailleurs apporter un support à l’ana-
lyse et au classement de la littérature du domaine. Cette proposition représente donc une
tentative aﬁn de mieux formaliser les caractéristiques de ces systèmes adaptables.
Le chapitre suivant sera consacré à l’introduction d’un possible « mécanisme de chan-
gement ». Il s’agit de celui sur lequel cette thèse se repose, à savoir l’apprentissage par
simulation.
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Chapitre 3
Apprentissage à partir de la Simulation
3.1 Introduction
Depuis bientôt un demi-siècle, les chercheurs en intelligence artiﬁcielle (IA) travaillent
à programmer des machines capables d’eﬀectuer des tâches qui requièrent de l’intelligence
(aide à la décision, reconnaissance de formes, prédiction, etc.) [Cornuéjols et Miclet 2003].
Cette intelligence est généralement issue de connaissances « expertes » et est éventuel-
lement capable de prendre en compte de l’imprécision comme dans les approches ﬂoues
ou possibilistes [Mouelhi et Pierreval 2007]. Cependant, il est diﬃcile de programmer
des machines capables de s’adapter à toutes les situations voire d’évoluer en fonction
des nouvelles contraintes [Cornuéjols et Miclet 2003]. Cela est principalement dû à l’éli-
citation des connaissances (pertinentes) dont doivent être dotées ces machines, ce qui
constitue un écueil majeur pour leur mise en œuvre. Dans la littérature, il a été suggéré
que cette connaissance puisse être acquise par apprentissage [Pierreval et Ralambondrainy
1990, Huyet 2004, Metan et al. 2010]. L’enjeu est ainsi de contourner cette diﬃculté en
dotant une machine de capacités d’apprentissage lui permettant de tirer parti de son
expérience [Cornuéjols et Miclet 2003].
Dans la plupart des approches d’apprentissage, l’objectif est généralement d’extraire
des connaissances à partir d’exemples et/ou d’observations. Dans le contexte des systèmes
de production adaptables, il est malheureusement diﬃcile de trouver de bons exemples
indiquant comment piloter eﬃcacement leur adaptation. [Mouelhi-Chibani 2009] insiste
sur la diﬃculté d’acquérir des exemples d’apprentissage qui soient adaptés aux problèmes
liés au comportement des systèmes de production. Leur état changeant dynamiquement au
cours du temps rend diﬃcile la détermination des « bonnes pratiques » dans le domaine. De
plus, puisque les décisions dans un tel contexte s’enchaînent, c’est un ensemble de décisions
qui s’avère être performant ou non et non pas chaque décision individuellement. Ceci
souligne donc l’aspect dynamique du problème dû à la nature dynamique des systèmes de
production eux-mêmes. Mais alors comment peut-on apprendre ?
C’est ici que la simulation intervient étant donné son fort potentiel pour la modélisa-
tion du comportement de nombreux systèmes complexes et notamment des systèmes de
production. Nous nous intéressons donc à comment l’utiliser pour apprendre à adapter
ces systèmes, voire pour les rendre capables eux-mêmes de s’auto-adapter.
Nous présenterons tout d’abord diverses approches d’apprentissage. L’objectif n’est
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pas de les détailler mais d’en fournir les notions de base. Cela fera ressortir l’importance
des exemples d’apprentissage pour leur fonctionnement. Ensuite, nous nous concentrerons
sur l’intérêt de la simulation pour l’application de ces approches dans le domaine de la
production, ainsi que sur les diﬀérents travaux dans la littérature. Cela permettra de
mettre en évidence les façons dont ces techniques sont couplées et utilisées (qui ne se
montrent pas toujours suﬃsantes).
3.2 Notions générales sur l’apprentissage
Les deux paragraphes suivants sont principalement constitués d’extraits de [Cornuéjols
et Miclet 2003].
La déﬁnition classique d’apprentissage en sciences cognitive est « la capacité à amé-
liorer les performances au fur et à mesure de l’exercice d’une activité ». L’assimilation
de l’expérience et la puissance de raisonnement se combinent au ﬁl du temps. On sait
alors, consciemment ou non, en abstraire des règles ou les faire évoluer aﬁn de mieux
eﬀectuer une tâche. À cela s’ajoute la faculté à généraliser rationnellement, autrement dit
à appliquer ces règles à des situations non encore rencontrées. Les modalités d’appren-
tissage naturel sont donc multiples : par cœur, par instruction, par généralisation ou par
découverte, entre autres. Mais qu’en est-il pour les machines ?
La notion d’apprentissage artiﬁciel, plus couramment appelé apprentissage automa-
tique, englobe toute méthode permettant de construire un modèle de la réalité à partir de
données, soit en améliorant un modèle partiel ou moins général, soit en créant entièrement
ledit modèle. L’apprentissage artiﬁciel peut être déﬁnit comme la science qui cherche et
établit des liens entre les principes généraux d’apprenabilité et les méthodes et outils per-
mettant de réaliser un apprentissage dans un contexte particulier. Il s’agit de rechercher
les conditions de réalisabilité des modèles d’apprentissage, c’est-à-dire les lois qui règlent
la possibilité d’apprendre.
L’apprentissage naturel, surtout humain, est à l’apprentissage automatique ce que
l’intelligence humaine est à l’intelligence artiﬁcielle, essentiellement une source de modèles ;
d’où son importance [Hammoud 2011].
En eﬀet, même si l’apprentissage est un des champs d’étude de l’IA et donc avant tout
un sous-domaine de l’informatique, il s’intéresse à la façon dont les systèmes améliorent
leur propre performance en se basant sur leur expérience : il est donc tentant de s’inspirer
des êtres vivants pour concevoir des machines capables d’apprendre. Ainsi, l’apprentis-
sage se trouve intimement lié aux sciences cognitives, aux neurosciences, à la biologie et
à la psychologie. Il pourrait, à la croisée de ces domaines, aboutir à des systèmes d’in-
telligence artiﬁcielle plus performants. Par la suite, le terme « apprentissage » désignera
l’apprentissage artiﬁciel (ou automatique).
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L’apprentissage fait référence au développement, à l’analyse et à l’implémentation de
méthodes qui permettent à une machine (au sens large) d’évoluer grâce à un processus
automatique, et ainsi de remplir des tâches diﬃciles voire impossibles à réaliser avec
des moyens algorithmiques plus classiques [Michalski et al. 1993]. C’est un processus
qui s’eﬀectue progressivement à partir d’une série d’expériences. Selon [Frawley 1989], le
processus d’apprentissage comprend :
• L’acquisition de nouvelles connaissances ;
• Le développement de compétences par l’instruction et la pratique ;
• L’organisation (ou réorganisation) des connaissances par des représentations eﬀec-
tives (taxonomies) ;
• La découverte de nouveaux faits et théories par l’observation et l’expérimentation.
Du point de vue de la recherche et toujours selon le même auteur, les objectifs typiques
de l’apprentissage sont :
• Développer et analyser des systèmes pour améliorer la performance d’une tâche
prédéterminée ;
• Investiguer et simuler le processus d’apprentissage humain ;
• Explorer des possibilités théoriques (méthodes et algorithmes) indépendamment du
domaine d’application.
Il existe plusieurs types ou problèmes d’apprentissage qui sont déﬁnis par un certain
nombre de caractéristiques parmi lesquelles l’espace des données, l’espace des hypothèses
et le protocole régissant les interactions de l’apprenant avec son environnement [Cornuéjols
et Miclet 2003]. Le terme apprenant désigne le système « qui doit apprendre la tâche ».
Ainsi, les méthodes (d’apprentissage) peuvent être classiﬁées selon de nombreux points
de vue diﬀérents tels que les informations sur les exemples d’apprentissage, le type de
représentation des connaissances et le type de stratégie ou technique d’inférence utilisée
[Michalski et al. 1993, Mitchell 1997, Cornuéjols et Miclet 2003, Hammoud 2011].
À cet égard, les informations disponibles concernant les exemples d’apprentissage dé-
ﬁnissent le mode d’apprentissage que les algorithmes emploient. La littérature distingue
en particulier les modes supervisé, non supervisé et par renforcement [Cornuéjols et Mi-
clet 2003]. Si l’on considère le type de représentation des connaissances, il existe deux
tendances principales en apprentissage : celle issue de l’intelligence artiﬁcielle qualiﬁée de
symbolique et celle issue des statistiques qualiﬁée de numérique ou connexionniste [Mi-
chalski et al. 1993, Kayser 1997, Mitchell 1997, Cornuéjols et Miclet 2003]. Les arbres
de décision et les « règles de production » sont des exemples symboliques tandis que
les réseaux de neurones sont numériques. Enﬁn et concernant les stratégies d’inférence,
il y a notamment l’induction et la déduction qui ont des démarches opposées [Nilsson
1980, Hammoud 2011].
Par la suite, nous nous concentrerons sur ce qui est le plus couramment trouvé dans
la littérature dans le but de dégager des notions globales d’apprentissage : les modes et
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les algorithmes. Nous donnerons un aperçu des notions et méthodes connues et largement
revisitées dans la littérature, sans pour autant être exhaustifs. Cela nous permettra de
cibler les méthodes qui correspondent à notre problématique et de mieux positionner notre
travail par rapport à ce domaine spéciﬁque de recherche.
3.2.1 Diﬀérents modes d’apprentissage : une classiﬁcation par les
informations disponibles
3.2.1.1 Apprentissage supervisé
Dans l’apprentissage supervisé, les exemples d’apprentissage sont préalablement éti-
quetés (par un expert ou oracle) aﬁn d’identiﬁer la classe à laquelle ils appartiennent.
Les classes sont alors prédéterminées et les exemples connus : on cherche un modèle (ou
fonction) pour prédire l’étiquette de nouvelles données. L’apprenant doit alors trouver ou
approximer la fonction (ou produire des règles) qui permet de généraliser pour des entrées
inconnues ce qu’il a pu « apprendre » grâce aux données déjà traitées (soit un ensemble
de couples entrée-sortie). Ceci peut être schématisé par la Figure 3.1.
Figure 3.1 – Processus d’apprentissage supervisé (inspiré de [Cornuéjols et Miclet 2003,
Benmammar 2009])
Parfois il est préférable d’associer une donnée non pas à une classe unique mais à une
probabilité d’appartenance à chacune des classes prédéterminées. On parle alors d’appren-
tissage supervisé probabiliste. Indépendamment et selon la nature de l’ensemble de sortie,
on distingue généralement deux types de problèmes pouvant être traités : lorsque la sortie
est une valeur dans un ensemble continu de réels, on parle d’un problème de régression ;
et lorsque l’ensemble des valeurs de sortie est de cardinal ﬁni, on parle d’un problème de
classiﬁcation. Un troisième type apparaît lorsque la sortie est complexe (fonctions, chaînes
de caractères, arbres, graphes) : c’est un problème dit de prédiction structurée [Geurts
et al. 2006, Maes 2009].
Une comparaison empirique de dix algorithmes d’apprentissage supervisé est propo-
sée par [Caruana et Niculescu-Mizil 2006]. L’analyse discriminante linéaire et les SVM
(machines à vecteurs de support) en sont des exemples typiques, ainsi que le boosting, la
régression logistique (ou modèle logit), les réseaux de neurones, la méthode des k plus
proches voisins, les arbres de décision ou encore la classiﬁcation naïve bayésienne.
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3.2.1.2 Apprentissage non supervisé
L’apprentissage non supervisé (ou classiﬁcation automatique) se distingue du supervisé
par le fait qu’il n’y a pas de sortie à priori : on dispose d’exemples (d’apprentissage)
mais non d’étiquettes. Autrement dit, il y a en entrée un ensemble de données collectées
dont on ne connaît pas la classe d’appartenance, le nombre de classes et leur nature
n’étant pas prédéterminés. L’apprenant doit découvrir par lui-même la structure plus ou
moins cachée des données (Figure 3.2). Il procède alors par regroupement en cherchant
les données similaires (selon une certaine métrique), d’où l’appellation « clustering ». Ici
encore, si l’approche est probabiliste (chaque exemple, au lieu d’être associé à une seule
classe, est caractérisé par un jeu de probabilités d’appartenance à chacune des classes),
on parle alors de soft clustering ou regroupement doux (par opposition au hard clustering
ou regroupement strict).
Figure 3.2 – Processus d’apprentissage non supervisé (inspiré de [Benmammar 2009])
Pour trouver des régularités/similitudes dans une collection d’exemples aﬁn de les clas-
ser en groupe homogènes, leurs attributs disponibles sont ciblés. Une technique employée
consiste à implémenter des algorithmes pour rapprocher les exemples les plus similaires
et éloigner ceux qui ont le moins de caractéristiques communes, la similarité étant géné-
ralement calculée selon une fonction de distance entre les paires d’exemples. Ces groupes
d’exemples similaires sont parfois appelés des prototypes.
Le partitionnement de données (ou data clustering) est un exemple d’algorithme. Nous
pouvons aussi citer l’algorithme espérance-maximisation et, ici encore, les réseaux de
neurones.
3.2.1.3 Apprentissage par renforcement
L’apprentissage par renforcement [Sutton et Barto 1998] vise quant à lui à résoudre
des problèmes complexes lorsqu’il n’est pas possible d’avoir un ensemble d’apprentissage à
disposition, la seule information étant le but à atteindre. L’apprenant doit ainsi apprendre,
à partir de l’environnement dans lequel il évolue, comment atteindre le but ﬁxé par une
succession d’essais. Autrement dit, il va découvrir par tentatives et erreurs ce qu’il convient
de faire en diﬀérentes situations. Le comportement décisionnel (appelé aussi stratégie
ou politique) est ainsi une fonction associant à l’état courant l’action à exécuter (ou
décision à prendre). Pour que le comportement conçu soit le plus optimisé possible, ce
type d’apprentissage fonctionne avec des récompenses que renvoie l’environnement. Elles
peuvent être encourageantes ou punitives : l’action de l’apprenant sur l’environnement
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produit une valeur de retour qui le guide de façon à optimiser au cours du temps une
récompense (numérique), dite aussi le signal de renforcement. La Figure 3.3 résume ces
échanges.
Figure 3.3 – Processus d’apprentissage par renforcement (inspiré de [Mitchell 1997, Sut-
ton et Barto 1998])
L’approche dérive de formalisations théoriques de méthodes de contrôle, et plus pré-
cisément du processus de décision markovien. Son usage rencontre en revanche quelques
limitations quand les espaces d’états et d’actions sont très vastes [Benmammar 2009]. Par
ailleurs et d’après [Cornuéjols et Miclet 2003], le signal de renforcement fourni en retour,
souvent très pauvre, apporte peu d’information sur l’environnement et les décisions à
prendre. Selon eux, ce problème s’accentue par le délai qui sépare ce signal des décisions
qui y ont conduit rendant ardue l’attribution d’une bonne ou mauvaise performance à
chacune des décisions prises dans le passé.
Une autre diﬃculté est liée au dilemme exploitation/exploration [Meuleau 1996]. L’ex-
ploitation sert à se rappeler quelles actions ont bien fonctionné par le passé. La stratégie
extrême (ou pure) associée consiste alors à refaire les actions dont on connaît déjà la
récompense aﬁn d’obtenir la plus grande. Ceci n’est pas sans risque d’être sur un opti-
mum local ou sous l’inﬂuence du hasard, donc de laisser passer l’occasion de découvrir des
meilleures actions. L’exploration quant à elle a pour but de trouver les bonnes actions. La
stratégie extrême inverse consiste à parcourir de nouvelles actions pour un état donné à la
recherche de la récompense cumulée la plus grande, au risque d’adopter parfois un com-
portement sous-optimal. Il faut alors trouver un compromis entre ces deux composantes
de sorte que le système exploite ce qu’il connaît, tout en explorant plusieurs possibilités
pour découvrir l’action qui conduit au meilleur rendement.
Pour ce qui est des algorithmes, le Q-learning est un exemple classique tout comme le
TD-learning et le SARSA.
3.2.2 Diﬀérentes méthodes ou algorithmes d’apprentissage
De nombreuses méthodes d’apprentissage ont été développées dans la littérature et
peuvent être combinées pour obtenir des variantes. Le spectre d’applications de l’appren-
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tissage est très large : moteur de recherche, détection de données aberrantes ou man-
quantes, aide au diagnostic, détection de fraudes, analyse des marchés ﬁnanciers, recon-
naissance de la parole ou de l’écriture manuscrite, analyse et indexation d’images et de
vidéo, robotique ou encore bio-informatique, entre autres. Ainsi, l’utilisation d’un algo-
rithme dépend fortement de la tâche à résoudre (classiﬁcation, estimation de valeurs, etc.)
mais également du désir d’interprétabilité du modèle obtenu.
3.2.2.1 Apprentissage par induction
L’apprentissage par induction est l’une des principales méthodes étudiées dans le do-
maine de l’apprentissage automatique [Osório 1998]. L’idée est d’acquérir des règles gé-
nérales qui représentent les connaissances obtenues à partir d’exemples, en passant du
particulier (des faits) au général (la loi) [Nilsson 1980]. Ce type d’apprentissage est alors
synthétique dans la mesure où il consiste à synthétiser et construire de nouvelles connais-
sances [Hammoud 2011]. Pour ce faire, [Mitchell 1997] explique qu’une méthode de gé-
néralisation de connaissances est utilisée, aussi appelée apprentissage ou acquisition de
concepts. Parmi les approches empiriques les plus connues, nous avons les réseaux de
neurones et les arbres de décision [Mouelhi-Chibani 2009], ce qui montre que les règles
obtenues peuvent être représentées d’une façon explicite (et donc facilement interprétable)
ou implicite avec un codage qui n’est pas toujours facile à interpréter.
3.2.2.1.1 Arbres de décision
L’induction par arbres de décision est l’une des formes d’apprentissage les plus simples
et eﬃcaces, souvent utilisée en pratique [Murthy 1998, Hammoud 2011]. Les termes mé-
thode d’induction descendante ou TDIDT (pour Top Down Induction of Decision Trees)
sont utilisés dans la littérature pour les qualiﬁer.
À l’origine du paradigme de la représentation par arbres se trouvent très probablement
[Morgan et Sonquist 1963], les premiers à les utiliser dans un processus de prédiction et
d’explication. À son apogée, citons [Breiman et al. 1984] avec la méthode CART (pour
Classiﬁcation And Regression Tree). En apprentissage, la plupart des travaux s’appuient
sur la théorie de l’information et il est d’usage de citer [Quinlan 1979] avec sa méthode
ID3 (Induction of Decision Tree) rattachée aux travaux d’[Hunt 1962]. Des variantes
existent dont notamment le concept de graphes latticiels [Terrenoire 1970] popularisé par
les graphes d’induction [Rakotomalala 1997, Zighed et Rakotomalala 2000] qui constituent
une généralisation des arbres de décision au cas non arborescent, modiﬁant la forme du
concept lui-même en sortant du cadre classique [Rakotomalala 2005].
Le principe général s’exprime comme suit : chercher à discriminer les exemples se-
lon leur classe en fonction d’attributs considérés comme « les meilleurs » parmi tous les
autres au sens d’un critère donné. Une succession de partitions de plus en plus homogènes
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(au sens du critère) est construite. Pour cela, on recherche l’attribut qui discrimine « le
mieux » les exemples sur l’ensemble d’apprentissage et l’on ﬁxe autant de sous-ensembles
que l’attribut possède de valeurs. Chaque sous-ensemble contiendra les exemples ayant la
valeur d’attribut qu’il représente. Ce processus se répète sur chaque sous-ensemble jus-
qu’à ce que tous les exemples d’un même sous-ensemble possèdent la même classe. Le
résultat est donc la représentation graphique d’un processus de classiﬁcation récursif où
les attributs étiquettent les nœuds internes (ou branches) et à toute description complète
est associée une seule feuille.
Dans les processus arborescents classiques, la seule opération possible lors de la construc-
tion de l’arbre de décision est celle de segmentation des exemples selon une variable (ou
attribut). Dans les graphes, une opération de fusion permet de regrouper des individus de
mêmes caractéristiques appartenant à deux feuilles diﬀérentes de l’arbre. Ceci confère à
l’algorithme la capacité de minimiser le nombre de feuilles, assurant à chacune d’elles un
eﬀectif plus important, ainsi qu’une meilleure résistance à la fragmentation des données
[Oliver 1993, Rakotomalala 1997]. Dans tous les cas, chaque chemin (qui part de la racine
pour aboutir à une feuille) correspond à une règle exprimée sous la forme « si condition
alors conclusion » dans laquelle « condition » désigne une ou plusieurs propositions lo-
giques de type <attribut, valeur> [Zighed et Rakotomalala 2000]. L’ensemble des règles
constitue ainsi le modèle de prédiction.
Un arbre de décision, aussi appelé arbre d’induction (de l’anglais induction decision
tree), est ainsi composé d’une structure hiérarchique en forme d’arbre. Traditionnellement,
il se construit par raﬃnements de sa structure, en commençant par la racine. C’est un outil
d’aide à la décision et à l’exploration de données discrètes et continues. La lisibilité est un
point fort auprès des praticiens puisqu’un arbre peut non seulement être lu et interprété
directement mais aussi traduit en base de règles sans perte d’informations. Sa lisibilité et
sa rapidité d’exécution expliquent donc sa popularité [Utgoﬀ 1989]. Il reste cependant des
diﬃcultés liées par exemple à la manipulation des variables continues [Osório 1998].
Un exemple d’arbre de décision largement connu de la littérature est illustré dans
la Figure 3.4 ci-dessous. Il prédit le comportement d’un sportif (jouer ou non) selon
les conditions météorologiques à partir d’un ensemble d’exemples recueillis au préalable
(Tableau 3.1 extrait de [Quinlan 1986]).
Dans la Figure 3.5 nous retrouvons le même exemple représenté sous forme de graphe
d’induction.
3.2.2.1.2 Réseaux de neurones
Un réseau de neurones artiﬁciel est un modèle de calcul dont la conception est très
schématiquement inspirée du fonctionnement des neurones biologiques. Il a vocation à
imiter certains mécanismes du cerveau humain. Il est constitué d’un graphe orienté et
pondéré dont les nœuds sont les neurones dits formels (ou artiﬁciels) généralement or-
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Numéro Ciel Température Humidité Vent Classe
1 Ensoleillé Élevée Forte Non NON
2 Ensoleillé Élevée Forte Oui NON
3 Couvert Élevée Forte Non OUI
4 Pluvieux Moyenne Forte Non OUI
5 Pluvieux Basse Normale Non OUI
6 Pluvieux Basse Normale Oui NON
7 Couvert Basse Normale Oui OUI
8 Ensoleillé Moyenne Forte Non NON
9 Ensoleillé Basse Normale Non OUI
10 Pluvieux Moyenne Normale Non OUI
11 Ensoleillé Moyenne Normale Oui OUI
12 Couvert Moyenne Forte Oui OUI
13 Couvert Élevée Normale Non OUI
14 Pluvieux Moyenne Forte Oui NON
Tableau 3.1 – Données de l’historique constituant l’ensemble d’apprentissage
Figure 3.4 – Exemple d’arbre de décision
ganisés en une succession de couches. Ils sont dotés d’un état interne dit d’activation
pouvant être propagé aux autres en passant par des arcs pondérés appelés connexions,
liens, coeﬃcients ou poids synaptiques. Chaque neurone est ainsi une fonction algébrique
(un opérateur mathématique) non linéaire et bornée dont la valeur (numérique) dépend
de ces paramètres [Dreyfus et al. 2004]. Habituellement, les variables de cette fonction
et sa valeur de retour sont respectivement appelées les « entrées » et la « sortie » du
neurone, sachant que chaque couche (de neurones) prend ses entrées sur les sorties de la
précédente. La règle qui détermine l’activation d’un neurone en fonction de ses entrées
et de leurs poids respectifs s’appelle règle ou fonction d’activation. La constitution d’un
neurone peut alors être schématisée par la Figure 3.6 qui suit.
Les réseaux de neurones peuvent par exemple être classiﬁés selon leur architecture.
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Figure 3.5 – Exemple de graphe d’induction
Figure 3.6 – Structure générique d’un neurone formel
Dans la plupart des cas, ils sont multicouches : une couche d’entrée, une ou plusieurs
cachées et une de sortie. Toutefois, il en existe aussi à une seule couche ainsi que ceux, plus
rares, qui ne sont pas organisés en couches. Ils peuvent être complètement ou partiellement
connectés, et ce pour une organisation ou non en couches. En ce qui concerne la façon
dont l’information circule, les plus utilisés dans la littérature sont les réseaux dits non
bouclés ou unidirectionnels (et alors statiques), où un graphe acyclique ne permet pas
de retours en arrière. Au contraire, les réseaux bouclés ou récurrents contiennent des
interconnexions depuis la sortie d’un neurone vers lui-même, un autre neurone de la même
couche ou d’une couche inférieure. Ceci permet de modéliser des aspects temporels et des
comportements dynamiques où la sortie d’un neurone peut dépendre de son état antérieur.
Les boucles internes rendent cependant ce type de réseau instable et son utilisation plus
complexe [Osório 1998]. Diﬀérents exemples d’architecture sont illustrés dans la Figure
3.7 ci-dessous, et la Figure 3.8 fait ressortir la structure la plus utilisée dans la littérature.
Indépendamment de son type, pour qu’un réseau de neurones puisse être utilisé en tant
que fonction de prédiction selon les valeurs qui lui sont données en entrée, il doit d’abord
passer par une phase d’apprentissage. Les changements apportés aux valeurs des poids
ou dans la structure d’interconnexion des neurones sont responsables des changements de
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Figure 3.7 – Exemples de réseaux de neurones
Figure 3.8 – Vue simpliﬁée d’un réseau de neurones classique
comportement d’activation du réseau, ce qui lui permet d’apprendre un nouveau compor-
tement. Ainsi, le réseau est capable d’établir des associations entrée-sortie (stimulus et
réponse) aﬁn de bien résoudre un problème.
L’apprentissage est en général un processus graduel, itératif, où les poids du réseau sont
modiﬁés plusieurs fois selon une règle dite d’apprentissage avant d’atteindre leurs valeurs
ﬁnales. Il nécessite en général une grande quantité de données (ensemble d’apprentissage).
Ici encore une classiﬁcation est possible. Cela se fait le plus souvent par rapport à un
comportement de référence en cherchant à minimiser l’erreur entre les sorties réelles et
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désirées (et donc de façon supervisée) ; mais aussi en fonction de critères internes tels que
la coactivation des neurones (non supervisée).
3.2.2.2 Réseaux bayésiens
Issus du domaine de la statistique, les réseaux (d’inférence) bayésiens sont des modèles
(graphiques) qui permettent de représenter des situations de raisonnement probabiliste
(entre des faits) à partir de connaissances incertaines. Cette représentation est faite sous
la forme d’un graphe orienté acyclique.
D’une part, leur aspect qualitatif en fait des modèles de représentation de connais-
sances. Les relations causales (ou liens de causalité) entre variables (aléatoires) d’intérêt
sont décrites par un graphe dont les nœuds correspondent aux variables et les arcs aux
dépendances directes entre les variables qu’ils relient. Les liens manquant indiquent ainsi
une certaine indépendance entre les variables non reliées.
D’autre part, leur aspect quantitatif fait qu’ils servent aussi à calculer des distributions
de probabilités. Chaque nœud possède une table de probabilités conditionnelles de la
variable qu’il représente, et ce suivant ses parents dans le graphe.
Les relations de cause à eﬀet entre les variables ne sont alors pas déterministes mais
probabilistes (Figure 3.9). Ainsi, l’observation d’une (ou plusieurs) cause(s) n’entraîne
pas systématiquement l’eﬀet ou les eﬀets qui en dépendent mais modiﬁe seulement la
probabilité de les observer.
Figure 3.9 – Exemple de réseau bayésien extrait de [Cornuéjols et Miclet 2003]
Il est important de signaler qu’un réseau bayésien comprend à la fois une structure
et des paramètres (les probabilités conditionnelles) qui y sont associés. L’apprentissage
peut ainsi être utilisé soit pour estimer ses tables de probabilités soit pour estimer aussi
sa structure, dans les deux cas à partir de données.
3.2.2.3 Machines à vecteurs de support
Les machines à vecteurs de support ou séparateurs à vaste marge (SVM pour Support
Vector Machine) sont un ensemble de techniques d’apprentissage destinées à résoudre des
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problèmes de discrimination (prédiction d’appartenance à des groupes prédéﬁnis) et de
régression (analyse de la relation d’une variable par rapport à d’autres). Nous pouvons
citer par exemple [Boser et al. 1992] et [Cortes et Vapnik 1995] comme étant à leur origine
(en termes de popularité).
Étant donné un ensemble d’exemples d’apprentissage, chacun étiqueté comme appar-
tenant à une parmi deux catégories possibles, l’idée derrière un SVM est de construire
un modèle pour attribuer de nouveaux exemples dans une catégorie ou dans l’autre. Ceci
en fait un classiﬁcateur linéaire binaire non probabiliste. Le modèle obtenu est une re-
présentation des exemples comme points dans l’espace, placés de sorte que les exemples
de catégories distinctes soient séparés par un hyperplan dont la marge de séparation est
aussi large que possible (Figure 3.10). De nouveaux exemples peuvent alors être placés
dans ce même espace qui prédit leur appartenance à une catégorie selon le côté où ils se
trouvent.
Figure 3.10 – Principe de fonctionnement d’un SVM
La technique peut aussi être utilisée eﬃcacement pour eﬀectuer une classiﬁcation non
linéaire. Pour cela, une fonction noyau transforme l’espace de représentation des données
d’entrée en un espace de plus grande dimension dans lequel il est probable qu’il existe une
séparatrice linéaire. Les SVM sont donc une généralisation des classiﬁcateurs linéaires.
Conçus pour une séparation des données en deux ensembles, ce sont des classiﬁcateurs
binaires.
3.2.2.4 Programmation génétique
La programmation génétique (PG) est une sous-catégorie des algorithmes évolution-
nistes. Issue, à l’origine, de la programmation évolutionniste, c’est une méthode d’ap-
prentissage utilisant les concepts fondamentaux des algorithmes génétiques appliqués à
des programmes [Mahboub 2011]. Contrairement aux méthodes classiques d’algorithmes
évolutionnistes où les solutions sont généralement représentées par des structures de taille
ﬁxe, la PG utilise des structures de longueur variable et peut donc être utilisée pour la
création automatique de programmes informatiques pouvant représenter des formules ou
des algorithmes. Elle imite les programmeurs (humains) qui construisent des programmes
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en les réécrivant progressivement. La technique est connue pour pouvoir générer des heu-
ristiques puissantes bien qu’il n’y ait pas de garantie d’atteindre l’optimum [Kleinau et
Thonemann 2004]. Traditionnellement, elle est en mesure de résoudre les mêmes types
de problèmes que d’autres techniques d’apprentissage telles que les réseaux de neurones
[Brameier et Banzhaf 2007, Mahboub 2011].
Malgré les diﬀérentes variantes parues ces dernières décennies, la représentation la plus
répandue et emblématique de la PG reste sa déclinaison originelle sous forme d’arbres pro-
posée par [Koza 1992]. Par ailleurs, c’est une représentation très connue dans le domaine
de l’apprentissage [Murthy 1998]. En PG, un arbre est composé de fonctions (opérateurs
et fonctions relationnels, arithmétiques et conditionnels) manipulant un nombre d’entrées
pertinentes à un domaine de problèmes particulier pour produire les résultats requis.
Chaque entrée, appelée terminal, est composée d’une variable spéciﬁque au problème
ou d’une constante. Les fonctions sont situées dans les nœuds internes de l’arbre tandis
que les feuilles contiennent les constantes et variables d’entrée (Figure 3.11). L’espace de
recherche est alors constitué de tous les arbres de longueurs diverses qui peuvent être
construits en utilisant des ensembles prédéﬁnis de fonctions et de terminaux. Cela signiﬁe
que leur choix est essentiel en ce qui concerne l’eﬃcacité de l’algorithme. La composi-
tion de ces ensembles détermine leur expressivité : ils doivent être assez puissants pour
représenter la solution optimale (ou au moins un « bon » optimum local), mais trouver
une solution devient plus diﬃcile si l’espace de recherche est augmenté inutilement par un
trop grand nombre d’éléments. Pour résoudre cette situation de compromis (trade-oﬀ ),
des connaissances de l’utilisateur sur le domaine du problème sont nécessaires et, dans la
pratique, il est recommandé de déﬁnir ces ensembles aussi réduits que possible [Brameier
et Banzhaf 2007].
Figure 3.11 – Exemple d’expression sous forme d’arbre
Pour représenter des programmes répondant à un problème donné, le principe de la
PG est le suivant : générer (le plus souvent aléatoirement) une population de programmes
dits individus ; évaluer leur adéquation en leur attribuant ce que l’on appelle leur ﬁtness ;
appliquer des opérateurs génétiques (croisement, mutation, reproduction) sur la popula-
tion courante aﬁn d’en créer une nouvelle ; sélectionner les individus les mieux adaptés
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à l’environnement (les programmes répondant le mieux au problème posé) ; revenir à la
phase d’évaluation et répéter les étapes qui suivent jusqu’à ce qu’un critère d’arrêt soit
atteint.
Il est important de s’assurer de la validité syntaxique des individus crées au long de
l’évolution. L’évaluation de leur ﬁtness reste l’étape la plus critique en temps de calcul
alors que leur génération est beaucoup moins coûteuse voire négligeable [Brameier et
Banzhaf 2007].
Pour plus de détails sur la PG, se référer à [Poli et al. 2008] ainsi qu’aux travaux de
[Koza 1992, Koza 1994, Koza et al. 1999, Koza et al. 2003] qui en sont à l’origine et qui
ont fait émerger le potentiel de cette approche.
3.2.2.5 Méthodes hybrides
Dans les sous-sections précédentes, nous avons présenté diﬀérentes méthodes d’ap-
prentissage. Étant donnés les problèmes inhérents à chacune d’entre elles, les chercheurs
essaient de trouver de nouvelles solutions plus performantes. Dans ce contexte, les so-
lutions hybrides se présentent comme une tendance dans les recherches développées sur
les systèmes intelligents [Kandel et Langholz 1992, Michalski et Tecuci 1994, Sahin et al.
2012]. Le concept de système (ou méthode) hybride est cependant très large et inclut toute
méthode qui intègre deux approches diﬀérentes pour la solution d’un problème. Ceci per-
met certainement de tirer proﬁt de chacune des approches qui la constituent (tout en
palliant les déﬁciences de chacune d’entre elles) mais une méthode hybride reste diﬃcile
à mettre en œuvre [Shavlik et Towell 1989, Hammoud 2011].
Dans le but de donner un aperçu des possibilités de combinaison, voici quelques
exemples connus d’hybridation : système symbolique-ﬂou, symbolique-génétique, génético-
ﬂou, neuro-génétique ou encore neuro-symbolique. Ce dernier peut être de type neuro-ﬂou,
neuro-IDT (avec un arbre de décision), neuro-CBR (avec un système de raisonnement
fondé sur des cas) et neuro-KBS ou SHNS (avec un système à base de connaissances).
Pour plus de détails, se référer par exemple à [Osório 1998].
3.3 Notions générales sur la simulation
La modélisation et la simulation de ﬂux sont le processus de conception d’un modèle
pour un système réel et celui de conduite d’expérimentations sur ce modèle dans le but
d’en comprendre le fonctionnement et d’évaluer diﬀérentes stratégies de pilotage [Pegden
et al. 1995]. La simulation est alors l’évolution du modèle étudié dans le temps, à partir
d’hypothèses à tester, aﬁn de connaître son comportement dynamique et de pouvoir pré-
dire l’eﬀet de tel paramètre ou scénario sur le système [Hill 1996, Claver et al. 1997]. Elle
permet donc de répondre à des questions du type « Que se passerait-il si. . . ? », ce qui
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en fait un outil d’aide à la décision qui permet l’analyse des diﬀérentes solutions possibles
sans pour autant déterminer laquelle est la meilleure. Cela rend intéressant son couplage
à un algorithme d’optimisation. Pour plus de détails sur l’optimisation via simulation,
se référer à [Fu 1994, Fu 2002, Tekin et Sabuncuoglu 2004, Lee et al. 2013, Wang et Shi
2013].
La simulation est une technique généralement eﬃcace pour rendre des problèmes diﬃ-
ciles davantage traitables [Monostori et al. 2000]. Elle est largement utilisée pour étudier
des systèmes complexes [Fishwick 1991]. Un modèle (de simulation) décrit des entités
(éléments basiques d’un système physique), leurs attributs (caractéristiques principales
et relations) et comment elles interagissent dans le but de voir comment le système se
comporte sur une période de temps [Doukidis et Angelides 1994]. La notion de temps est
ici extrêmement importante et distingue deux types de modèles. Suivant la spéciﬁcation
des états du système pouvant être dénombrable ou non, le temps est vu comme discret ou
continu et l’on parle alors de simulation discrète ou continue [Law 2014]. Dans le premier
cas, l’intérêt se porte sur les événements qui sont à l’origine des changements d’état tandis
que dans le second, des équations diﬀérentielles sont souvent utilisées. Dans la littérature,
la simulation à événements discrets est plus usitée que la simulation continue pour les
systèmes de production [Pierreval 2006], c’est d’ailleurs l’un des outils choisis pour cette
thèse. À noter cependant qu’en simulation, une gestion discrète du temps dans le mo-
dèle n’est pas forcément liée à la nature discrète du système modélisé et des ﬂux qu’il
comporte : ce qui est continu peut parfois être discrétisé.
Les systèmes de production réels sont sujets à de nombreux phénomènes aléatoires qui
peuvent perturber leur fonctionnement. Leurs gestionnaires cherchent à les gérer de façon
à que ces phénomènes n’aient qu’un impact limité sur la production. La simulation est un
outil capable non seulement de vériﬁer une solution proposée (empiriquement ou par la
résolution analytique par exemple), mais aussi de fournir les informations manquantes sur
la dynamique des ﬂux en prenant en compte des données stochastiques et les événements
aléatoires. Cela la rend potentiellement puissante pour conduire des expérimentations
tout en sachant que les données de sortie, inﬂuencées par l’aléa, ne sont qu’une estimation
[Doukidis et Angelides 1994]. De plus, [Castagna et al. 2001] ont montré que la simulation
n’est plus seulement un outil d’aide à la conception des systèmes de production mais aussi
un puissant outil d’aide au pilotage lorsqu’elle est couplée à d’autres applications du type
ERP ou MES par exemple.
Non négligeable mais bien meilleur que celui d’un système réel, le temps de réponse
de la simulation permet de tester un grand nombre de combinaisons de paramètres [Mir-
damadi 2009]. Cela s’ajoute au fait que la simulation rend l’expérimentation possible
avant même l’existence du système réel, ce qui élimine le besoin de prototypes. Il est ainsi
possible d’observer le comportement d’un modèle dans des conditions bien déﬁnies, y
compris des situations inhabituelles ou anormales [Ören 1994]. La simulation peut contri-
buer à l’élaboration de nouveaux algorithmes, au soutien des décideurs, à la diminution
des risques d’investissement et au fonctionnement plus eﬃcace des systèmes exposés aux
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changements et perturbations [Monostori et al. 2000]. Elle peut également aider au choix
de solutions favorisant le développement durable [Jaegler et Burlat 2012]. La technique
de simulation fournit non seulement un moyen pour énoncer une théorie mais aussi un
critère très fort pour tester si la déclaration est appropriée [Ören 1994]. Cela s’avère utile :
un expert, poussé par des situations simulées spéciﬁques, peut énoncer son expertise et la
tester avec le modèle de simulation pour s’assurer qu’une représentation adéquate a été
obtenue [Doukidis et Angelides 1994].
Les vastes potentiels de la simulation se doivent aussi à sa capacité de représenter et
donc de couvrir tous les ﬂux de l’entreprise, qu’ils soient physiques, logiques ou décision-
nels. Elle peut également couvrir toutes les phases du cycle de vie d’un système. De plus,
cela peut être fait selon diﬀérents niveaux de granularité (degré de détail et de précision),
donc pour résoudre des problèmes à diﬀérents niveaux hiérarchiques. La simulation peut
donc tenir compte des diﬀérents horizons temporels : long, moyen et court termes ainsi
que le temps réel. La Figure 3.12 extraite de [Berchet 2000] résume ces diﬀérents champs
de représentation couverts par la simulation.
Figure 3.12 – Potentiels de la simulation selon [Berchet 2000]
Tous ces facteurs expliquent la popularité de la simulation en tant qu’outil pour éva-
luer la performance des systèmes de production ainsi que d’autres systèmes complexes.
Cependant, d’autres potentiels ressortent si l’on considère son utilisation conjointe avec
des méthodes d’apprentissage. Un tel couplage apparaît comme une approche très complé-
mentaire pour la génération de connaissances [Pierreval et Ralambondrainy 1990, Fishwick
1991, Pierreval 1992a, Monostori et al. 2000, Huyet 2006]. D’après [Doukidis et Angelides
1994], malgré les progrès dans les technologies de construction des systèmes experts, le
processus d’acquisition des connaissances des experts humains et de leur codage dans un
système informatique reste diﬃcile. Ici, les modèles de simulation peuvent jouer un rôle
positif car ils peuvent être considérés comme des générateurs de données. Par la suite,
nous nous concentrerons sur ce qui a été réalisé dans la littérature sur les diﬀérentes
possibilités de couplage de ces techniques.
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3.4 Usage conjoint de l’apprentissage et la simulation
3.4.1 Rôle de la simulation
Dans le cadre de cette thèse, nous nous sommes intéressés aux méthodes d’appren-
tissage (donc issues de l’intelligence artiﬁcielle) permettant d’extraire des règles à partir
du comportement des systèmes de production en vue de leur adaptation. Nous avons
pu constater qu’il y a un fort besoin d’exemples pour le bon fonctionnement de la plu-
part de ces méthodes (Section 3.2.2). Dans ce contexte, [Mouelhi-Chibani 2009] souligne
que plusieurs approches ont été proposées dans le domaine du pilotage des systèmes de
production pour constituer des ensembles d’apprentissage à partir desquels il serait pos-
sible apprendre, à savoir : des méthodes d’échantillonnage [Pierreval et Ralambondrainy
1990, Li et al. 2007], une connexion avec un algorithme d’optimisation [Huyet et Paris
2004] ou encore des exemples provenant de pratiques des opérateurs de systèmes réels
[Zhao et De Souza 2001]. C’est aussi dans ce contexte que la simulation est apparue
comme une solution intéressante à l’application des méthodes d’apprentissage lorsque les
exemples viennent à manquer.
D’après [Doukidis et Angelides 1994], le couplage de l’intelligence artiﬁcielle et de
la simulation peut être mutuellement utile, ce qui est renforcé plus précisément dans le
cas des systèmes experts par [Fishwick 1991]. Citons que les techniques d’IA peuvent
aider à modéliser le processus décisionnel dans la simulation [Egdorf et Roberts 1988].
De même, l’IA peut tirer proﬁt d’une telle intégration, notamment vis-à-vis des systèmes
experts : la conception de ces derniers peut être améliorée par l’utilisation de la simulation
pour l’acquisition de connaissances et l’évaluation de bases de connaissances [Doukidis et
Angelides 1994].
De fortes similarités méthodologiques entre les domaines de l’IA et de la simulation
ont inspiré des chercheurs à proposer des taxonomies permettant de mieux exploiter leur
couplage. Ces propositions étant trop génériques et/ou éloignées du sujet de cette thèse,
nous n’en avons gardé qu’un aperçu dans l’Annexe A.
En revanche, d’autres s’intéressent plus précisément à la combinaison de l’apprentis-
sage et de la simulation. [Monostori et al. 2000] signalent par exemple que l’apprentissage
peut améliorer la performance de diﬀérentes formes de couplage entre un système basé
sur la connaissance et la simulation. En eﬀet, l’apprentissage donne à ce type de systèmes
la capacité de mettre à jour leur base de connaissances [Ören 1994]. Les auteurs signalent
d’autre part que la simulation peut servir à générer des exemples pour l’apprentissage. À
ce propos et d’après [Frawley 1989], l’apprentissage est basé sur l’expérience et, malgré les
diﬀérentes classes d’algorithme, il dépend crucialement de la simulation pour lui fournir
cette expérience.
Ce même auteur explique plus précisément que l’apprentissage est basé sur l’expérience
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fournie par l’interaction entre le « monde » et l’apprenant qui cherche à améliorer sa
performance lors de l’exécution d’une tâche. Cela requiert un environnement comprenant
des situations à partir desquelles il pourra apprendre et d’autres avec lesquelles il pourra
tester l’état de l’amélioration basée sur l’apprentissage. Cet environnement doit être à
la fois actif, passif, purement observable, contrôlable, etc., ce qui est impossible pour un
environnement réel. Les modèles de simulation pourraient ainsi y jouer un rôle positif.
Toujours selon [Frawley 1989], ils sont même nécessaires et les travaux en apprentissage
font usage d’environnements et de situations simulés (spéciﬁques), la simulation étant ainsi
au cœur de la recherche en apprentissage. Nous le verrons dans ce qui suit, le simulateur
joue le rôle du monde, ses états correspondant à des situations rencontrées. Par ailleurs, les
actions de l’apprenant changent des aspects du simulateur. L’évaluation de ces interactions
est à l’origine du changement de comportement de l’apprenant de façon à ce qu’il fasse
mieux lorsqu’il sera confronté à une situation identique ou similaire.
Citons encore [Ören 1994] qui identiﬁe l’apprentissage par simulation comme étant
un domaine de recherche prometteur où la simulation est utilisée en tant que technique
de génération de connaissances empiriques à base de modèles pour l’apprentissage. Pour
cela, des modules peuvent concevoir, exécuter et surveiller les expérimentations de simu-
lation alors que d’autres vont interpréter les résultats pour en apprendre davantage sur
la structure ou le comportement du système étudié. Cette voie de recherche constitue par
ailleurs l’essence même de cette thèse.
Nous présenterons par la suite les travaux qui suivent cette perspective où l’appren-
tissage est combiné à la simulation. Nous nous concentrerons sur ce qui a été fait dans le
domaine des systèmes de production.
3.4.2 Travaux de la littérature appliqués aux systèmes de pro-
duction
L’utilisation de l’IA dans la gestion de la production est largement rapportée [Mono-
stori 2003, Liao 2005, Sahin et al. 2012] et des approches la combinant avec la simulation
sont soulevées [Pierreval et Ralambondrainy 1990, Fishwick 1991, Pierreval 1992a, Pier-
reval 1992b, Monostori et al. 2000, Huyet 2006]. Comme identiﬁé par [Mouelhi-Chibani
2009], il existe plusieurs travaux sur l’apprentissage à partir de la simulation appliqués
aux systèmes de production puisque celle-ci est capable de fournir des informations ex-
trêmement utiles sur leur comportement.
3.4.2.1 Méta-modèles
Il est reconnu que les temps de calcul des approches basées sur la simulation ne sont
en général pas négligeables [Law 2014]. À ce propos, de nombreux chercheurs ont utilisé
l’apprentissage pour construire des méta-modèles qui représentent les systèmes de pro-
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duction dans le but de remplacer le modèle de simulation. Un modèle de simulation est
une représentation simpliﬁée (ou abstraction) de la réalité (dans notre cas un système de
production) développée selon des objectifs précis. Ce processus d’abstraction peut être
appliqué au modèle en lui-même, de sorte qu’un modèle simpliﬁé du modèle de simu-
lation soit obtenu. C’est ce deuxième niveau d’abstraction de la réalité qui est appelé
méta-modèle [Kleijnen 2015]. Ainsi, un méta-modèle est capable de prédire les sorties du
modèle de simulation d’un système de production à partir de ses entrées.
Malgré l’étude comparative réalisée par [Can et Heavey 2012] montrant la supériorité
de la programmation génétique face aux réseaux de neurones pour la construction de
méta-modèles, la méthode la plus couramment utilisée est basée sur ces derniers puisque
ce sont des approximateurs universels parcimonieux [Kilmer et al. 1994, Dreyfus et al.
2004]. Ce potentiel est par exemple exploité par [Pierreval et Huntsinger 1992] dans le
cadre d’un atelier job-shop, les auteurs montrant également par le modèle d’un percolateur
à café la faisabilité de ce type de méthode pour des systèmes continus. Citons aussi
[Fonseca et Navaresse 2002] qui en font usage pour évaluer les temps moyens de passage
des commandes traitées simultanément dans un job-shop à quatre machines.
[LeCroy et al. 1996] et [Mollaghasemi et al. 1998] s’intéressent quant à eux à une
application réelle impliquant des opérations de test d’une usine de fabrication de semi-
conducteurs. Un méta-modèle est développé de façon à répondre à des questions dites
inversées, c’est-à-dire pour estimer les entrées nécessaires à l’obtention d’un résultat spé-
ciﬁque. Leur but est de constituer un système d’aide à la décision pour la conception de
systèmes de production. C’est un méta-modèle inversé où la sortie de la simulation (le
temps de cycle et les encours) est l’entrée du méta-modèle, et l’entrée (la règle de priorité
et les nombres nécessaires pour trois types de testeurs) correspond à la sortie désirée.
Intéressés par le modèle de stocks d’un atelier, [Kilmer et al. 1994, Kilmer et al. 1999]
utilisent un méta-modèle pour estimer le coût moyen total de stockage et un autre pour
estimer sa variance. Les systèmes à ﬂux tiré ont aussi retenu l’attention des chercheurs.
Nous pouvons citer les travaux de [Guneri et al. 2009] pour étudier les avantages d’un
système kanban ﬂexible par rapport à un système traditionnel (soit d’un nombre de cartes
variable plutôt que ﬁxe). Citons également un autre type d’application où des méta-
modèles sont utilisés pour la réduction de modèles. C’est notamment le cas dans [Thomas
et al. 2011, Thomas et al. 2014] qui exploitent pour cela des réseaux de neurones mais
aussi des arbres de régression.
Toujours dans cet esprit, quelques travaux proposent des approches hybrides où ces
méta-modèles basés sur les réseaux de neurones sont couplés à d’autres méthodes. Dans
[Chan et Spedding 2001], le couplage est fait avec une approche de surfaces de réponse
pour prédire la performance d’un système d’assemblage de produits optoélectroniques et
ainsi trouver la conﬁguration optimale du processus. [Wang et al. 2005] développent quant
à eux un modèle hybride de découverte de connaissances qui combine un arbre de décision
et un réseau de neurones. Ce dernier est utilisé pour prédire la performance de la règle
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de priorité appropriée à diﬀérentes situations et choisie par le premier en utilisant des
données de production bruitées.
Le gain en temps de calcul est peut-être encore plus recherché lorsque des processus
d’optimisation via simulation sont mis en place. Les méta-modèles peuvent ici encore être
utiles et nous pouvons par exemple citer [Hurrion 1997] qui en tire proﬁt dans un problème
de recherche combinatoire. Le méta-modèle développé pour un système de production à
ﬂux tiré est utilisé conjointement à une méthode de recherche exhaustive pour trouver le
nombre optimum de cartes kanban. De même, [Araz et al. 2006, Araz et al. 2008] en font
usage pour assister le choix du nombre cartes. Pour cela, ils énumèrent les mesures de
performance pour toutes les combinaisons possibles de nombre de cartes de sorte à fournir
des estimations rapides pour une technique de décision multicritère.
Ce type d’approche, très utile lorsque les caractéristiques d’un système restent stables,
aide à mieux maîtriser les aspects liés à sa conception. Cependant, son utilisation est
limitée lorsque les conditions dans lesquelles le système opère sont susceptibles de changer,
et ce de façon imprévisible. Il faut alors être capable d’adapter le système aux nouvelles
conditions.
3.4.2.2 Outils d’aide à la décision
D’autres combinaisons à exploiter pourraient se montrer très utiles. Par ailleurs, l’état
de l’art réalisé par [Mouelhi et al. 2007] sur l’utilisation des réseaux de neurones en simula-
tion en donne un aperçu puisqu’il pourrait être élargi à d’autres méthodes d’apprentissage.
Il démontre qu’il reste d’autres possibilités même si la construction de méta-modèles reste
la ﬁnalité la plus récurrente. Ainsi, les exemples de bonnes ou de mauvaises décisions
étant diﬃciles à trouver de façon suﬃsamment variée dans le monde réel, plusieurs au-
teurs ont montré que la simulation était capable d’en fournir. Dans ces situations, nous
sommes sur une utilisation des méthodes d’apprentissage non pas pour remplacer la si-
mulation mais pour piloter le système (et donc ses adaptations). C’est dans cet esprit
que [Pierreval et Ralambondrainy 1990] et [Pierreval 1992a] mettent en évidence l’intérêt
de disposer de connaissances qui soient présentées notamment sous la forme de règles
de production. Ces dernières, dominantes en intelligence artiﬁcielle et souvent appelées
règles situation-action ou condition-action, sont des règles du type « si-alors » : lorsqu’une
certaine situation/condition (détaillée dans le « si ») est rencontrée/satisfaite, les actions
associées (dans l’« alors ») sont exécutées [Doukidis et Angelides 1994, Wilson 1998, Fré-
con et Kazar 2009]. Les connaissances sont ainsi directement exploitables par un système
expert ou par un décideur.
Les réseaux de neurones ou autres méthodes d’apprentissage ont été peu utilisés pour le
pilotage d’atelier en tant que « décideur » jouant un rôle actif dans un système d’aide à la
décision. Cependant, certains chercheurs ont décidé dans ce but d’exploiter diﬀéremment
les données obtenues par simulation pour la constitution d’un ensemble d’apprentissage.
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La Figure 3.13 montre la diﬀérence entre une utilisation comme méta-modèle ou décideur.
Dans le deuxième cas qui nous intéresse plus particulièrement, le résultat de l’apprentis-
sage est un module pour la prise de décisions dans le modèle de simulation. Ceci est
matérialisé soit par la proposition de décisions possibles aux décideurs aﬁn de les assister
au mieux dans pilotage du système, soit directement par le choix de la décision censée
optimiser la performance visée dans le système de production.
Figure 3.13 – Rôle de l’apprentissage selon l’usage des expérimentations de simulation
Dans le premier cas, l’apprenant va reproduire le comportement du modèle de simu-
lation et nous indiquer par exemple la performance du système selon la conﬁguration et
la règle de priorité qui lui sont fournies en entrée. Dans le deuxième cas, l’ensemble d’ap-
prentissage va être réorganisé de sorte qu’il contienne la règle de priorité qui a fourni des
meilleures performances pour une conﬁguration donnée. L’apprenant ne sera donc pas en
mesure de reproduire le comportement du système simulé mais plutôt de suggérer la règle
de priorité à mettre en place selon la conﬁguration qui lui a été fournie en entrée.
Les propositions de [Pierreval 1992b, Piramuthu et al. 1993, Caskey 2001, Yildirim
et al. 2006] décrites dans la Section 1.3.2.6 se placent dans ce contexte. Reprenons-en
quelques-unes de façon succincte. Dans [Yildirim et al. 2006] par exemple, les données
de la simulation sont transformées de sorte que le réseau de neurones indique le nombre
de machines sur chaque station suivant ce qui lui est fourni en entrée, à savoir : la règle
de priorité, le coeﬃcient pour le calcul des dates de livraison ainsi que la performance
souhaitée. Pour pouvoir ﬁxer la valeur des deux premiers paramètres, la simulation est de
nouveau utilisée mais cette fois pour un nombre bien plus limité de solutions.
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[Pierreval 1992b] crée un ensemble d’apprentissage modiﬁé à partir des données si-
mulées pour entraîner un réseau de neurones à déterminer la règle de priorité à prendre
en compte pour chaque station de travail selon l’état du système, résultat fourni par un
classement. Il ne montre pas son utilisation pour un pilotage dynamique en temps réel
mais signale que le réseau de neurones trouvé peut être utilisé soit comme un outil d’aide
à la planiﬁcation, soit intégré dans un logiciel de gestion de la production.
Nous pouvons encore citer les travaux d’[El-Bouri et Shah 2006], très proches de ceux
de [Pierreval 1992b]. Ils considèrent que le réseau de neurones est construit selon un critère
de performance donné. Ils en entraînent donc un pour minimiser le temps total d’exécution
(makespan) et un autre pour minimiser le temps moyen de passage des pièces dans l’atelier
(ﬂow time). La façon dont ils structurent leurs réseaux de neurones permet de traiter des
problèmes de plus grande taille puisque pour P règles de priorité et M machines, ils ont
P ·M plutôt que les PM sorties de [Pierreval 1992b]. Les résultats restent sous la forme
d’un classement, mais il s’agit d’un classement de règles à appliquer pour chaque machine
plutôt que de la combinaison à appliquer directement. Cela permet d’évaluer la préférence
relative de chaque règle en dépit d’une interprétation plus complexe.
Le méta-modèle inversé de [LeCroy et al. 1996, Mollaghasemi et al. 1998] présenté
auparavant peut aussi être placé dans cette catégorie puisqu’il aide à la décision, bien
que cela soit fait de façon statique. C’est un cas très particulier où la transformation de
l’ensemble d’apprentissage consiste tout simplement à inverser les entrées et les sorties.
Dans ce même esprit d’aide à la conception, plusieurs chercheurs s’intéressent non
pas à assister dans le choix d’une règle de priorité parmi les diﬀérentes existantes mais
plutôt à la génération d’une nouvelle règle. Cela est fait à partir de diﬀérents attributs des
produits ainsi qu’à partir de variables et paramètres du système, tous considérés comme
signiﬁcatifs vis-à-vis du problème. Citons [Geiger et al. 2006], [Geiger et Uzsoy 2008],
[Pickardt et al. 2010] ou encore [Pickardt et al. 2013], tous utilisant la programmation
génétique.
Ces méthodes où les décisions sont considérées statiquement se basent le plus souvent
sur le comportement du système à l’état stable. À cet égard et pour mieux prendre en
compte des modiﬁcations dans l’état du système, certains prennent des décisions périodi-
quement. À la ﬁn de chaque période de temps Δt (déterminée au préalable), les valeurs des
variables de décision à appliquer dans l’atelier sont réévaluées : toutes les possibilités pour
la période à venir sont testées et la meilleure suivant le critère de performance considéré
est choisie. Ces réévaluations sont le plus souvent faites en re-simulant périodiquement
le système tel que dans [Wu et Wysk 1989]. Cette approche présente deux inconvénients
selon [Pierreval 1992a] :
• Son coût en temps de calcul en raison du nombre de simulations qui doivent être
eﬀectuées périodiquement ;
• Sa sensibilité à la période utilisée car la performance dépend de la période de temps
entre deux simulations.
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Ce principe est cependant retenu par plusieurs chercheurs qui utilisent l’apprentissage
pour contourner le premier inconvénient. Par exemple, [Metan et al. 2010] utilisent une
décomposition en périodes d’ordonnancement, chaque période correspondant à une don-
née dans l’ensemble d’apprentissage à partir duquel un arbre de décision est construit.
Ensuite les règles de priorité sont sélectionnées en ligne à partir de l’arbre. De même, dans
le contexte des systèmes à ﬂux tiré, [Wray et al. 1997] et [Markham et al. 1998] utilisent
respectivement des réseaux de neurones et l’induction de règles pour déterminer périodi-
quement le nombre de cartes à utiliser. Pour ce faire, ils considèrent que des informations
sont disponibles concernant la période à venir, à savoir des prévisions sur la demande, les
temps de traitement des machines et l’approvisionnement. Ils les résument par des valeurs
qualitatives : un niveau de variabilité haut ou bas. Le nombre de cartes appartient à un
intervalle prédéﬁni et toutes les possibilités sont simulées pour trouver celle qui fournit
un coût minimum, et ce pour divers scénarios d’atelier. L’ensemble d’apprentissage peut
être décrit par les données de la période précédente et de celle à venir en entrée ainsi que
le nombre de cartes correspondant en sortie. L’approche est alors sensible à la période
utilisée mais aussi à l’usage de valeurs quantitatives d’une façon qualitative, ce qui limite
les possibilités d’apprentissage.
[Manupati et al. 2013] développent une approche basée sur l’apprentissage par SVM
pour déterminer périodiquement la règle de priorité à appliquer dans une cellule de pro-
duction ﬂexible. La simulation est utilisée d’une part pour la génération des ensembles
d’apprentissage et d’autre part pour évaluer le contrôle par SVM. Pour la constitution
des exemples, la performance obtenue pour une période de simulation est associée à une
paire <règle de priorité, état du système> qui correspond à la règle utilisée tout au long
de la simulation et à l’état initial du système. Les diﬀérents états intermédiaires au cours
de la période ne sont donc pas pris en compte.
Des changements et/ou perturbations survenant en temps réel ne peuvent toujours
pas être convenablement pris en compte par la décomposition du temps en périodes.
Pour remédier à ce problème, des chercheurs visent la prise de décision dynamique dans
l’atelier lorsque c’est nécessaire. Ceci peut être fait en ﬁxant des seuils de contrôle pour
diﬀérentes variables à surveiller. Une autre possibilité est la détermination d’événements
déclencheurs tels que l’arrivée d’une nouvelle commande ou encore la libération ou la
panne d’une machine. Une fois ces seuils atteints ou lors de l’occurrence de ces événements,
un nouveau choix est fait concernant les variables de décision.
[Pierreval 1992a] propose alors l’utilisation d’un système expert comme une alternative
aux approches décomposant le temps en périodes. La simulation est utilisée pour tester
et améliorer les bases de connaissances au sein d’un système expert. Ce dernier a pour
but de changer dynamiquement les règles de priorité à appliquer selon l’état du système,
les éventuelles contraintes et les critères de performance ciblés. Les décisions sont prises
à chaque fois qu’une machine ﬁnit une tâche, donc lors de l’occurrence d’un événement
déclencheur. Nous avons ici un usage de la simulation non pas pour concevoir un ensemble
d’apprentissage mais pour assister un expert. Ce dernier doit interpréter les résultats de
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simulation et modiﬁer la base de connaissances en conséquence. Malgré cette intervention
humaine, ceci reste une contribution possible de la simulation pour concevoir des systèmes
experts plus performants étant donnée la possibilité d’en évaluer des diﬀérents et de les
comparer.
[Lee 2008] développe une approche par apprentissage pour résoudre un problème d’or-
donnancement dit adaptatif : la règle de priorité la plus adéquate est choisie et appliquée
dynamiquement selon l’état courant de l’environnement d’ordonnancement. Selon lui, ce
problème est généralement considéré comme une tâche de classiﬁcation : la performance
du système qui le résout dépend de l’eﬀectivité de la connaissance utilisée pour lier les états
du système aux meilleures règles pour ces états. Une base de règles ﬂoues est construite
à partir d’un ensemble d’apprentissage issu de la simulation. Des règles ﬂoues sont préfé-
rées aux règles de production car la robustesse de la solution sera ainsi moins vulnérable
aux changements de situation et donc non liée à la résolution d’un problème isolé. Pour
construire l’ensemble d’apprentissage, une même règle donnée est appliquée tout au long
d’une simulation lorsque la décision coïncide avec un état ﬂou donné. Cependant, d’autres
états diﬀérents peuvent également apparaître lors des décisions qui sont dans ces cas prises
selon une règle par défaut déﬁnie par l’utilisateur. La performance associée à l’application
d’une règle pour un état n’est alors pas complètement maîtrisée étant donné que les règles
par défaut inﬂuencent également cette performance.
Une autre approche dynamique est proposée par [Takahashi et Nakamura 1999a] avec
des réseaux de neurones. L’idée est de détecter des changements dans une série chronolo-
gique caractérisant la demande aﬁn d’ajuster la taille du stock tampon dans un système
à ﬂux tiré. L’ensemble d’apprentissage est généré par des simulations faites sur des condi-
tions stables. Par conséquent, leur approche se base sur l’échantillon de séries chronolo-
giques utilisé. De plus, le comportement en temps réel dans un environnement fortement
changeant ne peut pas véritablement être déduit à partir d’informations recueillies dans
des conditions stables.
Une nouvelle idée d’apprendre sans ensemble d’apprentissage a depuis émergé. Elle vise
à tirer proﬁt de la synergie entre simulation et apprentissage pour le pilotage en temps
réel tout en palliant les déﬁciences que nous avons pu apercevoir jusque-là. Cette idée est
exploitée par [Mouelhi-Chibani 2009, Mouelhi-Chibani et Pierreval 2010] qui y associent
le concept d’apprentissage autonome [Mouelhi et Pierreval 2007]. Leur approche consiste
à entraîner un réseau de neurones directement à partir d’un modèle de simulation. La mise
à jour (apprentissage) du réseau de neurones est supportée par un module d’optimisation.
Cela est aussi fait par [Kapanoglu et Alikalfa 2011] mais cette fois-ci en utilisant
un algorithme génétique. Ils exploitent l’idée d’associer des règles de priorité connues à
diﬀérents états du système. Pour caractériser un état, ils se concentrent uniquement sur
les longueurs des ﬁles d’attente, réparties en intervalles consécutifs et sans diﬀérentiation
par machine. Chaque machine composant un job-shop contribue à la construction d’une
base de règles. Cette dernière est commune à toutes les machines de ce job-shop mais
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utilisée indépendamment par chacune d’entre elles. À chaque libération d’une machine,
celle-ci vériﬁe la règle de priorité à utiliser pour sélectionner la prochaine pièce à traiter,
et ce selon le nombre de pièces dans sa propre ﬁle d’attente. L’approche impose une règle
commune à toutes les machines plutôt que des listes individuelles et indépendantes pour
chacune d’entre elles qui pourraient être plus spéciﬁques. De même, elle néglige toutes les
autres variables caractérisant l’état d’un système. Leur prise en compte semble diﬃcile
avec la représentation utilisée de par leur aspect combinatoire.
Cette idée est également exploitée dans quelques travaux cités auparavant dans le
cadre de décisions à caractère statique. La programmation génétique est utilisée par [Gei-
ger et al. 2006] pour découvrir des nouvelles règles de priorité pour un environnement
donné, et ce dans le cas de problèmes d’ordonnancement à une seule machine. L’idée est
de trouver, hors ligne, une expression mathématique qui indique la priorité des tâches.
Pour l’apprentissage, les auteurs utilisent la performance moyenne de chaque règle sur
diﬀérentes instances représentant un même scénario, cette performance étant obtenue par
des simulations. Puis, des nouvelles instances sont utilisées pour valider le résultat. Ils
montrent comment adapter la méthode aux problèmes avec plusieurs machines, chacune
ayant sa propre règle de priorité.
Le même type d’approche, encore une fois pour le problème à une seule machine,
est appliqué par [Dimopoulos et Zalzala 2001]. Ils se concentrent sur l’ordonnancement
statique lorsque l’objectif est de minimiser le retard total. Ils aﬃrment cependant que
l’approche peut être utilisée pour d’autres critères de performance. [Pickardt et al. 2010]
s’intéressent quant à eux à des règles de priorité et à la formation de lots dans un environ-
nement complexe. Ils récupèrent un certain nombre de règles (les meilleures pour chaque
génération) qui sont simulées de nouveau pendant une période de temps plus longue pour
le choix ﬁnal. Leur approche est par la suite complétée par un algorithme génétique dans
[Pickardt et al. 2013] aﬁn d’aﬀecter les règles aux diﬀérentes machines. Tous ces travaux
sont réalisés du point de vue de la conception : ils ne font rien évoluer au cours du temps
mais découvrent la règle à utiliser selon les caractéristiques de l’atelier et ce, de façon
« déﬁnitive ». En revanche, [Pickardt et al. 2010] signalent une voie de recherche où l’ap-
prentissage pourrait s’exécuter en continu pendant la production en temps réel, adaptant
constamment les règles à l’environnement.
3.4.2.3 Autres
D’autres types de travaux exploitant le lien entre la simulation et l’apprentissage ont
aussi été menés. Par exemple, [Huyet 2006] propose une méthodologie basée sur la syner-
gie entre une approche d’optimisation évolutionniste et une approche d’apprentissage par
des graphes d’induction. Elle vise à extraire des connaissances sur le comportement du
système à partir des meilleures solutions proposées. L’idée est de fournir des explications
sur les solutions obtenues qui soient utiles à leur conception et exploitation. L’interac-
tion entre diﬀérents facteurs et leurs impacts dans la performance pourraient mener à
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l’identiﬁcation de facteurs critiques et à une possible caractérisation des solutions ayant
de bonnes performances. Appliquée à un job-shop à cinq machines, la méthodologie reste
une aide à la conception puisque les paramètres sont déﬁnis statiquement et non pas
ajustés dynamiquement selon les changements dans les conditions d’opération.
[Dudas et al. 2011] analysent aussi des systèmes de production pour avoir un aperçu
des paramètres qui inﬂuent sur les mesures de performance et obtenir une meilleure com-
préhension du problème. Pour ce faire, ils combinent un algorithme de type NSGA-II et
la technique de fouille de données, tous les deux appliqués à des modèles de simulation.
La simulation sert alors à évaluer les solutions pendant le processus d’optimisation et
ainsi à constituer les données devant être exploitées par l’apprentissage. La combinai-
son entre simulation, optimisation et fouille de données est aussi exploitée par [Shahzad
2011, Shahzad et Mebarki 2012] qui se concentrent sur l’ordonnancement dans un job-shop,
la performance étant liée au retard. Ils utilisent la recherche tabou pour l’optimisation
et l’arbre de décision comme forme de représentation de connaissance (résultat de l’ap-
prentissage). [Otto et Otto 2014] critiquent cependant ces méthodes utilisant la fouille de
données car elles sont coûteuses en temps de calcul. Ils proposent à la place de formuler
empiriquement des principes génériques de conception de règles de priorité testées par
des expérimentations et validées par des tests statistiques. Il n’est cependant pas toujours
possible d’appliquer une telle méthode.
D’autres auteurs dans la littérature s’intéressent aussi au couplage de la simulation et
de l’apprentissage. [Bonneau et Proth 1985] proposent deux méthodes de regroupement
pour classer les résultats obtenus par simulation et ainsi aider à choisir les règles de
priorité pour un système de production. [Heritier-Pingeon 1991] exploite des données de
simulation par l’analyse en composantes principales et la classiﬁcation pour aider à la
conception de systèmes de production. Citons enﬁn [Lereno et al. 2001, Chebel-Morello
et al. 2006] qui construisent des arbres de décision (et même un réseau de neurones pour
les premiers auteurs) à partir des résultats de simulation aﬁn d’aider indirectement à la
décision d’ordonnancement en assistant au paramétrage du logiciel de support de cette
activité.
3.5 Conclusion
Nous avons commencé ce chapitre par une brève présentation des méthodes d’ap-
prentissage les plus connues. Nous avons ensuite vu que la simulation est une solution
largement utilisée lors de l’application de ces méthodes, étant donnée l’importance des
exemples qui ne sont malheureusement pas toujours disponibles. Nous avons donc mis
l’accent sur les travaux de la littérature utilisant à la fois les méthodes d’apprentissage et
la simulation dans le domaine des systèmes de production.
Sur le plan théorique, diﬀérentes façons possibles de mettre en place une telle combi-
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naison des modules d’apprentissage à la simulation pourraient être envisagées. Sur le plan
pratique en revanche, nous pouvons tout d’abord constater que ces diﬀérentes possibilités
ne sont pas forcément exploitées. Il s’avère que le rôle de la simulation reste « passif »
dans la plupart des cas et mériterait donc plus d’attention. Les recherches se sont surtout
concentrées sur l’usage de la simulation pour la génération d’exemples pour l’apprentis-
sage. En eﬀet, des exemples de l’eﬀet des décisions en production étant diﬃciles à trouver
de façon suﬃsamment variée dans le monde réel, plusieurs auteurs ont cherché à montrer
que la simulation pourrait s’y substituer. Ils ont ainsi montré que cet outil est capable
de fournir de tels exemples, nécessaires à la construction d’ensembles d’apprentissage.
Pour cela, ils ont lié des stratégies de décision aux performances aﬁn que des experts ou
des outils d’apprentissage puissent en extraire les connaissances utiles et donc l’expertise
recherchée.
La plupart des travaux se concentre sur des problèmes de conception où les décisions
sont prises « une fois pour toutes », et ce en se basant sur des analyses du système dans
son état stable. Ceci est risqué de nos jours compte tenu des conditions industrielles de
plus en plus instables (marché, concurrence). D’autres travaux adoptent la stratégie de
décomposition du temps en périodes. Cela permet déjà de prendre en compte l’apparition
de quelques changements mais en restant très sensible à la durée établie pour une période.
Les changements au cours d’une même période risquent d’être pris en compte tardivement
et de se cumuler, voire de s’annuler entre eux. Avec de tels types d’approche, on peut
trouver des logiques bonnes mais locales et instantanées : elles ne considèrent pas les
objectifs dans le long terme et présentent donc très probablement une forme de myopie
dite temporelle. Cette dernière est déﬁnie par [Zambrano Rey 2014, Zambrano Rey et al.
2014b] comme une limitation concernant l’estimation des conséquences à long terme des
décisions courantes.
Une décision eﬃcace est une décision qui est toujours valable au présent et que l’on
réitère au besoin, donc dynamiquement. Les travaux dans cette optique ne sont pas nom-
breux et ont pour la plupart été accomplis à l’aide d’hypothèses et de simpliﬁcations
pouvant nuire à la qualité des données pour l’apprentissage et, par conséquent, à la qua-
lité du résultat.
En eﬀet, les méthodes d’apprentissage sont très sensibles à la qualité de l’ensemble
d’apprentissage : les résultats obtenus restent très dépendants des données à partir des-
quelles les connaissances sont extraites. Ainsi, leur usage nécessite que l’on soit capable
non seulement de générer des exemples (ce qui peut eﬀectivement être fait par simula-
tion), mais surtout d’en générer des bons. Autrement dit, il faut suﬃsamment de maîtrise
pour pouvoir distinguer des exemples de bonnes ou de mauvaises décisions au regard d’un
objectif de performance. Or, lorsqu’il s’agit du pilotage des systèmes de production, l’im-
pact sur la performance des décisions prises est diﬃcile à évaluer immédiatement ou dans
le très court terme. L’état de ces systèmes change dynamiquement au cours du temps
ainsi que l’environnement dans lequel ils opèrent, ce qui doit être convenablement pris en
compte lors des prises de décisions aﬁn que celles-ci soient eﬃcaces. Ceci devient encore
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plus ﬂagrant lorsque l’on parle de leur adaptation aux changements, ce qui nous intéresse
plus particulièrement.
De plus, puisque plusieurs décisions sont prises et donc s’enchaînent au cours du temps,
c’est cet enchaînement de décisions qui s’avère être performant ou non, et non pas chaque
décision individuellement. C’est cet aspect dynamique du problème et des systèmes de
production eux-mêmes qui rend diﬃcile la tâche d’évaluation intrinsèque à la généra-
tion d’exemples pour l’apprentissage. En même temps, si la possibilité d’apprendre sans
exemples d’apprentissage est attractive pour générer des connaissances relatives au com-
portement d’un atelier, la littérature ne rapporte à notre connaissance que très peu d’ap-
plications de telles approches dans le contexte des systèmes de production. Par ailleurs,
les travaux existants se concentrent surtout sur des décisions dans le court terme, notam-
ment sur les règles de priorité et les cartes kanban. Ce type d’approche devrait cependant
pouvoir être appliqué à des décisions beaucoup plus vastes.
Bien que peu d’études aient été réalisées, nous avons pu voir que l’usage de la simu-
lation peut aussi être une source de génération de nouvelles connaissances [Geiger et al.
2006, Mouelhi-Chibani 2009, Pickardt et al. 2010]. Les voies principales étant identiﬁées,
nous sommes conduits à étudier l’apport de l’usage conjoint de la simulation et de l’ap-
prentissage, évitant par ailleurs les nombreux inconvénients que nous avons soulignés.
Autrement dit, notre travail vise à développer un principe d’apprentissage par simulation
et non pas à partir d’un ensemble de données générées par simulation. Nos propositions
ont vocation à être appliquées à des problèmes d’adaptation, donc à un spectre beaucoup
plus large que le pilotage d’atelier. Par la suite, nous proposerons une formalisation du
problème d’adaptation qui fait l’objet de cette thèse. Nous proposerons également une
approche pour le résoudre, et ce dans le but de permettre une étude sur les contributions
de ce type d’approche.
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Chapitre 4
Apprentissage par Programmation
Génétique Linéaire basée sur la
Simulation pour l’Adaptation des
Systèmes de Production
4.1 Introduction
De nos jours, la complexité et l’incertitude caractérisent l’environnement de nos sys-
tèmes de production. Ils ont donc besoin d’accomplir une large variété de tâches tout en
étant adaptatifs. De ce fait, résoudre le problème sur la façon dont ils peuvent répondre
à des changements continus dans un environnement dynamique est devenu un enjeu aussi
bien pour les industriels que pour les membres de la communauté scientiﬁque.
En eﬀet, nous avons pu constater dans le Chapitre 1 le besoin croissant en termes
d’aide à la décision dans les problématiques liées aux systèmes de production adaptables.
Nous nous intéressons donc à la contribution que pourrait y apporter l’apprentissage par
simulation. Ainsi, ce chapitre propose une approche qui permet de traiter des problèmes
d’adaptation de natures diverses.
Diﬀérentes décisions interviennent tout au long du cycle de vie d’un système de produc-
tion. Pour les traiter, nous pouvons tout d’abord distinguer les cas où l’on peut considérer
qu’il existe une certaine visibilité sur le futur ainsi que la disponibilité des nombreuses in-
formations nécessaires à la prise de décision. Ces données permettent de faire appel à des
méthodes d’optimisation ou des logiciels de gestion de production par exemple. Ceci est
même souhaitable, l’objectif étant de déterminer la meilleure décision possible au vu des
critères de performance visés (coûts, délais) et en accord avec certaines contraintes (capa-
cités, priorités). Nous avons pu identiﬁer dans le Chapitre 1 des travaux qui déterminent
« quand changer quoi », lesquels supposent la plupart du temps un horizon temporel, un
plan de production et même des changements connus à l’avance. Or, ce n’est pas toujours
le cas.
Nous pouvons ainsi distinguer les décisions qui sont davantage sujettes à la complexité
et l’imprévisibilité de l’évolution dynamique du système [Coﬀman 1976, Pujo et Brun-
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Picard 2002, Pujo et Kieﬀer 2002]. C’est sur ce contexte précis que nous allons nous
intéresser plus particulièrement. Ces décisions doivent souvent être prises de façon empi-
rique ou par des heuristiques qui peuvent être plus ou moins élaborées et dépendantes de
l’état du système [Coﬀman 1976].
Il nous faut ici être capables de déterminer quand un système de production doit
s’adapter et comment. Qu’elles soient de l’ordre du pilotage ou d’une adaptation plus
profonde du système, ces décisions sont complexes et demandent de l’expertise. Or, cette
dernière est très souvent insuﬃsante, voire même inexistante. Est-il alors possible de doter
le système d’une forme de capacité à générer lui-même les connaissances nécessaires (et
éventuellement les utiliser tout seul) ?
Nous avons pu identiﬁer, notamment par le Chapitre 3, que l’apprentissage se présente
comme un moyen possible pour aider à déterminer quand mettre en œuvre quelle(s)
action(s) pour l’adaptation d’un système. Pour cela, il nous faut pouvoir associer les
décisions que l’on souhaite assister à des mesures de performance. Or, dans le contexte de
la production, les conséquences d’une décision ne sont pas facilement visibles et mesurables
aussitôt celle-ci mise en place. Comment savoir sur-le-champ si augmenter le nombre de
cartes circulant dans un système à ﬂux tiré est une bonne décision ? De même, comment
savoir si l’aﬀectation d’un opérateur à une machine donnée parmi plusieurs possibles
est la meilleure ? Ou encore si le moment est vraiment propice à des investissements
(augmentation de capacité, nouvelles technologies) ?
Un système de production évolue avec le temps tout comme l’environnement qui
l’entoure, mais nous ne pouvons prévoir comment. À ce jour, il n’existe que très peu
d’exemples sur la façon dont une entreprise doit s’adapter selon les diﬀérents changements
qui peuvent survenir. Bien que l’acquisition de connaissances soit possible en créant ar-
tiﬁciellement (par simulation) des ensembles d’apprentissage, nous avons montré dans le
chapitre précédant que ceci implique de nombreuses simpliﬁcations. Dans le cas contraire,
il faudrait connaître le futur. De plus, signalons que les décisions sont dépendantes de
l’évolution. Autrement dit, elles ne sont pas uniques mais liées entre elles selon ce qui va
se passer sans que l’on puisse le savoir à l’avance : encore une fois, il faudrait connaître
le futur. Il nous faut donc être capables de générer des connaissances relatives au fonc-
tionnement d’un système de production où aucun ensemble d’apprentissage ne peut être
conçu. Mais comment peut-on le faire ?
L’idée est d’apprendre à partir d’un modèle et plus précisément d’un modèle de simu-
lation. Quelques travaux ont été identiﬁés dans cette direction (Chapitre 3). Toutefois,
c’est une approche « alternative » qui n’a pas été très approfondie dans la littérature et
qui n’a jusqu’alors ciblé que des problèmes précis de règles de priorité. Elle nous semble
pourtant prometteuse. Mais une fois son potentiel étendu, quelle peut être sa contribution
en tant qu’aide « intelligente » à l’adaptation des systèmes de production ?
Pour répondre aux questions évoquées précédemment, ce chapitre s’organise comme
suit. Dans un premier temps, nous fournirons les principes généraux permettant de forma-
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liser le problème d’adaptation aboutissant à un problème d’extraction de connaissances.
L’approche de résolution sera donc introduite dans sa forme la plus générale. Une fois
ces bases posées, nous pourrons choisir une méthode d’apprentissage adéquate. Puis, nous
présenterons le codage d’une solution en accord avec la méthode choisie. Enﬁn, nous dé-
taillerons le fonctionnement spéciﬁque de notre approche vis-à-vis de la méthode ainsi que
nos choix d’implémentation.
Pour faciliter la présentation, les deux sections qui suivent s’inspireront parfois du
cadre conceptuel développé dans le Chapitre 2.
4.2 Principes généraux
Nous nous intéressons aux connaissances permettant d’adapter un système de produc-
tion. Elles doivent se baser sur un certain nombre d’informations, lesquelles sont regrou-
pées dans l’ensemble I déﬁni lors du cadre conceptuel (Section 2.3.2.1). L’objectif est de
satisfaire des critères de performance pré-établis dans l’ensemble G comme le temps de
cycle, le taux d’utilisation de ressources ou le retard (Section 2.3.3.3). Contrairement à
la plupart des travaux dans la littérature, nous ne nous restreignons pas au pilotage en
temps réel : les adaptations peuvent se faire sur diﬀérents horizons temporels y compris le
long terme. Cependant, nous ne le savons pas à l’avance puisqu’il n’y a pas de prévisions
suﬃsantes. Nous ne pouvons donc pas nous baser sur des données futures. À chaque mo-
ment, il peut potentiellement y avoir des changements. Ainsi, pour identiﬁer le moment
où le système doit être remis en cause, nous devons scruter son évolution régulièrement
(voire à tout instant), ce qui est fait selon une stratégie T de déclenchement du processus
décisionnel (Section 2.3.2.2).
Pour ce faire, nous abordons le problème d’un point de vue événements discrets :
l’état du système change seulement à certains instants précis, à savoir lors de l’occurrence
d’événements particuliers appelés événements déclencheurs. Ils peuvent se produire plus
ou moins souvent et être de diﬀérentes natures : l’arrivée d’un nouvel ordre de fabrica-
tion, la ﬁn d’une opération sur une machine, le franchissement d’un seuil d’alerte, le début
d’une grève, l’apparition d’une tendance, etc. Puisque l’état du système reste stable entre
deux événements, les décisions peuvent être prises à ces instants, ce qui évite de décom-
poser le temps en périodes comme le font de nombreux travaux. Cela déﬁnit la stratégie
de déclenchement T par une liste d’événements pertinents à surveiller. Cependant, rien
n’empêche d’en utiliser une autre.
Il faut ici signaler que les états du système ne sont pas forcément dénombrables et
connus à l’avance. Aucune hypothèse n’est faite là-dessus, c’est pourquoi l’espace d’états
est un ensemble discret ﬁni ou non. On ne se place donc pas dans un contexte de processus
de Markov. Ce dernier, ayant des probabilités de transition d’un état vers l’autre, aurait
permis l’utilisation d’approches du type optimisation dynamique par exemple.
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Notre approche a comme principe de ne pas déterminer directement l’état souhaité
(la ﬁnalité) pour le système à un instant t donné mais le moyen d’y arriver : les décisions
à prendre représentent plutôt un choix parmi diﬀérentes actions possibles. Celles-ci sont
déterminées en se basant sur les types de changements dans l’ensemble C et les valeurs
dans Ej,k pouvant prendre chaque attribut aj,k de chaque objet oj ∈ O (Section 2.3.1) :
une action est un changement précis qui, appliqué à la valeur courante, en détermine la
nouvelle. Autrement dit, une décision n’indique pas la nouvelle valeur de chaque attribut
considéré mais l’adaptation spéciﬁque à leur apporter, bien que ces deux notions puissent
parfois se confondre. Si l’on s’intéresse au nombre de machines dans le système, les actions
peuvent être par exemple un achat, une mise au rebut ou même ne rien faire. Elles peuvent
être représentées par les entiers +1, -1 et 0 respectivement et l’état résultant (souhaité)
du système dépendra de celui en cours. Si l’on s’intéresse par contre à l’aﬀectation d’un
opérateur, les actions «Réaﬀectation vers la Machine 1 » et «Réaﬀectation vers la Machine
2 » indiquent malgré tout très clairement la nouvelle valeur que prendra l’attribut, et
ce indépendamment de l’état actuel. Dans tous les cas, il faut s’assurer que les actions
soient valables (donc pertinentes) vis-à-vis de l’état actuel, ce qui peut être fait par des
restrictions à priori et/ou des corrections à posteriori.
Nous nous concentrons donc sur les actions mais pas dans le but de choisir une action
précise pour un moment précis. Nous cherchons plutôt à établir d’une façon plus générale
comment choisir quelle action appliquer à quel moment. Ceci consiste à déﬁnir ce que
nous appelons une logique décisionnelle sur la façon d’adapter un système, logique qui
pourra ensuite être appliquée à tout instant t (la précision « décisionnelle » sera parfois
omise par la suite).
Pour la plupart des actions préconisées, leur pertinence ne peut pas être connue dans
l’immédiat. Il faut attendre leurs eﬀets pour en évaluer les conséquences. Les performances
doivent donc être considérées sur une période de temps suﬃsamment longue pendant
laquelle il est rare qu’il n’y ait qu’une seule décision à évaluer. La performance n’est donc
pas le résultat d’une action unique mais d’une séquence d’actions qui est quant à elle le
résultat direct de l’application d’une logique décisionnelle.
Paradoxalement, cela accentue le problème d’une part mais le « résout » d’autre part :
il est certes plus diﬃcile de trouver des décisions performantes lorsqu’elles doivent être
cohérentes avec celles passées et futures, mais l’évaluation ne serait pas adéquate autre-
ment. Une logique décisionnelle combine la pertinence de chaque action individuellement
et collectivement. Notons que les dernières décisions peuvent ne pas avoir eu le temps de
voir leurs eﬀets escomptés.
L’interaction entre le système de production et la logique décisionnelle (Figure 4.1)
nous mène à un autre principe important de notre approche : celui de la décomposition
d’un système en sous-systèmes complémentaires [Gourgand et Kellert 1991, Le Moigne
1994].
Nous optons ici pour que le système soit décomposé plus précisément en deux sous-
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Figure 4.1 – Sous-systèmes physique et décisionnel
systèmes. D’une part, la composante physique représente le processus de production avec
les ressources, les stocks, les produits ainsi que les ﬂux logiques. D’autre part, la compo-
sante décisionnelle contrôle la précédente en lui communicant les décisions prises relati-
vement à son pilotage et/ou son adaptation. Notons que ce contrôle n’est pas forcément
direct et automatisé et peut correspondre tout simplement à des alertes envoyés aux ges-
tionnaires qui décideront eux-mêmes quoi faire. Dans tous les cas, c’est cette dernière
composante qui permet d’être réactif puisqu’elle correspond à la logique décisionnelle qui
nous intéresse, donc au mécanisme de changement M (Section 2.3.3.2).
À cet égard, nous nous intéressons à trouver hors ligne une logique décisionnelle qui
soit pertinente pour un système de production adaptable donné en utilisant une approche
d’apprentissage. Nous utiliserons plus précisément la programmation génétique linéaire,
un choix qui sera expliqué par la suite (Section 4.5). Pour faire face aux diﬃcultés évoquées
dans le chapitre précédent, nous proposons une approche qui ne nécessite pas d’ensemble
d’apprentissage : elle apprend directement à partir d’un modèle de simulation à événe-
ments discrets, lui-même décomposé en deux sous-modèles complémentaires. Nous avons
ici le principe utilisé pour trouver M . Une telle approche n’implique pas d’hypothèses res-
trictives particulières : les spéciﬁcités du système de production sont bien prises en compte
grâce à la capacité des modèles de simulation à gérer des comportements stochastiques et
complexes de manière assez réaliste.
Citons que la simulation permet de prendre en compte des ﬂuctuations comme celles de
la demande des clients, ce qui est important dans le contexte des systèmes de production
adaptables. Par exemple, le taux moyen de la demande peut évoluer dans le temps selon
diﬀérents types de patterns ou même aléatoirement. Cette évolution est matérialisée par
un signal et la Figure 4.2 en donne quelques exemples. Chaque type de signal peut être
fourni en entrée au modèle pour indiquer comment la demande moyenne évoluera durant
toute la simulation. Cela sert à apprendre les comportements d’un système en cas de
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changements et nous permet ainsi de traiter certains problèmes où les prévisions s’avèrent
insuﬃsantes ou inexistantes.
Figure 4.2 – Exemples de variation de la demande au cours du temps
Si l’on revient à l’idée d’apprendre, comment peut-on tirer proﬁt de la simulation dans
ce contexte ? Comment l’utiliser au mieux pour arriver à en extraire des connaissances
« dynamiques » permettant de déterminer quand et quoi adapter selon un critère de
performance donné ? Car l’objectif est soit de rendre ces connaissances accessibles en
ligne aux gestionnaires de production pour le contrôle du système réel, soit de les utiliser
dans un système de contrôle auto-adaptatif [Bousbia et Trentesaux 2002, Macías-Escrivá
et al. 2013, Zambrano Rey et al. 2013].
Nous n’avons pas pour autant la prétention de pouvoir résoudre tous les problèmes
d’adaptation avec une telle méthode d’apprentissage. D’une part, elle ne s’applique par
partout car les aspects stochastique et incertain font qu’il existe des situations non « ap-
prenables ». D’autre part, l’espace de recherche induit peut être considérable et donc
représenter une barrière à l’obtention de bons résultats.
4.3 Formalisation mathématique du problème
Un certain degré de formalisation est nécessaire pour être capable de caractériser
convenablement le problème d’adaptation traité ici. Celui-ci n’a à notre connaissance
jamais fait l’objet d’une formalisation mathématique dans la littérature, c’est pourquoi
nous allons maintenant en proposer une. Nous ferons encore référence aux composants
du cadre conceptuel du Chapitre 2 bien que cette formalisation en soit détachée. Cette
analogie sera aussi reprise de façon plus concrète lors des exemples d’application traités
dans le chapitre suivant.
Nous nous intéressons à trouver une logique décisionnelle qui pourra être utilisée lors
des instants t de prise de décision et qui concerne les N variables de décision d’un système.
Pour mieux détecter les changements et/ou perturbations, ces instants sont déﬁnis selon
l’occurrence d’événements déclencheurs. Puisqu’elle convertit des informations pertinentes
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du système en décisions d’adaptation à mettre en place, cette logique décisionnelle peut
être exprimée comme une fonction ϕ ∈ L. Nous avons donc :
ϕ : I = S ∪ P −→ D = D1 ×D2 × . . .×DN
I = St ∪ P 
−→ dt = 〈d1,t; d2,t; . . . ; dN,t〉 (4.1)
où la notation utilisée peut être résumée comme suit :
• t ∈ [0;H] : Indice pour les dates des événements déclencheurs dont les valeurs
peuvent être plus ou moins espacées les unes des autres, H étant la durée totale de
la période d’étude ;
• n ∈ {1; . . . ;N} : Indice pour les variables de décision, N représentant le total de
variables considérées ;
• L : Ensemble de toutes les logiques décisionnelles possibles et applicables au pro-
blème à résoudre ;
• ϕ ∈ L : Logique décisionnelle courante ;
• S : Ensemble de toutes les informations utilisées pouvant changer dynamiquement
(variables d’état, informations externes, indicateurs temporaires, historiques et pré-
visions) ;
• St ∈ S : Vecteur d’informations caractérisant l’état du système et de son environ-
nement à l’instant t ;
• P : Ensemble de paramètres du système et de son environnement ;
• I : Ensemble de toutes les descriptions possibles du système et de son environne-
ment ;
• I : Description du système et de l’environnement où il opère à l’instant t, ce qui cor-
respond à l’ensemble d’informations du cadre conceptuel (d’où la notation reprise) ;
• Dn : Ensemble de toutes les actions pouvant être appliquées à la variable n ;
• dn,t ∈ Dn : Action choisie et donc à appliquer pour la variable n à l’instant t ;
• D : Ensemble de toutes les actions possibles pouvant être appliquées à chaque va-
riable du système ;
• dt ∈ D : Vecteur indiquant les actions sélectionnées pour les N variables du système
à l’instant t.
Ainsi, ϕ est une fonction de l’ensemble I de toutes les valeurs possibles pour les
informations utilisées dans le processus décisionnel vers l’ensemble D de toutes les actions
pouvant avoir lieu dans le système. Les données d’entrée de cette fonction ϕ comprennent
certaines composantes pouvant évoluer dans le temps (ensemble S instancié par le vecteur
St) et d’autres non (ensemble P). La sortie est quant à elle représentée par un vecteur
dt regroupant les éventuelles décisions d’adaptation devant être appliquées au système,
comme la réaﬀectation d’un opérateur à une nouvelle tâche. Ces décisions peuvent être
de diﬀérents types ; chaque composante dn,t concerne une variable de décision n et peut
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prendre des valeurs dans un ensemble Dn ﬁni. En somme et à partir des informations dans
I, ϕ fournit les actions correspondantes à mettre en place.
Nous avons deux types de variables : les variables d’état et les variables de décision.
Dans ce qui suit, nous apportons quelques précisions concernant ces variables et permet-
tant de clariﬁer leurs similarités et diﬀérences.
Notons tout d’abord que les variables de décision déﬁnies ici font à elles seules référence
aux types de changement des attributs variables des objets modiﬁables constituant le
système de production en question. Leur indice n correspond à la fois aux indices <j, k>
du cadre conceptuel (kième attribut variable du jième objet modiﬁable). Chaque n peut être
obtenu par l’Équation 4.2 ci-dessous :
n =
j−1∑
j′=0
Kj′−1 + k (4.2)
où K0 est une donnée ﬁctive valant 0. Cette équation est toujours valable car chaque
attribut variable est « atomique », c’est-à-dire déﬁni de façon à ce qu’un seul type de
changement puisse le concerner.
Rappelons que la valeur courante d’un attribut variable fait partie des variables d’état
et est donc potentiellement dans l’ensemble I. Ainsi, il y a bien un attribut associé à
chaque variable de décision mais ils ne sont pas tout à fait les mêmes puisque nos va-
riables de décision déﬁnissent des actions à mettre en place et non pas les valeurs ﬁnales
que prendront les attributs associés. C’est la raison pour laquelle on ne retrouve pas direc-
tement Ej,k dans Dn mais plutôt le type de changement cl ∈ C pour arriver de la valeur
courante aj,k,t à une nouvelle valeur selon les possibilités oﬀertes par Ej,k.
La déﬁnition du domaine d’appartenance des diﬀérents éléments dont nous nous ser-
vons pour notre formalisation n’est pas forcément connue puisqu’elle dépend directement
du problème une fois concrétisé. En eﬀet, nous pouvons facilement déduire que t,H ∈ R+
et n,N ∈ N∗. Notons que pour l’indice t, une autre possibilité aurait été de le déﬁnir
comme la tième occurrence d’un événement déclencheur. Cela aurait discrétisé sa valeur
(t ∈ N∗), rendant alors impossible la déﬁnition d’une borne supérieure H puisque l’on ne
connaît pas à l’avance le nombre d’événements que comportera une simulation.
Toujours à propos de t, notons également que cette formalisation peut facilement être
adaptée à une autre stratégie de déclenchement T . Ainsi, l’indice t aurait pu faire référence
à une stratégie périodique, auquel cas ses valeurs auraient été également espacées les unes
des autres, la durée Δt déﬁnissant T . Dans ce cas, même une discrétisation permettrait
de garder une borne supérieure qui serait équivalente à la durée de la simulation divisée
par celle d’une période : t ∈ {1; . . . ;  H
Δt
}. Une autre possibilité aurait été de combiner les
stratégies événementielle et périodique pour déﬁnir T où le traitement continu (t ∈ R+)
s’avérerait plus pertinent. La liste d’événements et la durée Δt auraient été toutes les deux
nécessaires pour déﬁnir T ainsi que la façon de considérer les périodes, indépendamment
ou non des événements (revoir Figure 2.7, Section 2.3.2.2).
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Revenons à la déﬁnition des domaines d’appartenance. Pour dn,t, dt, St, P et I, la tâche
n’est pas aussi triviale. C’est pour cette raison que les domaines Dn(∀n), D, S, P et I sont
« génériques ». Leur nature et leur dimension sont spéciﬁques à chacun des éléments du
problème. Ils peuvent contenir, selon l’élément qu’ils concernent, des entiers et/ou réels
mais aussi des éléments qualitatifs. De plus, chaque élément peut être un vecteur à une
ou plusieurs dimensions.
Nous pouvons cependant faire la constatation suivante : la dimension d’un ensemble
étant donnée par celle de l’élément qu’il représente, celle de D est donc connue et égale
au nombre N de variables de décision. Ce dernier est quant à lui donné par la somme
du nombre d’attributs variables Kj pour tous les objets oj ∈ O, ce qui est résumé par
l’Équation 4.3 qui découle de l’Équation 4.2 pour j = J et k = KJ :
dimD = |dt| = N =
J∑
j=1
Kj (4.3)
Puisque nous avons une variable d’état associée à chaque variable de décision, nous
pouvons nous attendre à avoir |St| ≥ N . Cependant, ces variables d’état-ci ne font pas
toujours partie du vecteur St qui regroupe uniquement celles eﬀectivement considérées
pour la prise de décision. De plus, bien qu’un historique ou des prévisions puissent être
utilisés directement parmi les données d’entrée de la fonction ϕ, nous les considérons ici
uniquement sous la forme d’indicateurs résumant chacune des informations dont l’évolu-
tion nous intéresse. La création de ces indicateurs temporaires facilite l’interprétation des
données par ϕ qui n’aura pas à traiter les données brutes. Enﬁn, malgré le caractère ﬁxe
des paramètres du système, ils ne sont pas à négliger. Ils peuvent servir par exemple de
seuils minimum ou maximum pour certaines variables d’état. Les paramètres permettent
aussi d’utiliser une logique décisionnelle commune à des systèmes qui ne diﬀèrent que par
la valeur de ceux-ci.
L’entrée de la fonction ϕ est ainsi un facteur-clé de sa performance. Les bonnes infor-
mations doivent être utilisées si l’on veut favoriser des décisions d’adaptation pertinentes.
Sachant qu’il existe d’innombrables informations dans un système de production et l’en-
vironnement qui l’entoure, celles-ci peuvent être utiles comme « inutiles » vis-à-vis des
décisions à prendre. Leur choix est donc étroitement lié aux types de décisions considérés
et aux objectifs ﬁxés. Que ce soit par le manque d’information ou par une complexiﬁ-
cation inutile induite par des éléments trop nombreux, les décisions puis les résultats en
découlant s’en ressentiront.
Malheureusement, une fois les informations identiﬁées, la déﬁnition de ϕ n’est pas
triviale. Nous ne nous intéressons pas à trouver une fonction ϕ quelconque mais celle
qui optimise des critères de performance donnés. Même si nos décisions sont prises en
surveillant des événements déclencheurs, le but est d’optimiser la performance sur le long
terme. Cela réduit en partie la myopie temporelle associée à chaque décision individuelle
[Zambrano Rey 2014, Zambrano Rey et al. 2014b].
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Plusieurs critères de performance peuvent être utilisés et sont disponibles dans la litté-
rature (se référer par exemple à [Burlat et Campagne 2001, Tahon 2003, Ducq 2007, Berrah
2013]). Soit f celui choisi pour évaluer le système ou f si l’on en considère plusieurs (cas
multi-objectif). Dans ce qui suit, nous utiliserons cette dernière notation pour rester gé-
néralistes. La valeur de f dépend de la séquence de toutes les actions dt choisies pour
contrôler le système durant la période de temps considérée. Cette séquence est une consé-
quence directe de la logique décisionnelle ϕ en place puisque c’est ϕ qui déﬁnit comment
convertir les informations en actions. Notons qu’en raison de l’existence d’aléas, l’éva-
luation doit en tenir compte et peut par exemple être faite en termes d’espérance E[f ].
Ainsi, f(ϕ, ξ) dénote la performance du système utilisant la logique décisionnelle ϕ tout
en étant soumis à des eﬀets stochastiques ξ. Puisque nous ne disposons pas d’une fonction
explicite pouvant être calculée analytiquement, cette performance est évaluée en utilisant
une simulation de durée H. Après R réplications, la fonction objectif z est donnée par
z = E[f(ϕ, ξ)] qui dans notre cas est considérée comme la valeur ﬁtness devant être mi-
nimisée (ou maximisée). Le problème d’optimisation (via simulation) correspondant peut
alors être énoncé comme suit :
Minimiser ou Maximiser z = E[f(ϕ, ξ)] (4.4)
où les critères de performance f désignent les objectifs dans G, z précisant comment les
évaluer.
Notons que nous venons d’identiﬁer qu’il nous est possible de poser notre problème
d’apprentissage par simulation sous forme d’un problème d’optimisation via simulation.
En eﬀet, la simulation possède ici plusieurs fonctions. Elle sert tout d’abord à mettre en
pratique et évaluer une logique décisionnelle ϕ donnée. De par cette évaluation, elle sert
également à guider le processus d’apprentissage, d’où l’analogie avec l’optimisation via
simulation.
La performance atteinte est en fait le résultat du raisonnement qui induit les adapta-
tions. Les N variables de décision sont alors considérées indirectement puisque nous ne
cherchons pas à les déﬁnir à chaque instant t mais bien automatiquement pour l’ensemble
des instants t. C’est la raison pour laquelle nous souhaitons optimiser notre sous-système
décisionnel en utilisant la structure et les composantes de ϕ comme véritables variables
de décision du problème. Comme introduit dans la section précédente, la logique déci-
sionnelle ϕ sera déterminée en utilisant la programmation génétique linéaire basée sur
la simulation dont les principes seront présentés en détails dans les sections suivantes.
Celles-ci traiteront en premier lieu de notre approche d’une façon générale et s’étendront
ensuite sur notre choix de méthode puis d’implémentation.
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4.4 Résolution par hybridation de l’apprentissage et de
la simulation
Une fois le problème formulé, intéressons-nous à comment le résoudre. Nous avons
montré que nous cherchons une fonction ϕ qui nous donne des solutions d’adaptation op-
timisant des objectifs de production à partir des informations disponibles sur le système
et son environnement. Plus précisément, nous cherchons ϕ optimisant leur valeur espérée
puisque nous sommes souvent face à des facteurs stochastiques dans un système de pro-
duction. Il nous faut donc une approche permettant de générer ϕ et/ou de la faire évoluer.
Dans cette thèse, il s’agit du résultat de l’application d’une technique d’apprentissage.
D’après le Chapitre 3, apprendre correspond le plus souvent à trouver une « fonction »
qui exprime au mieux un phénomène décrit par des exemples en mémorisant l’écart entre
ce qui est prédit par la fonction et ce qui est attendu. C’est ainsi une classe de techniques
qui par nature fonctionnent avec des exemples : habituellement elles font évoluer des
fonctions aﬁn de déterminer celle qui coïncide le mieux avec les exemples disponibles.
Nous allons cependant l’utiliser autrement.
Nous avons vu dans la Section 3.3 que la simulation est un outil largement utilisé pour
représenter la dynamique des systèmes de production et étudier des choix de conﬁguration.
Nous souhaitons aller au-delà de ces analyses statiques ou sporadiques en acquérant des
connaissances utiles à l’auto-adaptation de ces systèmes.
Dans le cadre des systèmes de production adaptables, nous cherchons à déﬁnir une
logique décisionnelle ϕ pouvant générer des alertes avec des propositions d’adaptation
ou même être directement utilisée en tant que décideur. Pour ce faire, nous ne nous
intéressons pas à une adaptation en particulier mais à ce qu’elle soit cohérente avec les
décisions passées et futures. Mais comment peut-on générer les connaissances permettant
de déterminer quelles actions sont nécessaires pour qu’un système maintienne de bonnes
performances ou, encore mieux, qu’il cherche constamment à les améliorer ?
L’idée est de tirer proﬁt du potentiel de la simulation et plus précisément d’apprendre
itérativement à partir d’expérimentations menées par un modèle de simulation, et ce sans
exemples. Avant de détailler le fonctionnement de notre approche, quelques considéra-
tions supplémentaires doivent être faites concernant les caractéristiques à remplir par la
technique de simulation telle que nous souhaitons l’utiliser.
4.4.1 Simulation agile
Puisque nous nous intéressons aux systèmes de production adaptables, nous avons be-
soin d’une simulation dite « agile », capable d’appliquer des adaptations proposées sur le
système simulé. Mais comment la faire changer de conﬁguration ? Les logiciels de simula-
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tion ne sont pas faits pour un tel usage. La structure d’un modèle est souvent considérée
comme ﬁxe puisqu’elle doit déﬁnir les relations entre les éléments le constituant lors de son
développement [Hagendorf 2009]. Seuls quelques paramètres peuvent être modiﬁés auto-
matiquement pour des ﬁns d’optimisation. En revanche, lorsque la modiﬁcation concerne
la structure même du modèle, nous nous retrouvons souvent face à une tâche manuelle.
Des travaux ont été faits pour résoudre en partie cette barrière. Citons [Hagendorf 2009]
qui propose une approche pour la reconﬁguration automatique de la structure des mo-
dèles de simulation, permettant ainsi qu’elle soit elle aussi optimisée. [El Haouzi et al.
2008] proposent quant à eux une approche pour construire des modèles de simulation
modulaires et réutilisables à partir de composants génériques.
Nous verrons par la suite que dans notre implémentation, nous utilisons un logiciel
de simulation disponible dans le marché. Il nous a fallu trouver la solution au problème
d’une structure ﬁxe parmi ses fonctionnalités. Ainsi, nous exploiterons la modularité d’un
modèle plus précisément par la déﬁnition de sous-parties qui sont activées ou non selon
les décisions prises. Cette activation peut être faite de deux façons :
• Ponctuellement, donc uniquement pour la mise en place de la décision. Le fonction-
nement l’intègre ensuite automatiquement ;
• Jusqu’à la prochaine décision la remettant en cause, lorsque c’est la logique de
fonctionnement qui change.
Cette solution est cependant coûteuse en temps de développement et en mémoire. Elle
implique donc une limite aux adaptations pouvant être prises en compte.
4.4.2 Fonctionnement général
Notre approche se base sur deux techniques complémentaires : la simulation et l’ap-
prentissage. Diﬀérents schémas seront utilisés pour mieux expliquer comment elles inter-
agissent. Notons que nous donnerons d’abord les explications de façon assez générique sans
faire référence à la technique d’apprentissage utilisée ici. Cela montre que rien n’empêche
d’en utiliser une autre en suivant les mêmes principes.
Un système de production adaptable doit pouvoir gérer son processus intrinsèque
d’adaptation. Pour ce faire, il nécessite ce que l’on appelle une logique décisionnelle qui
regroupe des règles lui indiquant quand et comment s’adapter. Pour la mettre au point,
il n’y a pas d’autre solution que de la tester. Puisqu’il serait trop coûteux de le faire sur
le système réel, le recours à la simulation se présente comme une bonne alternative.
Nous nous servons ici du principe de décomposition du système en sous-système phy-
sique d’une part et sous-système décisionnel d’autre part (Section 4.2). Nous avons une
logique décisionnelle ϕ à évaluer pour un système de production donné. Le système de
production correspond à la composante physique du modèle de simulation tandis que la
logique décisionnelle constitue, comme son nom l’indique, sa composante décisionnelle.
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Elle sera alors utilisée tout au long d’une simulation et ce à chaque fois que le processus
décisionnel est déclenché (selon la stratégie de déclenchement T ).
Lorsqu’une décision doit être prise lors d’une simulation, le système de production fait
appel à ϕ en lui communicant les informations I disponibles à l’instant t de la décision.
Avec ces informations, ϕ détermine les éventuelles adaptations à faire sur le système,
décisions qui sont retournées au système sous la forme d’un vecteur spéciﬁque d’actions
dt. Les modiﬁcations correspondantes, s’il y en a, sont ensuite appliquées sur le système
simulé. Puis la simulation suit son cours jusqu’au besoin d’une nouvelle décision relançant
ce processus, et ainsi de suite jusqu’à ce qu’elle touche à sa ﬁn. Nous pouvons alors
connaître la performance f(ϕ, ξ) obtenue. Ceci est résumé par la Figure 4.3. Notons que
cette interaction est similaire à celle de la Figure 4.1 à la diﬀérence qu’elle se passe au
sein d’un environnement de simulation et pour une durée prédéterminée.
Figure 4.3 – Système simulé piloté par une logique décisionnelle
En raison de la nature stochastique du système, plusieurs réplications et/ou des longues
périodes doivent être utilisées selon le type de simulation (terminant ou non) pour esti-
mer E[f(ϕ, ξ)] [Law 2014, Kleijnen 2015]. Ici, cette valeur correspond à la moyenne des
performances obtenues sur chaque réplication d’une durée suﬃsamment longue. Elle est
stockée comme le ﬁtness de ϕ : si nous avons une bonne logique décisionnelle, alors les
performances sur la période étudiée seront bonnes, sinon, les performances seront mau-
vaises. C’est la raison pour laquelle nous cherchons à optimiser ϕ. En ajoutant la notion
de réplication au schéma précédent, nous obtenons la Figure 4.4.
Ce schéma suﬃrait si nous étions en possession des diﬀérentes logiques décisionnelles
pouvant être utilisées pour piloter le système : nous l’appliquerions pour chacune d’entre
elles pour en retenir que la meilleure. Ceci n’est généralement pas le cas. Alors comment
construire et éventuellement améliorer une logique décisionnelle ?
C’est pour résoudre cette problématique que l’apprentissage intervient. Le moteur
d’apprentissage propose une logique décisionnelle qui peut être sous une forme similaire
à un programme informatique. Pour lui associer une performance, il a cependant besoin
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Figure 4.4 – Évaluation avec plusieurs réplications d’un système simulé piloté
d’un « évaluateur », fonction remplie par le module de simulation. La performance obtenue
lui sert d’indicateur pour guider son processus d’apprentissage car c’est également lui qui
essaie d’améliorer progressivement cette logique à chaque nouvelle itération jusqu’à ce
qu’un critère d’arrêt soit atteint. La Figure 4.5 nous permet de visualiser ces interactions :
dans un sens par la logique décisionnelle transmise à la simulation et dans l’autre par la
performance obtenue communiquée à l’apprentissage.
Figure 4.5 – Interactions entre simulation et apprentissage
Notre approche peut ainsi être vue comme un système à deux boucles, l’une dite
« externe » et l’autre « interne ». Un moteur d’apprentissage propose des solutions dont
les performances sont évaluées par simulation : c’est la boucle externe. Elle est répétée
jusqu’à ce qu’un critère d’arrêt soit atteint. Pour que cette boucle puisse être réalisée, la
simulation se sert en interne du résultat intermédiaire du moteur d’apprentissage, c’est-
à-dire, de la solution (logique décisionnelle) courante. Cette dernière accède aux données
de simulation pour ensuite lui faire connaître ses décisions d’adaptation : c’est la boucle
interne. La Figure 4.6 résume les principes de base de l’approche que nous suggérons.
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Figure 4.6 – Fonctionnement d’une approche d’apprentissage par simulation
Notons que la notion de réplications n’est volontairement pas explicitée dans ce schéma
puisqu’elle est considérée comme intrinsèque à la simulation. Dorénavant, nous ne ferons
référence à cette notion que lorsque des précisions la concernant seront nécessaires.
Puisque nous avons besoin d’une technique concrète d’apprentissage pour poursuivre
notre étude, quelques précisions seront données sur le fonctionnement de notre approche
en accord avec la technique utilisée.
4.5 Choix d’une méthode d’apprentissage
Nous avons identiﬁé dans la Section 4.3 que notre problème d’adaptation aboutit à un
problème d’extraction de connaissances. Ce dernier peut être traduit par l’optimisation
de la logique décisionnelle ϕ en utilisant sa structure et ses composantes comme variables
de décision. Il nous faut donc une approche de résolution admettant une représentation
qui soit capable d’exprimer une « fonction ». L’approche doit de plus être en mesure
de modiﬁer les paramètres de la représentation impactant sur la fonction eﬀectivement
générée.
Plusieurs techniques existent. Les réseaux de neurones par exemple possèdent des
propriétés déjà évoquées leur permettant d’approximer des fonctions non linéaires où le
nombre de neurones et leurs poids font oﬃce de paramètres à exploiter. Dans le cadre de
cette thèse, nous avons regardé plus précisément la programmation génétique (PG) : la
fonction sera donc un arbre et nous interviendrons sur les éléments qui y sont associés
pour le modiﬁer.
Le principe de fonctionnement et les notions de base de cette méthode ont été énoncés
dans la Section 3.2.2.4. Nous nous concentrerons ici sur les motivations à l’origine de ce
choix.
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4.5.1 Intérêt de la programmation génétique pour le problème
posé
Tout d’abord, la programmation génétique est une technique qui bénéﬁcie de l’ap-
proche évolutionniste : elle fait évoluer non pas une solution unique mais toute une po-
pulation de solutions à la fois. Les opérateurs génétiques (mutations et croisements) dont
elle se sert sont par ailleurs largement développés et discutés dans la littérature. La PG
prend ainsi les avantages de cette « famille d’approches » tout en palliant un potentiel
inconvénient : elle admet des solutions de tailles variées. Ceci permet de représenter des
solutions (dans notre cas des logiques décisionnelles) des plus simples aux plus complexes.
Elles sont donc potentiellement très diﬀérentes, augmentant la possibilité d’en trouver
une qui soit eﬃcace.
D’autre part, la PG produit des fonctions explicites contrairement à d’autres approches
non paramétriques telles que les réseaux de neurones et peut ainsi fournir un moyen de
comprendre l’impact des variables et leurs relations [Can et Heavey 2012]. Bien que cet
aspect « boîte noire » des réseaux de neurones souvent identiﬁé comme un inconvénient
[Doukidis et Angelides 1994, Metan et al. 2010] puisse de nos jours être contourné par des
méthodes qui en déduisent les règles, la PG reste une approche plus directe. En eﬀet, c’est
une technique qui fait de l’apprentissage en manipulant directement des arbres. Cette re-
présentation est tout à fait compatible avec ce que l’on cherche : une logique décisionnelle
telle que nous l’avons déﬁnie peut être représentée sous la forme de règles de production
ou d’arbres de décision, nous le verrons par la suite (Section 4.6). Elle constitue même un
avantage pour les méthodes d’apprentissage qui sont basées dessus : leur pouvoir explicatif
rend l’interprétation des résultats beaucoup plus simple car l’utilisation de modèles dits
« boîte blanche » rend une décision particulière aussi transparente que possible [Markham
et al. 2000, Dudas et al. 2011, Shahzad et Mebarki 2012]. Le résultat est donc lisible et
compréhensible. Ceci est d’un plus grand intérêt dans le contexte de l’adaptation des
systèmes de production où s’inscrit cette thèse : nous pouvons disposer de connaissances
directement exploitables par un système expert ou par un décideur [Pierreval et Ralam-
bondrainy 1990]. C’est donc une représentation utile autant pour communiquer que pour
décider automatiquement [Markham et al. 2000]. De plus, la modularité oﬀerte par ce type
de formalisme facilite sa mise à jour, par exemple lors d’un changement des objectifs de
production ou des caractéristiques de l’atelier [Pierreval 1992a]. De même, elle augmente
sa capacité à être « éduqué », ce qui peut facilement être fait par un opérateur habilité
qui pourra ajouter des nouvelles règles ou en modiﬁer des existantes au besoin [Doukidis
et Angelides 1994].
Les vastes potentiels de cette représentation (et par conséquent de la PG) sont dus
également à sa capacité de traiter des données à la fois quantitatives (continues ou dis-
crètes) et qualitatives (nominales) [Markham et al. 2000, Shahzad et Mebarki 2012]. Elle
permet le manque d’homogénéité dans les données et présente des avantages vis-à-vis des
réseaux de neurones en termes de vitesse de développement [Markham et al. 2000]. Nous
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pouvons encore souligner d’autres avantages d’après [Shahzad et Mebarki 2012] : les mé-
thodes d’apprentissage reposant sur des arbres de décision nécessitent peu de préparation
des données, sont robustes et donnent de bons résultats avec de grandes quantités de
données et en peu de temps.
La programmation génétique possède ainsi plusieurs propriétés intéressantes qui la
rendent attractive pour notre étude. Par ailleurs, c’est une technique bien reconnue et
largement utilisée dans diﬀérents domaines dont voici quelques variantes :
• Linéaire [Nordin 1994, Banzhaf et al. 1998, Brameier 2004, Brameier et Banzhaf
2007] ;
• Basée sur des graphes [Teller et Veloso 1996] ;
• Cartésienne [Miller et Thomson 2000] ;
• Linéaire arborescente [Kantschik et Banzhaf 2001] ;
• À couches [Lin et al. 2008].
Citons également quelques exemples de champs d’applications :
• Prévision de séries chronologiques [Santini et Tettamanzi 2001] ;
• Classiﬁcation de données médicales [Brameier et Banzhaf 2001, Lin et al. 2008] ;
• Ordonnancement [Beham et al. 2008] ;
• Agencement [Garces-Perez et al. 1996] ;
• Traitement de signal et d’images [Bolis et al. 2001] ;
• Reconnaissance de caractères manuscrits [Teredesai et al. 2001] ;
• Développement de stratégies pour jeux vidéo [Sun et al. 2009] ;
• Système de contrôle de robots impliquant souvent leur déplacement (trajectoire).
Ce dernier peut avoir plusieurs orientations comme par exemple :
• Jouer au football [Gustafson et Hsu 2001] ;
• Coordonner le mouvement de la main et la vision [Langdon et Nordin 2001] ;
• Lutter dans un combat de sumo [Sharabi et Sipper 2006] ;
• Gérer la circulation des visiteurs dans un espace d’exposition [Fukunaga et al. 2012].
Le fait que la PG n’ait jamais été utilisée à notre connaissance pour traiter notre type de
problématique participe à l’originalité de cette thèse.
Toutefois, en étudiant plus en détail nos besoins et la littérature, il s’est avéré que la
programmation génétique telle qu’introduite par [Koza 1992] n’était pas la plus adéquate.
En eﬀet, elle est surtout utilisée pour le développement de formules mathématiques bien
qu’elle comporte des fonctions conditionnelles du type « si-alors ». Nous avons décidé de
garder une représentation ﬁnale en format d’arbre, ce qui est visuellement attrayant et
fournit au décideur un schéma à partir duquel une règle générale peut être extrapolée
[Markham et al. 2000]. En revanche, nous avons opté pour un codage qui se rapproche à
une structure de programme informatique ou règles de production, ce qui nous a conduits
plus précisément vers la programmation génétique linéaire.
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4.5.2 Programmation génétique linéaire
La programmation génétique linéaire (PGL) a été créée tout comme la PG pour le
développement automatique de programmes. L’adjonction de « linéaire » précise ici que
les programmes (ou codes) sont exprimés sous forme d’une simple suite d’instructions
[Banzhaf et al. 1998] par opposition à la structure originelle d’arbre [Koza 1992]. La PGL
n’a donc aucun rapport avec la programmation linéaire. Au contraire, les programmes
représentent des solutions fortement non linéaires en raison de leur puissance inhérente
d’expression [Brameier 2004, Brameier et Banzhaf 2007].
Les programmes sont écrits dans un format (presque) « naturel » : les instructions
se rapprochent le plus possible d’un langage de programmation de haut niveau ou d’un
langage machine. Parfois ils peuvent même être exécutés directement sans passer par une
phase intermédiaire d’interprétation, ce qui résulte en un gain considérable en temps de
calcul lors de l’évaluation de leur ﬁtness [Banzhaf et al. 1998, Brameier et Banzhaf 2007].
Cette structure est un avantage de la PGL : son champ d’application peut s’étendre à
plusieurs autres problèmes pour lesquels une modélisation arborescente est impossible ou
inadéquate tout en proﬁtant de la richesse de la PG. La PGL allie donc la puissance
et la ﬂexibilité de la PG sous forme d’arbre à la représentation itérative d’un code ma-
chine traditionnel, le tout permettant notamment l’utilisation de sauts conditionnels et
d’instructions manipulant la mémoire [Mahboub 2011].
La structure de la PGL permet de respecter la logique impérative du code qui exécute
ses instructions unes à unes sans aucune hiérarchie particulière. Par conséquent, là où
la PG traditionnelle sera plus adaptée à une formulation mathématique simple à repré-
senter à l’aide d’un arbre, la PGL visera davantage une structuration plus séquentielle
dans laquelle toute ligne de code possède le même statut [Mahboub 2011]. La position des
instructions détermine ainsi l’ordre de leur exécution, l’ajout ou la suppression d’un ou
de plusieurs éléments pouvant modiﬁer complètement la sémantique du programme. Le
contrôle de ﬂux du programme n’est plus implicite comme l’est le cas des arbres : il est
assuré par un mécanisme de sauts conditionnels. En eﬀet, un programme peut contenir
de nombreuses bifurcations, chacune pouvant conduire à une autre partie du programme.
Ceci déﬁnit un ﬂux de données à base de graphes et permet une utilisation multiple de
certaines parties du programme accédées par diﬀérents chemins sans avoir à les recopier.
D’autre part, il faut également signaler l’existence de segments de code non eﬀectifs appe-
lés introns, impliquant un nombre d’instructions plus important que dans un programme
constitué uniquement de code eﬀectif.
Les dernières caractéristiques évoquées ont des implications importantes sur l’appli-
cation de la PGL [Banzhaf et al. 1998, Brameier 2004, Poli et al. 2008]. Tout d’abord,
les branchements et sauts conditionnels permettent une gestion plus eﬃcace des fonctions
logiques « ET » et « OU ». La réutilisation permet des solutions plus compactes en taille
et pouvant exprimer des calculs plus complexes avec moins d’instructions par rapport à la
représentation arborescente. Quant aux introns, ils correspondent à des instructions sans
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aucune inﬂuence sur le comportement du programme, c’est-à-dire n’ayant pas d’impact
sur son résultat. Nous avons par exemple des portions de code jamais exécutées (victimes
de branchements conditionnels systématiques) ou encore exécutées mais inutilement car
n’apportant rien à l’exécution du programme (opérations annulatrices ou branchements
avec « si » et « sinon » pointant sur les mêmes instructions). Les introns dont l’intérêt peut
paraître à priori nul sont en fait considérés comme bénéﬁques lors de l’évolution (proces-
sus d’apprentissage). Ils réduisent eﬃcacement l’eﬀet parfois indésirable voire destructeur
des variations sur le code eﬀectif résultant des croisements et mutations. Ils permettent
ainsi à plus de variations de rester neutres en termes de changement du ﬁtness. Les in-
trons favorisent alors la stabilité des solutions mais, puisqu’ils fournissent plus de liberté
pour les générations de programmes futurs, ils servent également à leur diversité. Cette
dernière est aussi liée au fait déjà évoqué que des simples changements (ordre des ins-
tructions, paramètre d’une instruction, etc.) peuvent générer des programmes ayant des
comportements très diﬀérents.
Un autre aspect à prendre compte concerne les opérateurs génétiques utilisés dans le
but de déterminer la suite d’instructions la plus adaptée à un problème. L’application de
certains de ces opérateurs issus de la PG devient ineﬃcace voire impossible puisqu’ils sont
dédiés aux arbres. L’évolution de programmes informatiques avec ces opérateurs devrait
alors être compliquée. Ceci n’est cependant pas le cas. Les programmes sont des séquences
d’instructions dont les frontières sont bien déﬁnies [Banzhaf et al. 1998]. Les instructions
sont généralement spéciﬁées de sorte qu’elles soient autonomes : leur combinaison quel
que soit l’ordre constitue un programme valide. Les croisements et mutations opèrent
généralement à la frontière entre deux instructions, ce qui rend ces deux types d’opérateurs
très simples à mettre en œuvre.
En somme, la PGL est une variante encore très peu usitée de nos jours mais qui possède
des propriétés remarquables [Mahboub 2011].
4.6 Structure d’une logique décisionnelle du point de
vue de la programmation génétique linéaire
En programmation génétique, un arbre est déﬁnit comme des fonctions manipulant
des terminaux. Dans le cadre de la PGL, un programme est une séquence d’instructions
qui manipulent des registres mémoire. Il y a une certaine analogie entre fonctions et ins-
tructions bien que ces dernières soient déﬁnies de façon plus complète. De même, il existe
une analogie entre terminaux et registres mémoire. Les composantes d’un programme
appartiennent à des ensembles prédéﬁnis : un pour les instructions et un autre pour les
registres mémoire. La capacité de la PGL à trouver une solution dépend fortement de
l’expressivité de ces composantes, alors que la dimension de son espace de recherche aug-
mente exponentiellement avec leur nombre [Brameier et Banzhaf 2007]. Par la suite, nous
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décrirons ces composantes en rapport avec la logique décisionnelle ϕ qui nous intéresse.
Elles déﬁnissent son codage, phase essentielle à la résolution d’un problème.
4.6.1 Registres mémoire
Comme nous l’avons vu dans les sections précédentes, une logique décisionnelle ré-
cupère des informations provenant du système de production. Nous pouvons ainsi dire
que ce dernier possède des capteurs dont les valeurs sont transmises à ϕ via des registres
mémoire. La fonction ϕ procède ensuite à leur traitement, ce qui consiste à exécuter le
programme qu’elle représente. Une fois cette opération terminée, les valeurs de sortie
calculées sont transmises au système de production toujours via des registres mémoire.
Ces derniers ne sont cependant pas liés à de simples capteurs, ils activent également les
responsables de la mise en place des actions qui leur ont été communiquées, à savoir des
ressources matérielles et/ou humaines. Ce raisonnement supposant un système fortement
automatisé et contrôlé par un ordinateur pourrait ne pas trouver beaucoup d’applications.
Cependant, il est tout à fait compatible avec l’intervention de gestionnaires de production.
Dans ce cas, ces derniers peuvent être nécessaires pour recueillir les données d’entrée re-
quises par ϕ mais surtout, ils restent les responsables des véritables décisions à appliquer
au système. Ainsi, ϕ sert à leur envoyer des alertes et peut conduire à de bonnes pratiques
tandis qu’ils gardent le pouvoir de décision selon leurs propres interprétations.
Les registres mémoire sont par déﬁnition le moyen de stockage et de modiﬁcation de
l’information numérique. Ils sont regroupés dans un ensemble prédéﬁni T ′ décomposé en
trois sous-ensembles :
• Registres d’entrée (TV ) : Ils correspondent aux données accessibles en lecture seule
par ϕ pour le calcul de la valeur des autres registres et font référence aux compo-
santes de St (variables d’état, historiques résumés par des indicateurs, indicateurs
temporaires de performance) ;
• Registres de sortie (TA) : Il s’agit des valeurs de retour accessibles et modiﬁables
par ϕ qui correspondent aux actions dt devant être appliquées au système ;
• Registres (d’entrée) constants (TC) : Également appelés Constantes, ce sont des va-
leurs ﬁxes accessibles en lecture seule. Elles comprennent d’une part les actions D
applicables au système et d’autre part les paramètres P et valeurs auxiliaires typi-
quement utilisées en tant que seuils. Nous décomposons donc TC en deux catégories
selon leur usage : TCA = D et TCV = TC \ TCA = TC − TCA.
Notons que les paramètres P peuvent aussi faire partie de TV selon l’usage souhaité.
C’est le cas par exemple si l’on cherche une logique décisionnelle commune à des systèmes
équivalents dont la seule diﬀérence est la valeur de leurs paramètres. C’est aussi le cas si
les paramètres sont ﬁxes pour la période étudiée mais que l’on envisage de les modiﬁer
déﬁnitivement ou de les rendre variables dans un futur proche. Ces cas ne serons cependant
pas analysés dans le cadre de cette thèse.
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D’autres registres dits temporaires sont parfois utilisés de façon provisoire pour des
calculs intermédiaires avant de stocker les résultats ﬁnaux dans les registres de sortie, leur
nombre devant être limité aﬁn d’éviter une explosion combinatoire [Mahboub 2011]. Bien
que ce type de registre constitue un sous-ensemble de T ′ à part, nous ne nous en servirons
pas.
La taille de l’espace de recherche est alors en lien avec la cardinalité de l’ensemble T ′
de registres mémoire qui peut être déﬁnie par l’Équation 4.5 ci-dessous :
|T ′| = |TV |+ |TA|+ |TC | (4.5)
Si des intervalles réels [vmin; vmax] sont nécessaires pour déﬁnir TC , l’espace de recherche
serait inﬁni. Il peut cependant être réduit en remplaçant les intervalles réels par des
intervalles d’entiers [vmin · 10nc; vmax · 10nc] où nc correspond au nombre de décimales à
prendre en compte. Une conversion inverse est donc nécessaire lors de leur utilisation.
Ceci revient à discrétiser les intervalles initiaux avec un pas égal à 10−nc.
4.6.2 Instructions
Traditionnellement, un programme informatique est composé d’une suite d’instruc-
tions distinctes. Nous pouvons citer les simples aﬀectations à un seul registre, celles com-
prenant des calculs intermédiaires (opérations arithmétiques et booléennes, fonctions ex-
ponentielles et trigonométriques) mais aussi les branchements conditionnels et les boucles.
Ces deux dernières instructions peuvent également être simples ou comprendre des cal-
culs. Nous n’utiliserons ici que deux types d’instructions : l’aﬀectation et la conditionnelle.
Chacune sera sous sa forme simple, la conditionnelle possédant deux déclinaisons. Remar-
quons que l’approche restera facilement adaptable à l’utilisation d’autres instructions.
Un programme est également doté d’un pointeur qui détermine l’instruction à exécuter
et donc son état d’avancement. Ce pointeur joue un rôle crucial dans le bon enchaîne-
ment des instructions : il permet à tout moment de faire les branchements conditionnels
(ou boucles) qui viennent rompre le ﬂot d’exécution aﬁn de l’interrompre ou d’accéder à
d’autres parties du programme. Il suppose l’usage d’un compteur ordinal et éventuelle-
ment d’étiquettes. Ces dernières constituent selon [Mahboub 2011] une source potentielle
d’erreurs au sein des programmes. Le compteur débute naturellement à la première ins-
truction. L’exécution du programme s’eﬀectue alors séquentiellement et ce jusqu’à ce qu’il
soit ﬁnalisé, le pointeur étant déplacé à chaque fois d’une unité ou comme indiqué par les
conditionnelles dont le test s’avère positif.
4.6.2.1 Aﬀectation
Les aﬀectations sont des instructions prenant en paramètre un registre par déﬁni-
tion modiﬁable. Dans notre cas, elles se limiteront aux registres de sortie mais il serait
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également possible de considérer des registres temporaires.
L’aﬀectation utilisée ici consiste alors plus précisément à mettre à jour la valeur d’un
registre de sortie en lui appliquant une de ses valeurs possibles. Ceci peut être exprimé
sous la forme de l’Équation 4.6 ci-dessous :
dt = d
′
t (4.6)
où dt (introduit dans la Section 4.3) est le vecteur de variables auquel on souhaite attribuer
une valeur. Il représente le registre de sortie TA tandis que d′t prend l’une des valeurs
autorisées pour ce registre : d′t ∈ TCA = D.
Puisque c’est l’aﬀectation qui détermine nos variables dn,t et qu’elle les détermine
toutes à la fois, nous avons ici trois particularités dans notre modélisation :
• Lorsqu’une aﬀectation est faite, l’exécution du programme s’arrête ;
• L’aﬀectation ne peut pas être la première instruction d’un programme ;
• Chaque programme doit avoir une aﬀectation comme dernière instruction.
La première particularité peut être expliquée par le simple fait que l’aﬀectation nous
retourne une décision concernant les adaptations à mettre en place ou non : puisque c’est
exactement ce que l’on cherche comme résultat, il n’y a pas de raison d’aller plus loin dans
l’exécution du programme. La deuxième est liée au fait que, si une aﬀectation est faite sans
qu’aucune condition ne soit analysée, la logique décisionnelle ne correspondrait pas à une
stratégie d’adaptation puisque la décision prise serait toujours la même. Enﬁn, la troisième
assure que la ﬁn de l’exécution du programme retourne toujours une décision. Notons que
cette dernière correspond le plus souvent à une décision par défaut lorsqu’aucune autre
décision n’a été retenue auparavant.
Nous verrons par la suite que l’aﬀectation « pure » (Équation 4.6) sera en fait utilisée
seulement une fois, à la ﬁn du programme.
4.6.2.2 Conditionnelle
Les concepts de programmation tels que les branchements et les boucles permettent de
modiﬁer le ﬂux de données d’un programme et même de les déﬁnir selon l’entrée spéciﬁque
utilisée [Brameier et Banzhaf 2007]. Nous nous limiterons ici aux branchements qui sont au
cœur de la logique décisionnelle à laquelle nous nous intéressons. En PGL, ils permettent
une gestion plus eﬃcace des fonctions logiques « ET » et « OU », surtout lorsqu’ils sont
associés à des mécanismes que la programmation impérative appelle sauts conditionnels
ou goto/jumpTo (« aller à »). Cette déclinaison de la conditionnelle est responsable du
déplacement du ﬂot d’exécution à un autre endroit du programme, ce qui est fait ici à
l’aide d’étiquettes :
if (v1 cmp v2) jumpTo nL (4.7)
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où jumpTo indique une redirection du ﬂot d’exécution et nL correspond à l’étiquette de
la ligne où le pointeur du programme doit se déplacer. En outre, cmp est un opérateur
comparatif (=, =, >,≥, <,≤) qui sépare ses deux opérandes v1 et v2. Aﬁn d’optimiser
l’eﬃcacité de l’exécution, notre modélisation interdit la comparaison de deux constantes
de sorte que v1 corresponde toujours à un registre d’entrée, v2 pouvant être un registre
d’entrée ou une constante.
En théorie, ces sauts peuvent être positifs ou négatifs. Les premiers déplacent le poin-
teur en avant, donc plus « loin » dans le code, tandis que les seconds font le contraire. Ici
nous interdisons les sauts négatifs qui engendrent souvent la création de boucles inﬁnies
[Mahboub 2011]. Ainsi, si la condition est vériﬁée (vraie), le jumpTo a lieu et la séquence
d’exécution est déplacée à la ligne indiquée par l’étiquette nL qui se trouve forcément
plus loin dans le code. Si en revanche la condition n’est pas vériﬁée (ce qui équivaut au
« sinon »), l’exécution du programme se poursuit normalement, ce qui dans notre cas
revient à passer à la ligne suivante.
Notons que nL indique ici une étiquette générique. Sa véritable valeur au sein d’un
programme sera attribuée lors de la construction de celui-ci, et ce pour chaque instruction
en ayant besoin.
Comme nous avons indiqué précédemment, la conditionnelle peut prendre une deuxième
déclinaison. En eﬀet, il est aussi possible que cette instruction arrête tout simplement
l’exécution du programme lorsqu’elle ne sert pas à eﬀectuer un saut mais à déterminer
une valeur de retour. Ceci est fait en utilisant l’aﬀectation à la place du jumpTo nL, ce
qui se présente comme suit :
if (v1 cmp v2) dt = d′t (4.8)
où v1, v2 et cmp sont déﬁnis de la même façon que pour l’Équation 4.7 tout comme dt et
d′t le sont pour l’Équation 4.6.
Dans ce cas, si la condition est vériﬁée, la valeur du registre de sortie est aﬀectée et
l’exécution s’arrête. Sinon, l’exécution du programme se poursuit normalement, passant
à la ligne suivante comme dans le cas précédent.
Nous avons alors :
v1 ∈ TV (4.9)
v2 ∈ TV ∪ TCV (4.10)
dt ∈ TA (4.11)
d′t ∈ TCA (4.12)
ainsi que :
cmp ∈ {=; =;>;≥;<;≤} (4.13)
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4.6.3 Programme
Un programme est une séquence d’instructions permettant de lire des registres mé-
moire d’entrée et éventuellement d’attribuer une valeur à chaque registre mémoire de
sortie. Le résultat dépend de comment les instructions sont représentées mais surtout de
comment elles sont interprétées. Nous avons vu qu’une instruction de type conditionnelle
est déﬁnie par les deux opérandes devant être comparées et le comparateur à utiliser. Pour
être complète, elle comprend également ce qui doit être fait si le résultat de la comparai-
son est vrai : une aﬀectation ou un saut vers une nouvelle instruction. Le « sinon » (else)
ne fait cependant pas partie de sa déﬁnition : il est découplé du « si-alors » (if-then) et
correspond à l’instruction qui se trouve à la ligne suivante.
4.6.3.1 Concrétisation par un exemple
À titre illustratif, nous reprendrons ici l’exemple sur la décision d’un sportif d’aller
jouer ou non selon les conditions météorologiques (Section 3.2.2.1.1). Selon le Tableau 3.1
de cette section, nous avons les registres mémoire suivants :
• TV = {Ciel ; Température ; Humidité ; Vent}
• TA = Classe
• TCV = {Ensoleillé ; Couvert ; Pluvieux ; Élevée ; Moyenne ; Basse ; Forte ; Normale ;
Oui ; Non}
• TCA = {OUI ; NON }
Ils constituent les données pouvant être exploitées par les instructions déﬁnies dans les
Équations 4.6, 4.7 et 4.8 pour lesquelles nous pouvons considérer que cmp ∈ {=; =}. Ci-
dessous un exemple de programme ayant le même comportement que l’arbre de décision
de la Figure 3.4 :
if (Ciel = Ensoleillé) jumpTo label1
if (Ciel = Couvert) Classe = OUI
if (Vent = Oui) Classe = NON
if (Vent = Oui) Classe = OUI
label1 : if (Humidité = Normale) Classe = OUI
Classe = NON
Puisque nous avons déterminé qu’une aﬀectation arrête l’exécution du programme,
des aﬀectations qui se suivent n’ont pas raison d’exister : seule la première serait prise en
compte. Pour éviter une quantité de code non eﬀectif plus importante que nécessaire et
puisqu’une aﬀectation peut être faite lors d’une conditionnelle, nous avons opté pour ne
pas admettre des instructions du type aﬀectation pure tout au long du programme mais
seulement lorsqu’il touche à sa ﬁn.
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Ce choix implique qu’une aﬀectation ne peut jamais avoir lieu directement lors d’un
« sinon », sauf si celui-ci coïncide avec la dernière instruction du programme. En théorie,
c’est bien le cas puisque ce sont uniquement les tests positifs qui peuvent déclencher une
aﬀectation. En pratique, nous aurons parfois des conditions qui s’avèrent toujours vraies :
si elles sont simpliﬁées et que seul compte le code eﬀectif, les aﬀectations peuvent tout de
même apparaître sans conditionnelle associée dans le programme et donc correspondre au
« sinon » de la condition précédente. C’est par exemple le cas de la condition « if (Vent
= Oui) Classe = OUI » du programme précédent : cette condition est toujours vraie
puisque l’on y arrive seulement si la précédente « if (Vent = Oui) » est fausse.
Les deux seules manières d’achever l’exécution d’un programme sont soit d’atteindre
une aﬀectation suite à une conditionnelle, soit d’atteindre l’ultime ligne de code qui corres-
pond elle aussi à une aﬀectation. Ainsi, si l’on résume le fonctionnement d’un programme,
des nouvelles conditions s’enchaînent jusqu’à ce qu’une aﬀectation soit atteinte. Notons
qu’un enchaînement de conditions correspond à l’utilisation de la fonction logique « ET »,
ce qui se traduit souvent par une suite de sauts. D’autre part, une même portion de code
accédée par des chemins diﬀérents correspond quant à elle à l’utilisation de la fonction
logique « OU », par exemple par des sauts ayant des origines diﬀérentes.
Le programme que nous venons de donner en exemple peut encore être écrit comme
suit :
if (Ciel = Ensoleillé) jumpTo label1
if (Ciel = Couvert) Classe = OUI
if (Vent = Oui) jumpTo label2
if (Vent = Oui) Classe = OUI
label1 : if (Humidité = Normale) Classe = OUI
label2 : Classe = NON
Dans ce cas et en extrayant quelques règles, nous pouvons voir deux façons d’accéder
au label2, chacune ayant besoin de plus d’une condition vériﬁée : if (Ciel = Ensoleillé
ET Humidité = Normale) OU (Ciel = Ensoleillé ET Ciel = Couvert ET Vent = Oui) :
Classe = NON.
Proﬁtons de cet exemple pour en tirer une autre conclusion. Malgré les diﬀérences
structurelles qu’il peut y avoir entre deux programmes, les résultats qu’ils fournissent
peuvent être identiques. Ceci nous mène à une constatation mentionnée dans de nombreux
travaux en PG [Blickle et Thiele 1994, Nordin et Banzhaf 1995, Miller et Smith 2006, Poli
et al. 2008] : une même solution peut avoir diﬀérentes représentations, ce qui est souvent
dû aux parties redondantes ou inaccessibles de ces représentations. Cette propriété est
considérée comme utile lors de la recherche d’une « bonne » solution [Koza 1992, Garces-
Perez et al. 1996, Tunstel et Jamshidi 1996].
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4.6.3.2 Validité d’un programme : restrictions basées sur les types
Si nous analysons maintenant les données dont nous disposons et l’ensemble d’instruc-
tions déﬁni par les Équations 4.6, 4.7 et 4.8, il nous manque un aspect-clé de la construction
automatique des programmes : Comment assurer que son espace de recherche se restreigne
aux programmes syntaxiquement et sémantiquement valides ? La réponse se trouve au ni-
veau des instructions de type conditionnelle qui doivent être partiellement redéﬁnies pour
éviter les potentielles erreurs.
Pour la plupart des applications, la déﬁnition des registres mémoire et des instructions
telle que nous l’avons faite jusque-là est suﬃsante. Cette déﬁnition est cependant incom-
plète dans notre cas en raison des diﬀérentes natures de nos registres. En eﬀet, elle n’est
pas conçue pour gérer plusieurs types de données [Montana 1995] puisque des placements
arbitraires de registres voire de comparateurs dans les programmes pourraient conduire
à des violations syntaxiques graves. Des règles supplémentaires de construction doivent
donc être considérées [Montana 1995, Tunstel et Jamshidi 1996, Bot 2000]. Citons les
variables de type qualitatif ou binaire pour lesquelles seuls les comparateurs d’égalité (=)
et d’inégalité (=) seront disponibles.
Aﬁn d’assurer que les instructions soient valides, nous ne permettrons pas toutes les
combinaisons possibles des données disponibles. Nous opterons plutôt pour constituer dif-
férentes sous-classes d’instructions. Chacune d’entre elles regroupera des registres d’entrée
qui utilisent les mêmes comparateurs et qui peuvent être comparées aux mêmes registres
d’entrée et/ou constantes. Dans cet exemple en particulier, chaque registre d’entrée sera
à l’origine d’une sous-classe d’instruction avec leurs valeurs possibles respectives, ce qui
évite des comparaisons qui n’ont pas de sens. Pour chaque sous-classe de conditionnelle, les
deux déclinaisons sont considérées : l’aﬀectation ou le renvoi. Nous avons donc l’ensemble
suivant d’instructions :
• Classe = {OUI ; NON }
• if (Ciel {= ; =} {Ensoleillé ; Couvert ; Pluvieux}) jumpTo nL
if (Ciel {= ; =} {Ensoleillé ; Couvert ; Pluvieux}) Classe = {OUI ; NON }
• if (Température {= ; =} {Élevée ; Moyenne ; Basse}) jumpTo nL
if (Température {= ; =} {Élevée ; Moyenne ; Basse}) Classe = {OUI ; NON }
• if (Humidité {= ; =} {Forte ; Normale}) jumpTo nL
if (Humidité {= ; =} {Forte ; Normale}) Classe = {OUI ; NON }
• if (Vent {= ; =} {Oui ; Non}) jumpTo nL
if (Vent {= ; =} {Oui ; Non}) Classe = {OUI ; NON }
Notons que si nous avions une variable supplémentaire Motivation pouvant prendre
les valeurs Oui ou Non comme la variable Vent, elle ferait partie des deux dernières
sous-classes que nous représenterions comme suit :
• if ({Vent ; Motivation} {= ; =} {Oui ; Non}) jumpTo nL
if ({Vent ; Motivation} {= ; =} {Oui ; Non}) Classe = {OUI ; NON }
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Pour former un programme, nous pouvons utiliser les diﬀérentes conditionnelles en
n’importe quel nombre et dans n’importe quel ordre, toujours avec une aﬀectation à la
ﬁn. Rappelons que cet exemple a été choisi de sorte à faciliter la compréhension, tout en
sachant que nous nous intéressons à apprendre à adapter un système de production par
le déplacement de machines, le recrutement d’opérateurs ou autre.
4.6.3.3 Représentation ﬁnale
Une logique décisionnelle ϕ est un programme composé d’une part de registres mémoire
permettant de s’interfacer avec l’environnement et d’autre part d’une liste d’instructions
permettant de manipuler (accéder et/ou modiﬁer) la valeur de ces registres. Encore une
fois, soulignons que ceci peut bien évidemment être fait par l’intermédiaire et sous la
validation de gestionnaires, ϕ correspondant à de bonnes pratiques qui leur sont commu-
niquées. Dans la Section 4.5.1, nous avons indiqué que bien que ce codage soit sous la
forme d’un programme informatique, nous souhaitons une représentation ﬁnale de ϕ sous
la forme d’un arbre de décision.
Dans cette optique, les feuilles d’un arbre peuvent être de trois types : les décisions, les
informations disponibles (variables d’état ou indicateurs) et les constantes. Ces données
sont manipulées par les nœuds internes de l’arbre : des conditions du type if-then-else, ce
qui explique que nous ayons un arbre de degré 4. Autrement dit, chaque condition prend
quatre arguments comme nœuds enfants : deux devant être comparés et deux autres de
conclusion qui correspondent aux résultats vrai et faux de la comparaison. Ces conclusions
sont soit une décision par l’aﬀectation des variables de décision, soit un envoi vers une
instruction plus loin dans le code. Cette instruction sera quant à elle une aﬀectation ou
une nouvelle condition.
Pour mieux visualiser le résultat, la Figure 4.7 illustre l’arbre de décision obtenu
par le dernier programme que nous avons donné en exemple. Notons que dans cette
représentation ﬁnale sous forme d’arbre, l’aﬀectation n’est pas explicite : puisque nous
avons un seul registre de sortie, nous indiquons directement la valeur qu’il prendra (les
feuilles ont directement la valeur d′t à la place de l’Équation 4.6 : dt = d′t).
Toutefois, seul le code eﬀectif sera considéré pour la représentation ﬁnale d’une so-
lution, ce qui est utile à sa compréhension [Quinlan 1987, Koza 1992, Garcia-Almanza
et Tsang 2006]. Pour des facilités de lecture, nous adopterons également la version la
plus connue d’un arbre : binaire. La Figure 4.8 illustre l’arbre dans sa version binaire et
simpliﬁée. La liaison en gras indique la simpliﬁcation faite tandis que celles en pointillé
correspondent tout simplement à la suppression d’étiquettes pour une lecture plus directe.
Dans une solution obtenue par des méthodes du type PG-PGL, l’existence de redon-
dances ou de code non eﬀectif est connue et utile mais, pour des raisons de clarté, il est
souhaitable de les élaguer à la ﬁn. Puisqu’une simpliﬁcation automatique est diﬃcile [Poli
et al. 2008], une alternative est de procéder comme [Garcia-Almanza et Tsang 2006] :
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Figure 4.7 – Exemple d’arbre de décision à 4 degrés
Figure 4.8 – Exemple d’arbre de décision simpliﬁé
utiliser une méthode pour traiter à posteriori les arbres de décision aﬁn d’en produire
des plus compacts et compréhensibles (réduits en taille et complexité). La méthode se
base sur l’analyse et l’évaluation des composants d’un arbre. S’en suivent la suppression
manuelle des parties inaccessibles (lorsqu’une condition s’avère toujours vraie ou fausse)
et des simpliﬁcations évidentes (par exemple un « si » et un « sinon » se fusionnant). Nous
utiliserons donc cette méthode et ce, uniquement sur nos solutions ﬁnales.
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4.7 Apprentissage par programmation génétique linéaire
La structure générale d’un programme est maintenant connue et par voie de consé-
quence, celle d’un arbre de décision aussi. Chacun de ces deux éléments correspondent à
des formes de représentation d’une logique décisionnelle. Dans cette thèse, c’est l’applica-
tion de la programmation génétique linéaire couplée à la simulation qui nous permettra
d’en obtenir une. Le fonctionnement de notre approche expliqué dans la Section 4.4.2 sera
donc complété par quelques particularités provenant de l’usage de la PGL.
La programmation génétique (linéaire ou autre) est un algorithme à population (Sec-
tion 3.2.2.4). Ainsi, à chaque étape de l’évolution, nous avons potentiellement plusieurs
nouveaux individus qui doivent être évalués. L’évolution fait ici référence au processus
d’apprentissage. Par ailleurs, chaque étape de l’évolution est appelée génération et cor-
respond donc à une population dont chaque solution est appelée individu.
Dans ce qui suit, nous utiliserons la notation suivante où les termes génération et
population cohabitent selon leur usage le plus récurrent dans la littérature du domaine :
• Pmax : Nombre maximum de générations de l’algorithme ne comprenant pas la
population initiale ;
• Pfin ≤ Pmax : Nombre eﬀectif de générations limité à Pmax ;
• p ∈ {0; . . . ;Pfin} : Indice pour les populations (y compris l’initiale désignée par 0) ;
• Vmax : Taille maximale d’une population pour l’algorithme ;
• Vmax,p ≤ Vmax : Nombre d’individus dans la population p limité à Vmax ;
• v ∈ {1; . . . ;Vmax,p} : Indice pour les individus d’une population ;
• Lp : pième population ;
• ϕv,p ∈ Lp : vième individu de la pième population.
Et puisque L regroupe toutes les logiques décisionnelles pouvant être trouvées par les
registres mémoire et instructions disponibles (voir Sections 4.3 et 4.6), nous avons Lp ⊂ L.
Pour son fonctionnement, la PGL a besoin de la déﬁnition d’un certain nombre de
paramètres. Comme pour tout algorithme évolutionniste :
• Chaque individu est évalué par son ﬁtness qui doit être spéciﬁé, comme par exemple
les coûts de production (à minimiser) ;
• Il faut déﬁnir un ou plusieurs critères d’arrêt, le plus commun étant un nombre
maximum de générations (donc Pmax) ;
• Des paramètres de contrôle tels que la taille de la population (donc Vmax) et les
opérateurs de croisement et mutation doivent également être précisés.
Avant de les détailler, le fonctionnement général peut être décrit comme suit. L’idée
générale reste la même : apprendre itérativement à partir d’un modèle de simulation
(Section 4.4). Puisque la PGL est un algorithme à population, une population initiale
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L0 ⊂ L de logiques décisionnelles est générée au départ, aléatoirement ou non. À chaque
génération, les nouveaux individus doivent être évalués. Soient Lp et ϕv,p la population
courante et l’individu en train d’être évalué. La simulation, suite à plusieurs réplications,
attribuera à ϕv,p la valeur de son ﬁtness : E[f(ϕv,p, ξ)]. Ce processus concerne chaque
individu v = 1..Vmax,p de la population ayant besoin d’être évalué. Autrement dit, le
processus d’évaluation résumé auparavant par la Figure 4.4 est donc répété pour chacun
des nouveaux individus de la population. Une fois tous évalués, leur valeur de ﬁtness sont
communiquées à la PGL qui modiﬁe la population courante de logiques décisionnelles.
Nous obtenons ainsi Lp+1, ce qui est fait dans le but d’optimiser la fonction objectif en
appliquant les opérateurs génétiques qui seront décrits dans les sections suivantes. Ce
cycle est ensuite répété pour la nouvelle population et ainsi de suite jusqu’à ce qu’un
critère d’arrêt soit atteint. L’Algorithme 4.1 reprend les principes de base de l’approche
avec les particularités provenant de la programmation génétique linéaire.
Données : Taille Vmax de la population, Critère(s) d’arrêt
1 p := 0
2 Génération de la population initiale L0, où un individu correspond à une logique
décisionnelle comme décrit dans la Section 4.6
3 tant que population courante non entièrement évaluée faire
4 Sélection d’un individu non évalué de la population
5 Évaluation du ﬁtness de l’individu sélectionné via simulation
6 tant que critère d’arrêt non atteint faire
7 Application des opérateurs génétiques sur la population aﬁn d’en créer une
nouvelle
8 pour chaque nouvel individu non évalué faire
9 Évaluation du ﬁtness de l’individu via simulation
10 p := p+ 1
11 Sélection des individus composant la nouvelle population Lp
12 Sauvegarde de la solution : Individu avec le meilleur ﬁtness
Algorithme 4.1 : Fonctionnement d’une approche de programmation génétique
linéaire basée sur la simulation
Pour résumer, la PGL génère une population initiale de logiques décisionnelles utilisées
unes par unes par la simulation qui lui renvoie chaque performance. Cela va guider son
processus d’apprentissage, c’est-à-dire de mise à jour des logiques.
4.7.1 Initialisation
En PGL, l’initialisation est souvent aléatoire [Cornuéjols et Miclet 2003, Brameier et
Banzhaf 2007]. Il est cependant possible de la faire de façon plus « rationnelle », en insérant
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volontairement des individus ayant des caractéristiques que l’on juge intéressantes. Cette
pratique fait polémique. En eﬀet, elle peut accélérer le processus d’apprentissage en lui
indiquant dès le départ de « bonnes » zones à exploiter. Cependant, elle prive aussi le
moteur d’apprentissage de son potentiel de « créativité », ce dernier oﬀrant une plus
grande diversité au départ et permettant d’exploiter des zones prometteuses qui ne le
sont pas par intuition.
Pour utiliser une initialisation aléatoire, il est nécessaire de déﬁnir des bornes supé-
rieure et inférieure pour la taille d’une solution (c’est-à-dire, le nombre d’instructions
d’une logique décisionnelle). La taille de chaque solution est donc choisie aléatoirement
dans cet intervalle, le plus souvent avec une probabilité uniforme [Brameier et Banzhaf
2007].
Notons que la structure de logique décisionnelle que nous adoptons (Section 4.6) ga-
rantit déjà que seules des solutions viables sont générées, et ce même dans le cas d’une
procédure d’initialisation aléatoire. Cette structure inclue par construction des restrictions
basées sur les types telles que déﬁnies dans [Montana 1995] pour les éléments qui peuvent
être choisis pour chaque nœud d’un arbre en PG. Chaque argument d’une instruction
voit son contenu restreint selon son placement de sorte que seuls les types « corrects et
compatibles » soient insérés, éliminant les possibles incohérences (Section 4.6.3.2).
4.7.2 Sélection et Remplacement
Nous entendons ici par sélection l’opérateur qui détermine les individus qui vont subir
les opérations génétiques (parents) pour donner naissance à de nouveaux individus (en-
fants). Cela peut être fait en utilisant par exemple une méthode largement connue dans
le domaine appelée sélection par tournoi. Avec celle-ci, un nombre d’individus égal à la
taille du tournoi est sélectionné aléatoirement dans la population, le meilleur d’entre eux
(en termes de ﬁtness) étant choisi. Si l’opérateur génétique devant être appliqué requiert
deux individus, deux tournois seront faits. Notons que si la taille du tournoi est de 1, le
choix est complètement aléatoire et la sélection est dite uniforme. À l’opposé, si la taille
est égale à celle de la population, la sélection est dite déterministe par rang et choisit tou-
jours les individus possédant les meilleurs ﬁtness. Nous pouvons également utiliser une
sélection en fonction du classement, appelée sélection par roulette, où chaque individu a
une probabilité d’être choisi qui est proportionnelle à sa position dans la population selon
son ﬁtness.
Le remplacement quant à lui concerne la sélection parmi les nouveaux et les anciens in-
dividus aﬁn de former la nouvelle population. C’est pourquoi il est parfois considéré comme
un opérateur de sélection. Nous avons typiquement deux méthodes : l’une consiste à garder
les meilleurs individus toutes populations confondues (stratégie « plus »), l’autre à rem-
placer complètement la population de parents par celle d’enfants (stratégie « comma » ou
de remplacement générationnel). Tandis que la première peut conduire à une convergence
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prématurée de l’algorithme vers un optimum local, la deuxième peut perdre le meilleur
individu au cours de l’évolution. Ainsi, plusieurs variantes existent. Nous pouvons par
exemple opter pour une comparaison entre enfants et parents respectifs où l’on garde le
ou les meilleurs de la « famille » en cours et non pas les meilleurs parmi toute la popu-
lation de parents-enfants. Dans ce cas, certains « mauvais individus » ont des chances de
survivre. Dans le cas du remplacement générationnel, une alternative reconnue consiste
à garder un certain nombre de « bons individus » par ce que l’on appelle l’élitisme : les
meilleurs individus sont toujours maintenus dans la population, ce qui demande la déﬁ-
nition de la taille de l’élite (nombre d’individus « immortels »). Ceci évite de perdre le
meilleur individu. Notons cependant que si le nombre d’individus retenus est trop impor-
tant, l’élitisme peut également conduire à une convergence prématurée. C’est pourquoi la
taille de l’élite est généralement déﬁnie comme un pourcentage peu élevé de la taille de la
population.
4.7.3 Opérateurs génétiques
Les opérateurs génétiques doivent être déﬁnis de sorte que les enfants générés soient
conformes à la déﬁnition d’un individu (Section 4.6). Rappelons que d’après cette déﬁni-
tion, un individu est un programme et chaque instruction dans un programme correspond
à une ligne de code. Pour les explications qui suivent, nous utiliserons donc le numéro des
lignes pour faire référence à une instruction précise.
Tout d’abord, nous avons pris une précaution au niveau des instructions du type
conditionnelle et plus précisément de celles ayant pour résultat un saut. Bien que ces
sauts soient ici indiqués par jumpTo suivi d’une étiquette, ils sont gérés en interne par
un entier indiquant à combien de lignes plus loin il faut se déplacer. Les étiquettes sont
alors créées à posteriori et automatiquement insérées au début de la ligne correspondante.
Ceci facilite l’application des opérateurs génétiques (croisement ou mutation) et évite la
création de sauts négatifs pouvant entraîner des boucles inﬁnies.
Comme dans la plupart des applications, les opérateurs de croisement produisent deux
nouveaux individus tandis que ceux de mutation en produisent un seul. Pour les croise-
ments, deux individus de la population courante sont combinés. Pour les mutations, un
seul individu est aléatoirement modiﬁé. Ces opérateurs doivent bien évidemment respecter
les tailles minimale et maximale déﬁnies pour l’initialisation [Cornuéjols et Miclet 2003].
Pour ces deux types d’opérateur, diﬀérentes variantes existent. Nous détaillerons le
principe de celles les plus couramment trouvées dans la littérature.
Commençons par les deux types de croisement : avec un ou deux points de découpe.
Le premier (onePointImpreciseCrossover) sélectionne aléatoirement une ligne pour cha-
cun des deux parents participant à l’opération et ensuite échange leurs sous-programmes
(portion du programme allant de la ligne sélectionnée jusqu’à la dernière ligne). Ceci est
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illustré par la Figure 4.9.
Figure 4.9 – Application de l’opérateur de croisement à un point de découpe
Le deuxième croisement (twoPointImpreciseCrossover) sélectionne quant à lui deux
lignes par parent : ligneH et ligneB sachant que ligneH désigne une ligne toujours plus
« haute » dans le code que ligneB et que la sélection des lignes est indépendante entre
parents. Les sous-programmes délimités par ces lignes sont alors échangés entre parents
pour donner naissance à deux enfants. Notons que la portion de programme à échanger
va toujours de la ligneH jusqu’à la ligne précédant la ligneB (donc ligneB 1). La Figure
4.10 en donne un exemple.
Figure 4.10 – Application de l’opérateur de croisement à deux points de découpe
Lors des mutations, il est possible d’ajouter (insertionMutation) ou de supprimer (re-
movalMutation) des instructions mais aussi de modiﬁer ou de remplacer les existantes.
Dans le cas d’une modiﬁcation, celle-ci peut être faite soit sur un seul composant d’une
conditionnelle (singleParameterAlterationMutation), soit sur tous ses composants (alte-
rationMutation). Le composant modiﬁé prendra une autre valeur possible selon le groupe
auquel appartient la conditionnelle, ce qui assure que le programme enfant restera valide.
Dans le cas d’un remplacement, une conditionnelle appartenant à un autre groupe sera
insérée à la place de la conditionnelle faisant objet de la mutation (replacementMutation).
Nous avons ainsi cinq mutations diﬀérentes, toutes illustrées dans la Figure 4.11. Il s’agira
d’une macro-mutation ou d’une micro-mutation selon celle choisie [Mahboub 2011].
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Figure 4.11 – Application des cinq opérateurs de mutation à un même programme d’ori-
gine
4.7.4 Critères d’arrêt
Diﬀérents critères (ou conditions) d’arrêt existent. Ils peuvent être utilisés exclusive-
ment ou ensemble, auquel cas le premier critère atteint indique la ﬁn de l’exécution. Ci-
tons comme exemples de critère le nombre maximum de générations, le nombre maximum
de générations sans amélioration, le nombre maximum d’évaluations, le temps maximum
d’exécution ou encore la performance cible. Pour ce dernier, il est souhaitable d’en ajouter
un autre (plus maîtrisable) aﬁn d’assurer la ﬁn de l’exécution.
Ces critères sont intimement liés au nombre de solutions à évaluer. Ils peuvent même
ﬁxer directement ce dernier si le nombre maximum d’évaluations est le seul critère d’arrêt.
Dans le cas contraire, il est toujours judicieux de combiner ce critère avec d’autres pour
garantir une borne supérieure du nombre d’évaluations, quel que soit le critère visé :
le temps de calcul en dépend. Toutefois, signalons que le nombre total d’évaluations
aura tendance à dépasser légèrement cette borne puisque chaque génération (composée
de plusieurs nouveaux individus à évaluer) est atomique.
4.8 Implémentation
Puisque notre approche s’est basée sur deux techniques complémentaires, notre implé-
mentation se base elle aussi sur deux modules qui seront détaillés dans ce qui suit : l’un
pour la simulation, l’autre pour l’apprentissage.
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En termes d’outils informatiques, nous nous sommes servis de :
• Arena, version 14.5 : Simulation à événements discrets ;
• μGP, version 3.2.0 : Programmation Génétique Linéaire.
Un transfert de données direct entre le module de simulation Arena et le module
d’apprentissage μGP ne nous semble pas possible, leurs entrées/sorties se faisant par
intermédiaire de ﬁchiers (Figure 4.12). De plus, ceux générés par μGP contenant les
logiques décisionnelles ne sont pas directement exploitables par Arena. Une interface est
donc nécessaire pour les décoder et pouvoir par la suite y accéder à travers le modèle de
simulation. Nous avons opté pour la déﬁnition d’un troisième module, à part, responsable
de cette connexion Arena-μGP en particulier. Ce module a été réalisé en langage C++ à
l’aide de Visual Studio Professionnel 2012.
Figure 4.12 – Interactions μGP-Arena pour l’extraction de connaissances
D’autres schémas seront utilisés pour mieux expliquer les interactions à diﬀérents
niveaux de détails.
4.8.1 Arena : le module de simulation
Arena est un produit de Rockwell Automation utilisant Siman comme langage intégré.
Au-delà des fonctions de base pour lire et écrire des données dans des ﬁchiers, il supporte
notamment l’utilisation de ﬁchiers DLL permettant l’ajout de code utilisateur externe
sous forme de bibliothèque dynamique. De plus, le logiciel peut être utilisé de façon
« externe » en une ligne de commande (application console) ou à travers un programme
qui y fait appel. Des détails sur ces fonctionnalités sont réunis dans l’Annexe B. Pour
d’autres informations, des introductions à Arena sont disponibles dans [Collins et Watson
1993, Hammann et Markovitch 1995, Pegden et al. 1995, Altiok et Melamed 2007, Kelton
et al. 2015] ainsi que de façon plus détaillée dans les guides pour l’utilisateur fournis par
Rockwell [Rockwell Software 2007a, Rockwell Software 2007b].
Dans cette thèse, nous avons tiré proﬁt de la capacité d’Arena à interagir avec un
environnement C++ via l’outil Visual Studio C++. L’utilisation d’une DLL et l’appel de
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Siman en ligne de commande ont constitué deux aspects importants de l’implémentation
de notre approche.
La DLL constitue notre module à part pour l’interprétation et l’exploitation des lo-
giques décisionnelles bien que nous l’ayons introduite en lien avec la simulation. En as-
sociation avec la logique décisionnelle, elle peut être vue comme une base de données
externe à laquelle la simulation se connecte plutôt qu’une composante codée en interne.
Le schéma 4.13 montre leur interaction.
Figure 4.13 – Interactions Arena-DLL pour la prise de décision dans un système de
production
4.8.2 μGP : le module d’apprentissage
μGP est quant à lui un logiciel libre et gratuit écrit en C++. Une fois compilé, l’appli-
cation console (exécutable nommé « ugp3.exe ») est contrôlée par un ensemble de ﬁchiers
de conﬁguration écrits en XML et qui constituent la principale interface avec l’utilisateur.
Quelques options de ligne de commande sont également disponibles. Pour plus de détails,
se référer à [Squillero 2005, Sanchez et al. 2011, Sanchez et al. 2012].
Pour vériﬁer la pertinence du logiciel vis-à-vis de notre problématique, nous avons
développé deux exemples de benchmark pour lesquels le résultat est connu à l’avance. Ils
sont disponibles dans l’Annexe C.
Diﬀérents paramètres sont nécessaires au bon fonctionnement d’un algorithme de pro-
grammation génétique linéaire. En eﬀet, les performances de notre approche, que ce soit
en termes de ﬁtness ou de temps de calcul, dépendent fortement des « conﬁgurations »
utilisées pour la PGL. Une conﬁguration correspond ici à une combinaison spéciﬁque de
paramètres donnant lieu à une expérimentation. Elle déﬁnit le niveau de complexité des
solutions puisqu’elle en impose les tailles minimale et maximale. D’autre part, une conﬁ-
guration déﬁnit également le nombre de solutions à évaluer. Elle le fait de façon indirecte
puisque ce nombre est fonction de la taille de la population, des critères d’arrêt ainsi que
du nombre de nouveaux individus par génération (lui-même fonction du nombre d’opéra-
teurs à appliquer et de leur taux d’occurrence). Elle le fait aussi de façon approximative
en raison des facteurs aléatoires.
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Dans ce que suit, nous nous concentrerons donc sur les diﬀérents paramètres qui se-
ront utilisés dans nos expérimentations. Ils seront bien évidemment détaillés pour chaque
cas d’application dans le chapitre suivant, le but étant ici de fournir quelques précisions
concernant nos choix pour ces paramètres et/ou leur fonctionnement dans μGP.
4.8.2.1 Initialisation et Tailles d’individus
Comme déjà mentionné, une conﬁguration indique tout d’abord les tailles minimale
et maximale que peut avoir un individu, ce qui correspond ici à une plage de valeurs pour
le nombre d’instructions dans une logique décisionnelle. Ces tailles sont valables tout au
long de l’évolution y compris pour la population initiale.
Nous utiliserons dans cette thèse l’initialisation aléatoire. La taille des individus ainsi
générés par μGP suit une distribution normale dont la moyenne et l’écart-type constituent
deux paramètres supplémentaires devant être précisés.
4.8.2.2 Opérateurs génétiques
Rappelons que l’aﬀectation pure (non conditionnelle) est utilisée exclusivement en ﬁn
de programme. De plus, nous avons opté pour qu’elle représente toujours la décision par
défaut de ne rien faire. Elle n’est donc pas concernée par les diﬀérents opérateurs que
nous pourrons avoir.
Nous utiliserons un total de sept opérateurs génétiques, tous déjà disponibles dans
le logiciel. Ce sont plus précisément les sept explicités dans la Section 4.7.3 : onePoin-
tImpreciseCrossover, twoPointImpreciseCrossover, insertionMutation, removalMutation,
singleParameterAlterationMutation, alterationMutation et replacementMutation dont les
notations sont inspirées de celles du logiciel. Au démarrage de l’algorithme, ils sont tous
associés à des probabilités d’activation équivalentes, à savoir 1
7
. Ensuite, un facteur d’auto-
adaptation disponible dans le logiciel est responsable de faire évoluer ces probabilités au-
tomatiquement et progressivement selon la performance de leur opérateur respectif [Belluz
et al. 2015].
Le logiciel contient un paramètre qui régule la force des opérateurs. Il est normalement
plus élevé au départ pour obtenir des individus plus diﬀérents, le facteur d’auto-adaptation
l’ajustant au fur et à mesure de l’évolution. Les cinq mutations peuvent alors se répéter
plusieurs fois pour un même individu selon la valeur courante de ce paramètre.
À noter que le logiciel présente une particularité concernant l’utilisation des opérateurs
génétiques : il requiert comme paramètre le nombre d’opérateurs génétiques qui sera
appliqué à chaque génération plutôt que le nombre d’enfants à générer [Squillero 2005,
Sanchez et al. 2011]. Ces deux paramètres sont forcément liés mais puisque le choix des
opérateurs est stochastique, nous ne pouvons pas en déﬁnir un en fonction de l’autre.
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Que ce soit pour le croisement ou la mutation, si un opérateur produit un individu ne
respectant pas les tailles minimale ou maximale, ledit individu sera écarté mais l’opération
sera tout de même comptabilisée. Bien que rare, si cette situation venait à se produire à
répétition, il faudrait redéﬁnir les limites à des valeurs plus raisonnables.
4.8.2.3 Paramètres divers
Les notations pour les paramètres de la PGL sont résumées dans le Tableau 4.1 ci-
dessous, bien que certaines aient déjà été introduites dans la Section 4.7. Elles seront
suivies de quelques précisions sur leur fonctionnement spéciﬁque dans μGP.
Paramètres Notations
Taille maximale de la population Vmax
Taille de l’élite Velite
Immortalité Immortalité
Nombre d’opérations génétiques à appliquer NbOp
Nombre maximum de générations Pmax
Nombre maximum de générations sans amélioration Pstagne
Taille du tournoi de sélection Vtournoi
Tableau 4.1 – Paramètres de la PGL
Le paramètre « Immortalité » indique si les individus dans la population survivent ou
non d’une génération à l’autre (Section 4.7.2). Lorsqu’il est activé, les meilleurs individus
sont toujours gardés, parents et enfants compris. Dans le cas contraire, la population
d’enfants remplace complètement celle de ses parents. C’est uniquement dans ce cas que la
taille de l’élite a du sens : Velite déﬁnit le nombre d’individus « immortels » (un pourcentage
peu élevé de Vmax) correspondant aux meilleurs de toute la population en termes de ﬁtness.
Comme nous venons de l’expliquer dans la section précédente, le logiciel μGP prend
en paramètre, en plus des taux d’occurrence des opérateurs génétiques, le nombre d’opé-
rations (donc d’opérateurs) à appliquer à chaque itération. Précisons ici que ce nombre
est généralement déﬁni en fonction de la taille de la population. Pour des expérimenta-
tions où l’immortalité n’est pas activée, il est d’usage de le ﬁxer entre Vmax et 2 · Vmax.
Notons que, le plus souvent, il arrivera de générer plus d’individus que nécessaire dans la
population (nombre d’enfants > Vmax). Pour déterminer lesquels d’entre eux seront gar-
dés, ils seront tous évalués, le choix étant fait d’après leur ﬁtness. Lorsque l’immortalité
est activée, nous pouvons compter sur les individus de la population de parents et donc
générer moins d’enfants, le ﬁtness étant toujours nécessaire pour les départager.
La sélection est ici faite par tournoi, ce qui a été empiriquement déﬁni. À ce propos,
μGP oﬀre la possibilité de déﬁnir non pas une taille de tournoi précise mais une plage de
valeurs permettant l’auto-adaptation de la taille réellement utilisée au cours de l’évolution.
Enﬁn et concernant les critères d’arrêt, il s’agit de deux des plus classiques utilisés
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simultanément de façon à ce que le processus d’apprentissage s’arrête lorsque l’un des
deux est atteint. D’autres critères sont également disponibles dans le logiciel.
Nous pouvons observer que plusieurs comparaisons entre individus sont faites au cours
d’un processus d’évolution. Elles déterminent le gagnant dans un tournoi, les survivants
qui seront retenus dans la nouvelle population ou encore, à la ﬁn, le meilleur individu. Il
est clair que, dans des contextes stochastiques, la comparaison de deux solutions aﬁn d’en
déterminer la meilleure exige des tests de comparaison statistiques, augmentant ainsi le
temps de calcul. En revanche, comme l’indiquent [Pierreval et Tautou 1997], cela s’avère
moins important pour les méthodes à base de population de solutions qui ne suivent pas
un chemin particulier dans l’espace de recherche. Il est ainsi possible de procéder comme
si le modèle était déterministe, au détail près que le ﬁtness utilisé correspond à la valeur
moyenne obtenue sur plusieurs réplications et non pas à une constante.
4.9 Fonctionnement pas à pas
Le schéma de la Figure 4.14 illustre notre implémentation. Pour faciliter sa compré-
hension et mettre en évidence les diﬀérentes boucles existantes (population, réplications,
évolution du temps), l’Algorithme 4.2 est fourni en complément, dont les étapes font
référence aux numéros de la ﬁgure.
Figure 4.14 – Interactions entre les diﬀérents acteurs de l’approche proposée
Deux diagrammes de séquence sont également fournis dans l’Annexe D pour résumer
le fonctionnement de notre approche d’un point de vue plus technique. Ils sont complé-
mentaires et mettent en évidence les échanges entre les diﬀérents acteurs (utilisateur et
logiciels).
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Données : Taille de la population, Nombre de réplications R de la simulation,
Durée H de simulation, Critère(s) d’arrêt
1 PGL : Génération de la population initiale de logiques décisionnelles, chacune
écrite dans un ﬁchier texte (1)
2 tant que critère d’arrêt non atteint faire
3 pour chaque individu non évalué de la population faire
// Simulation: Initialisation des réplications
4 numeroReplication := 1
5 PGL : Appel à la simulation (en passant le ﬁchier à évaluer en paramètre)
pour évaluer le ﬁtness de l’individu correspondant (2)
6 tant que numeroReplication ≤ R faire
// Simulation: Initialisation de la réplication courante
7 dateCouranteSimulation := 0
// Simulation: Avancement de l’horloge de la simulation
8 dateCouranteSimulation := date du prochain événement déclenchant
une décision
9 tant que dateCouranteSimulation ≤ H faire
10 Simulation : Appel au système décisionnel pour la prise de décision
(3)
11 si premier appel au système décisionnel pour cet individu alors
12 DLL : Lecture du ﬁchier contenant la logique décisionnelle (4)
13 DLL : Accès à la valeur des variables dans la simulation
14 DLL : Envoi d’une décision en retour à la simulation (5)
// Simulation: Application de la décision et avancement
de l’horloge de la simulation
15 Simulation : dateCouranteSimulation := date du prochain
événement déclenchant une décision
// Simulation: Passage à la réplication suivante
16 numeroReplication := numeroReplication+ 1 (6)
17 Simulation : Écriture de la performance estimée après plusieurs réplications
dans un ﬁchier texte dédié (7)
18 PGL : Lecture du ﬁchier contenant la performance de la logique
décisionnelle évaluée (8)
19 si critère d’arrêt non atteint alors
20 PGL : Génération de la nouvelle population de logiques décisionnelles par
l’application des opérateurs génétiques sur la population courante (9)
21 PGL : Sauvegarde de la solution dans un ﬁchier texte : Individu avec le meilleur
ﬁtness
Algorithme 4.2 : Interactions de la Figure 4.14 en détail
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4.10 Conclusion
Pour qu’un système de production puisse s’adapter à un environnement changeant, il
doit être capable de déterminer par lui-même chaque moment où il est judicieux de faire
un changement mais aussi le contenu de ce changement. Il faut donc des outils d’aide
à la décision pour piloter cette adaptation, ce qui peut se traduire par un besoin de
connaissances utiles au gestionnaire de production ou à l’auto-adaptation.
Ces connaissances peuvent être à la portée des décideurs grâce à l’approche que nous
avons proposée dans ce chapitre. En eﬀet, elle fournit comme délivrable une logique dé-
cisionnelle pour l’adaptation d’un système, logique directement compréhensible par un
gestionnaire de production et pouvant être facilement exploitée par un système d’aide à
la décision automatisé en ligne.
L’approche développée ici extrait des connaissances à partir de la simulation, ce qui
présente l’avantage de ne pas avoir besoin d’ensembles d’apprentissage et montre jus-
tement que cela est possible. En identiﬁant ainsi une logique décisionnelle eﬃcace qui
détermine comment un système de production devrait s’adapter, c’est une approche qui
peut fortement aider dans le domaine. Elle permet de traiter diﬀérents types d’adaptation
et, de par l’usage de la simulation, peut être adaptée à diﬀérents types de systèmes. Toute-
fois, bien que cette approche soit capable d’apporter une plus-value (nous le verrons dans
le chapitre suivant), nous avons conscience que des problèmes d’adaptation requièrent
également d’autres types de connaissances. Nous ne prétendons donc pas qu’elle puisse
être capable de résoudre tous les problèmes liés à l’adaptation.
Nous avons introduit les bases de la programmation génétique linéaire retenue pour
l’étude de cette approche. Par ailleurs, nous avons également développé une logique de
communication entre les logiciels Arena et μGP aﬁn de les adapter à notre probléma-
tique de façon pertinente. Maintenant qu’ils sont combinés et associés à la formalisation
proposée, nous pouvons illustrer le potentiel de notre approche. Cela sera fait à l’aide
d’exemples que nous détaillerons au cours du prochain et dernier chapitre.
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Chapitre 5
Applications
5.1 Introduction
Dans cette thèse, nous nous sommes intéressés à la mise en œuvre d’une approche d’ap-
prentissage par simulation aﬁn d’étudier dans quelle mesure une telle approche pourrait
contribuer à l’adaptation des systèmes de production.
Ce chapitre a deux objectifs principaux. Le premier est de montrer la faisabilité de
l’approche proposée dans le chapitre précédent, approche qui se base sur la programmation
génétique linéaire. Cela passe évidemment par la vériﬁcation de l’adéquation de nos choix
en termes de logiciels. Comme nous l’avons signalé dans la Section 4.8, ceci a été fait à
l’aide de deux exemples qui font l’objet de l’Annexe C.
Le deuxième objectif, centré sur notre contribution, est de confronter notre approche
à des exemples pour en illustrer les bénéﬁces. À cet égard, nous étudierons l’adaptation
dans le cadre d’un système à ﬂux tiré extrait de la littérature mais aussi d’un système de
production à ressources partagées. L’idée fut d’exploiter diﬀérents types de système et/ou
d’adaptations par des exemples spéciﬁquement conçus pour. Nous avons aussi cherché à
illustrer des décisions pouvant avoir lieu sur diﬀérents horizons temporels.
5.2 Adaptation dynamique du nombre de cartes dans
un système ConWIP
5.2.1 Contexte
Pour notre premier cas d’étude, nous nous intéressons aux systèmes de production à
ﬂux tiré qui fonctionnent à base de cartes. Dans ce type de système, les cartes autorisent
et contrôlent ainsi la production [Bollon et al. 2004, González-R et al. 2012]. Chaque
produit dans le système est rattaché à une carte disponible. Le système Kanban est l’un
des plus connus avec une boucle de cartes pour chaque étape du processus de production
[Monden 1981, Lage Junior et Godinho Filho 2010]. Nous étudions ici plus précisément
un ConWIP où une seule boucle est utilisée, le ﬂux étant poussé une fois la première
étape du processus autorisée [Spearman et al. 1990, Framinan et al. 2003, Prakash et
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Chin 2014, Burlat 2015a, Burlat 2015c]. La Figure 5.1 ci-dessous illustre leur principe
de fonctionnement. Signalons que ces systèmes sont largement étudiés et sont même à
l’origine de logiciels dédiés comme WipSim, un simulateur de ﬂux en mode ConWIP
[Burlat 2015b].
Figure 5.1 – Systèmes de contrôle à ﬂux tiré de types Kanban et ConWIP
Dans ce que suit, nous nous concentrerons sur le cas des systèmes ConWIP. L’extrapo-
lation aux systèmes Kanban reste cependant tout à fait possible et nous avons d’ailleurs
formalisé le problème sous ce point de vue dans [Belisário et Pierreval 2015].
Dans un système ConWIP dit traditionnel, l’optimisation consiste à trouver le nombre
de cartes qui minimise les coûts. Ces coûts sont souvent un compromis entre le stockage
(encours et stock ﬁnal) et la non-satisfaction des clients (rupture de stock). Une telle
optimisation part de l’hypothèse que la demande est stable, ce qui est rarement le cas avec
les marchés et les besoins des clients qui changent. De plus, tout système de production
est soumis à de nombreuses perturbations dues à son caractère stochastique ou encore
à la présence de pannes. Ces diﬃcultés ont conduit de nombreux chercheurs à proposer
l’adaptation dynamique du nombre de cartes via des cartes dites supplémentaires aﬁn de
rendre ces systèmes plus réactifs aux changements et donc performants sur le long terme.
Malgré les recherches, le développement de tels systèmes reste encore un déﬁ scientiﬁque.
Pour y répondre, l’utilisation d’une approche d’apprentissage par simulation telle que
nous la proposons n’avait pas encore été rapportée à notre connaissance et nous en avons
donc fait une publication : [Belisário et Pierreval 2015].
Dans ce qui suit, nous nous servirons du cadre conceptuel du Chapitre 2 pour spéciﬁer
le système et, par cette même occasion, les bases du problème que nous traiterons. Nous
nous servirons également des notations provenant de la formalisation proposée dans la
Section 4.3 du Chapitre 4.
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5.2.2 Description du système
5.2.2.1 Éléments constituant le système
Le système de production sélectionné ici comme cas d’étude est extrait de [Tardif et
Maaseidvaag 2001]. C’est un exemple largement repris dans la littérature sur les systèmes
de production à ﬂux tiré réactifs à des ﬁns comparatives [Framinan et al. 2006, Shahabu-
deen et Sivakumar 2008, Sivakumar et Shahabudeen 2008, González-R et al. 2011, Pier-
reval et al. 2013].
Il s’agit d’un système mono-produit basé sur l’hypothèse qu’il n’existe pas de blocage
au niveau des matières premières qui restent disponibles à tout moment et en quantités
nécessaires. Le système comporte une station de travail dotée de 10 machines en parallèle
dont les temps de traitement suivent une distribution exponentielle de moyenne 6 (ou
μ = 1
6
). Les commandes arrivent selon un processus de Poisson et aucune information
n’est disponible sur la demande future. Ceci caractérise un processus de fabrication à un
seul étage dont le ﬂux est tiré par les commandes des clients. Celles ne pouvant pas être
satisfaites immédiatement ne sont pas perdues : elles restent en attente et entraînent donc
une pénalisation. À ce propos, le but est ici que le système soit le plus rentable possible
(objectif G) étant donné le coût par unité de temps pénalisant la rupture de stock de
chaque élément, coût 1000 fois plus élevé que celui des encours (stock ﬁnal compris).
L’aspect adaptatif du système concerne le nombre de cartes qui y circulent et qui est
autorisé à varier. Le système compte ainsi un seul objet modiﬁable. Par conséquent, J = 1
et l’ensemble d’objets modiﬁables est O = {o1} où o1 représente la politique de ﬂux tiré.
Cet objet est caractérisé par un nombre d’attributs variables K1 = 1, donc le vecteur
correspondant est A1 = 〈a1,1〉 où a1,1 représente le nombre de cartes circulant dans le
système. Son instanciation dans le temps est notée a1,1,t et indique sa valeur courante à
l’instant t.
Nous pouvons généralement faire deux suppositions concernant ce type de système.
Il doit y avoir à tout instant un nombre minimum KMin de cartes dites permanentes
pour que le système puisse fonctionner correctement. Le cas extrême serait de 1. D’autre
part, il ne serait pas pertinent d’en avoir plus qu’un nombre maximum KMax donné.
Ainsi, a1,1 peut prendre sa valeur dans l’ensemble E1,1 = [KMin;KMax], ce qui peut être
exprimé par la Contrainte 5.1. La diﬀérenceKMax−KMin indique le nombre de cartes dites
supplémentaires qui est quant à lui notéKsup. Pour que des adaptations puissent avoir lieu,
nous avons Ksup ≥ 1. Le système peut alors utiliser jusqu’à Ksup cartes supplémentaires
en plus de ses KMin cartes permanentes.
KMin ≤ a1,1,t ≤ KMax, ∀t (5.1)
Pour pouvoir tirer proﬁt de ce facteur de ﬂexibilité, un seul type de changement
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est nécessaire (L = 1). Il constitue à lui seul l’ensemble C = {c1} où c1 représente
l’ajout ou le retrait de cartes du système. Il est associé à un horizon décisionnel HD,1
de type opérationnel : les temps de mise en place et de validité sont négligeables, donc
Hdure´e,1 = Hmin,1 = 0.
Cette description initiale fait que nous avons une seule variable de décision : N = 1. Le
vecteur d’actions dt = 〈d1,t〉 indique le nombre de cartes à ajouter ou retirer du système à
un instant t donné. L’ensemble D des actions associées se résume à D = D1. Dans le cas
le plus restreint, nous avons D = [−1; 1] et dans l’extrême opposé D = [−Ksup;Ksup].
Notons que la valeur a1,1,t induite par une action dt est obtenue par a1,1,t := a1,1,t + dt
et doit satisfaire la Contrainte 5.1, à savoir maintenir le nombre minimum de cartes KMin
et ne pas en dépasser le nombre maximum KMax, et ce à chaque instant t.
5.2.2.2 Fonctionnement du système
Déﬁnissons tout d’abord l’état initial du système avant l’arrivée de toute commande.
Il existe un stock initial de KMin produits ﬁnis prêts à être livrés aux clients (et donc
KMin cartes se trouvent attachées à eux) ; il n’y a pas de commandes en attente ; et le
processus de fabrication est à l’arrêt puisqu’il est vide (il n’y a pas encore de commandes
à traiter).
Signalons également que le temps de transport est considéré comme négligeable, que
ce soit celui entre le stock initial et une machine, entre une machine et le stock ﬁnal ou
même entre les stocks ﬁnal et initial. Ce dernier cas correspond aux cartes libérées à la
sortie du système et devant être rattachées à une nouvelle demande de production.
Le fonctionnement du système peut alors être décrit comme suit. Lorsqu’une com-
mande arrive et dès qu’un produit ﬁni peut être livré au client, la carte de ce produit est
relâchée. Elle est alors immédiatement rattachée à une demande pour la production d’un
nouveau produit à l’entrée du système, sauf si elle doit être retirée de circulation (en raison
d’une demande d’adaptation). En eﬀet, avant toute livraison ou vériﬁcation si la nouvelle
commande peut être satisfaite, une décision doit être prise quant à l’adaptation ou non du
système à cet instant. Nous avons ici la déﬁnition de notre stratégie de déclenchement T :
l’arrivée d’une commande dans le système constitue alors notre événement déclencheur
suite auquel nous décidons quant à l’ajout ou au retrait de cartes. Bien évidemment, la
décision peut être également de garder le système tel qu’il est, ce qui constitue notre
décision par défaut.
Ces décisions cherchent à minimiser le coût total qui représente les encours, le stock
ﬁnal et les commandes en attente, ou autrement dit, les objectifs dans G évalués selon
leurs valeurs moyennes sur une période d’étude. C’est ici qu’interviendra notre approche
puisque ces décisions seront prises de façon centralisée (structure S) en utilisant une lo-
gique décisionnelle ϕ obtenue par l’algorithme de programmation génétique linéaire sur la
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base des expérimentations d’un modèle de simulation (mécanisme de changement M). No-
tons que M correspond plus précisément à ϕ tandis que l’approche de PGL par simulation
indique le principe utilisé pour l’obtenir. Ce principe peut toutefois être explicité comme
étant M selon ce que l’on souhaite préciser (Section 2.3.3.2). De même, dans le cadre de
nos expérimentations, la logique décisionnelle obtenue est directement exploitée par le sys-
tème (de façon automatisée), ce qui nous a conduits à déﬁnir la structure S comme étant
centralisée. Ceci est d’ailleurs nécessaire durant la phase d’apprentissage. Cette structure
pourrait cependant être hiérarchique si l’on considère l’intervention de gestionnaires de
production lors de la véritable utilisation de ϕ (pour le contrôle du système réel).
Pour la prise de décision, FSLt et Ut sont à disposition [Tardif et Maaseidvaag 2001].
Ils constituent notre vecteur de variables d’état St, partie dynamique de notre ensemble
d’informations I. FSLt désigne le stock de produits ﬁnis à l’instant t ou les commandes
en attente en cas de rupture de stock. Ut = a1,1,t −KMin indique quant à lui le nombre
maximum de cartes qui peuvent être retirées du système à ce même instant, c’est-à-dire
le nombre de cartes supplémentaires couramment utilisées. Ainsi, la variable d’état Ut est
associée à celle de décision et fait ici bien partie de St. Rappelons qu’il ne nous est pas
possible de nous servir de prévisions, celles-ci n’étant pas disponibles.
5.2.2.3 Comportement de la demande
Pour qu’un système de production soit eﬃcace, il faut qu’il soit bien dimensionné
mais surtout qu’il s’adapte toujours au mieux à la situation du moment. Notre approche
présentée dans le chapitre précédent a justement pour but d’aider à la décision de ces adap-
tations. Pour l’illustrer, nous utiliserons plus précisément trois versions de cet exemple de
système ConWIP que nous venons de décrire. Elles diﬀèrent par l’arrivée des demandes au
cours du temps qui suivent des patterns diﬀérentes auxquelles le système devrait s’adap-
ter. Les demandes sont caractérisées par un processus de Poisson qui évolue selon l’une
des trois possibilités ci-dessous :
• Une pattern dite stable où la moyenne reste constante et égale à 5 (ou λ = 1
5
) tout
au long de la période d’étude ;
• Une pattern dite cyclique où la moyenne change à chaque 25 unités de temps, passant
de 3 à 5 et puis à 7, d’où elle recommence à 3 et ainsi de suite pour toute la durée
de la période d’étude ;
• Une pattern dite triangulaire où la moyenne augmente linéairement de 3 à 7 pendant
75 unités de temps (donc à un taux de 4
75
), puis diminue inversement, de 7 à 3 (taux
de − 4
75
), au cours des 75 prochaines unités de temps, ce qui se répète pour la durée
de la période d’étude.
Ces diﬀérentes patterns sont graphiquement représentées dans la Figure 5.2. Les deux
premières versions sont identiques à celles de [Tardif et Maaseidvaag 2001], tandis que
la troisième fait varier la moyenne de façon linéaire. Nous illustrons ainsi des exemples
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typiques de patterns de demande [Thiel 1996, Dégrés et al. 2008]. Puisque nous utilisons
la simulation pour représenter l’évolution du système au cours du temps, des variations
du taux de demande moyen sont introduites dans notre modèle en accord avec chaque
version étudiée.
Figure 5.2 – Patterns utilisées pour la variation de la demande dans la simulation du
système ConWIP
Dans ce qui suit, nous ferons référence aux diﬀérentes versions de notre exemple par le
terme « scénario ». Chaque pattern est donc à l’origine d’un scénario et déﬁnit ce à quoi
le système doit être en mesure de s’adapter.
5.2.3 Conditions d’expérimentations
5.2.3.1 Généralités
Comme décrit dans le chapitre précédent, tous nos modèles de simulation à événements
discrets ont été construits avec un logiciel de simulation bien connu du marché : Arena.
La composante programmation génétique linéaire a quant à elle été réalisée à l’aide du
logiciel libre et gratuit μGP.
Nos expérimentations ont toutes été eﬀectuées sur un PC équipé d’un processeur Intel
Core i7-3770 (4 cœurs) à 3,40 GHz, de 16 Go de RAM et fonctionnant sous Windows 7
Professionnel 64 bits. Signalons également qu’elles ont été réalisées en deux étapes pour
lesquelles la durée (conséquente) de simulation H est identique. La première constitue
le processus même d’apprentissage qui utilise des simulations basées sur 5 réplications.
Elle est directement à l’origine des courbes de convergence qui seront présentées par
la suite. Puis, la seconde étape concerne uniquement la meilleure solution qui est de
nouveau simulée à raison de 30 réplications aﬁn d’en obtenir des estimations suﬃsamment
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précises et de permettre des comparaisons statistiques. Sauf mention du contraire, tous les
tableaux de résultats présentés ci-après correspondront donc aux valeurs obtenues après
30 réplications de la solution concernée.
5.2.3.2 Valeurs de référence pour la comparaison de nos résultats
Pour mieux évaluer nos résultats, nous procéderons à des comparaisons d’après deux
bases de valeurs que nous pouvons considérer de référence. Nous nous comparerons d’une
part aux résultats pour le ConWIP traditionnel et d’autre part à ceux obtenus par l’ap-
proche adaptative de [Tardif et Maaseidvaag 2001].
Dans le but de rendre notre comparaison aussi équitable que possible, nous avons
établi la valeur des variables des deux approches de référence de sorte que ces dernières
aient la meilleure performance possible. Pour ce faire, nous avons utilisé l’optimisation via
simulation par l’optimiseur OptQuest intégré au logiciel Arena. Pour plus de détails sur
OptQuest, se référer à [Rockwell Software 2004, Kleijnen et Wan 2007, Eskandari et al.
2011].
Pour que les résultats puissent être comparés statistiquement, nous avons déﬁni là
aussi un nombre de réplications égal à 30. La durée de simulation a été établie telle que
dans [Tardif et Maaseidvaag 2001] : 1 million d’unités de temps. Nous avons également
repris leur fonction objectif qui peut être énoncée comme suit :
Minimiser z = E[fs+ wip+ 1000 · bo] (5.2)
où chaque variable voit son coût par unité de produit et de temps. fs correspond au stock
moyen de produits ﬁnis et wip aux encours moyens, ces deux variables ayant un coût de
1. Enﬁn, bo correspond à la moyenne des demandes en retard dont le coût est de 1000.
Dans le cas du ConWIP traditionnel, l’optimisation du système consiste à trouver le
nombre de cartes KMin qui minimise les coûts exprimés par l’Équation 5.2 ci-dessus, et
ce sans aucune carte supplémentaire à disposition (Ksup = 0). Le Tableau 5.1 indique les
résultats obtenus, à savoir la valeur optimale de KMin et la performance qui en découle
pour chacun des trois scénarios déﬁnis précédemment.
Stable Cyclique Triangulaire
KMin 6 7 6
z 6,391456 7,354815 7,183995
Tableau 5.1 – Optimisation d’un ConWIP traditionnel
Passons maintenant à l’approche de [Tardif et Maaseidvaag 2001]. Largement reprise
dans la littérature, cette approche peut être illustrée de façon générique et en accord avec
notre représentation de logique décisionnelle (Figure 5.3). Elle se base sur deux seuils,
l’un pour l’ajout (SeuilA) et l’autre pour le retrait de cartes (SeuilR). De plus, KMin et
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Ksup constituent également des variables de décision. Le Tableau 5.2 résume les résultats
obtenus pour chaque scénario après l’optimisation via OptQuest.
Figure 5.3 – Logique décisionnelle générique de [Tardif et Maaseidvaag 2001]
Stable Cyclique Triangulaire
KMin/Ksup/SeuilA/SeuilR 5/5/2/3 5/5/3/4 5/5/3/4
z 5,658755 6,260968 5,998775
Tableau 5.2 – Optimisation du ConWIP adaptatif de [Tardif et Maaseidvaag 2001]
5.2.3.3 Hypothèses
Nous nous intéressons à l’adaptation du système ConWIP que nous venons de décrire
et non pas à sa conception initiale : nous supposons donc à partir de maintenant que cette
dernière est connue. Entendons par là que les nombres minimum et maximum de cartes
dans le système (KMin et KMax) ont été déterminés au préalable. Puisque le système
est extrait de [Tardif et Maaseidvaag 2001] et que nous utiliserons leurs résultats à des
ﬁns comparatives, nous avons ﬁxé KMin et KMax comme étant les mêmes que ceux des
auteurs. Comme précisé dans la section précédente, ils déﬁnissent KMin et Ksup, donc
KMax s’obtient par la relation KMax = KMin +Ksup.
De plus, dans l’approche qu’ils proposent, ces données constituent des variables de
décision et non pas des constantes. Nous les avons donc récupérées après avoir résolu
le problème d’optimisation correspondant à chacun des trois scénarios. Nous pouvons
constater d’après le Tableau 5.2 que les valeurs de KMin et Ksup sont identiques quel que
soit le scénario : KMin = Ksup = 5, donc KMax = 10.
Nous pouvons maintenant nous concentrer sur notre résolution par programmation
génétique linéaire, elle aussi basée sur une durée de simulation longue et s’élevant à 1
million d’unités de temps.
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5.2.3.4 Formulation du problème dans le cadre de la programmation géné-
tique linéaire
Commençons par adapter nos données aux éléments nécessaires à la PGL pour consti-
tuer une solution, à savoir les diﬀérents registres mémoire et instructions pouvant appa-
raître dans une logique décisionnelle (Section 4.6).
Puisque nous nous intéressons à comment déterminer les adaptations à faire par rap-
port au nombre de cartes dans le système, nous avons un registre de sortie unique :
TA = {dt}. Soit dmax le maximum de cartes qu’il est possible d’ajouter ou de retirer du sys-
tème simultanément, dt peut prendre sa valeur dans l’ensemble TCA = D = [−dmax; dmax]
où 1 ≤ dmax ≤ Ksup. Pour nos expérimentations, dmax = 2 et donc dt ∈ TCA = [−2; 2] :
jusqu’à deux cartes peuvent être manipulées à la fois.
Pour satisfaire la Contrainte 5.1 sur le nombre de cartes dans le système (Section
5.2.2.1), quelques précautions se font nécessaires à propos de TCA. Tel que nous venons
de le déﬁnir, toutes les actions sont considérées comme étant disponibles à tout instant t.
Cependant, l’ensemble d’actions valides change dans le temps. Pour prendre en compte
ce changement, deux solutions « immédiates » existent : soit déﬁnir un sous-ensemble
à chaque instant t contenant seulement les actions valides à cet instant, soit faire un
traitement à posteriori responsable de corriger l’action proposée si besoin. Nous avons
ici opté pour cette deuxième solution (pour plus de détails sur la première, se référer à
l’Annexe E).
Certaines actions dt proposées par la logique décisionnelle à l’instant t peuvent donc
avoir besoin d’être corrigées. Ici, ces corrections sont faites directement dans notre modèle
de simulation en changeant l’interprétation du résultat de la logique décisionnelle comme
suit :
dt :=
⎧⎨
⎩
min{dt;KMax − a1,1,t} si dt > 0
max{dt;KMin − a1,1,t} si dt < 0
dt si dt = 0
(5.3)
La valeur proposée est ainsi convertie en une valeur dite eﬀective qui tient compte
des valeurs les plus extrêmes autorisées à cet instant. Ainsi, chaque action dt violant ou
susceptible de violer la Contrainte 5.1 est remplacée par l’action valide la plus proche.
Par exemple, si à un moment t donné l’action proposée est de retirer 2 cartes du système
(dt = −2) alors que seules les cartes permanentes sont utilisées (a1,1,t = KMin), aucune
carte ne pourra être récupérée : dt := max{−2; 0} = 0.
Passons maintenant aux registres mémoire d’entrée. Ils sont composés des mêmes
variables d’état utilisées par [Tardif et Maaseidvaag 2001] et déjà explicitées dans la
Section 5.2.2.2 : TV = {FSLt;Ut}. Ces variables seront comparées à des seuils pouvant
prendre des valeurs dans les intervalles déﬁnis par TCV . Selon [Tardif et Maaseidvaag
2001], FSLt peut être comparé à des entiers allant jusqu’à KMin + dmax. Il n’y a pas de
précision concernant la borne inférieure. Nous nous basons donc sur leurs expérimentations
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où elle n’est jamais inférieure à 1. Pour Ut, c’est assez intuitif : dans un extrême aucune
carte supplémentaire n’est utilisée et il vaut 0, dans l’autre elles le sont toutes et il vaut
Ksup. Ainsi, TCV = {[1; 7]; [0; 5]} où le premier intervalle est associé à FSLt tandis que le
deuxième à Ut.
Nous avons donc l’ensemble de registres mémoire constants TC = TCV ∪ TCA =
{[1; 7]; [0; 5]; [−2; 2]} où le dernier intervalle spéciﬁe le domaine de la variable de déci-
sion dans TA.
Une fois les registres précisés et en considérant les diﬀérents comparateurs possibles,
nous avons l’ensemble suivant d’instructions :
• dt = 0
• if (FSLt {=; =;>;≥;<;≤} {[1 ; 7]}) jumpTo label
• if (FSLt {=; =;>;≥;<;≤} {[1 ; 7]}) dt = {[-2 ; 2]}
• if (Ut {=; =;>;≥;<;≤} {[0 ; 5]}) jumpTo label
• if (Ut {=; =;>;≥;<;≤} {[0 ; 5]}) dt = {[-2 ; 2]}
où la forme que prend l’aﬀectation pure déﬁnit « ne rien faire » comme action par défaut.
Nous souhaitons cependant nous rapprocher au plus de ce qui est pris en compte
par [Tardif et Maaseidvaag 2001]. Ainsi, quelques adaptations sont faites et l’ensemble
eﬀectivement utilisé est le suivant :
• dt = 0
• if (FSLt {>;≥} 7) jumpTo label
• if (FSLt {>;≥} 7) dt = {[-2 ; 0]}
• if (FSLt {<;≤} 1) jumpTo label
• if (FSLt {<;≤} 1) dt = {[0 ; 2]}
• if (FSLt {>;≥;<;≤} {[2 ; 6]}) jumpTo label
• if (FSLt {>;≥;<;≤} {[2 ; 6]}) dt = {[-2 ; 2]}
• if (Ut > {[0 ; 1]}) jumpTo label
• if (Ut > {[0 ; 1]}) dt = {[-2 ; 2]}
• if (Ut < {[4 ; 5]}) jumpTo label
• if (Ut < {[4 ; 5]}) dt = {[-2 ; 2]}
Nous avons ainsi des sous-ensembles de TCA ainsi que de chaque intervalle dans TCV .
Lorsque le niveau du stock est élevé (supérieur ou égal à la borne supérieure considérée),
seules les actions de ne rien faire ou de retirer des cartes sont envisagées. Dans l’extrême
opposé, lorsque le niveau tend vers la rupture, les actions possibles sont de ne rien faire
ou d’ajouter des cartes. Quant au nombre de cartes supplémentaires utilisées, seuls les
extrêmes de l’intervalle sont vériﬁés (avec une marge de dmax − 1).
D’autres paramètres sont également nécessaires au fonctionnement d’un algorithme
de programmation génétique linéaire. Nous trouverons dans le Tableau 5.3 ceux qui sont
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communs à nos diﬀérentes expérimentations, lesquels ont été empiriquement déterminés.
Ils concernent les tailles minimale et maximale des individus ainsi que la moyenne et
l’écart-type servant à l’initialisation aléatoire. Rappelons que la taille fait ici référence au
nombre d’instructions composant une logique décisionnelle.
Tailles d’individus Valeur
Minimale 5
Maximale 50
Moyenne 10
Écart-type 25
Tableau 5.3 – Paramètres concernant les individus pour le problème du ConWIP
Les autres paramètres pour lesquels la notation a été introduite dans la Section 4.8.2.3
varient selon l’expérimentation. Nos expérimentations seront regroupées en diﬀérents
groupes de test, quelques-unes en faisant partie de plusieurs à la fois. Pour faciliter leur
assimilation, elles seront présentées dans la section suivante dédiée aux résultats, et ce au
fur et à mesure de leur utilisation. Elles sont également fournies de façon détaillée dans
l’Annexe F.
Rappelons que les probabilités d’activation de nos 7 opérateurs génétiques décrits dans
le chapitre précédent ne ﬁgureront pas parmi les paramètres des tableaux qui suivront
puisqu’elles démarrent à égalité (1
7
) pour être ensuite auto-adaptées au cours de l’évolution
(Sections 4.7.3 et 4.8.2.2).
5.2.4 Résultats
5.2.4.1 Population et critères d’arrêt
5.2.4.1.1 Paramètres de la PGL
Pour notre premier groupe de test, nous déﬁnissons l’immortalité comme inactive et
la taille de tournoi Vtournoi à 2. Nous utilisons également un certain nombre de relations
entre paramètres comme illustré dans le Tableau 5.4.
Paramètres Valeurs
Velite 0, 1 · Vmax
NbOp Vmax
Pstagne 0, 5 · Pmax
Tableau 5.4 – Relations entre paramètres de la PGL pour le problème du ConWIP
Il nous reste donc à déﬁnir la taille Vmax de la population et le nombre maximum
Pmax de générations. Nous considérons deux valeurs possibles pour chacun d’entre eux :
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Vmax ∈ {20; 30} et Pmax ∈ {50; 100}. Par leurs diﬀérentes combinaisons, nous obtenons
les quatre conﬁgurations résumées dans le Tableau 5.5 ci-dessous.
Paramètres Config−− Config++ Config−+ Config+−
Vmax 20 30 20 30
Pmax 50 100 100 50
Tableau 5.5 – Conﬁgurations de base utilisées pour le problème du ConWIP
5.2.4.1.2 Convergence et temps de calcul
L’évolution de la meilleure solution de la population selon les diﬀérentes conﬁgurations
est présentée dans les Figures 5.4, 5.5 et 5.6, chacune reprenant l’un des trois scénarios :
stable, cyclique et triangulaire. Notons cependant que Config−− suivra toujours le même
proﬁl que Config−+ mais en s’arrêtant plus tôt : entre les deux, seul change la valeur
des critères d’arrêt. Il en est de même pour Config+− vis-à-vis de Config++. Pour une
meilleure visualisation, les courbes pour Config−− et Config+− ne font pas partie des
ﬁgures, nous indiquons simplement leur point d’arrêt.
Figure 5.4 – Courbes d’apprentissage pour le scénario stable
Commençons par constater que les populations initiales obtiennent des performances
relativement mauvaises. Ceci est parfaitement logique de par leur construction purement
aléatoire. Ensuite, ces courbes d’apprentissage montrent toutes une bonne convergence,
les résultats étant rapidement améliorés en quelques générations. La PGL a donc été ca-
pable d’améliorer considérablement sa propre capacité à prendre de bonnes décisions, et
ce tout au long de l’évolution. Les conﬁgurations avec une plus grande taille de popula-
tion (Config++ et Config+−) convergent plus vite mais peut-être de façon prématurée
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Figure 5.5 – Courbes d’apprentissage pour le scénario cyclique
Figure 5.6 – Courbes d’apprentissage pour le scénario triangulaire
puisque, nous le verrons, ce sont les autres (Config−− et Config−+) qui atteignent les
meilleurs résultats. Nous pouvons également constater que l’apprentissage s’est arrêté au
nombre maximum de générations dans 9 cas sur 12. Pour les trois autres, un nombre trop
élevé de générations sans améliorations a entraîné leur arrêt prématuré (il leur manquait
seulement jusqu’à 5 générations pour arriver au maximum).
Cette analyse peut être complétée par le temps de calcul nécessaire à notre approche
d’apprentissage pour l’obtention d’un résultat (bien que les courbes montrent que l’on
aurait pu l’arrêter plus tôt). Les valeurs (en heures) sont disponibles dans les colonnes
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Temps du Tableau 5.6. Nous avons dans le meilleur des cas un apprentissage conclu en 6,66
heures et dans le pire des cas en 1,15 jour, ce qui n’est pas négligeable. Les longs temps
de calcul semblent cependant inévitables pour les approches basées sur la simulation.
Néanmoins, il est important de signaler que ce temps correspond à l’étape de découverte
de la logique décisionnelle, il est donc appliqué hors ligne. Pour le pilotage réel (en ligne)
des adaptations, seul importe le temps requis pour utiliser la logique décisionnelle retenue.
Pour avoir un ordre d’idée de ce temps, nous indiquons le nombre total de solutions
évaluées dans la colonne NbEval. L’évaluation de chaque solution au cours du processus
d’apprentissage requiert donc un temps moyen de 20,53 secondes. Puisqu’il correspond
au temps nécessaire pour exécuter 5 réplications du modèle de simulation sur 1 million
d’unités de temps, nous pouvons conclure que les décisions d’adaptation en ligne sont
faites quasi-instantanément. La logique décisionnelle obtenue convient donc tout à fait à
une telle utilisation.
Conﬁgurations
Stable Cyclique Triangulaire
Temps (h) NbEval Temps (h) NbEval Temps (h) NbEval
Config++ 22,06 4854 22,77 4644 27,71 4623
Config−− 6,66 1385 7,23 1458 9,00 1444
Config+− 12,78 2349 11,63 1950 16,03 2335
Config−+ 15,92 2899 16,30 2966 23,09 2983
Tableau 5.6 – Temps de calcul et nombre de solutions évaluées par les diﬀérentes conﬁgu-
rations de la PGL pour le problème du ConWIP
Ajoutons que depuis notre publication [Belisário et Pierreval 2015], nos temps de calcul
ont été divisés par 3 suite à l’amélioration de notre algorithme.
5.2.4.1.3 Comparaisons quantitatives
La pertinence d’une méthode se mesure aussi et surtout par rapport à sa performance
en termes de ﬁtness. Le Tableau 5.7 fournit les ﬁtness obtenus pour chaque combinaison
<conﬁguration, scénario> (Équation 5.2, Section 5.2.3.3). Comme nous l’avons indiqué
précédemment, chaque valeur correspond ici à la moyenne obtenue sur 30 réplications. Les
deux premières lignes identiﬁées par CT et TM reprennent les résultats pour le ConWIP
traditionnel et pour l’approche de [Tardif et Maaseidvaag 2001] respectivement (Tableaux
5.1 et 5.2, Section 5.2.3.2).
Pour mieux évaluer ces résultats quantitatifs, comparons les performances de notre
approche à celles du ConWIP traditionnel. Nos résultats mettent en avant l’intérêt d’une
méthode adaptative puisque pour chaque scénario, le ﬁtness obtenu est toujours signiﬁ-
cativement plus bas (donc meilleur) que pour un système à nombre de cartes ﬁxe (tests
t de Student). De plus, ce résultat est vériﬁé même pour le cas où le taux moyen de
demande reste constant. Cela montre que l’adaptabilité est utile même pour répondre à
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Conﬁgurations Stable Cyclique Triangulaire
CT 6,391456 7,354815 7,183995
TM 5,658755 6,260968 5,998775
Config++ 5,555161 6,168619 5,888884
Config−− 5,553611 6,168619 5,886490
Config+− 5,561377 6,176671 5,888884
Config−+ 5,553596 6,168619 5,878418
Tableau 5.7 – Fitness obtenus pour le problème du ConWIP
des changements dus uniquement au hasard. Ces résultats sont en accord avec ceux déjà
observés dans la littérature à travers d’autres méthodes adaptatives [Gupta et Al-Turki
1997, Tardif et Maaseidvaag 2001, Sivakumar et Shahabudeen 2008].
Comparons également nos performances à celles de l’approche de [Tardif et Maaseid-
vaag 2001]. Encore une fois et d’après des tests t de Student, nos ﬁtness sont signiﬁcati-
vement meilleurs. Ces résultats conﬁrment le potentiel de notre approche pour atteindre
de bonnes performances. D’après les résultats de nos douze expérimentations, le gain es-
timé oscille entre 1,35% et 2,01% pour une valeur moyenne de 1,72%. Notons qu’il est plus
faible pour le scénario cyclique. Ces valeurs découlent de la formule suivante : z[TM ]−z[PGL]
z[TM ]
où z[TM ] indique la performance de la méthode de [Tardif et Maaseidvaag 2001] pour un
scénario donné alors que z[PGL] correspond à celle d’une expérimentation donnée d’après
notre approche pour ce même scénario.
5.2.4.1.4 Analyse qualitative
Passons maintenant à une analyse qualitative de nos résultats. Elle sera faite sur la
base de la meilleure solution obtenue pour chaque scénario. Les Figures 5.7, 5.8 et 5.9
illustrent chaque solution directement sous sa forme d’arbre. Elles ne représentent que le
code eﬀectif des solutions qui sont ainsi plus intelligibles. Par ailleurs, tous les arbres de
ce chapitre ont été simpliﬁés comme expliqué dans la Section 4.6.3.3. À noter que nous
illustrerons toutes nos solutions directement par l’arbre binaire résultant. Cependant et à
titre illustratif, un exemple de programme généré par μGP est disponible dans l’Annexe
G.
Nous allons nous concentrer sur le scénario cyclique pour lequel trois conﬁgurations
sur quatre ont atteint la même valeur de ﬁtness (Tableau 5.7). Malgré les diﬀérences
apparentes des arbres de la Figure 5.8, ceux-ci conduisent en réalité à la même décision
quelle que soit l’entrée. Rappelons qu’avoir plusieurs représentations d’une même solution
en PG-PGL est connu et que les redondances ou code non eﬀectif permettant cette variété
sont considérés comme utiles (Sections 4.5.2 et 4.6.3).
Notons que dans les arbres ci-dessus, certaines actions suggérées (en gras dans les
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Figure 5.7 – Meilleure solution pour le scénario stable
Figure 5.8 – Meilleures solutions pour le scénario cyclique
Figure 5.9 – Meilleure solution pour le scénario triangulaire
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ﬁgures) ne respectent pas forcement la Contrainte 5.1. Pour le scénario triangulaire par
exemple, l’ajout d’une carte est impossible lorsque toutes les cartes supplémentaires sont
déjà utilisées. De même, lorsqu’aucune analyse n’est faite sur le nombre de cartes supplé-
mentaires utilisées, le retrait d’une ou de deux cartes pourrait conduire à une violation de
contrainte. Nous pouvons cependant apporter des corrections manuelles assez facilement
ou même les intégrer automatiquement dans un algorithme exécuté avant la livraison du
résultat aﬁn que l’utilisateur n’ait pas à le faire lui-même. Ici, ces solutions sont corrigées
comme expliqué dans la Section 5.2.3.4 et un exemple d’arbre ﬁnal après corrections (en
gras) est donné dans la Figure 5.10.
Figure 5.10 – Meilleure solution pour le scénario cyclique après correction
À partir des résultats numériques, notre approche produit en eﬀet de bons résultats,
meilleurs que ceux de [Tardif et Maaseidvaag 2001]. Rappelons toutefois que la diﬃculté
majeure de la problématique d’adaptation des systèmes de production vient du manque
d’expertise (ou d’exemples à partir desquels la construire). Par conséquent, nous sou-
haitons évaluer si des connaissances ont eﬀectivement été générées. Autrement dit, nous
voulons vériﬁer si les performances obtenues sont justiﬁables et non pas le fruit du hasard.
Pour ce faire, nous analyserons le contenu de nos solutions, c’est-à-dire la cohérence et la
ﬁabilité du raisonnement représenté par ces arbres.
Tout d’abord, constatons que notre approche obtient des logiques décisionnelles d’un
plus grand niveau de détail que celle de [Tardif et Maaseidvaag 2001] illustrée par la
Figure 5.3. Nous allons voir que cet apport d’informations est pertinent et que nos arbres
constituent une connaissance plus complète du problème.
En analysant les arbres, nous voyons immédiatement que nous n’avons pas que deux
seuils, l’un pour l’ajout et l’autre pour le retrait de cartes. Nous pouvons analyser cer-
taines situations neutres, intermédiaires ou extrêmes aﬁn de déclencher diﬀérentes actions.
Lorsque le niveau de stock ﬁnal est considéré comme trop élevé ou au contraire trop bas,
nous pouvons retirer ou ajouter deux cartes supplémentaires à la fois, ce qui s’avère être
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pertinent comme information. Toutefois, si la situation n’est pas si extrême, une seule
carte est impliquée, ce qui est compréhensible car le risque de se retrouver en excédent ou
rupture de stock est plus limité.
La redondance autorisée dans notre approche a permis d’identiﬁer diﬀérents seuils et
ainsi de traiter des cas plus spéciﬁques. Mais par-dessus tout, ces cas ont pu être exploités
puisque contrairement à [Tardif et Maaseidvaag 2001], nous avons permis la manipulation
de deux cartes à la fois. Cela a bien été « compris » par l’algorithme d’apprentissage qui
a identiﬁé par lui-même des situations où il était pertinent de le faire. En intégrant ces
situations dans la logique, il a par conséquent généré de la connaissance.
En somme et grâce à la simulation, la PGL a été capable d’intégrer correctement des
considérations supplémentaires non exploitées par [Tardif et Maaseidvaag 2001], d’où son
intérêt. Cet apport d’information explique par ailleurs sa meilleure performance. Nous ob-
tenons donc une expertise construite artiﬁciellement dans un format simple, interprétable
et utilisable directement par des gestionnaires.
Quelques tests préliminaires seront également faits pour analyser l’inﬂuence des deux
autres paramètres de la PGL jusqu’alors ﬁxes : la taille du tournoi et l’immortalité.
5.2.4.2 Sélection par tournoi
5.2.4.2.1 Paramètres de la PGL
Parmi les diﬀérentes expérimentations qui suivent, nous testerons la fonctionnalité de
μGP d’auto-adapter la taille du tournoi utilisée pour la sélection, c’est-à-dire, la ﬂexibilité
pour la valeur de Vtournoi.
Nous considérons 5 valeurs possibles pour la taille du tournoi : 1 (pour une sélection
complètement aléatoire), 2, 3, 4 ou encore l’intervalle [2 ; 4]. Ce dernier, représenté par Δ,
indique les valeurs minimale et maximale de Vtournoi qui dans ce cas sera auto-adaptée.
Pour ce qui est des autres paramètres, nous nous baserons sur deux des conﬁgurations
précédentes : Config++ (Vmax = 30, Pmax = 100) et Config−− (Vmax = 20, Pmax = 50)
pour lesquelles nous avons des caractéristiques communes reprises dans le Tableau 5.8.
Paramètres Valeurs
Immortalité Non
Velite 0, 1 · Vmax
NbOp Vmax
Pstagne 0, 5 · Pmax
Tableau 5.8 – Paramètres communs de la PGL lors des tests sur la taille de tournoi
Les conﬁgurations seront donc notées Config++Vtournoi et Config−−Vtournoi selon que
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la conﬁguration de base soit Config++ ou Config−−. Si Vtournoi = 2, elle sera remplacée
par sa valeur ; sinon elle sera omise car nous retrouvons les conﬁgurations de base déjà
utilisées.
5.2.4.2.2 Résultats quantitatifs
Les résultats sont présentés dans le Tableau 5.9 qui suit. Notons que dans sa première
ligne (TM), il récapitule les performances de l’approche de [Tardif et Maaseidvaag 2001]
servant de base pour nos comparaisons (Tableau 5.2).
Conﬁgurations Stable Cyclique Triangulaire
TM 5,658755 6,260968 5,998775
Config++1 5,560293 6,115379 5,855367
Config++ 5,555161 6,168619 5,888884
Config++3 5,559392 6,120585 5,886869
Config++4 5,558621 6,106146 5,898354
Config++Δ 5,560293 6,118976 5,895059
Config−−1 5,559422 6,753386 5,858623
Config−− 5,553611 6,168619 5,886490
Config−−3 5,602780 6,114837 5,894406
Config−−4 5,556173 6,123752 5,871350
Config−−Δ 5,558538 6,090211 5,895059
Tableau 5.9 – Résultats pour le ConWIP en faisant varier la taille du tournoi
Ici encore, 29 performances sur 30 restent supérieures à celles de [Tardif et Maaseidvaag
2001]. La seule exception est le scénario cyclique combiné à la conﬁguration Config−−1.
Elle peut s’expliquer en partie par la sélection des parents de façon purement aléatoire.
Pour le scénario triangulaire, cela a été bénéﬁque et a permis de meilleures performances.
Pour le scénario cyclique, c’est le contraire. Ceci illustre bien les eﬀets contradictoires ap-
paraissant avec le hasard. Quant à l’utilisation d’une taille de tournoi qui s’auto-adapte,
les résultats montrent qu’elle procure une performance comparable aux autres, parfois
meilleure, parfois moins bonne. C’est donc une option à retenir pour simpliﬁer le para-
métrage de l’algorithme de programmation génétique linéaire.
5.2.4.3 Immortalité
5.2.4.3.1 Paramètres de la PGL
Nous avons déﬁni ici deux groupes de test. Pour le premier, nous nous sommes basés
sur la conﬁguration Config−+ détaillée dans le Tableau 5.10.
135
Chapitre 5. Applications
Paramètres Valeurs
Vmax 20
Velite 0, 1 · Vmax
Pmax 100
Pstagne 0, 5 · Pmax
Vtournoi 2
Tableau 5.10 – Paramètres communs de la PGL lors des tests sur l’immortalité
Pour l’analyse de l’immortalité, nous avons donc joué sur l’activation ou non de ce
paramètre et fait varier le nombre d’opérations appliquées entre deux générations comme
explicité dans le Tableau 5.11. L’idée est ici de tester ce qui est d’usage lorsque l’immor-
talité n’est pas activée, c’est-à-dire NbOp variant de Vmax à 2 · Vmax (Section 4.8.2.3).
Lorsque l’immortalité est activée, nous pouvons compter sur les individus de la popula-
tion de parents et donc générer moins d’enfants. Nous testons dans ce cas NbOp variant
de Vmax
2
à Vmax. Une valeur intermédiaire aux bornes a été déterminée dans chaque cas.
Paramètres Config−+ ConfigM30 ConfigM40 ConfigI10 ConfigI15 ConfigI20
Immortalité Non Non Non Oui Oui Oui
NbOp 20 30 40 10 15 20
Tableau 5.11 – Conﬁgurations utilisées pour tester l’immortalité
Pour le deuxième groupe de test, nous avons introduit une nouvelle conﬁguration
Config∗+ qui compte une population de 100 individus. Cependant, en raison du temps
de calcul plus important pour un tel nombre d’individus, nous l’avons comparée à une
seule conﬁguration diﬀérente. Pour cette même raison, NbOp a été pour toutes les deux
ﬁxé au minimum : Vmax si l’immortalité est activée et Vmax2 sinon. Pour ces deux conﬁ-
gurations du Tableau 5.12, la taille de l’élite correspond à 15% de Vmax et les autres
paramètres coïncident avec ceux que nous venons d’énumérer dans le Tableau 5.10 pour
la conﬁguration Config−+.
Paramètres Config∗+ Config∗+I
Immortalité Non Oui
NbOp 100 50
Tableau 5.12 – D’autres conﬁgurations utilisées pour tester l’immortalité : Population de
100 individus
5.2.4.3.2 Résultats quantitatifs
Les résultats pour ces diﬀérentes conﬁgurations, y compris celle de base, sont détaillés
dans le Tableau 5.13. Encore une fois, la première ligne (TM) récapitule les performances
de référence (approche de [Tardif et Maaseidvaag 2001]).
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Conﬁgurations Stable Cyclique Triangulaire
TM 5,658755 6,260968 5,998775
Config−+ 5,553596 6,168619 5,878418
ConfigM30 5,582117 6,120693 5,878286
ConfigM40 5,558557 6,133769 5,895640
ConfigI10 5,604077 6,148605 5,866619
ConfigI15 5,557353 6,104146 5,936879
ConfigI20 5,560293 6,142583 5,883247
Config∗+ 5,560918 6,151302 5,873985
Config∗+I 5,554528 6,120404 5,890914
Tableau 5.13 – Résultats pour le ConWIP en faisant varier l’immortalité et le nombre
d’opérations à appliquer
L’analyse n’est ici pas concluante : il n’y pas de conﬁguration dominante (meilleure
pour tous les scénarios) et il n’y a pas non plus de conﬁguration dominée (pire pour
tous). En considérant la moyenne générale (les deux groupes de test compris), il y a une
légère préférence (estimée à 0,02%) pour les conﬁgurations où l’immortalité n’est pas
activée (5,862992 contre 5,864137). Quant à la moyenne sur tous les scénarios pour une
conﬁguration donnée, la Config∗+I s’avère la meilleure (5,855282) malgré l’activation de
l’immortalité. ConfigI10 est quant à elle la pire (5,873100). Mais là encore la diﬀérence
estimée n’est pas importante (0,30%).
Une nouvelle fois, les performances restent signiﬁcativement supérieures à celles de
[Tardif et Maaseidvaag 2001] (d’après des tests t de Student), ce qui appuie la robustesse
de notre approche. Toutefois, ces résultats n’écartent pas l’intérêt d’une analyse plus
poussée sur la sensibilité de l’approche vis-à-vis des diﬀérents paramètres, analyse basée
sur la déﬁnition de plans d’expériences.
5.2.4.4 Scénario mixte
5.2.4.4.1 Description du scénario
Signalons que pour toutes les expérimentations et analyses faites jusqu’alors, nous
ne visions pas la découverte d’une logique décisionnelle universelle. Entendons par ce
terme une logique générale qui serait pertinente pour diﬀérents systèmes dans diﬀérents
environnements (conﬁguration, conditions de fonctionnement et objectifs). Ainsi, même
si des similarités peuvent être identiﬁées entre les arbres des trois scénarios (Figures 5.7,
5.8 et 5.9), le but était d’en découvrir un qui soit eﬃcace pour chaque scénario.
Il nous semble tout de même intéressant et important de vériﬁer la pertinence de
l’approche lorsqu’elle est cette fois-ci confrontée à plusieurs scénarios simultanément. Nous
ne chercherons donc plus à trouver une logique décisionnelle qui convienne le mieux à
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chacun des trois scénarios précédents mais une qui leur conviendra à tous.
Sachant que dans un contexte incertain il ne nous est pas possible de prévoir comment
la demande (ou d’autres facteurs) évoluera dans le temps, un nouveau scénario est proposé
pour un apprentissage dans des situations plus variées. Pour ce faire, nous nous basons
toujours sur le même système ConWIP mais en alternant de façon aléatoire l’occurrence de
nos trois patterns, chacune ayant une probabilité d’occurrence de 1
3
. Ceci se traduit dans
le modèle de simulation par un tirage au sort indiquant la pattern devant être appliquée
pendant 150 unités de temps. À la ﬁn de cette période, un nouveau tirage au sort est
eﬀectué et ainsi de suite jusqu’à la ﬁn du million d’unités de temps de simulation. Nous
désignerons par mixte cette nouvelle pattern, tout comme le scénario associé.
5.2.4.4.2 Paramètres de la PGL
Pour cette étude, nous nous sommes basés sur les trois conﬁgurations précédentes de
la PGL ayant les critères d’arrêt les plus élevées (Pmax = 100) : Config−+, Config++
et Config∗+. Leurs diﬀérences sont détaillées dans le Tableau 5.14 tandis que le Tableau
5.15 présente un récapitulatif des autres paramètres que ces conﬁgurations utilisent.
Paramètres Config−+ Config++ Config∗+
Vmax 20 30 100
Velite 2 3 15
Tableau 5.14 – Conﬁgurations de la PGL utilisées pour le scénario mixte
Paramètres Valeurs
Immortalité Non
NbOp Vmax
Pstagne 0, 5 · Pmax
Vtournoi 2
Tableau 5.15 – Paramètres communs de la PGL lors des tests sur le scénario mixte
5.2.4.4.3 Résultats quantitatifs et qualitatifs
Les résultats sont présentés dans le Tableau 5.16. Rappelons que nous utilisons pour
l’apprentissage le scénario mixte où les diﬀérentes patterns coexistent de sorte à obtenir
une logique décisionnelle plus générale (pour des situations plus variées). La colonne
« Mixte » indique les performances obtenues pour ce scénario d’apprentissage après 30
réplications. Les colonnes suivantes montrent quant à elles la performance obtenue en
appliquant individuellement la logique décisionnelle provenant du scénario mixte à chacun
des scénarios stable, cyclique et triangulaire. À titre de comparaison, les deux premières
lignes du tableau indiquent les performances obtenues par le ConWIP traditionnel et la
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méthode de [Tardif et Maaseidvaag 2001] respectivement. Pour ces lignes en particulier, la
colonne « Conﬁguration » correspond soit à KMin soit à KMin/Ksup/SeuilA/SeuilR, dans
les deux cas obtenus par une optimisation sous le scénario mixte. Elles suivent donc la
même logique, la même valeur des variables de décision étant appliquée individuellement
à chaque scénario.
Conﬁgurations Mixte Stable Cyclique Triangulaire
6 7,042530 6,391456 7,792743 7,183995
5/5/3/4 6,007600 5,777657 6,260968 5,998775
Config−+ 5,868909 5,620432 6,142237 5,874399
Config++ 5,864886 5,564830 6,180428 5,878257
Config∗+ 5,866137 5,622226 6,143029 5,878825
Tableau 5.16 – Résultats pour le ConWIP avec une logique décisionnelle basée sur le
scénario mixte
Il apparaît clairement que nos résultats sont les plus performants, ce qui est d’ailleurs
conﬁrmé par des tests t de Student.
En comparant nos résultats à ceux d’un apprentissage sur un scénario spéciﬁque (re-
voir Tableau 5.7), certaines performances sont en retrait (scénario stable par exemple).
Cependant cette diﬀérence était prévisible en raison du caractère maintenant plus général
(et donc moins spéciﬁque) de la logique décisionnelle. Paradoxalement, d’autres perfor-
mances résultant d’une logique basée sur ce scénario mixte surpassent celles provenant
d’un apprentissage basé sur le scénario spéciﬁque correspondant. C’est le cas des scénarios
cyclique et triangulaire qui obtiennent leur meilleure performance ici avec la Config−+. Le
facteur stochastique de notre algorithme pourrait expliquer en partie ce phénomène mais
une analyse plus approfondie s’avérerait intéressante et pourrait faire l’objet de travaux
futurs.
L’arbre correspondant à la meilleure performance sur le scénario d’apprentissage est
illustré par la Figure 5.11. Le programme associé à cet arbre et tel que livré par μGP est
quant à lui fourni dans l’Annexe G à titre d’exemple.
5.2.4.5 Ajout de connaissance experte à la construction d’une logique déci-
sionnelle
5.2.4.5.1 Motivation
Nous cherchons à acquérir des connaissances pouvant aider à l’adaptation d’un système
de production lorsque, par manque de données, nous ne sommes pas en mesure de le
faire par nous-mêmes. Pourtant et très souvent, une expertise partielle, même la plus
minime qui soit, existe malgré la diﬃculté du problème. Il serait judicieux de pouvoir
l’intégrer à notre approche de génération de connaissances et d’être en mesure de combiner
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Figure 5.11 – Meilleure solution pour le scénario mixte
connaissances expertes et apprises. Les premières font référence à celles connues à priori,
les secondes à celles extraites par la technique d’apprentissage (ici la PGL).
En reprenant le problème du ConWIP ici traité, nous possédons quelques connais-
sances, plus précisément par rapport à l’une des variables d’état manipulées. Nous savons
que si toutes les cartes supplémentaires sont utilisées, nous ne pouvons plus en ajou-
ter au système, les actions étant dans ce cas restreintes à [-2 ; 0]. En suivant ce même
raisonnement pour les autres valeurs de Ut, nous avons :
• Si Ut = 5, alors dt ∈ [ 2; 0] (situation que nous venons de décrire) ;
• Si Ut = 4, alors dt ∈ [ 2; 1] ;
• Si 2 ≤ Ut ≤ 3, alors dt ∈ [ 2; 2] (ici rien ne change) ;
• Si Ut = 1, alors dt ∈ [ 1; 2] ;
• Si Ut = 0, alors dt ∈ [0; 2].
5.2.4.5.2 Adaptation des conditions d’expérimentation
L’intégration d’une telle connaissance experte au développement de nos solutions peut
être concrétisée par le développement non pas d’une logique décisionnelle intégrale mais de
plusieurs sous-parties, une pour chacune des 5 situations identiﬁées ci-dessus. Autrement
dit, il s’agit de ﬁxer des « bouts d’arbre ». Ces sous-parties doivent déﬁnir les instructions
disponibles selon leur besoin respectif :
• Instructions communes à toutes les sous-parties :
dt = 0
if (FSLt {>;≥} 7) jumpTo label
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if (FSLt {<;≤} 1) jumpTo label
if (FSLt {>;≥;<;≤} {[2 ; 6]}) jumpTo label
• Instructions spéciﬁques pour « if (Ut = 0) » :
if (FSLt {>;≥} 7) dt = 0
if (FSLt {<;≤} 1) dt = {[0 ; 2]}
if (FSLt {>;≥;<;≤} {[2 ; 6]}) dt = {[0 ; 2]}
• Instructions spéciﬁques pour « if (Ut = 1) » :
if (FSLt {>;≥} 7) dt = {[-1 ; 0]}
if (FSLt {<;≤} 1) dt = {[0 ; 2]}
if (FSLt {>;≥;<;≤} {[2 ; 6]}) dt = {[-1 ; 2]}
• Instructions spéciﬁques pour « if (2 ≤ Ut ≤ 3) » :
if (FSLt {>;≥} 7) dt = {[-2 ; 0]}
if (FSLt {<;≤} 1) dt = {[0 ; 2]}
if (FSLt {>;≥;<;≤} {[2 ; 6]}) dt = {[-2 ; 2]}
if (Ut = {[2 ; 3]}) jumpTo label
if (Ut = {[2 ; 3]}) dt = {[-2 ; 2]}
• Instructions spéciﬁques pour « if (Ut = 4) » :
if (FSLt {>;≥} 7) dt = {[-2 ; 0]}
if (FSLt {<;≤} 1) dt = {[0 ; 1]}
if (FSLt {>;≥;<;≤} {[2 ; 6]}) dt = {[-2 ; 1]}
• Instructions spéciﬁques pour « if (Ut = 5) » :
if (FSLt {>;≥} 7) dt = {[-2 ; 0]}
if (FSLt {<;≤} 1) dt = 0
if (FSLt {>;≥;<;≤} {[2 ; 6]}) dt = {[-2 ; 0]}
où nous soulignons (en gras) ce qui change par rapport à l’instruction originelle associée.
À noter que la taille d’une solution n’est alors plus déﬁnie de façon globale mais
individuellement pour chaque sous-partie à développer. Nous les avons toutes déﬁnies de
la même façon, à savoir selon le Tableau 5.17. Puisque nous avons cinq sous-parties, leur
somme respecte les tailles minimale et maximale déﬁnies auparavant pour une solution
« complète » (Tableau 5.3).
Tailles de sous-parties Valeur
Minimale 1
Maximale 10
Moyenne 3
Écart-type 5
Tableau 5.17 – Paramètres concernant chaque sous-partie d’un individu
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Les croisements sont également redéﬁnis de sorte qu’ils concernent deux sous-parties
équivalentes. De même, les mutations devront prendre en compte la sous-partie devant
être génétiquement modiﬁée. Ceci est déjà intégré dans le logiciel μGP.
Les conﬁgurations utilisées pour la PGL aﬁn de tester l’introduction de connaissances
expertes à ce problème du ConWIP sont : Config−+, Config++ et Config∗+ (récapitulées
lors du dernier groupe de test, Section 5.2.4.4.2).
5.2.4.5.3 Analyse des résultats
Le Tableau 5.18 indique les résultats obtenus par notre approche. Il fournit également
un récapitulatif des résultats pour le ConWIP traditionnel (ligne CT ) et pour l’approche
de [Tardif et Maaseidvaag 2001] (ligne TM).
Conﬁgurations Stable Cyclique Triangulaire
CT 6,391456 7,354815 7,183995
TM 5,658755 6,260968 5,998775
Config−+ 5,845754 6,830068 7,152117
Config++ 6,087438 6,187894 5,910196
Config∗+ 5,553217 6,139487 5,877169
Tableau 5.18 – Résultats pour le ConWIP avec de la connaissance experte ajoutée
On aurait tendance à penser que notre niveau d’expertise, bien que faible, devrait
conduire à une meilleure convergence mais les observations montrent plutôt le contraire.
Les résultats restent signiﬁcativement meilleurs que le ConWIP traditionnel mais 4 sur 9
sont moins bons que ceux de [Tardif et Maaseidvaag 2001]. Les résultats souvent moins
bons que leur équivalent sans connaissance supplémentaire peuvent cependant être expli-
qués. La redéﬁnition des opérateurs rend la convergence plus lente : nous ne changeons
pas globalement la logique décisionnelle mais seulement une de ses sous-parties à la fois,
ce qui restreint fortement le niveau de diversité des enfants obtenus.
De plus, l’expertise ajoutée assure seulement qu’aucune correction n’est nécessaire
avant l’utilisation de la logique décisionnelle obtenue. Pourtant, lorsque la connaissance
n’est pas prise en compte, ces corrections sont faites après coup et les résultats « géné-
riques » obtenus dans ce cas convergent plus rapidement vers l’objectif.
En somme, l’ajout d’expertise devrait aider l’apprentissage mais il demande plus de
précision sur chaque bout d’arbre à développer. Cela rend la tâche plus diﬃcile mais
justiﬁe en partie les résultats parfois meilleurs, parfois moins bons.
Le résultat n’est donc pas concluant mais ouvre des voies de recherche. Une analyse
plus adéquate impliquerait l’ajout d’une expertise « eﬀective » et non pas d’une expertise
restreinte aux valeurs que peut prendre une variable selon son état courant. En eﬀet,
celle que nous avons ajoutée correspond à la deuxième solution envisagée pour prendre
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en compte les contraintes : il s’agit de la déﬁnition de sous-ensembles Ej,k,t et Dn,t conte-
nant seulement les éléments valides à un instant t (Section 5.2.3.4, Annexe E). Notons
par ailleurs que le nombre de sous-parties risque d’augmenter exponentiellement avec le
nombre de variables nécessitant un tel traitement. Les corrections à posteriori restent
donc plus raisonnables et constituent la solution à retenir lorsqu’elle est possible.
5.3 Adaptation de la répartition des machines dans un
réseau intra-entreprise
5.3.1 Contexte
Pour notre deuxième cas d’étude, nous nous sommes intéressés à une situation de plus
en plus récurrente de nos jours : le partage de ressources en entreprise, que ce soit au
sein du même ou entre plusieurs sites (Figure 5.12). Nous avons ici ce que l’on appelle un
réseau logistique intra-entreprise (intraﬁrm network). Pour plus de détails, se référer par
exemple à [Tsai et Ghoshal 1998, Colombo et al. 2011, Ren et al. 2013].
Figure 5.12 – Schéma simpliﬁé d’un système à ressources partagées
À notre connaissance, il n’y a pas de travaux dans la littérature traitant du problème
d’adaptation de la répartition des machines dans un système multi-ateliers, ce qui le
rend d’autant plus intéressant. Bien que nous nous concentrions sur ce cas précis, les
considérations et conclusions pourront être extrapolées au cas multi-site. Pour ce faire,
certaines précautions seront nécessaires comme le changement dans l’échelle de temps et
la prise en compte d’éventuelles contraintes supplémentaires.
Comme pour l’exemple précédent, nous nous servirons du cadre conceptuel du Chapitre
2 et de la formalisation du Chapitre 4 dans la description qui suit.
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5.3.2 Description du système
5.3.2.1 Éléments constituant le système
Le système de production en question possède deux gammes de produits que nous
noterons ProduitA et ProduitB. Il est organisé en deux ateliers, chacun dédié à un type
de produit exclusivement : AtelierA pour le ProduitA et AtelierB pour le ProduitB. Dans
ce qui suit, nous utiliserons l’indice w ∈ W pour faire référence au type de produit, le
même indice étant aussi utilisé pour désigner son atelier respectif. Ici, W = {A;B}.
Le processus de fabrication d’un produit est composé de plusieurs opérations, toutes
réalisées par une même machine (sans interruption). Les temps de traitement sont donnés
en minutes et ne dépendent pas de la machine utilisée mais du produit : ils suivent
une distribution exponentielle dont la moyenne est 15 pour un ProduitA et 20 pour un
ProduitB (taux de service μA = 115 et μB =
1
20
). Le système compte un total de Cap = 7
machines polyvalentes. Elles peuvent donc être utilisées pour la production du ProduitA
et du ProduitB à condition qu’elles se trouvent dans l’atelier approprié. Ceci confère au
système son caractère adaptable tout en sachant que sa capacité totale Cap est ﬁgée.
Le but est ici d’intervenir sur la position des machines sans pour autant les déﬁnir
individuellement, c’est-à-dire, sans nous occuper de leur emplacement précis au sein d’un
atelier. Nous ne sommes donc pas au même niveau de détail que celui de l’horizon déci-
sionnel d’ordre opérationnel. Ceci fait également que nous avons un seul objet modiﬁable
(J = 1). En eﬀet, puisqu’il n’y a pas besoin que chaque atelier soit vu comme un objet
à part entière, nous avons O = {o1} où o1 représente les diﬀérents ateliers réunis, soit le
système multi-ateliers vu comme un tout.
Nous avons également un seul attribut variable (K1 = 1). Le vecteur associé est
A1 = 〈a1,1〉, où a1,1 représente la répartition des Cap machines. Instanciée dans le temps
(a1,1,t), cette dernière prend la forme d’un vecteur de dimension |W | où chaque composante
notée NbMw,t correspond au nombre de machines à l’instant t sur un Atelierw donné. Ici,
|W | = 2 et a1,1,t = 〈NbMA,t;NbMB,t〉.
Lorsque le partage de ressources est choisi comme stratégie, l’hypothèse suivante peut
généralement être énoncée : le système ne contient pas de « redondance », c’est-à-dire des
machines de rechange qui restent stockées pour en remplacer d’autres en cas de pannes
ou lorsque ces dernières ne sont plus performantes. S’il y avait de redondance, ces ma-
chines seraient plutôt mises en activité pour réduire voire éliminer le besoin de partage de
ressources. Nous en déduisons donc une contrainte assez logique :
∑
w NbMw,t = Cap, ∀t.
Autrement dit, toute machine doit être attribuée à l’un des ateliers. Pour notre système
en particulier, NbMA,t +NbMB,t = 7, ∀t.
Dans ce type de système, il doit y avoir à tout instant un nombre minimum MMinw
de machines sur chaque Atelierw pour qu’il puisse fonctionner correctement. Ce nombre
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n’est pas forcément le même pour tous les ateliers et dans le cas extrême, il vaut 1.
Notons que le nombre total de machines doit non seulement être suﬃsant pour satisfaire le
minimum requis dans chaque atelier mais il doit aussi permettre le partage de ressources :
Cap >
∑
w MMinw. Ici nous considérerons MMinw = 1, ∀w.
D’autre part, il n’est pas pertinent d’avoir plus de machines par Atelierw qu’un nombre
maximum donné MMaxw car ceci impliquerait un taux d’utilisation trop faible des ma-
chines. Pour que le partage de ressource soit envisagé, le nombre total de machines est sup-
posé inférieur à la somme du maximum admis pour chaque atelier : Cap <
∑
w MMaxw.
Ici, MMaxw est directement calculée pour chaque Atelierw à partir du nombre minimum
déﬁni pour les autres ateliers : MMaxw = Cap −
∑
w′ MMinw′ , où w
′ ∈ W | w′ = w.
Ainsi, nous avons MMaxw = 6, ∀w.
Ces diﬀérentes considérations nous imposent une contrainte liée au bon fonctionnement
du système :
MMinw ≤ NbMw,t ≤ MMaxw, ∀w, t (5.4)
Par celle-ci, nous obtenons toutes les répartitions possibles des machines dans le système.
Pour notre exemple, nous avons précisémentE1,1 = {〈1; 6〉; 〈2; 5〉; 〈3; 4〉; 〈4; 3〉; 〈5; 2〉; 〈6; 1〉}.
Notons que, puisque les Cap machines doivent toutes être réparties dans les ateliers
du système, le nombre de machines dans un atelier est lié au nombre de machines dans
les autres. Ce lien est encore plus fort dans le cas traité où nous avons seulement deux
ateliers : quand la Contrainte 5.4 est satisfaite pour un atelier, elle l’est également pour
l’autre. Nous pouvons donc nous limiter à l’analyser pour un seul des deux ateliers. Ceci
n’est cependant pas valable si le système contient trois ateliers ou plus.
Pour pouvoir tirer proﬁt de la ﬂexibilité de notre système, l’ensemble C compte un type
de changement (L = 1) : C = {c1} où c1 représente le déplacement de machines. Le temps
de mise en place d’un déplacement n’est pas négligeable et pour ce système nous avons
Hdure´e,1 = 1 heure. Bien que le temps de validité d’un changement soit normalement
supérieur à celui de sa mise en place, rappelons que nous regardons la répartition de
la capacité dans un système multi-ateliers d’un point de vue général. Ainsi, Hmin,1 ne
concerne pas le déplacement d’une machine en particulier mais un déplacement quelconque
et aucune hypothèse n’est faite sur sa valeur, tout du moins pour l’instant. Dans tous les
cas, ces décisions de déplacement sont ici associées à l’horizon décisionnel HD,1 de type
tactique. Notons cependant que lorsque Hdure´e,1 est d’ordre plus élevé, HD,1 est de type
stratégique.
Du point de vue de notre problème d’adaptation, nous avons une seule variable de
décision (N = 1) qui doit préciser à la fois le nombre de machines à déplacer mais
aussi depuis où et vers où le faire. Une décision dt = 〈d1,t〉 sera ici représentée par un
entier dont la valeur absolue (|dt|) et le signe indiquent respectivement le nombre de
machines concernées et la direction du déplacement. Les actions positives représentent
des déplacements de l’AtelierB vers l’AtelierA et inversement pour les négatives. L’action
par défaut est dt = 0 où aucun déplacement n’est fait. La nouvelle répartition est ainsi
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déﬁnie comme suit : 〈NbMA,t;NbMB,t〉 := 〈NbMA,t+dt;NbMB,t−dt〉. Bien évidemment,
les nombres de machines NbMA,t et NbMB,t préconisés par l’action dt doivent satisfaire
la Contrainte 5.4. Notons également qu’une autre formulation est nécessaire pour les
systèmes comptant plus d’ateliers.
Il est connu que la ﬂexibilité de ce type de système est parfois limitée. Ceci se traduit
par un nombre maximum dmax de machines qu’il est possible de déplacer en même temps
dans le système. C’est par exemple le cas lorsqu’un chariot de transport est nécessaire mais
qu’il ne peut prendre en charge qu’un volume limité de machines. L’ensemble d’actions est
donné par D = D1 = [−dmax; dmax]. Dans le cas le plus restreint, dmax = 1 (D = [−1; 1]).
À l’autre extrême se trouve le cas le plus ﬂexible. Ici, ce serait dmax = 5 (D = [−5; 5]).
Toutefois et spéciﬁquement pour notre système, dmax = 1 car une seule machine peut être
déplacée à la fois.
Une variable auxiliaire NbMEnDept indique le nombre de machines en déplacement
à l’instant t. Par déﬁnition, NbMEnDept ≤ dmax, ∀t, ce qui assure ici le maximum d’un
seul déplacement à la fois. Cette variable est nécessaire puisque Hdure´e,1 > 0 permet
qu’une nouvelle décision soit prise avant la ﬁn d’un autre déplacement. Ainsi, bien que
dmax = 1, nous pouvons nous trouver face à des déplacements qui n’ont pas démarré au
même instant mais qui se chevauchent.
Revenons maintenant à Hmin,1. Désigner Hmin,1 ≥ Hdure´e,1 interdit toute possibilité de
chevauchement de déplacements ne démarrant pas ensemble. Si une telle interdiction est
indésirable (ce qui suppose dmax > 1), par exemple lorsque plusieurs opérateurs/chariots
peuvent se charger de déplacements en parallèle, il faut établir Hmin,1 = 0. Cependant,
Hmin,1 ≥ Hdure´e,1 vise une plus grande stabilité du système, ce qui est lié à la notion de
nervosité discutée lors du Chapitre 2 (Sections 2.3.1.2 et 2.3.2.1). Ici, nous en analyserons
deux cas : Hmin,1 = Hdure´e,1 et Hmin,1 = 1 jour. Ce dernier interdit deux décisions de
déplacement à moins de 24 heures d’intervalle. La valeur de Hmin,1 utilisée sera précisée
pour chaque expérimentation dans la Section 5.3.4 dédiée aux résultats.
Dans tous les cas, le but est de garder le système le plus rentable possible, ce qui se
traduit ici par la minimisation des encours moyens sans qu’il n’y ait de diﬀérentiation
suivant le type de produit. La maximisation de la production totale (les deux types de
produit confondus) sera également analysée aﬁn de vériﬁer lequel semble le plus adéquat
parmi ces deux objectifs dans G étudiés individuellement.
5.3.2.2 Fonctionnement du système
Dans ce système, les produits sont réalisés sur commande de sorte que le processus
de production démarre une fois deux conditions remplies : l’arrivée d’une commande
et la disponibilité d’une machine pour la traiter. Nous démarrons le système avec son
processus de fabrication vide et toutes ses machines prêtes, donc en attente de l’arrivée de
commandes. La répartition initiale est celle qui favorise l’équilibre de la production, c’est-
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à-dire 3 machines dans l’AtelierA et 4 dans l’AtelierB, ce qui correspond à une capacité
moyenne de 12 produits par heure pour chacun des ateliers.
Le fonctionnement du système peut être décrit comme suit. Les commandes arrivent
selon un processus de Poisson sachant qu’aucune information n’est disponible sur la de-
mande future. Lorsqu’une commande arrive, elle est directement acheminée vers l’atelier
qui la concerne. Le temps d’acheminement est considéré comme étant négligeable. Elle
est alors traitée indiﬀéremment par l’une des machines disponibles. Si toutes les machines
sont déjà occupées, elle est placée dans une ﬁle d’attente commune à toutes les machines
de l’atelier. Les commandes sont traitées par ordre d’arrivée : il s’agit de la règle de priorité
FIFO (pour ﬁrst in ﬁrst out).
À la ﬁn d’un traitement, le produit obtenu est directement livré au client sans aucun
temps supplémentaire à comptabiliser. La machine est alors libérée et, s’il y a une com-
mande en attente dans son atelier, elle la prendra en charge immédiatement. Cependant,
si la machine doit être déplacée dans le cas d’une demande d’adaptation, ce déplacement
est prioritaire sur la production et la machine ne prendra pas en charge la commande en
attente. Elle sera déplacée et restera indisponible jusqu’au terme de son déplacement.
C’est lors de l’arrivée de nouvelles commandes qu’une décision peut être prise quant
à l’adaptation ou non du système à cet instant. En eﬀet, l’arrivée d’une demande ne dé-
clenche pas toujours de prise de décision puisqu’aucun déplacement ne peut être envisagé
si NbMEnDept = dmax. Mais lorsqu’une décision a lieu et si une adaptation est décidée,
elle est toujours appliquée avant l’aﬀectation des commandes aux machines. Nous avons
ici la déﬁnition de notre stratégie de déclenchement T : l’arrivée d’une commande sujette
à la condition « aucun déplacement actuellement en cours » constitue notre événement
déclencheur suite auquel nous décidons du déplacement ou non d’une machine et, le cas
échéant, de la direction associée.
Ces décisions cherchent soit à minimiser le coût total qui représente les encours soit
à maximiser le gain total qui représente les produits livrés. Autrement dit, les objectifs
dans G sont utilisés individuellement, le premier étant évalué par sa valeur moyenne sur
une période d’étude et le deuxième par sa valeur cumulée sur toute la période d’étude.
Quel que soit l’objectif, c’est maintenant qu’interviendra notre approche.
Les décisions seront donc prises de façon centralisée (structure S) en utilisant une
logique décisionnelle trouvée par l’application de la programmation génétique linéaire
basée sur la simulation (mécanisme de changement M). Pour ce faire, nous surveillons
nqw,t qui désigne le nombre de produits à l’instant t dans la ﬁle d’attente de l’Atelierw, et
ce pour tout w. De plus, le nombre NbMA,t de machines dans l’AtelierA peut également
être pris en compte. Il n’en est pas de même pour NbMB,t car nous le déduisons à partir
de NbMA,t, ce qui simpliﬁe l’espace de recherche : un seul de ces nombres suﬃt pour
connaître la répartition courante des machines. Ainsi, nqA,t, nqB,t et NbMA,t constituent
notre vecteur de variables d’état St, partie dynamique de notre ensemble d’informations
I.
147
Chapitre 5. Applications
5.3.2.3 Variation de la demande
Nous nous intéressons à l’adaptation de la répartition des machines dans ce réseau
intra-entreprise que nous venons de décrire. Une adaptation suppose des changements,
ce qui se traduit ici par des variations au niveau de l’arrivée des demandes au cours du
temps. Ces demandes sont caractérisées par un processus de Poisson dont la moyenne des
durées inter-arrivées est notée diaw = 1λw pour chaque type w de produit.
Pour illustrer notre approche, nous avons donc introduit dans notre modèle de simu-
lation des variations dans diaw, ∀w qui suivent une pattern dite saisonnière (puisqu’elle
change tous les 3 mois) auxquelles le système devrait s’adapter. Pour le ProduitA, diaA
passe de 5,95 à 4,3 puis à 3,35 et enﬁn à 4,3, d’où elle recommence à 5,95. Pour le ProduitB,
diaB démarre à 5,75, pour passer à 7,9, puis à 12,9 et enﬁn à 7,9, d’où elle recommence
elle aussi à sa valeur initiale de 5,75. Ces patterns (une pour chaque produit) se répètent
tout au long de la période d’étude. Elles sont regroupées dans la Figure 5.13. Les valeurs
sont exprimées en minutes.
Figure 5.13 – Pattern utilisée pour la variation des demandes dans la simulation du
système multi-ateliers
5.3.3 Conditions d’expérimentations
5.3.3.1 Généralités
Les conditions d’expérimentation sont les mêmes que celles énoncées dans la Section
5.2.3.1. Ainsi, nous utilisons les logiciels Arena et μGP, les expérimentations étant réalisées
sur le même PC et toujours en deux étapes : 5 réplications de la simulation lors de
l’apprentissage puis 30 de la meilleure solution.
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Pour étudier l’adaptation de la répartition des machines, nous simulons plus précisé-
ment 2 ans du fonctionnement du système. La durée « ﬁctive » de chaque réplication de
la simulation est ainsi de 1051200 minutes, valeur qui reste identique pour les deux étapes
d’expérimentation.
5.3.3.2 Objectif de l’étude
D’après la description du système, la fonction objectif de base pour notre problème
peut être énoncée comme suit :
Minimiser z = E[wipA + wipB] (5.5)
où wipw correspond à la valeur moyenne des encours de type w. Les coûts unitaires
(par unité de produit et de temps) sont de 1 aussi bien pour le ProduitA que pour le
ProduitB : malgré les temps de traitement diﬀérents, aucune diﬀérentiation n’est faite
quant au capital immobilisé par leur détention (en stock ou production).
Pour analyser la pertinence de ce critère de performance, nous ferons également
d’autres tests avec une fonction objectif « alternative » :
Maximiser z′ = E[NbLivraisonsA +NbLivraisonsB] (5.6)
où NbLivraisonsw correspond au nombre total de produits livrés de type w : malgré les
temps de traitement diﬀérents, aucune diﬀérentiation n’est faite non plus quant à leur
valeur ajoutée.
Cette démarche nous permettra également d’analyser l’impact du critère de perfor-
mance sur la solution obtenue. Pour cela, rappelons que ces deux fonctions objectif ne
sont pas cumulées mais toujours étudiées indépendamment l’une de l’autre.
De plus, bien que le temps moyen de passage des produits dans l’atelier (ﬂow time) ne
soit pas évoqué comme un critère de performance (à minimiser) pour ce système, il sera
fourni à titre indicatif dans tous les tableaux de performance qui suivront. Puisqu’aucune
diﬀérenciation n’est faite par type de produit pour le calcul de z et z′, cette même logique
sera conservée ici. Notons cependant que si l’on indique la valeur moyenne du temps
de passage de tous les produits sans distinction, celle-ci sera sensible à la proportion de
chaque type de produit. Pour rester neutre, une première moyenne FTMw doit d’abord
être calculée pour chaque type w de produit. Il s’agit du temps moyen de passage pour
les produits d’un type w donné :
FTMw =
1
NbLivraisonsw
·
∑
np
FTw,np, ∀w (5.7)
où FTw,np et NbLivraisonsw désignent respectivement le temps de passage du npième
produit de type w dans l’atelier et le nombre de produits livrés de ce même type.
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Par la suite, les deux moyennes obtenues sont utilisées pour obtenir une moyenne ﬁnale
notée FTM :
FTM =
FTMA + FTMB
2
(5.8)
Remarquons que ces équations pour le calcul de FTM prennent en compte une seule
réplication de la simulation. Or, pour tous les tableaux qui suivront tout comme z et z′,
les valeurs indiquées correspondent déjà aux estimations après 30 réplications. Nous les
noterons FTM = E[FTM ].
5.3.3.3 Valeurs de référence pour la comparaison de nos résultats
Contrairement au premier cas d’étude, nous n’avons pas cette fois-ci et à notre connais-
sance de travaux dans la littérature auxquels comparer (de façon quantitative ou quali-
tative) les résultats que nous pourrons obtenir. Ainsi, pour nous permettre d’évaluer la
pertinence des performances obtenues par notre approche, nos comparaisons seront faites
en fonction de cas créés artiﬁciellement. Ils cherchent à caractériser une « mauvaise » et
une « bonne » logiques décisionnelles.
Le premier cas correspond à une répartition ﬁxe des machines où aucun changement
n’est fait tout au long de la période d’étude. Il est par ailleurs nommé « statique ».
Dans ce scénario représentatif d’une « mauvaise » logique décisionnelle, nous considérons
malgré tout qu’une optimisation est faite pour déﬁnir la répartition de machines à retenir
parmi les 6 possibilités : 〈1; 6〉, 〈2; 5〉, 〈3; 4〉, 〈4; 3〉, 〈5; 2〉, 〈6; 1〉. Nous avons simulé chacune
d’entre elles pour en obtenir les performances (Tableau 5.19). Ceci a été fait en utilisant
30 réplications d’une simulation de 2 années de production, c’est-à-dire dans les mêmes
conditions d’évaluation que celles d’une logique décisionnelle obtenue par la PGL.
Répartitions z z′ FTM
〈1; 6〉 83116,3805 202706,63 173071,75
〈2; 5〉 48042,0798 272808,90 103360,11
〈3; 4〉 16911,0635 338752,27 35400,66
〈4; 3〉 1815,7906 377387,13 5344,52
〈5; 2〉 16916,4247 349995,17 68866,92
〈6; 1〉 43238,4006 297370,37 174613,71
Tableau 5.19 – Performances pour les cas statiques de répartition de machines
Notons que le classement des solutions 〈3; 4〉 et 〈5; 2〉 n’est pas le même suivant le
critère de performance pris en compte : 〈3; 4〉 est meilleure pour z et FTM tandis que
〈5; 2〉 l’est pour z′. De même, 〈6; 1〉 est quatrième sur six pour z et z′ mais dernière pour
FTM . Dans tous les cas, la répartition 〈4; 3〉 est retenue pour représenter le cas statique
d’après ses meilleures performances estimées.
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Passons au deuxième cas ici nommé le cas « automatique ». Il correspond quant à
lui à la détection sans délai du changement de la moyenne des durées inter-arrivées des
demandes. Ceci est possible car, bien que l’évolution de la demande soit considérée comme
étant inconnue pour la résolution du problème, nous connaissons la pattern introduite
dans le modèle de simulation (Figure 5.13). Suite à cette détection, l’adaptation « la plus
adéquate » est immédiatement mise en œuvre. Encore une fois, ceci est rendu possible
en connaissance de la pattern utilisée : chaque adaptation a donc pu être déterminée
d’après la théorie des ﬁles d’attentes puis vériﬁée par simulation. Ainsi et conformément
à la pattern de la Figure 5.13, la répartition des machines change tous les 3 mois. Elle
commence à 〈3; 4〉, passant à 〈4; 3〉, 〈5; 2〉, 〈4; 3〉 pour enﬁn revenir à celle initialement
déﬁnie (〈3; 4〉).
Notons par ailleurs que parmi les répartitions ﬁxes, les trois les plus pertinentes sont
celles qui correspondent à une période de la pattern utilisée : 〈3; 4〉, 〈4; 3〉 et 〈5; 2〉. Puisque
nous passons 50% du temps sur des taux moyens de demandes qui requièrent la répartition
〈4; 3〉, il était attendu que celle-ci procure les meilleures performances et soit donc retenue
pour représenter le cas statique.
Le Tableau 5.20 nous donne les performances des deux cas qui seront utilisés par la
suite pour nos comparaisons.
Répartitions z z′ FTM
Automatique 14,8418 377504,33 43,28
Statique 1815,7906 377387,13 5344,52
Tableau 5.20 – Performances pour les cas de référence retenus pour la répartition de
machines
Ces résultats nous donnent déjà un aperçu de l’importance du critère de performance
sur la solution obtenue. Tout d’abord et d’après les remarques que nous venons de faire,
nous pouvons constater que le choix d’une solution peut changer selon le critère retenu.
Notons qu’ici toutes les fonctions objectif ont un meilleur résultat avec la même solution
mais il est possible que ce ne soit pas le cas. D’autre part, nous pouvons remarquer que
les diﬀérences de performance sont beaucoup plus fortes pour z (tout comme pour FTM)
que pour z′. Ainsi, selon l’objectif visé, le choix de la solution peut s’avérer peu ou très
important.
Maintenant que nous avons un socle de valeurs de référence, passons à notre résolution
par programmation génétique linéaire.
5.3.3.4 Formulation du problème dans le cadre de la programmation géné-
tique linéaire
Aﬁn de déterminer comment adapter la répartition des machines dans le système multi-
ateliers traité ici, nous avons un registre de sortie unique : TA = {dt}. Puisqu’une seule
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machine peut être déplacée à la fois, cette variable de décision dt peut prendre une valeur
de l’ensemble TCA = D = [−1; 1] mais lorsque NbMEnDept = 1, la prise de décision n’a
pas lieu.
Pour satisfaire la Contrainte 5.4 sur le nombre minimum (et par conséquent maximum)
de machines dans chaque atelier, quelques précautions sont nécessaires à propos de TCA
dont les actions valides évoluent dans le temps. Comme dans l’exemple du ConWIP, nous
en tenons compte en corrigeant au besoin l’action proposée par la logique décisionnelle,
et ce directement dans notre modèle de simulation. Ceci est fait par un changement dans
l’interprétation de ces actions :
dt :=
⎧⎨
⎩
min{dt;MMaxA −NbMA,t} si dt > 0 (ici, si dt = 1)
max{dt;MMinA −NbMA,t} si dt < 0 (ici, si dt = −1)
dt si dt = 0
(5.9)
La valeur proposée est ainsi convertie en une valeur eﬀective donc autorisée à cet
instant. Comme expliqué auparavant, puisque nous avons uniquement deux ateliers, nous
pouvons utiliser la Contrainte 5.4 basée sur un seul atelier pour faire les corrections.
Chaque action dt violant cette contrainte ou susceptible de le faire est remplacée par
l’action valide la plus proche. Dans notre cas précis, une violation entraînera toujours
l’annulation de la décision. Par exemple, si à un moment t donné l’action proposée est
de déplacer une machine de l’AtelierB vers l’AtelierA alors que ce dernier compte déjà
six machines, aucune machine ne sera déplacée : dt := min{1; 6 − 6} = 0. Si ce dernier
compte cependant de 1 à 5 machines, la correction aura pour résultat la décision initiale
puisque l’action proposée est déjà valide et donc eﬀective.
Il ne nous est ici pas possible de nous servir de prévisions pour la prise de déci-
sion. Les registres mémoire d’entrée sont composés des variables d’état explicitées dans
la section précédente : TV = {nqA,t;nqB,t;NbMA,t}. Ces variables seront comparées à
des seuils déﬁnis par TCV . Pour NbMA,t, c’est assez intuitif : il varie de MMinA = 1 à
MMaxA = 6. Pour réduire partiellement la redondance et donc l’espace de recherche,
l’intervalle retenu exclut les deux bornes. Cela est rendu possible puisque nous utili-
sons des comparateurs d’égalité, de supériorité et d’infériorité. Les deux premières va-
riables sont quant à elles empiriquement associées à des seuils appartenant à l’inter-
valle [2 ; 60]. Puisque ce n’est pas leur valeur précise qui nous intéresse, le comparateur
d’égalité n’est pas retenu pour ces deux variables. Ainsi, TCV = {[2; 60]; [2; 60]; [2; 5]} et
TC = TCV ∪ TCA = {[2; 60]; [2; 60]; [2; 5]; [−1; 1]}.
Quelques tests seront également faits où seuls nqA,t et nqB,t sont mis à disposition.
Nous évaluerons ainsi la pertinence d’avoir ou non dans le vecteur St la variable d’état
NbMA,t associée à celle de décision.
En déﬁnissant « ne rien faire » comme action par défaut, ceci nous donne l’ensemble
suivant d’instructions :
• dt = 0
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• if ({nqA,t;nqB,t} {>;<} {[2 ; 60]}) jumpTo label
• if ({nqA,t;nqB,t} {>;<} {[2 ; 60]}) dt = {[-1 ; 1]}
• if (NbMA,t {=;>;<} {[2 ; 5]}) jumpTo label
• if (NbMA,t {=;>;<} {[2 ; 5]}) dt = {[-1 ; 1]}
Toutefois, les deux dernières instructions ne seront pas utilisées pour les expérimentations
excluant NbMA,t. Nous avons donc deux grands groupes d’expérimentation : GroupeQM
si ces instructions sont prises en compte et GroupeQ sinon.
Les logiques décisionnelles sont déﬁnies de sorte à avoir entre 5 et 25 instructions
tout au long de l’évolution. L’initialisation de la population faite aléatoirement utilise un
écart-type de 5 et diﬀère quant à la moyenne utilisée pour la distribution normale : celle-ci
vaut 7 pour le GroupeQ et 14 pour le GroupeQM . Le Tableau 5.21 récapitule ces valeurs
empiriquement déterminées.
Tailles d’individus Valeur
Minimale 5
Maximale 25
Moyenne {7 ; 14}
Écart-type 5
Tableau 5.21 – Paramètres concernant les individus pour le problème de répartition de
machines
Les autres paramètres nécessaires au fonctionnement d’un algorithme de PGL sont
présentés dans les Tableaux 5.22 et 5.23 qui suivent. Le premier contient des paramètres
déﬁnis empiriquement et communs à toutes les expérimentations tandis que le deuxième
spéciﬁe les diﬀérences entre les trois conﬁgurations testées.
Paramètres Valeurs
Immortalité Non
Velite 0, 15 · Vmax
NbOp Vmax
Pmax 100
Pstagne 0, 5 · Pmax = 50
Vtournoi 2
Tableau 5.22 – Paramètres de la PGL pour le problème de répartition de machines
Paramètres ConfigP ConfigM ConfigG
Vmax 25 50 100
Velite 4 8 15
NbOp 25 50 100
Tableau 5.23 – Conﬁgurations utilisées pour le problème de répartition de machines
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Dans la section qui suit, nous ferons référence à ces conﬁgurations au fur et à mesure de
l’arrivée des résultats. Nous utiliserons le plus souvent la paire <conﬁguration - groupe>
pour désigner une expérimentation précise, c’est-à-dire une conﬁguration donnée appliquée
à un groupe donné.
5.3.4 Résultats
5.3.4.1 Inﬂuence du critère de performance
Nous allons tout d’abord donner suite à l’analyse démarrée dans la Section 5.3.3.3
sur l’impact du choix du critère de performance dans la solution. Ceci sera fait pour
Hmin,1 = Hdure´e,1 = 1 heure. Nous avons un total de 12 expérimentations : 2 conﬁgurations
pour un individu (GroupeQ et GroupeQM) × 3 conﬁgurations pour la PGL (ConfigP ,
ConfigM et ConfigG) × 2 fonctions objectif (z et z′).
5.3.4.1.1 Convergence et temps de calcul
Selon les diﬀérentes expérimentations, l’évolution de la meilleure solution de la popu-
lation est présentée dans les Figures 5.14 et 5.15. La première représente la minimisation
des encours moyens (z, Équation 5.5) alors que la deuxième représente la maximisation
de la production totale (z′, Équation 5.6).
Notons que ces ﬁgures ont été centrées sur une « zone d’intérêt » aﬁn de mieux vi-
sualiser la progression des performances. Cet ajustement a pour eﬀet d’éliminer certaines
valeurs (très mauvaises). Toutefois, le Tableau 5.24 récapitule les performances initiales
pour nous permettre leur analyse. Provenant directement du processus d’apprentissage,
c’est le seul tableau où les performances qui y ﬁgurent correspondent à celles obtenues
après 5 réplications.
Expérimentations z z′
<ConfigP - GroupeQ> 16949,1525 338702
<ConfigM - GroupeQ> 19,4024 377816
<ConfigG - GroupeQ> 19,4024 377816
<ConfigP - GroupeQM> 2506,2657 377891
<ConfigM - GroupeQM> 752,4454 377891
<ConfigG - GroupeQM> 752,4454 377891
Tableau 5.24 – Performances des meilleures solutions pour les populations initiales aléa-
toires
Nous pouvons constater que les populations initiales construites aléatoirement peuvent
présenter des performances très divergentes. En eﬀet, l’écart initial de la performance
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Figure 5.14 – Courbes d’apprentissage pour les encours après retrait des valeurs les plus
excentrées
Figure 5.15 – Courbes d’apprentissage pour les livraisons après retrait d’une valeur
excentrée
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obtenue par <ConfigP - GroupeQ> vis-à-vis des autres expérimentations est considérable
et ce, indépendamment de la fonction objectif. Si l’on considère les livraisons (z′), toutes
les autres expérimentations semblent démarrer au même niveau. Quant aux encours (z),
la très mauvaise performance de <ConfigP - GroupeQ> est suivie par celle de cette même
conﬁguration ConfigP (petite taille de population) appliquée au GroupeQM . À l’opposé,
les ConfigM et ConfigG sont de loin les meilleures lorsqu’appliquées au GroupeQ qui
n’utilise pas l’information sur la répartition courante des machines.
En associant ces données à celles des Figures 5.14 et 5.15, nous pouvons constater que
malgré leur qualité de départ diﬀérente, les courbes d’apprentissage montrent en général
une bonne convergence. De même, les performances atteintes par les diﬀérentes expéri-
mentations à la ﬁn de leur processus d’apprentissage s’avèrent très proches. Tout au long
de l’évolution, la PGL a donc encore une fois été capable d’améliorer considérablement
la capacité de ses logiques décisionnelles à prendre de bonnes décisions. Ceci conﬁrme sa
capacité à apprendre.
Notons également qu’une meilleure solution de départ ne conduit pas forcément à
une meilleure solution ﬁnale. Les deux expérimentations démarrant avec les meilleures
performances pour les encours (z) ont ﬁni avec les moins bonnes, conjointement à celle
qui avait déjà la pire performance au départ.
D’autres constations peuvent encore être faites par rapport à ces courbes :
• Si z est retenu, le GroupeQM ayant accès à l’information sur la répartition courante
des machines s’avère le plus performant, et ce indépendamment de la conﬁguration :
le complément d’information obtenu avec la variable d’état NbMA,t associée à celle
de décision dans St semble ici bénéﬁque ;
• Si par contre c’est z′ qui est retenu (donc les livraisons), les meilleures performances
sont attribuées à deux cas « opposés » : une petite population (ConfigP ) ayant accès
à la répartition courante des machines (GroupeQM) ou alors une grande population
(ConfigG) ne l’ayant pas (GroupeQ). De ce fait, la prise en compte de la variable
d’état associée à celle de décision n’est pas cette fois-ci concluante ;
• Une expérimentation doit toujours être évaluée vis-à-vis du critère de performance
pour lequel elle a été appliquée. Individuellement, la convergence ne sera souvent
pas la même pour deux critères diﬀérents. Il en est de même pour le critère d’arrêt
déterminant, c’est-à-dire, celui qui déclenche eﬀectivement l’arrêt du processus d’ap-
prentissage. En présence de plusieurs expérimentations, il va de soi que ce n’est pas
forcément la même qui obtiendra la meilleure performance pour les deux critères.
Bien que nous en ayons tiré un certain nombre de conclusions, les valeurs de perfor-
mance indiquées jusque-là ne sont que des estimations relatives à un faible nombre de
réplications (5). Toute analyse faite doit ainsi être validée après la deuxième étape de
notre approche qui consiste à simuler 30 réplications de la meilleure solution pour chaque
expérimentation (Section 5.3.3.1). C’est seulement une fois cette étape accomplie qu’elles
seront comparables statistiquement, ce qui est fait via des tests t de Student.
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Avant de passer à la suite, nous indiquons dans le Tableau 5.25 le temps de calcul
qu’il a fallu à notre approche d’apprentissage pour obtenir les résultats que nous venons
d’analyser. Les valeurs (colonne Temps) sont données en heures. Il faut donc entre 16,24
heures et 3,76 jours de calcul hors ligne pour que le processus d’apprentissage soit conclu.
Nous indiquons également le nombre de solutions évaluées pour chaque expérimentation
car le temps de calcul en dépend fortement (colonne NbEval). D’après ces données, une
évaluation requiert en moyenne 25,56 secondes. Rappelons que l’évaluation d’une solution
lors de l’apprentissage représente 5 réplications d’un modèle simulé sur 2 ans de fonc-
tionnement du système. Une fois encore, l’utilisation en ligne d’une logique décisionnelle
est tout à fait envisageable puisque les décisions d’adaptation sont données quasiment
instantanément.
Expérimentations
z z′
Temps (h) NbEval Temps (h) NbEval
<ConfigP - GroupeQ> 16,24 2857 24,92 2608
<ConfigM - GroupeQ> 42,93 5721 61,53 7590
<ConfigG - GroupeQ> 87,31 13773 53,06 7621
<ConfigP - GroupeQM> 23,39 3378 22,09 2694
<ConfigM - GroupeQM> 41,22 6865 49,64 7415
<ConfigG - GroupeQM> 88,44 13106 90,18 13944
Tableau 5.25 – Temps de calcul et nombre d’évaluations pour les diﬀérentes expérimen-
tations avec la PGL pour le problème de répartition de machines
5.3.4.1.2 Résultats quantitatifs
Le Tableau 5.26 indique les performances de la meilleure solution pour chaque paire
<conﬁguration - groupe> cherchant à optimiser le nombre estimé z′ de produits livrés. Le
meilleur ﬁtness obtenu est mis en évidence. Le Tableau 5.27 est construit de la même façon
mais pour l’objectif z (encours moyens estimés). Rappelons que l’estimation du temps
moyen de passage d’un produit est aussi indiquée (FTM). Enﬁn, dans ces tableaux, nous
avons également ajouté dans une colonne nommée NbDep le nombre de déplacements
eﬀectués durant les 2 ans que représente la période d’étude (valeur estimée après 30
réplications). Ceci nous permettra de réaliser un complément à notre analyse.
Nous commencerons notre analyse par la comparaison de nos résultats aux deux scéna-
rios de base retenus : Automatique pour de « bonnes » décisions d’adaptation et Statique
pour l’absence d’adaptations (revoir Tableau 5.20).
Lorsque l’on s’intéresse à l’optimisation du nombre de produits livrés (Tableau 5.26),
toutes nos solutions surpassent le cas statique. Le gain estimé est de 102,7 à 310,8 pro-
duits supplémentaires livrés, ce qui représente entre 0,027% et 0,082%. Comparés au cas
automatique, nos résultats varient d’une perte estimée de 14,5 produits (-0,004%) à un
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Expérimentations
Critère actif Critères passifs
z′ z FTM NbDep
<ConfigP - GroupeQ> 377515,67 66,5830 208,74 8802,17
<ConfigM - GroupeQ> 377498,40 21,8947 61,48 725,33
<ConfigG - GroupeQ> 377697,93 41,6019 116,08 9030,07
<ConfigP - GroupeQM> 377544,63 23,1486 66,69 1205,73
<ConfigM - GroupeQM> 377619,67 60,1000 202,06 11174,20
<ConfigG - GroupeQM> 377489,83 50,5769 169,30 10039,67
Tableau 5.26 – Performances pour l’optimisation des livraisons
Expérimentations
Critère actif Critères passifs
z z′ FTM NbDep
<ConfigP - GroupeQ> 19,4985 377359,17 57,33 532,60
<ConfigM - GroupeQ> 18,9774 377299,30 56,92 251,07
<ConfigG - GroupeQ> 17,7497 377564,97 52,08 197,23
<ConfigP - GroupeQM> 16,0521 377315,90 46,84 107,93
<ConfigM - GroupeQM> 15,4403 377460,00 45,41 58,07
<ConfigG - GroupeQM> 15,3540 377382,27 45,08 24,43
Tableau 5.27 – Performances pour l’optimisation des encours moyens
gain estimé de 193,6 produits (0,051%). Notre meilleure performance est donc supérieure
mais d’autres sont moins bonnes comme prévu. Ces diﬀérences relatives ont été calculées
par la formule z
′[PGL]−z′[Base]
z′[Base] où z
′[PGL] indique la performance atteinte par l’une des
expérimentations de notre approche et z′[Base] correspond à celle du cas statique ou
automatique suivant la comparaison faite.
La meilleure performance est attribuée à <ConfigG -GroupeQ> et non pas à <ConfigP
- GroupeQM> tel qu’attendu d’après la Figure 5.15. Cette dernière expérimentation se
retrouve en troisième position. Ceci montre clairement qu’un apprentissage basé sur seule-
ment 5 réplications peut conduire à des « erreurs » lors des diﬀérentes comparaisons entre
individus. En eﬀet, puisque les estimations ne sont pas assez précises, un individu estimé
meilleur qu’un autre peut s’avérer être moins bon après un plus grand nombre de réplica-
tions, ces dernières étant nécessaires pour réaliser une comparaison statistique. Ces erreurs
sont cependant acceptables compte tenu du temps de calcul qui aurait été nécessaire pour
que le processus soit davantage ﬁable.
Toujours d’après les résultats pour les livraisons (z′), nous pouvons observer que le
nombre moyen de déplacements induits est assez important : entre 0,99 et 15,31 par jour.
En passant maintenant à l’optimisation des encours (critère de performance z, Tableau
5.27), ce nombre se réduit considérablement : entre 1,02 et 22,19 déplacements mais cette
fois-ci par mois. Ici encore, toutes nos solutions surpassent de loin le cas statique avec
un gain estimé pour z entre 98,93% et 99,15%. Le cas automatique représente cependant
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un seuil inférieur à nos solutions dont l’écart estimé est situé entre 3,45% et 31,38%.
Bien évidemment, puisqu’il s’agit maintenant d’un problème de minimisation, la formule
calculant les diﬀérences relatives a été adaptée : z[Base]−z[PGL]
z[Base]
.
Le nombre total de commandes reçues par le système correspond à la somme entre
les encours et les produits livrés. Les critères de performance z et z′ ne sont donc pas
à priori contradictoires. En revanche, puisque z est minimisé d’après sa valeur moyenne
pendant toute la période d’étude, celle-ci peut osciller pendant la simulation. z′ est quant
à lui maximisé en considérant sa valeur courante à la ﬁn de la période, donc il ne fait
qu’augmenter ou au pire stagner au fur et à mesure de la simulation. Ainsi, z′ reﬂète moins
la performance générale du système : si les demandes livrées l’ont été sans aucun délai ou
avec de très longs temps d’attente, la performance qui en découle sera exactement la même.
Minimiser les encours moyens (z) nous semble plus réaliste et pourrait par ailleurs favoriser
une meilleure cadence de la production puisque FTM semble proportionnellement lié à ce
critère d’après les valeurs obtenues. Par conséquent, seul z sera conservé dans les analyses
qui suivent, les autres critères apparaissant à titre indicatif.
5.3.4.2 Analyse de la nervosité
5.3.4.2.1 Description
Nous avons pu remarquer que le nombre de changements pour arriver à de telles
performances n’est pas négligeable. Il est aussi peu réaliste pour un environnement réel.
Cette constatation nous a conduits à chercher une solution aﬁn de réduire la nervosité du
système (Section 2.3.1.2).
Nous avons constitué un nouveau scénario de test qui peut être décrit comme suit.
D’une part, nous ajoutons le nombre de changements comme deuxième critère de perfor-
mance de notre problème. Puisque ce n’est pas un objectif préalablement identiﬁé, nous
nous limitons ici à une optimisation dite hiérarchique : nous cherchons à minimiser en prio-
rité le niveau des encours. Pour deux solutions équivalentes vis-à-vis de ce critère, celle
impliquant le moins de changements est la meilleure. D’autre part, nous ﬁxons Hmin,1 = 1
jour. Bien que permettre un déplacement par jour ne semble toujours pas réaliste, ceci
constitue la deuxième et dernière valeur possible pour Hmin,1 (Section 5.3.2.1), ce qui
suppose des machines très mobiles (donc faciles à déplacer et à remettre en production).
5.3.4.2.2 Résultats quantitatifs
Le Tableau 5.28 ci-dessous détaille les résultats obtenus pour ce nouveau groupe de
test.
Nous pouvons remarquer que la solution proposée reste très simple mais eﬃcace. Seule
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Expérimentations
Critères actifs Critères passifs
z (1er) NbDep (2ème) z′ FTM
<ConfigP - GroupeQ> 15,6765 18,20 377364,60 45,89
<ConfigM - GroupeQ> 15,7219 14,33 377339,27 46,16
<ConfigG - GroupeQ> 15,7481 18,63 377397,30 46,22
<ConfigP - GroupeQM> 43,0174 721,67 377293,20 139,05
<ConfigM - GroupeQM> 15,5787 12,67 377526,17 45,65
<ConfigG - GroupeQM> 15,7113 21,27 377323,50 46,50
Tableau 5.28 – Performances pour l’optimisation des encours puis du nombre de déplace-
ments avec interdiction de plus d’un déplacement par jour
l’expérimentation <ConfigP - GroupeQM> a présenté une véritable dégradation de per-
formance, c’est pourquoi nous n’en tiendrons pas compte dans les analyses qui suivent.
Avec le GroupeQ qui n’a pas d’information sur la répartition courante des machines, les
valeurs obtenues pour les encours (z) sont signiﬁcativement plus performantes qu’avant
(revoir Tableau 5.27), et ce d’après des tests t de Student. Par ailleurs, nous avons mainte-
nant au maximum un changement par mois, voire un tous les deux mois. Ceci s’avère bien
plus acceptable d’autant plus que les performances restent bonnes : nous avons au maxi-
mum 2,57% de perte estimée par rapport à la meilleure performance lorsque Hmin,1 = 1
heure. Cela représente un écart estimé de 6,10% vis-à-vis du seuil inférieur (scénario
Automatique, Tableau 5.20).
5.3.4.3 Analyse de l’arbre de décision généré
Complétons l’interprétation des résultats de cet exemple par une analyse qualitative en
utilisant la logique décisionnelle obtenue par l’expérimentation <ConfigG - GroupeQM>
du Tableau 5.27, c’est-à-dire celle ayant la meilleure performance estimée. Son code eﬀectif
est illustré dans la Figure 5.16.
Les informations eﬀectives sont ici facilement identiﬁables et nous permettent d’évaluer
la cohérence de ce qui est proposé dans les diﬀérentes circonstances. Nous analyserons les
neuf décisions une à une, de la gauche vers la droite. Rappelons que -1 et +1 indiquent
respectivement un déplacement de l’AtelierA vers l’AtelierB et vice-versa.
Pour la première décision, l’AtelierA contient 6 machines et aucun déplacement ne sera
fait. Cette décision semble problématique : une fois NbMA,t = 6, plus aucune adaptation
ne peut être faite. Nous verrons cependant que les deux prochaines décisions ne permettent
pas d’atteindre cette situation, ce qui la rend donc sans conséquence. En eﬀet, si l’AtelierA
contient 5 machines, deux seules décisions sont envisagées. Ainsi, la deuxième décision
correspond au cas où l’AtelierB s’auto-suﬃt n’induisant pas de déplacement. La troisième
montre quant à elle qu’une machine sera déplacée vers l’AtelierB si celui-ci est surchargé
(nqB,t ≥ 37). Puisqu’un seul déplacement est fait à la fois, seul NbMA,t = 5 pourrait être
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Figure 5.16 – Meilleure solution pour l’adaptation de la répartition des machines
à l’origine de la répartition 〈6; 1〉 mais jamais une décision dans ce sens n’est proposée.
Pour les six prochaines décisions, l’AtelierA compte au plus 4 machines. Si ce même
atelier a une certaine charge (nqA,t > 35) mais que l’autre aussi (nqB,t > 17), c’est
l’AtelierB qui a la priorité, la quatrième décision indiquant qu’un déplacement sera fait
vers lui. En revanche, si l’AtelierB a un nombre réduit de produits à traiter, soit l’AtelierA
n’est pas surchargé et la cinquième décision n’entraînera aucun changement, soit il l’est
(nqA,t ≥ 47) et recevra une machine grâce à la sixième décision.
Si maintenant la charge de l’AtelierA est limitée (nqA,t ≤ 35), deux cas se présentent.
Le premier intervient lorsque la charge de l’AtelierB est élevée. Il entraîne la septième
décision lorsque moins de 4 machines sont dans l’AtelierA : rien ne sera changé. Il entraî-
nera en revanche la huitième décision si cet atelier compte exactement 4 machines : un
déplacement vers l’AtelierB. Terminons par le deuxième cas, valable lorsque la charge de
l’AtelierB est bornée à 52 produits. La neuvième et dernière décision résultante n’appor-
tera aucun changement à la répartition des machines dans le système.
Notons que diﬀérents seuils sont utilisés pour évaluer la charge de nos deux ateliers.
Ceci permet de réagir de façon plus appropriée et selon chaque situation spéciﬁque. L’ex-
pertise entièrement construite par notre approche semble pertinente. Les déplacements
sont déclenchés lorsqu’un atelier nécessite une machine supplémentaire mais jamais au
détriment de l’autre atelier. De plus, l’algorithme a pu identiﬁer dans une situation inter-
médiaire la priorité d’un atelier par rapport à l’autre. Il s’avère donc capable d’analyser
certains cas plus délicats, moins évidents pour un décideur.
Par son format simple, l’arbre peut être interprété et utilisé directement par des ges-
tionnaires. Cette simplicité de lecture nous permet également de vériﬁer la validité des ac-
tions à entreprendre. Une seule des actions suggérées est susceptible de violer la Contrainte
5.4, il s’agit de celle en gras dans la Figure 5.16. En eﬀet, le déplacement d’une machine de
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l’AtelierA vers l’AtelierB n’est pas possible si le premier atelier ne contient qu’une seule
machine. Cependant, cette information n’est pas prise en compte dans le cheminement
jusqu’au déclenchement de la décision. Une correction est faite par le modèle de simula-
tion si besoin est, ce qui nous conduit à la logique décisionnelle de la Figure 5.17. Notons
que dans cette dernière, nous avons également éliminé la première branche qui n’était pas
atteignable.
Figure 5.17 – Meilleure solution pour l’adaptation de la répartition des machines après
correction
5.4 Adaptation simultanée de la répartition des ma-
chines et de la politique de réapprovisionnement
dans un réseau intra-entreprise
5.4.1 Contexte
Ce troisième et dernier cas d’étude s’applique aussi à un réseau logistique intra-
entreprise. Il s’agit plus précisément d’une adaptation du cas précédent de façon à le
rendre plus complexe. L’objectif est d’analyser l’eﬃcacité de notre approche lors du trai-
tement de plus d’une décision à la fois. Pour ce faire, le cas inclut la notion de politique
de réapprovisionnement (Figure 5.18). Pour plus de détails sur cette dernière, se réfé-
rer à [Giard 2003, Ben Ammar 2014] ou également à des travaux tels que [Whybark et
Williams 1976, Grasso et Taylor III 1984] qui ont cherché à comparer diﬀérentes politiques
appliquées à des environnements variés.
Signalons que, à notre connaissance, ce problème combiné que nous proposons de
traiter n’a jamais fait l’objet de publications dans la littérature.
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Figure 5.18 – Schéma simpliﬁé d’un système à ressources partagées et incluant l’appro-
visionnement
5.4.2 Description du système
5.4.2.1 Éléments constituant le système
Ce nouveau système de production possède deux gammes principales de produits,
ProduitA et ProduitB, chacune subissant respectivement des opérations dans l’AtelierA
et l’AtelierB. Ces ateliers restent comme dans l’exemple précédent dédiés à une gamme
de produit exclusive. Nous gardons l’indice w ∈ W = {A;B} pour faire référence à la
gamme de produit ou désigner l’atelier associé. Le système compte un total de Cap = 7
machines polyvalentes pouvant produire le ProduitA ou le ProduitB suivant l’atelier où
elles se trouvent. Les temps de traitement suivent une distribution exponentielle dont la
moyenne est de 15 minutes, et ce indépendamment de la machine et de la gamme de
produit : μA = μB = 115 .
Le processus de fabrication d’un produit est ici agrémenté d’une étape supplémentaire.
Ainsi, un produit de gamme w, après traitement sur une machine de l’Atelierw, subit en
plus une opération d’assemblage. Cette dernière est réalisée dans un troisième atelier
dédié (à l’assemblage) dont la capacité est toujours suﬃsante et qui peut traiter aussi
bien le ProduitA que le ProduitB. Il arrive cependant que les composants à assembler ne
soient pas toujours disponibles en quantités nécessaires. Pour être accomplie, l’opération
d’assemblage requiert un produit semi-ﬁni (sortant de l’un des deux ateliers en amont)
ainsi que la quantité exacte de composants nécessaire à ce dernier.
En fait, chacune des gammes principales de produits compte ici un certain nombre
de variantes. Ces dernières diﬀèrent uniquement dans l’assemblage par leur nombre de
composants qui peut varier de 1 à 25, le plus courant étant de 10.
Le système possède une zone de stockage pouvant accueillir un maximum de SCMax =
43500 unités de ces composants dont la fabrication est sous-traitée à un fournisseur unique.
Ce dernier travaille selon deux politiques d’approvisionnement possibles. La première, dite
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périodique et notée PolitiqueΔ, se base sur une livraison à des intervalles de temps ﬁxes, ici
une fois par semaine (Δreappro = 7 · 24h). Dans ce cas, la commande stipulant la quantité
exacte de composants à livrer doit être passée 1 heure avant la livraison (δFΔ = 1h).
Cette quantité est calculée par la formule SCMax − SCt où SCt est la quantité en stock
au moment de la commande. La deuxième politique d’approvisionnement se base quant
à elle sur un seuil d’alerte. Elle est dite à point de commande et est notée PolitiqueSeuil.
Ce seuil, établi ici à 5500 unités, déclenche une demande de réapprovisionnement visant à
remplir de nouveau la zone de stockage. Ainsi, au moins 38000 unités seront commandées
à chaque fois. Cette valeur peut aller jusqu’à 38024 lorsque l’on a 5501 unités en stock
et que le produit déclenchant le réapprovisionnement en a sollicité le maximum possible
(donc 25). Puisqu’ici le fournisseur contrôle moins la situation (il n’a pas de prévision sur
la date de livraison), la commande doit être passée 1 jour à l’avance (δFS = 24h).
Ces deux politiques sont basées sur celles couramment utilisées pour la gestion des
stocks. Dans la littérature, la PolitiqueΔ est notée (T, S) alors que la PolitiqueSeuil est
notée (s, S). La première permet plus de maîtrise du processus comme un tout alors que la
deuxième a tendance à être moins onéreuse mais les deux peuvent avoir des performances
équivalentes selon la déﬁnition de la période et du seuil de réapprovisionnement [Giard
2003].
Le but dans ce système est de rester le plus rentable possible en termes de coûts
de stockage. L’objectif G prend alors en compte les diﬀérents coûts engendrés par les
produits, que ce soit avant tout traitement, durant ou après la première étape de leur
processus de fabrication. Considéré comme un coût ﬁxe, l’assemblage n’est quant à lui
pas pris en compte. En revanche, les coûts concernant le stockage de composants le sont.
Le capital immobilisé par la détention d’un produit semi-ﬁni est 10 fois plus élevé que
celui avant et durant le traitement par l’AtelierA ou l’AtelierB. Ce dernier est quant à
lui de 1 mais reste 10000 fois plus élevé que celui pour le stockage des composants. La
fonction objectif est donc donnée par la minimisation de ces coûts moyens pour la période
d’étude :
Minimiser z = E[wipA + wipB + 10 · wipSF + 10−4 · wipcomp] (5.10)
où wipw correspond aux encours moyens de la gamme w jusqu’à la ﬁn de leur traitement
dans l’Atelierw, wipSF au nombre moyen de semi-ﬁnis en attente de composants pour
l’assemblage et wipcomp au nombre moyen de composants en stock. Aucune diﬀérentiation
n’est faite quant au capital immobilisé selon les gammes principales et/ou leurs variantes.
Notons que wipw est lié à la bonne répartition des machines tandis que les deux autres le
sont à une bonne gestion du stock.
5.4.2.2 Adaptabilité du système
Pour permettre de mieux atteindre les objectifs énoncés, l’aspect adaptatif du système
concerne d’une part le nombre de machines sur l’AtelierA et l’AtelierB et d’autre part la
politique de réapprovisionnement à adopter qui peut également varier. Nous avons cette
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fois-ci deux objets modiﬁables (J = 2), chacun ayant un seul attribut variable (K1 =
K2 = 1). Ainsi, O = {o1; o2}, où o1 représente le groupement des ateliers à l’exception de
celui d’assemblage et o2 le stock de composants. Pour pouvoir tirer proﬁt de la ﬂexibilité
du système, nous comptons sur deux types de changement (L = 2) : C = {c1; c2}. Le
premier, c1, représente le déplacement de machines. Le second, c2, représente quant à lui
le changement de politique de réapprovisionnement.
Cette description sera détaillée dans ce qui suit. Il en sera de même pour les deux
variables de décision (N = 2) qui découlent du problème d’adaptation associé.
5.4.2.2.1 Répartition de machines
Concentrons-nous d’abord sur le premier objet, à savoir le groupement des ateliers,
pour lequel les observations sont les mêmes que pour l’exemple précédent. Elles seront re-
prises ici mais de façon plus succincte. Le fait d’avoir un unique objet qui réunit l’AtelierA
et l’AtelierB est explicable mais surtout cohérent avec le problème traité : nous ne nous
intéressons pas ici à la position précise de chaque machine au sein d’un atelier mais uni-
quement à leur appartenance à un atelier ou à l’autre. Un déplacement de machine est
donc fait entre les ateliers, ces derniers étant modiﬁés par la même occasion.
Le vecteur d’attributs variables correspondant est A1 = 〈a1,1〉 où a1,1 représente
la répartition des machines. Si l’on considère son instanciation dans le temps, a1,1,t =
〈NbMA,t;NbMB,t〉, où chaque composante NbMw,t correspond au nombre de machines à
l’instant t dans un Atelierw donné. Par ailleurs, il doit y avoir à tout instant au minimum
une machine dans chaque Atelierw de ce système. Puisque le nombre total de Cap ma-
chines est ﬁxe et réparti entre les deux ateliers (NbMA,t+NbMB,t = Cap = 7, ∀t), il n’est
pas possible d’en avoir plus que Cap−1 = 6 dans chaque Atelierw. Ceci peut être exprimé
par la Contrainte 5.11 qui, lorsqu’elle est satisfaite pour un atelier, l’est également pour
l’autre :
1 ≤ NbMw,t ≤ 6, ∀w, t (5.11)
Nous avons donc toutes les répartitions possibles des machines dans le système : E1,1 =
{〈1; 6〉; 〈2; 5〉; 〈3; 4〉; 〈4; 3〉; 〈5; 2〉; 〈6; 1〉}. Pour pouvoir les exploiter, la variable de décision
d1,t est utilisée. Comme décrit dans l’exemple précédent, il s’agit d’un entier qui précise
le nombre de machines à déplacer par sa valeur absolue et la direction du déplacement
par son signe. Dans notre système, une seule machine peut être déplacée à la fois, ainsi
D1 = [−1; 1] : +1 représente un déplacement de l’AtelierB vers l’AtelierA, -1 de l’AtelierA
vers l’AtelierB alors que 0 est l’action par défaut consistant à ne rien déplacer. La nouvelle
répartition 〈NbMA,t;NbMB,t〉 := 〈NbMA,t + dt;NbMB,t− dt〉 doit satisfaire la Contrainte
5.11.
Les déplacements entre ateliers prennent Hdure´e,1 = 1 heure et sont ici associés à
l’horizon décisionnel HD,1 d’ordre tactique. À compter du début d’un déplacement, aucun
165
Chapitre 5. Applications
autre ne pourra être fait pendant Hmin,1 = 1 jour. Une telle valeur de Hmin,1 assure une
stabilité minimale au système tout comme le non chevauchement de deux déplacements
lorsque le premier a déjà été démarré.
5.4.2.2.2 Politique de réapprovisionnement
Passons maintenant au deuxième objet, le stock de composants, pour lequel plus de
précisions devront être données. Nous avons le vecteur d’attributs variables A2 = 〈a2,1〉
où a2,1 représente la politique de réapprovisionnent, son instanciation dans le temps a2,1,t
indiquant celle en cours à l’instant t. Deux seules possibilités sont proposées par le four-
nisseur, PolitiqueΔ et PolitiqueSeuil. Pour traiter plus facilement cet attribut qualitatif,
elles seront représentées ici par des entiers : la première par 1 et la seconde par 2. Ainsi
E2,1 = {1; 2}.
Pour tirer proﬁt de cette ﬂexibilité permise par le fournisseur, la variable de décision
d2,t est utilisée dans la formulation de notre problème d’adaptation. Nous nous servons ici
encore d’un entier pour lequel trois valeurs sont possibles : +1 représente un changement
vers la PolitiqueSeuil (donc vers 2), -1 vers la PolitiqueΔ (donc vers 1) et l’action par
défaut 0 indique quant à elle de rester sur la politique en cours. La nouvelle politique est
obtenue par la formule a2,1,t =: a2,1,t + d2,t. Pour que seules les valeurs autorisées soient
obtenues, ces actions sont redéﬁnies comme suit :
d2,t :=
⎧⎨
⎩
min{d2,t; 2− a2,1,t} si d2,t = 1
max{d2,t; 1− a2,1,t} si d2,t = −1
d2,t si d2,t = 0
(5.12)
Ainsi, les actions pour changer vers une politique donnée reviendront parfois à ne rien
faire puisque la politique souhaitée correspond à celle déjà adoptée.
Le temps de mise en place d’un changement de politique implique des procédures
administratives mais pas de contraintes au niveau du fonctionnement du système. Il est
donc négligeable : Hdure´e,2 = 0. Il n’en est cependant pas de même pour son temps
minimal de validité Hmin,2. Justement et en raison de l’aspect administratif, il ne serait
pas pertinent de changer sans arrêt une politique de réapprovisionnement (voir discussion
sur la nervosité dans la Section 2.3.1.2). La ﬂexibilité ici oﬀerte ne l’est donc que de façon
limitée. Cette limitation est ici exprimée sous la forme d’une durée minimale Hmin,2 lors
de chaque contrat établit avec le fournisseur spéciﬁant la politique pour la livraison de
composants. Dans notre cas, Hmin,2 = 30 jours, ce qui nous mène à un horizon décisionnel
HD,2 également d’ordre tactique. Le même type de décision serait cependant d’ordre
stratégique si le contrat était plus restrictif (c’est-à-dire Hmin,2 plus élevé).
Avant de détailler le fonctionnement du système d’une façon plus générale, signalons
une de ses facettes induite par Hdure´e,2 = 0. Lorsque le contrat est modiﬁé de la PolitiqueΔ
vers la PolitiqueSeuil, le prochain réapprovisionnement est déclenché dès que le seuil
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d’alerte est franchi, y compris s’il l’est déjà. Dans ce cas, la commande risque de compter
plus de composants que les 38000 habituellement commandés lorsque la PolitiqueSeuil est
déjà en place. Lors d’une modiﬁcation inverse, donc de la PolitiqueSeuil vers la PolitiqueΔ,
la date de la prochaine commande est quant à elle calculée par rapport à la date de la
commande qui lui précède selon la PolitiqueSeuil. Elle peut ici encore être immédiate si
la dernière commande a été passée il y a plus longtemps que Δreappro.
5.4.2.3 Fonctionnement du système
Tous ces éléments étant introduits, passons à la dynamique du système. Celui-ci dé-
marre avec son processus de fabrication vide et le stock de composants rempli à son
maximum SCMax. Nous avons au départ 3 machines dans l’AtelierA et 4 dans l’AtelierB.
Le contrat en cours avec le fournisseur désigne la PolitiqueΔ pour le réapprovisionnement.
Le fonctionnement du système peut être décrit comme suit. Il n’y a pas de prévision
sur la demande future et ce sont les commandes arrivant selon un processus de Poisson
qui déclenchent la production. Toute commande arrive directement dans l’AtelierA ou
l’AtelierB qui la concerne. Il n’y a pas de diﬀérenciation entre les machines dans un
même atelier ni de priorité entre diﬀérentes commandes. Les commandes en attente d’une
machine libre restent donc dans une ﬁle d’attente commune à toutes les machines d’un
atelier et sont traitées selon leur ordre d’arrivée (FIFO).
Une fois le traitement initial d’un produit terminé, la machine correspondante est
libérée. Ceci déclenche potentiellement le processus de prise de décision quant à l’adap-
tation ou non du système à cet instant. Si la machine libérée n’est pas sollicitée pour
un déplacement, elle pourra alors se charger d’un nouveau produit en attente. Sinon, elle
reste inopérable pendant la durée de son déplacement suite auquel elle pourra se charger
d’un produit dans son atelier de destination. Notons que la décision de déplacement peut
également concerner non pas la machine qui l’a déclenchée mais une machine de l’atelier
« voisin ». Par ailleurs, la décision sur la politique de réapprovisionnement est également
prise à cette même occasion.
Un produit dont le traitement est ﬁni se dirige vers la prochaine étape du processus,
c’est-à-dire vers l’atelier d’assemblage. Le temps de transport est négligeable. En revanche,
pour que l’opération puisse démarrer, il lui faut un nombre de composants spéciﬁque non
pas à la gamme principale mais à la variante qu’il représente. Si ces composants ne sont
pas tous disponibles, le produit reste dans une zone de stockage intermédiaire jusqu’à
ce qu’une nouvelle livraison de composants soit faite. Puisque l’assemblage ne représente
pas une contrainte au fonctionnement du système, le processus en lui-même n’est pas
analysé : une durée symbolique d’une minute lui est attribuée suite à laquelle le produit
est considéré comme livré au client.
C’est donc entre les deux étapes du processus de fabrication que les décisions d’adap-
tation peuvent être prises. Autrement dit, lors de la ﬁn du traitement d’un produit par
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l’AtelierA ou l’AtelierB et avant que son assemblage démarre. Ceci déﬁnit l’événement
déclencheur pris en compte et partiellement notre stratégie de déclenchement T . Celle-ci
concerne les deux types de décision pris en charge simultanément par ce système : le
déplacement (ou non) d’une machine et le changement (ou non) de la politique de ré-
approvisionnement. Notons cependant qu’ils ont tous les deux des restrictions qui leur
sont propres. Le premier est soumis à la condition de ne pas avoir un autre déplacement
en cours, le deuxième à celle d’avoir franchi la période minimale établie pour le contrat
avec le fournisseur. Ainsi, même si les deux décisions sont prises en simultané, une seule
est parfois eﬀective et donc eﬀectuée. Si une condition n’est pas vériﬁée à l’instant t, la
décision spéciﬁque qu’elle concerne sera annulée pour cet instant en lui associant la valeur
par défaut de 0 (ne rien faire). Si en revanche aucune des conditions n’est vériﬁée, la prise
de décision sera « inhibée » : elle n’aura donc pas lieu car l’occurrence de l’événement
déclencheur est sujette à la vériﬁcation d’au moins une des conditions préalables pour
déﬁnir complètement T .
En accord avec la description du système, les deux décisions possibles cherchent à
minimiser le coût total que représentent les encours et le stock de composants (objectifs
dans G évalués par leur valeur moyenne sur une période d’étude). Elles seront toutes les
deux prises par une logique décisionnelle unique centralisée (structure S). Cette logique
sera trouvée ici par notre approche de programmation génétique linéaire basée sur la
simulation (mécanisme de changement M). Elle se base sur le nombre de produits nqw,t
à l’instant t dans la ﬁle d’attente de chaque Atelierw et éventuellement sur le nombre de
machines NbMA,t à cet instant (donc indirectement sur NbMB,t). Elle a également accès
à l’écart-type du nombre de composants utilisés par produit. Noté varCompt et calculé à
partir des 100 dernières commandes entrées dans le système (historique), il nous donne un
indicateur sur la variabilité dans la demande par composants. Ainsi, nqA,t, nqB,t, NbMA,t
et varCompt constituent notre vecteur de variables d’état St, partie dynamique de notre
ensemble d’informations I.
Nous venons de montrer que notre cadre conceptuel et notre formalisation sont appro-
priés à des systèmes d’où découle un problème « multi-décision ».
5.4.2.4 Variation de la demande
Pour illustrer notre approche, nous avons introduit dans notre modèle de simulation
des variations au niveau de l’arrivée des commandes au cours du temps. Ces variations
auxquelles le système devrait s’adapter sont régies par l’évolution de la moyenne d’un pro-
cessus de Poisson. Plus précisément, les changements des durées moyennes inter-arrivées
(diaw = 1λw ) peuvent être représentés en termes de gammes principales (ProduitA et
ProduitB) ou de leurs variantes (besoin de composants). Deux patterns seront étudiées :
Pattern3M,6S et Pattern6M,3S pour lesquelles les valeurs des diaw seront indiquées en
minutes.
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Ici, les demandes pour les ProduitA et ProduitB s’inversent littéralement : au départ
nous avons diaA = 5, 95 et diaB = 4, 3, puis c’est le contraire et ainsi de suite tout au
long de la période d’étude. Ces changements faits tous les 3 mois pour la Pattern3M,6S
et tous les 6 mois pour la Pattern6M,3S (Figure 5.19) devraient engendrer des besoins de
déplacements de machines.
Figure 5.19 – Patterns utilisées pour la variation des gammes principales dans la simu-
lation
Si maintenant ces demandes sont détaillées selon leur variante, le besoin en composants
peut être plus au moins « dispersé ». La proportion des variantes fait que deux situations se
présentent. Dans la première, 75% des commandes requièrent 10 composants alors que les
25% restant en requièrent entre 1 et 25. Dans la seconde, seulement 10% des commandes
requièrent 10 composants alors que 90% en requièrent entre 1 et 25. La portion variable
est modélisée par une loi triangulaire de mode 10. Au départ le système se trouve dans la
première situation. Les changements se font tous les 3 mois pour la Pattern6M,3S et tous
les 6 mois pour la Pattern3M,6S (Figure 5.20). Dans la littérature, il a été identiﬁé qu’une
PolitiqueSeuil est plus adéquate lorsque le système est confronté à des variations au niveau
de la demande [Whybark et Williams 1976, Grasso et Taylor III 1984] tandis que le délai
de réapprovisionnement inférieur de la PolitiqueΔ devrait favoriser cette dernière dans
des conditions plus stables. Ainsi, les variations de la proportion des variantes devraient
être à l’origine de changements de politique de réapprovisionnement.
Figure 5.20 – Patterns utilisées pour la variation du besoin de composants dans la
simulation
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5.4.3 Conditions d’expérimentations
5.4.3.1 Généralités
Les conditions d’expérimentation sont toujours les mêmes que celles énoncées dans la
Section 5.2.3.1. Rappelons que nous avons un apprentissage sur la base de 5 réplications
de la simulation, puis la meilleure solution est simulée de nouveau sur 30 réplications.
Comme pour l’exemple précédent, nous déﬁnissons pour nos expérimentations une
durée de simulation équivalente à 2 ans de fonctionnement du système de production
(Section 5.3.3.1). En absence de travaux connus dans la littérature, les comparaisons
seront encore une fois faites par rapport à des cas « statique » et « automatique » (Section
5.3.3.3), ces derniers faisant l’objet de la section qui suit.
5.4.3.2 Valeurs de référence pour la comparaison de nos résultats
Nous déﬁnissons le cas automatique pour chacune des deux patterns utilisées comme
suit : le changement dans la moyenne des durées inter-arrivées des demandes tout comme
celui dans le besoin de composants sont détectés sans aucun délai et l’adaptation la plus
adéquate est mise en œuvre. Celle-ci peut concerner le déplacement de machines et/ou le
changement de politique de réapprovisionnement :
• La répartition des machines commence à 〈3; 4〉. Avec la Pattern3M,6S, elle passe au
bout de 3 mois à 〈4; 3〉 pour revenir 3 mois plus tard à la situation de départ (〈3; 4〉)
et ainsi de suite. La Pattern6M,3S reprend la précédente mais avec un intervalle de
6 mois.
• La politique de réapprovisionnement commence quant à elle avec la PolitiqueΔ. Avec
la Pattern3M,6S, elle passe au bout de 6 mois vers la PolitiqueSeuil pour revenir 6
mois plus tard vers la PolitiqueΔ de départ et ainsi de suite. Avec la Pattern6M,3S,
seul change l’intervalle qui est de 3 mois.
Comme pour l’exemple précédent, la détection d’un changement et la déﬁnition de
l’adaptation la plus adéquate ont été possibles grâce à la connaissance de la pattern utilisée
(Figures 5.19 et 5.20) et en ayant recours à la simulation.
Le cas statique quant à lui ne change pas avec la pattern. Il correspond à une répartition
ﬁxe des machines et à une même politique de réapprovisionnement tout au long de la
période d’étude. Puisque nous avons vu pour l’exemple précédent que parmi les diﬀérentes
possibilités, les plus pertinentes sont celles qui correspondent à une période de la pattern
utilisée, nous considérerons les 4 combinaisons suivantes : une répartition 〈3; 4〉 avec une
PolitiqueΔ ; 〈3; 4〉 avec PolitiqueSeuil ; 〈4; 3〉 avec PolitiqueΔ ; 〈4; 3〉 avec PolitiqueSeuil.
Nous avons simulé 30 réplications de 2 ans de fonctionnement du système avec chacune
d’entre elles pour en obtenir les performances (Équation 5.10), et ce pour les deux patterns.
Les résultats sont explicités dans le Tableau 5.29.
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Pattern3M,6S Pattern6M,3S
〈3; 4〉 - PolitiqueΔ 2222,7077 3435,2455
〈3; 4〉 - PolitiqueSeuil 2096,5273 3343,4186
〈4; 3〉 - PolitiqueΔ 2552,1474 4597,0482
〈4; 3〉 - PolitiqueSeuil 2410,7416 4453,5859
Tableau 5.29 – Performances pour les cas statiques de répartition de machines et de
politique de réapprovisionnement
Parmi ces cas sans changements, nous retenons le « meilleur » pour nos comparaisons
qui suivront, à savoir la répartition 〈3; 4〉 avec la PolitiqueSeuil pour les deux patterns.
Le Tableau 5.30 reprend ce cas et ajoute les performances obtenues pour le cas automa-
tique que nous utiliserons également. La diﬀérence considérable entre les deux cas, et ce
indépendamment de la pattern en cours, témoigne de l’importance d’une bonne logique
décisionnelle pour aider les adaptations.
Pattern3M,6S Pattern6M,3S
Automatique 27,4228 28,1912
Statique 2096,5273 3343,4186
Tableau 5.30 – Performances pour les cas de référence retenus pour le problème de répar-
tition de machines et de politique de réapprovisionnement
Passons maintenant à la déﬁnition des éléments nécessaires à une résolution par pro-
grammation génétique linéaire.
5.4.3.3 Formulation du problème dans le cadre de la programmation géné-
tique linéaire
Pour nos décisions d’adaptation, nous avons un registre de sortie unique mais à deux
dimensions : TA = {dt} = 〈d1,t; d2,t〉. D’après leur déﬁnition, ces deux variables de décision
peuvent prendre leur valeur dans l’intervalle [-1 ; 1] : TCA = D = {[−1; 1]× [−1; 1]}.
Pour satisfaire la Contrainte 5.11 sur le nombre minimum de machines dans chaque
atelier, nous utiliserons le même traitement de correction de l’exemple précédent. L’action
d1,t proposée par la logique décisionnelle est ainsi modiﬁée au besoin comme suit, et ce
directement dans notre modèle de simulation :
d1,t :=
⎧⎨
⎩
min{d1,t; 6−NbMA,t} si d1,t = 1
max{d1,t; 1−NbMA,t} si d1,t = −1
d1,t si d1,t = 0
(5.13)
Les registres mémoire d’entrée sont quant à eux composés des variables d’état expli-
citées dans la section précédente : TV = {nqA,t;nqB,t;NbMA,t; varCompt} où la dernière
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illustre un exemple d’utilisation de données historiques résumées par un indicateur. Ces
variables seront comparées à des seuils pouvant prendre des valeurs dans des intervalles
déﬁnis par TCV . Les trois premières variables sont entières tandis que la quatrième est
réelle. Pour réduire l’espace de recherche, l’intervalle associé à cette dernière est discrétisé
de sorte à prendre en compte les valeurs ayant au maximum deux décimales (Section 4.6.1).
Nous avons TCV = {[2; 50]; [2; 50]; [2; 5]; [1; 5]}. Encore une fois, quelques tests seront faits
sans inclure la variable d’état NbMA,t associée à la variable de décision d1,t.
Nous utilisons des comparateurs d’égalité, de supériorité et d’infériorité. Notons ce-
pendant que le test d’égalité n’est pas souvent pertinent pour une variable réelle. De plus,
ce n’est en général pas la valeur précise du nombre de produits dans une ﬁlle d’attente qui
nous intéresse. Ainsi, pour réduire partiellement la redondance et l’espace de recherche, le
comparateur d’égalité n’est retenu que pour la variable NbMA,t. L’ensemble d’instructions
peut alors être décrit comme suit :
• dt = 〈0; 0〉
• if ({nqA,t;nqB,t} {>;<} {[2 ; 50]}) jumpTo label
• if ({nqA,t;nqB,t} {>;<} {[2 ; 50]}) dt = 〈 {[-1 ; 1]} ; {[-1 ; 1]} 〉
• if (NbMA,t {=;>;<} {[2 ; 5]}) jumpTo label
• if (NbMA,t {=;>;<} {[2 ; 5]}) dt = 〈 {[-1 ; 1]} ; {[-1 ; 1]} 〉
• if (varCompt {>;<} {[1 ; 5]}) jumpTo label
• if (varCompt {>;<} {[1 ; 5]}) dt = 〈 {[-1 ; 1]} ; {[-1 ; 1]} 〉
où la forme que prend l’aﬀectation pure déﬁnit « ne rien faire » comme action par défaut
pour nos deux variables.
Pour la taille des individus, les valeurs moyenne et maximale varient selon l’activation
ou non des deux instructions sur le nombre de machines, ce qui est conditionné par
l’utilisation du GroupeQMV ou du GroupeQV . Le Tableau 5.31 résume les valeurs minimale
et maximale utilisées et valables tout au long de l’évolution ainsi que la moyenne et l’écart-
type paramétrant l’initialisation aléatoire selon une distribution normale.
Tailles d’individus GroupeQV GroupeQMV
Minimale 7 7
Maximale 35 70
Moyenne 13 25
Écart-type 5 5
Tableau 5.31 – Paramètres concernant les individus pour le problème de la répartition des
machines et de la politique de réapprovisionnement
Les autres paramètres nécessaires au fonctionnement d’un algorithme de programma-
tion génétique linéaire restent les mêmes que pour l’exemple précédent et le Tableau 5.32
qui suit en fait un récapitulatif.
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Paramètres ConfigP ConfigM ConfigG
Vmax 25 50 100
Velite 4 8 15
Immortalité Non Non Non
NbOp 25 50 100
Pmax 100 100 100
Pstagne 50 50 50
Vtournoi 2 2 2
Tableau 5.32 – Conﬁgurations utilisées pour le problème de la répartition des machines
et de la politique de réapprovisionnement
5.4.4 Résultats
5.4.4.1 Convergence et temps de calcul
Nous avons un total de 6 expérimentations pour chacune des deux patterns : 2 conﬁ-
gurations pour un individu × 3 conﬁgurations pour la PGL. L’évolution de la meilleure
solution dans la population selon les diﬀérentes expérimentations est présentée dans la
Figure 5.21 pour la Pattern3M,6S et dans la 5.22 pour la Pattern6M,3S.
Figure 5.21 – Courbes d’apprentissage pour la Pattern3M,6S
Nous pouvons constater que l’expérimentation <ConfigG -GroupeQMV > (dotée d’une
plus grande population et ayant accès à toutes les informations) présente une meilleure
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Figure 5.22 – Courbes d’apprentissage pour la Pattern6M,3S
solution de départ pour les deux scénarios. Les performances ﬁnales sont cependant très
proches bien qu’une expérimentation soit en retrait pour chaque scénario. Il s’agit de
<ConfigP - GroupeQMV > pour la Pattern3M,6S et de <ConfigP - GroupeQV > pour la
Pattern6M,3S. Notons également que la convergence de <ConfigP - GroupeQV > est plus
faible que les autres. Dans tous les cas, nous pouvons encore une fois constater la capacité
de notre approche à apprendre.
Le Tableau 5.33 indique le temps de calcul et le nombre d’évaluations faites pour
l’obtention des résultats. Les valeurs des colonnes Temps sont ici données en jours.
Expérimentations
Pattern3M,6S Pattern6M,3S
Temps (j) NbEval Temps (j) NbEval
<ConfigP - GroupeQV > 2,96 4030 2,67 3987
<ConfigM - GroupeQV > 4,95 6992 6,54 7702
<ConfigG - GroupeQV > 9,49 14045 9,40 13961
<ConfigP - GroupeQMV > 3,38 4417 3,13 4136
<ConfigM - GroupeQMV > 4,40 6453 4,49 6802
<ConfigG - GroupeQMV > 9,06 13775 9,28 14209
Tableau 5.33 – Temps de calcul et nombre d’évaluations pour les diﬀérentes expérimen-
tations avec la PGL pour le problème de répartition de machines et de politique de
réapprovisionnement
Il a fallu entre 2,67 jours et 1,36 semaine de calcul hors ligne pour qu’un proces-
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sus d’apprentissage soit conclu. D’après le nombre d’évaluations (colonne NbEval), ceci
correspond à un temps moyen de 61,11 secondes pour l’évaluation de chaque solution.
Rappelons que la durée de simulation (2 ans) et le nombre de réplications (5) sont les
mêmes que dans l’exemple précédent pour lequel une solution sollicitait en moyenne 25,56
secondes. Ceci conﬁrme donc une constatation de nombreux travaux basés sur la simula-
tion : le temps d’évaluation devient plus important à mesure que le modèle de simulation
se complexiﬁe. Toutefois, la prise de décision en ligne à travers la logique décisionnelle
obtenue reste largement applicable.
5.4.4.2 Analyse des résultats quantitatifs
Le Tableau 5.34 présente les performances ﬁnales après les 30 réplications de la meilleure
solution retenue pour chaque combinaison <expérimentation, scénario>. Nous trouve-
rons également la valeur estimée du nombre de déplacements eﬀectués (NbDep) et celle
du nombre de changements de politique de réapprovisionnement (NbCP ). Ces valeurs
prennent en compte les 2 ans que représente la période d’étude et ne sont donc pas une
moyenne par unité de temps.
Expérimentations
Pattern3M,6S Pattern6M,3S
z NbDep NbCP z NbDep NbCP
<ConfigP - GroupeQV > 30,9027 56,27 1,00 53,8645 574,57 1,00
<ConfigM - GroupeQV > 30,3141 41,10 1,00 30,4772 46,37 1,00
<ConfigG - GroupeQV > 29,7760 19,93 1,00 69,9678 13,83 1,00
<ConfigP - GroupeQMV > 45,0530 15,83 14,33 45,1464 351,00 1,00
<ConfigM - GroupeQMV > 31,0370 37,73 9,07 32,1361 92,03 1,00
<ConfigG - GroupeQMV > 32,1344 82,27 6,53 38,0758 223,50 1,00
Tableau 5.34 – Performance estimée et nombre de changements pour les diﬀérentes expé-
rimentations avec la PGL pour le problème de répartition de machines et de politique de
réapprovisionnement
Notons que pour 75% des expérimentations, un seul changement de politique de réap-
provisionnement a été fait. C’est notamment le cas de la meilleure solution pour chaque
scénario. Puisqu’au départ c’est la PolitiqueΔ qui est en place, nous en déduisons que la
PolitiqueSeuil est prédominante : une fois celle-ci établie, nous ne revenons plus en arrière.
Cette conclusion n’est valable que pour l’exemple spéciﬁque étudié ici, c’est-à-dire pour
ce système donné et compte tenu de tous les paramètres nécessaires à la déﬁnition des
deux politiques.
Pour la Pattern3M,6S, le GroupeQV n’utilisant pas d’information sur la répartition
courante des machines a obtenu les meilleures performances. Pour la Pattern6M,3S, c’est
la ConfigM (de taille intermédiaire). De par ces résultats, conﬁrmés via des tests t de
Student, il ne nous est donc pas possible d’identiﬁer une expérimentation qui soit plus
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pertinente que les autres, c’est-à-dire, qui produise toujours de meilleurs résultats. Tou-
tefois et dans tous les cas, l’approche semble encore une fois robuste puisque les résultats
sont bien plus proches du cas automatique que du statique (revoir Tableau 5.30). Pour
nos meilleures solutions obtenues, la diﬀérence estimée par rapport au cas automatique
est de 8,58% pour la Pattern3M,6S et de 8,11% pour la Pattern6M,3S.
5.4.4.3 Analyse de l’arbre de décision généré
Concentrons-nous maintenant sur le contenu des solutions. Pour l’analyser, nous dé-
taillerons la meilleure logique décisionnelle pour la Pattern3M,6S obtenue par l’expérimen-
tation <ConfigG - GroupeQV >.
Rappelons tout d’abord qu’avec le GroupeQV , la variable NbMA,t indiquant la ré-
partition courante des machines n’est jamais analysée. Ainsi, les actions de déplacement
doivent toujours être soumises à des vériﬁcations et éventuelles corrections. Celles-ci sont
faites directement par notre modèle de simulation et selon l’Équation 5.13. Nous retrou-
vons dans la Figure 5.23 la version corrigée de cette logique où l’on modiﬁe également
les actions correspondant à un changement de politique pour assurer leur validité (selon
l’Équation 5.12).
Figure 5.23 – Meilleure solution pour le problème (Pattern3M,6S)
En remplaçant les variables, les actions et les corrections par leur représentation tex-
tuelle, nous aurions mieux montré l’expertise communicable à un décideur. Toutefois, ceci
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aurait alourdi nos ﬁgures. Rappelons donc que les actions prennent ici la forme d’un vec-
teur à deux dimensions. La première composante indique le déplacement de l’AtelierA
vers l’AtelierB avec -1 et le contraire avec +1. La deuxième composante indique quant à
elle un changement vers la PolitiqueSeuil avec +1 ou vers la PolitiqueΔ avec -1. Pour les
deux composantes, la valeur 0 correspond à ne rien faire.
Même si seul le code eﬀectif est illustré, le raisonnement est ici plus diﬃcile à com-
prendre. Toutefois, nous pouvons relever un certain nombre de constatations :
• Seule une circonstance mène à un déplacement de l’AtelierA vers l’AtelierB, à savoir
quand ce dernier est surchargé (nqB,t ≥ 45) alors que le premier est en surcapacité
(nqA,t < 4). Ce déplacement est de plus soumis à la condition 1, 75 < V arCompt ≤
4, 35 sur la variabilité dans la demande par composants ;
• Le déplacement inverse est quant à lui envisagé dans beaucoup plus de circonstances.
Ce sera le cas à partir du moment où l’AtelierA a une certaine charge (nqA,t > 31)
et ce, même si l’AtelierB est lui aussi chargé. Encore une fois et dans la plupart des
cas, des conditions doivent être remplies pour la valeur de V arCompt ;
• La variable nqA,t indiquant le nombre de produits dans la ﬁle d’attente de l’AtelierA
peut suﬃre à elle seule au déclenchement d’une décision : lorsque sa valeur est vrai-
ment élevée (≥ 50), la décision proposée est toujours celle de faire un déplacement
de l’AtelierB vers l’AtelierA et d’établir les réapprovisionnements sur la base de la
PolitiqueSeuil ;
• La décision pour des réapprovisionnements selon la PolitiqueΔ ne ﬁgure pas dans
la logique décisionnelle retenue : une fois un contrat signé pour la PolitiqueSeuil, on
ne revient plus vers la PolitiqueΔ de départ.
Comme pour l’exemple précédent, diﬀérents seuils sont utilisés pour évaluer la charge
de nos deux ateliers permettant des réactions pertinentes dans des situations spéciﬁques.
Les déplacements sont déclenchés lorsque cela est nécessaire dans un atelier. De plus, une
certaine priorité de l’AtelierA vis-à-vis de l’AtelierB a été identiﬁée. Quant aux politiques
de réapprovisionnement, l’absence de décision qui conduirait vers la PolitiqueΔ peut être
interprétée comme la détection par notre algorithme d’une politique qui s’avère toujours
plus pertinente (donc meilleure). Notons par ailleurs que la PolitiqueSeuil retenue coïncide
avec celle à l’origine du « meilleur cas statique » (Tableau 5.29). Cela appuie la crédibilité
de l’expertise construite par la PGL à travers la simulation.
5.4.4.4 Importance relative des décisions vis-à-vis de la performance
Les conclusions que nous venons de dresser nous ont conduits à évaluer l’inﬂuence
de chaque décision sur la performance ﬁnale d’une solution. Pour cela, nous avons testé
quatre nouveaux cas de référence, c’est-à-dire sans arbre de décision. Nous avons plus
précisément créé, toujours artiﬁciellement, des mélanges entre le cas automatique et les
cas statiques. Ainsi, seul un type de variation est détecté automatiquement et sans délai,
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faisant l’objet de l’adaptation adéquate. L’autre type de variation n’entraîne quant à lui
jamais d’adaptation.
Les deux premiers cas détectent correctement les variations dans le besoin de com-
posants : ils ont une répartition ﬁxe des machines mais changent automatiquement la
politique de réapprovisionnement (PolitiqueAuto). Les deux autres détectent quant à
eux les variations dans les gammes principales : ils conservent donc une politique de
réapprovisionnement ﬁxe mais changent automatiquement la répartition des machines
(RepartitionAuto). Les performances obtenues pour 30 réplications de la simulation sont
fournies dans le Tableau 5.35 et ce, pour chacune des deux patterns.
Pattern3M,6S Pattern6M,3S
〈3; 4〉 − PolitiqueAuto 2105,7901 3358,2247
〈4; 3〉 − PolitiqueAuto 2425,1866 4481,7931
RepartitionAuto − PolitiqueΔ 105,4395 104,9600
RepartitionAuto − PolitiqueSeuil 28,8985 28,8027
Tableau 5.35 – Performances pour les cas où l’une des variables reste ﬁxe tandis que
l’autre change automatiquement
Nous pouvons ainsi conﬁrmer ce qui a été détecté et correctement intégré dans la
logique décisionnelle par notre approche : la meilleure performance dépend plus d’une
bonne répartition des machines que du choix d’une politique de réapprovisionnement.
Lorsque la politique est changée automatiquement, nous avons un résultat du même ordre
de grandeur que ceux des cas statiques (revoir Tableau 5.29). Lorsqu’elle est ﬁxe mais que
la répartition change automatiquement, la performance est considérablement améliorée.
De plus, nous conﬁrmons également que la PolitiqueSeuil est plus adaptée : lorsqu’on
l’utilise tout au long de la simulation avec une répartition adéquate, nous atteignons
presque les mêmes performances que celles du cas automatique où la politique change elle
aussi automatiquement (diﬀérences estimées à 5,38% et 2,17% selon le scénario, revoir
Tableau 5.30).
5.5 Bilan
Une discussion peut maintenant être faite sur quelques aspects importants de notre ap-
proche, que ce soit de façon générale ou spéciﬁquement sur la problématique d’adaptation
qui nous intéresse. Bien que les réﬂexions qui suivent découlent de nos expérimentations,
certaines les extrapolent.
Tout d’abord, rappelons que les performances des algorithmes de PGL dépendent forte-
ment de l’information comprise dans les ensembles de registres mémoire et d’instructions.
Une étude approfondie pour mieux déﬁnir ces ensembles devrait donc être conduite avant
toute application de la PGL, étude qui reste spéciﬁque à chaque problème. Cela pourrait
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par ailleurs faciliter le passage à grande échelle du type d’approche que nous proposons.
En eﬀet, une telle étude réalisée à priori et cherchant à ne conserver que les informations
les plus pertinentes pourrait atténuer une limitation potentielle de notre approche. Cette
limitation serait due au nombre de variables d’état ou de décision devant être gérées par
le module d’apprentissage.
Rappelons également que lors de la proposition de notre cadre conceptuel, une première
discussion a été faite sur les contraintes auxquelles l’adaptation tout comme le système
qu’elle concerne sont soumis. Lors de nos exemples pratiques, nous avons donc cherché
à intégrer certaines de ces contraintes. Pour cela, nous avons mis en place un ensemble
de règles indiquant, si besoin, comment corriger à posteriori les actions suggérées, et ce
directement dans le modèle de simulation. Dans un cas en particulier, nous avons même
essayé de gérer les contraintes en déﬁnissant une logique décisionnelle composée de sous-
parties empêchant leur violation mais cette solution s’est avérée moins performante. Ces
traitements ont pu être faits de façon assez simple puisque nous sommes restés sur des
cas facilement maîtrisables. Pour le système à ﬂux tiré, les contraintes se résumaient aux
nombres minimal et maximal de cartes y circulant. Pour le réseau intra-entreprise, il
s’agissait du nombre minimal de machines dans chaque atelier cumulé à l’impossibilité
d’en déplacer plus d’une à la fois. Signalons donc que cet aspect relatif aux contraintes est
normalement bien plus complexe et doit faire l’objet de recherches supplémentaires. Il peut
inclure par exemple des contraintes entre diﬀérents types de changement interdépendants.
Le but de cette thèse n’était pas de pouvoir les traiter entièrement mais d’en donner un
bref aperçu pour en montrer l’importance.
Lors de notre cadre conceptuel, nous avons également évoqué à plusieurs reprises le pro-
blème de la nervosité. Nous avons aussi eu l’occasion d’analyser son eﬀet dans un système
ConWIP en dehors du cadre de cette thèse. Ce n’est pas notre approche d’apprentissage
par simulation qui a été utilisée mais une approche d’optimisation multi-objectif via simu-
lation [Belisário et Pierreval 2014, Belisário et al. 2015]. Il n’en demeure pas moins que les
résultats conﬁrment un réel intérêt à prendre en compte la nervosité dans la conception
de tout système visant l’adaptabilité. Cet aspect peut être traité par diﬀérents moyens. Il
est possible de l’intégrer directement dans la fonction objectif (G), de façon hiérarchique
ou de façon multi-objectif. Il peut également faire partie des informations utilisées lors
des prises de décision (I). Enﬁn, il peut restreindre directement le système via un contrôle
antérieur à la validation d’une décision. Ce contrôle peut soit être lié à chaque type de
changement spéciﬁque (C via Hmin,l), soit faire partie du mécanisme de changement (M).
Bien que ces diﬀérentes possibilités puissent être appliquées individuellement, elles ne sont
pas pour autant exclusives. Nous avons par ailleurs essayé d’intégrer un certain contrôle
de la nervosité dans les applications de ce chapitre, d’une part via le temps minimal Hmin,l
pendant lequel une décision reste valable et d’autre part comme deuxième critère (hiérar-
chique) de performance. Ces solutions simples se sont avérées plutôt eﬃcaces mais une
étude plus approfondie mérite d’être faite, par exemple pour arriver à quantiﬁer les coûts
liés à la nervosité.
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Nous avons aussi pu eﬀectuer certains tests préliminaires. Tout d’abord, nous avons
cherché à apprendre dans des circonstances diverses. Ceci s’est traduit par des expérimen-
tations sur un scénario général combinant plusieurs scénarios particuliers et qui visait à
générer de la diversité pour obtenir des solutions plus robustes. Puis, nous avons cherché
à prendre en compte les connaissances expertes disponibles. Dans le cas spéciﬁquement
testé, il s’agissait plutôt de connaissances traduisant les contraintes du système. Bien que
préliminaires, ces tests nous ont tout de même permis d’identiﬁer des voies de recherche.
Remarquons que nous avons choisi de ne pas faire de réplications pour l’algorithme
d’apprentissage, bien que ce dernier soit stochastique. Ce choix est lié au temps de calcul
de notre approche qui n’est déjà pas négligeable et qui constitue sa principale limita-
tion. La distribution/parallélisation de notre approche favoriserait la mise en place de ces
réplications tout en limitant dans la mesure du possible ce problème de temps de calcul.
Enﬁn, le passage à grande échelle peut se montrer comme une autre limitation im-
portante du type d’approche que nous proposons. Cette limitation est d’abord due à la
quantité d’informations devant être traitée, nous en avons déjà discuté. Elle peut aussi être
due à la complexité du système de production à simuler. Par ailleurs et dans notre dernier
cas d’étude, nous avons vu un aperçu des diﬀérences de temps de calcul engendrées par
une légère complexiﬁcation de notre modèle de simulation. Il est cependant envisageable
que cette complexité puisse être partiellement maîtrisée, quand cela se justiﬁe, par ce que
l’on appelle la réduction de modèles [Brooks et Tobias 2000, Chwif et al. 2006, Thomas
et al. 2014].
5.6 Conclusion
Dans ce chapitre, nous avons pu concrétiser notre travail par trois cas d’étude qui
témoignent de l’applicabilité de notre approche à diﬀérents types d’adaptations et/ou de
systèmes. Par cette même occasion, nous avons montré la capacité du cadre conceptuel
proposé dans le Chapitre 2 à mettre en avant les diﬀérents aspects nécessaires à la ré-
solution d’un problème d’adaptation. Il remplit donc son rôle d’aide à la spéciﬁcation, à
l’analyse et à l’exploitation des systèmes de production adaptables.
Nos résultats ont été comparés à des valeurs de référence provenues de la littérature
ou créées artiﬁciellement. Ceci a permis d’illustrer l’eﬃcacité et par conséquent l’intérêt
de notre approche dans des contextes divers. Celle-ci semble prometteuse car produisant
de bons résultats. Toutefois, notre objectif reste surtout d’identiﬁer dans quelle mesure
ce type d’approche peut contribuer à l’adaptation des systèmes de production. Il s’agit
d’identiﬁer ses apports et ses limites d’après diﬀérentes applications.
Tout d’abord, nous avons montré qu’il est possible de conjuguer simulation et ap-
prentissage pour trouver, sans exemple, une logique décisionnelle déﬁnissant quand et
comment adapter un système de production. Les logiques analysées se sont avérées eﬃ-
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caces et surtout cohérentes d’après le raisonnement qu’elles représentent. Notre approche
a donc été capable d’extraire des connaissances pertinentes pour la prise de décision dans
le cadre de l’adaptation de diﬀérents systèmes de production. Ceci montre sa capacité à
apprendre.
Quant aux limites de l’approche, elles ne sont à ce jour pas entièrement déﬁnies. Nous
avons pu mener des discussions qui en ont identiﬁé certaines comme la prise en compte des
contraintes ou encore l’espace de recherche qui, au même titre que le temps de calcul, peut
être considérable. Cependant, ces limites peuvent être potentiellement franchies car les
discussions ont pour la plupart servi à souligner diﬀérentes voies de recherche à exploiter.
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De nos jours et aﬁn de rester compétitifs, les systèmes de production doivent être
en mesure d’adapter au mieux leurs installations et leur organisation pour faire face
à un environnement en constante évolution. Ils doivent le faire tout en oﬀrant à leurs
gestionnaires la possibilité d’être plus opportunistes.
En eﬀet, les contextes technique, économique et social ﬂuctuent (marché, dysfonction-
nements du système, etc.). Par conséquent, nous constatons une recherche d’adaptabilité
de plus en plus présente et qui devient même intrinsèque à l’éternelle quête de performance
dans le monde industriel. L’état de l’art du Chapitre 1 témoigne du besoin d’outils d’aide
à la décision pour supporter ces adaptations qui se doivent d’être rapides et continues.
De même, cet état de l’art nous a incités à proposer un cadre conceptuel du domaine et
nous a permis de montrer sa généricité puisqu’il recouvre bien la littérature. Détaillé lors
du Chapitre 2, il vise à déﬁnir les éléments et les processus impliqués lorsque l’on sou-
haite tirer proﬁt de l’adaptabilité d’un système de production. Il peut ainsi constituer un
véritable support aux chercheurs dans ce domaine mais aussi aux industriels souhaitant
mieux maîtriser et exploiter la ﬂexibilité oﬀerte par leur système.
L’eﬃcacité de l’exploitation d’un système de production dépend fortement de la maî-
trise qu’en ont ses gestionnaires. Or, il s’avère que cette maîtrise est loin d’être suﬃsante
dans le cadre de l’adaptation. Nous nous sommes ainsi concentrés sur la problématique
d’extraction de connaissances pouvant aider la prise de décisions dans un tel contexte.
Ceci nous a conduits aux méthodes d’apprentissage automatique issues de l’intelligence
artiﬁcielle.
Nous avons cependant pu constater à travers le Chapitre 3 que l’utilisation des pa-
radigmes de programmation de l’IA ouvrent des possibilités pour construire un système
puissant sans pour autant le rendre automatiquement puissant (pour qu’il puisse résoudre
des problèmes complexes tout en ne nécessitant qu’un minimum d’eﬀorts de la part de
l’utilisateur) [Reddy 1987]. Ainsi, le manque d’expertise et d’exemples pourrait constituer
une potentielle barrière. En eﬀet, ces éléments servent à construire des ensembles d’ap-
prentissage souvent nécessaires à ce type d’approche. Leur construction est un problème
complexe, surtout lorsque le contexte lui-même complique la tâche de par la taille de
l’espace de recherche et le « coût » d’acquisition de données [Huyet 2004]. L’obtention
d’ensembles d’apprentissage par simulation a largement été exploitée comme alternative
au manque d’expertise, or ceci n’est malheureusement pas toujours possible ou adéquat à
un problème donné.
Émerge alors l’idée d’apprendre sans ensemble d’apprentissage, ce qui constitue plus
précisément le paradigme d’apprentissage à partir de modèles. La simulation joue ici un
rôle crucial car elle est capable de représenter de façon assez réaliste le comportement
dynamique et complexe d’un système tout en prenant en compte des données incertaines
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et/ou aléatoires. Elle peut ainsi constituer une véritable source de génération de connais-
sances relatives au fonctionnement d’un système en temps réel.
Cependant, le Chapitre 3 montre que ce potentiel de la simulation reste pour l’instant
limité car il a été peu exploité à ce jour. Cette thèse a justement cherché à approfondir
l’étude de ce potentiel ainsi qu’à en tester les limites.
Dans ce but, le Chapitre 4 a introduit les principes de notre approche, proposé une
formulation du problème puis décrit l’approche en détail. Nous nous sommes penchés sur
la technique d’apprentissage de la programmation génétique linéaire. Les particularités
concernant cette technique ainsi que celles liées à notre implémentation ont par cette
occasion été précisées. Néanmoins, nous avons également insisté sur le fait que d’autres
choix auraient pu être faits. En eﬀet, une fois le problème posé, l’idée générale pour le
résoudre reste la même et peut donc être facilement adaptée à d’autres techniques et
implémentations.
Aﬁn d’évaluer les véritables contributions d’une telle approche ou, autrement dit,
dans quelle mesure elle représente une aide intelligente à l’adaptation des systèmes de
production, le Chapitre 5 s’est consacré à la concrétiser par des exemples. Ces derniers
représentaient des objectifs et/ou contextes diﬀérents, ce qui montre que l’approche a
vocation à être appliquée à un large spectre de problèmes. Par ailleurs et dans tous les
cas étudiés, nous avons pu fournir une aide eﬀective à la prise de décision. Nous avons
ainsi vu que cette approche a également vocation à fournir des connaissances pertinentes
et réutilisables.
L’extraction de connaissances facilitant l’adaptation des systèmes de production tend à
leur fournir des capacités d’auto-adaptation. Les travaux détaillés dans cette thèse ouvrent
de nombreuses perspectives de recherche, que ce soit à court, moyen ou long terme.
Une première perspective à très court terme consiste à mieux prendre en compte
les diﬀérents objectifs au sein d’un système de production en traitant le problème dans
une optique multi-objectif [Collette et Siarry 2002, Dimopoulos 2004]. Ceci permettrait
notamment d’inclure l’aspect nervosité (fréquence de changements) comme un objectif à
part entière. Le logiciel μGP supporte déjà cette fonctionnalité pour laquelle il se base
sur une méthode assez reconnue, le NSGA-II. Cependant, des améliorations la concernant
sont en cours et seront disponibles dans une prochaine version prévue entre septembre et
décembre 2015.
Il existe également à court terme une perspective d’apprentissage dans des circons-
tances diverses pour obtenir des solutions robustes et non pas adéquates à une situation
précise. En eﬀet et bien que ce soit un aspect souvent négligé, il est important de tester
la robustesse des outils visant à contrôler l’adaptation d’un système [Cámara et al. 2014].
Pour ce faire, une alternative à exploiter serait d’utiliser des scénarios variés et indépen-
dants. Nous entendons par cela obtenir la performance d’une logique décisionnelle non
pas sur un scénario unique mais sur plusieurs scénarios en parallèle. Cette voie a déjà
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été partiellement exploitée, citons en exemple [Geiger et al. 2006]. Ils ont utilisé plusieurs
instances pour évaluer une règle de priorité mais ces instances représentaient toutes un
même scénario. Le but n’était donc pas d’être robuste à d’autres conditions opératoires
mais à des variations au sein d’une même condition, ce que l’on obtient en partie via les
réplications de notre modèle de simulation.
Une autre perspective cette fois-ci à moyen terme consiste à améliorer le temps de
calcul nécessaire à notre approche. Pour ce faire, nous envisageons l’adaptation de notre
méthode pour qu’elle supporte des calculs parallèles et/ou distribués [Tomassini 1999,
Maitre 2011, Sudholt 2015]. Ceci suppose une gestion correcte des nombres aléatoires et
peut, dans un premier temps, concerner uniquement le module de simulation [Passerat-
Palmbach et al. 2012, Hill et al. 2013]. Une solution envisagée pour l’approche dans sa
globalité est d’utiliser OpenMOLE pour la rendre distribuée [Reuillon et al. 2013, Reuillon
et al. 2015]. Dans tous les cas, l’amélioration de cet aspect en favorisera beaucoup d’autres
que nous mettons en avant.
Citons tout d’abord l’hybridation avec diﬀérentes méthodes permettant par exemple
l’analyse de séries chronologiques. Cela nous semble un point intéressant à développer,
voire même essentiel. En eﬀet, les décisions d’adaptation dans un système de production
ne sont pas prises arbitrairement, y compris celles basées sur une évolution du système
surveillée à tout instant. D’une part, nous avons les données historiques. D’autre part,
même si des prévisions et/ou plans de production précis et ﬁables ne sont pas disponibles,
il est possible que nous disposions malgré tout d’une certaine visibilité du futur, même
la plus minime qui soit. Ceci est même très probable lorsqu’il s’agit de prendre des dé-
cisions associées à l’horizon stratégique (long terme). Pour bien analyser ces diﬀérents
types d’information (historiques et/ou « prévisions »), plusieurs considérations doivent
être faites comme le temps de recueil/stockage des données. Puis il faut être capable
d’utiliser ces informations au mieux en détectant par exemple les tendances ou les rup-
tures, de préférence en les traduisant en indicateurs pertinents. Ici, certains travaux en
statistique peuvent être d’une grande utilité comme ceux de [Chalmond 1981, Lubes et al.
1994, Bertrand et Fleury 2008, Derquenne 2010, Hachicha et Ghorbel 2012, Xanthopoulos
et Razzaghia 2014]. Notons que dans cette démarche, un facteur d’oubli peut s’avérer in-
téressant pour utiliser des longues séries de données tout en attribuant plus d’importance
aux informations les plus récentes.
Une hybridation peut d’autre part permettre la mise à jour d’une logique décisionnelle
au besoin. Ceci peut notamment être utile lorsque les changements auxquels un système
doit faire face sont tels que la logique décisionnelle en vigueur ne s’avère plus adéquate à la
situation. Nous pouvons citer quelques travaux dans cette direction (souvent basés sur la
théorie statistique des cartes de contrôle). D’un point de vue assez générique et orienté vers
les applications réelles, [Pérez-Sánchez et al. 2013] ont proposé des réseaux de neurones à
topologie dynamique pour accompagner l’évolution des données. Il s’agit d’une méthode
d’apprentissage en ligne qui utilise une fonction d’oubli pour que les données récentes
soient priorisées, forçant ainsi une adaptation. Intéressés par le contrôle de qualité, [Noyel
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et al. 2013] resynchronisent aussi des réseaux de neurones aux données. Dans le cadre du
pilotage des systèmes de production, les approches de [Metan et al. 2010] et de [Shahzad
et Mebarki 2012] comprennent quant à elles une auto-adaptation de l’arbre de décision
obtenu déclenchée par un certain nombre de conditions. Il serait ainsi intéressant d’étudier
comment intégrer ce type de procédure à notre approche pour éviter un déphasage de la
logique décisionnelle obtenue vis-à-vis de la réalité.
Citons également le développement de solutions à structure distribuée/décentralisée. Il
s’agit d’une perspective intéressante notamment dans le cadre des systèmes holoniques de
plus en plus courants dans la littérature [Leitão 2004, Pach et al. 2012, Barbosa 2015, Bar-
bosa et al. 2015]. Nous parlons ici de la structure des logiques décisionnelles et non pas
de celle de l’approche utilisée pour les obtenir. Il s’agirait donc d’avoir des logiques dé-
cisionnelles en parallèle selon le type et/ou niveau de décision. En eﬀet, la structure
adoptée est pour l’instant centralisée : une logique décisionnelle unique est responsable
de toutes les décisions à prendre simultanément. La structure pourrait cependant être
distribuée/décentralisée en déﬁnissant une logique décisionnelle spéciﬁque à chaque type
de décision à prendre. Dans ce cas, il faudrait étudier comment gérer eﬃcacement l’ap-
prentissage de plusieurs logiques en parallèle. Une solution est de toutes les regrouper
en une seule où chaque sous-partie indépendante serait dédiée à un type de décision, au
risque d’avoir une faible convergence. L’unicité ne serait donc que symbolique : elle se
situerait au niveau de la représentation et non pas de l’utilisation de la logique obtenue
qui serait alors décomposée en diﬀérentes sous-parties. De même, la structure pourrait
être hiérarchique avec des décisions à diﬀérents niveaux, local ou global, donc plus ou
moins drastiques [Barbosa 2015]. Cela exigerait en contrepartie une connexion entre les
diﬀérents niveaux pour assurer une cohérence du système. Que ce soit pour le développe-
ment d’une structure distribuée/décentralisée et/ou hiérarchique, il faudrait donc étudier
comment prendre en compte l’interdépendance qui serait engendrée entre certaines des
décisions ou même leur intégralité. Cela nous ramène à la notion de contraintes.
Dans un contexte d’adaptation, les contraintes sont en général nombreuses. Elles
peuvent être liées au système en lui-même mais aussi aux types de changement envi-
sagés, que ce soit individuellement ou lorsque ceux-ci sont interdépendants. De par sa
complexité, l’intégration/traitement des contraintes constitue une voie de recherche à
part entière. Il en est de même pour la notion de « montée en cadence » suivant chaque
décision. Cette dernière correspond au temps nécessaire pour qu’une décision puisse voir
ses eﬀets apparaître. Elle peut constituer une donnée basée sur la théorie ou une expertise,
ou encore un critère à optimiser par l’approche en cours. Étant liée à de nombreuses adap-
tations pouvant être apportées à un système, elle mériterait une attention particulière. Le
couplage entre optimisation et apprentissage pourrait ici par exemple s’avérer intéressant
[Dutta 1996].
Soulignons encore le besoin d’investiguer d’une part sur l’adéquation de l’apprentis-
sage à des problèmes combinatoires comme ceux liés à l’agencement et d’autre part sur la
prise en compte de connaissances expertes. À ce propos, certaines connaissances peuvent
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en eﬀet être disponibles, même à un très faible niveau ou alors incomplètes ou « impar-
faites » (car sujettes à un facteur d’incertitude). Quelques travaux les exploitant comme
[Ichihashi et al. 1996] ont été publiés lorsque l’apprentissage se fait à travers des exemples.
Il serait intéressant de pouvoir également en tirer proﬁt pour « assister » le processus d’ap-
prentissage de notre approche. La combinaison entre connaissances expertes et apprises
constitue donc une voie de recherche intéressante.
Enﬁn, une autre perspective intéressante se présente sur le long terme. Bien que nous
ayons déjà illustré l’eﬃcacité de notre approche sur diﬀérents exemples, la complexité
de ces derniers est restée limitée. Ainsi, l’étude de cas plus complexes voire d’un cas
réel pourrait valider la pertinence de notre approche à grande échelle ou indiquer plus
clairement les diﬃcultés restant à traiter.
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Annexe A
Usage conjoint de l’IA et la simulation
Les caractéristiques et potentiels de la simulation décrits précédemment ont fait res-
sortir pour certains chercheurs des similarités avec l’intelligence artiﬁcielle. Pour [Ören
1994], les deux sont basées sur la recherche et seules diﬀèrent la nature de l’espace de re-
cherche et la façon dont la recherche est eﬀectuée. Pour [Doukidis et Angelides 1994], cela
ressort du point de vue méthodologique puisque les deux essaient de modéliser la réalité
en représentant des objets et leurs interactions aﬁn de résoudre des problèmes et prendre
des décisions. Ils explorent les avantages potentiels de faire proﬁter à l’un les concepts de
l’autre et comment leur intégration peut être mutuellement utile.
En ce qui concerne les systèmes experts plus précisément, [Fishwick 1991] signale
leur lien avec la simulation par le fait que les connaissances expertes reﬂètent souvent
des phénomènes dépendant du temps, même si cette connaissance est généralement sous
une forme « brute » telle que le langage naturel ou les règles. Il remarque lui aussi que
les domaines peuvent être utiles l’un à l’autre et ce en comblant les lacunes entre des
approches qualitatives et quantitatives.
[O’Keefe 1986] met en évidence trois points sur la simulation et les systèmes experts :
• Leur orientation commune pour fournir un modèle informatique qui aide à la déci-
sion ;
• Le fait qu’ils essaient souvent de modéliser l’incertitude inhérente à un système ;
• Leur croissant besoin d’être à la fois directement exploitables par l’utilisateur mais
aussi d’accéder à d’autres logiciels et d’interagir avec (par exemple, des bases de
données).
De plus, tous deux sont basés sur une représentation modulaire du système menée par
un mécanisme d’inférence qui fonctionne avec n’importe quel nombre de modules. Ces
derniers peuvent, en théorie, être présentés dans un ordre quelconque et sont entièrement
indépendants les uns des autres. Toutefois, cela est souvent diﬃcile à réaliser en pratique.
Selon l’auteur, les similarités se trouvent aussi au niveau de la représentation entre les évé-
nements conditionnels d’une simulation à événements discrets et les règles de production
dominantes en intelligence artiﬁcielle.
Ces fortes similarités méthodologiques ont inspiré des chercheurs à proposer des taxo-
nomies permettant de mieux exploiter le couplage de ces domaines.
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A.1 Taxonomies de couplage
[O’Keefe 1986] a proposé une taxonomie reconnue pour la combinaison de systèmes
experts et de modèles de simulation. Elle compte quatre grandes catégories dont trois
donnent lieu à deux variantes de conception (Figure A.1). Chaque variante (ou architec-
ture) sera par la suite désignée par un numéro.
Figure A.1 – Taxonomie d’[O’Keefe 1986]
Selon l’auteur, la façon la plus évidente de procéder est d’intégrer l’un dans l’autre :
(1) Dans un sens, la simulation utilise des connaissances (en format de règles) qui sont
codées mais gardées dans une base de connaissances (donc un système expert) plutôt
que directement dans le code de la simulation ;
(2) Dans l’autre, la simulation peut être nécessaire à un système expert pour obtenir
quelques résultats ou surtout pour mettre à jour la valeur des variables dépendantes
du temps.
La deuxième possibilité est d’avoir le système expert et le modèle de simulation en
parallèle. Ils peuvent ainsi être conçus, développés et mis en œuvre en tant que des logiciels
séparés. Cependant, ces derniers peuvent interagir :
(3) Dans un sens, lorsqu’un système expert existe déjà pour une partie des décisions à
prendre dans un système complexe à modéliser, il est utilisé en tant que mécanisme
de contrôle pour la simulation : la simulation l’interroge, donc elle y a accès plutôt
que de ré-encoder ses propres règles ;
(4) Dans l’autre, le système expert exécute et utilise des résultats de simulation pour
être testé (plutôt que dans un environnement réel). Il peut être validé s’il contrôle
ou répond de façon adéquate au modèle de simulation et que ce dernier est lui-même
valide. La simulation peut ensuite être remplacée par le système réel [Monostori et al.
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2000]. Des applications peuvent concerner par exemple le contrôle de processus en
temps réel.
[O’Keefe 1986] signale qu’avec l’architecture (4) le temps de développement est réduit
et les tests peuvent être plus compréhensibles. Selon [Doukidis et Angelides 1994], les
architectures (1) et (3) peuvent aussi conduire à un développement plus rapide.
L’utilisateur de (1) à (4) a accès direct à un seul outil, mais les deux peuvent aussi
être utilisés ensemble pour eﬀectuer une tâche. La troisième possibilité consiste alors à
leur faire partager des données et coopérer (5). Ce sera le cas par exemple lorsqu’un
système expert est un outil qui aide l’utilisateur avec un modèle ﬁni (expérimentation et
analyse, évitement d’une mauvaise utilisation) ou dans son développement (conseils dans
le choix du langage de simulation). Pour cela, le système expert contient des informations
sur le modèle et le domaine [Monostori et al. 2000]. Les deux outils peuvent aussi être
entourés par un autre logiciel utilisé directement par l’utilisateur, ceci constituant une
autre variante (6).
Enﬁn, le modèle de simulation et le système expert peuvent être liés de façon à ce
que l’on ait une interface intelligente (7). Le système expert, placé entre l’utilisateur et
la simulation, génère les instructions ou code nécessaires pour utiliser cette dernière (en
suivant un dialogue avec l’utilisateur), interprète ses résultats et les explique. Cela permet
de générer et d’exploiter indirectement et plus facilement un modèle de simulation.
La taxonomie d’[O’Keefe 1986] est reprise dans [Monostori et al. 2000] pour le couplage
de la simulation non pas avec un système expert mais avec diﬀérentes techniques intelli-
gentes (des systèmes basés sur la connaissance), ce qui inclut, entre autres, les réseaux de
neurones et les systèmes ﬂous. Les auteurs s’intéressent plus précisément à la combinaison
de l’apprentissage et de la simulation. Ils signalent d’une part que l’apprentissage peut
améliorer la performance de toutes ces diﬀérentes architectures et d’autre part que la si-
mulation peut servir à générer des exemples pour l’apprentissage. À ce propos et d’après
[Frawley 1989], l’apprentissage est basé sur l’expérience et, malgré les diﬀérentes classes
d’algorithme, il dépend crucialement de la simulation pour lui fournir cette expérience.
[Ören 1994], quant à lui, propose une taxonomie basée sur deux critères, à savoir le
rôle de l’intelligence artiﬁcielle et l’accès direct ou non de l’utilisateur à chacun des outils.
Il se concentre cependant sur les apports de l’IA à la simulation, et donc sur la simulation
basée sur ou assistée par l’IA. Il s’agit des situations où l’IA génère le comportement ou
tout simplement lorsqu’elle aide au développement/gestion/expérimentation de la simu-
lation. Il y a cependant de fortes ressemblances avec la proposition d’[O’Keefe 1986] et,
comme [Monostori et al. 2000], l’auteur signale que l’apprentissage peut être appliqué aux
diﬀérents types d’architecture, ce qui leur donne la capacité de mettre à jour leur base
de connaissances. Il identiﬁe l’apprentissage par simulation comme étant un domaine de
recherche prometteur où la simulation est utilisée en tant que technique de génération
de connaissances empiriques à base de modèles pour l’apprentissage. Pour cela, des mo-
dules peuvent concevoir, exécuter et surveiller les expérimentations de simulation alors
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que d’autres vont interpréter les résultats pour en apprendre davantage sur la structure
ou le comportement du système étudié.
A.2 Bilan
Sur le plan théorique, quelques travaux proposent des schémas et des explications pour
diﬀérentes façons possibles de connecter des modules d’intelligence artiﬁcielle à la simula-
tion. La diﬀérence entre certaines variantes reste parfois très subtile et l’identiﬁcation de
l’architecture adoptée peut varier suivant comment le problème est présenté. Cependant,
les voies principales sont identiﬁées.
Nous pouvons également souligner que, même si des taxonomies sont proposées et que
l’apprentissage au sein des diﬀérentes architectures est évoqué, les auteurs ne considèrent
pas le problème d’élaboration du système expert. Or, c’est un processus parsemé de dif-
ﬁcultés. Ainsi, le rôle de la simulation spéciﬁquement dans le cadre de l’apprentissage
mériterait plus d’attention.
Sur le plan pratique et du point de vue de ce qui a été fait dans le domaine des systèmes
de production, la Section 3.4.2 nous permet de constater que les diﬀérents couplages ne
sont pas forcément exploités.
Par rapport à l’approche proposée dans cette thèse, la logique décisionnelle n’est pas
directement codée au sein de l’environnement de simulation et doit donc doit provenir
d’une base de données externe. Il faut faire en sorte que la simulation puisse y accéder et
l’interpréter. Cela correspondrait au cas (3) de la typologie de couplage entre un « système
expert » et la simulation (revoir Figure A.1) où cette dernière a accès à une base de règles
existante. Notons cependant que si nous considérons non pas cette interaction précise
mais notre approche comme un tout, nous sommes plutôt dans le cas (4) : un « système
expert » est utilisé pour contrôler la simulation dont les résultats servent à évaluer ledit
système et ainsi à guider sa mise à jour. Ce n’est donc pas tout à fait la simulation qui se
sert des règles mais c’est celui qui les a conçu qui se sert de la simulation pour s’assurer
qu’elles soient adéquates [Doukidis et Angelides 1994, Ören 1994].
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Compléments relatifs à l’usage d’Arena
Arena est un produit édité par Rockwell Automation, et plus précisément par sa
branche Rockwell Software. C’est un logiciel de simulation utilisant Siman comme langage
intégré. La création de modèles avec Arena est surtout graphique et visuelle et il n’est pas
nécessaire d’écrire de lignes de codes, bien que ceci reste possible. Parmi les particularités
d’Arena, on trouve sa capacité à communiquer avec certains programmes externes. Au-
delà des fonctions de base pour lire et écrire des données dans des ﬁchiers, il supporte
notamment l’utilisation de ﬁchiers DLL (pour dynamic link library) permettant l’ajout
de code utilisateur externe sous forme de bibliothèque dynamique.
Des « fonctions » codées par l’utilisateur sont intéressantes notamment pour exécuter
certains calculs externes dont les résultats sont ensuite importés à la simulation. Ces
calculs peuvent avoir lieu au début et à la ﬁn de chaque réplication, voire même pendant
la simulation. Ils peuvent utiliser plusieurs données provenant de la simulation telles que :
• Ses variables globales ;
• Les attributs des entités qui circulent ;
• Les informations sur les ressources et moyens de stockage ;
• Des « variables système » comme « TNOW » et « TFIN » qui indiquent respec-
tivement la date courante et la date de ﬁn de simulation pour la réplication en
cours.
Pour que la connexion entre un modèle Arena et un ﬁchier DLL soit bien établie, il faut
également que les données de la simulation puissent être identiﬁées de façon unique. Ceci
se fait par leur type (variable, ressource, ﬁle d’attente, attribut, système) et leur numéro.
Des ﬁchiers auxiliaires sont fournis avec le logiciel Arena pour supporter une telle
utilisation : « msuserc.dsw », « userc.cpp », « smsim.lib », « simlib.h », « msuserc.def »,
« stdafx.h ». C’est le ﬁchier « userc.cpp » qui doit être adapté selon les besoins. Il fournit
des fonctions prédéﬁnies qui permettent la communication entre le ﬁchier DLL et le modèle
de simulation. La déﬁnition des fonctions d’accès aux données est quant à elle fournie par
« simlib.h ». Décrivons brièvement les deux fonctions de « userc.cpp » que nous avons
exploitées dans le cadre de cette thèse :
• « cevent » : Elle déﬁnit la logique associée à chaque événement de type n, où n lui
est passé en paramètre et correspond au numéro du bloc « Event » du modèle Arena
déclenché par le passage d’une entité ;
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• « cwrap » : Elle déﬁnit la logique de ﬁn de réplication. Nous l’utilisons uniquement
après la dernière réplication.
Une fois le ﬁchier modiﬁé et compilé, la DLL résultante est par défaut nommée « msu-
serc.dll » bien que ce nom soit modiﬁable. À noter qu’elle doit être générée de préférence
par des compilateurs Microsoft (version 5.0 ou supérieure) supportés par Arena pour éviter
des problèmes de compatibilité. Pour que le modèle Arena puisse utiliser la bibliothèque
générée, il suﬃt de la saisir parmi les paramètres d’exécution. Voici la procédure : sur
l’onglet « Run » de la barre d’outils, option « Setup », onglet « Run Control », cocher
la case « Load User-coded .DLL ». Ceci permet de spéciﬁer le nom de la DLL dans le
champ correspondant. Il peut être nécessaire de fournir le chemin complet de la DLL si
celle-ci ne se trouve pas dans le même répertoire que le modèle de simulation. Une façon
alternative de l’indiquer est à travers le bloc « Replicate » avec le champ « DLL Name in
Double Quotes ».
Le logiciel peut être utilisé pour exécuter directement un modèle de simulation, oﬀrant
dans ce cas la possibilité d’utiliser des animations graphiques. Il peut également être
utilisé de façon « externe » en une ligne de commande (application console) ou à travers
un programme qui y fait appel. C’est alors le processeur Siman (« siman.exe ») qui lit
et exécute le modèle. Pour ce faire, il faut compiler le modèle de simulation initialement
au format « .doe », ce qui va générer automatiquement un ﬁchier exécutable par Siman
au format « .p ». Des options peuvent être ajoutées en paramètre d’exécution. Il faut
en particulier spéciﬁer le nom du ﬁchier DLL, même si celui-ci a déjà été indiqué lors
de la construction du modèle comme expliqué auparavant. À noter que pour cette forme
d’exécution, le chemin utilisé doit être sous sa forme courte car les noms de ﬁchiers longs ne
sont pas pris en charge par les processeurs de ligne de commande. Considérons un modèle
Arena et une DLL nommés respectivement « MonModele.p » et « MaDLL.dll », placés
tous les deux dans un même répertoire. Nous pourrions lancer une exécution à partir de
ce répertoire avec la commande suivante : « siman MonModele.p -uMaDLL.dll ».
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Benchmarks
Nous détaillons dans cet annexe les deux exemples de benchmarks que nous avons
développés aﬁn d’étudier l’adéquation et l’eﬃcacité de nos choix d’implémentation, à
savoir le couplage entre μGP et Arena.
C.1 Benchmark 1 : Aﬀectation des produits aux ma-
chines
Pour cet exemple, nous avons un système de production mono-produit, c’est-à-dire où
un seul type de produit est pris en charge. Les commandes sont unitaires (une commande
= un produit) et arrivent toutes les 7,5 minutes.
Le système contient deux machines en parallèle : M10 et M40. Elles diﬀèrent quant au
temps nécessaire pour le traitement d’un produit : 10 minutes pour la machine M10 et 40
minutes pour M40. Chaque machine a sa propre ﬁle d’attente.
Une fois une commande arrivée dans le système, il faut tout de suite l’aﬀecter à
l’une des deux machines. Si la machine sélectionnée est libre, le traitement commence
immédiatement, sinon elle est placée dans la ﬁle d’attente correspondante gérée selon
l’ordre d’arrivée des commandes (FIFO).
La décision concerne alors uniquement l’aﬀectation des commandes. Elle doit être prise
en vue d’équilibrer la charge entre les deux machines. Soient nqM10,t le nombre de produits
dans la ﬁle d’attente de la machine M10 à l’instant t et nqM40,t l’équivalent pour la machine
M40. La charge d’une machine est calculée par le nombre de produits dans sa ﬁle d’attente
multiplié par le temps de traitement d’un produit. Nous avons donc cgM10,t = 10 · nqM10,t
et cgM40,t = 40 · nqM40,t. Nous cherchons ainsi à ce que cgM10,t soit au plus proche de
cgM40,t. Autrement dit, la fonction objectif peut être énoncée comme suit :
Minimiser z = |nqM10,t − 4 · nqM40,t| (C.1)
Toutes les données sont déterministes de sorte que le résultat soit connu à l’avance.
En eﬀet, une règle d’aﬀectation évidente consiste à aﬀecter 4 produits à la machine M10
pour chaque produit aﬀecté à la M40. En cas d’égalité des charges, si nous priorisons par
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exemple l’aﬀectation à la machine la plus lente, nous nous attendons à un programme qui
se rapproche de :
if (nqM40,t = 0) dt = M40
if (ratioM10M40t < 4) dt = M10
dt = M40
où ratioM10M40t =
nqM10,t
nqM40,t
ou plus précisément nqM10,t
max{nqM40,t;0,1} pour éviter une division
par zéro. En outre, dt = M10 et dt = M40 représentent respectivement une aﬀectation aux
machines M10 et M40.
Le système a été simulé sur 10080 minutes, soit l’équivalent d’une semaine de fonc-
tionnement.
Nous avons testé 2 conﬁgurations pour la PGL combinées à 4 conﬁgurations pour un
individu, ce qui nous donne 8 expérimentations.
Nous considérons les instructions suivantes :
I0. dt = M10
I1. if ({nqM10,t ; nqM40,t} = 0) jumpTo label
I2. if ({nqM10,t ; nqM40,t} = 0) dt = {M10 ; M40}
I3. if (ratioM10M40t {> ; <} {[0,2 ; 5]}) jumpTo label
I4. if (ratioM10M40t {> ; <} {[0,2 ; 5]}) dt = {M10 ; M40}
I5. if ({cgM10,t ; cgM40,t} {= ; > ; <} {cgM10,t ; cgM40,t}) jumpTo label
I6. if ({cgM10,t ; cgM40,t} {= ; > ; <} {cgM10,t ; cgM40,t}) dt = {M10 ; M40}
où leur activation ou non en déﬁnit deux groupes détaillés dans le Tableau C.1.
Instructions GroupeRatio GroupeCharge
I0 oui oui
I1 oui oui
I2 oui oui
I3 oui
I4 oui
I5 oui
I6 oui
Tableau C.1 – Instructions activées pour les individus pour le premier exemple de bench-
mark
Chacun des groupes GroupeRatio et GroupeCharge peut être combiné à deux autres
groupes qui précisent les tailles plus ou moins strictes des individus comme l’indique le
Tableau C.2. Ces tailles font référence au nombre d’instruction dans une logique décision-
nelle (Section 4.8.2.1).
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Tailles d’individus Taille− Taille+
Minimale 3 2
Maximale 10 20
Moyenne 5 5
Écart-type 2 5
Tableau C.2 – Paramètres concernant les individus pour le premier exemple de benchmark
Les 4 conﬁgurations résultantes pour un individu sont récapitulées dans le Tableau
C.3. La dernière colonne indique par exemple que la conﬁguration InstCharge+ est une
combinaison du GroupeCharge à la Taille+.
InstRatio− InstRatio+ InstCharge− InstCharge+
GroupeRatio x x
GroupeCharge x x
Taille− x x
Taille+ x x
Tableau C.3 – Paramètres concernant les individus pour le premier exemple de benchmark
Quant aux conﬁgurations de la PGL, elles diﬀèrent par rapport à la taille de population
Vmax ainsi qu’aux deux autres paramètres qui en dépendent : Velite = 0, 1 · Vmax et
NbOp = Vmax.
Paramètres Config15 Config30
Vmax 15 30
Velite 2 3
Immortalité Non Non
NbOp 15 30
zmin 0 0
Pmax 1000 1000
Vtournoi 2 2
Tableau C.4 – Conﬁgurations de la PGL utilisées pour le premier exemple de benchmark
Les notations sont décrites dans la Section 4.8.2.3, et ce à l’exception de zmin. Ce
dernier indique qu’ici, le critère d’arrêt est une valeur cible pour le ﬁtness, à savoir zmin =
0. Pour assurer la ﬁn de l’exécution, nous utilisons tout de même le critère Pmax = 1000
plafonnant le nombre maximum de générations, mais ce dernier s’avérera inutile.
En eﬀet, toutes les expérimentations ont atteint z = zmin = 0. Le Tableau C.5 in-
dique le temps de calcul (en secondes), le nombre de générations Pfin ainsi que le nombre
d’évaluations NbEval nécessaires à chaque expérimentation pour atteindre l’objectif es-
compté. Par ailleurs, puisqu’une valeur de z entre 0 et 4 revient à une charge équilibrée
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entre les machines, nous indiquons ces mêmes informations lorsque la performance cible
est z′min = 4, plus facile à atteindre.
zmin z
′
min
Expérimentation Temps (s) Pfin NbEval Temps (s) Pfin NbEval
<Config15 - InstRatio−> 571 52 991 384 35 663
<Config15 - InstRatio+> 31 3 58 31 3 58
<Config15 - InstCharge−> 55 7 105 8 0 15
<Config15 - InstCharge+> 258 26 471 8 0 15
<Config30 - InstRatio−> 37 2 71 37 2 71
<Config30 - InstRatio+> 609 25 1004 16 0 30
<Config30 - InstCharge−> 15 0 30 15 0 30
<Config30 - InstCharge+> 85 5 168 15 0 30
Tableau C.5 – Résultats pour le premier exemple de benchmark
Ces résultats indiquent la pertinence du logiciel qui non seulement a pu trouver la
logique décisionnelle recherchée mais l’a surtout fait dans des temps très raisonnables.
C.2 Benchmark 2 : Aﬀectation des produits aux ma-
chines sujette à pénalisation
Ce deuxième exemple est une adaptation du précédent. Le système de production
prend maintenant en charge deux types de produit que nous noterons simplement A et
B. Les commandes restent unitaires et arrivent toutes les 7,5 minutes pour les produits
de type A et toutes les 4,5 minutes pour ceux de type B.
Une troisième machine M5 est ajoutée au système. Les machines M5, M10 et M40
fonctionnent en parallèle. Elles diﬀèrent quant à leur mode opératoire et leur temps de
traitement. Les machines M10 et M40 prennent respectivement 10 et 40 minutes pour
traiter un produit de type A pour lequel elles sont spécialisées. Elles peuvent tout de même
traiter un produit de type B mais sur un temps de traitement pénalisé de 10000 minutes.
Pour la machine M5, c’est le contraire : sa spécialisation fait que le temps opératoire pour
un produit de type B est de 5 minutes alors qu’il est de 10000 minutes pour un produit
de type A.
Encore une fois, chaque machine a sa propre ﬁle d’attente qui fonctionne par ordre
d’arrivée. L’aﬀectation d’une commande à une des trois machines est faite immédiatement
dès son arrivée. L’objectif reste celui d’équilibrer la charge entre les machines M10 et M40
mais tout en faisant attention à ce que les machines traitent uniquement le type de produit
pour lequel elles sont spécialisées.
Nous avons toujours l’information sur le nombre de produits dans la ﬁle d’attente de
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chaque machine à tout instant t : nqM5,t, nqM10,t, nqM40,t. Les données sont ici encore
déterministes. Mais puisque les temps de traitement peuvent être pénalisés selon le type
de produit, la charge des machines M10 et M40 est une estimation optimiste : elle est
toujours calculée comme avant, ce qui suppose que seuls des produits de type A y seront
aﬀectés. La mauvaise aﬀectation inﬂuence cependant le nombre de commandes livrées de
sorte que la fonction objectif puisse maintenant être énoncée comme suit :
Maximiser z = NbLivre− (|nqM10,t − 4 · nqM40,t|) (C.2)
où NbLivre indique le nombre total de produits livrés, tous types confondus.
Ici, même si la valeur optimale de z ne peut pas être connue à l’avance, la logique dé-
cisionnelle, elle, peut l’être. La règle d’aﬀectation évidente consiste à aﬀecter tout produit
de type B à la machine M5. Pour le type A, on procède comme dans l’exemple précédent :
4 produits aﬀectés à la machine M10 pour 1 seul aﬀecté à M40. Nous nous attendons donc
à un programme qui se rapproche de :
if (TypeProduitt = B) dt = M5
if (nqM40,t = 0) dt = M40
if (ratioM10M40t < 4) dt = M10
dt = M40
où TypeProduitt ∈ {A;B} indique le type du produit devant être aﬀecté à l’instant t.
Le système a également été simulé sur 10080 minutes de fonctionnement.
Nous avons testé cette fois-ci 2 conﬁgurations pour la PGL combinées à 3 conﬁgura-
tions pour un individu, ce qui nous donne 6 expérimentations.
Nous considérons les instructions suivantes :
I0. dt = M10
I1. if (TypeProduitt = {A;B}) jumpTo label
I2. if (TypeProduitt = {A;B}) dt = {M5 ; M10 ; M40}
I3. if ({nqM5,t ; nqM10,t ; nqM40,t} = 0) jumpTo label
I4. if ({nqM5,t ; nqM10,t ; nqM40,t} = 0) dt = {M5 ; M10 ; M40}
I5. if (ratioM10M40t {> ; <} {[0,2 ; 5]}) jumpTo label
I6. if (ratioM10M40t {> ; <} {[0,2 ; 5]}) dt = {M5 ; M10 ; M40}
I7. if ({cgM5,t ; cgM10,t ; cgM40,t} {= ; > ; <} {cgM5,t ; cgM10,t ; cgM40,t}) jumpTo label
I8. if ({cgM5,t ; cgM10,t ; cgM40,t} {= ; > ; <} {cgM5,t ; cgM10,t ; cgM40,t}) dt = {M5 ; M10 ;
M40}
I9. if ({nqM5,t ; nqM10,t ; nqM40,t} {> ; <} {nqM5,t ; nqM10,t ; nqM40,t}) jumpTo label
I10. if ({nqM5,t ; nqM10,t ; nqM40,t} {> ; <} {nqM5,t ; nqM10,t ; nqM40,t}) dt = {M5 ; M10 ;
M40}
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Instructions InstRatio InstRatioF ile InstCharge
I0 oui oui oui
I1 oui oui oui
I2 oui oui oui
I3 oui oui oui
I4 oui oui oui
I5 oui oui
I6 oui oui
I7 oui
I8 oui
I9 oui
I10 oui
Tableau C.6 – Instructions activées pour les individus pour le deuxième exemple de bench-
mark
où leur activation ou non en déﬁnit trois groupes détaillés dans le Tableau C.6.
Les tailles des individus sont ici déﬁnies indépendamment du groupe comme indiqué
dans le Tableau C.7.
Tailles d’individus Valeur
Minimale 3
Maximale 15
Moyenne 7
Écart-type 2
Tableau C.7 – Paramètres concernant les individus pour le deuxième exemple de bench-
mark
Les conﬁgurations de la PGL sont basées sur celles de l’exemple précédent mais cette
fois-ci en utilisant le nombre de générations sans amélioration Pstagne comme critère d’arrêt
associé à Pmax.
Paramètres Config15 Config30
Vmax 15 30
Velite 2 3
Immortalité Non Non
NbOp 15 30
Pmax 100 100
Pstagne 50 50
Vtournoi 2 2
Tableau C.8 – Conﬁgurations de la PGL utilisées pour le deuxième exemple de benchmark
Le Tableau C.9 indique le temps de calcul (en minutes), le nombre de générations
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ainsi que le nombre d’évaluations nécessaires à chaque expérimentation pour arriver à
leur performance ﬁnale z.
Expérimentation z Temps (min) Pfin NbEval
<Config15 - InstRatio> 3270 13,40 58 1197
<Config15 - InstRatioF ile> 3273 16,75 71 1473
<Config15 - InstCharge> 3267 14,45 76 1358
<Config30 - InstRatio> 3273 47,32 100 4497
<Config30 - InstRatioF ile> 3273 33,58 79 3331
<Config30 - InstCharge> 3218 30,83 71 2975
Tableau C.9 – Résultats pour le deuxième exemple de benchmark
Seule l’expérimentation <Config30 - InstRatio> a atteint le nombre maximum de
générations, toutes les autres étant arrêtées par le nombre maximum de générations sans
amélioration. Toutes les expérimentations ont atteint des performances équivalentes, à
l’exception de <Config30 - InstCharge>, en léger retrait. Ces résultats conﬁrment encore
une fois que nos choix sont compatibles avec nos objectifs.
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Annexe D
Complément relatif à la mise en place
des connexions nécessaires à notre
approche d’extraction de connaissances
Les échanges entre l’utilisateur et les logiciels μGP et Arena sont représentés par
un diagramme de séquence qui, pour plus de lisibilité, a été découpé en deux : le second
diagramme reprend en détails l’appel de la méthode "evaluerFichier(Fichier)" du premier.
Il intègre donc la composante DLL implémentée en langage C++.
Figure D.1 – Diagramme de séquence résumant le fonctionnement de notre approche :
Interactions utilisateur-logiciels
Annexe D. Connexions nécessaires pour l’extraction de connaissances
Figure D.2 – Diagramme de séquence résumant l’évaluation par simulation dans notre
approche : Interactions entre logiciels
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Complément relatif au traitement des
contraintes pour le problème du
ConWIP
Nous avons évoqué dans cette thèse la présence d’un certain nombre de contraintes
liées à l’adaptation d’un système. Pour le système ConWIP traité, il y avait notamment
la Contrainte 5.1 sur le nombre de cartes qui y circulent. Pour satisfaire cette contrainte,
nous avons cité une alternative. Il s’agit de la déﬁnition d’un sous-ensemble à chaque
instant t contenant seulement les actions valides à cet instant :
D1,t = [max{KMin − a1,1,t;−dmax};min{KMax − a1,1,t; dmax}] (E.1)
de sorte que dt ∈ D1,t ⊆ D1.
L’attribut a1,1,t prendrait alors sa valeur dans le sous-ensemble E1,1,t ⊆ E1,1 :
E1,1,t = [max{KMin; a1,1,t − dmax};min{KMax; a1,1,t + dmax}] (E.2)
Ce raisonnement développé pour notre exemple de système ConWIP pourrait être
adapté à certains types de contraintes avec les précautions nécessaires.
Ainsi, pour l’exemple de la répartition de machines (Section 5.3.3.4), nous aurions
eu : D1,t = [max{MMinA −NbMA,t;−1};min{MMaxA −NbMA,t; 1}] ainsi que le sous-
ensemble E1,1,t ⊆ E1,1 correspondant.
Nous ne prétendons toutefois pas que cette solution soit toujours applicable. Elle reste
limitée, le traitement de contraintes s’avérant souvent bien plus complexe.

Annexe F
Conﬁgurations de la PGL utilisées pour
le problème du ConWIP
Paramètres Config−− Config++ Config−+ Config+−
Vmax 20 30 20 30
Velite = 0, 1 · Vmax 2 3 2 3
Immortalité Non Non Non Non
NbOp = Vmax 20 30 20 30
Pmax 50 100 100 50
Pstagne = 0, 5 · Pmax 25 50 50 25
Vtournoi 2 2 2 2
Tableau F.1 – Groupe de test 1 : Population et critères d’arrêt
Paramètres Config++1 Config++ Config++3 Config++4 Config++Δ
Vmax 30 30 30 30 30
Velite 3 3 3 3 3
Immortalité Non Non Non Non Non
NbOp 30 30 30 30 30
Pmax 100 100 100 100 100
Pstagne 50 50 50 50 50
Vtournoi 1 2 3 4 [2 ; 4]
Paramètres Config−−1 Config−− Config−−3 Config−−4 Config−−Δ
Vmax 20 20 20 20 20
Velite 2 2 2 2 2
Immortalité Non Non Non Non Non
NbOp 20 20 20 20 20
Pmax 50 50 50 50 50
Pstagne 25 25 25 25 25
Vtournoi 1 2 3 4 [2 ; 4]
Tableau F.2 – Groupe de test 2 : Sélection par tournoi
Annexe F. Conﬁgurations de la PGL utilisées pour le problème du ConWIP
Paramètres Config−+ ConfigM30 ConfigM40 ConfigI10 ConfigI15 ConfigI20
Vmax 20 20 20 20 20 20
Velite 2 2 2 2 2 2
Immortalité Non Non Non Oui Oui Oui
NbOp 20 30 40 10 15 20
Pmax 100 100 100 100 100 100
Pstagne 50 50 50 50 50 50
Vtournoi 2 2 2 2 2 2
Tableau F.3 – Groupe de test 3 : Immortalité (et nombre d’opérations)
Paramètres Config∗+ Config∗+I
Vmax 100 100
Velite 15 15
Immortalité Non Oui
NbOp 100 50
Pmax 100 100
Pstagne 50 50
Vtournoi 2 2
Tableau F.4 – Groupe de test 4 : Immortalité (pour une population de 100 individus)
Paramètres Config−+ Config++ Config∗+
Vmax 20 30 100
Velite 2 3 15
Immortalité Non Non Non
NbOp 20 30 100
Pmax 100 100 100
Pstagne 50 50 50
Vtournoi 2 2 2
Tableau F.5 – Groupe de test 5 : Scénario mixte
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Exemple de sortie générée par μGP
Nous trouvons ci-dessous une logique décisionnelle telle que générée par le logiciel de
programmation génétique linéaire μGP. Elle correspond au programme donnant origine à
l’arbre de décision de la Figure 5.11 avant toute simpliﬁcation ou correction.
if (FSLt ≥ 7) dt = −2
if (FSLt > 6) dt = 1
if (FSLt ≥ 7) dt = −2
if (FSLt > 6) dt = 1
if (FSLt > 2) dt = −1
if (FSLt > 7) jumpTo nGXMP
if (Ut < 5) jumpTo nGXM2
nGXMP : if (FSLt ≥ 7) dt = −2
if (Ut > 0) jumpTo nGXMR
nGXMR : if (FSLt ≥ 7) jumpTo nGXNB
if (Ut > 0) jumpTo nGXMT
nGXMT : if (FSLt ≥ 7) jumpTo nGXND
if (FSLt ≥ 5) dt = 2
if (FSLt > 7) jumpTo nGXMZ
if (FSLt > 2) dt = −1
if (FSLt ≥ 6) jumpTo nGXM4
if (Ut < 4) dt = 2
nGXMZ : if (FSLt < 1) dt = 2
nGXM2 : if (FSLt > 7) jumpTo nGXM6
if (FSLt ≤ 1) jumpTo nGXNB
nGXM4 : if (Ut < 5) jumpTo nGXM5
nGXM5 : if (FSLt < 1) dt = 1
nGXM6 : if (FSLt > 3) jumpTo nGXNL
if (Ut > 0) jumpTo nGXNS
if (FSLt ≥ 6) jumpTo nGXNF
nGXNB : if (FSLt ≥ 7) dt = −2
if (FSLt > 7) jumpTo nGXNG
nGXND : if (FSLt ≤ 1) jumpTo nGXNK
if (Ut > 0) dt = −2
nGXNF : if (FSLt < 1) dt = 2
Annexe G. Exemple de sortie générée par μGP
nGXNG : if (FSLt > 7) jumpTo nGXNI
if (FSLt ≥ 6) jumpTo nGXNM
nGXNI : if (Ut < 4) dt = 2
if (FSLt < 1) dt = 2
nGXNK : if (FSLt > 7) jumpTo nGXNO
nGXNL : if (Ut > 0) jumpTo nGXNM
nGXNM : if (FSLt ≥ 7) jumpTo nGXN2
if (FSLt ≤ 1) jumpTo nGXNU
nGXNO : if (FSLt ≤ 1) jumpTo nGXNV
if (Ut > 0) dt = −2
if (Ut < 5) jumpTo nGXNR
nGXNR : if (FSLt < 1) dt = 1
nGXNS : if (FSLt > 3) jumpTo nGXN2
if (Ut > 0) jumpTo nGXN2
nGXNU : if (FSLt > 7) jumpTo nGXNW
nGXNV : if (Ut < 4) dt = 2
nGXNW : if (FSLt > 7) jumpTo nGXN2
if (FSLt > 7) jumpTo nGXNZ
if (Ut > 1) dt = 1
nGXNZ : if (Ut > 1) dt = 1
nGXN2 : dt = 0
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Titre : Contribution de l’apprentissage par simulation à l’auto-adaptation des systèmes de production
Résumé : Pour rester performants et compétitifs, les systèmes de production doivent être capables de
s’adapter pour faire face aux changements tels que l’évolution de la demande des clients. Il leur est es-
sentiel de pouvoir déterminer quand et comment s’adapter (capacités, etc.). Malheureusement, de tels
problèmes sont connus pour être diﬃciles. Les systèmes de production étant complexes, dynamiques
et spéciﬁques, leurs gestionnaires n’ont pas toujours l’expertise nécessaire ni les prévisions suﬃsantes
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d’apprentissage à partir de modèles qui ne nécessite pas d’ensemble d’apprentissage. Nous nous intéres-
sons plus précisément à une nouvelle approche basée sur la programmation génétique linéaire visant à
extraire des connaissances itérativement à partir d’un modèle de simulation pour déterminer quand et
quoi faire évoluer. Notre approche est implémentée à l’aide d’Arena et μGP. Nous l’appliquons à diﬀé-
rents exemples qui concernent l’ajout/retrait de cartes dans un système à ﬂux tiré, le déménagement de
machines ou encore le changement de politique de réapprovisionnement. Les connaissances qui en sont
extraites s’avèrent pertinentes et permettent de déterminer en continu comment chaque système peut
s’adapter à des évolutions. De ce fait, elles peuvent contribuer à doter un système d’une forme d’intelli-
gence. Exprimées sous forme d’un arbre de décision, elles sont par ailleurs facilement communicables à
un gestionnaire de production. Les résultats obtenus montrent ainsi l’intérêt de notre approche tout en
ouvrant de nombreuses voies de recherche.
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Abstract : Manufacturing systems must be able to continuously adapt their characteristics to cope with
the diﬀerent changes that occur along their life, in order to remain eﬃcient and competitive. These changes
can take the form of the evolution of customers demand for instance. It is essential for these systems
to determine when and how to adapt (e.g., through changes in capacities). Unfortunately, such issues
are known to be diﬃcult. As manufacturing systems are complex, dynamic and speciﬁc in nature, their
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of their system. This thesis aims at studying the possible contributions of machine learning to the self-
adaptation of manufacturing systems. We ﬁrst study how the literature deals with self-adaptation and we
propose a conceptual framework to facilitate the analysis and the formalization of the associated problems.
Then, we study a learning strategy relying on models, which presents the advantage of not requiring any
training set. We focus more precisely on a new approach based on linear genetic programming that
iteratively extracts knowledge from a simulation model. Our approach is implemented using Arena and
μGP. We show its beneﬁts by applying it to increase/decrease the number of cards in a pull control
system, to move machines or to change the inventory replenishment policy. The extracted knowledge
is found to be relevant for continuously determining how each system can adapt to evolutions. It can
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