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Abstract 
Woodall, D.R., Local and global proportionality, Discrete Mathematics 102 (1992) 315-328. 
The problem considered here is that posed by Fishburn, Hwang and Lee concerning the 
proportion of elements of one colour in a 2-coloured ring. It is required to deduce global 
information about this proportion from rather restricted local information. The problem is 
more or less solved for simple rings, some bounds are obtained in general, and conjectures are 
made concerning both the original problem and its generalizations to different sorts of graph. 
1. Introduction 
Let 92 = (vi, . . . , v,, vl) be the set of vertices in order round a ring or circuit 
graph C, in which each vertex is coloured either green or blue (‘good’ or 
‘bad’). We are only interested in the sequence in which the colours are 
encountered as one moves around 24, and so, if this sequence is (cl, . . . , c,) and 
one forms a new ring 92’ of kn vertices in which the colours are 
(c,, . . . , Cn, Cl, . . * , C n, . . . , Cl,. . . , Cd, 
then $2’ is exactly equivalent to 62 for all purposes considered in this paper. 
Let I =S r be nonnegative integers. If 21i E 3, define its (I, r)-neighbourhood by 
N,,(ui) := (21i-I, . . . 9 21i-l, zfi+l, . . . 2 Vi+r), 
where suffices are reduced module n. If IZ < I+ r then some vertices are included 
in N,,,(vi) more than once: that is, it is a multiset rather than a set. This causes no 
problems, but it can be avoided by replicating 9 as described above. 
If S is a set of vertices, let G(S) denote the number of vertices in S that are 
green, and let P(S):= G(S)/lSl d enote the corresponding proportion. Let 
0 sp s 1. We shall say that 5% has property (*) if 
at least one vertex in 92 is green, and 
P(N,,,(v)) ap for each green vertex ZJ in 92. 
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Fishburn, Hwang and Lee [l] ask what this implies for P(S). In particular, if 
p > 4 does it follow that P(3) > $? I make the following conjecture. 
Conjecture 1. If 1 s r and (*) holds, then: 
(a) P(S) ap if p > 1, or if p = 4 and I # r. 
P(2) p(r + - I> 1 if 1 
@I 
2 
r-l 
-<p<+. 
r+l 
(c) P(L%) 
r - 
3 
vr2 - 2p(r2 - 1’) 
2(r - 1) 
if 
1 
-<p<+. 
r+l 
Note that the bounds in (b) and (c) are both equal to 4 when p = 4, the bound 
in (b) is better than that in (c) when 21/(r + I) <p < ?, and the bound in (c) is 
better when f/(r + 1) <p < min(2l/(r + I), +). 
If a and b are positive integers, let S.(a, b) denote a ring that is periodic with 
period a + b, where the period consists of a consecutive green vertices followed 
by b consecutive blue vertices. We shall call a ring of this type a simple ring. The 
rings in Examples 1 and 2 below are simple, and those in Example 3 can be 
chosen to be simple. Example 1 is taken from [l]. 
Example 1. Let % consist of 1+ 1 consecutive green vertices and arbitrarily many 
consecutive blue vertices. If p ~ll(r + 1) then (*) holds, but P(%!) can be 
arbitrarily small, so no conclusion can be drawn about P(S) for values of p in this 
range. 
Example 2. If 2l/(r+I)<p<i andp(r+I) is an integer, define a:=p(r+l)-1 
and b:=r-l-u, so that f<u<i(r-I)<b. Let 94:=%(u, b). Then, for every 
green vertex u, G(N,,,(u)) 3 a + I, since N,,,(V) consists of N,,,(v) together with 
one complete period of %(a, b). Thus (*) holds, and 
P(cB.) =-$= p(r+f)-I 
r-l . 
This shows that Conjecture l(b) is often best possible. 
Example 3. If p is an integer multiple of l/gcd(r, I), let %! be periodic with 
period equal to gcd(r, I) with the proportion of green vertices in its period (and 
hence in 9?) being exactly p. Then every N,,,(v) consists of an integer number of 
complete periods, and so has a proportion exactly p of green vertices (irrespective 
of whether II is green or blue). This shows that Conjecture l(a) is sometimes best 
possible. 
This last example, and the theorems of Fishburn, Hwang and Lee [ 11, suggest 
that the correct (best possible) answer to their question will depend on 
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number-theoretic properties of 1, r and p. In order to avoid this difficulty, for 
rationals p and q (0 up s 1,0 s q 6 1) define f(p, q) := inf P(9) where the 
infimum is taken over all r > 0 s.t. 1: = qr is an integer and over all rings satisfying 
(*). Let fs(p, q) be defined similarly for simple rings. Then 
f(P7 4) Gfs(P> 4) CP 
for all p and q (using Example 3), 
fs(p, 4)=0 ifps& 
by Example 1, and 
p(l+q)-q if 2q 
UP, 4)s l_q -<p<; 
1+q 
by Example 2. 
Conjecture 2. f(p, q) =fs(p, q) for all p and q. 
The value of fs(p, q) is more or less determined for all p and q in Section 4, 
as a result of which Conjecture 2 implies Conjecture 1. In fact, for p > 
min(2q/(l+ q), i), Conjectures 1 and 2 are equivalent. 
In Section 2 we shall prove some lower bounds and some exact results, 
including shorter proofs of theorems from [l] in the cases 2 = 0 and I = r. In 
Section 3 we shall consider generalizations to other types of graph than circuits. 
We should comment on the difference in approach between the present paper 
and [l]. In [l], a ring % was called (I, r, c)-admissible if, for every green vertex 
u, N,,,(V) contains at least c more green vertices than blue vertices, and R(I, r, c) 
was defined to be the infimum of P(s) over all (I, r, c)-admissible rings 3; here c 
is an integer with the same parity as I + r, and 1 - r < c s I + r. For example, the 
authors of [l] proved that R(0, r, c) = (r + c)/(r - c), and if c >O then 
R(r, r, c) 2 (2r + c)/(2r - c) with equality if r = ?c (mod 2), but they were unable 
to determine R(r, r, c) exactly in other cases. In the present paper we avoid at 
least some of these difficult number-theoretic questions by being less specific: 
f(p, q) should be easier to determine than R(I, r, c) since it conveys less 
information. Thus Corollaries 1.1 and 2.1 below are weaker than the results just 
quoted from [l]. Note however that their formulation in terms of proportionality 
clarifies the relationship between hypothesis and conclusion. 
2. Exact results and lower bounds 
A multiset of vertices is effectively a vector with nonnegative integer 
coordinates, A = (aI, . . . , a,), where ai denotes the number of times that ni 
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belongs to A. One adds multisets in the same way that one adds vectors. A 
collection of multisets will be said to cover $33 uniformly if the sum of these 
multisets is a constant vector (c, . . . , c). If A is a multiset, we write (Al for the 
sum of all its coordinates, G(A) for the sum of the coordinates that correspond to 
green vertices, and P(A) for G(A)/(AI. If multisets Ai cover 92. uniformly and 
P(A,) up for each i, then evidently P(%!) z=p. 
We shall write (vi, vi] for {vi+l, v~+~, . . . , Vi} (suffices reduced modulo n), and 
similarly with other types of interval. We shall sometimes write vi+, as ~i+~ and 
Vi-s as VT”. It may be helpful to recall that 
a+b a b 
->min - - 
c+d ( > c’d 
if a, b, c and d are all positive; and if, in addition, a - b and c - d are positive, 
then 
a-b,! -_ 
c-d=-c 
according as 
b a 
- S$ - . 
d c 
The following theorems for I= 0 and I= r are taken from [l]. 
Theorem 1. Zf (*) holds wirh 1 = 0, then P(g) up. 
Proof. This is obvious if p = 0, so suppose p > 0. Let g, be any green vertex in 
3. Given gj, let gj+r be the green vertex in No,,(gi) that is furthest from gi. 
Continue until the first repetition: gk = gj for some j < k. The intervals 
(gi, gi+i] (j s i s k - 1) cover 52 uniformly, and P((g,, gi+r]) 3 P(N,,,(gJ) ap for 
each i, so P(3) 3-p. Cl 
Corollary 1.1. f (p, 0) =p for all p. 
Proof. We know f (p, q) Sp for all p and 4, so we must prove f (p, 0) z=p. This is 
Theorem 1. 0 
Corollary 1.2. P(.B) ?=p if and only if, for each green vertex v in 93, there exists 
an integer r(v) > 0 such that P(N,,,,,,(v)) up. 
Proof. To prove ‘only if’, take r(v) := n for every v, so that N,,,C,,(v) = 632. To 
prove ‘if, use the argument of Theorem 1, which does not require r to be the 
same for each green vertex gi. 0 
Theorem 2. Zf (*) holds, we can deduce P(S) S-P in the following cases: 
(a) l=randp>s. 
(b) l=r-landp>$. 
(c) I = r -2andpai. 
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Proof. Since in each case p > l/(r + l), P(N,,,(v)) > 0 for every green vertex V, 
and so we can construct the sequence of green vertices g,, . . . , g,, . . . , g, exactly 
as in Theorem 1. Define multisets 
Ai := (gi, gi+l] + [gi, g,+l), Bi := NO,r(gi) + N.&i+*), 
k-l 
A := c Ai, 
k-l k-l 
B := C Bi = C N,,&i) 
i=j i=j j=j 
(since gk =gj). A covers 9 uniformly, so P(A) = I’(%!), and P(B) 2p by 
hypothesis. It remains to prove that P(A) 3 P(B). 
(a) Suppose that gi+l = g:’ and let s := r - c 3 0, so that gTYl = g”. Ai is 
formed from Bi by deleting s blue vertices (those in [g:,i, gi+,“,]) and s vertices of 
unknown colour (those in [g;“, g;‘]). It follows that A is formed from B by 
deleting a (possibly empty) set of vertices of which a proportion at most i <p are 
green. Since P(B) >p, it follows that P(A) 3 P(B) as required. 
(b) We use the same argument with the same notation. If s = 0, Ai is formed 
from Bi by adding one green vertex (gi). Otherwise, Ai is formed from Bi by 
deleting s blue vertices and s - 1 vertices of unknown colour. Since s - 1 <s, the 
required conclusion follows as before. 
(c) We try the same argument again. If s = 0, Ai is formed from Bi by adding 
one green vertex (g,) and one vertex of unknown colour (g:‘). If s = 1, Ai is 
formed from Bi by adding one green vertex (gi) and deleting one blue vertex 
(g”). Otherwise, Ai is formed from Bi by deleting s blue vertices and s - 2 
vertices of unknown colour. 
We can derive the required conclusion as before if p = i, but if p > 3 the case 
s = 0 gives rise to a problem. However, if p > 4 then N,,,(V) contains more than 
i(r + I) - I= 1 green vertex, and so we can redefine the sequence (gi) so that gi+l 
is always the green vertex in NO,,(gi) that is second furthest from gi. Now s 2 1 
always. Ifs = 1, Ai is formed from Bi by adding one green vertex (g,) and deleting 
one green vertex (g”). Otherwise, Ai is formed from B, by deleting s vertices of 
which one is green and s - 1 are blue, and s - 2 vertices of unknown colour. 
Since 1 + s - 2 <s - 1, we again derive the required conclusion. Cl 
Corollary 2.1. f(p, 1) =p ifp > 1. 
Proof. This is Theorem 2 for I = r. 0 
The following general lower bound is almost certainly far from being best 
possible. As always, we assume I =G r. 
Theorem 3. If p > I/(r + 1) and (*) holds, then 
P(3) 3 max 
p(r + 1) - 1 p(r + I) p(r + I) - r + I 
r ’ 2r ’ > 21 . 
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(Note that the maximum is the lst, 2nd or 3rd of these terms according as 
min(21, ~(r + I), r) is equal to 21, ~(r + 1) or r. We can add 1 to the numerator of 
the second term provided that this does not make the second term greater than 
Proof. Clearly (*) implies G(N,,.(u)) ap(r + I) - 1, and so the first bound 
follows immediately from Theorem 1. 
To prove the second bound, we use the multisets Ai and Bi defined at the 
beginning of Theorem 2. Define xi and yi by 
and 
G(A,) = G(B,) + xi 
lAil=IBil+yi=r+l+yi, 
so that 
and 
k-l k-l k-l 
G(A) = 2 [G(B,) +xiI = C [G(N,,r(gi)) +xiI 3 C [P(r + 1) +xiI 
i=j i=j i=j 
k-l 
P(3) = P(A) 5 ‘;_I 3 min 
p(r + 1) + Xi 
C (r + 1 + yi) 
j=Ssk-1 r+l+J’i 
i=j 
Now fix i and, as in Theorem 2, define s so that g:,“i = g”. If s < r - 1, Ai is 
formed from Bi by deleting s blue vertices (those in [gi++‘i, gi+,“,]) and adding 
r - 1 - s vertices (those in [gi, g+(r-‘-s-l) I), of which at least one (gi) is green. 
This implies that Xi s 1 and yi = r - I - 3, and so 
p(r+[)+Xi~ p(r+l)+l ~p(r+I)+l 
r+l+yi r+l+r-l-2S 2r ’ 
If s 3 r - I, Ai is formed from Bi by deleting s blue vertices and s - r + 1 vertices 
of unknown colour (those in [g;(s-r+‘), g;‘]). This implies that xi 2 -(s - r + 1) 
and yi = -@ - r + I), and so 
p(r+l)+xi3p(r+I)-(s-r+l)=p(r+I)-l+r-s>p(r+Z), 
r+l+y, r+l-(2s-r+l) 2r - 2s 21 -pJ 
because 
p(r+O-l+r>r_=s 
2r 2r 2s’ 
which means that the minimum value occurs when s is smallest, that is, s = r - 1. 
This completes the proof of the second bound. 
The third bound follows from the second if p(r + I) < r, so suppose p(r + I) > r. 
Then G(&.(v)) >r - 1 for each green vertex Y, and so we can redefine the 
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sequence (gJ so that gi+l has exactly r - 1 green vertices to the right of it in 
N,,,(gi). Then, for some integer t 2 0, Ai is formed from Ri by deleting r - I+ t 
vertices of which exactly r - 1 are green, and deleting a further t vertices of 
unknown colour. This implies that xi a--(r-I+t)andy,=-(r-I+2t), andso 
p(r+l)+xisp(r+l)-r+l-t p(r+l)-r+l-tsp(r+l)-r+l = 
r+l+y, r+l-r+l-2t 21- 2t 21 ’ 
because 
p(r+l)-r+l,I=f_ 
21 21 2t 
and so the minimum value occurs when t is smallest. This completes the proof of 
Theorem 3. 0 
Corollary 3.1. Zf p > q/(1 + q) then 
f (p, 4) 2 max ( ~(1 + 4) - q94p(l + q), 
p(l+q)-1+q 
1 2q 
3. Graphical generalizations 
3.1. 
The natural generalization of the one-sided case 1 = 0 would seem to be to 
digraphs, as follows. Let G = (V, E) be a strongly connected digraph, and let 
Ocpcl andrEN. 
We shall say that a 2-colouring c : V-+ {blue, green} has property (a) if at least 
one vertex is green and, for every walk u,,, ul, . . . , v, such that Z.J~ is green, 
P({Vl, . . . , u,}) ap. (A walk may pass along edges more than once, but must 
always do so in the direction of the arrow. If G is a directed circuit then property 
(a) is the same as (*) for the case 1 = 0.) 
Call G fully proportional if, for every choice of p and r and every 2-colouring 
satisfying (a), P(V) Sp. 
Theorem 4. G Is fully proportional if V can be uniformly covered by (vertex-sets 
of) circuits in G. 
Proof. Suppose we are given p, r and a 2-colouring satisfying (a). We wish to 
prove P(V) >p. This is obvious if p = 0, so suppose p > 0. Suppose that there is a 
circuit C in G that contains no green vertex. Let v be a green vertex in V and 
choose a path P from v to C, which exists since G is strongly connected. Let v,, be 
the last green vertex along this path. Then there is a walk vO, vl, . . . , v, such that 
all of vl, . . . , v, are blue, contradicting (a). (This walk follows P and then, if 
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necessary, goes round C until it has the right length.) This contradiction shows 
that every circuit in G must contain at least one green vertex. It now follows 
immediately from Theorem 1 that in every circuit the proportion of vertices that 
are green is at least p, and the result follows from the uniform covering. 0 
Conjecture 3. The condition in Theorem 4 is necessary as well as sufficient. 
3.2. 
Although the natural generalization of the case 1 = 0 is to digraphs, as just 
mentioned, there is a very similar situation for (undirected) graphs. Replace 
‘strongly connected digraph’ by ‘connected graph with minimum degree at least 2’, 
and ‘walk’ by ‘non-re-entrant walk’, and the whole of Section 3.1 carries 
through. (A non-re-entrant walk is one that never immediately re-enters an edge 
it has just left; that is, it contains no sequence of the form U, e, V, e, u where e is 
an edge joining vertices u and u. We insist on every vertex having degree at least 
2 so that we never ‘get stuck’ when trying to follow a non-re-entrant walk.) 
The analogue of Theorem 4 is true - the proof is virtually identical - and I again 
conjecture that the condition is necessary as well as sufficient. K,,, is an example 
of a graph that is not fully proportional: colour the 2-set green and the 3-set blue 
and take p = 1, r = 2. Any graph with a 2-factor is fully proportional. Fig. 1 shows 
a graph that does not have a 2-factor but is fully proportional: it contains three 
circuits (the perimeter as drawn, and two similar circuits of length 6) that between 
them cover every vertex exactly twice. 
3.3. 
The natural generalization of the symmetrical case 1 = r would seem to be to 
graphs. Let G = (V, E) be a graph, and let Osp d 1 and r E N. Let N,(v) := 
{weV:lSd(v, w) s r}, where d denotes distance in G. 
We shall say that a 2-colouring c: V- {blue, green} has properry (*a) if at 
least one vertex is green and, whenever u is green, P(N,.(v)) up. (If G is a circuit 
then property (*a) is the same as (*) for the case 1= r.) 
If we wish to conclude that P(V) z=p, however, we must do something to avoid 
the situation where G consists of a dense green graph attached by one or more 
blue paths to an arbitrarily large blue graph. (E.g., for r = 1, consider the graph 
Fig. 1. 
Local and global proportionality 323 
of Fig. 1 with its leftmost three vertices coloured green and the rest blue.) In the 
circuit case we did this by specifying p > 5. So let m := max{liV,(v)l: v E V}. (If m 
is allowed to depend on the colouring, we could take the maximum over just 
the green vertices.) Then the following conjecture is a precise generalization of 
Theorem 2 for the case 1 = r. 
Conjecture 4. If p > (m - r)lm and (*a) holds, then P(V) >p. 
Note that if p > (m - 1)/m and (*a) holds then certainly P(V) ?=p, because 
every vertex of G is green. This is not an interesting result. 
4. Simple rings 
Lemma 5.1. Let % = %(a, b) be a simple ring, let 
p := min{P(Nl,,(v)): 
1 
u E 9 and isgreen} >--- 
r+l’ 
where 1s r, and suppose that P(9) <p. Then a < b, p < 4, 
r = n(a + b) + r’, 
1= m(a + b) + I’, 
p(r + 1) = (n + m)a + min(a - 1, r’, I’), 
and 
(1) 
(2) 
(3) 
P(.%) = 
p(r + I) - min(a - 1, r’, I’) 
(r+Z)-(r’+I’) ’ (4) 
whereO<r’<b, O~l’<bandO~m<n. 
Proof. Define integers IZ, m, r’ and 1’ by (1) and (2), where n >O, m 3 0, 
O<r’<a+bandOsI’<a+b. Ifb<I’<a+bthenwecanfindagreenvertex 
u such that N,,,(V) starts with b consecutive blue vertices, whence the proportion 
of green vertices in N,,,(V) cannot exceed that in one period (which equals P(.%)). 
Since we are assuming P(3) <p, we must have 0 c I’ < b, and similarly 
0 c r’ < 6. 
It is now easy to see that 
min{G(N,.,,.(v)): v is green} = min(a - 1, r’, I’). (5) 
Indeed, if a - 1 s min(r’, I’) then G(N,.,,Jv)) = u - 1 for every green vertex u. 
More generally, as u moves from left to right along a row of a consecutive green 
vertices, G(N,.,,.(v)) starts from a value of min(a - 1, r’), rises to a maximum of 
min(a - 1, r’ + I’), and then decreases to a value of min(a - 1, r’), thus proving 
(5). Since N[,,(v) consists of N,.,,(V) together with n + m complete periods of 
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a + b vertices, each of which contains a green vertices, (3) follows. Since 
P(B) =&= (n + m)a 
(n + m)(a + b) ’ 
(4) follows from (l), (2) and (3). 
Now, it follows from (4) that 
P(9) <p *min(a - 1, r’, I’) >p(r’ + I’). 
Since min(r’, I’) G t(r’ + I’), this implies p < 4, whence Z’(9) <s and a <b. 
Finally, by (2) and (3), 
which implies n > m since a < b. This completes the proof of Lemma 5.1. 0 
For fixed rational numbers p and q satisfying 0 sp =S 1 and 0 c q < 1, let 
g,(n m) . = (n - mlp(l + 4) - 9 + m 
, . 
(n+m)(l-d ’ 
gdn, m) := nP(l + 4) 
n+m+l-p(l+q) 
and 
h(n, m) := 
(n + m + l)(nq - m) 
n-m 
Theorem 5. Zfq/(l + q) <p < 4, then 
fs(p, 4) = min(infl gh, m), in& g&, ml), 
where inf, is taken over all integers n > m 2 0 such that 
0 s h(n, m) <p(l + q) 
and inf, is taken over all integers n > m 2 0 such that 
h(n, m) >pO + 4). 
(6) 
(7) 
(8) 
Proof. Note first that gl(n, m) =p if nq = m, when h(n, m) = 0. Thus (6) is never 
more than p. But fs(p, q) <p if and only if there is a simple ring satisfying all the 
conditions of Lemma 5.1 with 1 = qr, andf,(p, q) is the infimum of (4) taken over 
all such rings. From now on we insist that I= qr, we consider fixed values of m 
and n satisfying 0 =z m < n, and we prove that the infimum of (4) (for these m and 
n) is g,(n, m) if (7) holds, is g,(n, m) if (8) holds, and is at least p (and so is 
irrelevant) if neither holds. This will suffice to prove the theorem. 
Ifr’>u-landf’>u-1, wecanincreasebanddecreaser’andZ’(ifmZ0) 
or r’ alone (if m = 0) in such a way that (l), (2) and (3) still hold, thereby 
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decreasing (4), until r’ = a - 1 or 1’ = a - 1; and if the new values of b, r’ and 1’ 
(which are clearly all rational) are not all integers, we can multiply a, b, r, 1, r’ 
and 1’ by their common denominator to make them all integers without changing 
the new value of (4). So it suffices to consider the cases when min(a - 1, r’, 1’) = 
r’ or 1’. 
Case 1: min(u - 1, I’, 1’) = 1’. 
Case la: m = 0. 
Then 1’ = 1 by (2), and to minimize (4) we take r’ as small as possible: 
r’ = 1’ = 1, when a + b = (r - 1)/n from (l), a = (p(r + 1) - 1)/n from (3), and (4) 
gives 
P(iB) = 
P(r+O-QU+d-cl 
r-l l-q ’ 
as given by gl(n, 0) (and Example 2). The condition for such an example to exist 
is that a > 1. But 
a > lep(r + 1) > (n + 1)1ep(l+ q) > (n + l)q, 
which is (7). (We do not need to insist that b > I’, because although we have 
assumed b > 1’ in deriving the formula for P(3) in Lemma 5.1, so that choosing 
a > 1 = 1’ > b might give us a spurious value for P(B), the fact that a > b ensures 
that this spurious value will be greater than i >p and so cannot affect the 
infimum.) 
Case lb: m > 0. 
Then (3), (2), (1) and (4) give 
I- 1’ 
u= 
p(r + 1) - 1’ 
b= --a r,=r n(l-1’) 
n+m ’ m ’ m ’ 
and 
P(S) = 
m[p(r + 1) -I’] = m[p(r + 1) - I’1 
m(r + 1) - mr + n(1 - 1’) - ml’ (n + m)(l - 1’) . 
Since, by hypothesis, p(r + 1) > I> I’, P(S) is smallest when 1’ is smallest. But 
rr21’jr>lr+ 
n(l- 1’) nl-mr 
~=$lI2~ 
m n-m ’ 
If nl - mr < 0, P(B) will be smallest when 1’ = 0. But then 
mp(r + 1) 
P(S) = (n +m)l ’ 
p(n1 + ml) 
nl+ml =P. 
So we may suppose that nl - mr 2 0 and 1’ = (nl - mr)/(n - m), when 
m[(n - m)p(r + 1) - nl + mr] 
‘(%) = (n + m)[(n - m)l - nl + mr] 
=(n-mlp(r+l)-nl+mr=g (n m) 
(n + m)(r - 1) 19 . 
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The conditions for this example to exist are that a > 1’( = r’) 2 0. (As in Case 
la, we do not need to insist that b > l’.) But 
a > I’ ep(r + I) > (n + m + l)/’ = 
(n + m + l)(nl - mr) 
n-m 
and 
Gp(l + 4) > h(n, ml, 
and these are the two parts of (7). 
Case 2: min(a - 1, r’, I’) = r’. 
Then (3), (l), (2) and (4) give 
p(r + 1) - r’ 
b= 
r-r’ 
a= l’=l- 
m(r - r’) 
n+m ’ 
--a 
n ’ n ’ 
and 
P(S) = 
n[p(r + I) - r’] n[p(r + I) - r’] 
n(r + I) - nr’ - nl+ m(r - r’) = (n + m)(r - r’) ’ (9) 
Since p < 1, p(r + I) < r and so P(S) is smallest when r’ is largest. We require 
r’ ~1’ and r’ <a - 1. If r’ = I’ we are back in Case 1, and so we may suppose 
r’ = a - 1, giving 
r,=p(r+O-n-m 
n+m+l * 
(10) 
Then 
n(n + m)[p(r + I) + l] 
‘(%) = (n + m)[(n + m + 1)r - p(r + 1) + n + m] 
nb(r + 4 + 11 
=(n+m+l)r-p(r+I)+n+m’ 
and the infimum of this over all r and I such that I = qr is equal to g,(n, m). (That 
this is the infimum and not the supremum is most easily seen by noting that we 
obtain g,(n, m) by putting r’ = a instead of a - 1 in (9), and we have already 
noted that P(S) is smallest when r’ is largest.) 
We can obviously ensure r’ > 0 by taking r and 1 large enough in (10) (keeping 
I = qr). The remaining conditions for this example to exist are that b > 1’ 2 a. The 
reader is left to verify that 
b > I’ an(r + I) < (n + m + 1)r - p(r + I) + m, 
which holds automatically whenever g,(n, m) <p, and 
1’ 2 a ep(r + I) G 
(n + m + l)(nl- mr -m) _ 1 
> 
n-m 
which can be achieved by taking r and I large enough if and only if (8) holds. This 
completes the proof of Theorem 5. q 
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Theorem 6. 
(4 fs(p, q) =p ifp > 4, or ifp = 4 ~2nd q z 1. 
P(l+q)-q 
(b) L(P, q)= 1 _q 
if 2q -<p<& 
l+q 
Cc) fs(P7 4) 3 
l-Vl-2p(l-q2) q 
2(1- 4) 
if- 
1+q 
<p<& 
(4 GP, 4) = 0 ifp s q/(1 + 4). 
Proof. As explained near the end of Section 1, (d) follows from Example 1, and 
(a) follows from Example 3 and Lemma 5.1. For (b) and (c) we apply a 
variational argument to the result of Theorem 5. We drop the requirement that IZ 
and m be integers, and allow them to be any real numbers satisfying 0 cm G 
IZ - 1. Note that in (b) and (c), q # 1. The reader is left to verify that, since p < 4, 
and &,(n, n - 1) < 0. 
If IZ and m satisfy (7), increase IZ until h(n, m) = p(1 + q), which clearly must 
happen eventually; this will decrease g,(n, m). If n and m satisfy (8), decrease IZ 
until h(n, m) =p(l + q) or n = m + 1, whichever happens first; in the latter case, 
increase ti keeping m = n - 1 until h(n, m) = p(1 + q), which must happen 
eventually since q < 1; this will decrease g,(n, m). However, when h(n, m) = 
~(1 + q), gh, m) = gh, m) = 0, m), say, where 
g(n, m)=F= (n-mlp(l+q)-(nq-m)~~(l+q)-q 
(n + m)(l - 4) l-q ’ 
because 2mp(l+ q) =S m(1 + q). Thus 
PO + 9) - 4 
L(P,4)” l_q . (11) 
The reverse inequality to (11) was derived in Section 1 from Example 2 whenever 
2q/(l+ q) <p < 4, and so (11) proves (b). 
To prove (c), we vary IZ and m exactly as before until h(n, m) =p(l + q) and 
0 c m c n - 1. If we now allow n and m to vary but keep h(n, m) =p(l + q), we 
have 
p(1 + q)(n - m) - (n + m + l)(nq -m) = 0, 
2 [(n + 172 + 1) - (nq - m) -p(l + q)] 
=(n+m+l)q+(nq-m)-p(l+q) 
and so 
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-.c(nq_m)=q-% U+q)[P(l-q)-(nq-m)l >() 
dn (n+m+l)-(nq-m)-p(l+q) (12) 
as long as g(n, m) <p, because then nq -m <p(l - q) <p(l + q) < 1. So 
reducing IZ will reduce g(n, m). Now, m becomes equal to II - 1 when 
h(n, it - 1) =p(l + q), when 
2(1-q)n2-2n+p(l+q)=O, 
1*:dl-2p(1-q)2) 
n= 
2(1-q) ’ 
1 
g(n,n-1)=--n= 
1 T Vl - 2p(l -q”) 
l-q 2(1-q) . 
The smaller value of g(n, IZ - 1) is obtained from the larger value of n, and is the 
bound given in (c). Since we have assumed that m Z= 0 and n 2 1 in deriving the 
inequality in (12), we should verify that, when n is reduced, m does not become 
zero before it becomes equal to n - 1. But if m = 0 and it > 1 then h(n, m) = 
(n + 1)q > 2q. This cannot be equal to p(1 + q) if p ~2q/(l+ q). And if 
p > 2q/(l+ q) then we do not need to use this argument anyway, since (c) then 
follows from (b). This completes the proof of Theorem 6. 0 
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