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Although there is a growing recognition of the importance of hyporheic zones as transitional
areas connecting rivers and adjacent alluvial aquifers, the dynamic hyporheic responses to
unsteady hydrological conditions are still significantly understudied. To bridge this gap, the
present PhD thesis primarily focuses on the effects of transient river discharge and temperature
fluctuations on the spatiotemporal variability of hyporheic exchange processes. With these
objectives in mind, a novel physically based numerical model is proposed and then applied
to systematically evaluate bedform-induced hyporheic responses to a series of synthetic and
natural hydrological regimes. Metrics including spatial hyporheic extent, hyporheic exchange
rate, mean residence time, temperature of hyporheic flux, and denitrification potential are
defined to quantify the impact of drivers and modulators of dynamic hyporheic responses.
Results indicate that increasing river discharge generally enlarges the spatial hyporheic
extent; however, geomorphological settings and groundwater fluxes substantially modulate
the expansion and contraction of hyporheic zones along with flow, heat and solute exchange
between river and groundwater. Temperature variability, an important factor which is often
neglected in hydrodynamic studies, displays direct controlling effects in determining hyporheic
exchange rates and mean residence times. Groundwater table dynamics also play a critical
role in hyporheic exchange processes. Optimizing the timing of aquifer pumping is crucial for
regulation of water quality, nutrient cycling, and the formation of thermal hyporheic refugia.
The findings largely advanced our mechanistic understandings of dynamic hyporheic responses
to varying transient flow and temperature conditions, and therefore shed lights on improving
river management and restoration strategies.

Zusammenfassung
Obwohl der Bedeutung von hyporheischen Zonen als Übergangsbereiche zwischen Flüssen und
angrenzenden alluvialen Aquiferen eine wachsende Anerkennung zuteilwird, sind dynamische
hyporheische Reaktionen auf instationäre hydrologische Bedingungen weiterhin signifikant
untererforscht. Um diese Lücke zu schließen, liegt der Fokus dieser Doktorarbeit insbesondere
auf den Effekten transienter Abflussverhalten und Temperaturschwankungen in Flüssen auf
die raumzeitliche Variabilität von hyporheischen Austauschprozessen. Unter Beachtung dieser
Ziele wird ein neues physikalisch basiertes numerisches Modell vorgeschlagen und schließlich
angewandt, um systematisch die hyporheischen, durch Sedimentoberflächenstrukturen
ausgelösten Reaktionen auf eine Reihe von künstlichen und natürlichen Abflussregimen
abzuschätzen. Parameter wie das räumliche Ausmaß der hyporheischen Zone, hyporheische
Austauschrate, mittlere Aufenthaltszeit, Temperatur des hyporheischen Flusses sowie das
Denitrifikationspotenzial werden definiert, um den Einfluss der Antriebskräfte und Regulatoren
auf dynamische hyporheische Reaktionen zu quantifizieren. Die Ergebnisse zeigen, dass mit
zunehmendem Abfluss generell das räumliche Ausmaß der hyporheischen Zone vergrößert
wird; jedoch bestimmen geomorphologische Bedingungen und Grundwasserflüsse erheblich
das Ausdehnen und Zusammenziehen hyporheischer Zonen zusammen mit Strömungen,
Wärme- und Stoffaustausch zwischen Fluss und Grundwasser. Temperaturvariabilität, ein
wichtiger Faktor, welcher oft in hydrodynamischen Studien vernachlässigt wird, zeigt
direkte kontrollierende Effekte beim Bestimmen hyporheischer Austauschraten und mittlerer
Aufenthaltszeiten. Weiterhin spielt die Dynamik von Grundwasserständen eine entscheidende
Rolle bei hyporheischen Austauschprozessen. Das Optimieren der Terminierung von Grundwas-
serförderung ist ausschlaggebend für die Regulierung von Wasserqualität, Nährstoffkreisläufen
und der Entstehung thermischer hyporheischer Refugien. Die Ergebnisse entwickeln unser
mechanistisches Verständnis von dynamischen hyporheischen Reaktionen auf variablen
transienten Abfluss und Temperaturbedingungen deutlich weiter und geben Aufschluss über
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1.1 The hyporheic zone is an integral and unique component
of fluvial systems
Rivers are essential parts of the water cycle, acting as drainage channels for surface water.
They provide water, nutrients, and habitats for flora and fauna, serving myriads of important
biological activities and human needs. Rivers continually exchange water, energy, solutes and
micro-organisms with riverbed sediments and surrounding riparian floodplains, supporting
important ecological and biogeochemical functioning (Boulton et al., 2010; J. Stanford &
Ward, 1988).
Hyporheic zones, as transitional areas connecting surface water environments with
groundwater environments, are characterized by marked physical, chemical and biological
gradients, promoting exchanges between surface water and groundwater environments (Boano
et al., 2014; Lewandowski et al., 2019). As a consequence, hyporheic zones are key components
of river corridors. Therefore, hyporheic zones, although small, have disproportionately large
impacts on fluvial biological diversity, nutrient cycling, and energy exchange (Bardini et al.,
2012; Gomez-Velez et al., 2015; Harvey et al., 2013; Malcolm et al., 2002).
Nevertheless, hyporheic zones have different definitions both conceptually and operationally
across various disciplines (Gooseff, 2010; Harvey & Bencala, 1993; Triska et al., 1989). From
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a biological perspective, hyporheic zones are defined as the subsurface habitat inhabited by
communities that are commonly exposed to surface water environment. From a geochemical
perspective, hyporheic zones refer to subsurface locations at which at least a certain percentage
of water originates from the overlying stream. From a hydrological perspective, hyporheic
zones are subsurface domains that contain flowpaths which originate from and terminate at
the sediment-water interface (Triska et al., 1989). Even though these three definitions do not
necessarily agree with each other, they all point to an important fact which is the presence
of surface water in the subsurface domain where surface water and groundwater mix. This
mixing between river water and groundwater makes hyporheic zones an integral and unique
component of fluvial systems.
1.2 Hyporheic researches require more focus on transient
hydrological conditions
There is a growing recognition of the importance of hyporheic zones as interface between
groundwater and surface water. The majority of previous hyporheic studies focused on steady
boundary conditions, with which a wide range of factors affecting hyporheic exchange are
explored. For example, streambed topography plays an important role in determining the
pressure gradient at the sediment-water interface and thus hyporheic flow paths (Broecker
et al., 2018; Marzadri et al., 2010). Ripples, dunes, pool-riffle sequences and other in-stream
structures cause variations of the water level, which subsequently induce high pressure at
the front face and low pressure at the rear face of the in-stream structures. This pressure
difference at the sediment-water interface drives infiltration of surface water and exfiltration of
groundwater. Compared with flat beds, the presence of bedform produces additional exchange
under all flow conditions (Packman et al., 2004). Man-made in-stream structures, such as
weirs and large woody debris, can also facilitate hyporheic exchange (Hester et al., 2009;
Sawyer et al., 2012). Channel morphology also directly influences hyporheic exchange. For
instance, channel slopes affect both pore water flow in the river bed (known as under flow) and
the surface hydraulic gradient, and therefore, the near-bed pressure distributions (Marzadri
et al., 2016). Channel curvature, which induces an across-stream gradient, deflects hyporheic
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zones toward the cutbank (Cardenas et al., 2004). Hyporheic exchange processes are also
substantially modified by the presence of low-permeable layers which change the flow field
and spatial pattern of residence time distributions within the sediment, creating hot spots for
biogeochemical transformations (Gomez-Velez et al., 2014; Sawyer & Cardenas, 2009).
Regional groundwater condition is another important modulator for hyporheic exchange
process. In general, increasing regional groundwater fluxes, either towards or away from
surface water, reduce the depth and volume of hyporheic zones (with the hydrologic definition).
When groundwater recharges the surface water, the hyporheic zone is compressed; when
surface water recharges groundwater, surface water flows into a deeper sediment domain
without returning to the surface domain, thus resulting in a smaller hyporheic zone compared
with conditions where there are no interactions of the groundwater with the surface water
domain (Boano et al., 2008; Cardenas & Wilson, 2007a; Trauth et al., 2013). Groundwater
flow, with significantly different physical (e.g., temperature) and chemical (e.g., dissolved
oxgen and pH) characteristics, mixes with surface water in hyporheic zones, facilitating the
occurrence of vital geochemical and ecological activities.
However, these aforementioned studies are mainly limited to steady-state hydrological
conditions without taking the transience, the nature of water flow, into account. With the
transient river discharge boundary conditions, the temporal perspective on hyporheic zones
becomes critical. With the increasing hydraulic gradients at the sediment-water interface, the
spatial extent of hyporheic zone enlarges; with decreasing hydraulic gradients, the spatial
extent of hyporheic zone contracts. Under extreme conditions, hyporheic zones disappear and
re-appear in response to specific hydrologic boundary conditions. These hyporheic dynamic
responses cannot be captured under steady state boundary conditions.
Transience is the main theme in natural flow systems, but it is significantly understudied in
hyporheic zone related researches. To bridge this research gap, the present PhD thesis focuses
mainly on the hyporheic responses to unsteady hydrological conditions. In the following,
conditions that require studies under transient flow and temperature boundaries, i.e., flow




1.3 Flow regime alterations affect dynamic hyporheic re-
sponses
For centuries, natural flow regimes have been altered and regulated to support important
human needs, for instance, irrigation, flood control and electric power generation (Krueger
et al., 2016; Weiskel et al., 2010). During the last decades, human impacts on natural flow
regimes have increased remarkably. Dams, diversions and other forms of infrastructures
drastically modified ecosystems, transforming lotic into lentic reaches along the river. These
changes trigger substantial changes in ecosystem functioning and compromise many services
supported by these ecosystems (Abril et al., 2015). Flow alterations substantially affect diurnal
water stage fluctuations and temperature fluctuations, magnitudes of flow peaks, durations of
recession periods, and the characteristic time scales for flow of water and transport of heat
along river networks, ultimately affecting important processes such as regulation of water
quality, nutrient cycling, thermal dampening, and survival of macroinvertebrates (Tonkin
et al., 2018).
Dynamically-changing river discharge induces time-varying hydraulic gradients at the
sediment-water interface, which promotes the exchange of surface water and pore water in
streambed sediments and riparian zones, creating opportunities for biological and geochemical
reactions (Winter et al., 1998). Further, time-varying discharge (e.g. due to flooding, dam
operation, etc.) can destroy the old geochemical balance, alter the gradients of dissolved
oxygen and pH, and thus change the ecosystem (Smith et al., 2008). Therefore, understanding
impacts of flow alterations on hyporheic response is important to better estimate and predict
hyporheic exchange processes.
1.4 River temperature fluctuations affect dynamic hyporheic
responses
Flow alterations modify both hydrological conditions and thermal regimes along river networks.
For instance, a number of large dams throughout the world selectively release cold water
from deep reservoirs whereas small dams often cause temperature increases downstream by
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releasing warm water from the reservoir surface. These modifications of thermal river regimes
can cause direct and indirect consequences for freshwater ecology (Olden & Naiman, 2010).
For example, a lot of aquatic species have both acute and chronic temperature thresholds
for reproduction, growth, and survival (Coutant, 1987). As a consequence, unnaturally heated
or cooled effluents cause a disturbance of these vital activities for aquatic animals. For instance,
as reported by Preece and Jones (2002), cooling and delayed timing of maximum temperature
significantly influence the spawning success of several native fish species. Additionally,
modified river temperature regimes affect invertebrate communities by affecting the rate of
egg development and juvenile growth (Olden & Naiman, 2010). Flow alteration-induced
thermal regime changes may cause a mismatch between a species life-history and other critical
environmental conditions. As the hypothesized example reported by Angilletta Jr et al. (2008),
warmer temperature during autumn and winter below Lost Creek Dam (Rogue River, U.S.A.)
may accelerate the development of Chinook salmon embryos, resulting in an earlier timing of
emergence which increases the mortality risk due to high flood events or insufficient resources.
As a conclusion, modified thermal regimes induced by flow alterations may threaten the
aquatic ecological functioning and ecosystem services. Hyporheic zones as the habitat for a
large number of hyporheos are highly susceptible.
Additionally, river temperature regimes substantially affect most biogeochemical reactions,
especially bacterially mediated reactions (Zheng et al., 2016). Some reactions may double
their rate with every 10 ◦C temperature increase (Mulholland et al., 2006). Hyporheic
zones, as transitional areas between surface water and groundwater, are important sites for
biogeochemical reactions and thus require more efforts to understand the effects of river
temperature variability on hyporheic potentials for biogeochemical reactions.
So far, studies on transient hyporheic exchange processes usually lack a detailed
consideration of river temperature impacts. Hydrologically-caused hyporheic exchange and
heat transport in hyporheic zones are usually studied separately (Malzone, Anseeuw, et al.,
2016; Schmadel et al., 2016). Studies that couple flow and heat transport are either sequentially
coupled without considering the feedback mechanism between heat transport and sediment
hydraulic properties (Hester et al., 2009; Marzadri et al., 2013), or using simplified boundaries
such as steady discharge condition or only diel temperature fluctuations (Burkholder et al.,
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2008; Gerecht et al., 2011; Zheng et al., 2016). Fully coupled flow and heat transport studies are
needed to better understand dynamic hyporheic responses to transient hydrological boundary
conditions.
1.5 Groundwater table dynamics affect dynamic hyporheic
responses
Groundwater level fluctuations are observed at a variety of time scales. Groundwater levels
often show seasonal fluctuations, which originate from responses to well-defined seasonal
cycles such as rainfall, snowmelt and irrigation pumping. Clearly defined daily or weekly
groundwater level fluctuations are usually associated with industrial or municipal water-supply.
On shorter time scales, such as from hours to days, groundwater levels fluctuate generally in
response to storm events (Malzone, Lowry, et al., 2016; Todd & Mays, 2005). Groundwater
table fluctuations directly change the hydraulic gradient at the sediment-water interface,
which is the key driver of hyporheic exchange fluxes.
In the present PhD thesis, I focus on daily-scale groundwater fluctuations. Shallow wells
in riparian zones with phreatophytes, i.e. plants that obtain water from the near saturated
zones, often exhibit a distinctive diurnal fluctuation pattern (Butler Jr et al., 2007; Loheide II,
2008). Human activities, such as irrigation pumping, dam operations, discharge of wastewater
treatment plants also cause daily groundwater table fluctuations.
Daily drawdown of groundwater tables causes hydraulic gradient variations at the sediment-
water interface on a daily scale. These daily hydraulic gradient variations caused by
groundwater drawdown are further complicated by diel temperature variations of surface
water. Diel river temperature fluctuation is an important factor modulating hydraulic gradient,
because both fluid density and viscosity, as parameters determining hydraulic conductivity
and consequently the rate of Darcy flow, are temperature-dependent (Constantz et al., 1994;
Fetter, 2001; Ling & Dybbs, 1992; Ramirez & Saez, 1990).
The general direction of groundwater-surface water interactions has also severe impacts on
hyporheic exchange flows. Depending on the direction of the net groundwater flux, we define
the conditions in which groundwater discharges into the water column as gaining conditions;
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the conditions in which the aquifer is recharged from the surface water as losing conditions;
the conditions in which there is no net gain or loss as neutral conditions (Cardenas & Wilson,
2007c; Winter et al., 1998). The direction of the net groundwater flux rarely stays constant.
For instance, a large flood event may completely alter the local groundwater flow direction by
changing the hydraulic head difference between river and riparian water table. Consequently,
a gaining reach becomes a losing reach, or vice versa.
Groundwater interactions with surface water, namely gaining, losing or neutral conditions,
extensively reshape the flow field, and consequently alter the biogeochemical environments
and ecological functioning in hyporheic zones. For example, groundwater is usually warmer
than surface water during winter months, therefore some species of salmonids preferentially
choose groundwater upwelling spots for spawning due to the higher temperature that may
protect redds from freezing and accelerate embryo growth (Malcolm et al., 2002). Hyporheic
zone’s expansion and contraction substantially affect the spawning locations for salmonids.
Therefore, understanding the interactions between groundwater table fluctuations, surface
water discharge and temperature becomes imperative to evaluate the spatiotemporal variability
of hyporheic exchange and its environmental impacts.
1.6 Research objectives
Comprehensive understanding of the dynamic hyporheic responses to transient hydrological
conditions, namely flow alteration, river temperature fluctuations, and groundwater table
dynamics, is crucial in water resources management. Therefore, the research objectives of the
present PhD thesis are:
(1) to propose a physically based numerical model with coupled groundwater flow, solute
and heat transport in hyporheic zones under unsteady hydrological conditions;
(2) to design proper metrics to capture dynamic hyporheic responses to time-varying river
discharge, groundwater table fluctuations and temperature fluctuations;
(3) to systematically investigate the bedform-induced hyporheic responses to unsteady
single-peak discharge events in systems with different bedform geometries exposed to
varying degrees of groundwater flow;
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(4) to understand the effect of temporal variability of river discharge and river temperature
on flow, solute and heat transport within hyporheic zones under varying flow-alteration
scenarios;
(5) to examine the impact of groundwater table dynamics on the tightly coupled flow and
heat transport in hyporheic zones;
(6) to explore the biogeochemical and ecological implications of dynamic hyporheic responses
to transient hydrological conditions.
The overall objective of the present PhD thesis is to expand our knowledge of hyporheic
exchange processes beyond steady state. More specifically, I aim to advance our mechanistic
understandings of dynamic hyporheic responses (i.e. spatial extent of the hyporheic zone,
hyporheic exchange fluxes, mean residence time, heat distribution, and biogeochemical
reaction potential) to time-varying hydrological boundary conditions, namely, river discharge,
temperature and groundwater table fluctuations. This will have significant implications for
river management and habitat restoration, understanding of nutrient cycling, and development
of ecosystem refugia.
1.7 Outline of the thesis
The present thesis consists of four research articles followed by a general discussion and
conclusions. After the current Chapter 1 which contains the introduction into the topic, the
state of knowledge, the research objectives, and the motivation for the study, Chapter 2 and
Chapter 3 include two manuscripts where a novel numerical model is proposed and then
used to investigate hyporheic responses to a series of single-peak flood events under varying
groundwater conditions. In these two chapters, the modulating effects of geomorphology
and uniform groundwater fluxes on the spatiotemporal variability of hyporheic exchange are
investigated. The aims of these two chapters correspond to the Research Objectives 1, 2, 3
and 6.
Papers included in these two chapters are listed below:
Wu, L., Singh, T., Gomez-Velez, J., Nützmann, G., Wörman, A., Krause, S., &
Lewandowski, J. (2018). Impact of dynamically changing discharge on hyporheic
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exchange processes under gaining and losing groundwater conditions. Water Resources
Research, 54, 10,076–10,093. https://doi.org/10.1029/2018WR023185
Singh, T., Wu, L., Gomez-Velez, J. D., Lewandowski, J., Hannah, D. M., & Krause, S.
(2019). Dynamic hyporheic zones: Exploring the role of peak flow events on bedform-
induced hyporheic exchange. Water Resources Research, 55, 218–235. https://doi.org/
10.1029/2018WR022993
Chapter 4 investigates how flow-alterations affect hyporheic exchange rates, residence
time distribution, and the biogeochemical and ecological implications. Impacts of varying
river temperature fluctuation scenarios, resulting from different levels of flow alteration, are
also investigated. Compared with Chapter 2 and Chapter 3, natural flow regimes (both river
discharge and temperature) are applied in the model instead of synthetic single-peak flood
events. The aims of that chapter correspond to the Research Objectives 1, 2, 4 and 6.
The paper included in this chapter is listed below:
Wu, L., Gomez-Velez, J. D., Krause, S., Singh, T., Wörman, A., & Lewandowski, J.
(2020). Impact of flow alteration and temperature variability on hyporheic exchange.
Water Resources Research. https://doi.org/10.1029/2019WR026225
Chapter 5 investigates the effects of daily groundwater withdrawal on the coupled flow
and heat transport in hyporheic zones. Compared with Chapters 2, 3 and 4, groundwater
table dynamics are explored instead of neutral or uniform groundwater flux conditions. The
aims of the chapter correspond to the Research Objectives 1, 2, 5 and 6.
The paper included in this chapter is listed below:
Wu, L., Gomez-Velez, J. D., Krause, S., Wörman, A., Singh, T., Nützmann, G., &
Lewandowski, J. (2020). How does daily groundwater table drawdown affect the diel
rhythm of hyporheic exchange? Hydrology and Earth System Sciences, under discussion.
https://doi.org/10.5194/hess-2020-288
Chapter 6 summarizes the results and discusses the main findings of the four research
articles with respect to the outlined six research objectives. Chapter 7 concludes the findings,




Transit Hyporheic Response to Single
Peak Flow: I
The overarching objective in the present PhD thesis is to expand our mechanistic understanding
of hyporheic exchange processes beyond steady state. With this aim in mind, a physically
based numerical model is proposed to capture the time-varying hyporheic exchange processes
in response to transient flow events. For simplicity, synthetic single peak flow events with
2 different intensities are applied as the hydrological boundaries. Hyporheic exchanges
are simulated under different geomorpholocial settings, namely, 3 aspect ratios, 4 channel
slopes. The effect of 5 magnitudes of groundwater fluxes in gaining and losing conditions are
investigated. In total, 240 simulations results are presented, allowing for a clear identification
of the settings that are best in promoting dynamics in hyporheic responses to changing flow
conditions. The key findings of this Chapter are:
• Regional groundwater flow and geomorphological setting greatly modulate the impacts
of dynamically changing discharge on hyporheic exchanges.
• Effects of transience diminish with increasing groundwater fluxes, decreasing bedform
aspect ratios, and decreasing channel slopes.
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• Increasing flood intensities hardly overcomes the geomorphological controls on the effects
of transience.
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Abstract
Channel discharge, geomorphological setting, and regional groundwater flow determine the
spatiotemporal variability of bedform-induced hyporheic exchange and the emergence of
biogeochemical hot-spots and hot-moments that it drives. Of particular interest, and
significantly understudied, is the role that dynamically changing discharge has on the hyporheic
exchange process and how regional groundwater flow modulates the effects of transience. In
this study, we use a reduced-complexity model to systematically explore the bedform-induced
hyporheic responses to dynamically changing discharge events in systems with different
bedform geometries exposed to varying degrees of groundwater flow (under both up- and
downwelling conditions). With this in mind, we define metrics to quantify the effects of
transience: spatial extent of the hyporheic zone, net hyporheic flux, mean residence time, and
denitrification efficiency. We find that regional groundwater flow and geomorphological settings
greatly modulate the temporal evolution of bedform-induced hyporheic responses driven by
a single-peak discharge event. Effects of transience diminish with increasing groundwater
upwelling or downwelling fluxes, decreasing bedform aspect ratios and decreasing channel
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slopes. Additionally, we notice that increasing discharge intensities can reduce the modulating
impacts of regional groundwater flow on the effects of transience, but hardly overcomes the
geomorphological controls. These findings highlight the necessities of evaluating hyporheic
exchange processes in a more comprehensive framework.
2.1 Introduction
High-discharge events often increase the hydraulic pressure at the sediment water interface and
push more surface water into the sediment along with oxygen and other compounds dissolved
in water. Thus, physical, chemical, and biological conditions in the streambed are altered.
For instance, the intensified subsurface flow caused by increased head gradients reduces the
residence time, and consequently limits biodegradation of organic contaminants (Landmeyer
et al., 2010). Furthermore, changing hyporheic residence time affects aerobic conditions and
therefore aerobic respiration, nitrification and other oxidizing reactions in the hyporheic zone
(HZ) (Fuller & Harvey, 2000; Gomez-Velez et al., 2014; Harvey & Fuller, 1998; Krause et al.,
2013; Trauth & Fleckenstein, 2017).
The groundwater table close to the stream will increase due to flooding. This might reverse
the groundwater gradient between the aquifer below or adjacent to the stream and the aquifer
in farther distance to the stream (Boano et al., 2008; Lewandowski et al., 2009). During
flood recession, the groundwater level in the vicinity of the stream will decrease resulting
in an inverted groundwater gradient in the catchment. For example, during flood recession
groundwater downwelling might become groundwater upwelling due to the drastically lowered
surface water table (Bhaskar et al., 2012). Considering streambed topography, sediment
heterogeneity and channel morphology, flood-induced stream-aquifer interactions becomes
even more complex. Understanding the dynamic hyporheic response to transient discharge
events is critical for the prediction of solute and energy transport in the HZ considering
different temporal and spatial scales.
Up to now, most modelling studies on hyporheic exchange have focused on steady discharge
conditions. Therefore, substantial progress has been made in understanding how streambed
heterogeneity (Gomez-Velez et al., 2014; Hester et al., 2013; Tonina & Buffington, 2009),
channel morphology (Gomez-Velez et al., 2012; Kasahara & Hill, 2007; Wondzell, 2006), and
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streambed topography (Cardenas et al., 2004; Elliott & Brooks, 1997a; Gomez-Velez et al.,
2015; Harvey & Bencala, 1993; Marzadri et al., 2010; Mutz et al., 2007; Packman et al., 2000;
Packman et al., 2004; Stonedahl et al., 2010) control hyporheic exchange.
Although the hyporheic zone response to dynamic hydrologic forcing remains mostly
unaccounted in these studies, it has recently attracted increasing attentions. Based on
the theoretical evidence for the surface-subsurface exchange patch, Malard et al. (2002)
investigated several empirical examples to document the temporal changes in the extent and
configuration of hyporheic exchange patches as well as the implications on the nutrient cycling
and the ecological functioning. A. S. Ward et al. (2013) noticed that morphology was the
primary control on solute transport in transient storage zone during a storm event. Malzone,
Anseeuw, et al. (2016) conducted a series of measurements to compare the responses of the
hyporheic zone to seasonal and storm related water table fluctuations between planar and
riffle beds. Fox et al. (2014) provided an experimental approach in the lab to study effects of
gaining and losing conditions on hyporheic exchange fluxes under various combinations of two
surface water velocities and six groundwater flux rates.
In addition to field observations and flume experiments, numerical modeling also made a
step forward to simulate hyporheic response to transient forcing. Boano et al. (2007, 2010,
2013) extended the steady flow solution which is used to quantify hyporheic exchange (Elliott
& Brooks, 1997b) to unsteady flow conditions and evaluated the effect of bedform dynamics.
Schmadel et al. (2016) simulated the response of hyporheic flowpath lengths and residence
times to a diel hydrologic fluctuation in absence of geomorphic complexity. Malzone, Lowry,
et al. (2016) modelled the dynamic changes of hyporheic zone depths and fluxes to both
annual- and storm-event-scale transient groundwater fluctuations. Marzadri et al. (2016) used
an analytical model to explore the hyporheic hydraulics induced by dune-like bedforms and
ambient groundwater with constant surface flow rate. A. S. Ward et al. (2017) proposed a
model with reduced complexity to rapidly relate transport times in stream corridors to riparian
flow path geometry. Gomez-Velez et al. (2017) use a parsimonious model to systematically
explore the role of flooding on the spatial and temporal evolution of river bank storage and
sinuosity-driven hyporheic zones. Nevertheless, most of the model explorations on the bedform-
driven hyporheic exchange were limited either to site-specific geomorphological conditions
15
2. Transit Hyporheic Response to Single Peak Flow: I
(Malzone, Lowry, et al., 2016; Trauth & Fleckenstein, 2017; Trauth et al., 2013; A. S. Ward
et al., 2017) or to a narrow range of geomorphological complexities (Boano et al., 2010, 2013;
Marzadri et al., 2016). Therefore, a comprehensive investigation of the regional groundwater
modulated bedform-driven hyporheic exchange in response to dynamically changing discharge
with the combined impacts of geomorphologic variations are needed.
The aim of the present study is to systematically explore the bedform-induced hyporheic
exchange processes under discharge events with two different intensities, three different aspect
ratios (AR) (ratios between the height and the length of a bedform) representing either riffle-
pool sequences, dunes, or ripples, four channel slopes, and five upwelling and five downwelling
groundwater gradients respectively by using a numerical model that captures the immediate
hyporheic responses. The spatial extent of HZ, the net hyporheic flux, the flux-weighted mean
age distribution, and the hyporheic efficiency are used to assess the impacts of transience
induced by discharge events. Compared with previous studies, the present study provides a
more comprehensive evaluation of the role of dynamic discharge on the regional groundwater
modulated hyporheic responses in two dimensions.
2.2 Methods
2.2.1 Conceptual model description
We use a reduced-complexity model to explore the effects of transient forcing on bedform-
driven hyporheic exchange. Even though the model is simple in nature, it captures the key
drivers, controls, and modulators of bedform-driven hyporheic exchange, allowing us to gain
mechanistic understanding and proposed generalizations. In this case, the stream sediment is
conceptualized as a two-dimensional homogeneous and isotropic porous media bounded at the
top by a sinusoidal sediment-water interface (SWI; ∂ΩSW I). The sinusoidal SWI is considered
because both the landscape and the fluvial bed topography consists of a spectrum of sinusoidal
functions (Brown et al., 2014; Gleeson & Manning, 2008; Wörman et al., 2006; Zijl, 1999).
The individual sinusoidal function represents a main periodic topographical feature. The SWI
has period λ and bedform height ∆. The bottom boundary (∂Ωb) is horizontal and located at















































Figure 2.1: Schematic representation of the sediment domain. The top boundary is sinusoidal
with amplitude ∆ and wavelength λ. Lateral boundaries are periodic, representing an infinite
domain in the longitudinal direction. Regional groundwater enters (upwelling, qb(+)) or leaves
(downwelling, qb(−)) the domain through the bottom boundary.
(∂Ωu and ∂Ωd) are vertical with periodic flow and transport conditions (see details below).
The flow and transport models described in the following subsections are solved with the
finite element method implemented in COMSOL Multiphysics using a mesh with telescopic
refinement near the boundaries and approximately 40000 elements – simulations are mesh
independent.
2.2.2 Model for flow and Definition of hyporheic zone extent
The stream sediments are modeled as a fully-saturated homogeneous and isotropic porous
media, where flow is described by Darcy’s law. The lateral storage due to hyporheic exchange
with adjacent banks or other flood plain structures is not considered and neither is the
storage due to water and porous medium compaction (Zijl & Nawalany, 1993). Therefore, the
groundwater flow is simulated with negligible storage
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p(x, z = Zbed(x), t) = ρg hSW I(x, t) for ∂ΩSW I (2.1b)








= −qb for ∂Ωb (2.1d)
where p(x, t) is pressure [ML−1T−2], g is the gravitational acceleration [LT−2], κ is the
permeability [L2], ρ is fluid density [ML−3], µ is fluid dynamic viscosity [ML−1T−1], h =
p
ρg
+ z is hydraulic head [L], Darcy velocity is q = −κ
µ
(∇p + ρg∇z)) [LT−1], Zbed(x) =
(∆/2) sin(2πx/λ) is the elevation of the water-sediment interface [L], qb is basal (regional
groundwater) flux (positive up) [LT−1], and n is an outward vector normal to the boundary
[-].
The upstream and downstream lateral boundaries are periodic with a pressure drop
proportional to the channel slope (i.e., the channel slope is parallel to the energy line). The
constant flux is prescribed along the bottom boundary.
The head distribution at the water-sediment interface (hSW I) accounts for both large- and
small-scale bedform-induced head fluctuations. For simplicity, we use an analytic expression
previously used by Wörman et al. (2006) and Stonedahl et al. (2010):







where Hs(t) [L] is the time-varying river stage, and hd(t) is the intensity of the dynamic head





















with the mean velocity Us(t) = M−1Hs(t)2/3S1/2 is estimated with the Chezy equation
assuming a rectangular channel, where S is channel slope and M is the Manning coefficient
[L−1/3T] (Dingman, 2009). Bedform is assumed immobile by ignoring turnover process. While
we recognize that this assumption is restrictive, the inclusion of detailed bedform dynamic
model will result in a highly complex model limiting the range of the scenarios which can be
explored. This limitation is further discussed in 2.4.3.2.
The shape of flood hydrograph (Hs) depends on the characteristics of the drainage basin,
the temporal characteristics of flood and rating curve of the stream. For simplicity we use the
deterministic stage hydrograph proposed by Cooper and Rorabaugh (1963):
Hs(t) =

H0 + Hp e−δ(t−tp)
[1 − cos(wt)]
[1 − cos(wtp)]
if t ∈ [0, td]
H0 otherwise
(2.4)
where H0 is the stream stage at baseflow conditions [L], Hp is the stream stage at the flood
peak [L], w = 2π/td is the frequency of the event [T−1], δ = w cot(wtp/2) is a constant that
determines the degree of asymmetry [T−1], tp is the time from the arrival of flood to the flood
peak [T], and td is the flood duration [T]. In the model, tp/td = 0.25 is chosen to represent a
right-skewed flood pulse. The values of Hp and H0 are explored with considerations of the
stream bankfull depth, which is, same as other typical geomorphic length scales, estimated
with the methodology proposed by Gomez-Velez and Harvey (2014); Gomez-Velez et al. (2015).
In the following, the flood hydrograph is generalized to represent a group of generic single-peak
discharge events which are varying over time.
In this manuscript, hyporheic zone extent is defined using a hydrodynamic definition
(Gomez-Velez et al., 2017; Gooseff, 2010; Tonina & Buffington, 2009) as the area that contains
all the flow lines that begin and end at the sediment-water interface. Comparing with the
geochemical definition, where hyporheic zone is defined as the subsurface location at which
at least 50% of the water come from the stream (Gomez-Velez et al., 2017; Triska et al.,
1989) and is usually characterized by introducing non-reactive tracer, hydrodynamic definition
provides the potential to evaluate the influence of the processes occurring in the alluvial
aquifer on the stream, but ignores the mass transport and retention process. A comprehensive
discussion and comparison between these two definitions can be found in the recent paper by
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Gomez-Velez et al. (2017). To achieve the objectives in this manuscript and minimize the
computational demand, the hydrodynamic definition is adopted.
2.2.3 Model for mean residence time
Residence time distribution is a probability density function representing the proportion of
fluid parcels with a residence time τ(τ ⩾ 0) travelling within the system before arriving at a
spacial location x at time t. The residence time distribution is closely related to the advective
and dispersive characteristics in the system, which can be described by central moments of the
distribution (Gomez-Velez et al., 2014; Gomez-Velez et al., 2017; Sanz-Prat et al., 2015, 2016).
For simplicity, we focus on the first moment, which can be related to the mean residence time




τP (x, t, τ) dτ (2.5)
where a1(x, t) is the first moment [T], τ is the residence time [T], P (x, t, τ) is the residence time
distribution [T−1], t is time [T], x = (x, y) is the spatial location vector. The mathematical
statement describing the spatialtemporal patterns of the first moment of the residence time




= ∇ · (D∇a1) − ∇ · (qa1) + θa0 (2.6a)
a1(x, t) = 0 on ∂Ωin,SW I (2.6b)
n · (D∇a1) = 0 on ∂Ωout,SW I (2.6c)
a1(xu, y, t) = a1(xd, y, t) for ∂Ωu and ∂Ωd (2.6d)
a1(x, t = t0) = a1,0(x) (2.6e)
where q is the Darcy flux [LT−1], a0 = 1, ∂Ωin,SW I and ∂Ωout,SW I represent the boundaries
where fluxes come into or out of the sediment, θ is the effective porosity [-], a1,0(x) is the
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initial condition for the first moment obtained by using a steady forcing, and D = {Dij} is
the dispersion-diffusion tensor defined as (Bear, 1972)






with αT and αL the transverse and longitudinal dispersivities, Dm the effective molecular
self-diffusion coefficient, ξm = θ−1/3 is the fluid tortuosity estimated by the Millington and
Quirk model (Millington & Quirk, 1961), and δij is the Kronecker delta function.
Boundary conditions at the bottom (∂Ωb) depend on the direction and magnitude of the





τρb(x, t, τ) dτ on ∂Ωb (2.8)
n · (D∇a1) = 0 on ∂Ωb (2.9)
where ρb(x, t, τ) is the residence time distribution of the basal (groundwater) fluid [T−1].
ρb(x, t, τ) is estimated using an exponential residence time distribution suggested by Gomez-











where the central moments are related to the moments as a1,b = µτ,b. A mean residence
time within the interval 1-10 years is commonly used in hydrological applications (Mcguire &
Mcdonnell, 2006). In our case, a groundwater mean residence time of 10 years is chosen in
the simulations.
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2.2.4 Nondimensionalization and Modeling scenarios
A dimensionless framework promotes the transferability of the results to a wider range
of hydrological and geomorphological settings (Gomez-Velez et al., 2017). The following
characteristic scales are derived (details in Appendix) to nondimensionalize the model
Length: lc = λ; Flux : HFc = Kc
SHs∆1/3




where Kc is the hydraulic conductivity [LT−1]. Additionally, the time scale for flood events
is nondimensionalized by the time to flood peak (t∗ = t/tp); the groundwater flux is
nondimensionalized by hydraulic conductivity(q∗b = qb/Kc).
In the present work, we explore hyporheic zone responses to different streambed
topographies and channel slopes, namely three aspect ratios (∆/λ = 0.001, 0.01, and 0.1)
and four slopes (S = 0.0001, 0.001, 0.01, and 0.1) under two different flood intensities
(50% and 100% of bankfull depth) and ten groundwater upwelling/downweling intensities
(q∗b = ±0.0001, ±0.001, ±0.01, ±0.1, ±1). Therefore, 240 scenarios (120 groundwater gaining
conditions and 120 groundwater losing conditions) are explored in total.
2.3 Results
2.3.1 Hyporheic zone spatial configuration
The transient pressure gradient at the water-sediment interface drives two circulation systems
(Figure 2.2). A smaller one with a shallower penetration depth directed upstream; and a
larger one with a deeper penetration directed downstream. The spatial configurations of
these two circulation systems vary with groundwater upwelling intensities (Figures 2.2a and
2.2b), streambed aspect ratios (Figures 2.2c and 2.2d), and channel slopes (Figures 2.2e and
2.2f). Baseflow conditions, which are the relatively stable conditions before a flood arrives,
are plotted in the upper panel; the flood peak conditions, which are the conditions coinciding
with the flood peak, are plotted in the lower panel. Compared with baseflow conditions, the





Figure 2.2: The spatial hyporheic zone extent during baseflow condition (upper panel) and at a
flood peak (lower panel) under 5 groundwater upwelling intensities (a and b), 3 aspect ratios (c
and d) and 4 channel slopes (e and f). Both figure axes are scaled by the bedform wavelength.
With increasing groundwater upwelling intensities, the spatial hyporheic zone extents are
compressed (Figures 2.2a and 2.2b). Under strong upwelling conditions (i.e. q∗b = 1), the HZ
which is absent in baseflow condition might appear during flood events (red line in Figure 2.2b).
Hyporheic zones formed under losing conditions also present a similar behaviour as under
gaining conditions (results not shown). When the downward-directed groundwater gradient is
dominant, more surface water will flow into the deeper subsurface instead of returning to the
overlying surface water. That will result in a spatially thinner hyporheic zone.
For the same discharge, the same groundwater flux and the same stream channel slope,
the HZ extends deeper into the sediment and gets larger with an increasing aspect ratio (10−3,
10−2 and 10−1) (Figures 2.2c and 2.2d). For an aspect ratio of 10−1, two circulation systems
are formed. For an aspect ratio of 10−2, the upstream circulation cell can only be observed
during flood peaks and even then it is very small compared to the upstream cell formed at an
aspect ratio of 10−1. For an aspect ratio of 10−3, there is no upstream circulation cell and
only a shallow HZ forms in downstream direction.
HZs become smaller and shallower with increasing channel slope (Figures 2.2e and 2.2f).
The differences in size between the coupled two circulation systems diminish with decreasing
channel slopes. Furthermore, the beginning and the end of the circulation cells move slightly
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downstream with increasing slopes. These observations are in agreement with the findings of
Fox et al. (2014) and Marzadri et al. (2016).
2.3.2 Hyporheic zone extent
The spatial hyporheic zone extent (HZE) is characterized by the flowlines that start and end
at the SWI. The temporal evolution of the dimensionless hyporheic zone extent (HZE∗) is
plotted as a function of dimensionless time where t∗ = 1 represents the time of flood peak.
HZE∗ increases with the arrival of the flood wave and reaches to its maximum at the flood
peak (Figure 2.3). High flood intensities form larger HZE∗ than low flood intensities.
Groundwater fluxes compress the HZE∗ to different extents depending on the geomor-
phological conditions. For an aspect ratio of 0.001, HZs form only under the two smallest
upwelling velocities (q∗b = 0.0001 and 0.001). The extent of HZs will be completely suppressed
when both upwelling and downwelling groundwater fluxes further increase from q∗b = 0.001 to
0.01. With an aspect ratio of 0.01, HZs form under groundwater fluxes of q∗b = 0.0001, 0.001,
and 0.01. With an aspect ratio of 0.1, HZs occur under groundwater fluxes of q∗b = 0.0001,
0.001, 0.01, and 0.1 for 3 slopes (0.01, 0.001, and 0.0001). For the steepest slope (0.1), HZs
are also present under the strongest upwelling intensity (q∗b = 1) during flooding. The effect of
transience induced by floods becomes less visible with increasing flood upwelling/downwelling
intensities, decreasing slopes from 0.1 to 0.0001 and decreasing aspect ratios from 0.1 to 0.001.
Similar patterns are observed under losing conditions (lower panel of Figure 2.3).
2.3.3 Net hyporheic flux
We estimate the net hyporheic flux per unit length (HF ) as
HF =
∫︁
∂Ωout,hz n · q dx∫︁
∂ΩSW I dx
(2.12)
where ∂Ωout,hz represents the section of the SWI where hyporheic water is discharged from
the sediment into the water column. Increasing groundwater flow velocities suppress HF ∗ to
a different extent no matter if directed upwards or downwards (Figure 2.4). This finding is
in line with Cardenas and Wilson (2007c). Similar to the HZ extent, the magnitude of the
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ratio 0.001, between 0.01 and 0.1 for the aspect ratio 0.01, and between 0.1 and 1 for the
aspect ratio 0.1 (with only one exception for slope 0.1, of which HF ∗ occurs even at q∗b = 1 ).
Differing from the patterns of the HZE∗ and HF ∗ at various aspect ratios, HZE∗ and HF ∗
are present under the same magnitudes of the groundwater upwelling/downwelling flux across
the explored four channel slopes with the only exception of the steepest slope (S = 0.1) at the
highest aspect ratio (AR = 0.1). The effects of transience on the temporal evolution of HF ∗
are also weakened with increasing groundwater gradient, decreasing slopes and aspect ratios.
To further explore the interactive modulating impacts among bedform aspect ratios,
channel slopes and regional groundwater flow on the effect of transiences induced by floods,
the maximum relative change of HF to baseflow conditions are plotted as a function of
dimensionless groundwater downwelling flux (q∗b ) (Figure 2.5). Higher flood intensities result
in higher relative change of HF to baseflow condition than lower flood intensities; however,
this difference are attenuated with decreasing slopes from 0.1 to 0.0001. The values of the
relative change of HF also decrease with decreasing slopes and aspect ratios. In most of the
scenarios, the relative changes of HF show an apparent increase around the values, of which
groundwater fluxes suppress the HF ∗ as mentioned above. This is due to the fact that HF
at baseflow is negligible. Thus a large relative change is observed during floods.
2.3.4 Mean residence time
The dimensionless flux-weighted mean residence time (µ∗τ,FW ) shows quite different patterns
between gaining and losing conditions (Figure 2.6). For gaining conditions, µ∗τ,FW increases
with increasing upwelling. In the scenario at the steepest slope (S = 0.1), the highest aspect
ratio (AR = 0.1) and the strongest groundwater upwelling (q∗b = 1), HZ can only form around
flood peak, therefore the temporal evolution of µ∗τ,FW represented by the red curve is not
extending further along the x-axis. Under high groundwater upwelling, a steep slope and
high aspect ratio, a flood event causes a small peak of µ∗τ,FW before decreasing to values
lower than them at baseflow (upper panel of Figure 2.6, i.e. S = 0.1). For losing conditions,
µ∗τ,FW decreases with increasing downwelling. The initial peaks are observed at the similar
geomorphological setting as gaining conditions, but under low groundwater downwelling
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Figure 2.5: Maximum relative change of HF to baseflow conditions under 4 slopes (subfigures),
4 aspect ratios (colors and symbol shapes) and 2 flood intensities (symbol sizes). At aspect ratio
0.001, HF will not occur at a value of q∗b between 0.001 and 0.01; at aspect ratio 0.01, HF will
not occur at a value of q∗b between 0.01 and 0.1; at aspect ratio 0.1, HF will not occur at a value
of q∗b between 0.1 and 1 (with only exception for the slope 0.1). Therefore, no data point exists
under these aforementioned scenarios.
caused by floods at steep slopes, small regional groundwater flow velocities and high aspect
ratios than at shallow slopes, strong groundwater upwelling/downwelling and low aspect
ratios.
Spatial distribution of mean residence time (µτ ) for the scenario with aspect ratio 0.1 and
slope 0.1 under two flood intensities and five groundwater upwelling velocities are shown to
identify the locations of aging and rejuvenation of hyporheic water (Figure 2.7). The ratio of the
mean residence time at the flood peak and under baseflow is used (µ∗∗τ = µτ (t∗ = 1)/µτ (t∗ = 0)).
With this definition, µ∗∗τ < 1 indicates rejuvenation relative to baseflow conditions and µ∗∗τ > 1
indicates aging compared to baseflow conditions. Rejuvenation of hyporheic water appears
at the lower part of the hyporheic zone in cases with relatively small groundwater upwelling
velocities (i.e. q∗b = 0.0001, 0.001 and 0.01). Areas with younger hyporheic water shrink with
increasing upwelling velocities and enlarge with increased flood intensities. Areas with older


































































































































































































































Figure 2.7: Ratio of the flood peak mean residence time and baseflow mean residence time
(µ∗∗τ = µτ (t∗ = 1)/µτ (t∗ = 0)) during a low flood (upper row) and during a high flood (lower row)
under 5 groundwater upwelling intensities (columns). Both figure axes are scaled by the bedform
wavelength.
2.3.5 Hyporheic efficiency
Hyporheic efficiency is defined according to a threshold Damköhler number, which is a
dimensionless number that connects the biogeochemical reaction rate to the mass transport
rate (Gomez-Velez et al., 2015; Marzadri et al., 2014). It is defined as the ratio of the hyporheic
flux from the anoxic zone into the overlying water body (HFanoxic) to the net hyporheic flux
from the entire hyporheic zone (HF )
Hyporheic Efficiency = HFanoxic
HF
(2.13)
In our model we defined the anoxic zone as the zone where at least 99 % of the oxygen is
consumed, i.e. the oxygen saturation is below 1 %. The oxygen consumption in the sediment
depends on the reactivity of the sediment. In the model we assumed homogeneous sediment
and defined 10-hour as the characteristic biogeochemical timescale for oxygen consumption.
By assuming a exponentially decaying rate, the threshold time, which is the transport time
through the hyporheic zone required to decrease the oxygen concentration by a fraction of























































































































Figure 2.8: Temporal evolution of hyporheic efficiency at low flood (dashed lines) and high flood
(solid lines), 3 aspect ratios (rows), 4 slopes (columns), 5 groundwater flow intensities (colors)
under groundwater gaining conditions. For the scenario of slope 0.1, aspect ratio 0.1 and q∗b = 1,
HZ can only form around flood peak, therefore the red curve is not extending further along the
x-axis.
hyporheic zone and the threshold time , oxic and anoxic zones are delineated. Hyporheic
efficiency can then be calculated by the equation above.
Under gaining conditions, hyporheic efficiency increases with increasing groundwater
upwelling velocities (Figure 2.8). For the scenario of slope 0.1, aspect ratio 0.1 and q∗b = 1,
HZ can only form around flood peak. Therefore hyporheic efficiency represented by the red
line is not extending further along the x-axis. Similar to the temporal evolution of µ∗τ,FW , at
slope 0.1 and aspect ratio 0.1, flooding events cause a small peak of the hyporheic efficiency
before decreasing to values lower than them at baseflow. At aspect ratios of 0.01 and slopes
0.1, a large drop of hyporheic efficiency is observed under the two smallest groundwater
upwelling intensities. The effect of transience induced by dynamically changing discharge
is more obvious for smaller groundwater gradient, higher aspect ratios and steeper slopes.
Under losing conditions, the hyporheic efficiency is consistently 0 during all flood events,
groundwater velocities and for different bedform topographies and channel slopes.
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2.4 Discussion
The proposed reduced-complexity two-dimensional model is used to systematically explore the
effect of transience induced by dynamically changing discharge on bedform-driven hyporheic
exchange processes in systems with different geomorphological settings and varying degrees
of groundwater upwelling and downwelling velocities. In the model setting, the sediment is
exposed to a homogeneous, fully-submerged and immobile condition. The modulating effects
of bedform aspect ratios, channel slopes and regional groundwater flow are quantitatively
explored and identified using the defined four metrics: hyporheic zone extent, net hyporheic
flux, mean residence time, and hyporheic efficiency.
2.4.1 Effect of transience and modulators
The HZ spatial configurations in baseflow/flood peak conditions (Figure 2.2), the temporal
evolutions of HZE∗ (Figure 2.3), HF ∗ (Figure 2.4), µ∗τ,FW (Figure 2.6), and hyporheic
efficiency (Figure 2.8) show that the HZs present dynamic responses to the effects of transience
induced by discharge events. In general, flooding events with higher intensities drive more
vigorous HZ responses. These dynamic responses are further modulated by the regional
groundwater flow and geomorphological settings.
The groundwater gradient and the local pressure gradient induced by flow and bedforms
are two competing drivers. The HZ will appear only when the local pressure gradient is
larger than the groundwater gradient. Increasing groundwater upwelling/downwelling fluxes
compresses the HZ; increasing local pressure during floods enlarges the HZ. Additionally,
below the bedforms with higher aspect ratios, flood induces larger gradients, hence a larger HZ
is formed. Taking slope into further account, HZs formed at steeper slopes become smaller and
shallower due to the increasing horizontal pressure gradients. These findings, which have been
reported under steady discharge conditions by Cardenas and Wilson (2007c), Gomez-Velez
et al. (2014), Marzadri et al. (2016) and Azizian et al. (2017) are also presented in our work




Under dynamically changing discharge boundary conditions, we find that in general,
higher flood intensity enhances the effect of transience; while increasing groundwater
upwelling/downwelling fluxes reduces the effect of transience. More specifically, under high
aspect ratios, the enhancing effect of transience due to increased local pressure is amplified
because of the larger pumping effect; in this case, to overcome the effect of transience induced
by the same discharge condition, a larger groundwater gradient is needed. Consequently, at
lower aspect ratios, HZs can be easily compressed with relatively small groundwater gradients
during floods (Figure 2.3). The hyporheic flux, correspondingly, can be easily suppressed
by small groundwater upwelling/downwelling fluxes at a lower aspect ratio (Figure 2.4 and
Figure 2.5).
The underflow, driven by the horizontal pressure gradient induced by the channel slope,
also greatly modulate the temporal hyporheic responses to the transient discharge. Even
though the hyporheic zone formed under shallowest slopes (S = 0.0001) are the largest under
steady baseflow conditions (Figure 2.2e), the transient development under flooding events is
negligible compared with the dynamics showing at the steeper slopes (Figures 2.3, 2.4, 2.5, 2.6
and 2.8). In other words, the effect of transience is larger at steeper slopes. This is because
the underflow induced by the strong horizontal pressure reduces the impacts of groundwater
gradient. Knowing that groundwater gradient and local pressure are two competing factors,
effect of transience due to the increased local pressure stands out under steeper slopes. These
observations are consistent for both gaining and losing conditions. The consistency results
from the similarity of these two systems (Cardenas & Wilson, 2007c).
Increasing flood intensities can reduce the impacts of groundwater gaining/losing on the
effect of transience but hardly overcomes the impacts of geomorphological settings. For
instance, at an aspect ratio of 0.001, a slope of 0.1, and both upwelling and downwelling (q∗b )
of 0.001, the HZ formed at higher flood intensity is larger than the one formed at lower flood
intensity under both upwelling and downwelling (q∗b ) of 0.0001 (Figure 2.3). However, the
bedform aspect ratio is the controlling factor determining if the HZs can form. Under the same
flooding intensities, channel slopes, and groundwater flow velocities, HZs are easier to form
under higher aspect ratios (Figure 2.5). This is due to the fact that at flatter (lower aspect
ratio) stream bed topographies, even high flood intensity induces a very small local pressure
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gradient or pumping effect. Comparing the four metrics across the four slopes (columns in
Figures 2.3, 2.4, 2.6 and 2.8 ), the effects of transience induced by even higher flood intensities
die out with decreasing slopes. Therefore, even though the groundwater gradients limit the HZ
enlargements and the exchange of HF during floods, the geomorphological controls, namely
aspect ratios and slopes, play dominant roles in HZ responses to the transient discharging.
2.4.2 Mean residence time and implications on denitrification efficiency
In the present study, groundwater mean residence time is substantially older than the water in
the HZs. The larger the upwelling, the more groundwater is mixed in the HZ. Consequently,
the µ∗τ,FW is increasing with increasing upwelling velocities. In losing conditions, the µ∗τ,FW
is decreasing with increasing downwelling velocities. This is because a larger downwards
directed head gradient pushes more surface water into the sediment than neutral or upwelling
condition, hence more younger water is mixed in the HZ and µ∗τ,FW is decreased. Under
strong groundwater upwelling or weak groundwater downwelling, steep slopes and high aspect
ratios, a flood event causes a small peak of µ∗τ,FW before µ∗τ,FW decreases to values lower
than them at baseflow (Figure 2.6). This is because the HZs are enlarged by the immediate
increase of the local pressure gradient due to stage rise and topographic relief. Before the
young surface water fully penetrates the sediment domain, additional old water is pressed out
of the sediment domain, hence the increase of µ∗τ,FW . When more younger water penetrates
the sediment, µ∗τ,FW decreases before gradually returning to µ∗τ,FW of baseflow conditions.
With strongest upwelling, the vertical groundwater flux is dominant, the old water is pressed
out of the HZ before and during the flood; with increasing flood intensity more young water
is pressed out of the HZ during the flood peak and after the initial phase. For systems with
low aspect ratios, shallow slopes, weak upwelling or strong downwelling fluxes, there is no
initial increase of µ∗τ,FW visible and only a small decrease of µ∗τ,FW during the flood peak is
observed. This can be explained by the generally weaker pumping effect and less mixing with
older groundwater during floods under the aforementioned conditions; hence less older water
is pumped out of the HZ at the beginning of the flood period. For most of the scenarios in
losing conditions at gentle slopes and low aspect ratios, no or only a small decrease of µ∗τ,FW
is observed (lower panel of Figure 2.6). Even under baseflow conditions, some surface water
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is infiltrating into the sediment and this process is only slightly enhanced during a flooding
event causing a decreased µ∗τ,FW .
The upwards directed gradient of the groundwater compresses the HZ and shortens the
flow paths, reducing the travel time of the water molecules in the HZ. When mixing with
groundwater is considered, the results of the flux-weighted mean residence time would bias the
interpretation of the advective transport process. However, mixing is important and cannot
be ignored in many aspects (i.e. interpretation of field sampling results, determining the
location of flow paths and quantifying mixing-dependent reactions, etc.) (Hester et al., 2017).
The mixing between the increased volume of freshly entered surface water due to flooding
and the older groundwater creates a reactive environment with vastly different concentrations.
The temporal evolution of µ∗τ,FW , therefore, sheds light upon the transient impacts on the
biogeochemical process described below.
The spatial mean residence time distributions allow us to track the dynamic locations of
aging and rejuvenation of hyporheic water (Figure 2.7). Increased local pressure gradient due
to floods accelerates hyporheic exchange, hence a rejuvenated hyporheic zone is formed; at
the lower parts of the HZs, the hyporheic fluxes are accelerated more than those at the upper
parts of the HZs, hence areas with much younger hyporheic water are present at the lower
part of the HZs. The area containing rejuvenated hyporheic water is enlarged by higher flood
intensity and compressed by increased groundwater gradients due to the competing factors
explained in 2.4.1. However, there are areas with older water present during flooding events
(light green areas in Figure 2.7). This finding is in agreement with Gomez-Velez et al. (2017),
which can be explained by the mixing with older water and deceleration of the flow paths.
The almost horizontal flow paths originating at the upstream side of the bed structure and
discharging at the downstream end are forced to decelerate and change directions.
Denitrification takes place under anoxic conditions. The larger the proportion of hyporheic
fluxes that come out of anoxic zones, the higher the potential for denitrification in the HZ.
Therefore, hyporheic efficiency defines how efficient the hyporheic system is for denitrification.
Under upwelling conditions, hyporheic efficiency is enhanced by increasing upwelling intensities,
which is due to less oxygen saturation in groundwater, hence, conditions are more in favor of
denitrification. Hyporheic efficiency at higher groundwater upwelling fluxes, shallower slopes
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or smaller aspect ratios is less sensitive to flood events. This is closely coupled with the
hydraulic conditions as explained in previous metrics.
The temporal evolution of hyporheic efficiency during a flood event under groundwater
gaining conditions is associated with the flux-weighted mean residence time distribution
(Figure 2.6 and Figure 2.7). This is because the longer water stays in the sediment, the less
the oxygen saturation, hence the higher the hyporheic efficiency in denitrification. With
smaller upwelling fluxes, the flood will enhance the hyporheic efficiency at the beginning of a
flood event, and afterwards the efficiency goes down to values lower than baseflow condition
before returning to initial conditions (Figure 2.8). The initial increase of hyporheic efficiency
is due to the increased hydraulic pressure that pushes more older groundwater water into
the HZ and subsequently out of the SWI. For aspect ratios of 0.01 and slopes 0.1, a large
drop of hyporheic efficiency is observed for the two smallest groundwater upwelling intensities.
This is because under baseflow conditions, the hyporheic efficiency is 100% and when a flood
comes, the two systems with small groundwater upwelling intensities are affected more than
the system with the larger groundwater flux. Therefore, a sudden drop is shown for these two
conditions. Under groundwater losing conditions, the hyporheic efficiency is consistently 0
due to more oxygenated surface water in the HZ; conditions favouring denitrification can not
occur.
2.4.3 Model strengths and limitations
The proposed model, built on the the analytical expression by Wörman et al. (2006) and
Stonedahl et al. (2010) with an input of a parsimonious approximation of hydrograph
(Cooper & Rorabaugh, 1963), provides a computationally efficient simulation of the transient
hydraulic head at the SWI. By applying reasonable simplifications, this reduced-complexity
model not only enables us to disentangle the interactions among the transient forcing,
channel morphologies, and regional groundwater flows by isolating variables, but also brings
opportunities to estimate hyporheic dynamic exchange in a large scale. The aim of the present
study is not to simulate hyporheic processes in perfect details but rather to capture the essence
of the hyporheic spatiotemporal responses to transient boundary forcing. In the following,
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the main assumptions and limitations on model dimensionality, morphological setting and
boundary conditions are critically discussed.
2.4.3.1 Model dimensionality
The two-dimensional model is used as a simplification in order to analyse the relative
importance of head variations over time for hyporheic exchange in comparison to steady-state
condition. Even though the streambed morphology is three-dimensional in nature, the equation
1 in Wörman et al. (2006) indicates that if the geometric function stays constant over time,
it will not affect the analysis of the transient phenomenon. However, the two-dimensional
model setting neglects the complex three-dimensional flow field generated around bedforms as
well as the lateral hyporheic exchange. Three-dimensional bedforms introduce more complex
separated flow fields which spread over the stoss faces of the bedform, whereas the flow can
only go over a two-dimensional structure (Chen et al., 2015, 2018; Tonina & Buffington, 2009;
Trauth et al., 2013). This difference can be particularly evident for relatively large bedforms,
i.e. pool-riffle sequences, which are usually exposed in shallow flow depths in natural river
systems (Buffington & Tonina, 2009; Trauth et al., 2013) and only fully submerged during
flooding events (Tonina & Buffington, 2011). The transitional conditions under varying
degrees of bedform submergence during flooding progressively reduce the pressure differential
and the depth of hyporheic exchange (Tonina & Buffington, 2011), which is a very different
phenomenon from what is observed in our fully submerged two-dimensional model where
HZs expand during stage increase. Further, a three-dimensional high-fidelity mechanistic
model presented by Chen et al. (2015, 2018) suggested that the total drag is higher for
the three-dimensional case than the two-dimensional equivalent, which results in a higher
hyporheic flux. This finding implies that there might be an underestimation of hyporheic flux
in our two-dimensional case; however, this underestimation will not change any conclusion
drawn under the transient forcing due to the analysis focusing on the changes but not on the
absolute values of each metric.
Pools and riffles, dunes and ripples are usually formed in unconfined channels which
promote lateral hyporheic exchange with the associated complexities, i.e. meander bends,
floodplain water bodies and buried paleochannels (Buffington & Tonina, 2009; Kasahara & Hill,
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2007; J. A. Stanford & Ward, 1993). These lateral hyporheic exchanges play a significant role
as natural biogeochemical reactors which by all means should not be neglected when assessing
the dynamic nature in HZs under transient forcing (Gomez-Velez et al., 2017). However,
we focus our analysis on the vertical hyporheic exchange without lateral storages because it
significantly differs in scales and exchange mechanics from lateral hyporheic exchanges. A
separated focus is hence required.
2.4.3.2 Morphology setting
We explore the morphology configurations for three bedform aspect ratios and four channel
slopes. Some of the combinations are beyond the possible range of those found in natural rivers.
For example, pool-riffle channels have moderate slopes (0.53 − 6.7%) (Harvey & Bencala,
1993; Marzadri et al., 2010); dunes and ripples typically have low slopes (< 0.1%) (Buffington
& Tonina, 2009). These values indicate that the slope value of 0.1 explored for bedforms
with high aspect ratio is an extreme case, if not impossible in natural systems. However, we
still present them as results in order to gain comprehensive mechanistic understandings and
laboratory setting instructions.
Martin and Jerolmack (2013) suggested the need to consider transient bedform models if
the quasi-steady assumption is violated when the discharge changes faster than bedforms can
adjust. This implies that high discharge rates in stream channels challenge the validity of
our model assumption on immobile bedforms under transient forcing. Besides, dune-ripple
channels often exhibit active bedload transport with bedform migration (Buffington & Tonina,
2009). Therefore, turnover related hyporheic exchanges, which are more prevalent in dune-
ripple channels, will be poorly represented by the present model. Boano et al. (2013) analysed
the hyporheic exchange under unsteady discharge with bedform migration. They found
that the hyporheic exchange flux decreases with increasing discharge because the increased
volumetric exchange is compensated by the enlarged dune length. This model conclusion is in
line with the field observation by Harvey et al. (2012) that bedform dynamics during floods
impose limitations expanding hyporheic flow. These results suggest that our conclusions made
under immobile bedforms are likely to be altered to some extent if the modulators explored in
our study would not interact or counteract this process.
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2.4.3.3 Transient forcing and groundwater conditions
Dynamic discharge events can introduce various turbulent flow patterns over local streambed
morphologies, which can most accurately be represented using detailed computational fluid
dynamics model that solves the full Navier-Stokes equations (Cardenas & Wilson, 2007a;
Trauth et al., 2013), but alternative computationally efficient approaches are necessary for
simulating exchanges over a broad range of scales encountered in fluvial systems (Stonedahl
et al., 2010). The transient forcing applied on our upper model boundary is defined as
a Dirichlet boundary with the hydraulic head calculated by equations 2.2-2.4. While the
simulated velocity in the stream channel is simplified by ignoring the turbulent nature under
high discharge rates, this computationally efficient method allows us to explore a large range
of scenarios without defeating the object of assessing hyporheic response to a time-varying
boundary condition. However, some specific turbulent features which are likely to cause local
anomalies in streambed pressure, i.e. undular hydraulic jumps (Trauth et al., 2013), will be
overlooked by applying this simplification.
When considering the transfer of momentum between the main channel and the adjacent
floodplains or other geographical components, the spatial variations in stream flow velocity
and pressure head distribution along the stream channel induced by dynamically changing
discharge events can be very important in determining the spatiotemporal variability of
bedform-induced hyporheic exchange and nutrient cycling (S. J. Moore & Anderholm, 2002;
Temnerud et al., 2007) . However, this spatial variation is not considered. In the present
study, the flood hydrograph is generalized to represent a group of generic stage-rise events
which are only varying over time. Therefore, the method is only applicable for systems with
gradually varied flow over different scales of geomorphological features. Modifications are
needed when large spatial hydraulic heterogeneities appear.
Uniform regional groundwater flux is another assumption which is simplified from complex
natural groundwater fluctuation patterns across a variety of spatial and temporal scales
(Caruso et al., 2016; Malzone, Lowry, et al., 2016; Soulsby et al., 2009; A. S. Ward et al.,
2012). Even though the impacts of groundwater upwelling or downwelling intensities on
hyporheic responses can be elucidated by applying a wide range of groundwater velocities
across five magnitudes, the transient groundwater responses to dynamic discharge, i.e. the
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time lag response of aquifer level increase due to storm events (Malzone, Lowry, et al., 2016)
and the groundwater transitions from gaining to losing (Trauth & Fleckenstein, 2017), are
not captured and hence the impacts are not assessed in the present study.
2.5 Conclusions
Bedform-induced hyporheic exchange driven by both spatially and temporally unsteady
discharge is strongly modulated by the regional groundwater flow and the geomorphological
settings. In this manuscript, these interactions are further disentangled and the biogeochemical
implications are explored. Higher flood intensities enhance the impacts of the transient forcings;
while groundwater upwelling/downwelling fluxes reduce these impacts. Geomorphological
setting exhibits a dominant role in determining the hyporheic zone spacial configurations
and responses to the transient boundary conditions. The effecs of transience diminish with
decreasing aspect ratios and decreasing channel slopes. The spatial mean residence distribution
reveals dynamic locations of aging and rejuvenation of hyporheic water, which are the potential
hot spots for biogeochemical reactions. The denitrification efficiency, which is closely related
to the flux-weighted mean residence time, is lowered at the flood peak in systems that are
subject to higher impacts of transient forcing.
Simplified model assumptions are employed to reduce the full complexities of nature in
order to provide a computationally efficient and reasonably correct subsurface flow model
based on data that are commonly available for river investigations. Flux-weighted mean
residence time distributions, which are derived with consideration of dispersive mixing between
the old groundwater and young hyporheic water, can bias the interpretations of the advective
transport time scale in the HZs. However, this metric is still considered informative in the
context, because it reveals the dynamic compositions of hyporheic water discharging into the
overlaying water column during flooding events, which provides biogeochemical implications
on the redox reactions.
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Appendix: Dimensionless Equations for Flow
According to equations 2.2 and 2.3
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Typically, ∆ << Hs (specially during floods). It is reasonable to assume
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Locally, exchange is mainly driven by local fluctuations in hydraulic head (i.e. dynamic
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Transit Hyporheic Response to Single
Peak Flow: II
In Chapter 3, transient hyporheic responses to single peak flow event is still a focus. Compared
with Chapter 2, a variety types of peak flow events with two different intensities, two different
duration and two different skewness are applied as the unsteady hydrological boundaries in
the model. Different from Chapter 2, groundwater condition is set to neutral in order to
factor out the impacts of regional groundwater gaining or losing fluxes. Similar to Chapter 2,
transient hyporheic exchange processes are quantified with the spatial extent of hyporheic
zone, net hyporheic exchange, mean residence time and denitrification potentials. The key
findings of this Chapter are:
• A reduced-order model with neutral groundwater conditions is proposed to systematically
explore the dynamics of hyporheic zones under different types of single peak flow events.
• Exchange fluxes and residence times varied substantially with various combinations of
peak flow characteristics, channel gradient, and streambed topography.
• Even though the potential denitrification efficiency increased with high intensity and
duration of the peak flow event, the extent of increase was determined by the interplay
between geomorphological, biological, and hydrological controls.
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Paper II: Dynamic hyporheic zones: Exploring the role of peak
flow events on bedform-induced hyporheic exchange
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Fisheries, Berlin, Germany
3 Geography Department, Humboldt-University, Berlin, Germany
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Abstract
Discharge varies in space and time, driving hyporheic exchange processes in river corridors
that affect biogeochemical cycling and ultimately control the dynamics of biogeochemical
hot-spots and hot-moments. Herein, we use a reduced-order model to conduct the systematic
analysis of the interplay between discharge variability (peak-flow intensities, duration and
skewness) and streambed topography (bedform aspect ratios, channel slopes) and their role in
the flow and transport characteristics of hyporheic zones (HZ). We use a simple and robust
conceptualization of single peak-flow events for a series of periodic sinusoidal bedforms. Using
the model, we estimate the spatial extent of the HZ, the total amount of exchange, and
the residence time of water and solutes within the reactive environment and its duration
relative to typical timescales for oxygen consumption (i.e. a measure of the denitrification
potential). Our results demonstrate that HZ expansion and contraction is controlled by events
yet modulated by ambient groundwater flow. Even though the change in hyporheic exchange
flux (%), relative to baseflow conditions is invariant for different values of channel slopes,
absolute magnitudes varied substantially. Primarily, peak-flow events cause more discharge of
older water for the higher aspect ratios (i.e for dunes and ripples) and lower channel slopes.
Variations in residence times during peak-flow events lead to the development of larger areas
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of potential nitrification and denitrification in the HZ for longer durations. These findings
have potential implications for river management and restoration, particularly the need for
(re)consideration of the importance of hyporheic exchange under dynamic flow conditions.
3.1 Introduction
3.1.1 Functional significance of groundwater - surface water interactions
in the hyporheic zone
Hyporheic exchange flows occurring at the sediment-water interface (SWI) are characterized
by continuous, bidirectional exchange of water, solutes and energy between the river’s main
channel and its surrounding sediments (Gomez-Velez et al., 2014; Tonina & Buffington, 2011).
This exchange process has been found to control biogeochemical cycling (Boano et al., 2014;
Cardenas, 2015; Krause et al., 2013; Pinay et al., 2015), regulate stream temperature (Hannah
et al., 2009; Krause, Hannah, et al., 2011; Packman et al., 2004) and impact ecological
functioning (Boulton et al., 1998; Brunke & Gonser, 1997; Harvey & Gooseff, 2015) along
river corridors. Mechanistic understanding of dynamic hyporheic processes requires detailed
knowledge of the interplay between drivers and controls for exchange such as dynamics in
discharge, streambed morphology, sediment hydraulic conductivity and porosity, ambient
groundwater flow, channel sinuosity, planform morphology and channel geometry and slope
(Boano et al., 2006; Gomez-Velez et al., 2014; Krause, Hannah, et al., 2011; O’Connor &
Harvey, 2008; Stonedahl et al., 2010). These complex interactions and exchange mechanisms
play a key role in influencing the magnitude of hyporheic exchange flux (HEF), residence time
of water and solutes in the streambed, and the location of stagnation zones. As a consequence,
the area and depth in the streambed (see Figure 3.1) exposed to variations in physical,
chemical and biological processes is also affected (Gomez-Velez et al., 2017; Gomez-Velez &
Wilson, 2013; Gomez-Velez et al., 2012; Kaufman et al., 2017; Krause, Hannah, et al., 2011;
Zarnetske et al., 2011).
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Figure 3.1: Conceptual sketch for the exchange processes. This image depicts the hydrodynamic
(red dashed line depicting deeper streamline) and biogeochemical (black dashed line depicting
biogeochemically active region with 90% of streamwater) definitions of the HZ, the location of
stagnation points, and the transition boundary (grey line) from oxic to anoxic zones during peak
flows. These characteristics vary in space and time due to discharge dynamics.
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3.1.2 Drivers and controls of hyporheic exchange
Hyporheic exchange occurs over a wide range of spatial and temporal scales (Boano et al.,
2014; Cardenas, 2015; Krause, Hannah, et al., 2011), ranging from millimeter-scale eddies
that transfer momentum and solutes into the streambed over a few seconds to kilometer-scale
flow paths along meander bends that exchange mass and solutes over time scales of decades
and longer. The exchange process is driven by the spatial and temporal variations in the
pressure distribution along the sediment-water interface (SWI), which is a function of discharge,
channel geometry and slope and streambed topography (Boano et al., 2014; Buffington &
Tonina, 2009; Tonina & Buffington, 2009; Wondzell & Swanson, 1999). At the same time, the
exchange process is controlled by the sediment hydraulic properties and their heterogeneity
(Gomez-Velez & Harvey, 2014; Ryan & Boufadel, 2006) and the ambient groundwater flow
(Buffington & Tonina, 2009; Cardenas et al., 2004).
3.1.3 Influence of transient stream flow on hyporheic exchange
While the aforementioned drivers and controls for hyporheic exchange have been intensively
studied over the last three decades, particularly for steady-state flow conditions (Buffington
& Tonina, 2009; Cardenas et al., 2004; Tonina & Buffington, 2009), we are only starting to
understand the importance of transience in streamflow (Boano et al., 2007; Gomez-Velez et al.,
2017; Malzone, Lowry, et al., 2016; Schmadel et al., 2016; Tonina & Buffington, 2011; Trauth
& Fleckenstein, 2017). Time-variance in stream flow can result from natural variation of
precipitation inputs, evapotranspiration or snow melt as well as from anthropogenic activity
in wastewater treatment plants or dam operations, which can lead to effects such as hydro-
peaking and thermal-peaking. During peak flow events, the potential for enhanced surface
water downwelling which is usually richer in oxygen, dissolved organic matter, and nutrients
can impact the type and rates of streambed biogeochemical processes including aerobic and
anaerobic carbon respiration, nitrification and denitrification (Gu et al., 2008; Harvey et al.,
2013; Trauth & Fleckenstein, 2017). Moreover, surface water-borne contaminants along with
the water and other solutes may be transported into the streambed (Fritz & Arntzen, 2007),
potentially reaching greater depths and larger streambed areas (Figure 3.1) (Bruno et al.,
2009; Bruno et al., 2013; Casas-Mulet et al., 2015; Jones, 2014). Consequently, fluctuations in
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stream stage and flow can effect benthic invertebrates, nutrient cycling and thermal conditions
in hyporheic and benthic environments (Bruno et al., 2013; Casas-Mulet et al., 2015; Jones,
2014; Sawyer et al., 2009).
Recent studies have shown the importance of understanding the dynamic nature of river
corridors (Boano et al., 2013; Dudley-Southern & Binley, 2015; Gomez-Velez et al., 2017;
Malzone, Anseeuw, et al., 2016; Malzone, Lowry, et al., 2016; McCallum & Shanafield, 2016;
Schmadel et al., 2016; Trauth & Fleckenstein, 2017; A. S. Ward et al., 2013; A. S. Ward
et al., 2018) and identified dominant drivers and controls of hypoheic exchange flows during
transient stream flow conditions. For example, Malzone, Lowry, et al. (2016) showed that
the annual and storm-induced groundwater fluctuations is the key control on the volume of
HZ and Schmadel et al. (2016) highlighted the importance of controls such as hillslope lag,
amplitude of the hillslope and cross-valley and down-valley slopes on hyporheic flow path
and residence times. McCallum and Shanafield (2016) found alterations in the residence
time distributions of bank inflows and outflows for different discharge events. Trauth and
Fleckenstein (2017) highlighted the importance of peak discharge and duration of the events
on the mean age of the water and solutes which lead to higher rates of aerobic and anaerobic
respiration. In the most recent work by Gomez-Velez et al. (2017), the authors explored the
combined role of flow characteristics with varying channel planimetry, channel gradient and
morphology on the spatial and temporal evolution of river bank storage and sinuosity-driven
hyporheic exchange using a dimensionless framework. However, none of the previous dynamic
studies integrated the hydrological and geomorphorhic controls of hypoheic exchange flows
with biogeochemical potential systematically.
3.1.4 Aims and objectives
In this paper, we provide a systematic approach to decipher the potential impacts of transient
forcing on hypoheic exchange flows, using reduced-order models of idealized, uniform and
single type of bedform-induced hyporheic exchange. Here, we use the term “reduced-order”
to emphasize that the model formulation only attempts to capture first-order drivers and
controls of the exchange process, ignoring some of the complexities such as heterogeneity and
coupling of turbulent flow in the water column with groundwater flow in the sediment. These
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assumptions allow us to gain comprehensive understanding from many simulations. Using
reduced-order models, we explore a comprehensive parameter space and perform sensitivity
analyses in order to identify the range of possible impacts by considering alterations of
stream bedform geometries, channel gradient, peak-flow characteristics and biogeochemically
relevant residence time-scales in different bedforms like ripples, dunes and alternating bars.
In addition to HEF, we analyze hyporheic residence time distributions to quantify potential
biogeochemical implications of time-varying streamflow. We therefore introduce a novel metric,
the HZ efficiency for different time scales for oxygen consumption (using a definition of the
Damköhler number similar to Gomez-Velez et al. (2015), Ocampo et al. (2006), Pinay et al.
(2015), and Zarnetske et al. (2012)).
3.2 Methods
3.2.1 Conceptual model
We use a simple conceptualization to explore the role of flow dynamics on the characteristics
of bedform-induced hyporheic exchange. For simplicity, we assume that the bedforms are
stationary and their shape and hydraulic properties are unaffected by changes in river discharge.
Our modeling domain (Ω in Figure 3.2) represents stream sediments with a sinusoidal sediment-
water interface (SWI; ∂ΩSW I) as the idealized small-scale topography is often represented by
sinusoidal structure in the downstream direction (Stonedahl et al., 2010). The functional form
of the SWI is given by ZSW I = (∆/2) sin(2πx/λ), where ∆ [L] and λ [L] are the characteristic
amplitude and wavelength of the bedforms (e.g., ripple, dune, and riffle-pool sequences),
respectively. The total streamwise length and depth of the modeling domain are L = 3 λ and
db [L], respectively, and were selected to avoid boundary effects in the numerical simulations
(see Table 1 for the values used in the model). Within this domain, we implemented a detailed
flow and transport model using COMSOL Multiphysics. The finite element mesh consists of
triangular elements with a maximum size of 0.05λ and with telescopic refinement of 0.0125λ
along the sediment-water interface (∂ΩSW I) and lateral boundaries (∂Ωu and ∂Ωd), resulting
in a total of about 56,500 elements. This level of refinement is needed for mesh-independent
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Figure 3.2: Depiction of the reduced-order model. Hyporheic exchange is induced by the
interaction of stage variations with the bedform topography. The sediment domain (Ω) is assumed
homogeneous and isotropic. A prescribed head distribution is imposed along the SWI (∂ΩSW I)
which can be further discretized into inflow (∂ΩIN ) and outflow boundaries (∂ΩOUT ) (red arrows).
Periodic boundary conditions are assumed for the lateral boundaries (∂Ωu and ∂Ωd), horizontal
ambient flow is assumed proportional to the channel slope, and the base of the model domain
(∂Ωb) is assumed impervious.
simulations and to capture the effect of local, fast-flowing hyporheic circulation cells and
calculate accurate boundary fluxes.
3.2.2 Flow model
Neglecting the storage term, a reasonable assumption for submerged channel sediments, flow











where x = (x, y, z) is the spatial location vector (z is the vertical coordinate) [L], p(x, t) is
pressure [ML−1T−2], g is the acceleration due to gravity [LT−2], κ is the permeability [L2], ρ
is fluid density [ML−3], µ is fluid dynamic viscosity [ML−1T−1], h = p
ρg
+ z is hydraulic head
[L], and Darcy velocity is q = −κ
µ
(∇p + ρg∇z)) [LT−1].
Flow is driven by pressure gradients at the sediment-water interface (∂ΩSW I). For
simplicity, we use a prescribed head distribution that assumes a linear combination of head
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fluctuations induced by large- and small-scale bed topography (Stonedahl et al., 2010; Wörman
et al., 2006):







where S is channel slope, Hs(t) [L] is the time-varying river stage, ZSW I(x) is the function
describing the bed topography, and hd(t) is the intensity of the dynamic head fluctuations



















where the mean velocity is estimated with the Chezy equation for a rectangular channel
as Us(t) = M−1Hs(t)2/3S1/2 with M is the Manning coefficient [L−1/3T] (Dingman, 2009).
Notice that the pressure distribution at the sediment-water interface is the function of both
space x and time t, where the temporal fluctuations are induced by the peak-flow event (see
Section 2.2.1).
Assuming that bedforms repeat periodically along the channel, we implemented a periodic
boundary condition for the lateral boundaries (∂Ωu and ∂Ωd; p(x = −L, y, t) = p(x =
2L, y, t)+ρg[hSW I(x = −L, t)−hSW I(x = 2L, t)]). Under neutral groundwater conditions (i.e.
without gaining and losing groundwater conditions), the only groundwater flow constraining
the hyporheic zone is the ambient groundwater flow driven by the channel gradient (i.e.
horizontal under-flow component), and therefore no-flow is assumed for lower boundary (∂Ωb).
The depth of this boundary (db) was selected to minimize boundary effects. Finally, the
solution under steady state (i.e., baseflow conditions) is used as the initial condition for the
transient simulations (i.e., during the peak-flow event). This method of calculating pressure
distribution at the SWI reproduces reasonable observations. It also allows the exploration of
large number of scenarios with fewer complexities when implemented in the model , and with
reduced computational demands.
The sediment-water interface (∂ΩSW I) can be discretized into inflow (∂ΩIN = {x | (n ·q <
0) ∧ (x ∈ ∂ΩSW I)) and outflow sub-boundaries (∂ΩOUT = {x | (n · q > 0) ∧ (x ∈ ∂ΩSW I))
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such that ∂ΩSW I = ∂ΩIN ∪ ∂ΩOUT (see Figure 3.2) with n an outward vector normal to the
boundary. Notice that these boundaries are dynamic in nature, contracting and expanding
with variations in the forcing.
Table 3.1: Parameterisation of the numerical model for the analysis.
Parameters Value Description
Constant model parameters
db 5m Depth of the domain
B 5m Channel width
M 0.05 Manning’s coefficient
αL 0.05m Longitudinal dispersivity
αT 0.005m Transverse dispersivity
κ 10−10m2 Permeability
ρ 1000kgm−3 Fluid density
µ 1.002 × 10−3Pas Fluid dynamic viscosity
g 9.81ms−2 Acceleration due to gravity
dbkf 10 × ∆ m Depth bankfull discharge
H0 0.1 × dbkf Reference stage
Varied model parameters
∆/λ 0.1, 0.01.0.001m Bedform aspect ratio
S 0.1, 0.01, 0.001, 0.0001 Channel slope
Hp 50% × dbkf , 100% × dbkf Peak stage
td 1 and 10 days Duration of the peak-flow event
tp/td 0.25, 0.5 Flow skewness
τo2 0.5, 1 and 10 hours Timescale for oxygen consumption
3.2.2.1 Hydrograph generation
A single peak-flow pulse is used to mimic the dynamic nature of river discharge (Figure
3.2). This transient hydrologic forcing changes the hyporheic zone’s flow field, spatial extent
(area, depth) and residence times (Gomez-Velez et al., 2017; McCallum & Shanafield, 2016;
Wondzell & Swanson, 1999), having potentially important implications for biogeochemical
transformations. The deterministic stage hydrograph was modeled with an asymmetric curve
previously proposed by Cooper and Rorabaugh (1963):
Hs(t) =

H0 + Hp e−δ(t−tp)
[1 − cos(wt)]
[1 − cos(wtp)]





where H0 is the stage at baseflow conditions [L], Hp is the maximum rise of stream stage [L],
tp is the time-to-peak of the event [T], td is the duration of the peak-flow event [T], w = 2π/td
is the frequency of the event [T−1], and δ = w cot(wtp/2) is a constant that determines the
degree of asymmetry [T−1].
3.2.3 Solute transport model and delineation of the hyporheic zone
The advection-dispersion equation (ADE) is used to model the transport of conservative




= ∇ · (D∇C) − ∇ · (qC) (3.5)
where C is concentration [ML−3], q is the Darcy flux [LT−1], and D = {Dij} is the dispersion-
diffusion tensor defined as Bear (1972):






with αT and αL the transverse and longitudinal dispersivities [L], Dm the effective molecular
self-diffusion coefficient, ξm = θ−1/3 is the fluid tortuosity (defined here with the Millington
and Quirk model (Millington & Quirk, 1961)), and δij is the Kronecker delta function.
Modeling the transport of a conservative tracer allows us to explore the mixing and extend
of the HZ. We assume that the concentration of the tracer in the stream water column is Cs, and
therefore a prescribed boundary condition C(x, t) = Cs is used along the SWI’s inflow areas
(∂ΩIN ). Outflow areas (∂ΩOUT ) along the SWI are advective boundaries where n ·(D∇C) = 0.
Lateral boundaries (∂Ωu and ∂Ωd) are periodic boundaries C(x = −L, y) = C(x = 2L, y)
and the bottom boundary (∂Ωb) is a no-flow boundary n · (qC − D∇C) = 0. An initial
condition for the concentration field is obtained from a steady-state simulation of the transport
model (Eq. (3.5)) under baseflow conditions (i.e., Hs = H0). In this case, the hyporheic
zone is defined as the zone with at least 90% of the pore water originated from the stream
(i.e., C ≥ 0.9Cs). This definition is similar to the one proposed by Triska et al. (1989) and
Gomez-Velez et al. (2014), Gomez-Velez et al. (2017). Through the manuscript, we refer to
this definition as the biogeochemical definition of the hyporheic zone.
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3.2.4 Residence time model
The hyporheic zone residence time describes the time that water and solutes are exposed to
the stream sediment biogeochemical conditions. Here, we evaluate the impacts of transient
flow, driven by a peak-flow event, on the moments of the HZ’s residence time distribution. To
this end, we use the approach outlined in Gomez-Velez et al., 2012 Gomez-Velez and Wilson,
2013, and Gomez-Velez et al., 2017 where the moments of the residence time distribution are
described by an ADE of the form
∂(θan)
∂t
= ∇ · (θD∇an) − ∇ · (vθan) + nθan−1 (3.7a)
an(x, t) = 0 on ∂ΩIN (3.7b)
n · (θD∇an) = 0 on ∂ΩOUT (3.7c)
an(x = −L, y) = an(x = 2L, y) for ∂Ωu and ∂Ωd (3.7d)
n · (qan − D∇an) = 0 on ∂Ωb (3.7e)
an(x, t = t0) = an0 =
∫︂ ∞
0
ξnΨ0(x, ξ) dξ (3.7f)
where an(x, t) [T] (n = 1, 2, ... and a0(x, t) = 1) is the n-th moment of the residence time




ξnΨ(x, t, ξ) dξ, for n = 1, 2, ... (3.8)
Initial and boundary conditions are defined following the approach in Gomez-Velez and
Wilson (2013) and Gomez-Velez et al., 2017. Similar to the conservative transport model, the
initial distribution of the first (mean residence time) and second (variance of residence time)
moments were estimated under steady baseflow conditions.
3.2.5 Peak-flow event scenarios
Typical geomorphic length scales for ripples, dunes, and alternating bars in a broad range river
sizes and hydraulic conditions were estimated with the methodology proposed by Gomez-Velez
and Harvey (2014) and Gomez-Velez et al. (2015). This approach uses the best available
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empirical equations for length scales and a Monte Carlo approach to generate plausible
scenarios that represent variations along a real river network (Gomez-Velez & Harvey, 2014).
Our simulations explore three different values of bedform aspect ratio: ripples (AR = 0.1),
dunes(AR = 0.01) and alternating bars (AR = 0.001) (Bridge, 2009; Dingman, 2009). For
each of these bedforms we also explore (i) two flow skewness values (tp/td): 0.25 and 0.5,
where the latter value is typically observed in regulated systems, e.g., reservoirs and sewage
discharge (Sawyer et al., 2009), (ii) two peak-flow intensities: 50% and 100% of typical bankfull
discharge (dbkf ), (iii) two values of event duration: 1 day and 10 days, and (iv) four values
of channel slope: 0.1, 0.01, 0.001, 0.0001. This results in 96 scenarios; however, we focus
our discussion on a handful of peak-flow event scenarios, as shown in Table 3.2 and Figure







Figure 3.3: Depiction of the stage hydrographs produced by the Equation 3.4 and associated
with the scenarios shown in the Table 3.2.
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Table 3.2: Description of the peak-flow event scenarios used for the analysis (FD - Peak-flow
event duration, Sk - Peak-flow skewness, FI - Peak-flow intensity, dbkf - Bankfull discharge).
No. Scenario Event Duration [d] Skewness Peak-flow Intensity (% of dbkf )
1 FDlowSklowFIlow 1 0.25 50%
2 FDlowSklowFIhigh 1 0.25 100%
3 FDlowSkhighFIlow 1 0.5 50%
4 FDlowSkhighFIhigh 1 0.5 100%
5 FDhighSklowFIlow 10 0.25 50%
6 FDhighSklowFIhigh 10 0.25 100%
7 FDhighSkhighFIlow 10 0.5 50%
8 FDhighSkhighFIhigh 10 0.5 100%
3.2.6 Metrics
We use multiple metrics to quantify the impact of transient forcing in hyporheic exchange. In
the following, we briefly define and describe each of them.
3.2.6.1 Hyporheic zone area and penetration
Dynamic changes in the pressure distribution along the SWI induce changes in the sediment
flow field, and therefore in the extent (area and penetration depth) of the hyporheic zone,
that is, the area of the sediment exposed to water originating from the stream. We estimate
the boundary of the hyporheic zone using both a hydrodynamic and a biogeochemical criteria
(Gooseff, 2010).
First, the hydrodynamic definition assumes that the hyporheic zone boundary corresponds
to the deepest streamline originating and terminating in the SWI. The flow field, and therefore
this boundary and area of the HZ, is highly sensitive to dynamic changes in hydrologic
forcing. The high sensitivity is explained by the negligible porous media storage of the stream
sediments, which results in a fast propagation of pressure fluctuations at the sediment-water
interface (i.e., the response time is negligible). Second, the biogeochemical definition, similar
to the one used by Gomez-Velez et al. (2014), assumes that the boundary of the hyporheic
zones corresponds to the contour defining porewaters with 90% stream water. The other




3.2.6.2 Hyporheic exchange flux (HEF)
The HEF corresponds to the integral of the Darcy flux along the sections of the SWI discharging






where ∂Ωout,hz is the outflow boundary discharging hyporheic water, defined by the
biogeochemical definition.
3.2.6.3 Residence times
Similarly, a representative value of residence time for the exchange process is estimated by
flux-weighting the modeled mean residence time, standard deviation of residence time (SD),
and coefficient of variation of residence time (CV) along the sections of the SWI discharging
hyporheic water into the stream. See section 3.2.4 for a detailed description of the residence
time model). The mean residence time (µ) corresponds to the first central moment (a1), the
standard deviation of residence time is calculated as σ =
√︁
a2 − µ2, with a2 the second central
moment, and finally CV is calculated as σµ .
3.2.6.4 HZ efficiency
Likely locations and size of the oxic-anoxic zones have been described by using the Damköhler
number, DN = a1/τo2 , where τo2 is the biogeochemical timescale for oxygen consumption and
its typical value varies from 0.5 to 10h (Gomez-Velez et al., 2015). DN allows us to explore
and compare the role of reaction and transport processes within the system (Ocampo et al.,
2006; Pinay et al., 2015). In particular, DN for O2 is an important indicator of the potential
for net nitrification or denitrification in the hyporheic zone (Zarnetske et al., 2012).
To evaluate the biogeochemical potential of hyporheic zones and how it changes as a
function of time, we assume that the stream water column is dominant source of oxygen
entering the sediments. Similar to Gomez-Velez et al. (2015), we assume that DN = 4.6
corresponds to a 99% reduction in the oxygen concentration, and therefore the sediment area
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where DN≥ 4.6 is essentially anoxic and a likely location where denitrication takes place.
Similarly the locations with DN< 4.6 are oxic zones where the presence of oxygen is likely to
promote nitrification. In this work, we explore τo2 = 0.5, 1 and 10 hours. To emphasize on
the quantification of anoxic waters discharged from the HZ, we also calculate Qanoxic. This is
defined as the amount of anoxic waters discharged from the hyporheic zones with respect to
different timescales for oxygen comsumption. As an example, for the τo2 = 10 hours, Qanoxic
will be the anoxic waters discharged from the hyporheic zones with residence times of over 10
hours.
Finally, we define the HZ efficiency as the ratio of the HEF discharging anoxic water






3.3.1 Hyporheic flow patterns and geometry of the HZ
The flow field (magnitude and direction) changes dynamically as the peak-flow event moves
along the SWI. Figure 3.4 illustrates the temporal evolution of these changes by comparing the
fields before the event (i.e., baseflow at t ≤ 0) and during the event (t ≤ td). The hyporheic
zone initially expands during the rising limb of the event, and then contracts during the
recession returning to the initial baseflow conditions (columns 2-5 in Figure 3.4). The shape
of the peak-flow event determines the impact in the flow field, and at the same time the
magnitude of the changes are controlled by the bedform aspect ratio.
Under baseflow conditions (t ≤ 0), the hyporheic zone for alternating bars (AR = 0.001,
Figure 3.4) is very small, almost completely absent. This is explained by the compressing
effect of the ambient flow (proportional to the channel slope). However, the peak-flow event
overcomes the moderating effect of the ambient flow and results in the emergence of a HZ
that drastically penetrates into the sediments (Figure 3.4). On the other hand, morphologies
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with higher aspect ratios such as dunes (AR = 0.01) and ripples (AR = 0.1) consistently have
a larger and more persistent HZ during the course of the event as illustrated in Figure 3.4.
These results highlight the importance of ambient groundwater flow (proportional to
channel slope) and its moderating role under both steady and transient flow conditions.
Figure 3.4 illustrates the case where the pressure gradient induced by bedform topography are
not enough to overcome the modulating effect of the ambient flow. The magnitude of such
gradients progressively increases during the event and eventually the hydrodynamic forcing
overcomes the ambient groundwater flow, resulting in the development of a HZ (Figs. 3.4b-e).
Moreover, higher peak-flow intensities (FIhigh) lead to an increase in vertical flow velocities,
which produce a larger HZ and advect more mass into the streambed. This, at the same time,
changes the location and size of stagnation zones, which oscillate in depth and size during the
flow event, resulting in potential emergence of highly reactive environments purely driven by
hydrodynamic changes. This is in line with the findings of Gomez-Velez and Wilson (2013).
Note that the maximum extent of the HZ is always at peak flow; however, the evolution of the
expansion and contraction strongly depends on the peak-flow skewness (tp/td) and peak-flow
magnitude.
3.3.1.1 Difference between hydrodynamic and biogeochemical extent of HZ
under dynamic flow conditions
As discussed in section 3.2, hyporheic zone extent can be defined from a hydrodynamic and
biogeochemical perspective. Each of these definitions represents different flow and transport
processes and can have different sensitivities to transience. Our simulations show that these two
definitions are not consistent under transient flow conditions. The relative change (to baseflow
conditions) in hydrodynamic area [%] is considerably higher than the biogeochemical area [%]
in response to different flow conditions (Figure 3.5). Notice that for the left panel, the curves
associated with FDlow scenarios are coinciding with FDhigh scenarios due to the scaling of time
to the time-to-peak of the event. For scenarios with high peak-flow intensity, the simulated
hyporheic area based on the hydrodynamic definition increased by up to 200% whereas the HZ
area based on the respective biogeochemical definition is limited to 45% (for the slope value
10−1). Note that both definitions result in the same area for steady flow, but the dynamic
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Figure 3.4: Snapshots of the flow field (white arrows represent direction and not proportional to
magnitude) within the sediment at different times t/tp. Coloured surface represents the magnitude
of Darcy flux vector in log scale m/d (white is low and black is high). Rows correspond to different
bedform aspect ratios: AR = 0.001 is typical for alternating bars, AR = 0.01 is typical for dunes
and AR = 0.1 typical for ripples. The scenarios include peak-flow intensity of 50% of dbkf . For all
panels, the channel slope is 10−1 and the hydraulic conductivity is 9.8 × 10−4 m/s. Vertical and
horizontal axis are scaled by the bedform wavelength.
nature of the flow affects them differently. In particular, the biogeochemical definition, which
is closely linked with transport and potential for biogeochemical transformations, tends to be
more stable and relatively insensitive to transient forcing. In the case of the HZ’s hydrodynamic
area, the boundary used to estimate the area corresponds to the the deepest streamline that
begins and ends at the SWI, which instantaneously mimics the pressure fluctuations at the
interference. This area definition does not take into account the predominant mass transport
and retention process within the HZ. The results shown here confirm that under dynamic
flow conditions, the residence time and the length of hyporheic flow path may not be coupled
(e.g., Schmadel et al., 2016; A. S. Ward et al., 2017). Furthermore, our simulations indicate
that after the peak-flow-induced expansion of the HZ area, there is a faster contraction of
the hydrodynamically defined HZ; however, biogeochemically defined HZ takes longer time to
return back to pre-event conditions.
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Figure 3.5: Relative change (to baseflow conditions) in hydrodynamic and biogeochemical
hyporheic zone area [%] as a function of dimensionless time (t/tp) for 8 scenarios listed in Table
3.1. Channel slope and bedform aspect ratio are 10−1 and 0.01, respectively. Note that the
curves associated with FDlow scenarios are coinciding with FDhigh scenarios for the case of
hydrodynamic area as it shows relative change.
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3.3.2 Impact of transient forcing on net hyporheic exchange flux (HEF)
and residence time
3.3.2.1 Net HEF
We quantify the change in net HEF, relative to baseflow conditions, for different scenarios
and channel slopes (see Figure 3.6). Given the instantaneous hydraulic response time (Boano
et al., 2007) of submerged sediments (implicit in Eq. 3.1), the exchange flux and hydrograph
are concurrent, resulting in the highest exchange differences at peak flow (tp). Relative
differences are notable, reaching values between 450 and 900 % during peak flow, with the
smaller differences for high channel slopes, as expected given the modulating effect of ambient
groundwater flow.
Although the relative change (to baseflow conditions) in HEF (%) is invariant for both
the scenarios i.e. for slope values 10−1 and 10−4, the absolute numbers differ. Notice that
for both the panels the curves associated with FDlow scenarios are coincident with FDhigh
scenarios due to the scaling of time-to-peak of the event and hence subsets depict evolution of
exchange flux (in m/s) as a function of time. For channel slopes of 10−1, the absolute HEF
is 3.27 × 10−4 m/s whereas for slopes 10−4 is 3.27 × 10−7 m/s. These results highlight the
impact of slope i.e. the channel gradient which drives the ambient flow in the streambed.
HEF is generally greater in magnitude for slope value 10−1 as the channel gradient drives the
horizontal flow with higher velocities resulting in higher rates of hyporheic waters discharged
to the surface water.
3.3.2.2 Moments of the residence time distributions
Ambient groundwater flow, which is proportional to the channel slope S, strongly modulates
the residence time distributions for all bedform aspect ratios and forcing scenarios. First,
systems with high channel slopes are strongly modulated by the ambient groundwater flow,
and therefore the hyporheic zone cannot expand considerably during the peak-flow event,
forcing all the flow through relatively shallow flow paths and resulting in residence times
with younger waters and less variability (see columns 1, 3, and 5 in Figure 3.7). On the
other hand, low channel slopes allow the hyporheic zone to expand, penetrating deeper and
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Slope = 0.1 Slope = 0.0001
Figure 3.6: Relative change (to baseflow conditions) in net hyporheic exchange flux [%] as a
function of dimensionless time (t/tp) for 8 scenarios listed in Table 3.1. The bedform aspect ratio
is AR = 0.01 and the channel slopes are 10−1 and 10−4 for the left and right panels, respectively.
Note that the curves associated with FDlow scenarios are coinciding with FDhigh scenarios due
to the scaling of time-to-peak of the event. For further clarification, insets in each panel show the
evolution of exchange flux (in m/s) as a function of time.
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discharging waters progressively older and with more variable residence times initially, reaching
a maximum after the event’s time-to-peak, and then switching to younger waters over the
long term, where eventually the system returns to the original state (see columns 2, 4, and
6 in Figure 3.7). This is consistent with previous findings by Gomez-Velez et al., 2017 in
the context of alluvial aquifers. Notice that this oscillatory behavior on the moments of the
residence time distribution is attenuated for the events with low duration (FDlow, yellow,
orange, and red lines in Figure 3.7). Note that unlike the exchange fluxes, the differences
in the moments of the residence time distribution are lagged relative to the peak-flow event
(i.e., peak-flow intensity and peak differences are reached at different times) and the return
to baseflow conditions is relatively slow, specially as the flow duration is smaller and the
skewness is higher. This is important from the perspective of solute retention within the
reactive environment and the enhancement of transformations or slow release of contaminants.
Our simulation results for bedform aspect ratio of 0.01 reveal that for shorter event
durations larger quantities of older water is released out of the SWI for higher slopes i.e. 10−1
(column 3 Figure 3.7). This indicates that sudden penetration of larger quantities of surface
water into deeper subsurface flow paths causes more discharge of older water even though
for very short period of time. Moreover, for all the peak-flow scenarios we observe discharge
of younger hyporheic waters since steep slopes promote stronger ambient groundwater flow
and hence causing compressing of HEF cells. In contrast, for low slopes (10−4), the relative
change (to baseflow conditions) in mean residence time (%) shows more discharge of older
water during the event for all eight considered peak-flow scenarios (highest ≈ 150%). This is
due to the slow horizontal velocities of the ambient groundwater flow observed for low slopes,
allowing HEF to penetrate the streambed at greater depths. These deeper and hence longer
flow paths lead to broader residence time distributions.
Streambed topography also plays a dominant role in modulating the residence time of the
water and the solutes in the streambed. For different bedform aspect ratios of the streambed
the spatial distribution of the hydraulic head vary at the SWI. In the case of the aspect ratios
of 0.001, due to the shallow fast flowing subsurface flow paths, there is particularly higher
discharge of younger water as the stream stage rises and progresses back to initial conditions
relatively quickly. Notice that, this is the case for all bedform aspect ratios but for the
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scenarios associated with shorter duration of the event and higher slope values (see columns
1, 3, 5 Figure 3.7). However if the event duration is longer, for the higher aspect ratios (see
columns 3 and 5 Figure 3.7), we observe relatively higher discharge of older waters after the
sudden increase in the stream stage. However, for lower slope values, we observe long-term
memory effects due to the slow horizontal ambient groundwater flows in the sediment domain.
As presented in Figure 3.4, higher aspect ratios enlarges the HZ and elongates the subsurface
flow paths in the streambed leading to higher discharge of older water. This indicates long
term release of older water post-flow event, particularly for the events with longer duration,
which implies that if there’s a second peak (or multiple peaks) before the system has recovered
to baseflow conditions, system will result with additional older waters, potentially providing
more time for reactions and transformations.
For all the considered scenarios, we observe that the higher peak-flow intensities (FIhigh)
intensify the impacts for the three metrics (Figure 3.7) i.e. in contrast to lower peak-flow
intensities (FIlow). For example, focussing on bedform aspect ratio of 0.01, slope value of
10−4, and shorter event duration, relative change (to baseflow conditions) in mean residence
time (%) rises by ≈ 70% for FIhigh and only ≈ 40% for FIlow , indicating more discharge
of older water for higher peak-flow intensities. A similar trend is observed for the shorter
duration of the event (FDlow). This demonstrates the importance of peak-flow intensity and
event duration on the mean residence time (µ) of the water being discharged out of the SWI
during and after a event. Therefore, each of the parameters involved in the simulations play a
crucial role in determining the systems potential to discharge older or younger waters.
3.3.3 HZ Efficiency
We use the Damköhler number to delineate oxic and anoxic zones for various peak-flow event
and geomorphic scenarios – a proxy for the oxygen consumption and denitrification potential.
The vertical penetration of both the hyporheic zone and the oxic-anoxic zone increases with
bedform aspect ratio (Figure 3.8), highlighting the impact of channel topography in the
transport of water and solutes within the streambed.
For bedform aspect ratio of AR = 0.001 cause only shallow oxic zones i.e. close to the
SWI indicating occurrence of aerobic respiration only at the shallow regions of the streambed.
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However, during peak flow events there will be discharge of anoxic hyporheic waters from the
streambed for all τo2 values (Figure 3.8). This indicates existence of favourable conditions
for denitrification in the deepest hyporheic flowpaths which also relies on the availability of
Dissolved Organic Carbon (DOC) as an electron donor deep in the streambed. Whereas,
for AR = 0.01, with a timescale for oxygen consumption being 10 h, predominantly oxic
hyporheic water is released from the SWI. This can be explained by the high flow velocities
along the shallow subsurface flow paths resulting in younger water closer to the SWI. However,
we also found that comparatively more anoxic water is released for lower τo2 values (i.e.
0.5h and 1h) for aspect ratio of 0.01 during the event. Moreover, for AR = 0.1, aerobic
conditions extend deeper into the streambed during peak flows (Figure 3.8). It indicates
that the anoxic hyporheic waters would remain in the streambed during the peak flows and
eventually discharged after the recession of the event. It’s important to notice that these
results represent the higher channel slope value (10−1) and that the interplay between the
channel gradient and morphology varies the transport of oxygen into the streambed.
An analysis of potential memory effects of post-event (based on the metric - HZ efficiency)
on the biogeochemical characteristics of the HZ and streambed environment has been performed
using the example of nitrogen cycling. The time to reach the initial state of the system after a
peak-flow event increases with the duration of the event (see FDhigh scenarios in Figure 3.9).
This implies that conditions favouring denitrification are prevalent for longer time, hence the
nitrate removal efficiency of the system could be potentially higher. During longer events,
reaction times would be substantially enhanced primarily for AR = 0.01 and AR = 0.1 (see
Figure 3.9 b and c). Furthermore, event characteristics such as skewness of flow-peaks and
intensities have substantial impact on the simulated HZ efficiency. For instance, we observe
that the FIhigh scenarios result in higher Tinitial/td than FIlow scenarios. Moreover, higher
peak-flow skewness causes higher Tinitial/td even though the impact of peak-flow skewness is




3.4.1 Dynamic HZ expansion, contraction and exchange fluxes
Recent studies have recognized the need for comprehensive studies on the drivers and controls
of hypoheic exchange (Malzone, Lowry, et al., 2016; McCallum & Shanafield, 2016; Schmadel
et al., 2016), hence we have attempted to present an integrated, comprehensive and systematic
approach that incorporates a wide range of parametric combinations. Our study combined
both geomorphic (streambed topography, channel gradient) and hydrological controls (different
peak-flow event characteristics like intensity and skewness of the peak and duration of the
event) to gain mechanistic understanding of flow patterns and exchange fluxes between
groundwater-surface water interfaces.
Our study showed that the increased pressure gradient at the SWI due to a peak-flow
event cause HZ appearance and then expansion which was maximum at the peak flows
indicating the dominance of transient driver on hypoheic exchange. However, on the basis of
our further findings, it is evident that pressure distribution caused by the transient forcings
is majorly counteracted by the ambient groundwater flow. Primarily, steeper channel slopes
exert stronger underflow and compress the HZs. The importance of slopes of streambed on
hyporheic exchange has been highlighted for steady state discharge conditions by Cardenas
and Wilson (2006) and Tonina and Buffington (2009).
Under transient discharge conditions, the HZ extent based on hydrodynamic and
biogeochemical definitions varied drastically. We observed rapid changes in gradients during
the course of the flood event whereas the penetration of surface water solutes was decelerated
by the counter-directional nature of the local flow patterns. This in turn leads to the
development of dynamic stagnation zones (i.e. zones with extremely low or zero velocities)
where solutes might accumulate and develop regions of biogeochemical hotspot in the streambed
(Gomez-Velez & Wilson, 2013).
3.4.2 Potential impacts of transient forcing on biogeochemical processes
During high discharge conditions, the transport of surface water into the streambed accelerates
(Gu et al., 2008; Malcolm et al., 2004), hence leading to increased accumulation of solutes
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deeper into the streambed. Previous research has demonstrated that the nutrient cycling
at the river-aquifer system is strongly controlled by, and often proportional to the residence
times of surface water in the hyporheic zone (McCallum & Shanafield, 2016; Wondzell &
Swanson, 1999; Zarnetske et al., 2011; Zarnetske et al., 2012) and are good indicators of
biogeochemoical processes (Sanz-Prat, Lu, Amos, et al., 2016; Sanz-Prat et al., 2015). Our
results indicate that peak-flow event characteristics like magnitude, skewness of peaks and
duration of the event can have a considerable impact on HEF and the mean residence time of
water in the hyporheic zone. Stormflow induced variability in HEF control the transport of
water, solutes (and even contaminants) deeper in the alluvium and alter its residence times in
the streambed, and hence may also impact rates of biogeochemical transformations (as shown
by the results of Gomez-Velez and Wilson (2013) and Trauth and Fleckenstein (2017)).
The various parametric combinations of streambed height, channel gradient, duration of
the event, intensity and skewness of the peak-flows revealed interesting results. For example,
in the cases of hydropeaking (tp/td = 0.5) observed in dam operations or discharge from
wastewater treatment plant (Casas-Mulet et al., 2015; Sawyer et al., 2009; Zhou et al., 2018),
our results showed relatively higher discharge of older water and for a longer period of time
when compared to lower tp/td ratio. This was observed for all the bedform aspect ratios of
streambed but only for lower slope values. The direct impact of hydropeaking which may cause
thermalpeaking as well is observed in water chemistry and hence also hyporheic invertebrates
as highlighted in the results by Bruno et al. (2009), Bruno et al. (2013), and Jones (2014).
Moreover, our results indicated that for the same event duration and peak-flow intensity,
hyporheic zones relatively release higher discharge of older water for bedforms like dunes and
ripples when compared to alternating bars.
Using the framework of Damköhler number, we found that the HZ efficiency may increase
during the peak-flow event. Here, the efficiency was seen as the potential for aerobic and
anaerobic respiration, hence was correlated to potential nitrification and denitrification in
the streambed. During the peak flow events, the aerobic and anaerobic respiration increased
(not with the same factor) with respect to the initial conditions. The formation of longest
and deepest flowpath was highly dependent on the local pressure gradient caused by the
streambed topography, flow intensity and ambient groundwater flow. Zarnetske et al. (2011)
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showed that the denitrification in anaerobic zones of the HZ is limited by the supply of labile
Dissolved Organic Carbon (DOC). Additionally, the authors also suggested that only estimates
of residence times and timescales for oxygen consumption are crucial to predict the locations
of nitrification and denitrification (Zarnetske et al., 2012). Moreover, previous studies by
Hinton et al. (1997) and Inamdar et al. (2004) have suggested higher and faster transport of
DOC into deeper parts of HZ during an event, hence acting as an electron donor when oxygen
is depleted in the deeper parts of the streambed. Our results indicated potential development
of larger areas of anoxic zones i.e. favourable for denitrification during the peak flow events.
Assuming higher influx of labile DOC into the streambed during an event, the river-aquifer
system can be highly efficient in removing nitrates post-event, especially for the bedforms
like ripples and dunes. As the regions of anoxic zones are formed deeper into the streambed
during the event, transported labile DOC would help the denitrifying bacteria to complete the
process of denitrification. These findings are similar to Trauth and Fleckenstein (2017) where
there simulation results for an in-stream gravel bar showed higher rates of aerobic respiration
and denitrification for higher peak-flow intensities and longer durations of the event.
The mechanistic understanding of the dynamic hyporheic exchange presented in this
manuscript is the preliminary step to predict the regional-scale water quality outcomes.
The attenuation of nutrients and efficiency of transformation processes is moderated by the
intensity of surface water exchange in the HZ as it determines the contact time of the water
and solutes in the buffer zone (i.e. the HZ). As this exchange is highly dependent on the local
conditions of the sites, the accurate quantification of HEF beginning from the small-scale is
essential to translate to the regional-scale.
3.4.3 Limitations and future work
In our study, we have used a reduced-order numerical model of an idealized, uniform and
single type of bedform essentially to gain a deeper mechanistic understanding of the dynamic
exchange processes occurring in hyporheic zones in result of peak-flow events. While, for our
systematic analyses, we considered a broad range of different scenario conditions (with regards
to bedform topography, channel gradient, peak-flow event characteristics), there remain further
variables and potentially impactful drivers that have not been analysed in this study such as
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variability in streambed structural properties (Gomez-Velez et al., 2014) or the impacts of
critical flows with the potential to mobilize the streambed materials (Simpson & Meixner,
2012; G. Wu et al., 2015). Combination of several bedform morphologies with topographic
structure of the catchment determines the overall HEF (Caruso et al., 2016; Schmadel et al.,
2017; A. S. Ward et al., 2018). This includes nested flow paths, however in this manuscript
we have only taken into consideration the shorter and local flow paths. Furthermore, we
assumed only conditions without gaining or losing groundwater conditions. The analysis of
potential additional impacts of net gains and losses of water and the resulting interference
with peak-flow event driven hyporheic exchange remain as the focus of future investigations.
Moreover, our simulations assume no temperature induced effects with the impact of temporal
fluctuations of water temperatures on resulting HEF (i.e. induced by diurnal surface water
temperature oscillations). Considering earlier work on temperature effects on hyporheic
exchange flow (Cardenas & Wilson, 2007b), it appears promising to extend investigations
towards potential temperature effects on HEF and temperature-dependent chemical reaction
rates during transient flow conditions.
3.5 Conclusions
Interactions between bedform topography, channel gradient and hydrodynamic forcings result
in complex exchange of water and solute fluxes between the water column and underlying
hyporheic zones. Our simulation results systematically explored the complex impacts of
various peak-flow events and geomorphic conditions on hyporheic exchange flow patterns and
dynamics for a comprehensive range of scenarios for an idealized, uniform and single-type of
bedform. Our results indicated dynamic expansion and contraction of the HZs during the
event, however in several cases this expansion was counteracted by strong ambient horizontal
flow induced by larger slope values of the stream channel. Although the relative change (to
baseflow conditions) in HEF (%) was unaffected by different values of channel slopes, absolute
magnitudes varied substantially. The primary impact of peak-flow events was observed on
the residence time of the water in hyporheic zones. Intensification of discharge of younger
and older water out of the SWI was evident at high intensities and longer durations of the
event. Primarily, for streambed profiles with low slopes, events caused more discharge of older
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water for the higher bedform aspect ratios (i.e for dunes and ripples). The direct influence
of alterations in residence time distributions was observed in the efficiency of the hyporheic
zones in developing larger areas of potential nitrification and denitrification.
Intricate understanding of processes such as denitrification is important to maintain water
quality and aquatic life in the riverine systems. This is because denitrification process reduces
nitrates from river-aquifer continuum, through a chain of intermediate reactions. However,
incomplete de-nitrification in the streams result in the release of N2O, an ozone-depleting
substance into the atmosphere instead of molecular nitrogen (Briggs et al., 2015). Any dynamic
alterations in river-stage due to external hydrologic forcing can have substantial impact on
streambed nutrient cycling and transformations. Such forcing can transport organic matter
(and even contaminants) deep into the streambed, potentially increasing its contact time to
favourable conditions required for transformations. As in the case of denitrification process,
a peak-flow event could lead to the transport of organic matter deeper into the alluvium
where anoxic environments are present for the completion of the process. This indicates that
thorough investigation of river morphological and riparian characteristics, and combination of
peak-flow event scenarios can be potentially adopted for managing and restoring river water
chemistry.
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Figure 3.8: Snapshots for the ratio of mean RT and the base flow mean RT at t/tp = 1 (1st row)
and ratio of evolution of fluxes (net hyporheic exchange flux, oxic and anoxic) and net hyporheic
flux at t/tp = 0 as a function dimensionless time (t/tp) (2nd row) for bedform aspect ratios 0.001,
0.01 and 0.1 (columns). Contours and curves correspond to the oxic-anoxic transition boundary
for oxygen consumption time scales τo2 = 10, 1, 0.5 [h]. Extent of the hyporheic zone is based on
the biogeochemical definition. Channel slope is 10−1 in all cases and the vertical and horizontal
axis are scaled by the bedform wavelength.
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Figure 3.9: HZ Efficiency: Time to reach to the initial state of the system (i.e. to baseflow
conditions) scaled to the duration of the peak-flow event (td) for eight scenarios listed in Table 3.1
and three biogeochemical time scales for oxygen consumption (τo2 values = 10, 1 and 0.5(h)) and




Transit Hyporheic Response to Flow
Alterations
In this Chapter, the drivers and modulators of dynamic hyporheic responses are further
evaluated. Compared with Chapter 2 and Chapter 3 where a series of synthetic single peak
flow events are applied, in the present Chapter the observed river discharge and temperature
time series with 15-min intervals are used in the model. Coupled groundwater flow and heat
transport within hyporheic zones are for the first time simulated under natural flow regimes.
To represent different types of hydrographs, a cluster analysis is conducted to characterize
typical time series of river discharge and temperature corresponding to different levels of
flow alteration along the upper Mississippi River Basin. The impact of flow alterations on
hyporheic exchange processes are investigated.
The key findings of this Chapter are:
• Typical hydrological regimes corresponding to different levels of flow alteration are
identified.
• Including temporal variability of river temperature results in substantial differences in
hyporheic exchange characteristics.
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• Alteration of river flow reduces the potential of hyporheic zones to act as a temperature
buffer.
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Abstract
Coupled groundwater flow and heat transport within hyporheic zones extensively affect
water, energy and solute exchange with surrounding sediments. The local and cumulative
implications of this tightly coupled process strongly depend on characteristics of drivers (i.e.,
discharge and temperature of the water column) and modulators (i.e., hydraulic and thermal
properties of the sediment). With this in mind, we perform a systematic numerical analysis
of hyporheic responses to understand how the temporal variability of river discharge and
temperature affect flow and heat transport within hyporheic zones. We identify typical time
series of river discharge and temperature from gauging stations along the headwater region
of Mississippi River Basin, which are characterized by different degrees of flow alteration, to
drive a physics-based model of the hyporheic exchange process. Our modeling results indicate
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that coupled groundwater flow and heat transport significantly affect the dynamic response
of hyporheic zones, resulting in substantial differences in exchange rates and characteristic
time scales of hyporheic exchange processes. We also find that the hyporheic zone dampens
river temperature fluctuations increasingly with higher frequency of temperature fluctuations.
This dampening effect depends on the system transport time scale and characteristics of
river discharge and temperature variability. Furthermore, our results reveal that the flow
alteration reduces the potential of hyporheic zones to act as a temperature buffer, and
hinders denitrification within hyporheic zones. These results have significant implications for
understanding the drivers of local variability in hyporheic exchange and the implications for
the development of thermal refugia and ecosystem functioning in hyporheic zones.
4.1 Introduction
Rivers continually exchange water, energy, solutes, and microorganisms with their surrounding
sediments, creating subsurface areas that contain sets of flow lines that begin and end at
the sediment water interface. These areas are called hyporheic zones (Gooseff, 2010; Harvey
et al., 1996). Hyporheic zones are characterized by strong physical and chemical gradients
that modulate fluvial biological diversity and geochemical cycling (see Boano et al. (2014)
and Lewandowski et al. (2019), and reference therein). The hyporheic zone’s spatiotemporal
variability depends on pressure gradients at the sediment water interface, which change
dynamically with river discharge, and hydraulic properties of the porous media. For example,
hydraulic conductivity is a function of changing flow temperature (Bear, 1972), which makes
it an important variable determining hyporheic exchange processes. Capturing the effects
of temporal variability in channel discharge and temperature in a wide range of scenarios
requires a fully-coupled modeling approach that represents both flow of water and transport
of energy.
Hyporheic exchange fluxes demonstrate a dynamic response to time-varying discharge
conditions. Increasing hydraulic gradients drive more surface water through the sediment,
enlarging the spatial extent of the hyporheic zone (Schmadel et al., 2016; Singh et al., 2019).
However, this general trend can be modulated substantially by regional groundwater flow
conditions (Lewandowski et al., 2009; Malzone, Anseeuw, et al., 2016; Marzadri et al., 2016;
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Trauth & Fleckenstein, 2017; L. Wu et al., 2018), local geomorphological settings (Boano et al.,
2013; Gomez-Velez et al., 2017; Tonina & Buffington, 2011; A. S. Ward et al., 2017), and
heterogeneity in streambed hydraulic conductivities (Cardenas et al., 2004; Gomez-Velez et al.,
2014; Kalbus et al., 2009; Sawyer & Cardenas, 2009). Local groundwater interactions (i.e.
gaining and losing) result in hyporheic zone contraction due to less surface water penetrating
through the sediment (Cardenas & Wilson, 2007c; L. Wu et al., 2018). Additionally, the
geomorphological setting can modify the transient hydraulic head distribution at the sediment-
water interface. High aspect ratios (the ratio between the bedform amplitude and wavelength)
and steep channel slopes often contribute to a fast hyporheic responses to changing discharge
(Malzone, Anseeuw, et al., 2016; Singh et al., 2019). Heterogeneity in physical sediment
properties can alter hyporheic exchange flow paths and residence time distributions (Gomez-
Velez et al., 2014). So far, the analysis of dynamic responses of hyporheic exchange fluxes to
changes in river discharge usually lacks a detailed consideration of river temperature impacts.
River temperature substantially affects the dynamic thermal responses of hyporheic
system by a number of physical processes. At the atmosphere-river interface, energy is
exchanged through solar or short-wave radiation, long-wave radiation, evaporative processes
and convective transfer due to temperature differences at this interface (Olden & Naiman,
2010; Poole & Berman, 2001). Heat exchanges at the sediment water interface is controlled by
heat conduction, advection and thermal dispersion through groundwater inputs and hyporheic
exchanges (Anderson, 2005). The rates of heat exchanges in hyporheic zones are affected
by atmospheric boundary conditions, groundwater interactions, river discharges (Ferencz &
Cardenas, 2017; Gerecht et al., 2011), topography, streambed geology, sediment properties
(Caissie, 2006; Wörman et al., 2012), as well as anthropogenic activities such as flow regulations
(J. Ward, 1985) and the presence of man made in-stream structures (i.e. large woody debris,
weirs, and etc) (Hester et al., 2009; Sawyer et al., 2012). These factors create a dynamic
multi-scale thermal mosaic across fluvial systems. Aquatic species use a diverse array of
thermal habitats to meet their specific temperature requirements for survival, growth and
reproduction (Olden & Naiman, 2010). Temperature variability also extensively modifies the
nutrient cycling and the spatial distribution of biogeochemical reaction hot spots in hyporheic
zones (Song et al., 2018; Zheng & Cardenas, 2018). However, the temperature sensitivity of
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ecological and biogeochemical processes is often examined under oversimplified constant flow
boundary conditions.
Natural flow regimes have been regulated and altered for different purposes serving
important human needs, such as irrigation, energy production, water resources and flood
control (Abril et al., 2015; Weiskel et al., 2010). Flow alteration has substantial impacts
on characteristic time scales for flow of water and transport of heat along river networks,
including the magnitude of peak flows, duration of recession periods, and the amplitude of diel
temperature oscillations (Olden & Naiman, 2010; Poole & Berman, 2001; Sawyer et al., 2009).
Consequently, flow alteration has profound implications for hyporheic exchange across multiple
scales, on local and regional ecosystem services and water quality. The interactions between
surface water and groundwater further complicate heat transport due to variable degrees and
time scales of temperature variations in both systems. Groundwater temperature fluctuates
predominantly over longer seasonal scales while surface water temperatures often vary over
multiple time scales, including event-based, diel, and seasonal fluctuations (Constantz, 1998;
Constantz et al., 1994; Todd & Mays, 2005). The temperature dynamics in the hyporheic zone
therefore closely depend on site-specific groundwater-surface water interactions. Understanding
coupled responses of hyporheic zones to river flow and temperature variations becomes
imperative to evaluate the impacts of flow alterations.
Previous research on dynamic hyporheic exchange focused predominantly on identifying
the impact of individual drivers, such as river discharge or temperature (Figure 4.1 a-d, or e-g),
but did not specifically account for the joint impacts of these two driving forces (Figure 4.1h).
Hyporheic exchanges of flow and energy are highly temperature-dependent. This is due to the
temperature-dependency of fluid density and viscosity which contributes to a varying hydraulic
conductivity over time (Constantz et al., 1994; Ling & Dybbs, 1992; Ramirez & Saez, 1990).
The thermally induced fluid viscosity variations can extensively modify the hyporheic flux
(Cardenas & Wilson, 2007b), and consequently control biogeochemical activities. Nevertheless,
most of the previous studies that couple the modelling of flow and heat exchange processes are
either sequentially coupled and use pre-calculated flow fields as boundary conditions of the
subsequent heat transport modelling (Hester et al., 2009; Marzadri et al., 2013), or couple heat
and flow modelling by considering only steady discharge (Burkholder et al., 2008; Cardenas &
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Wilson, 2007b; Marzadri et al., 2013; Zheng et al., 2016) or only diel temperature fluctuations
(Gerecht et al., 2011; Zheng & Cardenas, 2018; Zheng et al., 2016). In the present study,
we aim to explore complex interactions between river discharge and temperature for river
systems with varying degrees of flow alteration across multiple transport time scales.
In the following work, we explore how flow alteration-induced hydrologic changes propagate
within hyporheic zones and their implications for heat transport within sediments. We
furthermore analyze subsequent impacts on thermal dampening and biogeochemical processes.
With this in mind, typical hydrological regimes corresponding to different levels of flow
alteration are identified and used as drivers for a hyporheic zone flow and heat transport
model, considering temporal variations of river discharge and temperature. The effects of
the system properties represented by transport time scales are investigated in the hyporheic
exchange processes. Compared to previous studies (Cardenas & Wilson, 2007b; Marzadri
et al., 2013; Zheng & Cardenas, 2018; Zheng et al., 2016), this work provides first insights
into coupled transient groundwater flow and heat transport processes in hyporheic zones by
using natural hydrologic driving forces, providing better understandings to the impact of flow
alterations on the hyporheic exchange processes.
4.2 Methods
4.2.1 Characterization of hydrologic regimes
To find analogies for typical time series of river discharge and temperature under varying
degrees of flow alteration, we explore 96 gauging stations in the headwaters of the Mississippi
River Basin (MRB). This includes the Missouri (HUC 10), Upper Mississippi (HUC 07),
and Ohio (HUC 05) basins. Discharge and temperature time series with 15-min measuring
intervals are obtained from the US Geological Survey (USGS) for the period November 2013
to November 2018 (5 year). Site-specific hydrologic, geomorphic, geologic, and anthropogenic
information is obtained from the GAGES-II data set (Falcone, 2011).
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Figure 4.1: Coupled flow and heat transport in dynamic hyporheic system. River discharge
and temperature drives dynamic hyporheic exchange of flow (a, b, c, and d), represented with
the blue color and energy (e, f, and g), represented with the red color. These exchange processes
are coupled in this study (h), represented with the transitional color. B.C. refers to boundary
condition.
4.2.2 Classification of time series
Generalizing the effects of flow alteration remains elusive due to the complex feedback
mechanisms, varying mode of regulations, regional weather and climate conditions, and local
geomorphological settings. To this end, we use K-means cluster analysis, an unsupervised
learning technique to find commonalities among gauging stations within the study sites
selected (James et al., 2013). K-means partitions a data set of n observations [x1, x2, ..., xn]
into K distinct and non-overlapping clusters (C = [C1, C2, ...CK ]). An observation xi contains
information from one or more variables. This method assigns observations to each cluster with
the objective of maintaining the objects within a cluster as similar as possible while keeping











where W (CK) is the within-cluster variation describing the amount by which the observation
within a cluster differ from each other. In our analysis, W (CK) is defined as the squared
Euclidean distance among observations.
In our analysis, each observation corresponds to a gauging station and the variables for
the observation are the statistical characteristics of the river discharge and temperature time
series (coefficient of variation, autocorrelation, skewness, and kurtosis) and the site-specific
characteristics (stream order, drainage area, and dam storage per unit area). In other words,
this is a clustering analysis of eleven dimensions. To determine the number of clusters,
the silhouette value s(i) proposed by Rousseeuw (1987) is calculated with the R package
"factoextra" (Kassambara & Mundt, 2017). In general, partitioning that has the maximum
overall average silhouette width, which is the average of the s(i) for all objects i in the whole
data set, suggests that the clustering algorithm has discovered a strong clustering structure.
This partitioning is selected for understanding the variation and grouping structure of the set
of unlabeled data. The grouping results are plotted against each variables to visually identify
the most dominant variable that contributes to clustering results.
4.2.3 Modeling Approach
Typical time series identified with the cluster analysis are used as input for a numerical model
to study the coupled groundwater flow and heat transport in hyporheic zones under different
degrees of flow alteration.
4.2.3.1 Model geometry
To explore the key drivers and controls of the coupled bedform-induced hyporheic flow and
heat transport, we use a simple two-dimensional conceptualization (Figure 4.2). The upper
boundary is a sinusoidal sediment-water interface (SWI; ∂ΩSW I) which is assumed periodic
with wavelength λ and amplitude ∆. The bottom boundary (∂Ωb), located at the depth
dgw, is a no flux boundary condition (B.C.) and the lateral boundaries (∂Ωu and ∂Ωd) are
vertical with periodic flow and heat transport conditions, representing an infinite domain
in the longitudinal direction (Gomez-Velez et al., 2014; Singh et al., 2019). For simplicity,
the bedforms are assumed stationary and the porous media is homogeneous. COMSOL
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 T(t) = River Temperature
Dirichlet boundary
Figure 4.2: Schematic representation of the sediment domain. The top boundary is sinusoidal
with amplitude ∆ and wavelength λ. Lateral boundaries are periodic, representing an infinite
domain in the longitudinal direction. Bottom boundary is a no-flux boundary.
Multiphysics is used to simulate the water flow and heat transport with a finite element
method.
4.2.3.2 Model for fully coupled water flow and heat transport
Water flow is described by the groundwater flow equation and Darcy’s law in a non-deformable













hSW I(x, t = 0) = hIC(x) (4.2b)
p(x, y = Zbed(x), t) = ρg hSW I(x, t) for ∂ΩSW I (4.2c)





∇h = 0 for ∂Ωb (4.2e)
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where t is time [T], θ is porosity [-], p(x, t) is pressure [ML−1T−2], g is gravitational acceleration
[LT−2], κ is permeability [L2], ρ is fluid density [ML−3], µ is fluid dynamic viscosity [ML−1T−1],
hIC is the hydraulic head at t=0 [L] and this initial condition is calculated under steady state,
Darcy velocity is q = −κ
µ
(∇p+ρg∇h)) [LT−1], Zbed(x) = (∆/2) sin(2πx/λ) is the elevation of
the water-sediment interface [L], and n is an outward vector normal to the boundary [-]. The
aspect ratio (the ratio between amplitude and wavelength ∆/λ) of 0.1 is chosen to represent a
ripple bedform (Bridge, 2009). A comprehensive discussion on the effect of local morphology
(i.e., aspect ratios) and channel slope on the transient hydraulic pressure propagation within
hyporheic zones can be found in L. Wu et al. (2018).
We prescribe the head distribution at the sediment water interface (Dirichlet boundary
condition) (Wörman et al., 2006):







where Hs(t) [L] is the time-varying stream stage, and hd(t) is the dynamic head fluctuations



















with the mean velocity Us(t) = M−1Hs(t)2/3S1/2 estimated with the Chezy equation for a
rectangular channel with slope S [-] and Manning coefficient M [L−1/3T] (Dingman, 2009). In
this case, S = 0.01 and M = 0.05 are used. This conceptualization allows us to capture the
hydrodynamic effects of flow passing a bedform with a simple approach based on empirical
solutions. Even though the actual process is more complex, a full description would require
demanding computational fluid dynamics (CFD) simulations that would limit our ability to
explore long time series in multiple systems (Stonedahl et al., 2010). We use this parsimonious
simplification, which has been previously used (L. Wu et al., 2018) to explore the hyporheic
response to dynamically changing discharge events.
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Heat transport in porous media is described by the heat transport equation (Bejan, 1993;
Nield & Bejan, 2013)
∂T
∂t
= ∇ · (DT ∇T ) − ∇ · (vT T ) (4.5a)
T (x, t) = Ts for ∂Ωin,SW I (4.5b)
n · (DT∇T ) = 0 for ∂Ωout,SW I (4.5c)
T (x = −L, y) = T (x = 2L, y) for ∂Ωu and ∂Ωd (4.5d)
n · (vTT − DT∇T ) = 0 for ∂Ωb (4.5e)
where T is temperature [Θ], vT = (ρf cf )/(ρ c)q is the thermal front velocity [LT−1], n is
an outward vector normal to the boundary [-], DT is the hydrodynamic thermal dispersion
tensor [L2T−1], and ρ c = θ ρf cf + (1 − θ) ρs cs, is the specific volumetric heat capacity of the
fluid-grains media [ML−1T−2Θ−1]. ρf cf is the specific volumetric heat capacity of the fluid
[ML−1T−2Θ−1], and ρs cs is the specific volumetric heat capacity of the solids [ML−1T−2Θ−1].
Ts is the temperature of the water column [Θ], which is the measured river temperature
time series. A Dirichlet boundary is used for area along the sediment-water interface where
water enters the hyporheic zone, and for water flowing out of the hyporheic zone, a Neumann
boundary is used to represent pure convection of heat as described in equation 4.5b and 4.5c.
The longitudinal (subscript l) and transversal (subscript t) components of the hydrodynamic





where βl and βt are the longitudinal and transverse thermal dispersivity coefficients [L],
respectively, and κT is the bulk thermal conductivity [MLT−3Θ−1] (Rau et al., 2014; Woodside
& Messmer, 1961)
κT = κθf · κ1−θs (4.7)
with κf and κs is the thermal conductivity of the fluid and solids, respectively.
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We couple flow and heat transport with the equations of state (EOS) for dynamic viscosity
and density (Furbish, 1996)
µ(T ) = m5 T 5 + m4 T 4 + m3 T 3 + m2 T 2 + m1 T + m0 (4.8a)
ρ(T ) = ρ0 − ρ0 α(T − T0) (4.8b)
where viscosity is in Pa·s, temperature is in ◦C and m5 = −3.916 × 10−13, m4 = 1.300 × 10−10,
m3 = −1.756 × 10−8, m2 = 1.286 × 10−6, m1 = −5.895 × 10−5, and m0 = 1.786 × 10−3.The
reference density and temperature are ρ0 = 1000 kg/m3 and T0 = 20 ◦C, respectively, and the
thermal expansion coefficient is α = 2.067 × 10−4 ◦C−1.
4.2.3.3 Model for mean residence time
For simplicity, we focus on the first moment of the residence time distribution, which is








= ∇ · (D∇a1) − ∇ · (qa1) + θa0 (4.9b)
a1(x, t) = 0 for ∂Ωin,SW I (4.9c)
n · (D∇a1) = 0 for ∂Ωout,SW I (4.9d)
a1(xu, y, t) = a1(xd, y, t) for ∂Ωu and ∂Ωd (4.9e)
n · (qa1 − D∇a1) = 0 for ∂Ωb (4.9f)
a1(x, t = t0) = a1,0(x) (4.9g)
where a1(x, t) is the first moment [T] of the residence time distribution, ξ is the residence time
[T], P (x, t, ξ) is the residence time distribution [T−1], t is time [T], x = (x, y) is the spatial
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location vector, q is the Darcy flux [LT−1], a0 = 1, and D = {Dij} is the dispersion-diffusion
tensor defined as (Bear, 1972)






with αT and αL the transverse and longitudinal dispersivities, Dm the effective molecular
self-diffusion coefficient, ξm = θ−1/3 is the fluid tortuosity estimated by the Millington and
Quirk model (Millington & Quirk, 1961), and δij is the Kronecker delta function.
4.2.3.4 Reaction significance factor
To quantify the potential of the hyporheic zone to drive biogeochemical reactions, the reaction
significance factor (RSF) is calculated. The RSF is the ratio between hyporheic mean residence
time and a biogeochemical time scale for the reaction of interest, and then weighted by the
proportion of discharge passing through the hyporheic zone (Harvey et al., 2013). In our case,
the RSF is calculated as the value per unit area of the riverbed by diving the riverbed area of







where w is river width [L], Lc is characteristic river reach length [L], qHZ is the hyporheic
flux out of the hyporheic zone [LT−1], Q is the river discharge [L3T−1], τHZ is the hyporheic
zone mean residence time [T], τbts is a biogeochemical time scale for the reaction of interest
[T]. Particularly, we take the denitrification process into consideration. 25th, 50th, and 75th
quantiles of typical time scales of denitrification in hyporheic zones (Gomez-Velez & Harvey,




Table 4.1: Heat transport time scales [day]






To improve the transferability of the results and compare different systems efficiently, the
heat transport time scale is calculated as a function of the size of the bedform (given by the





where vc = ρf cfρ c · qc and qc = Kc
SHs∆1/3
2gM2λ (L. Wu et al., 2018). The transport time scale is
a simple metric that can be calculated at any location, serving as a useful indicator of the
importance of temperature variability.
Simulation scenarios are designed by considering different hyporheic exchange drivers
and hyporheic system properties. The hyporheic exchange drivers are characterized by
different degrees of flow alterations. Additionally, in the simulation we progressively include
temperature time series with increasing degrees of detail, as represented by the frequency
components of river temperature (from mean annual, seasonal, to observed time series with
15-min interval). The systems properties are described by using different heat transport time
scales, which are calculated with equation 4.12. Four transport time scales are obtained by
varying hydraulic conductivity from 10−1 m/s, 10−3 m/s, 10−5 m/s, to 10−7 m/s (Table 4.1).
The highest hydraulic conductivity (10−1 m/s) is an extreme case. However, we still present
it as results in order to gain comprehensive mechanistic understandings. Therefore, in total
there are twelve models that are built with considerations of different scenarios of hyporheic
exchange drivers and hyporheic system properties discussed above.
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4.2.5 Spectral Analysis and Transfer Function
To evaluate how the hyporheic zone modulates hyporheic exchange drivers, such as river
discharge and temperature, we use spectral analysis. Spectral analysis refers to the
decomposition of a time-domain signal into underlying sine and cosine functions of different
frequencies, which allows us to determine those frequencies that appear more important. The
spectral analysis is based on Fourier transform. A forward Fourier transform G(f) takes a






where f is frequency [T−1], t is time [T], i =
√
−1. The power spectral density, a measure
of the proportion of the total variance explained by each frequency (Dobrin & Savit, 1960;
Fleming et al., 2002), can be calculated as the square of the modulus of the Fourier transform
(Stoica & Moses, 1997)
SG(f) =| G(f) |2= G(f) · G∗(f) (4.14)
where ∗ denotes the complex conjugate. Prior to analysis, the linear trend is subtracted to
remove any spurious low frequency components, and the power spectrum is smoothed with a
Gaussian kernel (R Core Team, 2014).
To quantify how river discharge and temperature signals are retranscribed in the hyporheic
zone, a simple relation is used to calculate the experimental transfer function (TF) (Duffy &









where PSDTHZ , PSDTs , PSDHEF , and PSDd are the power spectral density of temperature
of exfiltrating hyporheic exchange fluxes, river temperature, hyporheic exchange fluxes, and
92
4.3 Results and Discussion
river discharge, respectively. In this case, high values of TF correspond to frequencies that are
minimally filtered while low values correspond to frequencies that are preferentially filtered.
4.3 Results and Discussion
4.3.1 Typical Hydrologic Regimes
The K-means clustering approach identify three different hydrological regimes across the
headwaters region of the Mississippi River Basin (Figure 4.3). An appropriate number of
clusters is determined by using the average silhouette width (Figure 4.8 in Supplementary
Information). A large average silhouette width suggests a relatively strong clustering structure.
Therefore, 3-cluster is chosen as the optimal cluster structure in this analysis. These three
sub-groups show distinctive ranges of the dam storage capacity (Figure 4.3b), indicating
that this variable plays critical role in the clustering of gauge stations. The figures 4.9-
4.11 in the supplementary information allow for a visual inspection of the similarities of
stations within the same sub-group and differences among sub-groups. The main differences
among groups are described in the following paragraphs. To reflect the varying levels of flow
alteration characterizing the catchment of each gauging station, the three sub-groups are
named as reference sites, moderately flow-altered sites, and highly flow-altered sites with low,
intermediate, and high dam storage per unit area in the catchment, respectively.
Three typical gauging stations are selected to illustrate the nature of each cluster. At
the reference site (Figure 4.3c), river discharge is highly intermittent and characterized by
short recession periods; and the river temperature oscillates at high-frequency at daily time
scales. As the degree of flow alteration increases (Figure 4.3d), recession of discharge are more
persistent. Discharge of the highly flow-altered site (Figure 4.3e) shows extended recession
periods and fast-onset step-like fluctuations. Furthermore, diel river temperature fluctuations
(amplitudes of the time series) are smaller than at the reference site. These patterns are better
recognized with more examples presented in figure 4.9-4.11.
For simplicity and without loss of generality, we focus on the two end-members: reference
sites and highly flow-altered sites to compare the maximum possible differences between
sites with and without significant flow alterations. These two groups of sites are hence
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Sources: Esri, HERE, Garmin, Intermap, increment P Corp., GEBCO, USGS, FAO, NPS, NRCAN,
GeoBase, IGN, Kadaster NL, Ordnance Survey, Esri Japan, METI, Esri China (Hong Kong),





















































































































































Figure 4.3: Characterization of hydrologic regimes. (a) Location of 96 USGS gauging stations
used for the analysis. (b) Characteristic values of dam storage capacity. Time series of channel
discharge (blue) and temperature (red) for typical stations with (c) low, (d) moderate and (e)
high flow alterations.
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named as reference and flow-altered sites thereafter. The comparisons of river discharge, river
temperature, hyporheic exchange fluxes, temperature of exfiltrating hyporheic exchange fluxes,
hyporheic mean residence time and heat fluxes between the reference and flow-altered sites
are presented in Figure 4.12 (in Supplementary Information). Even though both sites present
similar seasonal fluctuation patterns, the daily temporal variations of each metric (Figure
4.12) at the flow-altered site are much smaller than at the reference site due to flow alterations.
The differences between these two sites are further discussed in the following sections.
In conclusion, with the clustering results, two distinct types of hydrological driving forces
corresponding to reference and flow-altered sites are identified. For our analysis, we use the
time series of discharge and temperature from USGS gauge stations 06893970 (reference) and
03047000 (flow-altered). These are representative of the reference and flow-altered clusters
that are selected because their long and uninterrupted record during the investigated time
window. Notice however, that stations within a cluster have similar temporal variability
(Figure 4.9, 4.10, and 4.11 in Supplementary Information). These two sites are used to explore
the effect of channel flow and temperature dynamics on hyporheic exchange with numerical
simulations in the next step.
4.3.2 Drivers and Controls of Hyporheic Exchange Dynamics
4.3.2.1 Hydrological drivers
To identify the relative importance of discharge and temperature variations on the exchange
processes at the sediment water interface, we perform a series of numerical experiments
where we progressively include temperature time series with increasing degrees of detail, as
represented by the frequency components of river temperature. In the first scenario, the
hyporheic response metrics (including hyporheic exchange fluxes, temperature of exfiltrating
hyporheic exchange fluxes, mean residence time, and RSFa ) are simulated with a constant
mean annual temperature (black solid lines in Figures 4.4) which results in constant viscosity
(µ) and density (ρ) (Equation 4.8). In the second scenario, the same hyporheic metrics are
simulated with a seasonal temperature time series (green solid lines). In the third scenario,
the simulation is with the original river temperature time series, based on observations at 15
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minute intervals (red solid lines). In the second and third scenarios, viscosity(µ) and density
(ρ) vary with temperature over time.
At the reference site, hyporheic exchange fluxes simulated under the assumption of constant
mean annual temperature, follow the patterns of the river discharge time series (the gray
solid line) and the peaks are coinciding with the discharge peaks (Figure 4.4a). In the
second scenario, hyporheic exchange fluxes exhibit prominent annual periodicity with only
a few peaks corresponding to extreme discharge events. In the third scenario, where the
measured temperature including full frequency range is used as the model input, hyporheic
exchange fluxes present both annual and daily fluctuations. However, strong fluctuations in
hyporheic exchange fluxes corresponding with high discharge events are not prominent. These
progressively decreasing hyporheic exchange flux fluctuations that are coinciding with high
discharge events, when gradually including more details in temperature driver (as presented in
scenarios 1 to 3), indicate that temperature has a direct control in determining hyporheic flow
dynamics. The temperature of the exfiltrating hyporheic exchange fluxes simulated using the
original observed time series is dampened compared to the river temperature (Figure 4.4c).
Mean residence time simulated with the constant mean annual and seasonal temperatures
only shows residence time peaks coinciding with discharge peaks without capturing the
diel fluctuations. Mean residence time simulated with observed original temperature time
series shows clear diel fluctuations with fewer residence time peaks coinciding with discharge
peaks (Figure 4.4e). This results from the direct control that temperature plays in dynamic
hyporheic exchange process. The RSFa, calculated with 50th quantile of typical time scales
of denitrification, present relatively large variation range across five orders of magnitude,
however there is no apparent difference among the RSFa calculated with the three temperature
scenarios (Figure 4.4g).
Nevertheless, at the flow-altered site, the fluctuations of hyporheic exchange fluxes induced
by high discharge events are evident in all three temperature scenarios (Figure 4.4b). Compared
with reference site, both river temperature and the temperature of exfiltrating hyporheic
exchange fluxes present less fluctuations in daily scales (Figure 4.4d). Mean residence time
shows more fluctuations that are corresponding with discharge events (Figure 4.4f). RSFa
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shows step-like fluctuations and varies across two orders of magnitude (Figure 4.4h), which is
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Figure 4.4: Effect of river temperature on hyporheic responses metrics. Hyporheic exchange
fluxes (HEF), temperature of exfiltrating hyporheic exchange fluxes, mean residence time (RT)
and reaction significance factor (RSFa) simulated with constant mean annual temperature
(Tmean annual), seasonal temperature dynamics (Tseasonal) and original river temperature time
series (T ) respectively at reference site (a, c, e, g) and at flow-altered site (b, d, f, h). Heat
transport scale tc2 is used in the calculation of presented results.
Compared with using only mean annual temperature (black solid lines in Figures 4.4),
including more characteristic frequencies of temperature time series (i.e. the annual or both
annual and daily frequencies) in the simulation contributes to more extensive hyporheic
dynamic responses at both reference and flow-altered sites (green and red solid lines in Figures
4.4). This results from the temperature-dependent transport processes as described in EOS
(Equation 4.8). The viscosity µ is decreasing with increasing temperature, which leads to an
increase of hydraulic conductivity, K = κgρ/µ, hence an increase of hyporheic exchange fluxes.
Temperature dependence of density is small and is in most cases negligible (Fetter, 2001).
These dynamics contribute to a strong temperature dependency of the hyporheic response to
changing river discharge and temperature.
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At the flow-altered site, the estimated hyporheic exchange fluxes capture the dynamic
oscillations reasonably well by using only seasonal temperature fluctuations (green solid lines
in Figure 4.4a and 4.4b). This is because storm-scale and diel temperature fluctuations in the
flow-altered systems are subdued and the dynamic discharge is more dominant in determining
the hyporheic responses (Figure 4.3e). Therefore, in this case omitting storm-scale and
diel fluctuations has less impact on estimating hyporheic exchange fluxes. On the contrary,
at the reference site, the discharge is more intermittent, with pronounced diel temperature
oscillations, hence the hyporheic exchange is more affected by temperature fluctuations than at
the flow-altered site. Therefore, when estimating hyporheic exchange fluxes and temperature
of the exfiltrating hyporheic exchange fluxes, the diel fluctuations can be omitted in systems
where daily temperature fluctuations are modified with reduced amplitude both naturally and
anthropogenically. Under these conditions, hyporheic exchange fluxes and their temperature
simulated only with seasonal temperature variations (i.e. the green solid lines in Figure 4.4b
and 4.4d) can thus serve as adequate approximations.
To better understand what drives the dynamic responses of hyporheic exchange fluxes,
we explore the hyporheic exchange input and output signals in the frequency domain. The
power spectrum for discharge, temperature and hyporheic exchange fluxes simulated with
two different heat transport time scales are shown in Figure 4.5a-4.5d for both reference
and flow-altered sites. Cumulative power spectrum is plotted in each case to highlight the
total frequency drop at characteristic frequency range. The discharge time series do not have
characteristic frequencies in daily time scales (i.e. peaks in the power spectrum), and the
cumulative frequencies are smoothly decreasing, indicating no dominant frequency (Figure
4.5a). It is noteworthy that this discharge pattern is not generalized for all the flow-altered
system. For instance, a weekly frequency was observed in regulated system by Zmijewski and
Wörman (2016), which indicates that the frequency responses of the discharge depend on the
regulation strategy. This variability is further discussed in section 4.3.3. On the other hand,
temperature, at both reference and flow-altered sites, show clear power spectrum peaks in
annual and daily frequencies (Figure 4.5b). At the reference site, the cumulative temperature
power spectrum has an evident step drop at each annual and daily frequencies; whereas the
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cumulative power spectrum of the flow-altered site is smoother across the whole frequency
range, indicating subdued fluctuation patterns.
The power spectrum of the hyporheic exchange fluxes simulated with the shortest transport
time scale of tc1 for both sites present similar slopes and frequency signatures in annual and
daily frequencies (Figure 4.5c). However, in the daily frequency range, the power spectrum of
hyporheic exchange fluxes at reference site simulated with longer transport time scale of tc3
show almost no characteristic peaks (indicated by the missing peaks at the daily periods of
the red solid line in Figure 4.5d).
Previous studies have shown that hyporheic exchange fluxes can be substantially modified
by viscosity and density changes due to temperature variation (Cardenas & Wilson, 2007b).
However, to the best of the authors knowledge, this is the first time that a detailed analysis of
coupled groundwater flow and heat transfer problem has been performed considering natural
hydrologic driving forces under transient conditions. Figure 4.4 shows the importance of
incorporating temperature-dependent process into hyporheic exchange estimations. Simulated
hyporheic exchange fluxes estimated from a constant mean annual temperature lose the
variability inherited from the natural river temperature fluctuations. The annual and daily
fluctuations occurring in the real-world are completely absent without taking temperature
dependency of the hyporheic exchange process into consideration, which may introduce large
uncertainties in hyporheic exchange rate and mean residence time estimations.
Additionally, the large temperature variations in natural fluvial environment also imply
the importance of including temperature dependency in hyporheic zone studies. Cardenas and
Wilson (2007b) found viscosity has larger sensitivity in low temperature range (i.e. 6 ± 5◦C)
compared with higher temperature range (i.e. 20±5◦C). In the present study, the temperature
varies from 0◦C to 32◦C in reference site and 0◦C to 28◦C in flow-altered site, covering both
low and high temperature ranges. With this temperature variation (approximately from 0◦C
to 30◦C), viscosity decreases by 45% and hydraulic conductivity increases by 220%. Impacts
on hyporheic exchange due to these changes should not be neglected.
Results shown in frequency domain further strengthen the importance of temperature
signal inheritance by the hyporheic system. The power spectrum of hyporheic exchange fluxes,
as an important system response, shows prominent peaks in daily frequency range (Figure 4.5c
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Figure 4.5: Spectral analysis of hyporheic exchange processes. Power spectrum and cumulative
power spectrum of (a) river discharge, (b) river temperature, and hyporheic exchange fluxes
simulated with (c) short transport time scale (tc1) and (d) long transport time scale (tc3) at
reference and flow-altered sites. The cut-out of period at 0.25 [day] is determined by the Nyquist
frequency of the simulated outputs.
and 4.5d). Importantly, these peaks are only observed in the temperature power spectrum
(Figure 4.5b) but not in the river discharge power spectrum (Figure 4.5a). This indicates that
the temporal variability of hyporheic exchange fluxes is strongly affected by the variability in
river temperature, and therefore, analysis that ignores thermal effects will lead to significant
inaccuracies.
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The slope of the PSD reflects the manner of organization of the time series (Zmijewski
& Wörman, 2016). A horizontal power spectrum represents a white noise process (Zhang
& Schilling, 2004). The flow-altered sites present a steeper discharge power spectrum slope
(Figure 4.5a), which is consistent with the time series that has a more organized pattern
(the step-like fluctuations in the discharge time series in Figure 4.12b in Supplementary
Information). On the other hand, the fluctuations in river discharge at the reference site are
closer to white noise. Although in the time domain there are more discernible fluctuations of
river temperature at the reference site than at the flow-altered site (Figure 4.12a and 4.12b),
in the frequency domain both sites present the same frequency signatures and similar power
spectrum slopes with only small deviations in the high frequency range (Figure 4.5b). This
observation is in line with Ferencz and Cardenas (2017) who found that the seasonal diel
temperature range is relatively insensitive to changes in discharge. Despite these differences in
driving forces, river discharge and temperature, power spectrum slopes of hyporheic exchange
fluxes show similar patterns between reference and flow-altered sites, which indicates a similar
scaling property in the system response. A noticeable difference between the two hyporheic
systems with different transport time scale (tc1 and tc3) is that the daily frequency signatures
disappeared in the flow-altered system with longer transport time scale (red line in Figure
4.5d). This indicates that with longer transport time scale, the hyporheic system presents a
stronger dampening effect. The daily peaks remain in the power spectrum of the hyporheic
flux at the reference site due to the stronger diel temperature oscillations at the reference site.
Similar to the fractal filter property observed between groundwater recharge input and
aquifer hydraulic head response (Zhang & Schilling, 2004), the hyporheic system also behaves
as a fractal filter producing temporal scaling of hyporheic exchange fluxes regardless of a
white noise or a fractal discharge input.
4.3.2.2 Sediment property impacts on hyporheic exchange
Experimental transfer functions are introduced to further understand the hyporheic dampening
ability of the input fluctuations. To account for the variety of the sediment properties, four
different transport time scales (Table 4.1) are considered in the experimental transfer functions
between river temperature and temperature of exfiltrating hyporheic exchange fluxes, and
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between discharge and hyporheic exchange fluxes for each site. The shape of the experimental
transfer function directly relates to the system efficiency to dampen input signals. A flat
transfer function indicates a constant dampening efficiency of the input signals across the
whole frequency range explored. Whereas, a transfer function with steep slope indicates a











































































Figure 4.6: Experimental transfer functions in different hyporheic systems. Temperature transfer
functions (TFtemp) under four transport time scales (a) at reference site and (b) at the flow-altered
site. Flow transfer functions (TFflow) under four transport time scales (c) at the reference site
and (d) at the flow-altered site.
The temperature transfer functions which are calculated as ratio between temperature
of exfiltrating hyporheic exchange fluxes and river temperature (Equation 4.15) present
distinctive patterns in each scenario simulated with different transport time scales (Figure 4.6a
and 4.6b). With the shortest transport time scale (tc1), the temperature transfer functions
of both sites are close to a horizontal line with the value of one, suggesting that across the
explored frequency range, the temperature signals of the exfiltrating hyporheic exchange fluxes
remain almost unchanged in both frequency composition and spectral power. With longer
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transport time scales, non-linear trends are observed. With transport time scales tc3 and
tc4, the drop at the mid-frequency domain indicates an increase of the dampening efficiency;
the rise at the high-frequency domain indicates a decrease of efficiency. On the other hand,
the dampening efficiency in the system with tc2 (the red solid lines for both reference and
flow-altered sites in Figure 4.6) only shows an increase of dampening efficiency around daily
frequency and the trend continues towards the high frequency domain.
These variations of the temperature transfer functions (TFtemp) evidence that, in the
Fourier domain and under the same input river temperature, the temperature signal of
exfiltrating hyporheic exchange fluxes is closely dependent on the heat transport time scales.
The longer the transport time scale, the stronger the hyporheic zone dampens the input signals.
Hyporheic dampening efficiency is not constant throughout the explored frequency domain. In
general, noticeable signal dampening occurs when approaching to the high-frequency domain.
However, this tendency is obviously not linear. The non-linearity suggests that the hyporheic
system does not hold the same efficiency (which the transfer function would have been a
horizontal line) and the same efficiency changing rate (which the transfer function would
have been slope-invariant) in dampening input temperature signals. The highest dampening
efficiency is around the daily frequency.
Differing from the temperature transfer functions, the flow transfer functions, which is
calculated as a ratio between hyporheic exchange fluxes and river discharge (Equation 4.16),
do not show much differences across the four transport time scales explored (Figure 4.6c and
d). However, comparing between flow-altered and reference sites, the flow transfer functions
of the flow-altered site are relatively flat, whereas the flow transfer functions of reference
site show steeper slopes. This observation suggests that for the reference site the hyporheic
dampening efficiency of the input signal is increasing with higher signal frequencies; on the
other hand, the efficiency of the flow-altered site remains almost constant. Similar as the flow
transfer function, the variability of the temperature transfer function is larger at the reference
site than at the flow-altered site, which also indicates a reduced dampening efficiency due to
flow alteration at the flow-altered site.
It’s worth noticing that the temperature transfer function exhibits downward peaks with
tc3 and tc4 but upward peaks in flow transfer function at daily frequencies. This is because
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diel fluctuations are reduced in the temperature of the exfiltrating hyporheic exchange fluxes
as the output of the hyporheic zones compared with the river temperature as the input;
while the diel fluctuations which are absent in the input discharge signals are attached in the
hyporheic exchange fluxes as the output. This difference further confirms the conclusion we
made earlier that the hyporheic exchange fluxes inherit the frequency signatures from the
river temperature. The absence of downward peaks in temperature transfer function with tc1
and tc2 is due to the short transport time scales which leave the hyporheic system no time
to dampen the input signals. Also, comparing between the reference and flow-altered sites,
both the downward and upward peaks are more prominent in the reference sites, highlighting
that the potential of hyporheic zones as a flow and temperature buffer is reduced by flow
alteration. In conclusion, the dampening effect of the hyporheic zone varies with frequency,
and its efficiency is modulated by the transport time scales as well as by flow alterations.
4.3.2.3 Biogeochemical implications
For simplicity, the RSFa is calculated for the scenarios with shortest (tc1) and longest transport
time scales (tc4) for both reference and flow-altered sites (Figure 4.7a and 4.7c). The RSFa
at the reference site is higher than the RSFa at the flow-altered site by about two orders of
magnitude. This is also indicated by the density plots which shows two distinct mean values
in each transport time scenario (Figure 4.7b and 4.7d). However, the differences between the
two transport time scales are negligible (Figure 4.13 in Supplementary Information). This is
because qHZ in the numerator of RSFa is proportional to the hydraulic conductivity, whereas
τHZ is proportional to the reciprocal of hydraulic conductivity (Equation 2.28 and 2.29 in
L. Wu et al. (2018)). Therefore, the effect of different hydraulic conductivity cancels out.
And in our case, the transport time scale is only controlled by hydraulic conductivity, hence
the RSFa shows similar patterns between reference and flow-altered sites. However, if the
transport time scale is also modified by other parameters (in Equation 4.12), the difference
between the reference and flow-altered systems can not be ignored.
At the flow-altered site, the step-shape RSFa and generally lower denitrification potentials
than at the reference site are caused by flow alteration, highlighting the negative effects of flow
alterations on the denitrification potential of river systems. The biogeochemical time scale
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Figure 4.7: Reaction significance factors per unit area (RSFa) for denitrification potentials.
RSFa and density plots for reference (green) and flow-altered (red) sites under (a and b) short
transport time scale (tc1) and (c and d) long transport time scale (tc4). A smaller value of the
RSFa means that the reaction potential is lower.
(τbts in equation 4.11) depends on the reaction of interest. Here we focus on denitrification as
an example of wide interest. Notice, however, that for a given reaction (a set value of τbts),
the RSFa of the flow-altered sites remains lower than the one in the reference sites.
4.3.3 Study Limitations
The main objective of this study is not to simulate hyporheic exchange in perfect details, but
rather to capture the essence of hyporheic exchange under coupled groundwater flow and heat
transport process with transient flow and temperature boundary conditions. Here we briefly
discuss the model limitations on assumptions and boundary conditions. A more detailed
critical review on main assumptions and limitations on model dimensionality, morphological
setting and groundwater conditions is presented in Wu et al.(2018).
In the present study, only bedform-induced hyporheic exchange is investigated. However,
lateral hyporheic exchange with meander bends, floodplain water bodies and buried
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paleochannels also play a significant role in exchange of flow, energy and solute, which
by all means should not be neglected (Buffington & Tonina, 2009; Gomez-Velez et al., 2017).
However, the lateral hyporheic exchange processes are significantly differs in scales and
exchange mechanics from bedform-induced hyporheic exchange. Therefore, future research
focusing on the coupled groundwater and heat transport in lateral hyporheic exchange processes
is needed to comprehensively understand hyporheic exchange processes.
Accurately representing the momentum transfer induced by turbulent flow between the
main channel and the adjacent sediment requires detailed computational fluid dynamic model
that solves the full Navier-Stokes equations, but computationally efficient approaches are also
necessary for exploring long time series in multiple systems. The calculated velocity in the
water column is simplified by ignoring the turbulent flow. This simplification allows us to
simulate hyporheic exchange for a long temporal scale, however the local streambed pressure
anomalies associated with turbulent flow, such as hydraulic jumps, will be disregarded (Grant
et al., 2018; Trauth et al., 2013). Consequently, heat distribution in hyporheic zones is also
likely to be altered.
The boundary conditions used in the simulations are calculated with the observed river
discharge and temperature time series. These typical hydrologic regimes are identified with
cluster analysis. The observed river discharge and temperature time series share commonalities
within each cluster. For instance, river discharge is highly intermittent and characterized by
short recession periods at the reference site. As the degree of flow alteration increases, recession
of discharge are more persistent and fluctuations are more step-like; diel river temperature
fluctuations become smaller than at the reference site. Although k-means method is carried
out with the objective of grouping stations within a cluster as similar as possible while keeping
each cluster as different as possible, the stations within each sub-group are not identical. Their
temporal behavior, however, is very similar (Figure 4.9-4.11).
There is variability due to the time series selection. We use a long five-year time series
that captures a myriad of events representing the complex temporal variability observed
in natural system. Given the computational demand of the approach, only two sites are
analyzed. However, the differences induced by using another representative observation in the
same sub-group as model inputs will not be as significant as the differences among the three
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sub-groups due to the apparently distinct characteristics of the driving forces (discharge and
temperature) categorized by the cluster analysis.
4.4 Conclusions
Transient river discharge and temperature drive dynamic hyporheic exchange of flow and energy.
In this study, we systematically explore the coupled hyporheic system responses to the drivers
(river discharge and temperature), which are characterized by different degrees of flow alteration,
and modulators described by hydraulic and thermal properties of the sediment. Hyporheic
exchange fluxes inherit the daily spectral signatures from river temperature fluctuations and
noticeably these signatures are absent in discharge, indicating a direct control of temperature
on hyporheic exchange processes. Omitting flow temperature variability results in substantial
inaccuracies in hyporheic exchange rate and mean residence time estimation.
Hyporheic zones dampen the river temperature fluctuations. This dampening effect
increases with higher frequency of temperature fluctuations and is enhanced with longer
system’s transport time scale. This finding underlines their frequently described functioning as
thermal refugia, protecting aquatic communities from extreme thermal disturbances. However,
alteration of river flow causes a reduction in the potential of hyporheic zones to buffer
both temperature and solutes (i.e. denitrificaition). Our findings highlight the necessity of
including temperature-dependent processes into hydrodynamic studies and up-scaling models
of hyporheic exchange.
Appendix: Characteristic Time Scale for Heat Transport
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κT = kθf .k1−θs (4.23)
ρ c = θ ρf cf + (1 − θ) ρs cs, (4.24)
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available on the database of Leibniz-Institute of Freshwater Ecology and Inland Fisheries
(https://www.igb-berlin.de/freshwater-research-and-environmental-database).
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Optimal number of clusters
Figure 4.8: Average silhouette width calculated with number of clusters 1 to 10. The largest
average silhouette width indicates the optimal number of clusters.
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Figure 4.9: River discharge and temperature time series of 5 representative gauge stations
located in catchments with high flow alterations. These gauge stations from top to bottom are:
03047000, 03039000, 03058000, 03077500, and 03103500. River discharge shows extended recession
periods and fast-onset step-like fluctuations; river temperature has a small diel fluctuations.
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Figure 4.10: River discharge and temperature time series of 5 representative gauge stations
located in catchments with moderate flow alterations. These gauge stations from top to bottom
are: 03034000, 03066000, 03072000, 05458300, and 05481000.With increasing degrees of flow
alteration, the recessions of discharge are more persistent; diel temperature fluctuations are larger
than at the highly flow-altered sites.
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Figure 4.11: River discharge and temperature time series of 5 representative gauge stations
located in catchments with limited flow alterations. These gauge stations from top to bottom are:
06893970, 06893620, 05435943, 03292500, and 03302050.River discharge is highly intermittent and
recession periods are short; river temperature has the largest diel fluctuations compared with the
other two categories.
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Figure 4.12: Comparisons between reference site and regulated site of river discharge, river
temperature, hyporheic exchange fluxes (HEF), temperature of exfiltrating HEF, mean residence
time, and heat flux. The figures are color-coded with blue corresponding to the y axis at left-hand
side and red corresponding to the y axis at right-hand side. River discharge and temperature time
series are obtained from the US Geological Survey (USGS). Hyporheic exchange fluxes (HEF) and































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.13: RSFa calculated with tc4 as a function of RSFa calculated with tc1. The values
are all located near the red line with slope of 1, indicating no significant differences between the
RSFa calculated with these two transport time scales.
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5
Transit Hyporheic Response to
Groundwater table Dynamics
In this Chapter, effect of diel groundwater table fluctuations on the tightly coupled flow and
heat transport in hyporheic zones are studied. Compared with Chapter 2 where groundwater
fluxes are simplified as uniform flow, in the present chapter diel groundwater table fluctuations
are added representing phreatophytes-induced water-use and anthropogenic aquifer pumping,
etc.
Different timing of daily groundwater drawdown with respect to diel river temperature
fluctuations along with the amplitude of groundwater table fluctuations are conceptualized with
different sets of sinusoidal functions. Their impacts on hyporheic exchanges are investigated
under gaining and losing conditions.
The key findings of this Chapter are:
• Groundwater daily withdrawals substantially alter the phase and amplitude of diel
fluctuations of hyporheic exchange fluxes.
• River temperature variability has a dominant role in determining the phase of diurnal
hyporheic exchange fluxes under losing condition.
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• The timing of groundwater table drawdown affects the spreading and mixing of pollutants
in the sediment.
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Abstract
Groundwater table dynamics extensively modify the volume of the hyporheic zone and the
rate of hyporheic exchange processes. Understanding the effects of daily groundwater table
fluctuations on the tightly coupled flow and heat transport within hyporheic zones is crucial
for water resources management. With this aim in mind, a physically based model is used
to explore hyporheic responses to varying groundwater table fluctuation scenarios. Effects
of different timing and amplitude of groundwater table daily drawdowns under gaining and
losing conditions are explored in hyporheic zones influenced by natural flood events and diel
river temperature fluctuations. We find that both diel river temperature fluctuations and
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daily groundwater table drawdowns play important roles in determining the spatiotemporal
variability of hyporheic exchange rates, temperature of exfiltrating hyporheic fluxes, mean
residence times, and hyporheic denitrification potentials. Groundwater table dynamics present
substantially distinct impacts on hyporheic exchange under gaining or losing conditions. The
timing of groundwater withdrawal has a direct influence on hyporheic exchange rates and
hyporheic buffering capacity on thermal disturbances. Consequently, the selection of aquifer
pumping regimes has significant impacts on the dispersal of pollutants in the aquifer and
thermal heterogeneity in the sediment.
5.1 Introduction
Hyporheic zones, as transitional areas between surface water and groundwater environments,
often exhibit marked physical, chemical and biological gradients that drive the exchanges
of water flow, energy, solute and microorganisms between surface and subsurface regions
(Boano et al., 2014). Although the hyporheic zone is a small veneer, it has disproportionately
significant effects on nutrient cycling and river ecological functioning (Gomez-Velez et al., 2015;
Krause et al., 2009; Malcolm et al., 2002). Understanding the spatiotemporal variability of
hyporheic exchange processes is key to water resources management and ecosystem restoration.
The hydrological drivers and modulators of time-varying hyporheic exchange processes
have been extensively studied in the last decade. Hydraulic gradient change along the sediment-
water interface, as the main driver, determines the spatiotemporal variability of hyporheic
zone extent and characteristic time scales of hyporheic exchange processes (Boano et al., 2013;
Gomez-Velez et al., 2017; A. S. Ward et al., 2017). Factors influence the hydraulic gradient
change at the sediment-water interface include channel flow conditions (Broecker et al., 2018;
Grant et al., 2018; Trauth & Fleckenstein, 2017), geomorphological settings (Schmadel et
al., 2016; Singh et al., 2019; Tonina & Buffington, 2011), and regional groundwater flow
(Malzone, Anseeuw, et al., 2016; Nützmann et al., 2014; L. Wu et al., 2018). Sediment
and fluid properties, even though do not directly drive hyporheic exchange, substantially
modulate hyporheic exchange processes. Sediment heterogeneity can alter hyporheic flow
paths and residence time distributions, creating hot spots for biogeochemical transformations
(Gomez-Velez et al., 2014; Pescimoro et al., 2019; Sawyer & Cardenas, 2009). Effects of
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fluid properties, i.e., density and viscosity, also play an indispensable role. As functions of
temperature, fluid density and viscosity directly influence the hydraulic conductivity which
governs the flow transport in the sediment. Consequently, river temperature variability (i.e.,
diel and seasonal river temperature fluctuations) induces significant changes in the hydraulic
conductivity and subsequently the changes in hyporheic exchange processes (Cardenas &
Wilson, 2007b). The spatiotemporal variability of the drivers and modulators eventually
results in dynamic hyporheic exchange processes. Among these drivers and modulators, the
combined effects of groundwater flow and river temperature on dynamic hyporheic exchanges
are comparably understudied.
Depending on the direction of net groundwater flow, the river can be gaining when
groundwater discharges into the river, or losing when river recharges the aquifer (Winter et al.,
1998) (Fig. 5.1a). Different directions of groundwater flow result in substantially different
flow fields (Fig. 5.1b and 5.1c). Large groundwater upwelling and downwelling may compress
hyporheic zone’s spatial extent and reduce the hyporheic exchange flow rate. Nevertheless,
most of the previous numerical modeling studies about the impact of groundwater direction
on hyporheic exchanges are either limited to steady hydrological conditions, and/or a uniform
groundwater flow conditions (Boano et al., 2008; Cardenas & Wilson, 2006; Cardenas &
Wilson, 2007c; Marzadri et al., 2016; Trauth et al., 2013; L. Wu et al., 2018). Although
there are recent field investigations on the role of transient groundwater table fluctuations
in hyporheic exchange processes (Malcolm et al., 2006; A. S. Ward et al., 2013; Zimmer &
Lautz, 2014), they usually lack a quantification of the impact of groundwater table dynamics
on hyporheic exchange processes (Malzone, Anseeuw, et al., 2016).
Groundwater table fluctuations are observed across multiple temporal scales. On seasonal
scales, rainfall and irrigation pumping following well-defined seasonal cycles cause groundwater
table fluctuations; on daily scales, phreatophytes (long-rooted plants that take up water from
the saturated zone) induced water-use and anthropogenic pumping activities are the main
causes for groundwater table fluctuations; on event-scales, groundwater tables fluctuate in
response to storm events (Butler Jr et al., 2007; Malzone, Anseeuw, et al., 2016; Todd & Mays,
2005). Both numerical modeling studies and field observations indicate that groundwater table
fluctuations have a significant control on the hydraulic gradient change at the sediment-water
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Figure 5.1: Schematic description of (a) gaining and losing groundwater systems and bedform-
induced hyporheic exchanges under (b) gaining and (c) losing conditions. The river can be gaining
when groundwater discharges into the river (scenario of groundwater table A), or losing when
river recharges the aquifer (scenario of groundwater table B). Different directions of groundwater
flow result in substantially different flow fields, locations and geometries of hyporheic zones.
interfaces, which is the main driver of transient hyporheic responses (Malcolm et al., 2006;
Malzone, Anseeuw, et al., 2016; Voltz et al., 2013). However, these studies are usually focused
on seasonal and event-scale groundwater table fluctuations. The role of daily groundwater
table fluctuations for hyporheic exchange processes requires more attention.
The daily groundwater table fluctuation is of particular interest for understanding the
transient hyporheic exchange not only because it is ubiquitous due to evapotranspiration and
pumping activities, but also because it induces additional daily hydraulic gradient changes
besides the diel rhythm of hyporheic exchanges. Hyporheic exchanges often exhibit diel
fluctuation pattern in response to diel river temperature fluctuations. This diel rhythm
of hyporheic exchange results from the temperature-dependent hydraulic conductivity that
governs the flow transport in the sediment. L. Wu, Gomez-Velez, Krause, Singh, et al.
(2020) observe that hyporheic exchange fluxes inherit the daily-scale spectral signatures from
river temperature fluctuations, and noticeably, however, these signatures are absent in river
discharge of the studied site. This observation evidently indicates a direct control of diel river
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temperature fluctuations on hyporheic exchange processes. Therefore, understanding the two
players, namely daily groundwater hydraulic gradient change (as a result of daily groundwater
table fluctuations) and diel hydraulic conductivity change (as a result of diel river temperature
fluctuation), is important to characterize dynamic hyporheic exchange processes.
Groundwater level fluctuations in daily scales are often associated with activities that
support important human needs, such as irrigation, residential and industrial water uses.
Regulating reservoirs with enough storage capacities allow planning of pumping schedules
independent of user demand (Reca et al., 2014). The selection of pumping regimes has a
clear influence on the spreading and mixing of pollutants (Libera et al., 2017; W. S. Moore,
1999). Consequently, a poorly designed pumping regime is detrimental to the biological
and ecological functioning of the fluvial systems (Bredehoeft & Kendy, 2008). Therefore,
understanding the impact of daily groundwater withdrawal on hyporheic exchange processes
is also beneficial for water management agencies to optimize pumping regimes, and thus
minimize the environmental footprint of the withdrawal process.
In the present study, we aim to disentangle the interactions between impacts of groundwater
withdrawal and river temperature on dynamic hyporheic exchange processes on daily scales.
Hyporheic potential for denitrification and capacity for buffering thermal changes are explored.
With these aims in mind, different groundwater scenarios corresponding to different timings
of groundwater withdrawal under gaining and losing conditions are applied in a physically
based hyporheic flow and heat transport model. Our findings for the first time provide
insights into the dynamic hyporheic responses to impacts of daily groundwater withdrawal and
river temperature fluctuations, allowing for a better mechanistic understanding on hyporheic
exchange processes and hence an improved pumping operational scheme.
5.2 Methods
5.2.1 Model Domain
To explore the interactions among hyporheic exchange, river discharge, temperature and
groundwater table fluctuations, a two-dimensional conceptualization is proposed based on
L. Wu et al. (2018) and L. Wu, Gomez-Velez, Krause, Singh, et al. (2020) (Fig. 5.2a). The
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sediment is assumed homogeneous and isotropic with a sinusoidal sediment-water interface
of wavelength λ and amplitude ∆, representing periodic bedforms. Bedforms are assumed
stationary and fully saturated. Transport of flow and heat is simulated by using COMSOL
Multiphysics with finite element method. The simulations are mesh-independent.
5.2.2 Model for Coupled Flow and Heat Transport
5.2.2.1 Model for groundwater flow
Groundwater flow is described using Darcy’s law in a non-deformable porous media (Bear,
1972). The top boundary is a Dirichlet boundary. Lateral boundaries are periodic boundaries,
representing an infinite domain in the longitudinal direction. The bottom boundary is either














p(x, y = Zbed(x), t) = ρg hSW I(x, t) for ∂ΩSW I (5.1b)








= −qb for ∂Ωb (5.1d)
where t is time [T], θ is porosity [-], p(x, t) is pressure [ML−1T−2], g is gravitational acceleration
[LT−2], κ is permeability [L2], ρ is fluid density [ML−3], µ is fluid dynamic viscosity [ML−1T−1],
Darcy velocity is q = −κ
µ
(∇p + ρg∇h)) [LT−1], Zbed(x) = (∆/2) sin(2πx/λ) is the elevation
of the water-sediment interface [L], n is an outward vector normal to the boundary [-], qb is
groundwater flux [LT−1].
Prescribed head distributions are applied at the sediment-water interface (Wörman et al.,
2006)
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Figure 5.2: Model geometry and scenarios. (a) Schematic representation of the sediment domain.
The top boundary is sinusoidal with amplitude ∆ and wavelength λ. Lateral boundaries are
periodic, representing an infinite domain in the longitudinal direction. Groundwater enters (gaining
condition, qb(+)) or leaves (losing condition, qb(−)) the domain through the bottom boundary. (b)
In-phase groundwater conditions with three amplitudes of groundwater level fluctuations. In-phase
condition means that the strongest groundwater fluxes occur around the same time of the day as
the highest river temperature. (c) Out-of-phase groundwater condition, i.e. strongest groundwater
fluxes occur almost simultaneously to lowest river temperatures.
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where Hs(t) [L] is the transient river stage, and hd(t) is the dynamic head fluctuations (Elliott



















with the mean velocity Us(t) = M−1Hs(t)2/3S1/2 estimated with the Chezy equation for a
rectangular channel with slope S [-] and Manning coefficient M [L−1/3T] (Dingman, 2009).
In the present study, an aspect ratio (the ratio between amplitude and wavelength ∆/λ) of
0.1 and slope of 0.01 are used to describe the geomorphological setting. A Manning coefficient
of 0.05 s/m1/3 is chosen. Although this two-dimensional conceptualization is simple in nature,
it allows us to capture the hydrodynamic effects on hyporheic exchange based on empirical
approaches. A comprehensive discussion on the effect of local morphology (i.e., aspect ratios),
channel slope, and sediment heterogeneity on the transient hydraulic pressure propagation
within hyporheic zones can be found in L. Wu et al. (2018).
5.2.2.2 Model for heat transport
Transport of heat in porous media is described by using the heat transport equation (Bejan,
1993; Nield & Bejan, 2013)
∂T
∂t
= ∇ · (DT ∇T ) − ∇ · (vT T ) (5.4a)
T (x, t) = Ts for ∂Ωin,SW I (5.4b)
n · (DT∇T ) = 0 for ∂Ωout,SW I (5.4c)
T (x = −L, y) = T (x = 2L, y) for ∂Ωu and ∂Ωd (5.4d)
T (x, t) = Tb for ∂Ωb under gaining condition (5.4e)
n · (DT∇T ) = 0 for ∂Ωb under losing condition (5.4f)
where T is temperature [Θ], vT = (ρf cf )/(ρ c)q is the thermal front velocity [LT−1], DT is
the hydrodynamic thermal dispersion tensor [L2T−1], and ρ c = θ ρf cf + (1 − θ) ρs cs, is the
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specific volumetric heat capacity of the fluid-grains media [ML−1T−2Θ−1], ρf cf is the specific
volumetric heat capacity of the fluid [ML−1T−2Θ−1], and ρs cs is the specific volumetric
heat capacity of the solids [ML−1T−2Θ−1], Ts is the temperature of the water column [Θ],
which is the measured river temperature time series. ∂Ωin,SW I and ∂Ωout,SW I represent the
boundaries where surface water flows into and out of the sediment at the sediment-water
interface, respectively. A mixed Dirichlet and Neumann boundary is used for heat transport
along the sediment-water interface. Temperature at the bottom boundary is prescribed under
gaining conditions. In this case, seasonal variations in groundwater temperature (Tb) are
assumed sinusoidal with the mean of 10 ◦C and the amplitude of 3 ◦C. Tb is higher than Ts
in winter and lower than Ts in summer. Under losing conditions, the bottom boundary is
represented by a pure convection of heat boundary.
5.2.2.3 Coupling groundwater flow and heat transport
Transport of flow and heat in porous media is coupled by the equations of state for density
and viscosity (Furbish, 1996)
µ(T ) = m5 T 5 + m4 T 4 + m3 T 3 + m2 T 2 + m1 T + m0 (5.5a)
ρ(T ) = ρ0 − ρ0 α(T − T0) (5.5b)
where viscosity is in Pa·s, temperature is in ◦C and m5 = −3.916 × 10−13, m4 = 1.300 × 10−10,
m3 = −1.756 × 10−8, m2 = 1.286 × 10−6, m1 = −5.895 × 10−5, and m0 = 1.786 × 10−3. The
reference density and temperature are ρ0 = 1000 kg/m3 and T0 = 20 ◦C, respectively, and the
thermal expansion coefficient is α = 2.067 × 10−4 ◦C−1.
5.2.3 Model for Mean Residence Time
We use the mean residence time to describe the time that water is exposed to biogeochemical
reactive sediments (Gomez-Velez & Wilson, 2013)
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= ∇ · (D∇a1) − ∇ · (qa1) + θa0 (5.6a)
a1(x, t) = 0 for ∂Ωin,SW I (5.6b)
n · (D∇a1) = 0 for ∂Ωout,SW I (5.6c)
a1(xu, y, t) = a1(xd, y, t) for ∂Ωu and ∂Ωd (5.6d)
a1(x, t) = a1b on ∂Ωb under gaining condition (5.6e)
n · (D∇a1) = 0 on ∂Ωb under losing condition (5.6f)
where a1(x, t) is the mean of the residence time distribution [T], t is time [T], x = (x, y) is the
spatial location vector, q is the Darcy flux [LT−1], and D is the dispersion-diffusion tensor
defined by (Bear, 1972), a1b is the mean residence time of the groundwater fluid [T−1]. a1b is
prescribed, similar to Gomez-Velez et al. (2014), and a value of 10 years is assumed based on
Mcguire and Mcdonnell (2006).
5.2.4 Defining Hyporheic Zones
In the present study, the hyporheic zone is defined as the sediment area containing at least
90% of the surface water (Gooseff, 2010; Triska et al., 1989). Numerical tracer is simulated




= ∇ · (D∇C) − ∇ · (qC) (5.7)
where C is the concentration of the non-reactive tracer[ML−3], q is the Darcy flux [LT−1],
and D = {Dij} is the dispersion-diffusion tensor defined as Bear (1972). The concentration of
tracer in the surface water column is assumed as Cs. Therefore, the hyporheic zone is defined
when C ≥ 0.9Cs in the sediment.
5.2.5 Study Scenarios
To better focus on the effect of river temperature and groundwater table dynamics on hyporheic
exchange, we use the observed river discharge and temperature measurements from USGS
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gauging station (ID: 06893970). Spectral analysis, presented in a previous study, shows that
river temperature of this site has a clear daily fluctuation pattern; whereas the river discharge
exhibits no daily fluctuations (the “reference site” in Fig. 5 presented in L. Wu, Gomez-Velez,
Krause, Singh, et al. (2020)). Therefore, this site is an ideal site to explore the interactions of
groundwater table dynamics and river temperature fluctuations in daily scale without the
additional influence of daily river stage changes.
Daily groundwater table drawdown due to phreatophytes induced water-uptake mainly
takes place in the afternoon when transpiration processes are strongest due to high air and river
temperature; while agricultural, residential or industrial water-supply may cause water table
drawdown at any time during the day. Since the objective of the present study is to explore
the impacts of daily groundwater table drawdowns and diel river temperature fluctuations,
the study focuses on two special cases: in-phase and out-of-phase conditions. In the in-phase
condition, the highest hydraulic gradient between surface water and groundwater table (also
means strongest groundwater flux) occurs around the same time of the day as the occurrence
of the highest river temperature; in the out-of-phase condition, the highest hydraulic gradient
between surface water and groundwater (also means strongest groundwater flux) occurs around
the same time of the day as the occurrence of the lowest river temperature (Fig. 5.2b and
5.2c). Even though the timing of groundwater table drawdown depends on multiple factors,
i.e. hydrological conditions and aquifer properties for plant water-use; pumping capacity
and electricity tariff for anthropocentric pumping activities, the two special cases, namely
in-phase and out-of-phase groundwater conditions, can capture the representative dynamic
hyporheic responses to different timing of daily groundwater withdrawal under corresponding
river temperature conditions.
Groundwater flow fluctuations, as a response to daily groundwater table drawdown, are
conceptualized as sinusoidal curves with varying amplitudes and phases. Different phases
reflect different timing of daily groundwater withdrawal, represented by the in-phase and
out-of-phase groundwater flow conditions as described above. Different amplitudes represent
different intensities of groundwater table drawdowns. For gaining system, three degrees of
groundwater table fluctuation amplitudes are investigated. The highest fluctuation amplitude
is two times higher than the scenario with medium amplitude, and four times higher than
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the scenario with low amplitude. With the highest amplitude, the daily groundwater table
drawdown is 2 cm in the aquifer adjacent to the river for gaining condition (calculation
based on Boano et al. (2008)). This value is within a reasonable range for groundwater table
fluctuations induced by plant water-use (Butler Jr et al., 2007). For simplicity, the same
values of groundwater fluxes are also applied to losing systems.
No matter for plant’s water-uptakes or anthropogenic activities (i.e., irrigation, municipal,
or industrial water-supply), seasonal variations of groundwater fluxes cannot be neglected. For
instance, a gradual transition of phreatophyte’s dormancy in fall often induces a progressive
diminishing in diurnal fluctuations and changes in the multi-day trend in groundwater tables
(Butler Jr et al., 2007). Irrigation activities also follow the different seasonal water demand
of agricultural plants. However, these seasonal changes are hard to generalize because
groundwater flux variability depends on a variety of factors such as plant types, water
availability and local climate conditions. Understanding the effect of seasonal groundwater
variability is beyond the scope of the present study. Therefore, uniform fluctuation amplitude
of groundwater fluxes in the studied period is used.
5.3 Results
5.3.1 Hyporheic Fluxes
5.3.1.1 Under gaining conditions
Compared to neutral condition, groundwater upwelling increases the daily fluctuations of
exfiltrating hyporheic fluxes. Under neutral condition, exfiltrating hyporheic fluxes (the red
solid line in Fig. 5.3a) present similar temporal variations as infiltrating hyporheic fluxes (the
black dotdash line in Fig. 5.3a). Under gaining condition, exfiltrating hyporheic fluxes (the
red solid line in Fig. 5.3c) present larger daily amplitude variations than infiltrating hyporheic
fluxes (the black dotdash line in Fig. 5.3c). These observations are reflected in the frequency
domain using power spectrum. For neutral conditions, infiltrating and exfiltrating hyporheic
fluxes show similar spectral power on both annual and daily scales (Fig. 5.3b); whereas for
gaining conditions, the spectral power of exfiltrating hyporheic fluxes (the red solid line in Fig.
128
5.3 Results
5.3d) at daily scales are markedly higher than the spectral power of infiltrating hyporheic
fluxes (the black dotdash line in Fig. 5.3d).
Under neutral conditions, the diel fluctuations of exfiltrating hyporheic fluxes (the orange
solid line in Fig. 5.3e and 5.3f) follow the diel river temperature fluctuations (the red solid
line in Fig. 5.3e and 5.3f). In winter, when the river temperature (the red solid line in Fig.
5.3e) is relatively stable (around Jan 20), the exfiltrating hyporheic fluxes also have negligible
daily fluctuations; when temperature gets higher, the exfiltrating hyporheic fluxes start to
fluctuate following the diel fluctuations of river temperature.
However, with gaining groundwater fluxes, the fluctuation pattern of hyporheic fluxes
changes substantially. Even with negligible diel fluctuations of river temperature (around
Jan 20), the exfiltrating hyporheic fluxes still present clear daily fluctuations following
the groundwater drawdown as indicated by the opposite fluctuating patterns between the
exfiltrating hyporheic fluxes under in-phase (the black line in Fig. 5.3e and 5.3f) and out-of-
phase (the blue line in Fig. 5.3e and 5.3f) groundwater scenarios. When temperature gets
higher, the groundwater table-drawdown induced hyporheic fluctuations are maintained. The
exfiltrating hyporheic fluxes under in-phase scenario have an opposite fluctuation pattern
with the exfiltrating hyporheic fluxes under out-of-phase scenario, river temperature and the
exfiltrating hyporheic fluxes under neutral condition; the exfiltrating hyporheic fluxes under
the out-of-phase scenario fluctuate following river temperature. It’s worth noticing that the
peaks of exfiltrating hyporheic fluxes under out-of-phase scenario are slightly higher than the
peaks of exfiltrating hyporheic fluxes under in-phase scenario at a warm temperature (Fig.
5.3f).
On Jul 27, under the same flood event, which causes a discharge increase from 2 to
1500 m3/s (the gray solid line in Fig. 5.3f), exfiltrating hyporheic fluxes increase much more
under in-phase scenario (the black solid line) than under out-of-phase scenario (the blue solid
line). The increase of exfiltrating hyporheic fluxes under in-phase scenario is nearly two times
as high as the increase of hyporheic fluxes under out-of-phase scenario.
To explore the impact of groundwater table fluctuation amplitudes on dynamic hyporheic
responses, groundwater table fluctuations with three different amplitudes are applied to
simulate hyporheic exchange processes under in-phase scenarios (as the groundwater scenarios
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Figure 5.3: Effect of diel river temperature fluctuations and daily groundwater table drawdowns
on hyporheic fluxes under gaining condition. Infiltrating and exfiltrating hyporheic fluxes under
(a) neutral and (c) gaining conditions. Power spectrum of infiltrating and exfiltrating hyporheic
fluxes under (b) neutral and (d) gaining conditions. Exfiltrating hyporheic fluxes under neutral
conditions and under gaining conditions with in-phase and out-of-phase groundwater drawdown
scenarios in (e) winter and (f) summer. For figure clarity, discharge is not labeled in e and f. The
flood event on Jul 27 causes a discharge increase from 2 to 1500 m3/s
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plotted in Fig. 5.2b). With the reduced groundwater upwelling amplitudes, the amplitudes of
exfiltrating hyporheic flux fluctuations are also reduced (Fig. 5.4a). More than the amplitude
reduction of exfiltrating hyporheic fluxes, with decreasing groundwater upwelling amplitude,
the peaks of exfiltrating hyporheic fluxes (the black dash line, blue solid line and red solid
line in Fig. 5.4b) are shifted towards the patterns which are more coinciding with diel river
temperature fluctuations (the dash line in Fig. 5.4b) and hyporheic fluxes under neutral
conditions (gray solid line). In other words, with decreasing groundwater table fluctuation
amplitude, river temperatures exhibit stronger controls on the phase of hyporheic flux diel
fluctuations.
Effects of groundwater table fluctuation amplitudes on dynamic hyporheic responses are
only explored under in-phase scenarios, because under out-of-phase scenarios, fluctuations of
exfiltrating hyporheic fluxes are almost always in the same phase with the diel river temperature
fluctuations. Therefore, unlike in-phase scenarios, the phase shifts due to reduced amplitudes
in groundwater table fluctuation are not observed. Reduced amplitudes in groundwater table
fluctuation under out-of-phase scenarios only contribute to reduced amplitudes in exfiltrating
hyporheic flux fluctuations. For simplicity, only results in in-phase scenarios are presented.
5.3.1.2 Under losing conditions
Differing from the gaining conditions, under losing conditions, the fluctuation amplitudes
of exfiltrating hyporheic fluxes have not substantially increased compared with infiltrating
hyporheic fluxes (Fig. 5.5a). This is also revealed in the frequency domain where the spectral
power is similar between infiltrating and exfiltrating hyporheic fluxes across all temporal
scales (Fig. 5.5b).
The river temperature also demonstrates different impacts under losing conditions. In
winter, when the river temperature (the red solid line in Fig. 5.5c) is relatively stable (around
Jan 20), the exfiltrating hyporheic fluxes under in-phase and out-of-phase groundwater
drawdown conditions exhibit an opposite fluctuation pattern resulting from the different
timing of groundwater table drawdown (black and blue solid lines). This observation is the
same with gaining conditions (Fig. 5.3e). However, when the river temperature gradually
increases, the phase differences between the diel fluctuations of exfiltrating hyporheic fluxes
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Figure 5.4: Effect of amplitudes in groundwater level fluctuations on hyporheic fluxes. (a)
Exfiltrating hyporheic fluxes under neutral and gaining groundwater fluxes with three different
amplitudes. (b) Comparisons of daily fluctuation phases among river temperature and exfiltrating






































































































Figure 5.5: Effect of diel river temperature fluctuations and daily groundwater table drawdowns
on hyporheic fluxes under losing condition. (a) Infiltrating and exfiltrating hyporheic fluxes
under losing conditions and (b) corresponding power spectrum. Exfiltrating hyporheic fluxes
under neutral conditions and under losing conditions with in-phase and out-of-phase groundwater
drawdown scenarios in (c) winter and (d) summer. For figure clarity, discharge is not labeled in c
and d. The flood event on Jul 27 causes a discharge increase from 2 to 1500 m3/s
under in-phase and out-of-phase scenarios are diminishing. In summer, when river temperature
is relatively high, exfiltrating hyporheic fluxes under in-phase and out-of-phase conditions
are fluctuating with almost the same phase with the river temperature (Fig. 5.5d). This
observation is in great contrast to the gaining condition where the opposite fluctuation patterns
between exfiltrating hyporheic fluxes under in-phase and out-of-phase conditions are kept
from winter to summer (Fig. 5.3f).
Unlike gaining conditions, on Jul 27 under the same flood event (the gray solid line in Fig.
5.5d), the increases of exfiltrating hyporheic fluxes under in-phase and out-of-phase scenarios
are similar. These distinctions indicate a vastly different coupled flow and heat transport
pattern between gaining and losing systems.
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5.3.2 Heat Transport in Hyporheic Zones
Snapshots of temperature distributions in the sediment demonstrate noticeable differences
of the heat transport under different groundwater conditions (Fig. 5.6). Under gaining
conditions, both river and groundwater temperature play important roles in determining the
temperature of the sediment; whereas under losing conditions, only the river temperature
affects the temperature distributions in the sediment. At the moment of the snapshots
(2017-07-22 17:00), the river temperature peaks, the groundwater fluxes of in-phase scenarios
also peak; while the groundwater fluxes of out-of-phase scenarios are around the daily trough.
Consequently, with the reduced upwards-directed groundwater gradient, more surface water
penetrates into the sediment under gaining out-of-phase scenarios than under gaining in-phase
scenarios. Therefore, areas affected by warm surface water are larger under gaining out-of-
phase conditions than under gaining in-phase conditions (Fig. 5.6a and 5.6b). Under losing
conditions, the differences of temperature distributions between in-phase and out-of-phase
scenarios are not as clear as under gaining conditions (Fig. 5.6c and 5.6d).
Temperature differences between river and exfiltrating hyporheic fluxes are explored for
both gaining and losing, in-phase and out-of-phase conditions (Fig.5.7). Positive values
indicate a higher river temperature than the temperature of exfiltrating hyporheic fluxes;
negative values indicate a higher temperature of exfiltrating hyporheic fluxes. Under gaining
conditions, seasonal variations are observed for both in-phase and out-of-phase conditions. In
winter, the exfiltrating hyporheic fluxes are generally warmer than the river; in summer, the
river is generally warmer than the exfiltrating hyporheic fluxes. These seasonal variations
are more prominent under out-of-phase conditions (the gray solid line in Fig. 5.7a) than
under in-phase conditions (the blue dashed line in Fig. 5.7a). In summer, the exfiltrating
hyporheic fluxes under out-of-phase conditions are much cooler than river water compared
to the in-phase conditions. Under losing conditions, the differences between in-phase and
out-of-phase conditions are not as significant as under gaining conditions (Fig. 5.7b).
5.3.3 Reaction Significance Factor
Denitrification potential in hyporheic zones can be quantified using the reaction significance
factor (RSF). The RSF is calculated as the ratio between hyporheic mean residence time and
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Losing condition: in-phase Losing condition: out-of-phase





Figure 5.6: Snapshots of temperature distributions in the sediment on 2017-07-22 17:00 for
different scenarios, i.e. (a,b) gaining and (c,d) losing, (a,c) in-phase and (b,d) out-of-phase
fluctuations of diel river temperature and daily groundwater table drawdown.
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Figure 5.7: Temperature differences between river and exfiltrating hyporheic fluxes under (a)
gaining and (b) losing in-phase and out-of-phase fluctuations of diel river temperature and daily
groundwater table drawdown.
a characteristic time scale for denitrification, and then scaled by the proportion of the river
discharge passing the hyporheic zone (Harvey et al., 2013). In the present study, we use the







where qHZ is the exfiltrating hyporheic fluxes [LT−1], Q is the river discharge [L3T−1],
τHZ is the hyporheic zone mean residence time [T], τdn is the characteristic time scale for
denitrification [T]. Typical time scales of denitrification in hyporheic zones are reported by
Gomez-Velez and Harvey (2014) and Gomez-Velez et al. (2015) and the quantiles are used in
the calculation.
Under gaining conditions, RSFa displays opposite diel variations between in-phase and out-
of-phase scenarios. Significant drops occur during flood events. Under losing conditions, RSFa
is around 3.5 orders of magnitude lower than under gaining conditions. Daily-scale variations
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Figure 5.8: Reaction significance factors per unit area (RSFa) for denitrification potentials. (a)
RSFa under gaining condition. (b) RSFa under losing condition.
between in-phase and out-of-phase scenarios under losing conditions are less significant than
under gaining conditions.
5.4 Discussion
5.4.1 Groundwater Modifies the Variability of Hyporheic Exchange Rates
With daily groundwater table drawdowns, additional hydraulic gradient changes in a daily
scale contribute to enhanced diel fluctuations of exfiltrating hyporheic fluxes. Under neutral
condition, similar diel fluctuations patterns in both infiltrating and exfiltrating hyporheic
fluxes (Fig. 5.3a and 5.3b) are mainly due to the change of hydraulic conductivity which is
a function of the diel temperature fluctuations. Differing from the neutral conditions, daily
groundwater table fluctuations induce additional hydraulic gradients on daily scales, which
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result in higher daily fluctuation amplitudes of exfiltrating hyporheic fluxes than infiltrating
hyporheic fluxes (Fig. 5.3c, 5.3d, 5.5a, and 5.5b).
The timing of groundwater table drawdown also affects hyporheic exchange rates. For
instance, under the same flood event on Jul 27 (the gray solid line in Fig. 5.3f), the exfiltrating
hyporheic flux under in-phase gaining conditions (the black solid line) increases more than the
exfiltrating hyporheic flux under out-of-phase conditions (the blue solid line). This is because
the groundwater gaining flux under in-phase scenario is lowest in the course of the day when
the flood arrives; whereas it is highest under out-of-phase scenario. As a result of higher
groundwater upward pressure, higher groundwater upwelling flow under out-of-phase scenario
compresses the hyporheic zone extension during the flood event. Consequently, exfiltrating
hyporheic fluxes under in-phase conditions increase twice as much as exfiltrating hyporheic
fluxes under out-of-phase conditions. In contrast, the differences of exfiltrating hyporheic
fluxes between in-phase and out-of-phase scenarios are marginal in response to the same flood
event under losing conditions (Fig. 5.5d). Reasons will be explored in the following section.
This observation has potential implications on optimizing aquifer pumping schedule.
Hypothetically, if the rising discharge is from an untreated wastewater discharge source, the
timing of the groundwater table drawdown will significantly affect the spreading and mixing of
pollutants in the sediment. At the moment of flood events, more pollutants will be carried into
the sediment with a higher hyporheic exchange rate under a relatively low upwards-directed
pressure of the groundwater than under a relatively high upwards-directed pressure. Therefore,
the timing of the aquifer pumping can potentially amplify or reduce the dispersal of pollutants
in the aquifer.
5.4.2 Different Impacts of Groundwater on Hyporheic Exchange Under
Gaining and Losing Systems
The timing of groundwater table drawdown has substantially different impacts on hyporheic
exchange processes under gaining and losing conditions in different seasons. More specifically,
under gaining conditions, the opposite phases of groundwater table fluctuations in in-phase
and out-of-phase conditions induce an opposite fluctuation pattern of exfiltrating hyporheic
fluxes in both winter and summer (the black and blue solid lines in Fig. 5.3e and 5.3f).
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However, under losing conditions the opposite fluctuation patterns of exfiltrating hyporheic
fluxes under in-phase and out-of-phase conditions gradually disappear with increasing river
temperatures from winter to summer (the black and blue solid lines in Fig. 5.5c and 5.5d).
Differing from gaining conditions, under losing conditions, exfiltrating hyporheic fluxes in
both in-phase and out-of-phase scenarios present an almost synchronized fluctuation pattern
following the diel river temperature fluctuations in summer. These results indicate that
under losing conditions, even though both river temperature and timing of groundwater table
drawdown affect the phase of exfiltrating hyporheic flux fluctuations in winter when river
temperatures are relatively low, river temperature, however, plays a more dominant role in
determining the phase of the hyporheic flux fluctuations in summer when river temperatures
are relatively high.
To better understand the causes of different hyporheic responses under gaining and losing
conditions in relatively high river temperatures (i.e. in summer), snapshots of sediment
temperature distributions on a summer afternoon are presented (Fig. 5.6). Under gaining
conditions, areas affected by the river temperature are closely dependent on the hyporheic
exchange processes (Fig. 5.6a and 5.6b). When hyporheic exchange rate is low, the river
temperature has a negligible effect on the sediment hydraulic conductivity because the heat
advection of upwelling groundwater is dominant. When hyporheic exchange rates are relatively
high, hyporheic zones will extend deeper and wider in the sediment and river bank (Gomez-
Velez et al., 2017; L. Wu et al., 2018). As a consequence, river temperature will have a
larger impact on the sediment hydraulic conductivity. Under losing conditions, however, the
sediment hydraulic conductivity is predominantly affected by the surface water heat advection
and conduction (Fig. 5.6c and 5.6d).
With the temperature variation approximately from 0 ◦C to 30 ◦C, viscosity decreases
by 45% and hydraulic conductivity increases by 220% (L. Wu, Gomez-Velez, Krause, Singh,
et al., 2020). Therefore, in summer when river temperature is relatively high, the hydraulic
conductivity is enhanced and becomes the main modulator for hyporheic exchange rate under
losing conditions. Compared with hydraulic conductivity, the effect of daily fluctuations of
groundwater gradients becomes less important in determining the variability of hyporheic
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exchange processes. Therefore, the differences of exfiltrating hyporheic fluxes between in-phase
and out-of-phase losing conditions disappear in summer.
This also explains the different effects of the timing of groundwater table drawdowns during
the same flood event on Jul 27 under gaining (Fig. 5.3f) and losing conditions (Fig. 5.5d).
Unlike gaining conditions, under losing conditions, the differences between flood-induced
increases of exfiltrating hyporheic fluxes in in-phase and out-of-phase scenarios are negligible,
because river temperatures have a more dominant role in determining the variability of
hyporheic exchange fluxes under losing systems.
It is noteworthy that when river temperature is relatively high, the exfiltrating hyporheic
fluxes under out-of-phase gaining conditions fluctuate with a higher amplitude (Fig. 5.3f). This
is because under gaining out-of-phase scenario, a lower groundwater table (also means lower
groundwater upwelling fluxes) occurs in the afternoon when river temperature is relatively high.
Both a low groundwater upward gradient and a high river temperature promote hyporheic
exchange. Consequently, the exfiltrating hyporheic fluxes fluctuate with a higher amplitude
under out-of-phase gaining conditions than under in-phase conditions.
When gradually reducing the groundwater fluctuation amplitudes, the crests of exfiltrating
hyporheic fluxes under in-phase gaining groundwater scenario shift from the timing of river
temperature troughs to river temperature peaks (Fig. 5.4b). This is another clear evidence
that both diel river temperatures and groundwater daily fluctuations regulate the phases and
amplitudes of hyporheic exchange fluxes: when the groundwater fluxes are small, the diel
rhythm of hyporheic flux fluctuations is following the diel fluctuations of river temperature;
whereas when the groundwater fluxes increase, the diel rhythm of hyporheic flux fluctuations
is following the timing of groundwater level daily drawdown.
5.4.3 Groundwater Modifies Hyporheic Buffering Effects on Temperature
Temperature differences between river and exfiltrating hyporheic fluxes also demonstrate
distinct patterns between gaining and losing, in-phase and out-of-phase conditions. Under
gaining conditions, the temperature differences display negative values in winter periods and
positive values in summer periods due to the mixing between surface water and groundwater
(Fig. 5.7a). In winter, the groundwater is often warmer than surface water; while in summer,
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the groundwater is often colder than surface water. Therefore, temperature differences under
gaining conditions demonstrate a clear seasonal fluctuations around zero. Unlike gaining
conditions, temperature differences under losing conditions have no clear seasonal fluctuations
around the value zero due to the limited mixing between regional groundwater and surface
water.
The temperature differences between exfiltrating hyporheic fluxes between in-phase and
out-of-phase gaining conditions are directly related to the temporal variability of hyporheic
exchange fluxes (Fig. 5.3e and 5.3f) and sediment temperature distribution (Fig. 5.6a and
5.6b). As discussed above, the hyporheic exchange rate is higher under out-of-phase conditions
than under in-phase conditions when river temperatures are relatively high. As a result, the
hyporheic zone has a larger extension and surface water can infiltrate deeper into the sediment.
Therefore, hyporheic zones have a larger cooling effect during high river temperature under
out-of-phase gaining conditions than under in-phase conditions.
Spatial variability in river and sediment temperature may provide localized refugia against
extreme thermal disturbances for aquatic communities (Berman & Quinn, 1991). Loss of
these refugia increases the risk for organisms living under undesirable temperatures associated
with diel temperature fluctuations and anthropogenic activities (Poole & Berman, 2001).
In the present study, we observe that the timing of daily groundwater table drawdown (i.e.
in-phase or out-of-phase scenarios) potentially affects the ability of hyporheic zones to act as
temperature buffers that can sustain vital activities (i.e., survival, growth and reproduction)
for aquatic communities. Therefore, cares must be taken in scheduling the pumping activities
in order to protect thermal heterogeneity across multiple spatial scales.
5.4.4 Groundwater Modifies Hyporheic Potential for Biogeochemical Re-
actions
Hyporheic potential for denitrification varies between gaining and losing, in-phase and out-
of-phase conditions (Fig. 5.8). RSFa displays substantial drops during flood events. This
is because flood-induced hydraulic gradient increases at the sediment-water interface drive
more surface water into the sediment, and consequently accelerate hyporheic exchange rates.
Increased hyporheic exchange rates lead to a substantial decrease of the residence time in the
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hyporheic zone, creating conditions less suitable for denitrification. Similarly, RSFa under
gaining conditions is around three orders of magnitude higher than under losing conditions
due to the significantly longer residence time resulting from mixing between surface water
and groundwater under gaining conditions.
With groundwater gaining conditions, RSFa peaks at different time during a day under
in-phase and out-of-phase scenarios, indicating hyporheic denitrification potential can be
regulated by adjusting the timing of daily groundwater table drawdowns. With groundwater
losing conditions, even though RSFa display peaks at different times during a day on a
logarithmic scale under in-phase and out-of-phase scenarios, the actual differences of RSFa
(in the scale of 10 to the power of −5) between in-phase and out-of-phase conditions are
insignificant compared to gaining conditions (Fig. 5.8a and 5.8b). In conclusion, the timing of
groundwater table drawdown is more important under gaining conditions than under losing
conditions for denitrification reactions.
It’s worth mentioning that the observations of RSFa are not limited to denitrification
processes. For a different biogeochemical reaction, another characteristic time scale is applied
instead of τdn. Results presented in Fig. 5.8 will only be scaled by a different biogeochemical
time scale for the reaction of interest. The relative variations of RSFa remain the same for
other biogeochemical reactions.
5.4.5 Study limitations
The aim of the present study is not to simulate hyporheic exchange processes with perfect
details, but rather to gain mechanistic understanding of hyporheic responses to varying
groundwater table fluctuation patterns. Therefore, simplifications are made to allow for an
efficient and reasonably correct representation of hyporheic exchange processes. Detailed
simplifications and limitations on model dimensionality, geomorphological settings, and
boundary conditions are critically reviewed in previous studies on which the development of
current method is based (L. Wu, Gomez-Velez, Krause, Singh, et al., 2020; L. Wu et al., 2018).
In the following, only simplifications that are most relevant to the present study are discussed.
Groundwater fluxes are simplified as prescribed upward or downward fluxes. Daily
groundwater table drawdowns are represented by sinusoidal curves with different phases
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and amplitudes representing different timing of groundwater table drawdowns and strength
of groundwater upwelling or downwelling, respectively (Fig. 5.2). However, the direction
and magnitude of groundwater flow is a response to the head difference between river stage
and riparian water table elevation, as well as sediment properties. An important process
that cannot be represented by using prescribed groundwater fluxes is the impact of river
temperature as a major factor contributing to reduced afternoon river discharge. High river
temperature in the afternoon results in a high hydraulic conductivity which contributes to
increased losing fluxes and consequently a reduced afternoon river discharge (Constantz et al.,
1994). However, increasing of losing fluxes due to higher river temperature in the afternoon
cannot be captured using a prescribed groundwater flux time series. Apart from changing
sediment hydraulic conductivity, there are a myriad of other factors affecting groundwater
table fluctuations. For instance, a flood event may change the head difference between river
stage and riparian water table elevation, and eventually leads to changes in the direction and
magnitude of groundwater flow (Lewandowski et al., 2009; Todd & Mays, 2005). The head
difference may change from negative to positive, resulting in a switch of groundwater gaining
to losing condition. However, these changes cannot be represented by using a prescribed
groundwater flux time series. Groundwater table as a direct response to the head difference
between the adjacent aquifer and the river stage is hence suggested for future hyporheic
modeling in order to account for the hyporheic dynamics introduced by natural groundwater
table fluctuations.
5.5 Conclusions
Groundwater table dynamics substantially modulate hyporheic exchange processes. Daily
groundwater withdrawal causes additional variability of hyporheic exchange besides the
variability induced by the diel river temperature changes. However, the variability induced by
daily groundwater table drawdown is not necessarily an addition to the fluctuations induced by
the diel river temperature changes. More specifically, groundwater flow fluctuations that are
out-of-phase to diel river temperature fluctuations are likely to promote hyporheic exchange to
a larger extent than groundwater flow fluctuations that are in-phase to diel river temperature
fluctuations. Even though both groundwater table fluctuations and diel river temperature
143
5. Transit Hyporheic Response to Groundwater table Dynamics
fluctuations affect hyporheic exchange dynamics, under the same discharge condition, river
temperature has a more dominant role in determining hyporheic exchange variability under
losing conditions than under gaining conditions.
The timing of groundwater table drawdown modifies the rates of hyporheic exchange, and
as a result the mixing and spreading of pollutants in the aquifer. Additionally, it also affects
the hyporheic zone’s ability to act as a temperature buffer that protects aquatic communities
from thermal extremes. Although not as significant as the effect of flood events, hyporheic
denitrification potential (and potentially for other biogeochemical reactions) is also changing
following the groundwater table drawdown. Therefore, it goes without saying that careful
considerations must be taken when planning aquifer pumping schedules in order to minimize
negative environmental impacts.
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Differing from the most previous hyporheic studies that focused on steady state hyporheic
exchange flows, the present PhD thesis focuses primarily on immediate, bedform-induced
hyporheic responses to transient hydrologic boundary conditions. A series of numerical
experiments has been performed systematically with progressively included drivers and
modulators for dynamic hyporheic responses.
6.1 Dynamic hyporheic response to single-peak discharge
events
Effects of time-varying discharge on hyporheic exchange are first explored with a series of
single-peak discharge events. Impacts from different local bedform topographical and channel
morphological settings are investigated under flow events with different shapes of hydrograph
and regional groundwater conditions, namely gaining, losing and neutral conditions (Singh
et al., 2019; L. Wu et al., 2018, - Chapter 3 and Chapter 2). Results showed that floods
with higher intensities drive more vigorous hyporheic responses. These dynamic responses
are substantially modulated by the regional groundwater flow and geomorphological settings.
Under transient flow boundaries, the regional groundwater gradient, the local pressure gradient
induced by flow and bedforms, and the horizontal gradient in the streambed created by the
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channel slope, are competing drivers of hyporheic exchange. Hyporheic zones will only expand
and contract when the balance among the three competing drivers is disturbed.
More specifically, hyporheic zones extend larger and deeper under higher flood events
than under lower flood events. Groundwater upwelling fluxes compress hyporheic zones. Only
when local pressure gradients induced by flow and bedforms are larger than the groundwater
gradient, hyporheic zones occur. For groundwater downwelling fluxes, depending on which
hyporheic zone definition is used, hyporheic zones can be either enlarged or compressed
during flooding events. With hydrodynamic definitions, hyporheic zone will be compressed
because part of the surface water will penetrate into deeper aquifer instead of returning to
the sediment-water interface; with geochemical definition, hyporheic zones will be enlarged
because more sediment areas will be saturated by both groundwater and surface water. This
difference will be discussed later in Chapter 7 – the Conclusion Remarks.
From the perspective of geomorphological settings, the effect of transience induced by
changing river stage is larger under high aspect ratios (ratios between the height and the length
of a bedform), because the pumping effect is larger due to the higher pressure at the front-face
of the bedform compared to bedforms with lower aspect ratios. The under flow, driven by the
horizontal pressure gradient induced by the channel slope, also substantially modulates the
temporal evolution of hyporheic exchanges. Same transient hydrological conditions have larger
impacts on hyporheic exchange with steep slopes than with flat slopes. Consequently, with
higher aspect ratios and steeper channel slopes, hyporheic zones cannot be easily compressed
with small groundwater gradients during floods compared to the same situations but with
lower aspect ratios and flatter channel slopes.
Time evolution of the expansion and contraction of hyporheic zones also strongly depend
on the shape (i.e., skewness and duration) of the flood events. The time to reach the initial
base flow condition after a peak flow event increases with the duration of the peak flow event.
Relatively higher discharge of older waters after the sudden increase in the stream stage is
observed with longer event duration and higher aspect ratios.
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6.2 Dynamic hyporheic response to natural flow and temper-
ature regimes
So far, studies of dynamic hyporheic responses to time-varying discharge events usually lack a
detailed consideration of river temperature impacts. With this in mind, in the next step, the
effects of temperature variability were added to the model and studied in the context of flow
alterations (L. Wu, Gomez-Velez, Krause, Singh, et al., 2020, - Chapter 4). In order to better
explore the hyporheic response to natural hydrological regimes, five-year river discharge and
temperature time series based on observations with temporal resolutions of 15 minutes are
used.
Knowing that flow alterations extensively modify the magnitude of peak flow, duration
of flood recession, and the phase and amplitude of diurnal temperature fluctuations (Olden
& Naiman, 2010; Poole & Berman, 2001), typical river flow regimes with and without flow
alteration are explored first before investigating hyporheic responses to natural hydrological
regimes. However, generalizing the effect of flow alteration remains challenging due to the
“complex feedback mechanisms, varying mode of regulations, regional weather and climate
conditions, and local geomorphological settings”, as described in L. Wu, Gomez-Velez, Krause,
Singh, et al. (2020, – Chapter 4). To this end, an unsupervised cluster analysis is used to
identify typical hydrological regimes under varying levels of flow-alteration. The observed river
discharge and temperature time series from 96 gauge stations in the head water region of the
Mississippi River Basin were first classified with the k-means method. Typical hydrological
regimes corresponding to different levels of flow alteration are identified and then used as
drivers in physically-based hyporheic exchange models to explore how flow-alterations affect
hyporheic exchange and their implications for heat transport and denitrification processes.
The unsupervised cluster analysis used to identify typical hydrological regimes made use of
real observations in a statistically based way, providing an efficient way to identify the major
characteristics of different flow regimes.
Hyporheic responses to coupled flow and heat transport under natural flow regimes indicate
that temperature has a direct control in determining the variability of hyporheic exchange. This
is because viscosity, as a key parameter determining the hydraulic conductivity in transport
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processes, is a function of temperature. Fluid density is also temperature-dependent, but this
dependence is small and in most cases negligible (Fetter, 2001). Therefore, the hyporheic
dynamic exchange is not only a function of the pressure gradient at the sediment-water
interface, but also a function of temperature variability. It is shown that when temperature
increases from 0 ◦C to 30 ◦C, viscosity decreases by 45% and hydraulic conductivity increases
by 220% (L. Wu, Gomez-Velez, Krause, Singh, et al., 2020, - Chapter 4). Dynamic hyporheic
responses due to temperature variability should not be neglected.
Hydrological regimes affected by flow alterations have a number of noticeable characteristics,
such as step-shape and reduced diel temperature fluctuations (in some cases enhanced diel
temperature fluctuations). The changed hydrological regime substantially affects hyporheic
exchange processes. As shown in Figure 4.3 (L. Wu, Gomez-Velez, Krause, Singh, et al.,
2020, – Chapter 4), the diel temperature fluctuations are subdued in flow-altered systems;
therefore, river discharge is more dominant in determining hyporheic exchange processes. On
the contrary, at the reference site, the diel temperature fluctuations are more pronounced
than at the flow-altered site and the discharge is more intermittent. Therefore, the hyporheic
responses are more influenced by temperature fluctuations at the references site than at the
flow-altered site.
To better understand the hyporheic responses to dynamically changing hydrological
conditions, power spectrum for discharge, temperature and hyporheic exchange fluxes are
explored. An important observation in the frequency domain, as shown in Figure 4.5 (L.
Wu, Gomez-Velez, Krause, Singh, et al., 2020, – Chapter 4), is that the power spectrum
of hyporheic exchange fluxes showed clear peaks in the daily frequency range. Importantly,
these peaks are not observed in the discharge power spectrum, but only observed in the
temperature power spectrum. This suggests that hyporheic exchange fluxes inherit the daily
spectral signatures from river temperature diel fluctuations. This is a clear message that
river temperature variability has a strong and direct influence on the hyporheic exchange
fluxes. Together with the observations in the time domain, as shown in Figure 4.4(L. Wu,
Gomez-Velez, Krause, Singh, et al., 2020, – Chapter 4), we can safely conclude that the
analysis of hyporheic responses ignoring thermal effects leads to significant inaccuracies. These
results are not intuitive. Temperature as an important control on hyporheic exchange is
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usually not considered. The finding conveyed a worthwhile message for the hyporheic scientific
community on the importance of temperature variability on dynamic hyporheic exchanges.
6.3 Dynamic hyporheic response to groundwater table fluctu-
ations
Regional groundwater fluxes were often simplified as temporally constant upward or downward
fluxes representing gaining and losing groundwater scenarios (Boano et al., 2008; Cardenas
& Wilson, 2006; Cardenas & Wilson, 2007b; Marzadri et al., 2016; Trauth et al., 2013; L.
Wu et al., 2018). Even though the results capture the nature and principles of hyporheic
spatiotemporal responses to groundwater interactions, the uniform regional groundwater flux
is an assumption that simplifies from the complex natural groundwater table fluctuations
across a variety of spatial and temporal scales. To better study how groundwater table
dynamics modulate transient hyporheic exchange process, I included diel groundwater table
fluctuations into the model.
Groundwater level time series screened in shallow aquifers often demonstrate fluctuations
with varying frequencies and magnitudes (Butler Jr et al., 2007; Healy & Cook, 2002; Loheide
II, 2008). Groundwater daily drawdowns are ubiquitous due to evapotranspiration, industrial
and municipal water-supply. For phreatophyte-induced groundwater level daily drawdowns,
the increased plant water-use in the afternoon usually causes a groundwater level drawdown
approximately at the same time as the daily temperature increases. Other water-uses causing
daily groundwater level drawdown can take place at any time during the day. It can occur at
the time when the daily temperature reaches to its crest, trough, or anytime in between.
For simplicity, we focus on two special cases: one is that the strongest groundwater flux
takes place at the time when daily temperature increases to its crest; another one is that
the strongest groundwater flux takes place at the time when daily temperature drops to its
trough. These two groundwater level fluctuation scenarios are hence named as in-phase and
out-of-phase cases, indicating whether the magnitude of groundwater fluxes reaches to the
crest at the river temperature crest (in-phase scenario) or at the river temperature trough
(out-of-phase scenario).
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Exfiltrating hyporheic fluxes often display reduced variability compared with infiltrating
hyporheic fluxes. However, when groundwater gaining is considered, hyporheic fluxes that are
exfiltrating out of hyporheic zones display higher variabilities than the infiltrating hyporheic
fluxes. In the frequency domain, the power of daily frequencies in exfiltrating hyporheic fluxes
is noticeably higher than the power of daily frequencies in infiltrating hyporheic fluxes. The
additional variabilities in daily scales are coming from the groundwater level fluctuations.
However, these variabilities in exfiltrating hyporheic fluxes induced by diurnal groundwater
level fluctuations are not necessarily an addition to the variability induced by river temperature
diel fluctuations.
With in-phase groundwater upwelling scenario, exfiltrating hyporheic fluxes peak at the
river temperature trough; with out-of-phase groundwater upwelling scenario, exfiltrating
hyporheic fluxes peak at the river temperature crest. In the out-of-phase groundwater
scenario, groundwater upwelling has a lowest rate at the diel river temperature peak in the
afternoon due to highest evapotranspiration rate. With the lowest groundwater upwelling
fluxes, hyporheic zones will consequently expand and exchange more water, solutes and energy.
It’s worth noticing that at this moment, river temperature also has the highest impacts
on hydraulic and thermal sediment properties. For instance, the reduced viscosity leads to
an increased hydraulic conductivity facilitating hyporheic exchange. Therefore, with the
out-of-phase groundwater gaining condition, hyporheic exchange fluxes are promoted by both
high river temperature and low groundwater upward gradient. This is also supported by the
temperature differences between river and exfiltrating hyporheic fluxes in Figure 5.7 (L. Wu,
Gomez-Velez, Krause, Wörman, et al., 2020, – Chapter 5). These temperature differences are
larger in the out-of-phase groundwater gaining condition than in the in-phase gaining scenario,
indicating that hyporheic fluxes penetrate deeper into the hyporheic zones and hence obtain a
lower temperature in the exfiltrating hyporheic fluxes.
However, this is not the case for the in-phase groundwater drawdown under gaining
condition. In that scenario, the exfiltrating hyporheic fluxes reach to peak when the river
temperature is at the trough. When gradually reducing the groundwater fluctuation amplitudes,
the peaks of exfiltrating hyporheic fluxes shift from the river temperature troughs to river
temperature crests (Figure 5.4) (L. Wu, Gomez-Velez, Krause, Wörman, et al., 2020, - Chapter
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5). This is clear evidence that both diel river temperature and groundwater diurnal fluctuations
regulate the variability of hyporheic exchange fluxes: when the groundwater upwelling is
small, the diel rhythm of hyporheic flux fluctuations is following the diel fluctuations of
river temperature; while when groundwater upward gradient increases, the diel fluctuation of
hyporheic flux fluctuations is following the timing of groundwater level daily drawdown.
Nevertheless, hyporheic responses are not the same under the groundwater losing conditions.
Compared with infiltrating hyporheic fluxes, the fluctuation amplitudes and frequency power
of exfiltrating hyporheic fluxes under losing conditions have smaller increases than under
gaining conditions as indicated both in the time and frequency domain (Figure 5.5a and
5.5b) (L. Wu, Gomez-Velez, Krause, Wörman, et al., 2020, - Chapter 5). Unlike in gaining
conditions where exfiltrating hyporheic fluxes display two distinctive fluctuation patterns
under in-phase and out-of-phase groundwater drawdown scenarios, respectively, in losing
conditions, exfiltrating hyporheic fluxes have reversed fluctuation patterns only during low river
temperature conditions, e.g. in winter, but almost the same fluctuation pattern during high
river temperature conditions, e.g. in summer. These differences between gaining and losing
conditions apparently suggest that the river temperature plays different roles under gaining
and losing groundwater conditions. Under losing condition, river temperature, especially in
relatively high temperature range, has a more dominant role in determining the hyporheic
response variabilities than under gaining conditions. This is because in the gaining reaches, the
discharging groundwater is with relatively constant temperature, reducing the spatiotemporal
temperature differences induced by diel river temperature fluctuations in the sediment.
To better demonstrate the difference of heat transport between gaining and losing reaches,
the temperature distribution in the sediment under these two groundwater conditions are
plotted (Figure 5.6) (L. Wu, Gomez-Velez, Krause, Wörman, et al., 2020, - Chapter 5). Under
gaining conditions, temperature distribution in the sediment is determined by both surface
water that is exchanged in hyporheic zones, and heat advection of groundwater upwelling
fluxes. Under losing conditions, however, the temperature distribution in the sediment is
predominantly driven by surface water heat advection and conduction. Therefore, not only
the magnitude but also the direction of groundwater flow affect temperature distribution, and
hence temperature-dependent hyporheic exchange processes.
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6.4 Hyporheic zone’s buffering effects on thermal distur-
bances
Hyporheic zones exhibit buffering effects on temperature extremes. Observations in the
frequency domain, as evidenced using transfer functions (Figure 4.6) (L. Wu, Gomez-Velez,
Krause, Singh, et al., 2020, - Chapter 4), suggest that hyporheic zones dampen river
temperature fluctuations. However, both flow alteration and timing of groundwater pumping
modulate hyporheic buffering effects on temperature.
Hyporheic zones dampen temperature signals especially in high-frequency domains.
Compared with reference sites, the flow-altered sites showed less efficiency in dampening
thermal signals in high-frequency domains, suggesting that the potential for hyporheic zones
acting as temperature buffer is reduced by flow alteration. The timing of daily groundwater
withdrawal also affects hyporheic buffering effects. Hyporheic zones display higher dampening
effects of temperature if the groundwater table drawdown under gaining condition occurs
around the peak of diel river temperature fluctuations (Figure 5.7a) (L. Wu, Gomez-Velez,
Krause, Wörman, et al., 2020, - Chapter 5). Therefore, the timing of aquifer pumping has
a significant impact on the hyporheic zone’s ecological functioning as a temperature buffer
to protect aquatic communities from extreme thermal disturbances. Cares must be taken in
optimizing the pumping scheduling in order to protect thermal heterogeneity in river reaches.
6.5 Biogeochemical implications
A number of studies show that hyporheic zones are active sites for nitrogen cycling (Azizian
et al., 2017; Bardini et al., 2012; Cirmo & McDonnell, 1997; Kessler et al., 2014). In the
present PhD thesis, denitrification, as a biogeochemical reaction of wide interest, is studied
to evaluate the hyporheic potential for biogeochemical reactions under varying transient
hydrological boundary conditions. With this in mind, I use the hyporheic efficiency and the
reaction significance factor to quantify the hyporheic denitrification potential.
Hyporheic efficiency for denitrification is defined as the ratio of the hyporheic flux from
anoxic zones to the net hyporheic flux from the entire hyporheic zone (L. Wu et al., 2018,
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- Chapter 2). The potential for denitrification is larger if the proportion of hyporheic
exchange fluxes that originate from anoxic zones is larger. The reaction significance factor for
denitrification was defined as ratio between hyporheic mean residence time and characteristic
denitrification time scale and then scaled by the proportion of discharge passing through the
hyporheic zone (Harvey et al., 2013). Even though these two metrics are defined differently,
they are both based on residence time distributions. Therefore, the results from both hyporheic
efficiency and reaction significance factor can be interpreted as the quantification for hyporheic
potential for denitrification.
When flood occurs, more oxygen-rich surface water is pushed into sediment and the
hyporheic exchange fluxes are accelerated, therefore hyporheic efficiency of denitrification
drops. Similarly, flood-induced large hydraulic gradients at the sediment-water interface
enhance the hyporheic exchange rate, resulting in a reduced residence time in hyporheic zones.
Consequently, the reaction significance factor also drops. The reaction significance factors at
the flow-altered site, fluctuating in a step-shape, are generally smaller than the values at the
reference site, implying that flow alterations reduce the denitrification potential in hyporheic
zones (Figure 4.7) (L. Wu, Gomez-Velez, Krause, Singh, et al., 2020, - Chapter 4). It’s worth
noticing that this conclusion will not be changed with a different biogeochemical reaction of
interest, because the results are only scaled by a different biogeochemical time scale.
Regional groundwater fluxes substantially modify denitrification potential within hyporheic
zones. Under gaining conditions, hyporheic efficiency for denitrification is enhanced because
upwelling groundwater is often oxygen-reduced creating conditions in favor of denitrification;
under losing conditions, hyporheic efficiency for denitrification depends on the intensity of
downwelling fluxes: the larger the downwelling fluxes, the lower the efficiency due to more
surface water penetrating into the sediment (Figure 2.8) (L. Wu et al., 2018, - Chapter 2). The
timing of daily groundwater withdrawal also affects the temporal variability of denitrification
potential. Denitrification potential peaks at a different time during a day depending on the
timing of groundwater table drawdown, especially under gaining groundwater conditions.
Under losing conditions, different timing of groundwater withdrawal has less impact on
hyporheic denitrification potential (Figure 5.8) (L. Wu, Gomez-Velez, Krause, Wörman, et al.,
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2020, - Chapter 5). In conclusion, hyporheic efficiency for denitrification is closely dependent




In the present doctoral thesis, dynamic hyporheic responses to transient hydrological controls
and a variety of modulators are investigated using a novel physically based modeling approach.
Differing from most of previous numerical studies which are primarily focusing on steady
flow conditions (Cardenas et al., 2004; Gomez-Velez et al., 2014; Marzadri et al., 2010),
this thesis has a series of contributions in understanding the transient hyporheic processes
in a systematic manner. Compared with most previous laboratory and field studies (Fox
et al., 2014; Malard et al., 2002; A. S. Ward et al., 2013), the present thesis, thanks to
the development of computational efficiency, has explored a wide range of scenarios in a
comprehensive way. Unlike the handful of studies accounting transient hyporheic responses that
use a limited representation of driver variabilities (Malzone, Anseeuw, et al., 2016; Marzadri
et al., 2016; Schmadel et al., 2016), i.e. either only discharge or simplified temperature, this
PhD thesis has made a step forward by coupling flow and heat transport across multiple
scales. Results presented here have largely advanced our mechanistic understandings on the




7.1 Hyporheic zone definitions
In addition to the mechanistic explorations, this thesis has also investigated the fundamental
variations in the definitions of hyporheic zones (Singh et al., 2019, - Chapter 3). The
geochemical definition focuses on the mixing between groundwater and surface water, whereas
the hydrodynamic definition focuses on tracking the flowpaths that originate and terminate
at different locations of the sediment-water interface. However, these differences may cause
misunderstandings in some situations. For instance, under groundwater losing conditions,
geochemically defined hyporheic zones are substantially larger than the hydrodynamically
defined hyporheic zones. This is because based on hydrodynamic definitions, only areas
containing returning flowlines count as hyporheic zones, but under losing conditions more
flow penetrates deeper into the sediment and becomes groundwater recharging the aquifer.
With the geochemical definition, hyporheic zones include part of the area where flowlines do
not return to the sediment-water interface. These obscurities resulting from using different
definitions are particularly pronounced under transient hydrological boundary conditions.
This is because changing of pressure gradients usually occurs almost instantly, whereas mixing
processes take time. Therefore, following strictly to different definitions, hyporheic zones
may refer to different portions of the sediment. Therefore, explicitly defining hyporheic
zones is imperative and hence encouraged to avoid confusions and ambiguities especially in
interdisciplinary studies.
7.2 Management implications
A related water management issue associated with the impact of changing discharge on
hyporheic exchange processes is flow alteration. As indicated above, flow alterations reduce
the potential of hyporheic zones to act as a temperature buffer which can protect aquatic
communities from extreme thermal disturbances, and hinder denitrification within hyporheic
zones. Management strategies must be adopted for flow-altered sites, for instance, monitoring
stream reaches and aquifer temperature, restoring thermal regimes in streams and aquifers,
and modifying riparian vegetation, and regulating groundwater abstraction.
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Optimizing pumping schedules is also crucial for minimizing negative environmental
impacts. Groundwater table drop enhances hyporheic exchange, and thus the dispersal of
contaminants in the aquifer. Longer hyporheic flow paths also provide higher cooling effects
of surface water, making hyporheic zone a temperature buffer protecting aquatic communities
from extreme thermal disturbances. The timing of groundwater table drawdown has clear
impacts on hyporheic ecological functioning as thermal regugia and the development of thermal
heterogeneity along the sediment-water interface.
7.3 Model simplifications
In the present thesis, I do not aim to simulate hyporheic responses in perfect details and
accuracies, but rather to capture the essence of the transient hyporheic responses under a
variety of unsteady hydrological conditions. With this objective in mind, I have made several
simplifications and assumptions on the model’s geomorphological settings, its dimensionality
and its boundary conditions. In the following, these simplifications and assumptions are
critically reviewed.
Geomorphological Setting
Regarding geomorphological settings, the sediment domain has been simplified as homogeneous
and bedforms have been assumed as immobile. However, as presented in (Gomez-Velez et al.,
2014; Pescimoro et al., 2019; Trauth et al., 2015), sediment heterogeneity can alter hyporheic
flowpaths and residence time distribution. Bedform dynamics during flood may impose
limitations on hyporheic zone expansion (Boano et al., 2013; Harvey et al., 2012; Wolke et al.,
2020). These processes are poorly represented by the current model. Therefore, the results
need to be reassessed under such conditions.
Model Dimensionality
Only two-dimensional transport processes are considered despite of the three-dimensional
nature of the streambed morphology. Three-dimensional geomorphological settings induce
more complex flow patterns, i.e. the flow spread over the stoss faces of the bedforms (Broecker
et al., 2018; Broecker et al., 2019; Chen et al., 2015; Trauth et al., 2013). To this end,
157
7. Conclusion Remarks
the net hyporheic exchange fluxes may be underestimated in the two-dimensional setting.
Nevertheless, the conclusions presented in the present PhD thesis are likely also valid for 3D
environments because the analysis focused on differences and not on absolute values of each
metric.
Boundary Conditions
The simulated flow velocity in the river channel has been simplified by ignoring the turbulent
nature under high discharge rates. Even though this simplification does not seem to alter the
main findings based on analyzing the changes in the selected metrics under transient boundary
conditions, some specific turbulence-induced features, such as undular flow, are not included
in this PhD thesis. For regional groundwater fluxes, the uniform or superimposed sinusoidal
groundwater level fluctuations used in this thesis are still far from a realistic representation
of the natural groundwater systems. Although the results presented in the present thesis
shed lights on the transient hyporheic response with the interactions of groundwater, the
representation of groundwater system has still a large room for improvement of the model in
future studies.
These model simplifications and assumptions limit our ability to comprehensively explore
the impact of flow alterations. For instance, flow alterations may affect hyporheic flow by
changing the downstream geomorphological setting and disrupting sediment flow, causing bed
armoring, channel stabilization and aquifer structure change (Poole & Berman, 2001). The
study of these impacts requires more sophisticated physically-based models in future research.
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