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ABSTRACT 
Let G be a finite undirected graph with at most one edge joining a pair of vertices 
and no edge joining a vertex to itself. L(G) denotes the line graph of G, i.e., the vertices 
of L(G) are the edges of G and two vertices of L(G) are adjacent if the corresponding 
edges of G are adjacent. Let d(u) denote the valence of a vertex u. Let d(G) denote the 
smallest integer which is equal to the valence of some vertex of u. For an edge (u, v), 
A(u, v) denotes the number of vertices w which are adjacent to both u and v. The main 
theorem of this paper is: I f  (i) d(G) > 43, (ii) -- 2 is the minimum eigenvalue of the 
adjacency matrix t~f G, and (iii) for any edge (u, v), A(u, v) < min(d(u) -- 2, d(v) -- 2), 
then G is isomorphic to L(H) for some graph H. Conversely i f  d(H) > 3, then the line 
graph L(H) satisfies conditions (ii) and (iii) stated above. 
1. INTRODUCTION 
Let G be a finite undirected graph with at most one edge joining a pair 
of vertices and no edge joining a vertex to itself. L(G) denotes the line 
graph of G, i.e., the vertices of L(G) are the edges of G and two vertices 
of L(G) are adjacent if the corresponding edges of G are adjacent. The 
adjacency matrix A(G) ~- ((a~j)) of a graph G is a square-symmetric (0,1)- 
matrix whose rows and columns correspond to the vertices of G and 
a,j = 1 if the vertices i and j are adjacent. The eigenvalues of the matrix 
A(G) are called the eigenvalues of the graph G. Two graphs G1 and G2 are 
said to be isomorphic (--_~) if there exists a one-to-one correspondence 
between the vertices of G t and G~ such that two vertices of Gx are adjacent 
if and only if the corresponding vertices of G2 are adjacent. In recent years 
there have been several studies concerning the eigenvalues of the adjacency 
matrices and several classes of graphs [1-5]. 
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It was proved in [3], [4], and [5] that line graphs of finite projective 
planes, finite affine planes, and symmetric balanced incomplete block 
designs are characterized by the eigenvalues of the adjacency matrices. 
In this paper we give a characterization f line graphs in general. 
For a graph G, d(G) denotes the smallest integer which is equal to the 
valence of some vertex of G. For two vertices u and v, d(u, v) denotes the 
number of vertices w adjacent o both u and v. I f  (u, v) is an edge, A(u, v) 
is called the edge degree of the edge (u, v). For any vertex u, d(u) will 
denote the valence of the vertex u. 
A graph G is said to be bipartite if the vertices of G can be divided into 
two sets $1 and $2 such that two vertices belonging to the same set are 
not adjacent. G is said to be semiregular bipartite if the valences of two 
vertices belonging to the same set are equal. In this paper we prove if G is 
a graph such that (i) d(G) > 43, (ii) -- 2 is the minimum eigenvalue of 
G, and (iii) for every edge (Ux, us) A(Ul, u2) < d(u~) -- 2, i = 1, 2, then 
G-2  L(H)(G is isomorphic to L(H) for some graph H). Conversely if 
G ~ L(H) with d(H) > 3, then G satisfies conditions (ii) and (iii). 
2. SOME DEFINITIONS AND A BRIEF OUTLINE OF THE PROOF 
Proof of necessity is simple. To prove sufficiency, we start with the 
concept of a claw. The concept of a claw was used in [1], [2], and [5]. A 
k-claw is a graph on (k + 1) vertices 0, 1, 2, 3 ..... k, such that 0 is adjacent 
to i but i is not adjacent to j, i @ j ,  i , j  = 1, 2, 3,..., k. It is easily seen that 
a line graph does not have a 3-claw as a subgraph. 
To prove the non-existence of a 3-claw, we first construct several 
inadmissible subgraphs for any graph with --2 as the minimum eigen- 
value. These impossible subgraphs lead to an upperbound for the valence 
of a vertex of G under the assumPtion of a 3-claw. Define a(u, v) = 1(0) 
according as the vertices u and v are adjacent (not adjacent). For a set of 
vertices S, 
a(., s) = Z a(u, v) 
YES 
and q S I will denote the number of elements in S. Once the non-existence 
of 3-claws is established, we proceed to prove that every vertex is con- 
tained in a unique pair of bridged cliques. A clique C is a set of vertices 
such that every vertex of C is adjacent to every other vertex of C. A pair of 
cliques (C1, C2) is said to be a pair of bridged cliques if (i) I C1 ~ C2 I = l, 
(ii) I Cl l + I C2 f = d(u) q- 2, and (iii) a(u, , C~) ~ 2 for u i~Ci ,  
u~ r C~ c3 C~, i :/: j, i, j = 1, 2, where u e C1 c3 C2. The pair of bridged 
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cliques is said to be non-trivial if for some ui ~ Ci , a(ui , C~) = 2, i :/= j ,  
i , j=  1,2. 
Next we show that all the pairs of the bridged cliques together form 
a complete system of cliques. A set of cliques 6'1, C2 ..... CN is said to be 
a complete system of cliques if (i) ] Ci n Cj [ <~ 1, i :7~ j, i, j = 1, 2 ..... N, 
(ii) for every vertex p of G there exist exactly two cliques C1 ~ and C2 ~ 
belonging to the set of cliques which contain p, and (iii) if I Ci c7 Cj J = 1, 
then I Cil + I c~ I = d(u) § 2 where u ~ Ci ~ C~. Finally it is easily 
shown that a graph G is a line graph if and only if G admits a complete 
system of cliques. 
3. IMPOSSIBLE SUBGRAPHS 
In this section we shall show that, if --2 is the minimum eigenvalue of 
a graph, then G cannot contain certain subgraphs. Vertices will be re- 
presented by small black circles and edges by solid lines. Broken lines 
will represent edges which may or may not be there. In other words each 
graph containing a broken line stands for a class of graphs. 
LEMMA 3.1. I f  --2 is the minimum eigenvalue of  a graph G, then G does 
not contain a subgraph belonging to any of  the following classes of  graphs" 
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PROOF: Since --2 is the minimum eigenvalue of G from the minimum 
principle, any subgraph of G cannot have an eigenvalue less than --2. 
Hence if B(GO is the adjacency matrix of a subgraph G~ of G with k 
vertices and x is a column vector with k coordinates, then xr(B(GO + 2I)x 
must be non-negative where I is the (k • k) identity matrix. The number 
associated with each vertex is the coordinate of a vector x for which 
xr(B(G~) + 21)x is negative for any graph belonging to the class. For 
instance for ~1 we take x = (2, 1, 1, 1, --  1/2) and it is easily checked 
that: 
max xT(B(G1) + 21) X = -- 1/2. 
Gle~ 1 
Note that for G1 ~ fr the maximum Rayleigh quotient for the vector x 
is attained for the graph G~ with the following property: I f  u and v are two 
vertices joined by a broken line, then u and v are adjacent in G~ if and only 
if the corresponding x-coordinates have the same sign. 
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4. NON-EXISTENCE OF CLAW 
In this section we assume that G satisfies conditions (i), (ii), and (iii) 
stated in Section 1. Under these conditions we prove that G does not 
contain a 3-claw. 
LEMMA 4.1. G does not contain a 4-claw. 
PROOF: If possible, suppose G contains a 4-claw {0; 1, 2, 3, 4}. 
Since A(0, 4) < d(4) --2, there exists a vertex 5 which is adajcent o 4 
and not adjacent o 0. Now it is easily checked that 
G(0, 1, 2, 3, 4, 5) e f~l(a, b, c, d, e, f )  
which is a contradiction by Lemma 3.1. (The statement 
"G(0, 1, 2, 3, 4, 5) ~ fgl(a, b, c, d, e , f ) "  
means that, if the vertices 0, 1, 2, 3, 4 and 5 are respectively identified 
with the vertices a, b, c, d, e and f, then the graph G(0, 1, 2, 3, 4, 5) belongs 
to the class fr 
Assume that G contains a 3-claw {0, 1, 2, 3} 
Define 
Si = {u l a(O, u) : a(i, u )= 1 
and a( ] ,u )=O,  j : / : i ,  j=  1,2,3}, 
Sij : (ul a(0, u) = a(i, u) : a(], u) : 1 
and a(k ,u )=O,  k :~ i , j ,  k= 1,2,3} 
S~3 : {u ] a(O, u) : a(i, u) : 1, i : 1, 2, 3}, 
and 
~i  : (u I a(0, u) = 0 and a(i, u) = 1} 
fo r iT~j , i , j=  1,2,3. 
LEMMA 4.2. l f  x ~ Si W {i} and y ~ S t , i :/: j ,  i , j  = 1, 2, 3, then x and 
y are not adjacent. 
PROOF: To fix ideas, let i : 1 and j : 2. If x and y are adjacent, 
G(0, x, y, 2, 3) ~ f#9(a, b, c, d, e). 
LEMMA 4.3. [$12a[ ~< 1. 
PROOf: If possible, suppose $1~3 contains two vertices 4 and 5. It is 
easily checked that 
G(0, 1, 2, 3, 4, 5), e ~2(a, b, c, d, e, f ) .  
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LEMMA 4.4. For i~ j , i , j=  1,2,3,1Si ; I  ~< 12. 
PROOF: To fix ideas, let i = 1, j  = 2. Since /1(0,2) < d(2) - -2,~2 
contains at least two vertices. Let 4 E $2 and x ,y  ~ $1~. Assume 4 is 
adjacent to neither x nor y. Then x must be adjacent to y. Otherwise 
G(2, x, 1, y, 4) s fOg(a, b, e, d, e). 
Next assume 4 is adjacent to both x and y. Then x and y must be adjacent. 
Otherwise 
G(x, 1, y, 2, 4) 6 f~s(a, b, c, d, e). 
To summarize S* ,  the set of vertices of Slz not adjacent o 4, is a clique 
and S**, the set of vertices of S~ adjacent to 4, is a clique. If l $1~ I > 12 
either S* or S f*  contains 7 vertices. In the former case 
G(4,2 ,1 ,5 ,6 ,7 ,8 ,9 ,10 ,11)~fr  
where 5, 6, 7, 8, 9, 10,11 are the 7 vertices of S~.  In the latter case 
G(1, 2, 4, 5, 6, 7, 8, 9, 10, l l )~6(a ,b ,c ,d ,e , f ,g ,h , i , j )  
where 5, 6, 7, 8, 9, 10, 11 are the 7 vertices of S** .  
LEMMA 4.5. IS~I ~2,  i=  1,2,3. 
PROOF: Let i ----- 1. If possible, suppose $1 contains 3 vertices 4, 5, and 
6. Because of the condition (iii), ~2 contains at least 2 vertices. Let 7 
and 8 be two vertices of ~2- Now it is easily checked that 
G(0, 1, 2, 3, 7, 8, 4, 5, 6) 6 fgs(a, b, c, d, e, f, g, h, i), 
which is a contradiction. 
LEMMA 4.6. I f  G is a graph satisfying conditions (i), (//), and (i//), then 
G does not contain a 3-claw. 
PROOF: If possible, suppose G contains a 3-claw (0; 1, 2, 3). Applying 
Lemmas 4. 1, 4. 3, 4. 4, and 4. 5, we have 
d(0) = ISl l  q-IS~l + IS31 + IS~l + ts131 + [s~31 + I s1~3 [ ~< 43, 
which contradicts the hypothesis of the lemma. 
5. BRIDGED CLIQUES 
Throughout this section, we assume that G satisfies conditions (i), (ii), 
and (iii) stated in Section 1. We shall prove that every vertex of G is 
contained in a unique pair of bridged cliques. Bridged cliques are defined 
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in Section 2. Fix a vertex o. Let op be an edge such that the edge degree of  
op (i.e., the number of vertices connected to both o and p) is not greater 
than the edge degree of any other edge oq. Let 
T1 = {u l a(o, u) = a(u ,p)  = 1}, 
T~ = {u la (o ,  u) = 1, a(u,p)  = 0} 
(a(u, v) = 1(0) according as the vertices u and v are adjacent (not adja- 
cent)). 
LE~MA 5.1. I T~I > 11. 
PROOF: If possible, suppose I Z21 ~ 11. Because of  condition (iii), 
I T21 >~2. Let s~, i=  1,2 be 2 vertices of T2. Let T~,={u luET1,  
a(u, si) = 1} and T~, = {u [ u ~ T1,  a(u, si) = 0}, i = 1, 2. From Lemma 
4.6 of Section 4 there are no 3-claws in G. Hence /'2 is a clique. Every 
vertex of  T2 other than s~ is adjacent o s~, i = 1, 2. Since the edge degree 
of op is not greater than the edge degree of os~ and 
t T21 ~< 11, I T;,[ ~< 11, i=  1,2. 
T,1 n T,~ does not contain more than 6 vertices. I f  possible, suppose 
Tax n T~ contains 7 vertices q~, i = 1, 2 ..... 6, 7. Then 
G(p, s~ , sz , ql , q2 , q3 , q4 , qs , q6 , qT) ~ fr b, c, d, e, f,  g, h, i, j) ,  
which is a contradiction. Now we have 
d(o) = 1 +IT~I +IT21 
~< 12 + I T~ln Ts, I + I T81n T;2 t + IT ;1  
which contradicts the assumptions of this section. 
1<~ 40, 
LEMMA 5.2. For u E T1, either a(u, T~) <~ 1 or a(u, T2) = [ T~ I 9 
PROOF: If possible, suppose 2 ~< a(u, T2) ~< I Tz[ -- 1. Then there 
exist vertices P l ,  P2, P3 belonging to T2 such that a(u, p l )  = a(u, P2) = 1 
and a(u, Pa) = 0. Let 
T~ = {v I v ~ T~ , a(u, v) = 1} and T~' = (v I v ~ 7'2, a(u, v) = 0}. 
ITS[ must be no greater than 6. If ] T~[ is greater than 6, there exist 
vertices qi, i : 1, 2, 3, 4, 5, 6, 7 belonging to T~ such that 
G(p, u, P3 , qx , qz .... , qn , qT) ~ f f  4(a, b, c, d, e, f ,  g, h, i, j ) .  
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[ T~I must be no greater than 5. I f  [ T~ I > 5, there exist vertices 
r~, i=  1,2, 3, 4, 5,6 
belonging to T~' such that 
G(p, u, pl , Ps , rl , rs , r3 , r4, rs , rn) ~ fr b, c, d, e,f ,  g, h, i, j). 
It  follows that [ T s I ~< 11, which is a contradiction by Lemma 5,1. 
LEMMA 5.3. I f  a(u, 7"2) <~ 1 for u ~ 7"1, then T x is a clique. 
PROOF: I f  possible, suppose there exist vertices u~ and us belonging to 
7"1 such that a(ul, us) = O. 7"2 must contain no more than 2 vertices. I f  
Ts contains more than 2 vertices, since there are no 3-claws either a(u~, T2) 
or a(u, T~) is greater than 1, which contradicts the hypothesis of the 
lemma. 
Hence I Tsl ~< 2, which contradicts Lemma 5.1. 
LEMMA 5.4. I f  a(u, Ts) <~ 1 fo r  u ~ T1, T1 w {p} w{o} and I"2 w (o} 
is a pair o f  bridged cliques with the common vertex o. 
PROOF: Because of Lemma 5.3, it only remains to show that, for v 6 T z , 
a(v, T1) ~< 1 I f  possible, suppose there exist v 6 Ts and u~ E T1, i = 1, 2 
such that a(v, uO = a(v, us) :  !. 
Now Tz cannot contain more than 4 vertices. I f  7"2 contains 5 vertices 
v,,  i : 1, 2, 3, 4, 5 then 
G(o,  p ,  ul , us ,  v, vl , v2 , v3 , v4 , vs) ~ (qT(a, b, e, d, e, f ,  g,  h, i, j ) .  
Since [ 7"2 I ~< 5, by Lemma 5.1, there is a contradiction, 
Let q be a vertex belonging to  T1 such that a(q, T~) = I 7"2 I 9 Let 
T~ = T 1 + {p} --  {q} and T~ = T s t3 {q}, 
Tll : {U I u e 7"1, a(u, q) : O} and T~s : {u [ u E T~, a(u q,) = 1}. 
The above definitions will apply in all the following lemmas. 
LEMMA 5.5. a(u, T~) = 1 for  u ~ T~I , and a(v, T~O <~ 1 for  v ~ T~. 
PROOF: Let u ~ T~I. Since the  edge degree o f  the edge ou is 
not less than the edge degree o f  the edge op and q is a vertex such 
that a(o, q) = aCo, q) = 1 and a(u, q) = 0, there must exist a vertex v 
such that a(o ,v )= a(u, v)= I and a(v ,p )= O. I n  other words, 
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a(u, T~) ~ 1. I f  possible, suppose a(u, T~) > 1. Then there exists a vertex 
v~ such that a(u, v2) : 1, v2 ~ T', v2 :/: v and 
G(q, p, u, vz , ue) ~ f~s(a, b, c, d, e). 
It follows that a(u, T~) = 1. Let v be a vertex belonging to T~. I f  possible, 
suppose a(v, T~) > 1. Then there exist 2 vertices Ul and us such that 
a(v, u~) : 1, u~ E T(1, i : 1, 2. Since there are no 3-claws, T~'a is a clique 
and a(ul, u2) = 1. It follows that 
G(p, q, v, Ul , u2) E fgs(a, b, c, d, e), 
which is a contradiction. 
LEMMA 5.6. Forp' ~ T~ -- {p}, a(p', Tll ) = I Tll I and a(p', T~) = [ T~ I. 
PROOF: Let p '  E T~'~ --  {p} and u ~ T~'I. By Lemma 5.5, a(u, T~) = 1. 
Since the edge degree of ou is greater than or equal to the edge degree of 
op and a(u, T~) = 1, u must be adjacent o all vertices of  T~ other than q. 
Hence a(p' ,T~l) = [ T~l l .  Since the edge degree of oq <d(o) - -2 ,  
[ T~I I ~ 2. Let ui ~ T~I, i = l, 2. Let v~ be the vertex of T~ such that 
a(ui ,vi)  = 1, i---- 1, 2. Since by LemmaS.5,  a(v,T~l ) ~ 1 for vET2 ,  
vertices v~ and v2 must be distinct. The vertex p '  must be adjacent to 
vi , i = 1, 2. I f  a(p', vi) = O, 
G(ui , vi , q, p, p') ~ f~s(a, b, c, d, e). 
Hence a(p', T~) ~> 2 and, by Lemma 5.2, a(p', T2) ---- I T2 ] 9 Since by 
definition a(p', q) = 1, a(p', T~) = ] TEl.  
LEMMA 5.7. T(~ = (p}. 
PROOF: I f  possible, suppose T~2 contains another  vertex P I .  By 
Lemma 5.6, a(pl,  T~) : ] T~[ . By assumption of this section the edge 
degree of  opl < d(o) --  2. Hence, there must exist a vertex P2 belonging 
to T~ such that a(p l ,  P2) : 0. Since by Lemma 5.6, a(pl ,  TIO = ] T~I j, 
and a(p, PI) : l, p~ ~ T~2 -- (p}. By Lemma 5.6, a(p2, T~) = [ T~ I 9 Let 
Ul be a vertex of T(a and v2 be a vertex of T~ not adjacent o ul .  Existence 
of such vertices is guaranteed by condition (iii) and Lemma 5.5. Now 
G(p l ,  u l ,  P2, q, v2) ~ ~8(a, b, c, d, e). 
LEMMA 5.8. If q is a vertex of  T1 such that a(q, T2) = t T~ I, then 
T~ u {o} and T~ u {o} is a pair of  bridged cliques with the common vertex o. 
PROOF: Let U1 = T~u{o} and /-/2 : T~u{o}.  We need to show 
both U1 and U2 are cliques and a(ul,  (./2)<~ 2, a(uz, Ux) ~< 2 for 
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ui ~ Ui, ui 3 & o, i ---- 1, 2. By Lemma 5.7, U1 = TlX w (p} t.) {o}. T~a is a 
clique. Hence f rom the definition of T~I, (.]1 is a clique. Similarly 
Us = Ts w {q)w {o) is a clique. The other conditions are satisfied 
because of Lemma 5.5. 
LEMMA 5.9. I f  G satisfies conditions (i), (ii) and (iii), then every vertex 
of G is contained in a unique pair of bridged cliques. 
PROOF: Consider a vertex o. Let p be a vertex adjacent o o such that 
the edge degree of op is less than or equal to the edge degree of ou for any 
vertex adjacent o o. Consider the sets Ta and T~ as defined in the beginning 
of this section. By Lemma 5.4, either a(u, Ts) ~< 1 or a(u, Ts) : I T2 I for 
u E T1 9 There are two cases. 
CASE 1: a(u, T2)>~ 1 for u e Ta. By Lemma5.4  in this case 
T1 u (p) t.) {o} and Ts u {o} is a pair of bridged cliques. 
CASE 2: There exists a vertex q ETa such that a(q, Ts) : ITs I 9 By 
Lemma 5.8, Ta -- {q) ~3 {p} w {o) and Ts w {q} w {o} is a pair of bridged 
cliques. 
It remains to prove the uniqueness of the pair of  bridged cliques con- 
taining the common vertex o. I f  possible, suppose there are two distinct 
pairs of bridged cliques (C1, Cs) and (C1, C~) containing the common 
vertex o. At least one of the cliques C~ and C~ contains two vertices 
ui, u~ ~- o, ui ~ Ci, i : 1, 2. For  the sake of definiteness assume C~ has 
this property. Since a(ua, C~) ~< 2 and a(us, Ca) ~< 2, G' contains only 
three vertices o, ua, us 9 Distinguish between two cases for C~. 
CASE 1: C~ is properly contained in Ci for some i = 1, 2. 
Suppose Ca D C~. In this case (71 contains vertices of both C~ and C~ 
and hence by the same reasoning as before I C~ ] ~< I Ca I ~< 3. 
CASE 2: C~ contains vertices of both (71 and (?2 9 
By the same reasoning as before IC i ly< 3. It fo l lows  that 
d(o) = I C~ I q- C~ I --  2 ~< 4 which contradicts the hypothesis of the 
lemma. 
Let V denote the set of vertices of the graph G. Let (C~ u, Cs ~) denote 
the unique pair of bridged cliques containing the common vertex u. Con- 
sider the set of cliques {Ca*', (?2 u, u ~ V}. Let C~, i = 1, 2 ..... N be the 
distinct cliques belonging to this set. 
LEMMA 5.10. I f  u ~ Ci , 1 <~ i <~ N, then either Ci : C1 u or C~ = Cs ~. 
PROOF: Suppose C~ = C1 ~ for some vertex v and v e C1". We shall 
show that Ca ~ = C1 u. 
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Obviously C~ ~ C C~" u C2 u and C1 u C C1 ~ u C2 ~. I f  C1 ~ contains two 
vertices u2, uz belonging to C~ u, us :~ u, j = 2, 3, then a(v, C~ ") ~ 2. But 
this is a contradiction since v ~ Cx ~ and (C1 ~, C2 ") is a pair of bridged 
cliques. Hence Ca ~ contains at most one vertex u2 other than u belonging to 
(72 u . 
Assume C1 ~ contains such a vertex us 9 In this case C~ ~ contains exactly 
three vertices, namely, v, u, and u2. I f  possible, suppose Ca ~ contains 
another vertex u' belonging to C~ ~. Then a(uz, Ca ~) > 2, which is a contra- 
diction. 
Since G satisfies condition (iii), C1 ~ must contain at least three vertices. 
Let u I E C1 u, u I z~ u, V. The vertex u~ belongs to C2 ~. It follows that the 
edge degree of VUa = d(v) --  2, which is a contradiction. 
This establishes that C~ ~ cannot contain a vertex of  C2 u, i.e., Cx ~ C C1 ~. 
By symmetry Ca" C Cx ~. 
LEMMA 5.11. The set of cliques {C~, i : 1, 2 ..... N} is a complete 
system of cliques for the graph G. 
PROOF: There are two cliques Ca u and C2 u which contain the vertex u, 
I f  possible, suppose there is another clique Ci : C~ ~, containing u for 
1 ~< i ~< N. Since u e C1 ~, v e C1 u u C2 u. Suppose v e Ca ~. By Lemma 5.10, 
C1 ~ : C1 ~. Next consider two cliques C~ and Cj belonging to the set. I f  
possible, suppose C~ n C~ contains two vertices u and v. Since u e C~ c~ Cs, 
by Lemma 5.10 the pair of  cliques (C~, C~) equals the pair of cliques 
(C~ ~, C2u). Now it is easily checked that the edge degree of the edge 
uv : d(u) -- 1, which is a contradiction. 
6. MAIN THEOREM 
Lemma 6.1 below gives a simple proof  of the well-known result that 
G is a bipartite graph if and only if G does not contain any odd cycle. A 
path is a sequence of distinct vertices (xx, x2 ..... xn) where x~ and xi+x are 
adjacent. The number n is called the lenth of  the path. A path 
(xl ,  x~ ..... x~) is called a cycle if x~ is adjacent o xl 9 
For a connected graph define d(x, y) to be the smallest integer c for 
which there is a path of  length e from x to y. 
LEMMA 6.1. G is a bipartite graph if and only if G has no odd cycles. 
PROOF: It is sufficient o prove the result under the assumption that G 
is connected. Assume G is bipartite. Let $1 and Sz be the two sets of  
vertices of G. Two vertices belonging to the same set are not adjacent. 
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Consider a cycle (xa, x2 ..... xn). Suppose x~ E $1 9 Then x~ must belong 
to S~ and x8 must belong to $1 and so on. I f  n is odd, xn e $1 and xn and Xx 
are not adjacent. Hence n must be even. 
To prove the converse, assume G does not contain any odd cycle. Fix a 
vertex x~. Let $1 be the set consisting of the vertex xa and all vertices y for 
which d(xx, y) is even. S~ is the set of  all vertices y for which d(xx, y) is 
odd. Let Yl and Y2 be two vertices of S1 9 We shall show that Yl and Y2 are 
not adjacent. Let (x~, x2 ..... x~,~), x2n : Yl be a path of smallest length 
t t t i i from x~ to Yx. Let (Xl,X2 ..... xa,,),xa :X l ,X2m:y2 ,  be a path of  
smallest length from Xl to Y2. Let k be the largest integer for which 
xk : x~. Obviously k ~> 1. Now the sequence of vertices 
! t t 
(Xk  , X /c+1 , . . . ,  X2n , X2m , X2m--1 ~..., Xk+l )  
is a cycle of odd length if Yl and Y2 are adjacent. Hence any two vertices 
of $1 are not adjacent. Similarly any two vertices of  S~ are not adjacent. 
LEMMA 6.2. I f  G is a regular graph and G _~ L(H) then either H is a 
regular graph or H is a semiregular bipartite graph. 
PROOF: It is sufficient o prove the lemma for every connected com- 
ponent of G. Hence without loss of generality, we can assume G to be 
connected. Suppose H is not regular. I f  possible suppose H is not bipartite. 
Then H contains an odd cycle (Xl, x~ ..... Xzm+l). Let the valence of 
G be d. Let v(xi, x~) denote the vertex of  G corresponding to the edge 
(xi, xj) of  H. The valence of v(xi, xj) = (the valence of xi in H) -F (the 
valence of x~ in H) -- 2. Hence if cl and c2 are valences of  xl and Xz, 
respectively, in H, d = el -F c2 --  2. Since G has a vertex corresponding 
to the edge (x2, x3), the valence of xz in H must be cl .  Similarly the 
valence of x2m+~ must be Cl 9 Hence d = the valence of  V(Xl, x2~+1) in 
G = c1 § Cl -- 2. It follows that 
d+2 
C a = Cg - -  2 
Since G is connected, H must be connected. From connectedness it 
follows that every vertex of  H must have a valence cl which contradicts 
the assumption that H is not regular. The fact H is semiregular bipartite 
also follows from a similar argument. 
LEMMA 6.3. G _~ L(H) for some graph H if and only if G admits a 
complete system of cliques. 
PROOF: Suppose G ~--- L(H) for some graph H. Let V denote the set of 
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vertices of H. Consider x ~ V. Let xa, Xz ..... xm be the vertices of H 
adjacent o x. The vertices v(x, Xl) .... , v(x, xm) of G form a clique. Let C~ 
denote this clique. Consider the set of cliques {C~, x ~ V}. It is easily 
checked that this set of cliques forms a complete system of cliques. 
Conversely, let {Ci, i = 1, 2 ..... N) be a complete system of cliques in G. 
Define H to be the following graph on N vertices: H contains one vertex 
corresponding to every clique C~, i = 1, 2,..., N. Two vertices of H are 
adjacent if and only if the corresponding cliques have a common vertex. 
For every vertex u of G, there is a pair of cliques (C~ u, Ca ") belonging to 
the complete system of cliques which contain the vertex u. The pair 
(Cx ", C2 u) is an edge of H. Let V(Cl", C2 ~) denote the corresponding vertex 
of L(H). Make the vertex u of G correspond to the vertex V(Cl", C2") of 
L(H). Under this correspondence G ~ L(H). Since two cliques of the 
system have at most one vertex in common, this is a one-to-one correspond- 
ence. 
Consider two vertices u and u' of G. We need to show that u and u' are 
adjacent if and only if the vertices v(Ca u, C2 u) and v(C~', C'~') are adjacent, 
i.e., the two pairs of cliques (C1 ", C2 u) and (C~', C~") have a common 
clique. Suppose u and u' are adjacent. The vertex u' belongs to either 
C~" or C2 ~. Suppose u' ~ C1 ~. I f  Ca ~ :~ C~", i = 1, 2, u' is contained in 
three cliques belonging to the complete system, which is a contradiction. 
Hence C1 u = C~" for some i ---- 1, 2. Conversely, if the pairs (Ca u, Ca u) and 
(C~", C~") have a common clique, u and u' must be adjacent. 
THEOREM 1. I f  G is a graph such that (i) d(G) > 43, (ii) -- 2 is the 
minimum eigenvalue of  G and (iii) i f  u I and u 2 are adjacent vertices 
d(Ul, us) < d(ui) -- 2, i = l, 2, then G --~. L(H) for some graph H. 
Conversely, i f  G ~ L(H) with d(H) ~ 3, then G satisfies conditions 
(ii) and (iii). 
PROOF: Suppose G satisfies (i), (ii), and (iii). By Lemma 5.9, every 
vertex u of G is contained in a unique pair of bridged cliques (Ca u, C2u). 
Let V denote the set of vertices of G. Consider the set of cliques 
{C1 ~, C2 u, u E V}. Let {Ci, i = 1 ..... N} be the distinct cliques in this set. By 
Lemma 5.11, this set of N cliques is a complete system of cliques. By 
Lemma 6.3, G ~ L(H). 
Conversely, if G _~ L(H), d(H) ~ 3, then it is easily checked, from the 
definition of a line graph, that G satisfies condition (iii). 
Let K denote the vertex-edge incidence matrix of the graph H. As shown 
in Section 2 of [4], A(G), the adjacency matrix of G, will be given by 
A(G) = Pr (KrK -- 2I)P for some permutation matrix P. Since d(H) ~ 3, 
the number of edges of H is larger than the number of vertices of H. 
214 RAY-CHAUDHURI 
Hence 0 is an eigenvalue of  KrK. Obviously all eigenvalues of K~'K are 
non-negative. It follows that - -2 is the min imum eigenvalue of  A(G). 
THEOREM 2. I f  G is a regular graph and satisfies condit ions (i), (ii), and 
(iii) of Theorem i and contains a pair of  non-tr ivial  br idged cliques, then 
G _~_ L(H)  where H is a regular graph. 
PROOF: By Theorem 1, G ~---L(H). By Lemma 6.2, H must be a 
bipartite graph or a regular graph. Since G contains a pair  of  nontrivial  
bridged cliques, G contains the following subgraph: 
2 
1,/ 4 
3 
However, it is easily checked that the line graph of a bipartite graph 
cannot contain this subgraph. This completes the proof  of  Theorem 2. 
Theorem 1 does not hold without any restriction on d(G). Hoffman in 
[6] constructed a graph on 28 vertices with d(G)---- 12 which satisfies 
condit ions (ii) and (iii) of Theorem 1 and is not a line graph. However, it 
might be possible to prove Theorem 1 under an inequality stronger than 
the inequality d(G) ~ 43. 
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