Abstract. Let K be a field, and A = K[a 1 , . . . , a n ] a solvable polynomial algebra in the sense of [K-RW, J. Symbolic Comput., 9(1990), 1-26]. Based on the Gröbner basis theory for A and for free modules over A, an elimination theory for left ideals of A and an elimination theory for submodules of free A-modules are established.
1. Solvable Polynomial algebras 1.1. Definition ([K-RW], [LW] ) Let A = K[a 1 , . . . , a n ] be a finitely generated K-algebra. Suppose that A has the PBW K-basis B = {a α = a and f α,β ∈ K-spanB such that either f α,β = 0 or LM(f α,β ) ≺ a α+β ,
where LM(f α,β ) stands for the leading monomial of f α,β with respect to ≺, then A is called a solvable polynomial algebra. Usually (B, ≺) is referred to an admissible system of A.
The next proposition provides us with a constructive characterization of solvable polynomial algebras.
1.2. Proposition [Li3, Theorem 2.1] Let A = K[a 1 , . . . , a n ] be a finitely generated Kalgebra, and let K X = K X 1 , . . . , X n be the free K-algebras with the standard K-basis B = {1} ∪ {X i 1 · · · X is | X i j ∈ X, s ≥ 1}. The following two statements are equivalent:
(i) A is a solvable polynomial algebra in the sense of Definition 2.1.
(ii) A ∼ = A = K X /I via the K-algebra epimorphism π 1 : K X → A with π 1 (X i ) = a i , 1 ≤ i ≤ n, I = Kerπ 1 , satisfying (a) with respect to some monomial ordering ≺ X on B, the ideal I has a finite Gröbner basis G and the reduced Gröbner basis of I is of the form
where λ ji ∈ K * , µ 2 · · · X αn n | α j ∈ N} forms a PBW K-basis for A, where each X i denotes the coset of I represented by X i in A; and (b) there is a (two-sided) monomial ordering ≺ on B such that LM(F ji ) ≺ X i X j whenever F ji = 0, where
We refer to [K-RW] and [Li1] for the propositions 1.3 -1.5 stated below.
Proposition
Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). The following statements hold.
(i) If f, g ∈ A with LM(f ) = a α , LM(g) = a β , then
= LM(LM(g)LM(f )) = LM(gf ).
(ii) A is a domain, that is, A has no (left and right) divisors of zero.
Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). Consider the polynomial ring A[t] over A where t is a commuting variable t, i.e., tf = f t for all f ∈ A. Then A[t] is a free A-module with the A-basis {t q | q ∈ N} and it is also a K-algebra with the generating set {a 1 , . . . , a n , t} and the PBW basis B(t) = {a α t q | a α ∈ B, q ∈ N}.
Furthermore, B(t) can be equipped with a monomial ordering ≺ t subject to the rule: for a α t ℓ , a β t q ∈ B(t),
ℓ < q or ℓ = q and a α ≺ a β , which turns A[t] into a solvable polynomial algebra. 
Proposition Let
In [K-RW] the Gröbner basis theory for (one-sided, two-sided) ideals of solvable polynomial algebras were developed. In particular, every left ideal N of a solvable polynomial algebra A has a finite Gröbner basis G in the sense that if f ∈ N and f = 0, then there is a g ∈ G such that LM(g)| L LM(f ), i.e., there is a monomial a γ ∈ B such that LM(f ) = LM(a γ LM(g)), thereby A is a Noetherian domain because the same is true for every right ideal; moreover, there is a noncommutative version of Buchberger's algorithm that computes a Gröbner basis for every finitely generated left ideal of N.
Elimination Orderings and Elimination in Left Ideals
By introducing the elimination ordering on a solvable polynomial algebra A with respect to a subspace instead of a subalgebra of A (comparing with the elimination theory based on the Gröbner basis theory for commutative polynomial ideals [AL2, Section 2.3]), showing that every solvable polynomial algebra has an elimination ordering, and applying an elimination lemma given in [Li4] to solvable polynomial algebras, in this section we establish an elimination theory for left ideals of solvable polynomial algebras. A more general elimination theory for submodules of free modules over solvable polynomial algebras will be developed in Section 4.
We start with the following 2.1. Definition Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). Given a nonempty subset S ⊂ B, let V (S) = K-spanS. If the monomial ordering ≺ on B is such that
then it is referred to as an elimination ordering with respect to V (S).
Remark The idea of defining an elimination monomial ordering as described in Definition 2.1 above has been enlightened by [Li1, Section 4 -Section 7 of CH.V] and proposed in [Li4] for binomial skew polynomial rings and general solvable polynomial polynomial algebras, but not yet explicitly written down as a formal definition in loc. cit.
. . , a n ] be a finitely generated K-algebra such that for all 1 ≤ i < j ≤ n,
Then A is a solvable polynomial algebra with the monomial ordering ≺ lex which is the lexicographic ordering such that a n ≺ lex a n−1 ≺ lex · · · ≺ lex a 1 .
Moreover, ≺ lex is an elimination ordering with respect to V (S) = K-spanS, where for 2 ≤ r ≤ n, S = {a
This example may be applied to the Weyl algebra A n (K), and more generally, to the additive analogue of the Weyl algebra A = A n (q 1 , . . . , q n ) = K[x 1 , . . . , x n , y 1 , . . . , y n ] in the sense of [Kur] and [JBS] , many Ore extensions, many skew polynomial algebras, many operator algebras listed in [K-RW] and [Li1] , and enveloping algebras U(g) of many finite dimensional Lie algebras (such as Heisenberg algebra).
From the literature (e.g. [K-RW], [Li1] ) one may also find out (or try to establish) more elimination orderings over other solvable polynomial algebras. Below let us present two more examples which may also be of independent interest.
. . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). Consider the polynomial extension A[t] of A by a commuting variable t, i.e., tf = f t for all f ∈ A. Then, as a K-algebra generated by {a 1 , . . . , a n , t}, A[t] is a solvable polynomial algebra with the admissible system (B(t), ≺ t ), where B(t) = {a α t q | a α ∈ B, q ∈ N} is the PBW basis of A[t] and the monomial ordering ≺ t is the one defined in Proposition 1.4 such that a α ≺ t a β t q for all a α , a β ∈ B and t q = 1. So, one sees that ≺ t is an elimination ordering with respect to V (S), where S = B which is the PBW basis of A.
. . , a n ] and A 2 = K[b 1 , . . . , b m ] be solvable polynomial algebras with admissible systems (B 1 , ≺ 1 ) and (B 2 , ≺ 2 ) respectively. Then, as a K-algebra generated by
is a solvable polynomial algebra with the PBW basis B = {a
and the monomial ordering ≺ defined in Proposition 1.
and a α ∈ B 1 − {1}. So one sees that ≺ is an elimination ordering with respect to V (S), where
Indeed, for a solvable polynomial algebra A = K[a 1 , . . . , a n ], the proposition below tells us that with respect to any proper subset U of {a 1 , . . . , a n }, A has an elimination monomial ordering in the sense of Definition 2.1.
Proposition Let
. . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). For any subset U = {a i 1 , a i 2 . . . , a im } ⊂ {a 1 , a 2 , . . . , a n } with i 1 < i 2 < · · · < i m and m < n, if we consider the subset
of B, then the given monomial ordering ≺ on B gives rise to an elimination ordering ⋖ on B with respect to V (S) = K-spanS. Moreover the restriction of ⋖ on S coincides with the restriction of ≺ on S (that is ≺).
Proof For the given subset U, putting U c = {a 1 , . . . , a n } − U, we may write U c = {a j 1 , a j 2 , . . . , a j n−m } such that j 1 < j 2 < · · · < j n−m , and thus we may put
Note that by the definition of a solvable polynomial algebra (Definition 1.1), any a γ ∈ B may be uniquely written as a γ = LM(a α a β ) for some a α ∈ S c and a β ∈ S. Note also that if a α(1) , a α ∈ S c , a β(1) , a β ∈ S, then it follows from Proposition 1.3 that
Thereby if a η ∈ B and a η = LM(a α(1) a β(1) ), then with a γ = LM(a α a β ), again by Proposition 1.3 we have
So, if we define on B a new ordering ⋖ subject to the rule: for a
then by referring to Definition 1.1, Proposition 1.3 and the formulas derived above, one checks that ⋖ is a monomial ordering on B such that
Furthermore, by the definition of ⋖ and Definition 2.1, we see that ⋖ is an elimination ordering on B with respect to V (S) = K-spanS. Finally, the assertion concerning the restriction of ⋖ on S follows from the construction of ⋖.
With an elimination ordering in the sense of Definition 2.1, the elimination principle via Gröbner bases of left ideals in a solvable polynomial algebra is embodied by the following 2.3. Theorem Let A = K[a 1 , . . . a s ] be a solvable polynomial algebra with admissible system (B, ≺), where B is the PBW basis of A and for a certain subset S ⊂ B, ≺ is an elimination monomial ordering on B with respect to V (S) = K-spanS, and let N be a left ideal of A. If G is a Gröbner basis of N with respect to the elimination ordering ≺ on B, then the following statements hold.
(
and, if this is the case, then there is an a γ ∈ S such that LM(f ) = LM(a γ LM(g)) and thus
where λ = LC(g) and µ = LC(f ).
(ii) Let D ⊂ A be a subalgebra of A (conventionally D and A have the same identity element 1), and suppose that S is a K-basis for D. Then with respect to the restriction of ≺ on S, every nonzero f ∈ N ∩ D has an expression
Proof (i) Let f ∈ N ∩ V (S) be a nonzero element. As G is a Gröbner basis of N in A with respect to ≺, it follows that there is a g ∈ G such that LM(g)| L LM(f ) in A, thereby LM(g) LM(f ). Note also f ∈ V (S) and thus LM(f ) = a α for some a α ∈ S.
It turns out that LM(g) a α . Since ≺ is an elimination monomial ordering on B with respect to V (S), it follows from Definition 2.1 that
similarly from a γ LM(f ) we derive a γ ∈ S. Hence, the desired expression ( * ) is obtained.
(ii) By the assumption on S, we have
If f 1 = 0, then repeat this division procedure on f 1 by G ∩ D and so on. As ≺ is a well-ordering, after a finite number of repeating the division procedure by G ∩ D we then reach the desired expression for f .
Remark We observe that in the case of Theorem 1.4.3 (ii), no matter the subalgebra D of A is a solvable polynomial algebra or not (with respect to the restriction of ≺ on S), G ∩ D is indeed a Gröbner basis for the left ideal N ∩ D of D (in the sense that every nonzero element has a Gröbner representation with respect to the restriction of ≺ on S).
Comparing with the elimination theorem for commutative polynomial ideals (e.g. [AL2, Theorem 2.3.4]), we now derive a similar result for left ideals of solvable polynomial algebras. To see this, let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺) in which ≺ is an elimination monomial ordering on B with respect to V (S) (in the sense of Definition 2.1), where for a given subset U = {a i 1 , a i 2 . . . , a im } ⊂ {a 1 , a 2 , . . . , a n } with i 1 < i 2 < · · · < i m and m < n,
and V (S) = K-spanS (note that by Proposition 2.2, such an elimination ordering ≺ exists).
2.4. Theorem With the notation above, let N be a left ideal of A, and let G be a Gröbner basis of N with respect to the elimination ordering ≺ on A. Consider the subalgebra K[U] of A generated by U, and suppose that the subset S of B forms a K-
with respect to ≺ S , where ≺ S is the restriction of ≺ on S.
Proof This follows immediately from Theorem 2.3.
Remark With the notation used above, let us emphasise that in Theorem 2.4 the assumption made on S is necessary, though
. This is because elements of G are linear combinations of elements in B, while in principle, getting elements of
, then the given elimination ordering cannot help to reach the result of Theorem 2.3(i). But in general S may not necessarily a K-basis for K [U] . For instance, one may look at the q-Heisenberg algebra h n (q) whcih is generated over a field K by the set of elements {x i , y i , z i | i = 1, ..., n} subject to the relations:
where q ∈ K * , and consider the subalgebra K[U] generated by the subset U = {x i , y i | 1 ≤ i ≤ n}. Or else let us look at the solvable polynomial algebra A = K[a 1 , a 2 , a 3 ] given in [Li3] , where the generators of A satisfies a 2 a 1 = a 1 a 2 , a 3 a 1 = λa 1 a 3 + µa
2 }, a 3 a 2 = a 2 a 3 , and A has the PBW basis
is the subalgebra of A generated by the subset U = {a 1 , a 3 } ⊂ {a 1 , a 2 , a 3 }, and S = {a
As to the problem mentioned in the remark above, actually we have the following easily verified fact.
. . , a n ] be a solvable polynomial algebra with admissible system (B, ≺) and let K[U] be the subalgebra of A generated by a subset U = {a i 1 , a i 2 . . . , a im } ⊂ {a 1 , a 2 , . . . , a n } with i 1 < i 2 < · · · < i m and m < n. Then the subset S = a β = a
is a solvable polynomial algebra with the PBW basis S and the admissible system (S, ≺ S ), where ≺ S is the restriction of ≺ on S.
In contrast to Theorem 2.4, we will see in the next section that without any assumption on S, an elimination theorem does hold true for submodules of a free module L = ⊕ s i=1 Ae i (with s ≥ 2) over a solvable polynomial algebra A.
As an application of the above Example (2) and Theorem 2.3, we next derive a result for determining the generating set of intersection of two left ideals via elimination in left ideals. To see this, Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺), and let N 1 , N 2 be two left ideals of A. Considering the polynomial extension
2.6. Proposition With the notation fixed above, the following statements hold.
(ii) If G is a Gröbner basis of N with respect to the monomial ordering ≺ t on A[t] (as constructed in Proposition 1.4), then G ∩ A is a Gröbner basis for the left ideal N ∩ A = N 1 ∩ N 2 of A with respect to the monomial ordering ≺ on A.
then, considering the algebra homomorphism
from which we see that f ∈ A entails f = ϕ 1 (f ) = ϕ 1 (h) ∈ N 2 , and considering the algebra homomorphism
Combining inclusions of both directions we conclude
(ii) By Example (2) above, the monomial ordering
is an elimination ordering with respect to V (S), where S = B ⊂ B(t). Noticing that A is a subalgebra of A[t] with the PBW basis B and the restriction of ≺ t on B coincides with the monomial ordering ≺ on B, it follows from Theorem 2.3(ii) that if G is a Gröbner basis of N with respect to the monomial ordering ≺ t on A[t], then G ∩ A is a Gröbner basis for the left ideal
. . , a n ] be a solvable polynomial algebra with the PBW basis B. Then it follows from Proposition 2.2 that for any given subset U = {a i 1 , a i 2 . . . , a im } ⊂ {a 1 , a 2 , . . . , a n } with i 1 < i 2 < · · · < i m and m < n, A has an elimination monomial ordering ≺ on B with respect to V (S) (in the sense of Definition 2.1), where
We observe that even if S is not the PBW basis of the subalgebra K[U] generated by U, or equivalently, even if K[U] is not a solvable polynomial algebra with the admissible system (S, ≺), if for a certain true reason concerning a left ideal N of A we need to take some elements from N ∩ V (S), then fortunately Theorem 2.3(i) tells us that the elimination ordering ≺ may still enable us to take out desired elements from G ∩ V (S) once we know N ∩ V (S) = {0}, where G is a Gröbner basis of the left ideal N with respect to ≺. With this merit of Proposition 2.2 and Theorem 2.3, our purpose below is to determine and realize the elimination property for left ideals of A (in the sense of [Li4, Lemma 3.1]) by means of Gröbner bases.
Recall from [Li1, Section 2 of CH.III] that a solvable polynomial algebra A = K[a 1 , . . . , a n ] is called a quadric solvable polynomial algebra if for all 1 ≤ i < j ≤ n,
and A admits a graded monomial ordering ≺ gr with d(a i ) = 1 for 1 ≤ i ≤ n. For instance, Weyl algebras and enveloping algebras of finite dimensional Lie algebras are typical examples of such algebras. Since A has the PBW basis B = {a α = a
. . , a ir } ⊂ {a 1 , . . . , a n } with i 1 < i 2 < · · · < i r is said to be weakly independent modulo a left ideal N of A if N ∩ V (S) = {0}, where
and V (S) = K-spanS With the weak independence of U (mod N) and a double filteredgraded transfer trick, the strategy of computing dimV(I) proposed by [KW] was adapted in [Li1, CH.V] to compute the Gelfand-Kirillov dimension GK.dim(A/N), and consequently the following results were established:
• [Li1, CH.V, Theorem 7.4] Let A be a quadric solvable polynomial algebra, and N a nonzero left ideal of A. Then GK.dim(A/N) = degree of the Hilbert polynomial of A/N = max |U| U ⊂ {a 1 , . . . , a n } is weakly independent (mod N) , which can be algorithmically computed via a Gröbner basis of N; moreover,
Note that the class of quadric solvable polynomial algebras studied in [Li1, CH.III, CH.V] covers not only Weyl algebras and enveloping algebras of Lie algebras, but also more Ore extensions, skew polynomial algebras, and operator algebras. Enlightened by the automatic proving of multivariate identities over operator algebras ( [PWZ] , [Ch] , [CS] ), more general ∂-finiteness and ∂-holonomicity for modules over quadric solvable polynomial algebras have been introduced and preliminarily studied in [Li1. CH.VII] where [Li1, CH.V, Lemma 7.5] has played a key role.
Turning to an arbitrary solvable polynomial algebra in the sense of Definition 1.1, we have the following 2.7. Theorem Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). For every 1 ≤ d < n − 1 and the subset U = {a i 1 , ..., a i d+1 } ⊂ {a 1 , ..., a n }
and V (S) = K-spanS. Then the following statements hold.
(i) GK.dimA = n (= the number of generators of A), and GK.dim(A/N) < n holds for every nonzero left ideal N of A.
In orther words, Elimination lemma holds true (in the sense of [Li4, Definition 3.2]) for every nonzero left ideal N of A.
Proof We prove both the assertions (i) and (ii) together. First note that every solvable polynomial algebra A has the PBW basis B by Definition 1.1. Moreover, it follows from Proposition 1.2 and [Li2, Example 1 of Section 5.3] that GK.dimA = n (= the number of generators of A). As also we know that A is a domain by Proposition 1.3(ii). Hence [Li4, Lemma 3.3 ] entails that GK.dim(A/N) < GK.dimA = n holds for every nonzero left ideal of A. Therefore, we conclude that Elimination lemma holds true (in the sense of [Li4, Definition 3.2]) for every nonzero left ideal N of A.
Furthermore, from [K-RW] we know that a noncommutative Buchberger algorithm works effectively for every solvable polynomial algebra A, that is, if a finite generating set of a left ideal N of A is given (note that A is Noetherian), then running the noncommutative Buchberger algorithm with respect to a monomial ordering ≺ will produce a finite Gröbner basis G for N. Thus it follows from Theorem 2.7 that we have the next 2.8. Theorem old 1.4.8) Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺), and let N be a nonzero left ideal of A with GK.dim(A/N) = d. For any given subset U = {a i 1 , a i 2 , . . . , a i d+1 } ⊂ {a 1 , . . . , a n } with i 1 < i 2 , . . . < i d+1 and the subset S = {a α = a Proof By Theorem 2.7, we have N ∩ V (S) = {0}. It follows from Theorem 2.
2.9. Corollary Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺), and let N be a nonzero left ideal of A with GK.dim(A/N) = d. Then for any given subset U = {a i 1 , a i 2 , . . . , a i d+1 } ⊂ {a 1 , . . . , a n } with i 1 < i 2 , . . . < i d+1 and the subset S = {a α = a
, getting a nonzero element from the intersection N ∩ V (S) may be realized in (at most) two steps:
Step 1. If the given ≺ is not an elimination monomial ordering on B with respect to V (S), then, with the subset S in use, construct the elimination ordering ⋖ with respect to V (S) as described in Proposition 2.2;
Step 2. Run the noncommutative Buchberger algorithm for solvable polynomial algebras to produce a Gröbner basis G for N with respect to ⋖, and then take out the desired nonzero element from G ∩ V (U).
Gröbner Bases of Submodules in Free Modules
Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺) in the sense of Definition 1.1.3, where B = {a α = a
PBW basis of A and ≺ is a monomial ordering on B, and let L = ⊕ s i=1 Ae i be a free left A-module with the A-basis {e 1 , . . . , e s }. Then L has the K-basis
For convenience, elements of B(e) are also referred to as monomials in L.
If ≺ e is a total ordering on B(e), and if
then by LM(ξ) we denote the leading monomial a α(m) e im of ξ, by LC(ξ) we denote the leading coefficient λ m of ξ, and by LT(ξ) we denote the leading term λ m a α(m) e im of ξ.
3.1. Definition With respect to the given monomial ordering ≺ on B, a total ordering ≺ e on B(e) is called a monomial ordering if the following two conditions are satisfied:
(1) a α e i ≺ e a β e j implies LM(a γ a α e i ) ≺ e LM(a γ a β e j ) for all a α e i , a β e j ∈ B(e), a γ ∈ B;
(2) a α ≺ a β implies a α e i ≺ e a β e i for all a α , a β ∈ B and 1 ≤ i ≤ s.
If ≺ e is a monomial ordering on B(e), then we also say that ≺ e is a monomial ordering on the free module L, and the data (B(e), ≺ e ) is referred to as an admissible system of L.
By referring to Proposition 1.3, we record two easy but useful facts on a monomial ordering ≺ e on B(e), as follows.
3.2. Lemma (i) Every monomial ordering ≺ e on B(e) is a well-ordering, i.e., every nonempty subset of B(e) has a minimal element.
(ii) If f ∈ A with LM(f ) = a γ and ξ ∈ L with LM(ξ) = a α e i , then
Actually as in the commutative case ( [AL] , [Eis] , [KR] ), any monomial ordering ≺ on B may induce two monomial orderings on B(e):
where TOP abbreviates the phrase "term over position", while POT abbreviates the phrase "position over term".
n be any fixed s-tuple. Then, by assigning e j the degree b j , 1 ≤ j ≤ s,
then we call it a graded monomial ordering on B(e) (or equivalently, a graded monomial ordering on L).
Let ≺ e be a monomial ordering on L, and let
Aε i be another free Amodule with the A-basis {ε 1 , . . . , ε m }. Then, as in the commutative case ( [AL] , [Eis] , [KR] ), for any given finite subset G = {g 1 , . . . , g m } ⊂ L, an ordering on the K-basis B(ε) = {a α ε i | a α ∈ B, 1 ≤ i ≤ m} of L 1 can be defined subject to the rule: for
It is an exercise to check that this ordering is a monomial ordering on B(ε). ≺ s-ε is usually referred to as the Schreyer ordering induced by G with respect to ≺ e .
With respect to a given monomial ordering ≺ e on B(e), every nonzero submodule N of L has a finite left Gröbner basis G = {g 1 , . . . , g m } ⊂ N in the sense that
Moreover, starting with any finite generating set of N, such a left Gröbner basis G can be computed by running a noncommutative version of the Buchberger algorithm for submodules over solvable polynomial algebras. For more details on the Gröbner basis theory for modules over solvable polynomial algebras, one is referred to [K-RW], [Li1] , [Lev] , and [Li5] 
Elimination Orderings and Elimination in Submodules of Free Modules
This section is devoted to an elimination theory for submodules of free left modules over solvable polynomial algebras. Comparing with Section 2, we start by introducing the notion of an elimination ordering on free modules.
Definition (Compare with Definition 2.1.) Let
. . , a n ] be a solvable polynomial algebra with admissible system (B, ≺), and let L = ⊕ s i=1 Ae i be a free Amodule with admissible system (B(e), ≺ e ). For a nonempty subset S of B(e) = {a α e i | a α ∈ B, 1 ≤ i ≤ s}, let V (S) = K-spanS. If the monomial ordering ≺ e on B(e) is such that ξ ∈ L and LM(ξ) e a α e ℓ for some a α e ℓ ∈ S implies ξ ∈ V (S), then it is referred to as an elimination ordering with respect to V (S).
Before working with Definition 4.1, for the convenience of examining whether the ordering respectively defined in Example (1) -Example (3) below is an elimination monomial ordering with respect to the given V (S), let us record an easy but useful fact concerning a special case where S is the K-basis of a free submodule of L.
Lemma Let
Ae i be a free A-module with admissible system (B(e), ≺ e ). For any 1 ≤ d ≤ s−1 and a subset U = {e i 1 , e i 2 , . . . , e i d } ⊂ {e 1 , . . . , e s } with
j=1 Ae i j be the submodule of L generated by U and S = {a α e i j | a α ∈ B, e i j ∈ U} (which is the K-basis of L U ). Then it follows from Lemma 3.2 that
holds for all a γ ∈ B, a α e i j ∈ S.
In the following examples, A = K[a 1 , . . . , a n ] is a solvable polynomial algebra with admissible system (B, ≺).
Example (1) Let ≺ pot be the POT monomial ordering on the free A-module L = ⊕ s i=1 Ae i induced by a given monomial ordering ≺ on A (see Section 3). Then e 1 ≺ pot e 2 ≺ pot · · · ≺ pot e s . For any 1 ≤ d ≤ s − 1, let U = {e 1 , . . . , e d } ⊂ {e 1 , . . . , e n }, S = {a α e ℓ | a α ∈ B, e ℓ ∈ U} ⊂ B(e) and
Ae ℓ ). If ξ = λa β e t + q,j λ q,j a β(q) e j ∈ L and LM(ξ) = a β e t ≺ e a α e ℓ for some a α e ℓ ∈ S, then
. This shows that the POT monomial ordering ≺ pot on L is an elimination ordering with respect to V (S). Moreover, bearing in mind Lemma 4.2, it is straightforward to check that the restriction of ≺ pot on S is a monomial ordering on L U .
Aε j ). Let B(e) and B(ε) denote the K-bases of the free submodules
Aε j respectively, then L has the K-basis B(e, ε) = B(e)∪B(ε). If ≺ L is a monomial ordering on B(e, ε), then by Lemma 4.2, it is straightforward to see that the restriction of ≺ L on B(e), respectively on B(ε), is a monomial ordering on B(e), respectively a monomial ordering on B(ε). Now, let us define a new ordering ⋖ on the K-basis B(e, ε) of L subject to the rule: for x, y ∈ B(e, ε),
Then, by using Lemma 4.2, a direct verification shows that ⋖ is a monomial ordering on B(e, ε) such that a β ε j ⋖ a α e i for all a β ε j ∈ B(ε) and a α e i ∈ B(e). It follows that if ξ ∈ L and LM(ξ) ⋖ a β ε j for some a β ε j ∈ B(ε), then ξ ∈ L 2 . This shows that with S = B(ε) ⊂ B(e, ε) and V (S) = K-spanS (= L 2 ), ⋖ is an elimination ordering on B(e, ε) with respect to V (S). Moreover, it is clear that the restriction of ⋖ on L 1 and L 2 respectively coincides with the restriction of ≺ L on L 1 and L 2 respectively, thereby the restriction is a monomial ordering on L 1 and L 2 respectively.
Immediately, example (2) given above motivates the next
Aε j be free A-modules with admissible
Then L is a free A-module with the K-basis B(e, ε) = B(e) ∪ B(ε). If we define the ordering ⋖ on the K-basis B(e, ε) of L subject to the rule: for x, y ∈ B(e, ε),
then, by using Lemma 4.2, it is straightforward to check that ⋖ is a monomial ordering on B(e, ε) , such that a β ε j ⋖ a α e i for all a β ε j ∈ B(ε) and a α e i ∈ B(e). It follows that if ξ ∈ L and LM(ξ) ⋖ a β ε j for some a β ε j ∈ B(ε), then ξ ∈ L 2 . This shows that with
, ⋖ is an elimination ordering on B(e, ε) with respect to V (S). Moreover, the restriction of ⋖ on B(e) and B(ε) respectively coincides with ≺ L 1 and ≺ L 2 respectively, thereby the restriction is a monomial ordering on B(e) and B(ε) respectively.
The next example shows that elimination orderings on free A-modules (in the sense of Definition 4.1) are not always like those constructed in Example (1) -Example (3) by taking S being the K-basis of a free A-submodule L U of a given free A-module L (i.e., L U and L are modules over the same ground algebra A).
Ae i be a free A-module with admissible system (B(e), ≺ e ). Considering the polynomial extension A[t] of A by a commuting variable t, then A[t] is a solvable polynomial algebra with the PBW basis B(t) = {a α t q | a α ∈ B, q ∈ N} and the monomial ordering ≺ t as constructed in Proposition 1.4. Let
Note that A is a subalgebra of A[t], thereby B(e) ⊂ B(e, t) and L is now an A-submodule of L t instead of an A[t]-submodule of L t . If we define the ordering ≺ t-e on B(t, e) subject to the rule: for t q a α e i , t ℓ a β e j ∈ B(t, e),
then it is straightforward to verify that ≺ t-e is a monomial ordering on B(t, e) such that a α e i ≺ t-e t q a β e j for all a α e i , a β e j ∈ B(e) and t q = 1. It follows that if ξ ∈ L t and LM(ξ) ≺ t-e a α e i for some a α e i ∈ B(e), then ξ ∈ L. This shows that with S = B(e) ⊂ B(e, t) and V (S) = K-spanS (= L), ≺ t-e is an elimination ordering on B(t, e) with respect to V (S). Moreover, the restriction of ≺ t-e on B(e) coincides with ≺ e .
With an elimination ordering in the sense of Definition 4.1, we first have an analogue of Theorem 2.3 which embodies the elimination principle via Gröbner bases of submodules in a free module. To see this, Let A = K[a 1 , . . . a s ] be a solvable polynomial algebra with admissible system (B, ≺), and let L = ⊕ s i=1 Ae i be a free A-module with admissible system (B(e), ≺ e ), where for a certain subset S ⊂ B(e), ≺ e is an elimination monomial ordering on B(e) with respect to V (S) = K-spanS. Furthermore, we put
for some e i ∈ {e 1 , . . . , e s }} , S E = {e j ∈ {a 1 , . . . , e s } | a α e j ∈ S for some a α ∈ B } .
Theorem
With the notation fixed above, considering a submodule N of L, let G be a Gröbner basis of N with respect to the elimination ordering ≺ e on B(e). Then the following statements hold.
and, if this is the case, then there is an a γ ∈ S B such that LM(ξ) = LM(a γ LM(g)) and thus
where λ = LC(g) and µ = LC(ξ).
(ii) Let D be a subalgebra of A (conventionally D and A have the same identity element 1), and let
and with respect to the restriction ≺ e on S, every nonzero ξ ∈ N ∩ L D has an expression
Proof (i) Let ξ ∈ N ∩ V (S) be a nonzero element. As G is a Gröbner basis of N in L with respect to ≺ e , it follows that there is a (ξ) . Note also ξ ∈ V (S) and thus LM(ξ) = a β e i for some a β e i ∈ S. It turns out that LM(g) e a β e i . Since ≺ e is an elimination monomial ordering on B(e) with respect to V (S), it follows from Definition 4.1 that
and if LM(ξ) = a β e i then the leading monomial of g must be of the form LM(g) = a α e i .
It follows from Lemma 3.2(ii) that
showing a γ e i | L LM(ξ). So, as with g above, we have a γ e i ∈ S and thereby a γ ∈ S B . Hence, the desired expression ( * ) is obtained.
(ii) By the definition of S B , S E , L D and the assumption on S B , the property ( * * ) is clear. Thus for a nonzero element
repeat this division procedure on ξ 1 by G ∩ L D and so on. As ≺ e is a well-ordering, after a finite number of repeating the division procedure by G ∩ M we then reach the desired expression for ξ.
Remark We observe that in the case of Theorem 4.3 (ii), no matter the subalgebra D of A is a solvable polynomial algebra or not (with respect to the restriction of ≺ on
here the restriction of ≺ e on S may be viewed as a monomial ordering on S).
We now use Theorem 4.3 to derive an analogue of Theorem 2.4 for for submodules of free modules over a solvable polynomial algebra. To see this, Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺), and let L = ⊕ s i=1 Ae i be a free A-module with admissible system (B(e), ≺ e ). For every 1 ≤ d ≤ s − 1 and the subset U = {e i 1 , e i 2 , . . . , e i d } ⊂ {e 1 , . . . , e s } with
Ae i j be the submodule of L generated by U. With S = {a α e i j | a α ∈ B, e i j ∈ U} (which is the K-basis of L U ) and V (S) = K-spanS (=L U ), by Example (1) and Example (2) above we may say that ≺ e is already an elimination ordering on B(e) with respect to V (S) (in the sense of Definition 4.1). Moreover, bearing in mind Lemma 4.2, it is straightforward to see that the restriction of ≺ e on S is a monomial ordering on L U .
4.4. Theorem (Compare with Theorem 2.4.) With the preparation made above, if N is a submodule of L and G is a Gröbner basis of N with respect to the elimination ordering ≺ e , then (i) G ∩ L U is a Gröbner basis for the submodule N ∩ L U of L U with respect to the restriction of ≺ e on L U ;
(ii) in the case where N = m j=1 Aξ j is generated by a finite subset {ξ 1 , . . . , ξ m } ⊂ L, running the noncommutative Buchberger algorithm for submodules with respect to ≺ e will produce a Gröbner basis G for N and consequently, the Gröbner basis (ii) This follows from assertion (i).
By using Theorem 4.3, we also have a general version of Proposition 2.6 for submodules of free modules (note that an algebra A itself is a free A-module). To see this, let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺), and let L = ⊕ s i=1 Ae i be a free A-module with admissible system (B(e), ≺ e ). Considering the polynomial extension A[t] of A by a commuting variable t, let L t = ⊕ s i=1 A[t]e i be the free A[t]-module with the admissible system (B(t, e), ≺ t-e ), where
is the K-basis of L t and, with S = B(e) and thus
is the elimination ordering on B(t, e) with respect to V (S) (as defined in previous Example (4)). Moreover, for any two given submodules N 1 and
be the submodule of L t generated by {tu,
Proposition
With the preparation made above, the following statements hold.
(ii) If G is a Gröbner basis of N with respect to the monomial ordering ≺ t-e on L t , then G ∩ L is a Gröbner basis for N ∩ L = N 1 ∩ N 2 with respect to ≺ e on L.
(iii) In the case where
Aξ i is generated by a finite subset {ξ 1 , . . . , ξ s } ⊂ L and N 2 = m j=1 Aη j is generated by a finite subset {η 1 , . . . , η m } ⊂ L, running the noncommutative Buchberger algorithm for submodules with respect to ≺ t-e will produce a Gröbner basis G for the submodule
of L t and consequently, G ∩ L gives a Gröbner basis for N ∩ L = N 1 ∩ N 2 with respect to ≺ e on L, which is certainly a generating set of N 1 ∩ N 2 .
, and considering the algebra homomorphism
(ii) With the given subset S = B(e) ⊂ B(t, e) and the elimination ordering ≺ t-e on B(e, t), this follows immediately from (iii) This follows from assertion (ii).
Applications to Module Homomorphisms
Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺).
In this section we apply the results of previous sections to A-module homomorphisms in order to (1) get a generating set for the kernel of A-module homomorphisms between free Amodules, respectively for the kernel of A-module homomorphisms between quotient modules of free modules (thus the injectivity of the homomorphisms concerned may be determined); (2) solve the membership problem for the image of A-module homomorphisms between free A-modules, respectively for the image of A-module homomorphisms between quotient modules of free modules (thus the surjectivity of the homomorphisms concerned may be determined).
Aε j be free A-modules, and let ϕ: L 1 → L 2 be an A-module homomorphism such that ϕ(e i ) = η i ∈ L 2 , 1 ≤ i ≤ s. Our first goal is to get a generating set for Kerϕ (the kernel of ϕ) by computing a Gröbner basis for it, and to solve the membership problem for the image Imϕ of ϕ.
Lemma
With the A-module homomorphism ϕ defined above, consider the free A-
A(e i − η i ). Proof (i) By the definition of each homomorphism in the diagram, it is clear that the diagram is commutative.
(ii) First note that the definition of Φ entails that
It turns out that
A(e i − η i ), and thus KerΦ ⊆ s i=1 A(e i − η i ). Combining the inclusions of both directions, we conclude that KerΦ =
Proof By the definitions of ϕ and Φ we have
For the convenience of our next usage, let us rewrite 
5.4. Theorem With the notation above, let ≺ pot be the POT elimination ordering on B(e, ε) with respect to V (S), where S = B(e) and V (S) = K-spanS = L 1 (see Example (1) of Section 4), and let G be a Gröbner basis of KerΦ in L with respect to ≺ pot . For an element η ∈ L 2 , that η ∈ Imϕ if and only if there is a ξ = i f i e i ∈ L 1 such that η G = ξ.
If this is the case, then η = ϕ(ξ) = i f i η i .
Proof If η ∈ Imϕ, then there is a ξ * ∈ L 1 such that ϕ(ξ * ) = η. Thus, by Lemma 5.1 we have Φ(ξ * ) = ϕ(ξ * ) = η = Φ(η) and thereby η − ξ * ∈ KerΦ. Since G is a Gröbner basis of KerΦ with respect to ≺ pot , it follows that
If ξ * G = 0, then noticing that ξ * ∈ L 1 and ≺ pot is an elimination ordering with respect to
Conversely, if there is a ξ = i f i e i ∈ L 1 such that η G = ξ, then since a division procedure on η by G yields η = q h q g q + η G , where h q ∈ A, g q ∈ G ⊂ KerΦ, it follows from Lemma 5.1 that
finishing the proof. 
Proof If ϕ is surjective, then every ε j ∈ Imϕ, s + 1 ≤ j ≤ m + s. It follows from Theorem 5.4 that for each j = s + 1, . . . , m + s, there is a ξ
In other words, after implementing the division procedure on ε j by G we have ε j = t h t g i + ε j G = t h t g t + ξ ′ j , where h t ∈ A and g t ∈ G. Since every ξ ′ j ∈ L 1 while ≺ pot is the elimination ordering with respect to V (S) = K-spanB(e) = L 1 , it follows that LM(ξ ′ j ) ≺ pot ε j and thus there is some t such that ε j = LM(ε j ) = LM(h t g t ). But this implies LM(g t )| L ε j , thereby LM(g t ) = ε j (see Lemma 3.2). Without loss of generality we may say that t = j. Hence LM(g j ) = ε j , s + 1 ≤ j ≤ m + s. Furthermore, noticing that G is a reduced Gröbner basis for KerΦ, there must exist ξ j ∈ L 1 such that g j = ε j − ξ j for every s + 1 ≤ j ≤ m + s.
Conversely, if for each j = s + 1, . . . , m + s, there is a g j ∈ G ⊂ KerΦ such that
This shows that ϕ is surjective.
Let A = K[a 1 , . . . , a n ] be a solvable polynomial algebra with admissible system (B, ≺). Now, as dealing with A-module homomorphisms between free modules, we proceed to derive similar results for A-module homomorphisms between quotient modules of free modules.
Rcall
Aθ i is an A-module generated by a finite subset {θ 1 , . . . , θ s } ⊂ M and L 1 = ⊕ s i=1 is the free A-module with A-basis {e 1 , . . . , e s }, then there is an Amodule epimorphism ψ: L 1 → M such that ψ(e i ) = θ i , 1 ≤ i ≤ s, and thus M 1 ∼ = L 1 /N 1 with N 1 = Kerψ. This shows that every finitely generated A-module can be presented as a quotient module of a free module. Let M 2 = m+s j=s+1 Aν j be another A-module generated by a finite subset {ν s+1 , . . . ,
Aε j is the free A-module with A-basis {ε s+1 , . . . , ε m+s } and N 2 is a submodule of L 2 . We first have an criterion for the existence of an A-module homomorphism from M 1 to M 2 . 
Proposition
f qi η i ∈ N 2 holds for 1 ≤ q ≤ t (note that this membership problem can be solved by using a Gröbner basis of N 2 ).
Proof Note that for any given η 1 , . . . , η s ∈ L 2 , there exists an A-module homomorphism φ: L 1 → L 2 such that φ(e i ) = η i for 1 ≤ i ≤ s. So, considering the canonical homomorphism π 1 : L 1 → M 1 , the canonical homomorphism π 2 : L 2 → M 2 , and the following diagram of A-module homomorphisms:
one may check that the given condition is a sufficient and necessary condition for having an A-module homomorphism φ: M 1 → M 2 such that the diagram is commutative.
Before continuing, let us make a convention for convenience, namely if L = ⊕ s i=1 Ae i is a free A-module and N is a submodule of L, then for ξ ∈ L we write ξ for the coset in 5.11. Theorem (Compare with Theorem 5.4.) With the notation above, let ≺ pot be the POT elimination ordering on B(e, ε) with respect to V (S), where S = B(e) and V (S) = K-spanS = L 1 (see Example (1) of Section 4), and let G be a Gröbner basis of KerΦ in L with respect to ≺ pot . For an element η ∈ M 2 , that η ∈ Imϕ if and only if there is a ξ = i f i e i ∈ L 1 such that η G = ξ. If this is the case, then η = ϕ(ξ) = i f i η i .
Proof If η ∈ Imϕ, then there is a ξ * ∈ M 1 = L 1 /N 1 such that ϕ(ξ * ) = η. Thus, by Lemma 5.8 we have Φ(ξ * ) = ϕ(ξ * ) = η = Φ(η) and thereby η − ξ * ∈ KerΦ ⊂ L. Since G is a Gröbner basis of KerΦ with respect to ≺ pot , it follows that 0 = η − ξ * G = η G − ξ * G .
If ξ * G = 0, then η G = 0. If ξ * G = 0, then noticing that ξ * ∈ L 1 and ≺ pot is an elimination ordering with respect to V (S) where S = B(e) and V (S) = K-spanS = L 1 , the property LM(ξ * G ) ≺ pot LM(ξ * ) of a remainder entails ξ * G ∈ L 1 . Putting ξ = ξ * G , we then have
Conversely, if there is a ξ = i f i e i ∈ L 1 such that η G = ξ, then since a division procedure on η by G yields η = q h q g q + η G , where h q ∈ A, g q ∈ G ⊂ KerΦ, it follows from Lemma 5.8 that η = Φ(η) = q h q Φ(g q ) + Φ(η G ) = Φ(ξ) = ϕ(ξ) = i f i η i ∈ Imϕ, finishing the proof.
Corollary
With the notation as used in Theorem 5.11, for an element η ∈ M 2 , that η ∈ Imϕ if and only if η G ∈ L 1 . 5.13. Theorem (Compare with Theorem 5.6.) With the notation as used in Theorem 5.11, let G be a reduced Gröbner basis of KerΦ in L with respect to the elimination ordering ≺ pot on L. Then ϕ is surjective, that is, Imϕ = s i=1 Aη i = m+s j=s+1 Aε j = M 2 , if and only if for each j = s + 1, . . . , m + s, there is a g j ∈ G such that g j = ε j − ξ j for some ξ j = s i=1 f ji e i ∈ L 1 . If this is the case, then ε j = s i=1 f ji η i for s + 1 ≤ j ≤ m + s. Proof If ϕ is surjective, then every ε j ∈ Imϕ, s + 1 ≤ j ≤ m + s. It follows from Theorem 5.11 that for each j = s + 1, . . . , m + s, there is a ξ ′ j ∈ L 1 such that ε j G = ξ ′ j . In other words, after implementing the division procedure on ε j by G we have ε j = t h t g i + ε j G = t h t g t + ξ ′ j , where h t ∈ A and g t ∈ G. Since every ξ ′ j ∈ L 1 while ≺ pot is the elimination ordering with respect to V (S) = K-spanB(e) = L 1 , it follows that LM(ξ ′ j ) ≺ pot ε j and thus there is some t such that ε j = LM(ε j ) = LM(h t g t ). But this implies LM(g t )| L ε j , thereby LM(g t ) = ε j (see Lemma 3.2). Without loss of generality we may say that t = j and hence LM(g j ) = ε j , s + 1 ≤ j ≤ m + s. Furthermore, noticing that G is a reduced Gröbner basis for KerΦ, there must exist ξ j ∈ L 1 such that g j = ε j − ξ j for every s + 1 ≤ j ≤ m + s.
Conversely, if for each j = s + 1, . . . , m + s, there is a g j ∈ G ⊂ KerΦ such that g j = ε j − ξ j for some ξ j = s i=1 f ji e i ∈ L 1 , then 0 = Φ(g j ) = Φ(ε j ) − Φ(ξ j ) = ε j − i f ji Φ(e i ) = ε j − s i=1 f ji ϕ(e i ) = ε j − s i=1 f ji η i and consequently ε j = s i=1 f ji η i ∈ Imϕ. This shows that ϕ is surjective.
