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1. Introduction
Proposition 1.1 $k,$ $m$ $m<k$ X, $Y$
$X=(X_{1}, \cdots,X_{m}, \cdots, X_{k})\sim Multinomia1(N_{1};p_{0}, \cdots,p_{m}, \cdots,p_{k})$ ,
$Y=(Y_{1}, \cdots, Y_{m})\sim Multinomia1(N_{2};\frac{P0}{\Sigma_{j=0}^{m}p_{j}}, \frac{p_{1}}{\Sigma_{j=0}^{m}p_{j}}, \cdots, \frac{p_{m}}{\Sigma_{j=0}^{m}p_{j}})$
Asano(1965) $p_{i}$ MLE $\hat{p}_{i}$
$\frac{x_{i}+y_{i}}{N_{1}(1+\frac{N_{2}}{\Sigma_{j=0}^{m}x_{j}})}$
, if $i\leq m$ , $\frac{x_{i}}{N_{1}}$ , if $i>m$ (1)
$\hat{p}_{i}$
Proposition 1.2 X, $Y$
$X=(X_{1}, \cdots, X_{m}, \cdots, X_{k})\sim$ NegativeMultinomial$(r_{1}; p_{1}, \cdots,p_{m}, \cdots,p_{k})$ ,
$Y=(Y_{1}, \cdots, Y_{m})\sim$ NegativeMultinomial $(r_{2}; \frac{(1-p_{0})p_{1}}{\sum_{j=1}^{m}p_{j}}, \cdot\cdot\cdot, \frac{(1-p_{0})p_{m}}{\sum_{j=1}^{m}p_{j}})$
$\hat{p}_{i}=\{\begin{array}{ll}\frac{T_{x}+T_{y}x_{i}+y_{i}}{T_{x}+T_{y}+r_{1}+r_{2}T_{x}(1+\frac{T_{y}}{\sum_{j=1}^{m}x_{j}})}, 1\leq i\leq m,\frac{T_{x}+T_{y}x_{i}}{T_{x}+T_{y}+r_{1}+r_{2}T_{x}}, i>m.\end{array}$ (2)
$T_{x}= \sum_{j=1}^{k}x_{j}$ , $T_{y}=\Sigma_{j=1}^{m}y_{j}$ .
Proposition 1.3 $X_{1},$ $\cdots,$ $X_{m},$ $\cdots,$ $X_{k},$ $Y_{1},$ $\cdots,$ $Y_{m}$
$X_{i}\sim Poisson(\lambda_{i})$ , $Y_{i} \sim Poisson((\lambda_{1}+\cdots+\lambda_{m}+\cdots+\lambda_{k})\frac{\lambda_{i}}{\lambda_{1}+\cdots+\lambda_{m}})$
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$\lambda_{i}$ MLE $\hat{\lambda}_{i}$
$\hat{\lambda}_{i}=\{\begin{array}{ll}\frac{T_{x}+T_{y}x_{i}+y_{i}}{2T_{x}(1+\frac{T_{y}}{\sum_{j=1}^{m}x_{j}})} if i\leq m,\frac{T_{x}+T_{y}x_{i}}{2T_{x}} if i>m.\end{array}$ (3)




Proposition 1.1, 1.2, 1.3 MLE
Proposition 1.1 (Asano) $u_{i}= \frac{p_{i}}{\sum_{j=0}^{m}p_{j}}$ , $(i\leq m)$ , $to= \sum_{j=0}^{m}p_{j},$ $t_{i}=p_{i},$ $(i>m)$
$p_{i}=t_{0}u_{i},$ $(i\leq m)$
$L\propto t_{0}^{x_{0}+\cdots+x_{m}}t_{m+1}^{x_{m+1}}\cdots t_{k}^{x_{k}}u_{0}^{yo+x_{0}}$ . . . $u_{m}^{y_{m}+x_{m}}$
$to= \frac{\sum_{j=0}^{m}x_{j}}{N_{1}},$
$t_{j}= \frac{x_{j}}{N_{1}}$ , $(j>m),$ $u_{i}= \frac{x_{i}+y_{i}}{\sum_{=0}^{m}j(Xj+y_{j})}$ . (1)
Proposition 1.2 $p_{0}=1-(p_{1}+\cdots+p_{k})$
$t=p_{0}$ , $v= \frac{p_{1}+\cdots+p_{m}}{p_{1}+\cdots+p_{m}+p_{m+1}+\cdots+p_{k}}$ , $\xi_{i}=\frac{p_{i}}{p_{1}+\cdots+p_{m}}$ , $(i=1,2, \cdots, m)$
$\eta_{j}=\frac{p_{j}}{p_{m+1}+\cdots+p_{k}}$ , $(j=m+1, \cdots, k)$
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$=t,$ $p_{i}=(1-t)v\xi_{i}$ $(i\leq m),$ $p_{i}=(1-t)(1-v)\eta_{i}(i>m)$
$L\propto t^{r_{1+r_{2}}}(1-t)v^{\Sigma_{j=1}^{m}}x_{j}(1-v)^{\Sigma_{j=m+1}^{k}}\xi_{1}^{x\iota+y_{1}}\cdots\xi_{m^{m}}^{x+y_{m}}\eta_{m+1}^{x_{m+1}}\cdots\eta_{k}^{x_{k}}$ .
$\hat{t}=\frac{r_{1}+r_{2}}{T_{x}+T_{y}+r_{1}+r_{2}},\hat{v}=\frac{\sum_{j=1}^{m}x_{j}}{T_{x}},\hat{\xi}_{i}=\frac{x_{i}+y_{i}}{\sum_{j=1}^{m}(x_{j}+y_{j})},$ $(i\leq m)$ ,
$\hat{\eta}_{i}=\frac{x_{i}}{\sum_{j=m+1}^{k}x_{j}},$ $(i>m)$
$\hat{p}0=\hat{t},\hat{p}_{i}=(1-t)\hat{v}\hat{\xi}_{i}$ , $(i\leq m),\hat{p}_{i}=(1-t)(1-\hat{v})\hat{\eta}_{i}$ , $(i>m)$
(2)
Proposition 1.3
$\xi_{i}=$ $( \lambda_{1}+ \cdot\cdot\cdot+\lambda_{m}+\cdots+\lambda_{k})\frac{\lambda_{i}}{\lambda_{1}+\cdots+\lambda_{m}}$
$X_{i}\sim Poisson(\lambda_{i})$ , $Y_{j}\sim Poisson(\xi_{j})$
$s=\lambda_{1}+\cdots+\lambda_{m}+\lambda_{m+1}+\cdots+\lambda_{k}$, $t_{0}= \frac{\lambda_{1}.+\cdots+\lambda_{m}}{\lambda_{1}+\cdot\cdot+\lambda_{m}+\cdots+\lambda_{k}}$ ,
$u_{i}= \frac{\lambda_{i}}{\lambda_{1}+\cdots+\lambda_{m}},$ $(i=1,2, \cdots, m)$ , $t_{j}= \frac{\lambda_{j}}{\lambda_{m+1}+\cdots+\lambda_{k}},$ $(j=m+1, \cdots, k)$
$\lambda_{i}=st_{0}u_{i}$ , $(i\leq m)$ , $\lambda_{i}=s(1-t_{0})t_{i}$ , $(i>m),$ $\xi_{i}=st_{i}$
$L\propto s^{\Sigma^{k}}\cdot=1x_{i}.=\iota^{y_{i}}\exp(-2s)u_{1}u_{m}y_{m}t_{0}^{\Sigma_{*=1}^{m}x}(1-t_{0})^{\Sigma_{i=m+1}^{k}x_{i}}t_{m+1}^{x_{m+1}}\cdots t_{k}^{x_{k}}$ .
$\hat{t}_{0}=\frac{\sum_{j=1}^{m}x_{j}}{\sum_{j=1}^{k}x_{j}}=\frac{\sum_{j=1}^{m}x_{j}}{T_{x}}$, $\hat{t}_{j}=\frac{x_{j}}{\sum_{j=m+1}^{k}x_{j}}$ , $j=m+1,$ $m+2,$ $\cdots,$ $k$ ,
$\hat{u}_{i}=\frac{x_{i}+y_{i}}{\sum_{l=1}^{m}(x_{l}+y_{l})}$ , $i=1,2,$ $\cdots,$ $m$ , $\hat{s}=\frac{T_{x}+T_{y}}{2}$
$\hat{\lambda}_{i}=\hat{s}\hat{t}_{0}\hat{u}_{i}$ , $(i\leq m )$ , $\hat{\lambda}_{i}=\hat{s}(1-\hat{t}_{0})\hat{t}_{i}$ , $(i>m )$ (3)
3. Several extensions
Proposition 1.3
Proposition 3.1 $l,$ $m,$ $k$ $l<m<k$
$\xi_{i}=(\lambda_{1}+\cdots+\lambda_{l}+\cdots+\lambda_{m})\frac{\lambda_{i}}{\lambda_{1}+\cdots+\lambda_{l}}$ , $(i=1,2, \cdots, l)$ (4)
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$X_{1},$
$\cdots,$ $X_{k},$ $Y_{1},$ $\cdots,$
$Y_{l},$ $Y_{m+1},$ $\cdots,$ $Y_{k}$ , $X_{i}\sim Poisson(\lambda_{i})$
for $i=1,$ $\cdots,$ $k$ , $Y_{i}\sim Poisson(\xi_{i})$ for $i=1,$ $\cdots,$ $l$ , $Y_{i}\sim Poisson(\lambda_{i})$ for $i=m+1,$ $\cdots,$ $k$ ,
$\lambda_{i}$ MLE $\hat{\lambda}_{i}$
$\hat{\lambda}_{i}=\{\begin{array}{ll}\frac{T_{x}’+T_{y}’}{2}\frac{x_{i}+y_{i}}{T_{x}’(1+\frac{T_{y}’}{\sum_{i=1}^{l}x_{i}})} if i\leq l,\frac{T_{x}’+T_{y}’}{2}\frac{x_{i}}{T_{x}} if l<i\leq m,\frac{x_{i}+y_{i}}{2} if i>m\end{array}$ (5)
$T_{x}’= \sum_{i=1}^{m}x\iota$ , $T_{y}’= \sum_{i=1}^{l}y_{i}$ .
$s=\lambda_{1}+\cdots+\lambda_{m}+\lambda_{m+1}+\cdots+\lambda_{s}$ , $t= \frac{\lambda_{1}.+\cdots+\lambda_{m}}{\lambda_{1}+\cdot\cdot+\lambda_{m}+\cdots+\lambda_{k}}$ ,
$u= \frac{\lambda_{1}+.\cdot.\cdot.\cdot+\lambda_{l}}{\lambda_{1}++\lambda_{m}}$ , $\theta_{i}=\frac{\lambda_{i}}{\lambda_{1}+\cdots+\lambda_{l}},$ $(i=1,2, \cdots, l)$ ,
$vi= \frac{\lambda_{i}}{\lambda_{l+1}+\cdots+\lambda_{m}}$ , $(j=l+1, \cdots, m)$ ,
$w_{i}= \frac{\lambda_{i}}{\lambda_{m+1}+\cdots+\lambda_{k}},$ $(j=m+1, \cdots, k)$
Proposition 3.2 $l<m<k$ $\xi_{i}$ Proposition 2.1 $X_{1},$ $\cdots,$ $X_{k},$ $Y_{1},$ $\cdots,$ $Y_{l}$ ,
$Y_{*}$ $X_{i}\sim Poisson(\lambda_{i})$ , for all $i=1,$ $\cdots,$ $k,$ $Y_{i}\sim Poisson(\xi_{i})$ , for
$i=1,$ $\cdots,$ $l,$ $Y_{*} \sim Poisson(\sum_{i=m+1}^{k}\lambda_{i})$ , $\lambda_{i}$ MLE
$\hat{\lambda}_{i}=\{\begin{array}{ll}\frac{T_{x}’+T_{y}’}{2}\frac{x_{i}+y_{i}}{T_{x}’(1+\frac{T_{y}’}{\sum_{i=1}^{l}x_{i}})}, if i\leq l,\frac{T_{x}’+T_{y}’}{2}\frac{x_{i}}{T_{x}}, if l<i\leq m,\frac{1}{2}\frac{\sum_{i=m+1}^{k}x_{i}+y_{*}}{\sum_{i=m+1}^{k}x_{i}}x_{i}, if i>m\end{array}$ (6)
Proposition 3.1
Proposition 3.3 $l<m<k$ Proposition 2.1 $\{X_{i}\}_{i=1,\cdots,k}$ $\{Y_{i}\}_{i=1,\cdots,l}$
$X_{i}\sim Poisson(\lambda_{i})$ , $Y_{i}\sim Poisson(\xi_{i})$ ,
$\xi_{i}=(\lambda_{1}+\cdots+\lambda_{l}+\cdots+\lambda_{m})\frac{\lambda_{i}}{\lambda_{1}+\cdots+\lambda_{l}}$ , $i=1,2,$ $\cdots,$ $l$ . (7)
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$\lambda_{i}$ MLE




$\hat{\theta}_{i}=\frac{x_{i}+y_{i}}{\sum_{i=1}^{l}(x_{i}+y_{i})}$ , $(i=1,2, \cdots, l)$ , $\hat{v}_{i}=\frac{x_{i}}{\sum_{i=l+1}^{m}x_{i}}$ , $(i=l+1, l+2, \cdots, m)$ ,
$= \frac{x_{i}}{\sum_{i=m+1}^{k}x_{i}}$ , $(i=m+1, m+2, \cdots, k)$ , $\hat{u}=\frac{\sum_{i=1}^{l}x_{i}}{\sum_{i=1}^{m}x_{i}}$
$s$ $t$ MLE
$\log L=C+(T_{x}+T_{y})\log s+((\sum_{i=1}^{m}x_{i})+T_{y})\log t+(\sum_{i=m+1}^{k}x_{i})\log(1-t)-s(1+t)$
$0= \frac{\partial L}{\partial s}=\frac{T_{x}+T_{y}}{s}-(1+t)$, (9)
$0= \frac{\partial L}{\partial t}=\frac{\sum_{i=1}^{m}x_{i}+T_{y}}{t}-\frac{\sum_{i=m+1}^{k}x_{i}}{1-t}-s$ (10)








MLE invariant property (8)
Proposition 3.4 $\{X_{i}\}_{i=1,\cdots,k}$ $\{Y_{i}\}_{i=1,\cdots,m}(m<k)$ $X_{i}\sim Poisson(\lambda_{i})$ ,
$(i=1, \cdots, k)$ , $Y_{i}\sim Poisson(\xi_{i})$ , $(i=1, \cdots l)$ , $Y_{i}\sim Po\mathfrak{X}son(\eta_{i})$ , $(i=l+1, \cdots m)$
$\xi_{i}=(\lambda_{1}+\cdots+\lambda_{l}+\cdots+\lambda_{m})\frac{\lambda_{i}}{\lambda_{1}+\cdots+\lambda_{l}}$ , $(i=1,2, \cdots, l)$ ,









4. Related multinomial models
Prop. 1.3
Prop 3.1 Prop 3.4 Prop 1.1
Proposition 4.1 $l,$ $k,$ $m$ $m<k$ X, $Y$
$X=(X_{0}, \cdots, X_{l}, \cdots, X_{m}, \cdots, X_{k})\sim$ Multinomial $(N_{1};p0, \cdots,p_{k})$ ,
$Y=(Y_{0}, \cdots, Y_{l}, Y_{m+1}, \cdots, Y_{k})$
$\sim$ Multinomial $(N_{2}; \sum_{j=0}^{m}p_{j}\frac{p0}{\sum_{j=0}^{l}p_{j}}, \cdots,\sum_{j=0}^{m}p_{j}\frac{p\iota}{\sum_{j=0}^{l}p_{j}},p_{m+1}, \cdots,p_{k})$ ,
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$\hat{p}_{i}(x, y)$
$\hat{p}_{i}(x, y)=\{\begin{array}{ll}\frac{N_{1}’+N_{2}’}{N_{1}+N_{2}}\frac{x_{i}+y_{i}}{N_{1}’(1+\frac{N_{2}’}{\sum_{i=0}^{l}x_{i}})}, if i\leq l,\frac{N_{1}’+N_{2}’}{N_{1}+N_{2}}\frac{x_{i}}{N_{1}’}, if l<i\leq m,\frac{x_{i}+y_{i}}{N_{1}+N_{2}}, if i>m\end{array}$ (12)
$N_{1}’= \sum_{i=0}^{m}x_{i}$ , $N_{2}’= \sum_{i=0}^{l}y_{i}$ .
Proposition 4.2 $l,$ $k,$ $m$ $m<k$ X, $Y$
$X=$ $(X_{0}, \cdots , X_{l}, \cdots, X_{m}, \cdots, X_{k})\sim$Multinomial $(N_{1};p_{0}, \cdots,p_{k})$ ,
$Y=(Y_{0}, \cdots, Y_{l}, Y_{*})$
$\sim$ Multinomial $(N_{2}; \sum_{j=0}^{m}p_{j}\frac{P0}{\sum_{j=0}^{l}p_{j}}, \cdots,\sum_{j=0}^{m}p_{j}\frac{Pl}{\sum_{j=0}^{l}p_{j}},\sum_{i=m+1}^{k}p_{i})$
$\hat{p}_{i}$ (x,y)
$\hat{p}_{i}(x, y)=\{\begin{array}{ll}\frac{N_{1}’+N_{2}’}{N_{1}+N_{2}}\frac{x_{i}+y_{i}}{N_{1}’(1+\frac{N_{2}’}{\sum_{i=0}^{l}x_{i}})}, if i\leq l,\frac{N_{1}’+N_{2}’}{N_{1}+N_{2}}\frac{x_{i}}{N_{1}’}, if l<i\leq m,\frac{\sum_{i=m+1}^{k}x_{i}+y_{*}}{N_{1}+N_{2}}\frac{x_{i}}{\sum_{i=m+1}^{k}x_{i}}, if i>m\end{array}$ (13)
Proposition 4.3 $l,$ $k,$ $m$ $m<k$ X, $Y$
$X=(X_{0}, \cdots, X_{l}, \cdots, X_{m}, \cdots, X_{k})\sim$ Multinomial$(N_{1};p0, \cdots,p_{k})$ ,
$Y=(Y_{0}, \cdots, Y_{l}, Y_{l+1}, \cdots, Y_{m})$
$\sim$ Multinomial $(N_{2}; \sum_{j=0}^{m}p_{j}\frac{p0}{\sum_{j=0}^{l}p_{j}},$ $\cdots,\sum_{j=0}^{m}p_{j}\frac{Pl}{\sum_{j=0}^{l}p_{j}}$ ,
$\sum_{j=m+1}^{k}p_{j}\frac{p_{l+1}}{\sum_{j=l+1}^{m}p_{j}}$ ’. . ., $\sum_{j=m+1}^{k}p_{j}\frac{p_{m}}{\sum_{j=l+1}^{m}p_{j}})$
190
$\hat{p}_{i}(x, y)=\{\begin{array}{ll}\frac{N_{1}’+N_{2}’}{N_{1}+N_{2}}\frac{x_{i}+y_{i}}{N_{1}’(1+\frac{N_{2}^{f}}{\sum_{i=0}^{l}x_{i}})}, if i\leq l,\frac{N_{1}’+N_{2}’}{N_{1}+N_{2}}\frac{x_{i}+y_{i}}{N_{1}’(1+\frac{\sum_{i=l+1}^{m}y_{i}}{\sum_{i=l+1}^{m}x_{i}})}, if l<i\leq m,\{1+\frac{\sum_{i=l+1}^{m}y_{i}}{\sum_{i=m+1}^{k}x_{i}}\}\frac{x_{i}}{N_{1}+N_{2}}, if i>m\end{array}$ (14)
$N_{1}’= \sum_{i=0}^{m}x_{i}$ , $N_{2}’= \sum_{i=0}^{l}y_{i}$ .
Proposition 4.1, 4.2 4.3
$t=p_{0}+\cdots+p_{m}$ , $u= \frac{p_{0}+\cdots+.p_{l}}{p_{0}+\cdots+p_{l}+\cdot\cdot+p_{m}}$ , $\theta_{i}=\frac{p_{i}}{p_{0}+\cdots+p_{l}}(i\leq l)$ ,
$v_{i}= \frac{p_{i}}{p_{l+1}+\cdots+p_{m}}(l<i\leq m)$ , $w_{i}= \frac{p_{i}}{p_{m+1}+\cdots+p_{k}}$ $(m<i)$ .
5.
Proposition $1.1\sim 1.3$ Proposition
$2.1\sim 2.5$ MLE exact
MLE exact
EM MLE
Problem $\{X_{i}\}_{i=1,\cdots,k},$ $\{Y_{i}\}_{i=1,\cdots,m},$ $\{Z_{i}\}_{i=l,\cdots,k}$ , $\{W_{i}\}_{i=1,\cdots,l,m+1,\cdots,k}$
$X_{i}\sim Poisson(\lambda_{i})$ , $Y_{i}\sim Poisson(\mu_{i})$ , $Z_{i}\sim Poisson(\eta_{i})$ , $W_{i}\sim Poisson(\xi_{i})$ ,
$\mu_{i}=(\lambda_{1}+\cdots+\lambda_{m})\frac{\lambda_{i}}{\lambda_{1}+\cdots+\lambda_{l}}$ $i=1,$ $\cdots,$ $l$ ,
$\eta_{i}=(\lambda_{l}+\cdots+\lambda_{k})\frac{\lambda_{i}}{\lambda_{l+1}+\cdots+\lambda_{m}}$ $i=l+1,$ $\cdots,$ $m$ ,
$\xi_{i}=(\lambda_{1}+\cdots+\lambda_{l}+\lambda_{m+1}+\cdots+\lambda_{k})\frac{\lambda_{i}}{\lambda_{m+1}+\cdots+\lambda_{k}}$ $i=m+1,$ $\cdots,$ $k$ .
$\lambda_{i}$ MLE
$s_{1}= \sum_{i=1}^{l}\lambda_{i}$ , $s_{2}= \sum_{i-\lrcorner+1}^{m}\lambda_{i}$ , $s_{3}= \sum_{i=m+1}^{k}\lambda_{i}$ , $t_{i}= \frac{\lambda_{i}}{\sum_{i=1}^{l}\lambda_{i}}$ $(i\leq l)$
$u_{i}= \frac{\lambda_{i}}{\sum_{i=l+1}^{m}\lambda_{i}}$ $(l<i\leq m)$ , $= \frac{\lambda_{i}}{\sum_{i=m+1}^{k}\lambda_{i}}$ $(i\geq m)$
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$\lambda_{i}=s_{1}t_{i},$ $(i\leq l)$ , $\lambda_{i}=s_{2}u_{i},$ $(l<i\leq m)$ , $\lambda_{i}=s_{3}v_{i},$ $(i\geq m)$ ,




$\hat{t}_{i}=\frac{x_{i}+y_{i}}{\sum_{i=1}^{l}(x_{i}+y_{i})}$ , $\hat{u}_{i}=\frac{x_{i}+z_{n}}{\sum_{i=l+1}^{m}(x_{i}+z_{i})}$ , $\hat{v}_{i}=\frac{x_{i}+w_{i}}{\sum_{i=m+1}^{k}(x_{i}+w_{i})}$
$\hat{s}_{1}$ , $\hat{s}_{2}$ , $\hat{s}_{3}$ :
$s=81+s_{2}+S3$ , $\theta_{i}=\underline{Si}$ $s_{1}=s\theta_{1}$ , $s_{2}=s\theta_{2}$ , $s_{3}=s\theta s$ .
$s_{1}+s_{2}+s_{3}$










$k=0,1,$ $\cdots$ , $T^{(k)}(y)[1],$ $T^{(k)}(y)[2],$ $T^{(k)}(z)[2],$ $T^{(k)}(z)[3],$ $T^{(k)}(w)[1]$ ,
$T^{(k)}(w)[3]$ , (E-step) $\theta_{1}^{(k+1)},$ $\theta_{2}^{(k+1)},$ $\theta_{3}^{(k+1)}$ , (M-step)
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E-step :
$T^{(k)}(y)[i]=E(T(y)[i]|T(y); \theta_{1}^{(k)}, \theta_{2}^{(k)})=T(y)\frac{\theta_{i}^{(k)}}{\theta_{1}^{(k)}+\theta_{2}^{(k)}}$ , $i=1,2$ ,
$T^{(k)}(z)[i]=E(T(z)[i]|T(z); \theta_{2}^{(k)}, \theta_{3}^{(k)})=T(z)\frac{\theta_{i}^{(k)}}{\theta_{2}^{(k)}+\theta_{3}^{(k)}}$ , $i=2,3$ ,
$T^{(k)}(w)[i]=E(T(w)[1]|T(w); \theta_{1}^{(k)}, \theta_{3}^{(k)})=T(w)\frac{\theta_{i}^{(k)}}{\theta_{1}^{(k)}+\theta_{3}^{(k)}}$, $i=1,3$ .
M-step : ( )
$\sum_{i=1}^{l}x_{i}+T^{(k)}(y)[1]+T^{(k)}(w)[1],$ $\sum_{i=l+1^{X}i}^{m}+T^{(k)}(y)[2]+T^{(k)}(z)[2],$ $\sum_{i=m+1}^{k}x_{i}+$




$i=1,2,3$ EM $\lim_{karrow\infty}\theta_{i}^{(k)}=\hat{\theta}_{i}$ MLE
invariance property
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