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Sur les Codes D'lnclusion 
JEAN MARIE BOE 
Ddpartement de Mathdmatiques tStatistiques, Universitd de Paris 9, France 
We introduce a class of prefix codes which generalizes the family of "inclu- 
sion codes" defined by Bobrow and I-Iakimi (1969). We give a result on the 
decompositions of the codes belonging to this class. 
INTRODUCTION ET RAPPELS SUR LES CODES 
Le but de cet article est d' f tudier une classe de codes, celles des codes de 
D inclusion, dont une sous-classe a 4t4 introduite par Bobrow et Hakimi (1969) 
sous le nom de "code d'inclusion." On montrera notamment que les codes 
de D inclusion dont le P.G.C.D. des longueurs des mots vaut 1, ne peuvent 
contenir de codes bipr4fixes dans leurs d4compositions. Ce r6sultat g4nfralise 
donc ceux de Bobrow et Hakimi selon lesquels un code d'inclusion non 
homog4ne ne peut 6tre ni bipr6fixe ni puissance d'autre code. On ne peut 
cependant pas en dfduire que les codes de D inclusion sont synchronisants. 
Enfin, nous donnons un algorithme permettant de construire un code de 
D inclusion ayant m6me r6partition de longueur des mots qu'un code donn6. 
Les d4finitions utilis4es ici sont dues ?~ M. P. Schfitzenberger; on pourra 
les trouver dans Nivat (1966). 
Soit X un ensemble fini, et soit X*  le monoide libre construit sur X. 
On appellera lettres les 414ments de X, mots ceux de X*, et on notera if l  
la longueur du mot f~  X*. 
Un code A est une partie de X* qui engendre librement un sous-monoide 
libre de X* que l 'on notera pour cette raison A*. Le code X sera dit fini si 
card A < 0% ou encore si maxa~ 1 a I < oo. 
Un code prdfixe d est une partie de X* ne contenant aucun facteur gauche 
de ses figments, i.e., AXX* n A = 2~. On vfrifie qu'une telle partie est 
un code. Le sous-monoide A v4rifie alors: 
Va~A*, VfEX*, 
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af~A* ~ f~A* .  
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A tout code pr6fixe A, on associe l'ensemble de ses prdfixes, not6 SA, qui 
est l'ensemble des facteurs gauches propres des mots de A: 
SA = {f  ~ X* [ fXX*  n A --/= ~ }. 
Un code pr6fixe est dit complet s'il v6rifie la propridt6 suivante: 
Pour tout f 6 X*, il existe g ~ X* tel que fg e A*. 
Soit encore X* = {f~X*  [ fX* ~ A* v~ ~}. Remarquons qu'un code 
pr4fixe A est complet ssi il v4rifie la propri6t6 suivante: 
SA et AX*  forment partition de X*. 
Pour un tel code on a done X* = A*SA. 
Pour all6ger les 4nonces et par abus de langage, on appellera ici, sauf 
mention du contraire, code un code pr6fixe eomplet fini. 
Un code A est dit synchronisant s'il v4rifie la condition suivante: 
3a 6 A* tel que X*a C A*. (I) 
On dit alors que a est un mot synchronisant de A. 
Un code pr6fixe A est dit biprdfixe s'il ne contient aucun facteur droit 
de ses 616ments, i.e., s'il v6rifie 
X*XA n A = ~. 
Le sous-monoide qu'il engendre v~rifie alors 
ga lA* ,  VfEX* ,  fa~A*  ~ f~A* .  
Un code bipr6fixe diff6rent de X n'est pas synchronisant. Supposons en 
effet que A soit un code bipr6fixe synchronisant. Par d6finition il existe 
a ~ A* tel que X*a C A*. Alors 
Vf~X* ,  fa~A*  ~f~A*  d'ofi A* = X*. 
On dit qu'un code est homogOne s'il existe un entier n tel que A = X ~. 
Un tel code est bipr6fixe. 
PROPOSITION 1. Soit A un code biprdfixe, Soient x, y ~ X. 
(1) xn, y~A ~ m = n. 
On dit alors que nest la longueur moyenne des roots de d. 
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(2) Si  xiyx n-i-2 ~ A pour i ~ {0,..., n - -  2}, le code A est n&essairement 
infini. 
Remarque. Le terme de longueur moyenne se justifie lorsqu'on probabilise 
X, i.e., lorsqu'on se donne une application P de X dans [0, 1] v&ifiant 
~,x~x P(x) = 1. L'application P se prolonge ~ X* en posant 
P( fx)  = P ( f )  P(x) pour tout f ~ X*. 
La longueur moyenne des mots d'un code A est alors ~a~a ]a lP (a ) .  Si A 
est bipr6fixe, on peut montrer (Schfitzenberger) que pour tout x ~ X, x n ~ A 
ssi n = ~a~A ] a [ P(a). 
Preuve de (1). Soit h l'application de {0,..., n} dans {0,..., m} dffinie par 
h(i) = j si x iy  e A.  h est bien d6finie car A est bipr6fixe t fini. h est injective 
car A est biprffixe et donc n ~< m. De m6me n /> m. Ainsi n = m. 
Preuve de (2). Montrons par r6currence sur l'entier r cN  que 
x~-l(yxn-2) ~ x ~ A.  Si r = 0, x n ~ A par hypothbse. 
Supposons par hypoth~se de r6currence que Xnq(yxn-2) rX~ A. Alors 
xn- l (yxn-~) res t  un pr6fixe de A. 
xn- l(yxn-2) ~yx  t~ est un pr6fixe de A pour h ~ {0,..., n - -  2} car x~-2-hyx h ~ A 
et d est biprffixe. Par ailleurs Xn-l(yXn-2) ~ yx  T~ 6 d pour h ~ n car x n E A. 
Or A 6rant complet, on doit avoir xn- l (yxn-~)~yxn- l~ A.  
Soit encore Xn-l( yxn-~) ~+1 X ~ A.  On en d4duit donc que xn-l( yxn-~) * X C d 
et le code A est n6cessairement i fini. Q.E.D. 
Soient A et B deux codes A, B C X*. A est dit ddcomposable sur B si 
A C B*. L'image de A dans le monolde libre sur l'ensemble Best  alors un 
code, que l'on notera d B . 
Un code est dit indfcomposable si les seuls codes sur lesquels A se d6com- 
pose sont A et X. 
Une suite de ddcomposition d'un code d o est une suite de codes 
Ao, d 1 ,..., A n = X telle que A i se dfcompose sur Ai+l ,  i.e., v6rifiant 
d 0 C AI* C "- C A~* = X*. 
PROPOSlTIO:N 2. Soit d o un code et soit une suite de ddcomposition de A o : 
A o , A 1 ,..., A n . Alors A o est synchronisant ssi pour tout i ~ {0,..., n} les codes 
A~a~+ * sont synchronisants. 
Preuve. Consid6rons la d6composition A C B* C X* et d6montrons que 
A est synchronisant ssi AB est synchronisant e B synchronisant. Prouvons 
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que la condition est n6cessaire: Par hypoth~se, il existe a~A*  tel que 
X*a C A*. En particulier B*a C A*. Puisque A* C B*, a est un mot de B*. 
On a donc trouv6 un mot a E A* tel que B*a C A*, ce qui prouve que AB 
est synchronisant. 
De m6me _//* CB*  et X*aCA*CB* .  Donc a~B*  est un mot syn- 
chronisant pour B. 
Prouvons que la condition est suffisante: Par hypoth~se, il existe a ~ A* 
tel que B*a C A* et il existe b 6 B* tel que X*b C B*. Donc X*ba C B*a C A * 
et ba ~ A* est un mot synchronisant pour A. 
Cette proposition, jointe au fair que les codes bipr6fixes ne sont pas 
synchronisants, permet de construire une famille d de codes v6rifiant les 
conditions suivantes: soit A 6 d 
A n'est pas bipr6fixe. 
A n'est pas puissance d'un autre code. 
Le P.G.C.D. des longueurs de mots de A vaut 1. 
A n'est pas synchronisant. 
I1 suffit pour cela de choisir un code B dont le P.G.C.D. des longueurs 
des roots vaut 1, et un code AB, bipr6fixe non homog~ne. 
Par exemple, A C B* = {x, yx, yy)*, 
A = B3\(xyx B) t.) (B xyx B) kd (xyx). 
Ceci contredit l'6nonc6 de Bobrow et Hakimi selon lequel les codes dont 
le P.G.C.D. des longueurs des mots vaut 1, qui ne sont ni bipr6fixes ni 
puissances d'un autre code, sont synchronisants. 
Le th6or~me que nous prouvons par la suite montre que les codes de la 
famille ~ ne sont pas de D inclusion. On ne peut cependant pas en conclure 
que les codes de D inclusion, dont le P.G.C.D. des longueurs des roots vaut 1, 
sont synchronisants, bien qu'on ne connaisse aucun code nonsynchronisant 
qui ne contienne pas de code pr6fixe dans une de ses d6compositions 
(Schiitzenberger, 1956). 
CODES D'INCLUSION 
D~FINITION. Soit Dune  partie non vide de X. On dit que f~ X* est 
D inclus dans g a X* et on notera f"D"g si les conditions suivantes ont 
v6rifi6es: 
(i) I f ]  < [g [; 
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(ii) Soit x ~ X la derni~re lettre d f  (i.e., f ~ X'x). Alors 
si x ~ D: lorsque la i~nle lettre de f est x, la i&me lettre de g est x; 
lorsque la i~me lettre de f est y va x, la i&me lettre de g est you  x. 
s ix  6 D: lorsque la i~me lettre de f  est y 6 D, la i~me lettre de g est y. 
D~FINITION. Un code A est dit de D inclusion s'il v6rifie la propri6t6 
suivante: 
I1 existe une partie non vide D de X telle que, pour tout f et 
g dans .d, f n'est pas D inclus dans g. 
Remarque. Le d6finition donn6e par Bobrow et Hakimi correspond au 
cas off D se r6duit ~ un seul 616ment. La famille des codes d'inclusion est 
donc une sous-famille de celle des codes de D inclusion. 
EXEMPLE. Soit X = {x, y, z}. Le code repr6sent6 par la Fig. 1 est un 
code de {x} inclusion, mais n'est pas de X inclusion car yz"X"zzz. Le code 
repr4sent6 par la Fig. 2 est un code de X inclusion mais n'est pas de {u} 
inclusion pour u e X car xz"{x}"yzz, yx"{ y}"zyy et zy"{z}"xyy. 
X 
zzx  zzy zzz 
FIGURE 1 
xyx xyy xyz yzx yzy yzz zxx zxy zxz 
FIGURE 2 
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Ttt~OR/~ME. Soient A et B deux codes vdrifiant 
BCA*CX* ;  
BA est un code biprdfixe. 
Alors si Best  de D inclusion, A et B sont homog~nes. 
Pour d6montrer ce th6or~me, nous aurons besoin de quelques lemmes. 
LEMME 1. Soit la suite de ddcomposition B C A*  C X* .  S i  Best  un code 
de D inclusion, A est un code de D inclusion. 
Puisque BCA* ,  il existe a6A*  tel que aACB.  Si A n'est pas de D 
inclusion, il ex istef  et g dans A tel que f"D"g et B n'est pas de D inclusion, 
car af, ag ~ Bet  af"D"ag. 
LEMME 2. Soient A et B deux codes vdrifiant 
BCA*CX* ;  
Best  un code de D inclusion; 
B a est un code biprdfixe de longueur moyenne n. 
Soient x ~ D, et s l'entier tel que x ~ ~ A. Alors (X  ~ n A) n C B. En particulier 
si A = X s, B = (X~) ~. 
Posons u ~ x s et montrons par r6currenee sur r6{O,.. . ,n} que 
(X ~AA)  ~u n -~CB.S i r  =0,  u s~B.  
Supposons par hypoth+se de r6currence que (X ~ n A) * u n-r C B. Soit 
ae  (X ~ n A) r+l, et soit p l'entier tel que au ~B.  p >~ n- -  r - -  1 sinon 
au~"D"u ~et  B ne serait pas de D inclusion, p ~< n --  r - -  1 sinon au ~ aurait 
un facteur droit dans (X * n A) * u ~-* C Bet  BA ne serait pas bipr6fixe. 
Donc p = n --  r - -  1 et (X" n A) ~+1 u ~-~-1 C B. Pour r = n, on obtient 
(X ~nA)  ~CB,ets iA  =X s ,B  =(Xs)  ~carBestuncode.  
Notation. Soit f~  X*. On notera Zf le hombre de lettres distinctes qui 
interviennent dans f. Formellement: Af = cardZ o~ ZCX,  feZ*  et 
Vs ~ z,f~ s*. 
Preuve du th~or~me. D'apr~s le Lemme 2, il suffit de montrer que A est 
homog+ne pour conclure. 
Soit n la longueur moyenne des roots de Ba .  Posons 
s=max{p~Nlx6D,  x ~6A}, v =x  ~eD ~nA,  T=X*DX*AX ~. 
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1. Montrons  que si a ~A,  alors ] a I /> s. Soit a sA ,  [ a ] = s', et soit 
p~Nte l  que av v~B.p  <n car BA est bipr6fixe; [av  ~[ =s '+ps>~ns  
sinon av~"D"v ~ ~ Bet  B ne serait pas de D inclusion. Donc 
s'/s ~>n- -p  >/ 1 et s' />s .  
2. Montrons par r6currence sur 
r =ha~{1 .... , ca rdX} que a~T=>a~A.  
Pour  r = 1. Soit a ~ T tel que ha = r = 1. Alors il existe y dans D tel que 
a = yS. Soit s' ~ N tel que yS" ~ A.  s' ~ s par d6finition de set  s' > /s  car 
y~" cA ,  (1). Done 
s' =s  et a =ys~A.  
Supposons par hypoth&se de r6currence que 
acT ,  Aa=r<cardX~a~A.  
D'apr6s 1, a est un pr6fixe ou un mot  du code d puisque tout mot 
de d est de longueur sup4rieure ou 4gale ?~ s. En particulier, pour tout 
x ~ X ,  ax* n d ~= ~.  On va montrer  que a ne peut 6tre un pr6fixe, i.e., 
que s i t  ~ ax* n A ,  alors t = a. 
Soit z ~ D, une lettre qui intervient dans a, i.e., z ~ Z C X avec a ~ Z*,  
cardZ=ha=rq-  1, e tso i t  t ~ az* n A =/= ~.  
Soit enfin b ~ (Zl{z})* le mot obtenu en remplagant dans a les  occurrences 
de z par y ~ Z l{z  }. b ~ X 8 et Ab = r. Par hypoth6se de r fcurrence b 6 A.  
Posons u = z 8. I1 vient u, b ~ X ~ c3 A ,  et d'apr4s le Lemme 2, bn-lu ~ B. 
Montrons d 'abord que t = a ou t = az ~. Soit p tel que tu ~ E B. 
Jtu~] =] t j+sp  ~ ,  (1) 
sinon tu~'D'u net  B ne serait pas de D inclusion; 
I tu ~ t = I t t  +sp  <~sn, (2) 
sinon b~-lu"D"tu ~ et B ne serait pas de D inclusion. 
De (1) et (2) il v ient I t ]=  s (n - -p ) ,  soit encore t = aun- r - leA ,  
au n-1 E B.  
Prouvons alors que n - -  p - -  1 ~ 1 (i.e., que t = a ou t = azS). Supposons 
que n - -p -  1 > 1 et soit k tel que u~-2tk~ B. Alors b~-lu"D"un-2t ~= 
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un-2aun-~-lt k-l, ce  qui est en contradiction avec l'hypothbse que B est de 
D inclusion. 
Montrons ensuite que t = az 8 E A entraine que le code est infini. Ceci est 
en contradiction avec les hypotheses du th~or~me et donc t = a. 
Prouvons que uitu n-i-2 ~ B pour i ~ {0,..., n - -  2}. u~t est un pr~fixe ou un 
mot de B sinon uit"D"u n. 
Soit m~N tel que u*tum~B, m ~ n - - i - -2  sinon uitum"D"un; 
m ~ n --  i - -  2 sinon bn-lu"D"u*tu ~. Donc 
uitu~-i-2E B pour i ~ {0 ..... n - -  2}. 
Le code BA v6rifie ainsi les hypotheses de la Proposition 1, il est donc 
infini. Ceci ach~ve la d6monstration par r6currence de 2 ,  et prouve que 
TCA.  
3. Montrons enfin que A = X 8. Le code A ~tant complet il suffit de 
prouver que A C X ~. 
Soit a~A\T .  D'apr~s 1, [ a [ ~ s. Supposons que ] a ] > set  soit y la 
si~me lettre de a [i.e., a ---- byc, avec b, c ~ (X\D)*,  y ~ X \D ,  [ by [ = s]. 
Soit x ~ D. Le mot xS-ly est un mot de T et donc appartient ~A. I1 vient 
alors x~-ly"D"a, ce qui est en contradiction avec le fait que A est de D 
inclusion d'apr6s le Lemme 1. D'ofl [ a [ = s, oit encore a ~ X 8. Q.E.D. 
Ce th6or~me nous permet de connaitre la structure des codes de D 
inclusion: 
COROLLAIRE. Soit A o un code de D inclusion. II existe un entier r tel que 
(i) A 0 C (X0*; 
(ii) Pour route suite de ddcomposition de Ao ,  A 1 ,..., A n = X ~ 
(i.e., A o C AI*  C ... C A~*), les codes Ai~i+lpour i e {0,..., n - -  1} 
ne sont pas biprdfixes. 
En particulier un code de D inclusion biprdfixe ou puissance d'un autre code est 
homog~ne (Bobrow et Hahimi). 
Soit en effet r le P.G.C.D. des longueurs des roots de A 0 . Alors A 0 C (Xr) * 
et pour tout r' > r, A o ~ (X"') *, ce qui entraine que A,,_ 1 n'est pas homog~ne. 
D'apr~s le Lemme 1, les codes A0, A 1 ,..., A~ sont d'inclusion et le 
th~or~me ci-dessus permet de conclure qu'ils ne sont pas bipr6fixes. 
Donnons enfin un algorithme permettant de construire un code de X 
inclusion ayant mSme r6partition de longueur de roots qu'un code donn6. 
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PROPOSITION. Soil A un code. II existe un code de X inclusion B tel que 
card(A (~ X ~) --  card(B t~ X ~) pour tout n ~ N. 
Notons f f]~ le nombre d'occurrences de x dans le mot f. Soit 
ml = card(A ~ X ~) 
et soit {miS= 1la suite des entiers non nuls extraite de {mi}ie N . C'est une suite 
finie car A est fini. 
L'algorithme de construction de Best  alors le suivant: 
B :=~.  
Pour j variant de 1 5 r, construisons les ensembles Bi~ 
Bij :=  ~.  
(1) Si card Bi1 ~- mia , alors B :~ B w Bi~ et incr4menter j de I. 
sinon, soit x ~ X tel que 
J 
T = Xi j - lx  I Q) BisX* =/= ~. 
- -  S21  
(Un tel x existe sinon cela signifierait quej  = r, card Bi~ = m# et l'algorithme 
serait termin&) 
Choisissons f parmi les mots de T de telle sorte que I f  Ix soit maximum. 
On pose alors Bij :~- Bi~ kJ {f} et l'on retourne en (1). 
V6rifions que Best  de X inclusion. 
Supposons qu'il existef et g dans B tels quef"X"g.  
Soit g' le facteur gauche de g de longueur I f  l- Par d6finition de la X 
inclusion jf I~ >~ I g' 1~ et I f  Ix z I g' Ix ssi f ~ g'. 
Or, par construction de B, I g' [~ <~ I f  r~ et g' :/= f car B est pr6fixe. 
Donc f "X"g  est impossible et B est de X inclusion. 
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