Abstract. It has been shown by Remmen and Carroll [1] that, for a model universe which contains only a kinetically canonical scalar field minimally coupled to gravity it is possible to choose 'special coordinates' to describe a two-dimensional effective phase space. The special, non-canonical, coordinates are φ,φ and the ability to describe an effective phase space with these coordinates empowers the common usage of φ −φ as the space to define inflationary initial conditions. This paper extends the result to the full Horndeski action. The existence of a two-dimensional effective phase space is shown for the general case. Subsets of the Horndeski action, relevant to cosmology are considered as particular examples to highlight important aspects of the procedure.
Introduction
Recently, Remmen and Carroll [1] explored the idea of considering φ −φ space as an effective phase space in flat Friedmann-Robertson-Walker universes. This is achieved via a many-toone map that is vector field invariant, that is a map which unambiguously maps a vector field on one manifold to another (lower dimensional) manifold. A rigorous definition of such a map is laid out in section 2. The importance of this map is that it preserves an important facet of the full phase space: the curves of motion do not cross. In principle, this allows for the definition of a Liouville measure on the effective phase space and so an ability to answer questions similar to that of "How many e-folds should we expect from inflation?" [2] .
There are further interesting areas which depend, somewhat implicitly, on the notion of φ −φ being an effective phase space. In slow-roll inflation the attractor behaviour [3] is a ubiquitous feature which greatly simplifies the calculations. Trajectories converge towards each other in φ −φ in such a way that the initial value ofφ is unimportant. If this were happening in a non-phase space then there may be concerns that the convergence of trajectories did not imply a single behaviour. Furthermore, numerical investigations into inflationary behaviour, for example [4] in the single-field case and [5] [6] [7] in the multi-field case, take φ −φ as an appropriate space on which to define initial conditions. Again, this is only valid if it is an effective phase space.
The purpose of this paper is to extend the range of theories that the results of Remmen and Carroll apply to by showing that the full Horndeski action admits an effective phasespace description. Section 2 will deal with preliminary ideas, which are restated here to make the paper more self contained. In the next section a vector field invariant map is shown to exist for the Horndeski action via the construction of the Hamiltonian constraint and the manipulation of the components of the Hamiltonian flow vector. Finally, some examples of theories commonly considered in a cosmological setting are presented to highlight import aspects of the procedure.
Preliminaries

Vector Field Invariant Maps and Effective Phase Spaces
The idea of a vector field invariant map is conceptually simple. It is a map from one space to another (potentially of lower dimension) that maps the vector field unambiguously, so that there is a unique vector defined at each point. To state this in more formal terms some notation must be introduced. The space of all smooth valued functions on a manifold, M , is F (M ). A pullback of a function, f ∈ F (N ), by a mapping ψ : M → N is ψ * : F (N ) → F (M ). Finally, a definition of vector field invariant map can be made. A map, ψ : M → N , is a vector field invariant map with respect to a vector field, X, if, for any function, f ∈ F (N ), and for all q ∈ N ,
With the concept of a vector field invariant map the question of whether a space constitutes an effective phase space is now answerable. A space, N , can be thought of as an effective phase space if it possible to construct a map, ψ, from some region of the full phase space, M , so that the Hamiltonian vector field is invariant under ψ. The key point is that the Hamiltonian vector field is tangent to the curves of motion and so if it is mapped unambiguously from M to N then it is uniquely defined at all points in N . This means that the curves of motion do not cross and so specifying a point in N is enough to specify the dynamics of the system.
The Horndeski Action
The Horndeski action, equation (2.1), is of interest as the most general action for a scalartensor theory in four dimensions that gives second-order field equations [8, 9] . The requirement of second order field equations ensures that there are no Ostrogradsky instabilities [10] in the theory. In this paper the DGSZ [11] formulation of the theory is
The functions P (φ, X) and G i (φ, X) are arbitrary, analytic functions of the scalar field, φ, and X = g µν ∂ µ φ∂ ν φ. These arguments will not be written in the following to increase readability. Also, a subscript φ or X denotes a partial derivate with respect to that quantity, semi-colons denote covariant derivatives, is the covariant D'Alembertian operator and greek indices run over all four spacetime dimensions.
For the purposes of this paper it is important that the action is well-posed [12] . This is achieved by the use of the appropriate boundary terms. In the case of General Relativity this is the Gibbons-Hawking-York term [13, 14] :
where, in this case, h is the determinant of the induced metric on the boundary surface and K is the extrinsic curvature of the boundary surface. The boundary terms for the general Horndeski theory have been previously calculated by Padilla and Sivanesan [15] , equations (2.3) to (2.5) and the new terms in these equations will be introduced as they are used in Section 3.
3 A Vector Field Invariant Map of the Horndeski Action
The Hamiltonian Constraint Surface
In this section the Hamiltonian constraint is explicitly constructed and the surface generated by it is shown to be independent of the scale factor of the model universe when considered in the special coordinate system of φ −φ. As with the work carried out in [1] this paper is interested in the background dynamics of a spatially flat universe. To this end, systems with exact homogeneity and isotropy are considered, the Friedmann-Lemaitre-RobertsonWalker universes with no perturbations. This, in the language of quantum cosmology, is the minisuperspace approximation with a further restriction to only flat universes. The Hamiltonian constraint arises from the time diffeomorphism invariance of the model. In the case of a flat FRW universe this invariance is encapsulated in the lapse function, N lapse (t), which appears in the metric and, as such, the infinitesimal line element, equation (3.1).
To increase readability the lapse function, scale factor and Hubble constant will henceforth be written without their argument. The next step involves putting this metric into the Horndeski action, equation (2.1), and ensuring that this action is well-posed. The general boundary terms given in Section 2.2 simplify in the case of the minisuperspace approximation.
The boundary manifold of interest for the minisuperspace approximation is one whose normal vector is a unit vector in the time direction, n ν = (−1/N lapse (t), 0, 0, 0), and this fact combines with the high symmetry of the system to simplify the B α s considerably. The boundary is parameterised by the spacial coordinates of the four dimensional bulk and has an induced metric, h, 1 given by:
where latin indices denote summing over the boundary coordinates (equivalently in this case, the spacial coordinates of the bulk). Firstly, the normal derivative to the scalar field on the boundary, φ n is given by:
Examining the covariant derivative on the boundary (rather than the bulk), homogeneity gives φ ;i = 0. From this it follows that second covariant derivatives of φ are also 0 and Y = 0, where Y is the boundary analogue of X. The Ricci curvature of the boundary,R, is 0 since only flat universes are of interest. Finally, s depends on whether the boundary is spacelike or timelike. Here the boundary is spacelike, s = −1. The extrinsic curvature tensor and scalar [16, 17] are given by:
The final term to consider is the function F 3 . This is defined in Ref. [15] and in the case being dealt with here has the form:
The main point of note is that given this definition is that
Using all of this information gives the boundary terms as:
The full, well-posed, action is then:
Now, the conjugate momenta can be calculated in the standard way from the Lagrangian as:
Note that the momentum associated with N lapse (t) is zero. This means that it is not a dynamical and can be set to an arbitrary constant, here N lapse (t) = 1 is chosen. Since the key feature in what follows is the a dependency of flow vector components it is useful to write the momenta as: 14) where the π i s contain all the functional dependency of the momenta on φ,φ and H. The Hamiltonian is then constructed in the usual way, equation 3.15. Since the expressions for the momenta are kept general there is no way to invert the expressions to obtain the velocities. Therefore, the Hamiltonian is written as a function of φ,φ, a and H instead of as function of φ, p φ , a and p a and this also suits the purpose of this paper.
The Hamiltonian constraint comes from varying the action with respect to the lapse function (before it is set to be constant), see e.g. [17] , and gives the the Friedmann equation:
The two-dimensional Hamiltonian constraint surface in the space of (φ,φ, H), C a , is the same for all possible values of a so that, as in the case of Remmen and Carroll, it is found that the full constraint surface, C, factorises as a product: C = C a × R + .
The Hamiltonian Vector Field Components
The Hamiltonian vector field is defined by:
This definition lends itself to consider components in the φ, p φ , a, p a directions but the space can be described in any choice of components such as (φ,φ, a, H). In this second coordinate system theφ and H components of the flow vector are given by:
In the case of the Horndeski action, the momenta are given in equations (3.11) and (3.12) and contain the unknown functions G i (φ, X). It is impossible to invert these expressions without specifying G i (φ, X) and so, to keep the approach in this paper as general as possible, an alternative route must be found. Directly from Hamilton's equations the components X (p φ ) H and X (pa) H are given as:
Note that the termsπ i will, in general, contain second derivatives of the generalised coordinates. These can be eliminated by the equations of motion which can be shown to be independent of a. The easiest way to see this is by writing the Lagrangian as L = a 3 λ. Then the equation of motion for a, which givesḢ, is given by the Euler-Lagrange equations and taking derivatives with respect to H instead ofȧ gives:
That is, the a dependency has factored out of the equation of motion. A similar approach for the φ equation of motion yields:
Now, all that remains is to manipulate the partial derivatives terms in equations (3.18) and (3.19) . This is a simple inversion of the expressions:
Re-writing this as a matrix equation,
where D is a 4 × 4 matrix of partial derivatives, allows the flow vector components to be written in a compact form. The matrix D takes the explicit form:
where A is now a 2 × 2 matrix. Since D takes a block form the system of equations can be written as:
Given this decomposition of the equations the flow vector components can be written as:
The matrix A −1 is given by: Despite the generality of the Horndeski action, this notation allows a clear form for the expressions of the flow vector to be written down. These are:
That is, there is no dependence on the scale factor in theφ and H components the flow vector. This, along with the ability to write the constraint surface in terms of only φ andφ as shown in the previous section are exactly the criteria laid out in section 2.1 to consider the φ −φ space an effective phase space as meant by Remmen and Carroll in Ref. [1] . While the result is presented here for the Horndeski theory it follows from the argument used here that the result holds for any theory where the Friedmann equation is independent of a and the momentum can be factorised as in equations (3.13) and (3.14).
Examples
In this section specific theories that are often discussed in cosmological contexts are used to highlight interesting points that arise when considering theories more general than a minimally coupled, canonical scalar field.
Conformally-Coupled Scalar Fields
Theories with an action of the form:
have been considered to be viable or important in the context of inflation for several reasons. These stem from the original Starobinksy model of inflation [18] through to the more recent superconformal ideas of Kallosh and Linde [19, 20] and Higgs inflation [21] . Due to this interest it makes sense to pay particular attention to important issues that arise when dealing with this set of actions in this context. These theories are a subset of the Horndeski action given in equation 2.1 with
Following the prescription outlined in section 3 the first key stage to arrive at is the Hamiltonian of a theory whose action is given by equation 4.1. In calculating this Hamiltonian the conjugate momenta are found to be:
2)
3)
The Hamiltonian of theories of this type is then given as:
The Hamiltonian constraint gives the Friedmann equation, equation (4.5), defining a threedimensional hypersurface in the full phase space or two-dimensional surface in the φ −φ.
The shape of a slice of the constraint surface for a particular coupling is shown in Figure 1 . It should be noted that, due to the form of equation (4.5) there are two solutions for H. This was not important in the work of Remmen and Carroll as the solutions had an exact H → −H symmetry but, as can be seen in Figure 1 , the symmetry does not necessarily exist in this model. Indeed, this is generally true for any model with G 4 = 1/2 which is another reason that this example is particularly instructive. This highlights the importance of the caveat introduced in section 2.1, namely that we are mapping from some region of the full phase space, in this case the H + or H − regions.
The components of the Hamiltonian flow vector are then calculated to be:
, (4.6)
The importance of the asymmetric form of the constraint surface can now be seen. Depending on whether the positive or negative solution for H is chosen two different vector fields are arrived at, Figure 2 . In many cosmological contexts, for example inflation or quintessence scenarios, this is not a problem because we choose the expanding solution. However, if the scenario of interest was a cosmology where a bounce occurs then this asymmetry in the constraint surface would suggest that the space of φ −φ would not constitute an effective phase space as there is not a vector field invariant map from the full region that would have to be considered. There have been explorations of the use ofφ − H as an effective phase space in simple Horndeski bounce models as it is possible to move between the positive and negative solutions [22, 23] .
k-flation
While the previous example shows one of the features that needs to be considered when dealing with more general actions it is possible to make the calculation using the exact method of Remmen and Carroll. The simplest theory that shows the need for the method presented in this paper is that of k-flation [24] . The action, equation (4.8) , in this case contains only P (φ, X) and the usual Einstein-Hilbert term, that is G 4 (φ, x) = 1 2 . All the other terms from equation 2.1 are zero.
Once again, using the procedure of Section 3, the canonical momenta can be calculated and are found to be:
In these equations the complications that prevent the method of Remmen and Carroll being extended to more general cases than considered in Ref. [1] are evident. Without knowing precisely what form P (φ, X) takes there is no way of inverting equations (4.9) and (4.10) to form expressions forφ and H.
In this case the H → −H symmetry in the constraint surface is not broken so the potential ambiguity seen in section 4.1 is not present in the k-flation case. Using the method described above expressions for the flow vector components are found to be: This gives the final expression for the H component of the flow vector as:
Once again the flow vector components, equations (4.12) and (4.15) , are independent of a. This, coupled with the ability to parameterise the constraint surface in terms of just φ andφ (captured in equation 4.11) is the requirement for φ −φ to be considered an effective space.
Conclusion
In this paper it has been shown that the most general scalar-tensor theory with a single scalar field and second-order equations of motion, Horndeski Theory, permits a reduction to a two-dimensional effective phase space. This is an extension of a previous result of Remmen and Carroll [1] who showed the same for a canonical, minimally coupled scalar field. There are several features that make the general theory harder to deal with but these are elucidated through the use of specific example theories: conformally-coupled theories and k-flation.
There is still work to be done. In Ref. [1] conditions are laid out for defining an effective Liouville measure on φ −φ. Since these conditions are not proven to hold for a general potential in the simple case considered in Ref. [1] no attempt has been made in this paper to show they always hold in the general case. This will need to be considered on a model by model basis. It should be noted that the measure on effective phase space is distinct from the Liouville measure on the full phase space. If it proves possible to define a Liouville measure then more sophisticated weighting could be used in numerical calculations of inflationary observables. Instead of uniform weighting in φ−φ uniform weighting in the Liouville measure could be used as in Ref. [2] . If it can be shown to exist then this measure is the correct classical measure on effective phase space as it defined by the flow trajectories and is conserved along this flow. A flat measure on φ −φ is not conserved by the flow along trajectories and as such is not a valid choice.
