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Les matériaux diélectriques sont utilisés à bord des satellites en orbite, que ce soit 
comme isolant électrique dans l’électronique embarquée et les câblages, comme 
régulateur thermique ou comme composant de base au sein même des instruments 
(exemple du verre d’un télescope de satellite d’astronomie). Soumis à 
l’environnement spatial chargeant, ces matériaux accumulent des charges 
électriques (charges internes ou de surface) qui conduisent à des décharges 
électrostatiques responsables de nombreuses des pannes de satellites, pouvant aller 
du jusqu’à la perte totale de systèmes spatiaux. Historiquement, les études de 
charge de matériaux diélectriques soumis au bombardement de faisceaux 
d’électrons ont été initiées par la perte d’un satellite en orbite géostationnaire, 
l’analyse de l’événement ayant conclu à la charge d’un de ses éléments par les 
électrons du milieu, puis à sa décharge. Il est donc considéré comme essentiel 
d’éliminer tout risque de charge, et à défaut de minimiser le risque de décharge. En 
parallèle l’électronique du couplage est protégée par des règles de design. 
Pour comprendre l’origine de ces problèmes et les résoudre, le CNES (Centre 
Nationale d’Études Spatiales) a développé diverses chambres d’irradiation 
reproduisant l’environnement spatial en laboratoire. Parallèlement, le LAPLACE 
(Laboratoire PLAsma et Conversion d’Energie) s’intéresse au développement des 
techniques expérimentales de mesure de la charge d’espace dans les isolants. Parmi 
ces techniques, on trouve la méthode PEA (Pulsed Electro-Acoustic) ou méthode 
électroacoustique pulsée. Cette méthode consiste à exciter le matériau par des 
impulsions de tension de courte durée (ns) et à détecter, au moyen d'un capteur 
piézoélectrique, les ondes acoustiques générées par effet Coulombien du champ 
impulsionnel sur les charges internes. Après un traitement des signaux adéquat, la 
distribution de la charge d’espace en fonction de la profondeur de l’échantillon peut 
être estimée. 
Malgré le développement de techniques expérimentales de plus en plus 
performantes, leur faible résolution spatiale est un frein pour l’étude du chargement 
des matériaux spatiaux. En effet, outre le fait que la technique PEA a une résolution 
spatiale de l’ordre de la dizaine de micromètre, ces matériaux étant placés dans des 
conditions atmosphériques particulières, leur faible épaisseur, quelques dizaines de 
micromètre, rend leur caractérisation complexe.  
L’objectif de nos travaux de recherche est donc de caractériser, à l’aide d’outils 
d’aide à la simulation numérique, une cellule PEA à haute résolution spatiale, de 
l’ordre du micromètre. Outre l’intérêt évident d’une amélioration de la résolution 
spatiale, ce travail doit permettre de maitriser l’ensemble de la chaîne d’acquisition : 
du générateur d’impulsion au traitement des données et par conséquent de 
déterminer les limites physiques de notre système PEA indispensable pour une 
bonne interprétation des résultats. Différents paramètres seront considérés, allant de 
la forme des impulsions de tension, aux propriétés acoustiques des matériaux en 
passant par une analyse précise du capteur piézo-électrique. Une attention 





à partir du signal de mesure, de remonter à la distribution spatiale des charges dans 
le matériau. 
L’ensemble de notre travail est décrit à travers de 5 chapitres. Après avoir 
brièvement décrit l’environnement spatial des satellites en orbite, une part importante 
du chapitre 1 est consacrée à la structure des matériaux diélectriques spatiaux, à 
leur propriété électrique et enfin, à une description des phénomènes physiques de 
leur charge et de leur décharge. 
Le chapitre 2 est une synthèse des différentes méthodes expérimentales utilisées 
pour caractériser électriquement les matériaux diélectriques. Dans ce chapitre, ces 
techniques sont divisées en deux catégories, une catégorie réunissant l’ensemble 
des techniques dites ‘macroscopique’ ou techniques permettant de quantifier les 
effets de la charge d’espace et une catégorie de techniques dites ‘locales’ permettant 
d’obtenir la distribution spatiale des charges dans un matériau. 
La problématique étant clairement définie dans les chapitres précédents, le 
chapitre 3 concerne l’étude d’une cellule de mesure PEA. Après avoir décrit son 
principe de fonctionnement, un modèle électro-acoustique de cette cellule est 
proposé avec le logiciel commercial Comsol. L’objectif de ce modèle est de définir 
une cellule de mesure optimisée en analysant la tension simulée en sortie de la 
cellule pour un profil de charge donné et pour une configuration donnée de la cellule.  
Basé sur le modèle électro-acoustique du chapitre 3, les chapitres 4 et 5 concernent 
une étude du traitement des signaux issus de la cellule PEA. Dans le chapitre 4, une 
analyse approfondie est réalisée sur la méthode de traitement du signal effectuée 
jusqu’à présent par la communauté scientifique qui s’intéresse à la mesure de la 
charge dans les diélectriques. Une des conclusions les plus importantes de cette 
étude concerne l’étape de calibration pour l’estimation de la fonction de transfert. La 
conclusion montre que cette procédure d’estimation, couramment utilisée, n’est pas 
adaptée aux méthodes classiques de déconvolution. 
Basées sur les conclusions précédentes, le chapitre 5 propose une nouvelle 
méthode pour caractériser la fonction de transfert d’une cellule de mesure PEA. Une 
partie importante de ce chapitre est consacrée à une analyse détaillée de la méthode 
de calibration et à l’estimation de ses paramètres. Les résultats de cette nouvelle 
méthode de traitement du signal obtenus à l’aide de signaux de tension simulés avec 
le modèle électro-acoustique sont ensuite comparés aux résultats issus du traitement 
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1 L’environnement spatial du satellite  
Les satellites spatiaux occupent, selon leurs missions, différentes orbites terrestres. 
Ces satellites se trouvent presque toujours dans la magnétosphère. Un satellite, pour 
des raisons de régulation thermique, est recouvert de matériaux possédant des 
caractéristiques thermo-optiques déterminées. Du fait de leur nature diélectrique, ces 
matériaux se chargent électrostatiquement. Le flux de particules chargées impactant 
le satellite a tendance à charger celui-ci en valeur absolue par rapport à son 
environnement et différentiellement entre les différentes parties le constituant. 
Lorsque la configuration du champ ou du potentiel devient critique, des décharges 
électrostatiques peuvent se produire à la surface du satellite soit vers l'espace par 
expansion de charge d'espace électronique, soit différentiellement entre plusieurs 
parties du satellite. 
Ces décharges peuvent nuire au bon fonctionnement du satellite, par effet de 
couplage du rayonnement électromagnétique émis sur des parties du satellite (câble, 
circuits, etc.). 
Il peut en résulter des changements d'état intempestifs des circuits électroniques du 
satellite avec parfois, pour conséquence, des pertes de disponibilité du système. 
Dans ce chapitre, nous allons tout abord décrire les caractéristiques de 
l’environnement spatial. Ensuite, les différents phénomènes de charge et les 
problématiques de la décharge du satellite seront abordés. Enfin, on présentera 
quelques diélectriques spatiaux et ses propriétés électriques.  
1.1 Les différentes orbites 
Les orbites terrestres peuvent avoir de nombreuses formes et orientations. Certaines 
sont circulaires ou en forme d'ellipse très allongée. Elles peuvent se situer à basse 
altitude juste au-dessus de l'atmosphère terrestre (250 km) ou dépasser 30 000 km.  
- L’orbite géostationnaire (GEO) est une orbite circulaire située dans le plan de 
l'équateur à une altitude de 35 786 km du sol. À cette altitude, la période de 
révolution du satellite correspond exactement à la période de rotation de la 
Terre, soit 23 heures, 56 minutes et 4 secondes. Vu de la Terre, un satellite 
géostationnaire semble immobile dans le ciel : c’est l’orbite parfaite pour les 
satellites de télécommunication et pour certains satellites d’observation 
(météo) qui doivent couvrir une zone fixe.  
- L’orbite polaire (PEO) est une orbite circulaire basse (par convention entre 
300 et 1 000 km d’altitude) dont l'inclinaison, proche de 90°, la fait passer au-
dessus ou près des pôles. Un satellite situé sur une orbite polaire passe 
régulièrement au-dessus de tous les points de la surface grâce à la rotation de 
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la Terre. Les orbites polaires sont généralement des orbites héliosynchrones : 
ce type d'orbite conserve un angle constant avec la direction Terre-Soleil 
c'est-à-dire que le plan d'orbite tourne de 360° par an. Les orbites 
héliosynchrones permettent de passer toujours à la même heure solaire locale 
au-dessus d'un lieu donné : l'éclairage identique des prises de photo du lieu 
permet de faire ressortir les changements. Cette caractéristique en fait une 
orbite idéale pour des satellites d’observation de la Terre.  
- L’orbite basse (LEO) se situe juste au-dessus de l'atmosphère terrestre à une 
altitude où la traînée ne freine pas trop la vitesse du satellite (par convention 
l'orbite basse se situe à une altitude inférieure à 2 000 km). Elle est utilisée 
par les satellites scientifiques qui explorent l'espace lointain. Le télescope 
Hubble, par exemple se situe sur une orbite de 610 km. On trouve également 
sur ce type d'orbite les satellites de radioamateur et les constellations de 
téléphonie mobile ou de télédétection terrestre. 
Dans l’espace, les satellites en orbite sont exposés à une ambiance radiative définie 
par les facteurs naturels (vide, radiations solaires, flux de particules chargeantes, 
oxygène atomique en orbite basse). Dans l’orbite géostationnaire notamment, sur 
laquelle gravitent les satellites de télécommunication, la gamme d’énergie des 
particules entraine des perturbations sur le bon fonctionnement de l’électronique 
embarquée, pouvant aller jusqu’à la perte de la mission. Le soleil est la source de 
ces particules qui émet dans l’espace interplanétaire un plasma qui arrive à pénétrer 
dans la cavité magnétosphérique terrestre, Figure 1.1. 
 
Figure 1.1 : Environnement spatial du satellite. 
Il faut noter que, les satellites qui occupent les orbites basses sont exposés aux 
particules de l’ionosphère. Cette région est comprise entre 50 km environ, où 
commence à apparaître une densité significative d’électrons thermiques, et une limite 
à haute altitude de l’ordre de quelques milliers de km où l’influence de l’atmosphère 
neutre devient totalement négligeable. Elle joue un rôle important dans l’étude des 




systèmes spatiaux. En effet, elle a une grande influence sur les signaux issus des 
satellites et spécialement ceux de positionnement (GPS). De plus, la qualité des 
communications radios dépend des couches conductrices formant l’ionosphère sur 
lesquelles se réfléchissent les ondes radios [Bert]. 
Les satellites géostationnaires sont, quant à eux, confrontés aux particules de la 
magnétosphère. La magnétosphère représente l’ensemble des lignes de champ 
magnétique terrestre situées au-dessus de 800 à 1000 km d’altitude. Elle est 
plongée dans le vent solaire et déformée par celui-ci : sa forme est très allongée, 
comprimée du côté du soleil (côté jour) et étirée du côté nuit, un peu comme la 
queue d’une comète jusqu’à plus de 3.105 km. Par la suite, une étude détaillée de la 
magnétosphère est présentée. 
1.2 Morphologie de la magnétosphère 
Dans la magnétosphère le plasma interagit fortement avec le champ magnétique. 
Elle est séparée du vent solaire par une frontière de quelques centaines de 
kilomètres d’épaisseur : la magnétopause se trouve à environ 6.104 km. En l’absence 
du vent solaire, le champ magnétique terrestre serait dipolaire. Du fait de la présence 




Figure 1.2 : Les différentes régions de la magnétosphère 
La magnétosphère terrestre a fait l’objet de recherches intenses depuis les années 
70 pour deux raisons essentielles : 
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- D’une part, la magnétosphère est un très riche laboratoire de physique des 
plasmas.  
- D’autre part, les perturbations de la magnétosphère, sous-orages et orages 
magnétosphèriques, provoquent des phénomènes électrodynamiques violents 
et destructeurs pour les activités humaines tant au sol (réseaux électriques,...) 
que dans l’espace (satellites,...). Ces objets spatiaux sont très sensibles aux 
ceintures de radiations, aux structures magnétiques, ainsi qu’aux écoulements 
rapides de particules. 
 
Les différentes régions de la magnétosphère sont présentées ci-dessous : 
  
Vent solaire 
Le milieu interplanétaire est balayé par un vent de particules électriquement 
chargées provennant du Soleil. Ce vent est un plasma très peu dense composé 
d’électrons, de protons et de noyaux d’Hélium. De plus, il est supersonique, il va 
donc plus vite que la vitesse des ondes qui s’y propagent (ondes acoustiques et 
ondes d’Alfven, i.e. ondes de pression et de déformation des lignes de champ 
magnétique). Il est également soumis à des éruptions solaires. Avant que le vent 
solaire ne se heurte à la magnétosphère, il est brutalement ralenti et chauffé par 
d’autres particules dans une région appelée choc. La structure du choc en amont de 
la magnétosphère est assez complexe car les processus de diffusion de l’énergie 
(ralentissement du plasma et chauffage) sont liés à des processus 
électromagnétiques assez variés. 
 
Queue 
La queue est en aval de la planète par rapport à la direction de l’écoulement du vent 
solaire. C’est une région très vaste, et très étirée. Pour la Terre, elle s’étend jusqu’à 




La magnétopause est la frontière entre la magnétosphère, dominée par le champ 
magnétique de la planète, et le milieu interplanétaire, dominé par le vent solaire. 
Imperméable, elle laisse cependant pénétrer une fraction des particules du vent 
solaire selon les caractéristiques de ce dernier. Le champ magnétique subit une 
discontinuité au travers de la magnétopause qui constitue donc une source 
d’accélération des particules. 
 
Magnétogaine 
La magnétogaine est une région de vent solaire au voisinage de la magnétosphère, 
située entre le choc (en aval du choc) et la magnétopause. C’est une région où le 




plasma est turbulent, on y mesure une grande agitation électromagnétique. Le 
plasma y est plus dense que dans le vent solaire en amont du choc. C’est là que le 
vent solaire s’écoule, principalement, en contournant la magnétosphère. 
 
Couche de plasma 
La couche de plasma est le principal réservoir de particules de la magnétosphère. 
Elle s’étend dans le plan médian de la queue. Son épaisseur est très variable selon 
l’activité magnétosphérique, allant de quelques centaines à une dizaine de milliers de 
kilomètres. La densité est de l’ordre de 0.1 à 1 par centimètre cube, la température 
est de l’ordre de 0.5 à 1 keV pour les électrons, de 1 à 5 keV pour les protons. Le 
champ magnétique y change de direction (au sud il est dirigé vers la queue, au nord, 
il est dirigé vers la planète). 




Les lobes sont deux régions situées dans la queue de la magnétosphère où le 
plasma est très peu dense (le moins dense de la magnétosphère, moins de 5.10−3 
par centimètre cube) et où le champ magnétique n’est pas du tout négligeable. La 
température est de l’ordre de 100 eV pour les électrons et 300 eV pour les protons. 
Les deux lobes (un au Nord, l’autre au Sud) entourent la couche de plasma. 
 
Zones aurorales 
Les zones aurorales sont des régions où l’on observe des aurores. Les aurores 
résultent de la luminescence de la haute atmosphère dûes à la désexcitation des 
molécules de l’atmosphère. Les molécules sont préalablement excitées par des 
électrons énergétiques provenant de la magnétosphère et "précipitées" vers 
l’atmosphère. Les zones aurorales constituent deux régions circulaires autour des 
pôles Nord et Sud. 
 
Cornets polaires 
Les cornets polaires sont deux régions de la magnétosphère dont les lignes de 
champ magnétiques se projettent sur la Terre très près des pôles magnétiques. A 
cause des déformations des lignes de champ magnétique dûes à l’interaction entre 
le champ magnétique terrestre et le vent solaire, ils sont situés du côté jour de la 
magnétosphère. Il y en a un au Nord et un au Sud. La frontière de la magnétosphère, 
la magnétopause, n’a pas les mêmes propriétés au dessus des cornets polaires 
qu’ailleurs. En effet, des particules chargées issues du vent solaire peuvent entrer 
dans la magnétosphère en passant par les cornets polaires. Une fois entrée, cette 
matière n’est pas précipitée vers l’ionosphère, mais chassée vers la queue de la 
magnétosphère, en passant par une région appelée le manteau. C’est seulement 
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après des pérégrinations assez complexes qu’une partie de cette matière se trouvera 
précipitée vers l’ionosphère pour "allumer" des aurores polaires. 
 
Manteau 
Le manteau est une région située dans la queue de la magnétosphère, sous la 
magnétopause, à l’extérieur des lobes. Il est composé d’un plasma d’origine solaire 
et ionosphérique en écoulement antisolaire. Ces particules ont pénétré la 
magnétosphère au niveau des cornets polaires. La température atteint le Kev. De 
plus, il est plus dense que les lobes. On y mesure des importants flux de matière 
principalement dirigés dans la direction opposée à la planète et au Soleil ("tailward 
motion" en anglais). 
 
Les ceintures de radiations, ou ceintures de Van Allen 
Les ceintures de radiations se situent entre 2 et 10 rayons terrestres et sont peuplées 
de particules énergétiques (E > 10 keV) qui dérivent autour de la Terre : les électrons 
vers l’Est et les ions vers l’Ouest. Les ceintures ont une dynamique complexe et sont 
fortement perturbées lors des sous-orages et orages magnétosphériques. 
La Terre possède deux régions où les particules sont piégées. La ceinture de 
radiation interne constituée de protons énergétiques produits par les collisions des 
ions du rayonnement cosmique avec l’atmosphère terrestre et plus loin, il existe une 
autre région nommée ceinture de radiation externe contenant les ions et les 
électrons de plus faible énergie. 
 
Plasmasphère 
La plasmasphère est une région de la magnétosphère qui est entraînée par la 
rotation de la planète sur elle-même. Elle constitue un réservoir quasi-sphérique de 
plasma froid (< 1 eV). Elle est composée de particules provenant de l’ionosphère de 
basse altitude. Dans le cas de la terre, la plasmasphère n’est pas très étendue. Dans 
le cas de Jupiter (champ magnétique fort et rotation rapide de la planète), la 
plasmasphère est une région vaste. Pour en savoir plus sur les aurores, les 
environnements planétaires, et la physique spatiale en général, on peut se référer à 
[Mott 97] et [Boud]. 
2 Phénomènes de charge d’un satellite 
L’espace est un milieu agressif, tous les satellites subissent des perturbations de leur 
fonctionnement induites par l’environnement. Nous nous intéressons plus 
particulièrement sur les anomalies et les pannes dont l’origine est l’électrisation des 
satellites. On distingue usuellement trois types d’interactions avec les particules 
chargées : les phénomènes de charge de surface par des électrons d’énergie 
moyenne de la gamme 10–200 keV, la charge interne par des électrons de plusieurs 




millions d’eV, les événements singuliers dûs aux protons de très forte énergie ou aux 
ions lourds. La charge de satellite est devenue une question importante suite à des 
anomalies de fonctionnement des satellites au début des années 70, et surtout la 
perte complète du satellite DSCS 9431. Par conséquent, un grand programme a été 
conduit par la NASA et l’U.S. Air Force pour étudier le problème vers la fin des 
années 70. Citons par exemple, SCATHA qui a été lancé en janvier 1979 pour 
étudier la prise de charge d’un satellite en orbite géosynchrone proche, et CRRES 
qui a été lancé en juillet 1990 aussi dans une orbite géosynchrone. 
2.1 Les facteurs de charge 
La charge du satellite dépend essentiellement de l’environnement des particules 
chargées avec lesquelles il est mis en contact. De ce point de vue, l’environnement 
spatial est à la fois très structuré et soumis à des variations temporelles : 
– les caractéristiques moyennes de l’environnement rencontré dépendent de la 
position (altitude, plan de l’orbite, position sur l’orbite). 
– les caractéristiques extrêmes (des valeurs limites d’énergie et de flux rencontrés) 
qui induisent des niveaux de charge élevés. 
 
La charge d’un satellite est déterminée par les courants correspondants aux 
particules présentes dans l’environnement : électrons, ions et photoélectrons. 
 
Figure 1.3 : Mécanismes de charge d’un satellite 
Les principaux éléments de la charge d’un satellite sont les électrons et les photons 
énergétiques, Figure 1.3 . Dans leur interaction avec la matière, les particules sont 
ralenties au point de pouvoir y être totalement arrêtées. Les potentiels induits par les 
charges stockées sont d’autant plus élevés que les énergies des particules 
rencontrées le sont également. Des électrons de 1 eV ont le pouvoir d’induire des 
potentiels de 1 Volts, et ainsi de suite, jusqu’à plusieurs dizaines de Kilo-Volts. 
Pratiquement, les particules de l’environnement spatial présentent des distributions 
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d’énergie, et la notion d’énergie moyenne est à considérer. L’énergie moyenne dans 
le plasma PEO se situe à 10 keV, à 0.1 eV dans le plasma LEO, à quelques dizaines 
de keV en période calme sur l’orbite géostationnaire en position jour, et à 12 keV en 
période d’orage en position nuit. Les potentiels induits sont également déterminés 
par les intensités des courants associés à ces énergies. Sur l’orbite géostationnaire, 
les potentiels les plus élevés ne sont pas systématiquement constatés au niveau des 
énergies les plus élevées (côté jour), mais plus systématiquement côté nuit, en 
période d’orage où les forts courants (densités) deviennent alors disponibles. Le 
courant total est constitué des photoélectrons émis par la surface du satellite, des 
électrons, des ions du plasma extérieur qui viennent heurter la surface du satellite et 
des particules chargées émises par le satellite. L’équation d’équilibre de la densité 
de courant sur la surface du satellite à potentiel constant est : 
0jjjj backsecpee                   (1.1) 
Avec 
je  : le courant des électrons du plasma extérieur. 
jpe  : le courant net de photoélectrons qui sont des électrons émis sous l’effet 
d’un rayonnement lumineux. 
jsec  : le courant net dû aux électrons secondaires (i.e. les électrons arrachés à 
la surface du satellite), produits par des électrons et des ions primaires 
énergétiques sur la surface du satellite. 
jback  : le courant des électrons ré-émis de la surface avec une certaine perte 
d’énergie (électrons back-scattering en anglais). 
2.1.1 Charge absolue 
Dans le plasma, un objet collectera des ions, mais surtout des électrons en plus 
grand nombre car, à énergie égale, les courants d’électrons (plus légers que les ions) 
sont plus élevés. Le satellite comporte nécessairement des zones plus positives et 
d’autres négatives par rapport au plasma. Un objet tout positif par rapport au 
potentiel du plasma ne receuillerait que des électrons, et tout négatif, que des ions. A 
l’équilibre, on aura un courant total nul, ce qui fixera la proportion des surfaces 
positives et négatives. Il en découle, puisque les courants d’ions sont plus petits, que 
la plus grande partie de l’objet sera négative par rapport au plasma, et qu’une petite 
partie positive suffira à collecter la quantité d’électrons nécessaires pour assurer 
l’équilibre. Ainsi, le corps du satellite développera un potentiel par rapport au plasma, 
potentiel qu’il est convenu d’appeler absolu. Ainsi, la charge absolue sera ce 
potentiel développé sur la structure du satellite, référence locale de masse électrique 
des équipements électriques. Elle ne jouera aucun rôle dans le déclenchement de la 
décharge. 




2.1.2 Charge différentielle 
Dans LEO, le potentiel induit par cet environnement est plus élevé que l’énergie 
moyenne du plasma LEO qui est de l’ordre de 0.1 eV. Ce potentiel s’imposera sur 
toute la surface suffisamment diélectrique. Cela signifie qu’il y aura une différence de 
potentiel entre la structure et tout diélectrique qui lui est attaché. Ainsi, on peut définir 
la charge différentielle comme étant la différence de potentiel entre un diélectrique et 
la structure du satellite. Les effets possibles de décharge causés par la charge 
différentielle (Figure 1.4) peuvent perturber les opérations satellitaires. 
Quand le diélectrique est placé à l’extérieur du satellite, on parlera de charge 
externe, et dans le cas contraire de charge interne. 
 
Figure 1.4 : Charge différentielle.  
2.1.3 Charge externe 
Un satellite baignant dans un plasma est soumis à un potentiel différent du plasma 
ambiant [Mart 94]. Les particules chargées ont un certain parcours dans la matière 
avec laquelle elles interagissent, au terme duquel elles y sont complètement arrêtées 
si le parcours est inférieur à l’épaisseur du matériau. 
La Figure 1.5 illustre la charge externe côté jour et côté nuit. Dans l’obscurité, la 
surface du satellite tend à se charger négativement par les électrons du plasma 
ambiant car les électrons se déplacent à des vitesses plus élevées que celles des 
ions grâce à leur légèreté [Leac 95]. Pour la charge externe, la surface se charge 
typiquement à l’énergie moyenne (dans l’eV) du courant extérieur. En orbite 
géostationnaire  (GEO), les surfaces exposées au soleil se chargent positivement (à 
2 ou 3 Volts) à cause de l’émission de photoélectron par la surface du satellite. 
Pendant les éclipses, on observe un potentiel négatif sur les surfaces [Garr 81]. Dans 
les orbites basses, les courants d’électrons sont les plus grands et les satellites 
tendent à être légèrement négatifs [Robi 92]. 




Figure 1.5 : Chargement des surfaces en cas d’obscurité et lumière. 
 
2.1.4 Charge interne 
La charge interne est produite par les particules les plus énergétiques ayant 
traversées les parois les plus minces du satellite sans y être absorbées. Par 
exemple, les électrons piégés dans les ceintures de rayonnement de Van Allen de la 
terre. 
2.2 La charge d’espace 
2.2.1 Définition 
Un isolant parfait ne devrait pas contenir d’autres charges que les noyaux atomiques 
et les électrons des couches internes et de valence. En réalité, il n’existe pas 
d’isolant parfait. 
Ainsi lorsqu’on applique de fortes contraintes (irradiations par faisceau d’électrons 
dans notre cas) sur le diélectrique spatial, ces particules possèdent une énergie 
suffisante pour rentrer et rester dans le revêtement ou le diélectrique spatial. Par 
conséquent, il apparait dans certaines régions du diélectrique un excès de charges 
électriques, qu’on appelle charge d’espace. 
La Figure 1.6 illustre les différents mécanismes probables dans la génération des 
charges électriques [Laur 99]. 
Il semble aujourd’hui de plus en plus probable que les problèmes de baisse de 
performances et de claquage des isolants soient liés à la présence et à 
l’accumulation de la charge d’espace en volume et en surface. 
En effet, le champ électrique dû à la charge d’espace (dit résiduel) peut augmenter 
localement la contrainte électrique. Lors d’un piégeage massif de la charge 
accumulée, l’énergie relaxée est considérable et peut endommager localement ou 
complètement le matériau. 





Figure 1.6 : Mécanisme de génération des charges électrique dans un isolant mis 
entre deux électrodes. 
En l’absence de phénomènes de décharge dans l’environnement de l’isolant, la 
présence de charges électriques dans le volume est considérée comme un facteur 
initiateur prépondérant dans la dégradation du matériau, à travers des processus 
impliquant les charges libres ou piégées [Mazz 05] [Sanc 97]. On en vient donc ici à 
considérer non plus simplement la densité nette de charges dans l’isolant, mais 
également la nature des porteurs, leur éventuelle coexistence, leur énergie 
potentielle et leur environnement. Tout ceci requiert donc de mettre en place des 
techniques et des protocoles permettant de qualifier au mieux ces charges. Les 
informations apportées peuvent donc être exploitées pour identifier les mécanismes 
de transport et de piégeage de charges dans les matériaux, pour modéliser ces 
phénomènes, mais également pour étudier l’impact de la formulation des matériaux 
sur leurs propriétés électriques. 
Si maintenant on considère les résultats obtenus depuis 20 ans, il faut noter : 
- L’existence des charges d’espace dans tous les isolants même après la 
fabrication [Tour 98]. 
- L’injection et l’accumulation des charges d’espaces dans tous les isolants 
[Agne 00], [Noti 99]. 
- L’évolution des charges d’espace avec le vieillissement [Bert 99]. 
- La dépendance entre la charge d’espace et la durée de vie des isolants [Mazz 
01]. 
- L’évolution de la charge d’espace avec les contraintes (radiatives, électriques, 
thermiques, etc.) [Malr 97] 
2.2.2 Le piégeage des charges 
La conductivité est essentiellement reliée à la disponibilité des charges électriques 
dans les matériaux, plutôt qu’à leur mobilité. Cela est possible si ces charges sont 
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libres de se déplacer. Le phénomène opposé au mouvement des charges c’est le 
piégeage. Le piégeage de charges correspond, pour les électrons, à leur mise en 
équilibre dans des niveaux énergétiques inferieurs à la partie inférieure de la bande 
de conduction, Figure 1.7. Les sites de piégeages correspondent à une variation de 
la permittivité diélectrique du réseau. Selon leur nature, ces pièges sont plus ou 
moins profonds. On peut ainsi les classer en deux catégories: les pièges peu 
profonds (autour de 0,1 eV) dans lesquels les électrons ne sont que 
momentanément localisés et les pièges profonds (> 1 eV) dans lesquels les 
électrons sont durablement localisés  
 
 
Figure 1. 7 : Diagramme de bande d’énergie pour un réseau cristallin parfait à gauche 
et pour un polymère à droite 
Dans le cas des matériaux monocristallins, des dislocations, impuretés, lacunes 
peuvent être à l’origine d’une variation de permittivité et donc d’un piégeage. Dans le 
cas de matériaux semi-cristallins ou des cristaux, les joints de grains et les zones 
amorphes constituent des lieux ou interfaces propices à un piégeage des charges 
[Meun 01]. 
Un électron piégé est susceptible d’être dépiégé, notamment s’il reçoit une énergie 
extérieure. Ainsi on pourra considérer ce dépiégeage comme un passage de 
l’électron d’un niveau d’énergie bas vers un autre suffisamment élevé.  
Blaise [Blai 01] explique le déplacement des charges piégées au sein du matériau 
par la théorie du polaron. On considère une charge qui se déplace dans une bande 
‘’polaronique’’ située au sein de la bande interdite. Suite à une légère variation de la 
permittivité diélectrique dans le milieu, la charge peut être piégée plus profondément 
sur un état localisé. 
2.2.3 Influence de la charge d’espace sur le champ électrique 
La conséquence majeure de la formation d’une charge d’espace dans le volume d’un 
isolant est la modification de la distribution interne du champ électrique. La Figure 1.8 
décrit les modifications du profil du champ de la distribution des charges selon 
différentes polarisations statiques. 





Figure 1.8 : Configuration du champ électrique et de la répartition de charge dans un 
isolant selon différentes polarisations. 
Dans le cas du satellite, ce dernier est polarisé négativement à cause de la présence 
des électrons moins énergétiques à sa surface provenant de l’espace. Par contre, les 
électrons les plus énergétiques s’accumulent dans le volume des isolants. Par suite, 
ces charges internes favorisent l'accroissement du champ électrique local. Quand  ce 
champ dépasse le champ critique, il engendre le claquage électrique de ces 
revêtements. Par conséquent, les éléments internes du satellite ne sont plus 
protégés contre les effets thermiques.  
2.2.4 Mécanisme de transport 
2.2.4.1 Dans le volume 
Courant transitoire 
La deuxième conséquence de la formation d’une charge d’espace dans un isolant 
peut apparaitre sur les courants transitoires soit comme une anomalie dans la 
décroissance du courant de polarisation à travers l’apparition d’un pic de courant 
(Figure 1.9a), soit par une inversion de la polarité du courant de dépolarisation qui 
devient alors positif passant par un maximum avant de décroitre de nouveau vers 0 
(Figure 1.9b). Le temps tM auquel le courant de polarisation passe par un maximum 
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est caractéristique du temps mis par les premiers porteurs de charge injectés pour 
atteindre l’électrode opposée. 
 
 
Figure 1.9 : Effet de la charge d’espace sur le courant de polarisation (a) et de 
dépolarisation (b). 
 
Courant limité par la charge d’espace 
Le régime de conduction SCLC (Space Charge Limited Current) décrit l’évolution de 
la densité de courant lorsque les charges injectées sont plus importantes que les 
charges intrinsèques. La Figure 1.10 représente la caractéristique typique courant-
tension avec les différents régimes associés. On notera globalement deux régimes 
distincts sur cette caractéristique. La région A correspond au régime ohmique et suit 
la relation (1.3). Les régions (B, C, D) correspondent au régime d’injection de 
charges en absence et en présence des pièges dans le matériau.  
 
Les mécanismes limités par charge d’espace considèrent qu’un porteur se déplace 
sous l’effet du champ électrique à une vitesse proportionnelle à ce champ. 
 
Ev                               (1.2) 
Avec ; 
 v : la vitesse du porteur  









Figure 1.10 : Caractéristique de la densité de courant limité par la charge d'espace en 
fonction de la tension. 
La présence des charges d’espace va induire un champ électrique. Par conséquent, 
ce champ induit va modifier le comportement électrique du matériau. En résolvant le 
système d’équation composé de l’équation de poisson, l’équation de continuité et la 
relation liant le champ à la tension, en négligeant le courant de diffusion et en 
supposant cte  et qu’il n’existe ni porteurs intrinsèques, ni pièges dans le 













                 
(1.3) 
Avec ; 
L: épaisseur du diélectrique  
V : la tension appliquée. 
 
Par conséquent, dans le cas d’un diélectrique idéal (sans pièges), la densité de 















               
(1.4) 
Si la densité de charge injectée est plus grande que la densité intrinsèque ( 0n ), et si 
on considère qu’on n’a pas des pièges, on dit que le courant est exclusivement limité 
par la charge d’espace. La tension qui correspond à ce cas est dite tension de 
transition StrV  dont son expression est :  













                           
(1.5) 
Si on considère la présence de sites de piégeages, la densité du courant de 




























         
(1.7) 
avec nc le taux des charges libres, nt celle des charges piégées et   leur rapport 
(θ=nc/nt).  
Si le nombre de pièges est grand par rapport au nombre de charge libre, le transport 
de charge est faible et le paramètre θ est infime. Alors la tension Vtr aura une valeur 
importante. 
Lorsque la tension VTFL, tension correspondant à la tension nécessaire pour le 
remplissage de pièges (Trap Filled Limit), est atteinte alors les charges libres 








                 
(1.8) 
2.2.4.2 A l’interface 
Comme la configuration métal/diélectrique existe à la surface du satellite, on va 
étudier dans cette partie le comportement électrique probable à cette interface. A fort 
champ électrique, on a une probabilité d’avoir une injection de charges électriques 
du métal vers l’isolant. Cette probabilité dépend aussi de la température, de la nature 
du diélectrique et du métal. Par conséquent, cette interface influe sur la conduction 
électrique et elle conduit à plusieurs phénomènes tels que : l’injection des porteurs, 
les courants ohmiques et la limitation des charges d’espaces, etc… [Fowl 28] [O’dw 
73] [Lamp 70] [Ieda 84]. 
La hauteur de barrière ϕ séparant le niveau de Fermi du métal et le niveau supérieur 
de la bande de conduction du diélectrique varie suivant les conditions locales prises 
en compte à l’interface (métal-diélectrique). La valeur de cette barrière est calculée 
en retranchant la fonction de travail de sortie du métal par l’affinité électronique du 
diélectrique. Par conséquent, cette énergie correspond à l’énergie minimale pour 
qu’une charge sorte du métal vers le diélectrique, Figure 1.11. 





Figure 1.11 : Représentation de la barrière de potentielle à l'interface métal/isolant, (a) 
en absence du champ électrique, (b) en présence du champ électrique et (c) en tenant 
compte de la charge d’influence. 
On note deux mécanismes d’injection de charges du métal vers le diélectrique : 
- L’effet Schottky ou encore l’effet thermoélectrique [Diss 92] [O’dw 73], étudie 
le comportement électrostatique de l’électron avec le métal. En effet, quand un 
électron e est émis par un matériau, il est soumis à une force de rétention 
(répulsion des électrons). La situation est équivalente à l’apparition d’une 
charge positive (charge image placée à une  distance  2x de le charge initiale) 
dès sa sortie l’électron subit une force électrostatique F(x) (comme le cas de 
deux charges opposées) [Purc 98].  
- L’effet Fowler-Nordheim qui se traduit par l’inclinaison des bandes de 
conduction et de valence de l’isolant par l’effet d’un fort champ électrique 
appliqué. La largeur de la barrière dm devient très mince et une émission 
tunnel peut avoir lieu, Figure 1.11c. 
 
2.2.4.3 La conduction électrique 
L’étude de la conduction électrique d’un matériau est corrélée à la mobilité des 
électrons de ce même matériau. De nombreuses études ont été menées afin de 
déterminer la mobilité des porteurs de charges dans les isolants, et en particulier les 
polymères [Mart 72] [Wint 72].  
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Pour qu’un courant se forme dans un solide sous l’effet d’un champ électrique 
(conduction), il faut qu’il y ait des porteurs de charges électriques et qu’ils puissent se 
déplacer vers des positions disponibles et des niveaux énergétiques proches de 
leurs positions de départ [Wats 95] [Blai 01].       
Les  isolants, tels les polymères, ne conduisent pas d’électricité. D’une part, leur 
bande de valence est pleine, on n’a pas de positions disponibles. D’autre part, leur 
bande de conduction est vide, et elle ne possède pas ou très peu de porteurs 
électriques.  
2.2.4.4 La conductivité induite sous rayonnement ou RIC (Radiation Induced 
Conductivity) 
Sous l’effet de radiations de forte énergie (particules ou ondes électromagnétiques), 
un matériau isolant est ionisé et sa conductivité électrique augmente [Sess 99] [Arkh 
93]. La radiation excite des électrons vers la bande de conduction, générant des 
porteurs de charge, en proportion directe au taux d’énergie absorbée (ou dose) par 
le polymère. La conductivité σ  est liée à la densité de porteurs par : 
 
  en                   (1.9) 
Où : 
n : nombre d’électrons libres par cm3,  
e : charge de l’électron.   
μ : mobilité.  
La conductivité pour un matériau donné, est donc fonction de la dose de radiation 
absorbée et de la température. Le processus de conduction induite est schématisé à 
la Figure 1.12. 
 
 
Figure 1.12 : Diagramme des bandes d’énergie d’un matériau isolant. Cinétique de 
piégeage/dépiégeage de porteurs suite à une radiation ionisante. A représente les 
énergies de la bande de valence, B les niveaux théoriquement interdits, et C les 
niveaux d’énergie de la bande de conduction normalement vides. 




Lorsqu’un électron de la bande A est excité par une radiation suffisamment 
énergétique il passe dans les niveaux de conduction. Au bout d’un certain temps, il 
peut soit se recombiner directement avec un trou, soit être piégé temporairement 
avant d’être thermiquement dépiégé vers la bande de conduction. Le processus de 
piégeage/dépiégeage peut se répéter plusieurs fois avant que l’électron ne tombe 
dans un niveau d’énergie suffisamment bas pour que sa recombinaison avec un trou 
libre soit plus probable qu’une excitation thermique. L’équation qui décrit la 
conductivité σ d’un matériau diélectrique irradié, a été développée par Fowler en1956 
[Fowl 56] : 
 DK)E(                   (1.10) 
σ(E) [Ω-1.m-1] représente la conductivité intrinsèque du matériau en fonction du 
champ électrique E [V/m]. Le terme K.D représente la conduction induite sous 
rayonnement. K [Ω-1.m-1.rad. s] est le coefficient de conductivité induite sous 
rayonnement qui est fonction de la nature du matériau irradié. D [rad.s-1] est le débit 
de dose absorbé par le matériau, c'est à-dire la quantité moyenne d’énergie 
transmise par les radiations ionisantes à un élément de volume divisée par la masse 
de ce volume et par unité de temps. L’exposant Δ est un coefficient sans unité, 
compris entre 0,5 et 1, dépendant du matériau irradié. Il prend des valeurs plutôt 
proches de 1 pour les matériaux de structure amorphe et de 0,5 pour les matériaux 
cristallins. Il est associé à la température ambiante et à un coefficient T1 homogène à 
une température. Ce coefficient est une caractéristique du matériau, il est 
représentatif du taux d’augmentation de la densité de pièges. Il peut être décrit par 








                  
(1.11) 
Pour un diélectrique de surface S[cm2], de densité d [g.cm3], irradié normalement à sa 
surface par des électrons dont la pénétration moyenne est r[cm], de tension 
d’accélération V[V] et de courant absorbé I [A] dans la zone irradiée S.r, le débit de 







                 
(1.12) 
2.2.4.5 Emission électronique secondaire 
Lorsqu’une surface est irradiée par des électrons d’une énergie E donnée, on 
observe l’émission d’électrons dits secondaires. Le rapport entre les courants 
d’électrons incidents (ou primaires) et d’électrons secondaires est fonction de 
l’énergie E des électrons incidents. Ce rapport est appelé rendement d’émission 
secondaire noté δ(E) (Figure 1.13a). 
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Lorsque les électrons primaires ont une énergie E supérieure à E2, énergie du 
second point de cross-over (caractéristique du matériau), le rendement d’émission 
secondaire étant inférieur à 1, le matériau se charge. Le potentiel de surface 
augmentant, les électrons incidents suivants doivent vaincre cette barrière créée par 
les électrons primaires, dans ce cas le potentiel de surface du matériau n’évolue 
plus. Si un seul électron arrive à la surface avec une énergie au-dessous du second 
point de cross-over E2 alors le rendement d’émission secondaire devient supérieur à 
1. La quantité d’électrons émise par la surface devient donc supérieure à la quantité 
d’électrons implantée. Le potentiel décroît. La barrière opposée aux électrons 
primaires est moins importante, l’énergie des électrons incidents augmente. De cette 
manière un équilibre s’établit autour du second point de cross-over E2. L’expression 
de δ(E) en  fonction de l’énergie du maximum du rendement d’émission secondaire 













                (1.13) 
Ce phénomène d’émission secondaire a pour effet d’induire un retard sur le potentiel 
de surface du diélectrique en fonction de l’énergie (Figure 1.13b). Le Téflon par 
exemple est un très bon isolant, sa conductivité étant très faible, sa charge de 
surface est gouvernée par l’émission secondaire. Pour le Kapton en couche mince 
par exemple, qui a une conductivité plus élevée, la charge de surface est contrôlée 
par l’émission secondaire et la conductivité intrinsèque. Ceci se traduit naturellement 
par une cinétique d’accumulation de charges plus lente. Lorsqu’on augmente 
l’énergie jusqu’à dépasser l’énergie pour laquelle le parcours des électrons devient 
équivalent à l’épaisseur du matériau, cette charge diminue. Les électrons sont alors 
transmis plutôt que stockés sous forme capacitive. Ceci a pour effet de modifier la 
conductivité du matériau irradié sur toute son épaisseur. 
 
Figure 1.13 : (a) Rendement d’émission secondaire du Téflon [Paya 96], (b) différents 
cas de charge de matériaux diélectriques [Levy 96]. 




3 Problématique de la décharge électrostatiques 
La complexité à prévenir le risque électrostatique sur les satellites vient de la 
multitude de configurations ou l'on retrouve à proximité un diélectrique et un métal 
susceptibles de se charger différentiellement sous irradiation électronique. Ceci est 
d'autant plus vrai que les décharges en gradient de potentiel inversé ne nécessitent 
pas de forts différentiels pour démarrer (environ 500V). Même dans le cas où les 
surfaces métalliques sont toutes à un potentiel de reference, on peut quand-même 
avoir des décharges électrostatiques (décharges dans le quadrant minuit-six heures).  
Si malgré toutes les précautions prises avant lancement, il existe encore des 
décharges électrostatiques en orbite, certaines ne sont pas nuisibles à la mission du 
satellite et ne sont d'ailleurs jamais détectées. Ces décharges peuvent être décrites 
par trois mécanismes distincts [Paya 96]. 
3.1.1 Le perçage diélectrique : Punch through 
Le perçage diélectrique est le phénomène classique du claquage des diélectriques. 
On distingue 3 types. 
3.1.1.1 Claquage intrinsèque par avalanche d’électrons 
Moulson [Moul 83] attribue l’augmentation soudaine du courant de fuite au 
comportement des électrons de la bande de conduction. Dès que le champ appliqué 
devient suffisamment intense, ces électrons ont assez d’énergie pour exciter les 
électrons de la bande de valence (saut depuis la bande de valence vers la bande de 
conduction) et provoquer l’ionisation des ions du réseau. On parle dans ce cas de 
claquage intrinsèque par avalanche d’électrons [O’dw 73], caractérisé par une 
cascade de collisions ionisantes sous champ électrique. 
Les travaux de Cartier et al. [Cart 88] ont montré que l’excitation des électrons ne 
peut excéder 3 eV et parait alors insuffisante pour créer une avalanche électronique 
dans des isolants à large bande interdite, cas de l’alumine dont l’énergie de gap est 
égale à 9 eV.  
3.1.1.2 Claquage thermique 
L’application d’un champ électrique aux bornes d’un isolant peut induire localement 
une augmentation de la température par effet Joule [Moul 83], [Kuff 84] qui conduit à 
une augmentation locale de la conductivité électrique. Celle-ci peut alors expliquer 
l’accroissement soudain de l’intensité du courant de fuite dès lors que le champ 
électrique appliqué devient supérieur à la valeur seuil. Par contre, la théorie du 
claquage thermique ne considère pas les phénomènes électroniques qui participent 
au processus du claquage diélectrique [Wats 73] et semble de ce fait limitée à l’étude 
de la rigidité diélectrique d’isolants à des températures élevées.  
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3.1.1.3 Claquage diélectrique par déstabilisation de la charge d’espace 
Blaise et de Le Gressus [Blai 92] [Gres 90] ont travaillé au développement de la 
physique des isolants chargés qui tente d’unifier les différentes théories relatives aux 
propriétés des isolants et qui peut être appliquée à l’étude de la tribologie, de la 
mécanique de la rupture et de la résistance au claquage diélectrique. Ces auteurs 
associent l’origine du claquage diélectrique à la déstabilisation de la charge d’espace 
par la relaxation brutale de l’énergie de polarisation [Blai 92]. Des charges injectées 
par un moyen quelconque dans un matériau isolant forment une charge d'espace en 
se piégeant sur des sites. La stabilité de cette charge exige que le champ électrique 
interne reste partout inférieur à un champ critique de dépiégeage dont la valeur 
dépend de la profondeur des pièges. Cette condition impose une variation lente de la 
densité des charges au cœur de la distribution et un étalement très progressif de 
celle-ci sur les bords. La polarisation induite par les charges piégées correspond à 
une situation d'équilibre qui se maintient aussi longtemps que les charges restent en 
place. Si une perturbation extérieure produite par une impulsion de champ électrique, 
par une variation locale de potentiel, par un choc mécanique ou un choc thermique, 
vient dépiéger une portion de la distribution de charges, aussitôt, le champ électrique 
qui apparaît autour de la zone dépeuplée entre en action pour propager le 
dépiégeage à l'ensemble de la distribution. Le dépiégeage rapide des charges laisse 
sur place un réseau localement hors équilibre dont la relaxation sous forme d'onde 
de chocs produit les effets de claquage observés, à savoir l'expulsion de particules et 
une élévation de la température du réseau pouvant aller jusqu'à la fusion locale. Il 
ressort ainsi de calculs préliminaires qu'on disposerait ainsi d'une énergie d'environ 
10 eV par charge dépiégée pour produire le claquage dans les matériaux étudiés. De 
récents calculs ont montré que l’énergie de polarisation accumulée par une charge 
piégée est comprise entre 5 et 10 eV [Blai 91] [Blai 95a] [Blai 95b] [Blai 98]. 
3.1.2 La décharge de surface : flash over 
C'est une décharge de surface se propageant à partir du point d'amorçage. La 
surface du diélectrique devient conductrice (création d'un plasma), et le courant de 
décharge se referme sur la masse électrique la plus proche. C'est en général la 
métallisation du diélectrique, le courant de décharge de surface rejoignant la masse 
par le bord du matériau. 
3.1.3 L’expansion de charge d’espace : blow-off 
C'est le phénomène d'émission de charges négatives (électrons) vers l'espace. Ces 
électrons émis peuvent atteindre une masse électrique du satellite, éloignée de 
l'émission de l'expansion de charge d'espace. Le phénomène intervient 
simultanément avec la décharge de surface et lui est lié d'une manière 
proportionnelle. 




3.1.4 Théorie de la décharge. 
Dans un premier temps, le diélectrique soumis au bombardement des électrons en 
provenance du plasma en "piège" un certain nombre à l'intérieur du matériau très 
près de la surface. Ces électrons s'accumulent dans des sites de piégeage, formant 
une couche négative dans le matériau. L'accumulation de ces électrons au cours du 
temps provoque des champs électriques intenses à l'intérieur du diélectrique pouvant 
conduire à l'apparition du phénomène de perçage diélectrique. On assiste alors au 
début des phénomènes de décharge de surface (ESD) et d'expansion de charge 
d'espace. 
La propagation de la décharge nécessite un champ transversal (parallèle à la surface 
du matériau) et un gaz désorbé. 
Ce gaz peut être fourni lors du perçage diélectrique. En effet, au moment du perçage 
diélectrique, l'énergie dégagée à l'intérieur du matériau élève la température de celui-
ci, provoquant l'apparition d'un plasma conducteur. 
Sous l'effet du champ transversal, un neutre est séparé en un ion et un électron. 
L'électron rejoint la masse environnante et l'ion vient compenser la charge 
électronique en se déposant à la surface du diélectrique désorbant alors un atome. 
Cet atome sera ionisé à son tour et le processus peut recommencer jusqu'à 
compensation totale des charges. 
La décharge se propage ainsi sur toute la surface du diélectrique à la manière d'un 
feu de brousse. 
Après la décharge il reste donc une double couche qui mettra plusieurs dizaines de 
minutes à se neutraliser. 
 
Figure 1.14 : Mécanisme de la décharge diélectrique. 
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En même temps que s'établit la décharge de surface, le phénomène d'expansion de 
charge d'espace apparaît. A l'encontre de la décharge de surface, qui est un 
phénomène purement local, et qui par conséquent ne peut pas créer de courant à 
l'extérieur du diélectrique, les électrons issus de l'expansion de charge d'espace en 
suivant les lignes de champ se déposent sur les structures environnantes et y 
circulent. Les électrons de la charge d'espace génèrent des courants discernables et 
mesurables. Ils sont attirés par les charges images positives se trouvant dans la 
métallisation ou le support du diélectrique, créant un courant d'électrons se dirigeant 
des parties métalliques du satellite vers la métallisation du diélectrique. C'est en fait 
un courant de rééquilibrage électrostatique qui se dirige de la métallisation vers la 
structure. 
4 Les diélectriques spatiaux  
Les matériaux diélectriques sont largement utilisés en tant qu’isolants électriques 
dans différents domaines notamment celui du spatial. Afin de pouvoir garantir la 
fiabilité des satellites, il est nécessaire de connaître les limites d’utilisation des 
isolants employés et leur évolution à long terme notamment lorsqu’ils doivent résister 
à de forts gradients de tension de l’ordre de quelques kV/mm. 
Les polymères sont des matériaux à molécules géantes résultant de l’assemblage de 
molécules élémentaires appelées monomères. Les chaînes obtenues par la 
répétition de ces monomères vont avoir des tailles et des masses molaires très 
importantes, typiquement supérieures à 10000 g.mol-1, masse à partir de laquelle les 
polymères vont donner un matériau au sens mécanique du terme. Les polymères 
sont dans l'ensemble peu denses, compte tenu de leur origine organique et par suite 
de la présence d'éléments constitutifs légers (Carbone, Oxygène, Hydrogène, 
Azote). La liaison covalente des carbones est à la base de la notion de polymère. Il 
s’agit d’une liaison forte d’environ 100 à 450 kJ/mol (438 kJ/mol pour la liaison 
carbone-carbone). Par conséquent, les polymères possèdent une élasticité élevée 
dans le sens de la chaîne macromoléculaire. Les polymères diffèrent des simples 
macromolécules parce qu’ils résultent de l'enchaînement aléatoire de monomères 
alors que les macromolécules (ADN, protéines) sont issues d'une succession 
codifiée d'éléments précis. 
L’étude de l’irradiation électronique des matériaux diélectriques est d’un intérêt 
considérable tant d’un point de vue fondamental que du point de vue des 
applications. Cette étude couvre un large domaine de la physique appliquée, surtout 
dans le domaine spatial en étudiant le comportement physique des isolants utilisés 
dans les satellites qui sont soumis au rayonnement cosmique. Le 
PolyTétraFluoroEthylène (PTFE) et le Polyimide sont parmi les principaux 
diélectriques spatiaux. 
 




4.1 Le PolyTétraFluoroEthylène 
Le PTFE ou le Téflon® est un polymère fluorcarboné, Figure 1.15. Il est insoluble, sa 
densité est de 2200 kg/m3 et sa température de fusion est située entre 260 et 280°C. 
Ce matériau présente une totale résistance aux produits chimiques et une bonne 
tolérance aux basses et hautes températures.  
 
Figure 1.15 : Structure chimique du PolyTétraFluoroEtylène. 
Concernant ses propriétés électriques, il présente une rigidité électrique de l’ordre de 
160 kV/mm et sa constante diélectrique  est de 2.2 à 1 kHz.  
Le PTFE est employé dans divers domaines (l’aérospatial, l’alimentaire, l’industrie 
pharmaceutique). Il est notamment utilisé comme isolant dans les câbles électriques 
des satellites.  
4.2 Le Polyimide  
Les Polyimides tels que le Kapton® HN (Figure 1.16) et l’Upilex® (Figure 1.17) sont 
couramment utilisés en tant que revêtement thermique des satellites. 
 
Figure 1.16: Structure chimique du Kapton®. 
 




Figure 1.17: Structure chimique de l'Upilex® 
Ses propriétés électriques et chimiques permettent de l’utiliser dans le domaine 
spatial. A titre d’exemple, l’Upilex présente une densité de 1470 kg/m3. Sa 
température de transition vitreuse est située entre 350 et 450°C.  
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1 Techniques macroscopiques pour la mesure des 
effets de la charge d’espace   
Comme décrit dans le chapitre 1, le phénomène de la charge du satellite peut 
entrainer, dans certaines conditions, la perte de la mission. C’est pourquoi, le CNES 
s’intéresse, depuis plusieurs années, aux phénomènes du chargement des 
matériaux spatiaux. Leur analyse est couramment basée sur différentes mesures 
réalisées au sol, dans le but de comprendre les défauts et ainsi de trouver des 
solutions possibles pour y remédier. L’état d’équilibre du satellite est défini 
essentiellement par la valeur du potentiel de surface, c’est un paramètre global 
intégrant la distribution de la charge en fonction de l’épaisseur du diélectrique. Ce 
potentiel de surface est régi par différents processus [Robi 92] : 
- La conduction à laquelle sont soumis les électrons piégés dans le diélectrique. 
- La photoémission sous l’effet du rayonnement solaire UV. 
- Le flux d’électrons incidents qui est supérieur d’un ou deux ordres de grandeur 
aux flux de protons et d’ions lourds. 
- La rétrodiffusion d’électrons dont l’énergie est identique à celle du flux 
incident. 
- L’émission secondaire se traduisant par un flux d’électrons réémis dans une 
gamme d’énergie inférieure à 50 eV. 
L’évolution du potentiel de surface est déterminée par le bilan du courant induit par 
ces différents flux. 
1.1 Mesure du potentiel de surface 
La technique de mesure de potentiel de surface, très utilisée lors de l’apparition des 
sondes électrostatiques dans les années 1970, conserve tout son intérêt dans 
l’analyse des isolants [Moli 00] [Paya 05]. Le potentiel de surface de l’échantillon est 
mesuré grâce à une sonde électrostatique qui balaye à quelques millimètres 
l’échantillon métallisé sur sa face arrière (Figure 2.1). Cette mesure peut être 
réalisée sous vide, entre deux périodes d’irradiation, ou pendant la relaxation des 
charges. 
Bien que cela ne soit pas direct, la mesure de potentiel de surface permet de 
déterminer la quantité de charge dans l’échantillon en l’associant à la mesure du 
courant face arrière. 
 





Figure 2.1: Schéma de principe de la mesure du potentiel de surface. 
1.2 La méthode des courants thermostimulés  
La méthode des courants de dépolarisation stimulés thermiquement, ou des courants 
thermostimulés (CTS) a été mise au point dans les années 1970 [Bucc 64] [Cres 70] 
[Van 75] [Vand 79]. Son principe consiste à appliquer à l’isolant un champ électrique 
continu E à une température Ta, dans le but d’orienter les dipôles dans le matériau. 
Afin de garder ou de figer l’état de charge dans l’isolant, on abaisse la température 
vers une valeur Tb<<Ta tout en supprimant la contrainte électrique.   
 
Ensuite, en appliquant une rampe de température, on mesure le courant de 
dépolarisation à l’aide d’un électromètre (avec une sensibilité de 1 fA Figure 2.2). A 
la fin de la mesure, le spectre de courant montre la présence de pics à des 
températures déterminées. Ces pics de courant apparaissent du fait du dépiégeage 
des charges et/ou du réarrangement des dipôles. Il est également possible 
d’effectuer des mesures sous champ électrique, le spectre en courant est alors défini 
par la superposition d’une composante de conduction et d’une de dépolarisation. 
Cette méthode présente le désavantage d’être destructive de l’état de charge du 
matériau et ne permet pas de définir, spatialement, la position des charges dans 
l’échantillon [Bucci 64][Teys 96]. 
 





Figure 2.2 : Principe de la méthode de courant thermo stimulé. 
1.3 La méthode miroir 
La méthode miroir consiste, dans une première étape, à injecter une quantité de 
charge connue sur un échantillon isolant, à forte énergie (supérieure à 5keV en 
général) et à vérifier leur évolution après l’injection. Pour ce faire, dans une seconde 
étape, on utilise le système de balayage du microscope électronique afin d’imager le 
point d’injection. L’observation post-injection de la surface de l’isolant à faible tension 
d’accélération (de 100 eV à quelques keV) conduit à l’observation de l’effet miroir. 
Celui-ci résulte de la déflexion des électrons incidents par le champ de potentiel 
régnant au voisinage de la surface de l’isolant, Figure 2.3. 
Pour des trajectoires s’écartant de la normale (trajectoire de type 3), les électrons 
vont être faiblement déviés et vont atteindre la surface de l’échantillon. Pour des 
trajectoires de type 2, les électrons sont fortement déviés et vont frapper la paroi de 
la chambre du microscope. Pour un angle d’incidence α très faible, les électrons sont 
directement réfléchis vers la colonne (trajectoire de type 1) et ne peuvent participer à 
la formation de l’image.  Les charges de faible énergie vont donc donner une image 
plus ou moins déformée de la partie supérieure de la chambre du microscope 




électronique. Les travaux de Vallayer [Vall 99] ont permis de déterminer en fonction 
du diamètre de observé par le dernier diaphragme du canon à électrons, la quantité 
de charges électroniques piégées localement Qp au point d’injection. Le « miroir » 
étant observé pour diverses tensions assez faibles (à partir de 100V), on peut tracer 
la courbe correspondant à l’inverse du diamètre de en fonction de la tension 
d’observation V. Dans le cas d’une charge piégée ponctuelle et d’un matériau de 





















         
(2.1) 
Avec ; 
  Le  : Distance entre le dernier diaphragme et la surface de l’échantillon. 
de  : Diamètre observé du dernier diaphragme du canon à électrons. 
d’e : Diamètre réel du dernier diaphragme du canon à électrons. 
Qp : Quantité de charges piégées localement sur l’échantillon. 
k(h) : Facteur de correction lié à l’épaisseur he de l’échantillon. 
 
 
Figure 2.3 : Principe de la méthode miroir. 
 




Cette méthode ne fournit pas une résolution spatiale de la charge d’espace en 
profondeur mais permet de remonter jusqu’à la densité de charge et notamment de 
définir la quantité de charge maximale susceptible d’être stockée dans un matériau. 
Elle permet également d’étudier la dynamique de dépiégeage des charges sous 
sollicitation thermique, mécanique, électrostatique, etc... Enfin, la méthode miroir 
n’est pas destructrice de l’état de charge des échantillons [Laur 99] [Temg 03] [Dama 
97] [Biga 01]. 
2 Techniques locales pour la mesure de la charge 
d’espace 
Des nombreuses techniques de mesure de charges d’espace et de polarisation ont 
été développées. Ces techniques peuvent être divisées en deux catégories : les 
méthodes dites « destructives » et les méthodes dites « non destructives ». Les 
techniques dites « destructives » sont appelées ainsi puisqu’elles « détruisent » soit 
l’échantillon, soit l’état de charges de l’échantillon ou modifie la dynamique des 
charges. Ces méthodes ne donnent pas de renseignement sur la localisation des 
porteurs, mais peuvent permettre d’estimer la quantité totale de charge et les 
énergies nécessaires pour évacuer les différents types de porteurs. Comme à la fin 
de la mesure l’échantillon est déchargé, les techniques destructives ne permettent 
pas d’étudier l’évolution de charges.  
Les méthodes dites « non destructives » n’évacuent pas les charges accumulées et 
permettent de déterminer leur distribution spatiale. Ces techniques ont l’avantage de 
permettre un suivi de l’évolution de la charge dans le temps. Dans les paragraphes 
suivants, nous allons détailler les techniques non destructives. 
Dans la plupart des méthodes non destructives, on provoque généralement un 
déplacement relatif des charges par rapport aux électrodes de mesure ou une 
variation locale de la permittivité par une variation locale de la température. La 
charge d’influence est ainsi modifiée et un signal proportionnel à la charge interne 
apparaît sur les électrodes. Ce signal se traduit par l’apparition d’une variation de 
tension aux bornes de l’échantillon si la mesure est effectuée en circuit ouvert, ou 
d’une variation de courant si la mesure est effectuée en circuit fermé. Connaissant  la 
forme et l’évolution temporelle de la perturbation pendant la mesure, on peut 
remonter à la distribution de charge. Nous distinguerons les méthodes thermiques et 
les méthodes acoustiques en fonction de la nature de la perturbation utilisée 
(thermique, acoustique ou électrique) ou du signal détecté (électrique ou 
acoustique). 
2.1 Méthodes thermiques 
L’échantillon est soumis à une élévation brusque de température sur l’une de ses 
faces, qui entraîne une dilatation non uniforme du matériau, ainsi qu’une variation 
locale de sa permittivité. Il est à noter que les facteurs de variation sont très faibles 




(de l’ordre de 10-4 à 10-6), ce qui n’empêche pas ces techniques d’afficher les 
meilleures sensibilités (0.1 mC/m3) et résolution (1 μm), la raison étant un rendement 
du transfert thermique bien meilleur que celui du transfert d’énergie d’origine 
mécanique [Tour 07]. 
Plusieurs méthodes thermiques ont été développées dans les années 1970, afin 
d’analyser de façon non destructive les distributions des charges et de la polarisation 
dans les polymères isolants. Le principe commun de ces méthodes consiste dans 
l’analyse du courant ou de la tension générés par le matériau diélectrique après une 
excitation thermique. 
Les premiers résultats ont été obtenus par Phelan et Peterson dans leur recherche 
sur la réponse en fréquence des détecteurs pyroélectriques [Phel 74], mais la 
première étude sur des profils de charge d’espace par la méthode TPM (Thermal 
Pulse Method) a été rapportée en 1975 par Collins [Coll 75]. La méthode LIMM 
(Laser Impulse Modulation Method) a été présentée par Lang et Das-Gupta en 1981 
[Lang 81] et la méthode MOT (Méthode de l’Onde Thermique) ou TSM (Thermal 
Step Method) a été mise au point à Montpellier par Toureille et son équipe en 1987 
[Tour 87]. 
2.1.1 La méthode d’impulsion thermique 
La méthode d’impulsion thermique ou TPM (Thermal Pulse Method) a été adoptée 
en 1975 [Coll 75]. Elle consiste à appliquer une impulsion de chaleur (réalisée par un 
faisceau pulsé de laser) sur une face métallisée de l’échantillon dont les électrodes 
sont en circuit ouvert (Figure 2.4). Le signal i(t) mesuré porte alors des informations 
sur la distribution de charge dans l’échantillon, information obtenue après un 












         (2.2) 
Avec, 
S   :  surface de l’électrode 
de   :  épaisseur de l’échantillon 
  ε   :  permittivité de l’échantillon. 
pl  : distribution de la polarisation dans l’échantillon. 
E   :   distribution du champ électrique interne dans l’échantillon. 
T  :  distribution de la température dans l’échantillon. 






























La TPM permet de faire des mesures avec une contrainte électrique appliquée à 
l’échantillon [Holé 06] [Plos 06] [Coll 76] [Mell 05] [Lind 99].  
 
Figure 2.4 : Schéma de principe de la méthode d’impulsion thermique. 
Diverses améliorations ont été apportées à la méthode TPM, notamment avec la 
méthode TPT (Thermal-PulseTomography) [Mell 05] (Figure 2.5). Cette méthode 
consiste à utiliser un système optique permettant de focaliser le faisceau laser (taille 
du spot de 30 au 400 µm) à la surface de l’échantillon. Ce qui permet d’avoir des 
résolutions de l’ordre du micromètre en profondeur [Coll 76]. Afin d'éviter les 
résonances thermoélastiques, les échantillons (généralement des films de polymère 
de 10 à 250 μm) sont métallisés sur les deux côtés avec une couche de 50 nm 
d’aluminium ou de cuivre et collés à un substrat d'acier inoxydable. Pour améliorer le 
rapport signal/bruit, le signal est obtenu à partir d’un moyennage de 30 à 50 
impulsions pour chaque point de mesure. 
 
Figure 2.5 : Schéma de principe de la méthode TPT. 




2.1.2 La méthode LIMM 
La méthode LIMM  (Laser Intensity Modulation Method) a été proposée par Lang et 
Das-Gupta en 1981 [Lang 81]. Elle  consiste à chauffer une face de l’échantillon qui 
est placé entre deux électrodes, à l’aide d’un faisceau laser modulé en intensité à 
une fréquence variable, et à mesurer le courant pyroélectrique résultant de 
l’échauffement de l’échantillon. L’énergie du faisceau laser est absorbée par 
l’électrode exposée et la chaleur diffuse dans l’échantillon. Cela produit ainsi une 
distribution en température non uniforme qui interagit avec la distribution de charge  
ou la polarisation, que l’on veut déterminer, en produisant un courant pyroélectrique 
I(f) (2.3). A partir du courant mesuré, il est possible de remonter jusqu’à la 








          (2.3) 
Avec )x(E.).(p)x(r xr    
Où, 
 r(x) : Charge d’espace. 
pr(x) : Coefficient pyroélectrique. 
 
Le problème principal de la méthode LIMM, et des méthodes thermiques en général, 
est le traitement de (2.3) pour lequel il existe de multiples solutions : séries de 
Fourier, méthode de régularisation, fitting, interpolation et méthode analytique, 
réseau de neurone, régularisation polynomiale... [Lang 04]. 
 
Figure 2.6 : Schéma de principe de la méthode FLIMM. 




Diverses améliorations ont été apportées à la méthode LIMM, notamment avec la 
méthode FLIMM (« Focused Laser Intensity Modulation Method »), Figure 2.6. Cette 
méthode consiste à focaliser le faisceau laser sur l’échantillon de manière très 
précise (5 μm de diamètre environ). Il est alors possible d’attendre une résolution de 
l’ordre du micromètre en profondeur et d’environ 5 µm en latéral. En associant à 
chaque point de mesure le profil de charge d’espace, il est possible de réaliser des 
cartographies en 3D de la charge d’espace. [Mary 06] [Mart 00] [Petr 04] [Mart 02] 
[Pham 09] [Petr 09]. 
2.1.3 La méthode de l’échelon thermique (TSM) 
La méthode TSM ou MOT a été publiée dès 1987 [Tour 87], [Tour 91] (Figure 2.7). 
Elle consiste en la mesure du courant capacitif i(t) (2.2) qui apparait dans le circuit 
externe après application d’un échelon de température positif ou négatif à proximité 
d’une des faces de l’échantillon. L’échelon thermique est créé par une circulation 
brutale d’un liquide froid (ou chaud) dans un radiateur en contact avec l’échantillon. 
Si l’on connait à tout instant la répartition de la température T(x,t) dans l’échantillon, il 
est possible de remonter aux distributions du champ électrique et de la charge 
d’espace. Cette méthode présente l’avantage de s’appliquer aux échantillons minces 
ou épais [Tou 91] [Not 01]. 
 
 
Figure 2.7 : Schéma de principe de la TSM. 
En pratique, cette mesure se fait en court-circuit (en absence de la contrainte 
électrique). Pour réaliser des mesures avec un potentiel appliqué sur l’échantillon, la 
méthode a été modifiée, elle utilise le principe du double condensateur [Noti 01]. 
2.2 Méthodes acoustiques 
Ces techniques utilisent une onde élastique pour quantifier la charge dans le 
matériau isolant. L’avantage principal de ces méthodes se manifeste par leur rapidité 
de mesure (la durée des signaux ne dépassent pas quelques microsecondes), car la 
vitesse du son dans les matériaux diélectriques est importante. Ceci permet d’utiliser 
ce type de méthode pour détecter la dynamique de la charge sous la contrainte 
électrique et thermique. Il faut noter que le rapport signal sur bruit (SNR) de certaines 
techniques de mesures est généralement faible. Par conséquent, l’obtention de 




résultats reproductibles nécessite assez souvent d’effectuer une moyenne sur 
plusieurs centaines de mesures successives. 
Il existe actuellement trois techniques de détermination de charges d’espace dans un 
isolant solide utilisant la propagation ou la production d’une onde de pression. Il 
s’agit de la méthode PIWP (Piezoelectrically Induced Pressure Wave Propagation), 
la méthode LIPP (Laser Induced Pressure Propagation) et la méthode PEA (Pulsed 
Electro Acoustic). [Aïno 99] [Aïno 04] [Laur 77] [Lewi 89] [Quin 99] [Taka 96] 
[Alqu 92]. 
2.2.1 La méthode LIPP (Laser Induced Pressure wave Propagation) 
La méthode LIPP consiste à générer une onde acoustique à l’aide d’un pulse Laser 
sur une cible. Cette onde acoustique se propage à travers l’isolant, modifiant à son 
passage la position relative des charges qu’elle rencontre. Il apparait alors une 
variation des charges induites aux électrodes, ce qui se traduit par l’apparition d’une 
différence de potentiel ou d’un courant dans le circuit de mesure (Figure 2.8) [Male 
00] [Alqu 92] [Flem 95] [Cart 95] [Holé 06]. 
 
 
Figure 2.8 : Schéma de principe de la méthode LIPP. 
La rapidité de mesure ainsi que son bon rapport signal sur bruit permet d’effectuer 
des mesures sous 50Hz avec une très faible erreur en tension et en temps. La 
résolution spatiale de cette méthode après le traitement de signal est de l’ordre 
quelques µm. 
 
2.2.2 La méthode PIPWP (Piezoelectrically Induced Pressure Wave 
Propagation) 
La méthode PIPWP est quasi-identique à la LIPP mais dans cette méthode l’onde 
acoustique est générée à l’aide d’un transducteur piézoélectrique vers l’échantillon. 
(Figure 2.9). La résolution spatiale de cette mesure est proche du micromètre. 





Figure 2.9 : Schéma de principe de la méthode PIPWP. 
La méthode PIPWP est en particulier adaptée pour des mesures directes sur câble 
depuis que les transducteurs piézoélectriques peuvent générer des ondes 
acoustiques cylindriques [Sumi 98]. 
Elle est également intéressante pour des mesures sous contrainte dynamique 
[Holé 97]. 
2.2.3 La méthode PEA (Pulsed Electro-Acoustic)  
La méthode PEA (Pulsed Electro-Acoustic, PEA) [Taka 87], [Maeo 88] utilise une 
impulsion de tension appliquée à l’échantillon pour générer des ondes acoustiques 
qui sont converties par un capteur piézoélectrique en un signal de tension électrique 
représentatif de la densité de charges, Figure 2.10. Le signal électrique ainsi mesuré 
est traité numériquement pour extraire la répartition de la charge dans le matériau 
étudié. L’avantage de cette méthode est que les électrodes et le circuit de détection 
sont électriquement séparés, de sorte que des investigations sous des champs 
électriques élevés peuvent être effectuées sans risque d'endommager l'amplificateur 
et les composants associés [Taka 99]. La résolution spatiale de cette méthode est de 
l’ordre de l’épaisseur du capteur piézoélectrique. Cette méthode fera l’objet de notre 
étude pour cela une description détaillée dans le chapitre suivant. 
 
Figure 2.10 : Schéma de  principe de la méthode PEA. 




2.2.4 PEA 3D 
Dans le but de pouvoir étudier des matériaux de géométrie plus complexe, des 
systèmes PEA 2D et 3D ont été développés par Maeno et Fukuma [Maen 01] [Fuku 
05] [Fuku 10]. Un premier système élaboré s’est inspiré de la méthode PIPWP 3D 
(Figure 2.11) [Tana 06] [Fuku 03]. Ce système consiste à utiliser une lentille 
acoustique et un capteur piézoélectrique enfermés dans une boite blindée contenant 
du mercure [Maen 01]. Ce système permet de détecter uniquement les ondes 
acoustiques provenant du point focal en assurant leur bonne propagation et en 
évitant au maximum les réflexions. Ensuite, une table XY permet de contrôler la 
position du détecteur et de balayer l’échantillon pour la mesure 3D. La résolution 
latérale est inférieure à 0,5 mm, l’inconvénient de cette méthode est le temps 
nécessaire pour scanner toute la surface : il faut environ 200 s pour mesurer les 
profils sur une surface de 5 mm2 avec un pas de 0,5 mm et un générateur 
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Figure 2.11 : Schéma de principe de la méthode PEA 3D 
Dans le but de réduire le temps de mesure et d’observer des phénomènes 
transitoires, comme par exemple, les paquets de charges, des nouveaux systèmes 
PEA ont été mis en place [Holé 01] [Fuku 06]. Ils consistent à utiliser une cellule PEA 
classique mais munie d’une matrice de détecteurs piézoélectriques, chacun ayant 
son propre amplificateur. Les détecteurs sont connectés sur un relais (commutateur 
coaxial) piloté par ordinateur, ce qui permet d’enregistrer chaque signal séparément. 
Cette méthode permet de mesurer dans un même temps (~1s) la distribution de 
charges d’un échantillon en différents points de sa surface. 
 




2.2.5 PEA sans contact 
L’étude de la distribution des charges dans le diélectrique soumis à des irradiations 
est nécessaire dans le domaine spatial, pour bien comprendre l’effet de la décharge 
électrostatique de surface. Il est indispensable de suivre l’évolution temporelle de la 
densité de charge dans les isolants pendant et après l’irradiation. Pour répondre à ce 
besoin, une cellule PEA sans contact a été développée basée sur le principe de la 
"strip-line"  [Perr 07] [Perr 08] [Gris 04] (Figure 2.12).  
 
 
Figure 2.12: Schéma de principe de la méthode PEA sans contact. 
Dans le système PEA sans contact, l’électrode supérieure est placée à une distance 
de l’ordre du mm, au dessus de la surface de l’échantillon à étudier. Cette surface 
est laissée à potentiel flottant pendant l’irradiation. Il permet donc d’effectuer des 
mesures de profil de charge entre deux périodes d’irradiation et de suivre la 
relaxation des charges sous vide. La résolution spatiale de cette méthode est de 









Chapitre 3. Modélisation électro-
acoustique de la cellule PEA








La méthode PEA est une des techniques les plus utilisées de mesure de charge 
d’espace dans les matériaux diélectriques. Notre objectif principal est d’améliorer sa 
résolution spatiale. Pour atteindre cet objectif, une première étude est réalisée sur les 
matériaux constituant la cellule de mesure. C’est l’objet de ce chapitre. La deuxième 
étude concerne l’amélioration du traitement de signal en sortie de la cellule. 
Afin de modéliser le comportement acoustique des différents constituants de la 
cellule, une modélisation électroacoustique de la cellule PEA est réalisée et permet 
d’identifier l’influence de chaque élément de la cellule sur la résolution spatiale. 
1 La Méthode PEA 
La méthode PEA ou Pulse Electro-Acoustic Method permet la détection spatio-
temporelle de la charge d'espace à l’intérieur d’un matériau diélectrique. Elle a 
initialement été développée au Japon dans les années 1980 [Maen 88]. Cette 
méthode a connu depuis de nombreuses modifications pour s'adapter à de nouvelles 
configurations: mesure 2D et 3D [Maen 01] [Fuku 05], mesure avec tête d’excitation 
déportée [Gris 04] [Perr 07], mesure sur câble [Bode 07] [Muro 96], mesure avec 
contraintes alternatives [Alis 04] [Thom 96] et mesure sans contact [Perr 07].  
1.1 Principe de base d’une cellule de mesure PEA 
La Figure 3.1 montre un schéma simplifié de la cellule  PEA [Maen 95]. L'échantillon 
est placé entre deux électrodes. L’électrode supérieure, également appelée 
électrode d’excitation, est reliée à un générateur d’impulsion qui possède les 
caractéristiques suivantes : 
- une impulsion de courte durée, environ 5 ns. La largeur de l'impulsion doit être 
inferieure au temps de transmission de l’onde acoustique à travers 
l'échantillon. 
- une amplitude adaptée à l'épaisseur de l’échantillon. Un champ électrique 
maximum de 1 kV/mm permet de ne pas modifier l'état de charge du matériau. 
- l’impulsion est appliquée de manière répétitive avec une fréquence d’environ 
1 kHz de manière à augmenter le rapport signal sur bruit en moyennant 
plusieurs signaux.  
 Ce générateur d'impulsion est relié à l'oscilloscope pour synchroniser le 
déclenchement de l'acquisition sur l’impulsion de tension.  
 





Figure 3.1 : Schéma simplifié d’une cellule de mesure PEA. 
La force coulombienne créée par l’impulsion électrique appliquée sur une charge, 
induit un déplacement élémentaire transitoire de cette charge autour de sa position 
d’équilibre. Une onde de pression p(t) est alors générée, Figure 3.2.  
 
Figure 3.2 : Principe de la génération d’ondes acoustiques. 
Cette onde se propage au travers de la cellule et notamment dans l’électrode 
inférieure, dite ‘électrode de détection’. Cette électrode est utilisée comme récepteur 
et est composée d'une plaque en aluminium d’épaisseur l = 1 cm. L’utilisation d’une 
épaisseur aussi grande est surtout pour le découplage temporel du bruit produit par 
l’impulsion électrique et il permet aussi de retarder le signal acoustique réfléchi et 
donc atténue le phénomène de superposition des ondes incidentes et réfléchies. Un 
capteur piézo-électrique permet de convertir l’onde issue de l’électrode de détection 




en tension électrique. Dans le système utilisé, le transducteur piézo-électrique est un 
film de PVDF fortement polaire de 9 µm d'épaisseur. Il est couplé à un matériau 
absorbant (PMMA) permettant d’éviter, le plus possible, les réflexions d'onde 
acoustique. Ces mesures doivent être répétées avec une vitesse de répétition élevée 
pour pouvoir moyenner le signal.  
Après amplification du signal électrique en sortie du capteur piézo-électrique, les 
données sont visualisées et enregistrées par un oscilloscope. Une déconvolution 
numérique de ces données est nécessaire pour établir la distribution de la charge 
d’espace en fonction de la profondeur de l’échantillon. Cette déconvolution est 
réalisée en déterminant la fonction de transfert du système. Cette fonction est 
calculée en utilisant le principe de la calibration. Il consiste à effectuer une mesure 
sur un échantillon dépourvu de charges internes en lui appliquant une contrainte 
électrique continue de faible amplitude, généralement inférieure à 10 kV/mm. Cette 
contrainte continue permet l’apparition de charges capacitives aux extrémités de 
l’échantillon.  
1.2 Performances du système 
Les critères de performance sont basés sur la sensibilité, la résolution spatiale. 
Comme la résolution est déterminée par le rapport signal sur bruit de l’ensemble du 
système de mesure, il est essentiel de réduire le bruit provenant de l’équipement 
extérieur (générateur d’impulsion) ou bien de la cellule même (comme le bruit 
thermique provenant des amplificateurs). 
1.2.1 Sensibilité 
La quantité de charge minimale qui peut être détectée par cette méthode est 
d’environ 0.1 C/m3 [Lava 05]. Cette valeur est extrêmement faible puisqu’elle 
correspond à une charge élémentaire pour 1011 atomes. Cette charge peut créer une 
variation de 5 kV/mm de la valeur du champ électrique si cette charge de 0.1 C/m3 
est présente sur une épaisseur de 1 mm. 
1.2.2 Résolution  
La résolution spatiale dans le volume des échantillons repose en premier lieu sur la 
manière dont se propage l’onde acoustique. Elle peut être améliorée en réduisant la 
largeur du signal acoustique. L’onde acoustique étant générée par l’application d’un 
champ électrique, la durée pendant laquelle le champ électrique est appliqué doit 
être inférieure à quelques ns pour générer une onde acoustique aussi étroite que 
possible. Cependant d’autres facteurs doivent être pris en compte comme par 
exemple la bande passante de l’oscilloscope, la géométrie du capteur, l’épaisseur 
des échantillons, car l’onde acoustique est détectée par un capteur piézoélectrique et 
son épaisseur détermine la résolution en volume du signal. Les systèmes classiques 
offrent généralement une résolution de l’ordre de 10 µm.  




1.2.3 Temps de la mesure 
Dans le but, d’améliorer le rapport signal/bruit, les mesures PEA doivent être 
répétées pour pouvoir moyenner le signal de sortie. Cette méthode est capable 
d’observer des phénomènes transitoires en utilisant une vitesse de répétition 
importante. L’intervalle entre deux signaux est de 20 µs, pour cela il faut utiliser un 
générateur d’impulsion assez rapide pour qu’on puisse étudier l’évolution des profils 
de charges dont la durée est du même ordre de grandeur. 
2 Modélisation de la cellule PEA 
Divers paramètres pertinents par rapport à la résolution spatiale de la méthode PEA 
sont clairement identifiés tels que l’épaisseur du capteur piézoélectrique, la bande 
passante de la chaine d’acquisition ou la forme du pulse appliquée à l’échantillon. 
Afin de quantifier l’influence de chaque paramètre, une modélisation 
électroacoustique de la cellule PEA est proposée. 
2.1 Géométrie du modèle 
Le but étant de modéliser la cellule PEA, il faut, dans un premier temps, définir la 
géométrie du modèle basée sur les principaux constituants de la cellule, Figure 3.3 
[Bern 91] : 
 
- L’électrode supérieure  
- L’échantillon  
- L’électrode inférieure  
- Le capteur piézoélectrique  




Figure 3.3 : Décomposition de la cellule PEA. 
Comme les échantillons sont très minces par rapport aux dimensions latérales, nous 
allons considérer une modélisation unidimensionnelle. Chaque élément est défini par 
un segment de longueur égale à l’épaisseur actuelle utilisée dans la cellule PEA 
(Figure 3.3).  




2.2 Sous-domaines associés à la géométrie 
Notre modèle numérique de la cellule PEA est donc basé sur cinq sous domaines. 
Chaque sous domaine représente une partie de la cellule. Chaque sous domaine est 
défini par le matériau le constituant et son épaisseur. Le tableau suivant présente les 
différents sous-domaines.   
 
Sous domaine Matériau Epaisseur (µm) 
Electrode supérieure Linear Low Density Poly Ethylene (LLDPE) 1000 
Echantillon Poly Tetra Fluoro Ethylene( PTFE) 300 
Electrode inférieure Aluminium 10 000 
Capteur piézoélectrique PolyVinyliDene Fluoride(PVDF) 19 
Absorbeur Poly Methyl Meth Acrylate (PMMA) 2000 
 Tableau 3.1 : Caractéristiques des sous-domaines du modèle PEA. 
2.3 Physique associée aux sous-domaines 
Théoriquement, la propagation de l’onde acoustique est entièrement décrite par une 

























     
(3.1) 
Avec, 
p : Pression acoustique (N.m-2).  
c : Célérité du son (m/s).  
q : Terme traduisant l’action des forces extérieures (N.m-3).  
Qint : Terme traduisant la présence de sources à l’intérieur du domaine  
(N.kg-1.m-1). 
ρ0 : Masse volumique du matériau (kg.m
-3). 
 
La pression acoustique au sein de la cellule en fonction du temps est obtenue en 
résolvant l’équation de propagation (3.1). Afin de simplifier le modèle, quelques 
hypothèses ont été formulées :  
- La propagation se fait en une seule dimension : les épaisseurs des différents    
milieux de propagation sont petites par rapport aux dimensions latérales. 
- l’atténuation n’est pas prise en compte dans un premier temps. Il sera possible 
de l’introduire dans les paramètres matériaux de chaque milieu de 
propagation. 
- L’onde acoustique est générée par les forces coulombiennes créées par 
l’application d’une impulsion de tension sur les charges d’espace présentes 
dans l’échantillon. 
  




- Il n’y a pas de source acoustique (source de débit) au sein du modèle : 
Qint = 0. 
 
























     
(3.2)  
Cette équation peut être résolue dans chaque sous-domaine. Compte tenu des 
différentes hypothèses adoptées, on a regroupé ces cinq sous-domaines en trois 
catégories.  
- Domaines avec source acoustique : l’électrode supérieure, l’électrode 
inférieure et l’échantillon. 
  -   Domaine sans source acoustique : Absorbeur (PMMA). 
  -   Domaine piézoélectrique : Capteur (PVDF). 
 
Chaque milieu de propagation est caractérisé par son impédance acoustique iZ  qui 
est le produit de la masse volumique ρi et de la célérité ci et qui s’exprime :  
 
iii cZ        (3.3) 
Avec i l’indice du milieu de propagation  
Au niveau de l’interface entre deux milieux, une partie de l’onde progressive venant 
du milieu 1 est transmis dans le milieu 2 et une partie de cette onde progressive est 
réfléchie pour donner l’onde régressive. 
 
Figure 3.4  : Réflexion d'une onde au niveau d'une interface. 
Les vitesses vibratoires de l’onde incidente, de l’onde réfléchie et de l’onde transmise 
sont respectivement Vi , Vr  et Vt. Les pressions de l’onde incidente, de l’onde 
réfléchie et de l’onde transmise sont respectivement pi, pr  et pt. La continuité des 
vitesses et des pressions au niveau de l’interface permet de définir les coefficients de 




réflexion en amplitude à l’interface du milieu 1 au milieu 2 
12R , 21R  
celui du milieu 2 
au milieu 1, et les coefficients de transmission du milieu 1 au milieu 2 T12, T21 celui du 


















































         
(3.4) 
Si les impédances acoustiques des deux milieux sont égales ( 21 ZZ  ) on parle 
d’adaptation d’impédance qui se traduit par l’absence de réflexion à l’interface. Par 
conséquent, les deux coefficients de transmission T12 et T21 sont égaux à 1 et la 
pression transmise est égale à la pression incidente (pi = pt). Le tableau suivant 
montre les caractéristiques acoustiques (la masse volumique et de la célérité du son) 
pour chaque sous-domaine.  
Tableau 3.2 : Caractéristiques acoustiques des matériaux constituant la cellule PEA. 
2.3.1 Domaines avec source acoustique 
L’application d’un champ électrique sur une charge électrique induit une force 
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 : est la force produite par la présence des dipôles dans le diélectrique.     
Avec ,   
- Ei, Ej, Ek : composantes du champ électrique. 
- εij : permittivité électrique.  
- αijkl : tenseur d’électrostriction. 
- ρ : la charge présente dans le matériau.  
- kpi : la densité des dipôles. 
 




















 ,         (3.6) 
Tenant compte que 


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      (3.9) 
Suite à l’application de l’impulsion électrique, le champ varie de E à E+ΔE(t) et par 









































           (3.11) 




En négligeant le terme constant qui ne produit pas d’ondes et le terme du second 
ordre et en prenant un échantillon isotrope (donc ΔE, ε et α sont uniformes), on peut 














                (3.12) 
Dans notre cas, et pour simplifier le modèle on a considérer que le terme 
d’électrostriction est nul (α=0), par suite : 
)t(Eq                     (3.13) 
2.3.1.1 La charge électrique 
A partir des courbes expérimentales de la Figure 3.5, on peut assimiler un plan de 
charges à une gaussienne (charges capacitives aux électrodes). En effet, cette figure 
montre que la forme des charges capacitives obtenue expérimentalement est étalée. 
 
Figure 3.5 : Profils de densité de charges mesurés avec la PEA pour des échantillons 
de PTFE non chargés d’épaisseur 250 µm, 500 µm et 1 mm [Perr 07]. 
Par conséquent, cette forme gaussienne sera adoptée pour modéliser un plan de 
charges électriques. Ainsi deux configurations de charges ont été modélisées :  
- Une charge capacitive. 
- Une charge interne. 
 La charge capacitive est représentée par deux plans de charges à l’interface 
électrode / échantillon. Elle est modélisée par la somme de deux gaussiennes 
normalisées qui représente la charge capacitive dans l’échantillon (3.14). 
















      (3.14) 
Avec,  
- ρmax : amplitude maximale de la charge (dans notre cas elle est égale à1). 
- x1, x2 : sont respectivement l’abscisse de l’interface de l’électrode supérieure 
et inférieure avec l’échantillon (dans notre cas x1=1000 µm et x2=1300 µm). 




(dans notre cas elle est de 3 µm). 
 
Cette gaussienne a une configuration symétrique à l’interface entre l’échantillon et 
l’électrode Figure 3.6. 




































Figure 3.6 : La distribution de la charge de calibration dans l’échantillon. 
Le second profil est pour une charge interne, Figure 3.7. Cette configuration 
concerne un matériau chargé en son centre. Sur les électrodes, seules les charges 
images sont présentes. 





























Figure 3.7 : La distribution de la charge dans l’échantillon 
Pour simplifier, notre approche consiste à représenter cette configuration par 3 plans 
de charge modélisés par trois gaussiennes. Deux gaussiennes positives aux 
extrémités de l’échantillon et une négative au centre. Les amplitudes des 3 
gaussiennes sont définies afin d’assurer la neutralité électrique de l’échantillon. On 
suppose que les charges images n’apparaissent que dans l’échantillon.  
2.3.1.2 Le champ électrique impulsionnel 
L’application du champ électrique impulsionnel vise à générer  les ondes acoustiques 
créée par la charge électrique présente dans le matériau. Dans notre étude, on a 
considéré deux formes normalisées du champ électrique ΔE(t) pulsé appliqué à 
l’échantillon, Figure 3.8 :  








      (3.15) 
Avec,  
 Emax  : l’amplitude maximal du pulse ( dans notre cas Emax=1). 
 tM : le temps corresponds à Emax. 
 Δt  : la largeur qui correspond à 
e
Emax
, dans notre cas 2.Δt = 5 ns. 






























Figure 3.8 : Formes du pulse électrique appliqué. 
- Un pulse carré qui présente presque la même forme que le pulse 
expérimental. Il est modélisé suivant l’équation (3.16). Ce pulse de forme 
carré nous permettra de maitriser et de quantifier l’influence du temps de 

















     (3.16) 
Avec, t1-t0 la largeur d’impulsion qui est égale à 5 ns. 
2.3.2 Domaine piézoélectrique 
L’évaluation de la pression acoustique dans ce domaine est calculée en utilisant 
(3.2). Cette équation est résolue dans ce domaine en considérant le terme q nul. 
Après l’établissement de la pression acoustique au niveau du PVDF, La tension 
électrique est calculée à partir de l’onde de pression. 
Les équations de la piézoélectricité [Ansi 93] permettent de relier les trois 
composantes du déplacement électrique D  et du champ électrique E  aux six 













     
(3.17) 




Avec,   
-  dikl , dijk : est la matrice établie consécutivement, par l’effet piézoélectrique 
directe et indirecte,   
- sijkl : est la susceptibilité élastique.  
 
En une dimension et en l’absence de déplacement électrique, revient à supposer 
qu’on est en condition de circuit-ouvert puisque cela indique que le courant est nul, la 
contrainte mécanique est représentée par la pression (p=-σ33). Par conséquent, la 







      
(3.18) 
On obtient alors la tension aux bornes du capteur PVDF en intégrant le champ 








     
(3.19) 
D’après (3.19) l’intégration de la pression dans ce sous-domaine permet d’établir la 
tension en sortie. Cette dernière représente la réponse électrique de la charge 
imposée dans l’échantillon.  
2.3.3 Domaine sans source acoustique 
Ce domaine représente l’absorbeur PMMA. En principe, ce matériau est utilisé pour   
éviter les réflexions d’ondes à son interface avec le capteur piézoélectrique. Même si 
ses caractéristiques acoustiques (Tableau 3.2) sont proches de celles du PVDF, on a 
toujours des réflexions à son interface. 
L’estimation de la pression acoustique dans ce domaine est établie en considérant 
aucune source acoustique, q=0 dans l’équation (3.2). 
2.4 Conditions aux limites 
Un des points importants dans une modélisation par éléments finis d’un phénomène 
physique concerne la définition des conditions aux limites. 
Dans notre modèle, on considére deux types de conditions aux limites : 
- Limites soft : Sachant que, la propagation de l’onde acoustique dans la cellule 
PEA est limitée entre l’électrode supérieure et l’absorbeur, on considère une pression 
nulle aux extrémités du modèle en contact avec l’air. 
0p        (3.20) 




- Condition de continuité : Au niveau des frontières internes, on a une continuité de 
la vitesse vibratoire et de la pression acoustique à l’interface de chaque milieu. Cette 
condition est obtenue par l’égalité suivante :  












     (3.21)
 
Avec, 
- pi : Pression acoustique dans le milieu i. 
- qi: Terme source dans le milieu i. 
2.5 Techniques numériques pour la résolution des équations 
différentielles 
Avec l’évolution rapide des moyens informatiques et des logiciels de calcul 
scientifique, les méthodes numériques ont pris une part prédominante dans la 
résolution des problèmes physiques. Dans ce domaine nous pouvons classer les 
méthodes en deux groupes : d’une part, celles qui, comme la méthode des moments 
(MM), ne nécessitent pas le maillage de l’espace entourant l’objet et, d’autre part, 
celles qui, comme la méthode des différences finies dans le domaine temporel 
(FDTD : Finite Difference Time Domain), et la méthode des éléments finis (FE : Finite 
Element), qui nécessitent un maillage de l’espace. 
Dans le cas de la méthode des moments, la prise en compte de l’espace libre 
entourant l’objet analysé est en principe parfaite. Ce type de méthode pose 
néanmoins des problèmes difficiles à résoudre dans le cas d’un milieu fortement 
hétérogène. Les méthodes FDTD ou FE utilisent les équations différentielles dans 
l’espace entièrement discrétisé. Un avantage notable de ces méthodes réside dans 
le fait qu’elles sont à même de prendre en compte des structures fortement 
hétérogènes. Cependant leur problème principal est lié à la taille du maillage de 
l’espace. 
2.5.1 Choix de la technique 
Afin de simuler le modèle numérique, on a choisi le logiciel COMSOL® qui est un 
logiciel de modélisation multi physique basé sur les éléments finis. Ce logiciel 
présente un certains nombres d’avantages :  
- Il permet de définir un terme de source acoustique sous forme d’une équation 
qui dépend du temps et de la variable d’espace. 
- Il est parfaitement interfacé avec Matlab®, ce qui sera un avantage quand 
l’étude passera au test des algorithmes du traitement de signal afin de 
remonter à la charge d’espace à partir du signal acoustique. 
- Il est possible d’interfacer COMSOL® avec PSpice® afin de coupler la 
modélisation de la propagation acoustique avec la réponse théorique de 
l’amplificateur connecté au capteur piézoélectrique. 




2.5.2 Méthode des éléments finis 
La méthode FE permet de transformer une relation fonctionnelle en un système 
d’équations linéaires. La FE a connu un grand développement depuis les années 
1970 et est devenue une méthode très populaire dans de nombreux domaines de la 
physique. Cette popularité est probablement due à sa capacité de pouvoir 
s’appliquer à des structures complexes. 
Pour résoudre un problème par la méthode des éléments finis, on procède donc par 
étapes successives :  
-  On se pose un problème physique sous la forme d'une équation différentielle ou 
aux dérivés partielles à satisfaire en tout point du sous-domaine, avec des 
conditions aux limites sur le bord nécessaires et suffisantes pour que la solution 
soit unique.  
-  On construit une formulation intégrale du système différentiel à résoudre et de ses 
conditions aux limites : c'est la formulation variationnelle du problème.  
-  On divise le sous-domaine en éléments finis dont les nœuds sont les points de 
raccord entre ces éléments : c'est le maillage ( paragraphe 2.6).  
-  On ramène le problème dans notre cas à un problème discret : c'est la 
discrétisation. En effet, toute solution approchée est complètement déterminée par 
les valeurs  de la pression acoustique aux nœuds des sous-domaines. 
-  On résout le problème discret : c'est la résolution  
-  On peut alors construire la solution approchée à partir des valeurs de la pression 
acoustique trouvées aux nœuds et en déduire d'autres grandeurs : c'est le post-
traitement.  
-  On visualise et on exploite la solution pour juger de sa qualité numérique et juger si 
elle satisfait les critères du cahier des charges : c'est l'exploitation des résultats.  
2.6 Résolution des équations de la propagation 
Afin d’étudier la propagation de l’onde acoustique par la méthode des éléments finis, 
chaque sous domaine est découpé en nœuds selon le principe du maillage.  
Un maillage est la discrétisation spatiale d’un milieu continu. La finesse du maillage 
est un élément primordial pour notre modèle, car il influe sur le temps de calcul, la 
diffusion numérique [Kess 07] et donc sur l’analyse de la propagation de l’onde 
acoustique. La résolution du modèle multiphysique par éléments finis permet 
d’obtenir l’évolution temporelle de la pression acoustique p(x,t) en tout point de la 
cellule PEA. 
Pour cela, il faut choisir une finesse de maillage (Tableau 3.3) permettant d’obtenir 
une bonne discrétisation de la charge ρ(x), de l’échantillon et de la pression p(x,t) sur 
chaque domaine, tout en gardant un temps de calcul raisonnable. 




Afin d’éviter la diffusion numérique, le pas de temps Δts doit satisfaire le critère de 






      (3.22) 
Avec, 

















Tableau 3.3 : Pas de maillage pour chaque sous-domaine du modèle PEA. 
Il faut noter que le temps de calcul sur une machine de type bureautique nécessite 
environ 2 heures de calcul pour simuler 2 μs de signal (temps nécessaire pour 
étudier la génération et la propagation du signal PEA entre l’échantillon et 
l’absorbeur) avec une période d’échantillonnage de 0.1 ns. 
3  Résultats de simulation 
Les résultats de simulation sont récupérés dans Matlab afin de réaliser le post 
traitement de la matrice de pression qui fait 20000 lignes (discrétisation en temps) et 
13000 colonnes (discrétisation en espace)  
Ce post traitement permet : 
 d’observer la génération de l’onde acoustique dans l’échantillon, 
 d’étudier la propagation de cette onde dans tout l’échantillon 
 d’intégrer la pression sur l’épaisseur du PVDF en fonction du temps pour 









Figure 3.9 : Traitement des données après la simulation. 
Nous présentons ici les résultats de simulation issus du modèle éléments finis de la 
cellule PEA. On s’intéressera dans un premier temps à la génération de l’onde 
acoustique dans l’échantillon puis à sa propagation au sein de la cellule PEA. On 
terminera par une étude de l’influence de l’épaisseur du capteur PVDF (1 µm, 3 µm, 
5 µm, 7 µm, et 9 µm) sur le signal de sortie.  
 
3.1 Etude de la génération de l’onde acoustique 
La génération de l’onde acoustique dans l’échantillon produite par l’effet des forces 
coulombiennes est créée par l’application d’un pulse électrique sur les charges 
d’espace. Les données d’entrée : la forme du pulse et la répartition de la charge, 
Figure 3.8 et Figure 3.7. 
On montre ci-dessous l’évolution temporelle de la pression dans l’échantillon 
(domaine 2) et de part et d’autre de ce domaine, une partie de l’électrode (domaine 
1) et une partie de l’électrode inférieure (domaine 3). 

































Figure 3.10  : Pression dans l’échantillon et son entourage pour T=0 s. 



























Figure 3.11  : Pression dans l’échantillon et son entourage pour T=10 ns. 
 
 































Figure 3.12  : Pression dans l’échantillon et son entourage pour T=12ns. 






























































Figure 3.14  : Pression dans l’échantillon et son entourage pour T=13 ns. 
 
Jusqu’à t=20 ns, la pression évolue en fonction du temps au niveau des interfaces 
électrodes/échantillon, et au centre de l’échantillon. Au niveau des 3 plans de 
charge, il apparaît 2 pics qui se propagent dans deux directions opposées : à 
gauche, en direction de l’électrode supérieure et à droite, en direction de l’électrode 
inférieure. 
On remarque également une différence sur ‘l’étalement’ des pics dans l’électrode 
supérieure, l’échantillon et l’électrode inférieure. Cette particularité est due aux 
vitesses de propagation de l’onde acoustique qui sont différentes selon le domaine 
considéré. Dans l’aluminium, le pic est plus ‘étalé’ que dans l’électrode supérieure ou 
dans l’échantillon car la vitesse de propagation dans l’aluminium est cinq fois 
supérieure à celle dans le PTFE et trois fois supérieure à celle dans le LLDPE 
(Figure 3.14).  
3.2 Propagation de l’onde acoustique dans la cellule  
Nous nous intéressons maintenant à la propagation de l’onde acoustique sur 
l’ensemble des domaines qui constitue notre cellule de mesure. La Figure 3.15 à 
3.22  montrent l’évolution de la pression dans : l’électrode supérieure, l’échantillon, 
l’électrode inférieure, le capteur PVDF et l’absorbeur PMMA pour des différents 
instants. 
 














































Figure 3.15 : Pression dans l’épaisseur de la cellule pour T=0 s. 

































Figure 3.16 : Pression dans l’épaisseur de la cellule pour T=10 ns. 





































Figure 3.17 : Pression dans l’épaisseur de la cellule pour T=20 ns. 

































Figure 3.18 : Pression dans l’épaisseur de la cellule pour T=260 ns. 
La pression apparaît progressivement dans l’échantillon comme nous l’avons mis en 
évidence au paragraphe précédent. 






































Figure 3.19  : Pression dans l’épaisseur de la cellule pour T=800 ns. 

































Figure 3.20  : Pression dans l’épaisseur de la cellule pour T=1 µs. 
Les trois pics de pression (signal utile) apparaissent et se propagent dans l’électrode 
inférieure vers le capteur. Ce signal utile intégré par le capteur PVDF, fournira un 




signal de tension image de la charge dans le matériau étudié. On remarque 
également le même phénomène dans l’électrode supérieure. 
Ces trois pics se propageant dans l’électrode supérieure sont réfléchis à l’extrémité 
supérieure de l’électrode semi-conductrice. Le signal utile continue à se propager 
vers le capteur PVDF. 
 
En arrivant à l’interface entre l’électrode inférieure et le PVDF, seule une petite partie 
du signal utile traverse le capteur piézoélectrique (PVDF). L’amplitude de ce signal 
est liée à l’impédance acoustique des deux milieux (3.4).  
Une optimisation du coefficient de transmission entre l’électrode inférieure et le 
capteur PVDF (adaptation d’impédance) permettrait d’améliorer le rapport signal sur 
bruit du signal de tension. Cette simulation a été est réalisée pour un capteur 
piézoélectrique de 1 µm d’épaisseur. Différentes simulations ont montré que quelque 
soit l’épaisseur du capteur, l’évolution temporelle de la pression entre le matériau et 
le capteur (non compris) ne change pas. 

































Figure 3.21  : Pression dans l’épaisseur de la cellule pour T=1.5 µs. 





































Figure 3.22  : Pression dans l’épaisseur de la cellule pour T=2 µs. 
3.3 Influence de l’épaisseur du PVDF 
Dans le but de voir l’influence de l’épaisseur du capteur PVDF sur la forme du signal, 
des simulations ont été effectuées pour différentes épaisseurs de capteur (1 µm, 
3 µm, 5 µm, 7 µm, et 9 µm). Le matériau considéré est chargé en son centre avec, 
sur chaque électrode, ses charges images. 
La Figure 3.23 montre le signal utile en sortie du PVDF pour différentes épaisseurs 
du capteur piézoélectrique, signal obtenu à l’aide de l’équation (3.19). En 
s’intéressant uniquement à la partie utile du signal, cette figure compare les signaux 
de tension en sortie du capteur pour ces cinq épaisseurs. 
A la vue de toutes ces courbes, on peut en conclure que le capteur de 1 μm 
d’épaisseur reproduit un signal proche de la charge introduite numériquement dans 
l’échantillon. Pour des épaisseurs de capteurs supérieures à 1 μm, la réflexion de 
l’onde acoustique sur l’interface entre le PVDF et le PMMA entraine une interférence 
entre l’onde incidente et l’onde réfléchie au sein du PVDF. Cette interférence 
entraine une dégradation du signal. Une adaptation d’impédance entre ces deux 
milieux permettrait, pour des épaisseurs supérieures à 1 μm, de minimiser cette 
réflexion et donc d’améliorer la qualité du signal utile. 





























Figure 3.23  : Signaux en sortie du modèle pour différents épaisseurs du capteur 
piézoélectrique. 
3.4 Influence de l’adaptation à l’interface PVDF/PMMA 
L’absorbeur est un élément connexe au capteur piézo-électrique. Ces deux 
matériaux étant de nature différente, la transmission des ondes acoustiques entre 
ces deux milieux n’est pas réalisée de manière optimale. Seule une partie des ondes 
est transmise à l’absorbeur, l’autre partie réfléchie sur l’interface interfère avec l’onde 
incidente. Pour parfaire la transmission de l’onde, une adaptation des impédances 
acoustiques doit être réalisée. Les matériaux connexes doivent posséder une 
impédance acoustique similaire. C’est pourquoi, dans notre étude, l’absorbeur en 
PMMA est remplacé par un matériau PVDF. L’adaptation avec le PVDF ne marche 
que si on est dans les mêmes conditions électriques. En occurrence comme la 
mesure se fait en conditions de court-circuit, l’ajout du PVDF doit fonctionner. 














 PVDF 9 µm sans adaptation d'impédance










Figure 3.24  : Signal de tension en sortie du capteur de 9 µm avec et sans adaptation 
d’impédance à l’interface PVDF/PMMA. 
La Figure 3.24 montre le signal de tension en sortie du capteur piézo-électrique avec 
et sans adaptation d’impédance. L’épaisseur du capteur est fixée à 9 µm.  
Cette figure montre clairement l’influence de la nature des matériaux sur la qualité du 
signal en sortie du capteur piézoélectrique. Une comparaison entre le signal en sortie 
d’un PVDF de 9 µm avec une adaptation d’impédance et un signal en sortie d’un 
PVDF de 1 µm, montre une ressemblance de la forme du signal établi et la forme de 
la charge imposée pour les deux cas Figure 3.25.  
Pour conclure, ces deux études montrent l’avantage de l’adaptation d’impédance 
acoustique à l’interface PVDF/PMMA. En effet, les ondes réfléchies à l’interface 
PVDF/PMMA induisent une forte déformation du signal de tension. 
Une « traînée » apparaît à la suite de chaque partie du signal utile. Cette déformation 
pouvant altérer le traitement des données. 
Une adaptation des impédances acoustiques devra être réalisée lors de la 
conception de la nouvelle cellule de mesure optimisée. 














 PVDF 1µm sans adaptation d'impédance










Figure 3.25  : Signal de tension en sortie du capteur de 1 µm et de 9 µm 
respectivement sans et  avec adaptation d’impédance à l’interface PVDF/PMMA. 
3.5 Simulation d’une charge typique  
Jusqu’à présent, les différentes simulations ont été réalisées avec des matériaux 
chargés en leur centre présentant une forme identique aux charges capacitives. 
Dans cette partie, la charge en volume (ou charge interne) est basée sur des 
résultats expérimentaux, Figure 3.26. Ces résultats ont été obtenus après une 
irradiation par un faisceau d’électrons d’énergie 250 Kev avec un flux de particules 
de 50 pA/cm2 d’un échantillon de PTFE de 500 µm d’épaisseur pendant une durée 
de 16 mn. 
Il faut noter que les résultats expérimentaux présentés à la Figure 3.26 sont réalisés 
avec la PEA sans contact (PVDF 9 µm et sans adaptation d’impédance). On a deux 
pics de charge au lieu de trois, lié à l’absence de l’électrode supérieure. Le premier 
(à gauche) correspond au pic des charges images (positives) à l’interface 
échantillon/électrode inférieur. Tandis que le second (négatif) correspond aux 
électrons implantés dans l’échantillon après irradiation. 
 





Figure 3.26  : Profil de la charge expérimental mesuré après irradiation d’un 
échantillon du Téflon de 500 µm pendant 30mn [Perr 07]. 
Afin de simuler la réponse de la cellule PEA classique à une charge typique, nous 
modélisons la charge interne issue de l’expérimentation associe aux 2 pics de charge 
images suivant le principe de la neutralité électrique, Figure 3.27.  


























































Figure 3.27  : Profil modélisé de la charge électrique pour un temps d’irradiation de 16 
mn en configuration PEA classique. 




Ce profil de charge est imposé dans le modèle numérique de la cellule PEA 
classique (PVDF 9 µm et sans adaptation d’impédance). La simulation numérique de 
ce modèle sous COMSOL permet d’établir la réponse électrique de cette charge 
imposée Figure 3.28.  



















Figure 3.28  : Signal de tension simulé en sortie du capteur de 9 µm pour le profil de la 
charge typique modélisé.  
Cette figure montre le signal utile de tension en sortie du PVDF de 9 µm d’épaisseur. 
On voit la présence des trois pics qui correspondent aux pics de la charge imposée. 
On s’aperçoit que les pics des charges images présentent une traînée. Cette traînée 
est liée à l’étalement des pics de charge image inférieure à l’épaisseur du PVDF. Ce 
qui n’est pas le cas pour le pic de la charge interne. 
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L’objectif de ce chapitre est double. Dans un premier temps, une analyse 
approfondie de la méthode utilisée pour le traitement des données des signaux issus 
d’une cellule PEA est établie. Cette méthode, largement décrite par Maeno et al 
[Maen 88] est la base de la plupart des logiciels développés par la communauté 
scientifique qui s’intéresse à la caractérisation expérimentale de la charge d’espace 
dans les matériaux diélectriques. Dans notre cas, les résultats présentés dans ce 
chapitre seront établis à l’aide d’un modèle numérique développé avec le logiciel 
commercial Matlab® [Thom 08]. Le script est basé sur les équations de Maeno et al 
[Maen 88]. Dans un deuxième temps, nous proposons une autre approche pour 
déconvoluer les signaux issus de la cellule PEA. Sur la base des hypothèses 
fondamentales de Maeno et al [Maen 88], le principal changement concerne la mise 
en équation de la fonction de transfert du système, une approche matricielle sera 
utilisée et les résultats de déconvolution obtenus par cette technique seront 
comparés aux résultats issus des travaux de Maeno et al [Maen 88]. 
1 Analyse du traitement des données basé sur les 
travaux de Maeno [Maen 88] 
Le principe de cette méthode est basé sur la caractérisation de la fonction de 
transfert du capteur piézo-électrique Hpiezo, cette étape est couramment appelée 
étape de calibration. La donnée d’entrée est la pression induite par l’excitation des 
charges dans le matériau et la donnée de sortie est la valeur de la tension électrique 
générée par le capteur. Dans le domaine fréquentiel, nous avons : 
PHV piezoPEA       (4.1) 
Avec, H la fonction de transfert caractéristique du capteur piézo-électrique, VPEA la 
tension en sortie de ce capteur et P la pression. La tension étant directement 
mesurée à l’aide de l’oscilloscope numérique, la difficulté principale de cette méthode 
est l’établissement d’une expression analytique de la pression à l’entrée du capteur 
en fonction de la densité nette des charges. 
1.1 Expression analytique de la pression à l’entrée du capteur 
piézo-électrique 
Pour établir cette expression, Maeno et al [Maen 88] considèrent un échantillon 
chargé d’épaisseur d avec un plan de charges négatif  à la profondeur x du matériau, 
Figure 4.1. Comme le montre cette figure, ce plan de charge induit au niveau des 
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Figure 4.1 : Schéma simplifié d’une cellule PEA pour l’obtention de l’expression 
analytique de la pression 
 
L’application d’un potentiel pulsé ΔE(t) sur le matériau considéré, induit, par effet 
coulombien, une force transitoire sur les charges d’espace. Les charges oscillent 
autour de leur position d’abscisse x créant ainsi des ondes de pression. Dans ce 
modèle, [Maen 88] considère que chaque couche élémentaire x  de l’échantillon 
correspond à un système indéformable et homogène de charge qui, animé d’une 
force transitoire, retrouve par élasticité sa position d’origine. 
Les ondes de pression élémentaires pΔ(t) générées par chaque zone chargée (les 
deux électrodes et le plan de charge interne), se propagent à la vitesse du son dans 
le matériau. Ces vitesses seront notées vp pour l’échantillon (matériau diélectrique) et 
ve pour l’électrode inférieure d’épaisseur l. Maeno et al [Maen 88] considèrent une 
propagation de l’onde de pression sans dispersion et sans dissipation et une 
influence nulle du champ électrique impulsionnel sur l’état de charge du matériau. 
L’amplitude de l’onde de pression élémentaire pΔ(t) issue de la zone chargée du 








       (4.3) 
L’établissement de cette équation est basé sur les hypothèses suivantes :  
 la distribution de charge d’espace est unidimensionnelle et ne varie que dans 
la direction de l’épaisseur de l’échantillon ; 
 la forme de l’onde acoustique générée est identique à celle de l’impulsion du 
champ électrique ; 
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 le principe de superposition linéaire des ondes acoustiques est applicable 
quand deux ondes ou plus interagissent ; 
 la sortie du transducteur piézo-électrique dépend de l’amplitude de l’onde 
acoustique. L’impédance d’entrée de l’amplificateur connecté au transducteur 
peut être considérée comme infinie (environ 1MΩ) 
 l’amplitude de l’onde acoustique générée est proportionnelle à la densité de 
charges présente dans le matériau et à l’amplitude de leur oscillation sous 
l’action du champ induit par l’impulsion de tension. 
 
La pression incidente, notée p(t), générée par l’ensemble des couches élémentaires 













     (4.4) 
Posons :  
pv
x
  et 
pp vx)(r)v()x(    









p       (4.5) 
L’équation 4.5 représente la pression acoustique incidente générée par les charges 
dans l’échantillon sous l’effet de la force électrostatique. Cette expression comporte 
l’information sur la nature et le profil de ces charges. Cette pression incidente, notée 
p(t), est un produit de convolution entre la tension appliquée ΔE(t) et la densité de 
charge ρ(x). 








      (4.6) 
Γ étant la transformée de Fourier de ρ(x). Comme précisé précédemment, cette 
équation de la pression est bien fonction de la charge présente dans le matériau. 
L’étape suivante est appelée ‘étape de calibration’ qui consiste à déterminer des 
conditions expérimentales particulières permettant d’estimer de manière simple la 
fonction de transfert du système (le système est ici réduit au capteur piézo-
électrique). 
1.2 Etape de calibration ou caractérisation de la fonction de 
transfert du capteur piézo-électrique 
La calibration du système a pour objectif d’estimer la fonction de transfert du capteur 
piézoélectrique Hpiezo de l’équation 4.1 par un signal de référence obtenu sur un 




échantillon non chargé. Pour ce faire, les charges sont assimilées à un plan de 
charge capacitif, σcal, aux extrémités de l’échantillon dont l’expression analytique est 















     (4.7) 
Avec Udc la tension de calibration appliquée à l’échantillon, Cs la capacité surfacique 
du matériau, ε sa permittivité relative et d son épaisseur. La pression de calibration, 
notée pcal(t), engendrée par cette charge capacitive au niveau du capteur s'exprime 






calcal        (4.8) 







           (4.9) 
Contrairement à l’expression (4.5), l’équation de la pression à l’entrée du capteur 
peut être facilement résolue, tous les termes sont maintenant clairement définis. A 
















     (4.10) 
Vref  : étant la tension de référence en sortie du capteur lors de l’étape de 
calibration, matériau non chargé. 
Il est important de préciser que la calibration fait partie intégrante de la méthode, 
puisqu’elle apporte une information qualitative et quantitative du profil de charges à 
recouvrer. De la qualité de ce signal dépendra la précision des mesures de profils de 
charges obtenues sur un échantillon chargé. Notons que la fonction de transfert du 
capteur piézo-électrique ainsi obtenu est un vecteur de dimension égale à la 
dimension du vecteur de tension de calibration. 
1.3 Estimation de la charge interne 
En remplaçant dans 4.1 Hpiezo et P par leur expression respective 4.5 et 4.10 
























PHV  (4.11) 














   
Comme le montre l’équation 4.12, établie dans le domaine fréquentiel, une division 
spectrale doit être réalisée sur le signal de calibration, Vref, au dénominateur dans 
l’équation. Afin d’éviter une division par une valeur nulle, Maeno et al [Maen 88] 
préconisent d’utiliser un filtre de Wiener. Après division spectrale, un filtre Gaussien 
est également appliqué pour éliminer le bruit induit par cette division. En effet, les 
signaux expérimentaux sont dans la plupart du temps équivalent à des filtres passe-
bas, leur inversion conduit donc à générer des filtres passe-haut amplifiant par 
conséquent tous les parasites présents dans le signal à déconvoluer. 
 
Après l’obtention de la charge dans l’espace des fréquences, la répartition spatiale 























  (4.13) 
A partir de cette distribution de charge électrique estimée ρ(x), il est alors possible de 
retrouver le profil du champ électrique Es(x) et la distribution du potentiel électrique 












ss du)u(E)x(V  (4.15) 
1.3.1 Synoptique général 
La Figure 4.2 schématise l’ensemble de la procédure. Dans un premier temps, le 
signal de référence Vref(t) (en rouge sur la figure), signal obtenu pour un échantillon 
non chargé ou seules les charges capacitives sont considérées, et le signal de 
tension issu d’un échantillon chargé VPEA(t) (en bleu sur la figure) sont convertis dans 
l’espace des fréquences par une transformation de Fourier. La division spectrale 
entre ses deux signaux est réalisée en appliquant sur le signal de référence (au 
dénominateur dans l’équation 4.12) un filtre de Wiener. Le signal obtenu par division 
spectrale est ensuite multiplié par une constante et un filtre passe-bas de type 
Gaussien, éliminant l’ensemble des fréquences supérieures à la fréquence de 
coupure de ce filtre [Jero 97]. 
 





Figure 4.2 : Synoptique du traitement du signal pour une cellule de mesure PEA 
Dans les sections suivantes, une étude de l’influence des deux principaux filtres 
utilisés dans cette méthode est réalisée, il s’agit du filtre de Wiener et du filtre 
Gaussien. Pour ce faire, le signal de tension en sortie du capteur piézo-électrique, 
que ce soit lors de l’étape de calibration ou non, sera issu du modèle électro-
acoustique développé sous COMSOL® (cf. chapitre 3). L’avantage de cette 
approche est d’avoir une parfaite connaissance du profil de charge à retrouver. Ce 
signal de tension sera ensuite déconvolué à l’aide du script développé sous Matlab 
et basé sur les travaux de Maeno et al [Maen 88]. La prise en compte ou non de ces 
filtres permettra de mieux comprendre leur rôle et leur fonction dans le traitement des 
données. 
1.3.2 Filtre de Wiener 
Le filtrage de Wiener est un problème d’estimation où l’on dispose d’une 
connaissance à priori sur le paramètre à estimer. Cette connaissance se présente 
généralement sous la forme de données probabilistes. Typiquement, on veut estimer 
un signal « noyé » dans un bruit et on sait que le bruit est a priori centré, blanc, etc. 
En statistique, lorsque l’on prend en compte une connaissance probabiliste sur le 
paramètre à estimer, on parle d’estimation Bayésienne. 
Soit le système suivant : 
 
Figure 4.3 : Représentation d’un système linéaire 
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Où x(t) représente le signal d’entrée à recouvrer, H la matrice de transfert du 
système, b(t)  le bruit et y(t)  le signal de sortie bruité. 
Dans l’espace des fréquences, le signal de sortie Y s’écrit :  
BX.HY   (4. 16) 
Le rôle du filtre de Wiener est d’estimer le signal d’entrée x lorsqu’on dispose juste de 
connaissances probabilistes sur le signal à retrouver et le bruit. Comme le montre la 
Figure 4.4, cette estimation est établie de manière à minimiser l'énergie de l’erreur, 
erreur ξ entre le signal original x(t) et son estimé )t(x
~ à partir du signal filtré par 












Avec H* le conjugué de H, et a la densité spectrale du bruit. 
 
Figure 4.4 : Le filtre de Wiener 
Afin d’analyser le rôle du filtre de Wiener dans le traitement du signal d’une cellule 
PEA, une étude de l’influence de ce filtre sur le profil de la charge à estimer est 
réalisée. Dans un premier temps, le filtre de Wiener est utilisé comme préconisé par 
Jeroense [Jero 97], il est donc appliqué dans l’espace des fréquences sur le signal 
de référence présenté à la Figure 4.5b (juste avant la division spectrale). Le profil de  
charge obtenu est présenté sur la Figure 4.5c avec un coefficient a =10-22.  















































Figure 4.5 : Déconvolution avec filtre de Wiener : 4.5a méthode adoptée, 4.5b signal de 
référence,4.5c charges estimées 




Dans un second temps, la déconvolution est réalisée sans le filtrage de Wiener, 
Figure 4.6. Le profil de charges obtenu à la Figure 4.6c montre que ce filtre n’a 
aucune influence sur la répartition de la densité nette de charge retrouvée après 
division spectrale. Ceci est sûrement dû à une mauvaise estimation du paramètre a. 
 














































Figure 4.6 : Déconvolution sans filtre de Wiener : 4.6a méthode adoptée, 4.6b signal de 
référence,4.6c charges estimées 
1.3.3 Filtre gaussien 
Le filtre Gaussien est un filtre passe-bas spécial avec des propriétés mathématiques 
bien précises. Le filtre gaussien est très en télécom, photographies numériques, 
astronomie…. La fonction Gaussienne est aussi souvent utilisée dans les 









  (4. 18) 
Avec,  
σ   : paramètre qui détermine la largeur du signal à e/G0 . 
G0 : amplitude maximale du signal. 
 
Comme le montre la Figure 4.2, ce filtre est inséré juste après la division spectrale. Il 
a pour objectif d’éliminer les hautes fréquences tout en conservant le maximum de 
signal utile. Comme aucune méthode n’est préconisée pour le choix de la fréquene 
de coupure, c’est à l’expérimentateur de définir une largeur de bande passante 
suffisante pour retrouver les charges effectivement présentes dans le matériau. 
Choix important car directement lié à la résolution finale de la mesure. C’est le point 
délicat et critiquable de cette méthode. En effet, ce choix est propre à chaque 
utilisateur (choix généralement basé sur un critère visuel, le choix s’arrête lorsque le 
signal est ‘propre’ et ‘lisse’) et induit donc un résultat complètement dépendant de 
l’utilisateur. 
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Figure 4.7 : Répartition de la charge estimée pour différentes valeurs de la fréquence 
de coupure fc du filtre Gaussien 
Comme pour le filtre de Wiener, une étude du filtre Gaussien a été réalisée sur un 
signal de référence simulé. Les charges issues de la déconvolution pour différentes 
valeurs de fc (fréquence de coupure du filtre) sont présentées sur la Figure 4.7. Il est 
évident qu’une bande passante élevée (fc = 650 MHz, signal en noir) permet 
d’améliorer la résolution du système mais induit une augmentation du bruit. A 
l’inverse, lorsque ce coefficient augmente, le filtre élimine l’ensemble des parasites 
mais élimine également une partie du signal utile (fc = 50 MHz, signal en bleu). Un 
compromis entre précision et qualité de la mesure devra être effectué. Comme 
explicité précédemment, le choix de ce coefficient est complètement arbitraire 
puisque nous n’avons aucune connaissance de la forme, de l’amplitude des charges 
implémentées dans le matériau. 
1.4 Conclusion 
Jusqu’à présent, notre analyse du traitement du signal pour des signaux issus de la 
cellule PEA s’est basé sur les travaux de Maeno et al [Maen 88]. Cette analyse est 
primordiale pour la suite de nos recherches car la plupart des expérimentateurs du 
domaine des diélectriques utilise cette méthode de déconvolution. Il est important de 
noter que, dans cette méthode, seul le capteur piézo-électrique est identifié par 
l’étape de calibration. Plusieurs hypothèses ont donc dû être effectuées notamment 
pour la mise en équation de l’onde de pression générée par les charges d’espace, 
comme la non prise en considération de la nature des matériaux (impédance 
acoustique), des réflexions, des transmissions, de l’atténuation et de la dispersion 




des ondes dans le matériau. L’étude montre également la présence de deux filtres 
pour la déconvolution des signaux : le filtre de Wiener et le filtre Gaussien dont 
aucune méthode n’est recommandée pour l’estimation de leur paramètre. 
 
Dans la section suivante, une autre approche est proposée pour déconvoluer les 
signaux de mesure. La fonction de transfert sera écrite sous une forme matricielle (et 
non vectorielle comme précédemment) et prendra en considération l’ensemble des 
éléments de la cellule PEA. Après avoir défini cette matrice de transfert, son nombre 
de conditionnement sera optimisé en analysant l’impact de chaque élément de la 
cellule sur celui-ci. 
2 Une nouvelle approche pour le traitement des 
données d’une cellule PEA 
2.1 Notre approche 
Comme indiqué dans le chapitre précédent, une cellule de mesure PEA peut-être 
divisée en plusieurs sous domaines. La Figure 4.8 propose un schéma « bloc » 
simplifié d’une cellule PEA divisée en cinq sous domaines : l’électrode supérieure, 
l’échantillon, l’électrode inférieure, le capteur piézo-électrique et l’amplificateur de 
tension. Dans notre cas, l’amplificateur de tension sera considéré comme parfait 
(bande passante infinie) avec un gain égal à 1. Contrairement aux travaux de Maeno 
et al [Maen 88] où seul la fonction de transfert du capteur Hpiezo est identifiée, dans ce 
qui suit nous proposons d’identifier l’ensemble de la chaine de mesure. 
 
Figure 4.8 : Schéma bloc simplifié d’une cellule PEA. 
Pour ce faire, nous définissons une matrice de transfert HPEA, qui a pour données 
d’entrée la répartition des charges dans l’échantillon (inconnue à estimer) et pour 
sortie, la tension issue du capteur piézo-électrique, seul : 
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PEAPEA H.V       (4.19) 
Dans notre cas, aucune hypothèse n’est formulée pour la mise en équation de l’onde 
de pression générée par les charges (la génération de l’onde et sa propagation font 
partie intégrante de la fonction de transfert). L’identification de la fonction de transfert 
sera réalisée à l’aide d’une étape de calibration en assimilant les charges capacitives 
à une fonction Dirac, la tension de calibration obtenue lors de cette étape sera donc 
directement la fonction de transfert de notre système. Cette fonction sera écrite sous 
forme matricielle. 
2.2 Identification et analyse de la matrice de transfert de la cellule 
PEA 
2.2.1 Ecriture de la fonction de transfert d’une cellule PEA sous forme 
matricielle : la matrice Toeplitz 
On considère x, H et y comme étant respectivement l’entrée, la matrice de transfert et 
la sortie. Ce système linéaire et invariant est présenté sur la Figure 4.9. 
 
 
Figure 4.9 : Système linéaire et invariant. 
Pour un système scalaire, linéaire et invariant, initialement au repos, la réponse y(t) à 
un signal d'entrée quelconque x(t) est donnée par le produit de convolution entre x(t) 




 )t(h)t(xd)t(h)(x)t(y       (4.20) 
Comme nous travaillons avec des signaux discrets, l’équation (4.20) s’écrit donc de 








)n(h)ni(x)ni(h)n(x)i(y      (4.21) 
L’entrée et le système étant causaux et la dimension des signaux étant finie la 






)ni(x)n(h)i(y  pour 1nni xh       (4.22) 
Avec h la réponse impulsionnelle de dimension nh, x le signal d’entrée de dimension 
nx et nh +nx - 1 la dimension du signal de sortie y. 
Si on ajoute au signal d’entrée x et à la réponse impulsionnelle h autant de zéro que 




nécessaire pour que la taille de ces deux vecteurs soit égale à la taille de y, alors la 
convolution discrète est le produit d’une matrice de transfert H par le vecteur d’entrée 




























































































































D’un point de vue expérimental : 
Il s’agit de polariser un échantillon non chargé pendant un temps relativement court 
pour éviter la pénétration des charges dans le volume : seules des charges 
capacitives seront alors considérées et assimilées à une fonction Dirac. Une mesure 
de la tension en sortie du capteur piézo-électrique permettra de construire 
directement la matrice Toeplitz à l’aide de l’équation 4.23. 
D’un point de vue numérique : 
Dans le but de tester les algorithmes de traitement du signal, le modèle électro-
acoustique développé sous Comsol est utilisé pour identifier la fonction de transfert 
sous forme matricielle caractérisant la cellule de mesure PEA. La Figure 4.10 montre 
la répartition des charges aux électrodes, d’amplitude normalisée.  
Ces charges sont des charges capacitives (matériau non chargé) qui sont assimilées 
à une fonction Dirac. Après simulation numérique le signal de tension est obtenu, 
Figure 4.11. L’équation 4.23 permet à partir de ce vecteur de construire directement 
la matrice Toeplitz. 
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Figure 4.10 : Profil de la de charge capacitive modélisée sous COMSOL. 
 



























Figure 4.11 : Tension de référence pour la construction de la matrice Toeplitz. 
 




2.2.2 Le nombre de conditionnement de la matrice de transfert 
En analyse numérique, le conditionnement mesure la dépendance de la solution par 
rapport aux données du problème, ceci afin de contrôler la validité d'une solution 
calculée par rapport à ses données. En effet, les données d’un problème numérique 
dépendent en général de mesures expérimentales et sont donc entachées d’erreur. 
De façon plus générale, on peut dire le nombre de conditionnement associé à un 
problème est une mesure de la difficulté de calcul numérique du problème. Le 
conditionnement est donné suivant la formule suivante :  
1H.H)H(c       (4.24) 
Avec  H: La matrice de transfert  
        H-1: La matrice inverse de H 
 
Un problème possédant un nombre de conditionnement proche de 1 est dit bien 
conditionné alors qu’un problème possédant un nombre de conditionnement élevé 
est dit mal conditionné. 
 
L’exemple suivant montre l’effet du conditionnement sur un système linéaire. Soit le 
système y = Hx, dont H représente une matrice de transfert dont le nombre de 





















Dans le cas d’un signal non bruité, le calcul du vecteur de sortie y en fonction de 
celui de l’entrée x est obtenu par simple division spectrale. 
 
Dans le cas d’un signal bruité, même faiblement bruité, nous obtenons, par inversion, 
un vecteur 

x très différent du vecteur trouvé lorsque notre système n’est pas bruité. 
 
Cet exemple met en évidence le problème lié à la matrice de transfert mal 
conditionnée lorsque le signal de sortie est bruité, cas des signaux réels. L'inversion 
d’une matrice est donc très sensible au bruit : une très petite variation sur le signal de 
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sortie entraine une grande variation sur le signal d’entrée. 
 
Le nombre de conditionnement obtenu par la matrice de transfert de la cellule PEA 
avec des données simulées est de 400000 ! Par conséquent notre système est très 
mal conditionné. La Figure 4.12 met en exergue le problème lié au mauvais 
conditionnement. Cette figure représente le profil de charge obtenu par simple 
inversion matricielle de la matrice de transfert HPEA. 































Figure 4.12 : Profil de charge estimé. 
La matrice Toeplitz de la cellule PEA étant mal conditionnée, les charges recouvrées 
par simple inversion matricielle sont complètement erronées : seul du bruit est 
récupéré. L’inversion de la matrice est équivalent à l’application d’un filtre passe 
haut, amplifiant par conséquent tous les parasites hautes fréquences. Une 
amélioration de ce nombre de conditionnement doit être réalisée, c’est l’objet de la 
section suivante.  
2.2.3 Optimisation du nombre de conditionnement : influence des 
grandeurs électroacoustiques 
Le traitement des données de la cellule PEA consiste, dans la plupart du temps, à la 
résolution inverse d’un système linéaire du type VPEA = HPEA.ρ+b, où la sortie du 
système VPEA est un produit linéaire entre la matrice de transfert du système HPEA, et 
l’inconnue (entrée du système) ρ. Un bruit b est généralement ajouté dans le modèle 
pour rendre compte des perturbations induites dans les conditions réelles. La 
résolution de ce système consiste donc à retrouver le vecteur ρ par des méthodes de 




déconvolution. Comme montré précédemment, la matrice de transfert HPEA est mal 
conditionnée. Dans cette partie on s’intéresse à l’amélioration de ce 
conditionnement. Cette amélioration est réalisée en analysant l’influence des 
différentes grandeurs électroacoustiques présentes dans la cellule. Dans ce qui suit, 
la matrice HPEA sera calculée à l’aide du signal de tension issu de la simulation 
numérique (modèle électro-acoustique sous Comsol) pour différentes configurations 
détaillées ci-dessous. 
2.2.3.1 Les grandeurs électroacoustiques étudiées 
L’épaisseur du capteur piézo-électrique. Les capteurs piézoélectriques sont 
utilisés pour convertir l'énergie électrique en énergie mécanique et vice-versa. La 
tension de sortie peut être obtenue en intégrant une onde de pression le long de 
l'épaisseur du capteur. L’étude présentée au chapitre 3 montre l’influence de 
l’épaisseur du capteur sur la résolution spatiale. Pour parfaire cette étude, la matrice 
HPEA sera estimée pour deux épaisseurs de capteur différentes, 9 µm et 1 µm. Le 
nombre de conditionnement de la matrice sera analysé pour chacun des cas. 
La forme du pulse. La forme du pulse est un élément important pour la résolution du 






























Figure 4.13 : Représentation fréquentielle du champ impulsionnel : forme gaussienne 
et forme carrée avec Gain (dB) = 20log10(E/Emax).  
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C’est pourquoi il semble primordial d’étudier l’impact de l’étalement du spectre 
fréquentiel de cette tension sur le nombre de conditionnement de la matrice de 
transfert. Deux formes ont été choisies : une forme Gaussienne et une forme carrée. 
Comme le montre la Figure 4.13, dans les deux cas nous avons pris soin de prendre 
une fréquence de coupure fc à -3dB équivalente, environ 100Mhz. 
L’adaptation d’impédance. L’objectif principal de l’adaptation d’impédance est 
d’éviter la réflexion de l'onde acoustique à une interface entre deux milieux différents. 
Dans notre modèle on a étudié l’influence de ce phénomène sur le conditionnement 
de la matrice de transfert, en considérant deux types d’adaptation : 
- adaptation de l’impédance acoustique à l’interface du capteur et de 
l’absorbeur 
- adaptation de l’impédance acoustique aux interfaces des deux électrodes et 
de l'échantillon. Dans ce cas, l'électrode est substituée par le même matériau 
que l’échantillon, soit du Téflon, mais cette substitution se fait juste à 
l’interface de l'échantillon, voir Figure 4.14. 
 
Figure 4.14 : Adaptation d’impédance aux interfaces électrodes / échantillon et 
capteur / absorbeur pour une cellule PEA 
2.2.3.2 Analyse du nombre de conditionnement pour différentes configurations 
Comme précisé précédemment, les différentes configurations étudiées sur la cellule 
PEA pour analyser le nombre de conditionnement de la matrice de transfert sont 
implémentées dans notre modèle électro-acoustique. Après avoir imposé des 
charges capacitives normalisées aux électrodes, le signal de tension simulé est 
récupéré pour construire la matrice Toeplitz. Les résultats sont présentés dans le  
Tableau 4.1. 
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Tableau 4.1 : Influence des paramètres intrinsèques d’une cellule PEA sur le 
conditionnement de la matrice de transfert. 
Comme le montre ce tableau, une cellule ‘idéale’ optimisée peut être définie. Il s’agit 
du cas n°6, où le conditionnement de la matrice est pratiquement 200 fois plus petit 
que la cellule actuelle, cas n°1. Cette cellule optimisée doit comporter un capteur 
ultrafin, une adaptation d’impédance entre les différentes interfaces de la cellule et 
une impulsion de forme Gaussienne doit être appliquée. Pour parfaire cette étude, 
les Figures 4.15 et 4.16 montrent pour chacune des configurations explicitées ci-
dessus (cas 1 à 6), le signal de référence respectivement dans le domaine temporel 
et dans le domaine fréquentiel. 





































Figure 4.15 : Signal de référence pour les différentes configurations : cas de 1 à 6. 















































































Figure 4.16 : Représentation fréquentielle de la tension de référence pour les 
différentes configurations : cas de 1 à 6 
 
Tout abord, l'adaptation d'impédance entre l'électrode inférieure et l'échantillon 
(comparaison entre les cas 1 et 5) n’a pratiquement aucune incidence sur le signal 
de sortie : la fréquence de coupure est pratiquement la même, environ 5 MHz, et la 
bande passante présente dans les deux cas des singularités dans les basses 
fréquences. Nous pouvons également observer à la Figure 4.15 une dégradation du 
signal de sortie due à la réflexion des ondes acoustiques à l’interface du capteur et 
de l’absorbeur. Après adaptation de cette impédance acoustique, cette réflexion est 
totalement éliminée, cas n°4. Dans cette configuration, la valeur du conditionnement 
est pratiquement 8 fois plus faible que le cas n°1. De plus, la bande passante à -3dB 
est relativement plate pour les fréquences inférieures à fc. Enfin, grâce à cette 
adaptation d’impédance, la bande passante du signal passe de 5 MHz à 23 MHz 
améliorant ainsi la résolution spatiale de notre système.  
 
L'influence des formes de l’impulsion électrique sur la qualité du signal de sortie est 
relativement faible (comparaison entre les cas 1 et 3). Dans les deux cas la bande 
passante n'est pas très plate. Comme nous l’avons déjà montré, cette particularité  
est surtout due à la mauvaise transmission de l'onde acoustique à l'intérieur de la 
cellule de mesure. Avec une impulsion gaussienne, l'amplitude du signal de sortie est 
plus petite que celle obtenue avec une forme d'onde carrée. De plus, la déformation 
du signal temporel est toujours observée. Il faut quand même noter qu’en utilisant la 




forme gaussienne pour l’impulsion électrique le conditionnement est divisé par 4 par 
rapport au signal de sortie établi avec un signal carré.  
 
Enfin, l’analyse des Figures 4.15 et 4.16 montrent un lien fort entre la valeur de 
l'épaisseur du capteur piézo-électrique et le nombre de conditionnement ou la qualité 
du signal en sortie de la cellule. En effet, la bande passante du système obtenue 
avec un capteur de 1 µm et 6 fois plus important que celle obtenue avec un capteur 
de 9 µm : environ 31 MHz pour 1 µm d’épaisseur contre 5 MHz avec 9 µm. Même si 
le gain a fortement diminué avec l’utilisation d’un capteur ultrafin, le signal obtenu à 
la Figure 4.15 ne présente aucune déformation et est relativement proche, en forme, 
de la densité nette de charge à retrouver. 
2.3 Estimation de la charge interne 
Malheureusement, la diminution du nombre de conditionnement de 400000 à 2000 
n’est pas suffisante. L’inversion matricielle donne des résultats aberrants, c’est 
pourquoi, dans cette section, nous proposons une technique de régularisation qui 
ajoute au système linéaire des contraintes, des connaissances « à priori » sur le 
signal à recouvrer permettant d’obtenir un problème bien posé, un problème dont la 
solution reste unique. Cette étude est réalisée sur des signaux simulés (modèle 
électro-acoustique présenté au chapitre 3), permettant ainsi de connaître la forme de 
la charge à retrouver. 
2.3.1 Méthode de régularisation de Tikhonov 
La méthode de régularisation développée par le Russe Andreï Nikolaïevitch 
Tikhonov [Tikh 97] fait partie des méthodes les plus utilisées pour déconvoluer des 
systèmes mal conditionnés. Elle est appliquée dans des domaines très variés, 
comme par exemple le traitement des images [Hans 94] [Hans 96]  ou pour des 
signaux issus de la technologie biomédicale [Skip  02]. 
L’approche classique pour résoudre un système d’équations linéaire exprimé par 
y = Hx est la méthode des moindres carrées, qui consiste à minimiser J, le résidu de 
la norme euclidienne : 
2
yHxJ       (4.25) 
Dans le but de privilégier une solution particulière i.e. dotée de propriétés qui 
semblent pertinentes, un terme de régularisation est introduit dans la minimisation : 
MxyHxJ
2
      (4.26) 
La matrice de Tikhonov M doit être judicieusement choisie pour le problème 
considéré. Elle peut être la matrice d’identité, un opérateur de différence ou un 
opérateur de Fourier pondéré. Dans notre cas, on a considéré une régularisation 
standard qui consiste à attribuer à M la matrice identité, matrice qui minimise 
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l’énergie du signal à retrouver. 
 









~V~HJ        (4.27) 
En remplaçant A, x, et M par respectivement HPEA la matrice de transfert de la cellule 
PEA, ρ la densité nette de charge estimée et I la matrice d’identité 
 
La minimisation du critère J de l’équation 4.27 donne la solution explicite de la 














      (4.28) 
Une autre façon d’écrire cette équation donne le filtre de Wiener avec comme 































    (4.29)  
Soit, 
PEAWieneropt VHK       (4.30) 
Avec K le paramètre de calibration [Chen 06]. Il reste maintenant à estimer le 
paramètre de régularisation λ : si celui-ci est trop élevé, la solution est excessivement 
lissée et par conséquent une partie du signal utile est tronquée, si ce paramètre est 
trop faible, l’augmentation de la bande passante permet de récupérer la totalité du 
signal mais une partie du bruit de mesure risque d’être amplifiée conduisant à 
l’apparition d’oscillation dans le signal de sortie, la solution devient donc sensible aux 
imperfections de la mesure. Il faut donc faire un compromis entre la norme résiduelle 
et la norme régularisée de l’équation 4.27 : La méthode L-Curve permet de trouver 
ce bon compromis. 
2.3.2 Identification du paramètre λ par la méthode L-Curve 
Comme expliqué précédemment, nous appliquons la méthode L-curve qui permet de 
déterminer le paramètre de régularisation λ de manière graphique. Développé par 
Hansen [Hans 93] pour la régularisation au sens de Tikhonov, elle est basée sur le 
principe de recherche de l’optimum d’une fonctionnelle composée de deux termes, 
une norme résiduelle et la norme de la solution, équation 4.27. La méthode consiste 
à représenter graphiquement l’évolution de la norme de la solution en fonction de la 





















Mxlog,yAxlog)y,x(       (4.31) 
Comme son nom l'indique, le graphique a toujours une allure en « L » avec un point 
remarquable séparant les parties verticales et horizontales de la courbe Figure 4.17.  
 




















Figure 4.17 : La méthode L-curve. 
La partie verticale de la Figure 4.17 correspond à des valeurs faibles de λ ce qui 
signifie que la solution est dominée par les erreurs expérimentales (norme 
résiduelle). Les valeurs importantes de λ sont situées dans la partie horizontale 
indiquant que la solution est dominée par les erreurs mathématiques (norme 
régularisée). Par conséquent, le paramètre de régularisation optimal est indiqué sur 
le point de courbure de la courbe. 
2.3.3 Analyse des résultats 
La méthode de régularisation de Wiener décrite précédemment est utilisée avec un 
signal de référence établie avec le modèle électro-acoustique développé sous 
Comsol et deux types de configuration pour la cellule PEA : le cas 1 et le cas 6 du 
Tableau 4.1. 
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(4.32) 
Afin de mieux comprendre la méthode d’estimation, la Figure 4.19 montre la densité 
nette de charge calculée pour différentes valeurs du paramètre λ. Comme indiqué 
précédemment, lorsque la norme régularisée est trop importante (λ > λopt, à la droite 
de la courbe L-Curve), il y a un lissage des données et l'erreur sur la norme 
résiduelle commencent à être non négligeable (λ3 et λ4 sur la Figure 4.19). D'autre 
part, si la régularisation est trop petite (λ < λopt, à la gauche de la courbe L-Curve), la 
norme résiduelle est respectée mais des oscillations commencent à apparaître 
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Figure 4.18 : La méthode L-curve pour le cas 1 et le cas 2. 
 
Nous pouvons également noter que pour un conditionnement élevé, cas 1, le 
paramètre λ doit être largement plus élevé que le cas 6 où le conditionnement est 
200 fois plus faible : 2.3x10-12 pour le cas 6 contre 2.7x10-15 pour le cas 1. Un 
mauvais conditionnement implique donc une diminution de la bande passante du 
système et par conséquent une diminution de la résolution spatiale du système. 












































































Figure 4.19: Effet du paramètre λ sur la qualité du profil de charges estimé, cas n°6. 
Les Figures 4.20 et 4.21 montrent la densité nette de charges estimée par la 
méthode de Wiener pour le cas 1 et le cas 6 (cellule optimisée). Le paramètre de 
régularisation λ est celui obtenu à l’aide de L-Curve. 




































Figure 4.20 : charges estimées pour le cas 1, λ = 2.3 x 10-12. 
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L’effet du mauvais conditionnement de la matrice de transfert est clairement observé 
sur le résultat de la déconvolution présenté à la Figure 4.20. Avec un nombre de 
conditionnement de 4.13x105, la méthode de déconvolution adoptée ne permet pas 
de retrouver la densité imposée dans l’échantillon. Le signal est ‘noyé’ dans le bruit, 
seule solution : augmenter la valeur de λ et ainsi restreindre la largeur de la bande 
passante du système. Le bruit disparaitra mais une grande partie du signal utile sera 
alors très largement atténuée. 












































Figure 4.21 : charges estimées pour le cas 1, λ =2.7 x 10-15. 
 
Avec un nombre de conditionnement de 2000, 200 fois plus faible que le cas 1, la 
Figure 4.21 montre une bonne corrélation entre la forme de la densité de charge 
estimée et celle effectivement imposée dans l’échantillon à l’aide du logiciel Comsol. 
Certaines oscillations sont présentes sur les deux côtés du pic de charges, 
oscillations peut-être dues au nombre de conditionnement qui reste encore 
largement supérieur à 1. 
Un zoom de la charge à l’électrode supérieure, Figure 4.21, montre une amélioration 
de la résolution spatiale, pour le cas n°1, la largeur à mi-hauteur est de 3.5 µm.
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Dans ce chapitre, une nouvelle méthode de calibration ou d’identification de la 
fonction de transfert d’une cellule PEA est proposée. Jusqu’à présent, que la 
méthode de calibration soit basée sur les travaux de Maeno et al [Maen 88] où seul 
le capteur piézo-électrique était identifié ou sur notre approche où l’identification 
concernait l’ensemble de la cellule, l’hypothèse fondamentale de ces deux 
démarches d’assimiler les charges capacitives à une fonction Dirac induisait une 
fonction de transfert mal conditionné (conditionnement largement supérieur à 1), 
rendant difficile l’estimation des charges dans le matériau. Dans ce chapitre, une 
forme Gaussienne des charges capacitives est privilégiée lors de l’étape de 
calibration. Dans un premier temps, une analyse détaillée de la méthode de 
calibration est proposée. Nous consacrerons une part importante à la détermination 
des paramètres de la gaussienne : hauteur et largeur à mi-hauteur. L’objectif étant 
de disposer d’un algorithme permettant d’obtenir un jeu de paramètres unique 
indépendant du choix de l’expérimentateur. Les résultats issus de cette nouvelle 
méthode de calibration seront ensuite comparés aux résultats issus des travaux de 
Maeno et al [Maen 88]. Enfin, la nouvelle méthode sera testée sur des résultats 
expérimentaux. 
1 Analyse détaillée de la nouvelle méthode de 
calibration 
Il est important de rappeler que l’étape de calibration est essentielle pour effectuer 
des mesures précises de la charge d’espace. En effet, elle permet d’identifier la 
fonction de transfert de la cellule, notée HPEA, à partir du signal dit de référence, noté 
Vref, signal issu de la cellule PEA pour un matériau non chargé (seules les charges 
capacitives sont présentes). 
 
 
Figure 5.1 : Méthode de calibration de la cellule PEA. 
 
Comme le montre la Figure 5.1, le signal de référence Vref  est lié à la charge 
capacitive ρcalibration par la matrice de transfert HPEA qui est une matrice Toeplitz (voir 
chapitre 4) créée à partir de la réponse impulsionnelle hPEA de la cellule. 
 
ncalibratioPEAref HV            
(5.1) 
Le produit de convolution étant commutatif, le système d’équations précédent s’écrit 
également : 




PEAref hHV                     
(5.2)  
Où Hρ est une matrice Toeplitz formée à l’aide du vecteur ‘densité nette de charges’ 
et hPEA un vecteur. Cette forme nous sera très utile par la suite pour identifier la 
réponse impulsionnelle du système. 
1.1 Les grandes étapes de la nouvelle méthode de calibration 
Etape 1 : Calcul de la charge hypothèse 
La charge hypothèse est de forme Gaussienne. L’expression du vecteur ρcalibration 
représentant la charge capacitive au niveau des électrodes lors de la phase de 













     
(5.3) 
 
Avec x0 la position de l’amplitude maximale de la charge, dans notre cas x0 
correspond à l’interface entre l’électrode et l’échantillon, Acal l’amplitude maximale de 



















Figure 5.2 : Répartition de la charge capacitive aux interfaces. 
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Comme le montre la Figure 5.2, la charge est centrée sur l’électrode. Deux 
paramètres sont à identifier : la hauteur de la Gaussienne, notée Acal, et l’étalement 
Δx. 
Malheureusement nous ne disposons que d’une seule équation pour ce jeu de 



















    (5.4)       (5.5) 
C’est pourquoi, dans un premier temps, la valeur de Δx sera fixée et la hauteur 
maximale de la gaussienne sera déduite de l’équation 5.4. L’influence de cet 
étalement de la gaussienne sur le profil de la charge déconvoluée sera par la suite 
étudiée. 
Etape 2 : Construction de la matrice Toeplitz à partir de la charge capacitive 
La seconde étape consiste à construire une matrice Toeplitz Hρ à partir de la charge 
hypothèse de l’étape 1, ρcalibration. 
Etape 3 : Détermination de la réponse impulsionnelle de la cellule 
Une fois la matrice Hρ établie, cette dernière est utilisée pour calculer la réponse 





       (5.5) 
Avec hPEA un vecteur, fonction de transfert du système. 
Etape 4 : Construction de la matrice de transfert de la cellule PEA 
La dernière étape consiste à établir la matrice de transfert de la cellule HPEA qui est 
une matrice Toeplitz à partir de la réponse impulsionnelle de la cellule hPEA. 
A ce stade, la matrice de transfert est parfaitement définie, seule l’hypothèse sur 
l’étalement de la charge de l’étape 1 doit être discutée. La charge d’espace sera 





      (5.6)   
1.2 Influence des paramètres de la gaussienne sur l’estimation des 
charges 
L’objectif de cette partie est de quantifier l’erreur faite sur la charge estimée lorsque 
l’on commet une erreur sur l’étalement de la charge à l’étape 1 de calibration. Pour 




réaliser cette étude, une répartition des charges gaussienne a été implémentée sous 
le logiciel Comsol avec une hauteur normalisée égale à 1 et un étalement de 3 µm. A 
l’aide du modèle électro-acoustique, la tension de calibration Vref issue du capteur 
PVDF d’épaisseur 1 µm est obtenue, Figure 5.3. A partir de cette tension de 
référence, nous allons appliquer les 4 étapes définies précédemment pour la 
construction de la matrice de transfert. Trois matrices de transfert ont été calculées 
pour trois hypothèses d’étalement de charges différentes. 



















Figure 5.3 : Tension de calibration issue du capteur d’épaisseur 1 µm. 
 
Ces matrices sont notées H1,5µm, H3µm, H10µm 
représentant respectivement un 
étalement de la charge de Δx =1,5µm, , Δx =3µm, et Δx =10µm. Pour chaque 
étalement Δx de la charge le paramètre Acal de la Gaussienne a été calculée à l’aide 
de l’équation 5.4. Ensuite, les trois matrices de transfert H1,5µm, H3µm, H10µm, ont été 
utilisées afin de remonter à la charge contenue dans Vref par simple inversion 
matricielle, (5.6). Nous obtenons alors les résultats des Figures 5.4 à 5.6. 
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 Profil imposé sous COMSOL





















Figure 5.4 : Charge estimée pour un étalement Δx = 1.5 µm. 










 Profil imposé sous COMSOL





















Figure 5.5 : Charge estimée pour un étalement Δx = 3 µm. 














 Profil imposé sous COMSOL




















Figure 5.6 : Charge estimée pour un étalement Δx = 10 µm.  
 
La Figure 5.5 montre la validité de cette méthode de traitement. Si on fait la bonne 
hypothèse de répartition de charge au niveau des électrodes, on retrouve la 
distribution de charge imposée dans le modèle COMSOL par une simple inversion de 
la matrice de transfert HPEA et ceci, sans utiliser les méthodes de régularisation. La 
présence d’une petite oscillation dans la charge déconvoluée sera discutée 
ultérieurement. Si on construit la matrice de transfert à partir d’une hypothèse de 
répartition de la charge sur les électrodes erronée, on ne retrouve pas, par 
déconvolution, la charge imposée dans le modèle COMSOL. Nous obtenons 
cependant une information sur la localisation des plans de charges, mais les 
résultats présentent des oscillations autour des deux pics de charge. 
Une question se pose donc maintenant : quelle est la bonne répartition de la charge 
au niveau des électrodes ?  
1.3 Méthode d’identification des paramètres de la gaussienne 
Dans cette partie, la méthode de recherche de la bonne hypothèse sur l’étalement de 
la charge est abordée. 
A partir des Figures 5.4 à 5.6, on a pu constater que :  
- dans le cas d’une hypothèse d’étalement de 10 µm on a obtenu, après 
déconvolution, un étalement inférieur à 10 µm. 
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- dans le cas d’une hypothèse d’étalement de 1,5 µm on a obtenu, après 
déconvolution, un étalement supérieur à 1,5 µm. 
- dans le cas d’une hypothèse d’étalement de 3 µm, valeur recherchée, on 
a obtenu, après déconvolution, un étalement de l’ordre de 3 µm. 
A partir de ces constations, 2 remarques importantes peuvent êtres effectuées : 
- Lorsque la bonne hypothèse d’étalement est faite, la ‘bonne’ matrice de transfert de 
la cellule PEA est obtenue et la déconvolution du signal dit de référence donne la 
même charge que celle injectée dans le modèle. 
- Lorsque nous commettons une erreur sur l’étalement de la charge, l’étalement de la 
charge obtenu après déconvolution tend vers la valeur d’étalement effectivement 
imposée dans le matériau. 
1.3.1 Méthode directe 
En s’appuyant sur les remarques précédentes, nous proposons la stratégie suivante 
pour récupérer la valeur de l’étalement des charges dans le matériau, Figure 5.7 : 
- faire une hypothèse sur la valeur de l’étalement Δxh ; 
- Calculer la matrice de transfert HPEA correspondante ; 
- Déconvoluer le signal de référence pour obtenir la charge estimée de 
calibration ρcalibration  ; 
- Déterminer l’étalement de la charge de calibration estimée, notée Δxc, au 
niveau des électrodes ; 
- Comparer l’étalement récupéré Δxc à l’étalement hypothèse Δxh. 
ncalibratio
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Figure 5.7 : Synoptique de la méthode direct pour l’estimation des paramètres de la 
gaussienne. 




Cette méthode a été testée sur un signal de tension Vref  simulée en considérant une 
répartition des charges gaussienne avec une hauteur normalisée égale à 1 et un 
étalement de 3 µm. Cette simulation a été réalisée en considérant pour le capteur 
piézo-électrique deux épaisseurs : 1 µm et 9 µm.  
La recherche de la bonne valeur d’étalement est faite en variant Δxh de 1 µm jusqu’à 
10 µm avec un pas de 1 µm. Pour chaque valeur de Δxh, une matrice de transfert de 
la cellule est calculée et le signal de référence Vref est déconvolué. Après chaque 
déconvolution, on calcule la différence Rd entre l’étalement de la charge déconvoluée 
Δxc et l’étalement hypothèse Δxh. La Figure  5.8 donne cette différence Rd en fonction 
de l’étalement hypothèse. 
La bonne valeur de l’étalement est donnée lorsque Rd tend vers 0, ce qui donne un 
étalement de 2 µm lorsque le capteur utilisé dans le modèle électro-acoustique a une 
épaisseur de 1 µm et 4.1 µm pour un capteur d’épaisseur 9 µm. Ces valeurs sont 
proches des 3 µm attendues, une étude approfondie a été réalisée pour compenser 
cette écart, elle est détaillée dans le paragraphe 1.3.3. 
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Figure 5.8 : Variation de l’écart de l’étalement en fonction de l’hypothèse imposée 
pour deux épaisseurs de capteur différentes : 1 µm et 9 µm. Méthode directe. 
1.3.2 Méthode itérative 
Nous proposons également une méthode itérative. Elle consiste à :  
- Initialiser l’étalement de la charge Δxh par une valeur quelconque 
- Calculer la matrice de transfert HPEA correspondante 
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- Déconvoluer le signal de référence pour obtenir la charge de calibration 
ρcalibration 
- Déterminer l’étalement de la charge de calibration Δxc au niveau des 
électrodes 
- Recommencer l’étape 1 avec Δxh = Δxc  jusqu’à ce que Δxh - Δxc = 0. 
Cette démarche est représentée dans le synoptique suivant : 
ncalibratio
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Figure 5.9 : Synoptique de la méthode itérative pour l’estimation des paramètres de la 
gaussienne. 
 
Cette méthode itérative a été testée sur des tensions de référence obtenues dans les 
mêmes conditions que précédemment. La Figure 5.10 donne la valeur de l’étalement 
Δxc pour 200 itérations et deux valeurs différentes pour l’initialisation de la 
procédure : 10 µm et 1.5 µm. Nous remarquons une convergence de Δxc atteint 
après 20 itérations dans le cas d’un capteur d’épaisseur 9 µm et environ 80 itérations 
pour un capteur de 1 µm et ce quelle que soit la valeur d’initialisation. Les valeurs 
obtenues sont identiques à celles trouvées précédemment : 2 µm pour un capteur de 
1 µm et de 4.1 µm pour un capteur d’épaisseur 9 µm. 
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Figure 5.10 : Convergence de l’étalement Δx pour deux épaisseurs de capteur 
différentes : 1 µm et 9 µm. Méthode itérative. 
Les Figures 5.11a et 5.11b montrent respectivement les profils de charge estimés à 
dans la configuration précédente : un capteur d’épaisseur 1 µm et 9 µm et pour une 
cellule PEA sans adaptation d’impédance. 




0.5  Profil imposé sous COMSOL
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Figure 5.11 : Estimation de la charge en utilisant un modèle sans adaptation 
d’impédance. a) avec un capteur piézo-électrique de 1 µm, b) avec un capteur piézo-
électrique de 9 µm.  
Ces figures montrent clairement l’avantage d’utiliser des capteurs ultrafins. Pour un 
capteur d’épaisseur 9 µm des oscillations apparaissent sur tout le signal estimé. Il est 
à noter que même en présence de ce bruit, les différents pics sont retrouvés. Avec 
un capteur d’épaisseur 1 µm les oscillations disparaissent en quasi totalité (sauf 
proche des plans de charge), les charges aux électrodes sont parfaitement estimées, 
seul les charges au milieu du matériau présente une amplitude plus faible : -0.8 C.m-
3 au lieu de -1 C.m-3. Pour conclure, on peut dire qu’un capteur de 9 µm donne une 
résolution typique supérieure à 3 µm, alors qu’un capteur de 1 µm donne une 
résolution typique inférieure à 3 µm. Les oscillations proviennent de l’amplification du 
bruit au-delà de la bande passante du capteur de 9 µm.  
1.3.3 Optimisation de la procédure pour l’estimation de l’étalement de la 
Gaussienne 
Jusqu’à présent, la procédure d’estimation de l’étalement de la Gaussienne ne 
permet pas d’obtenir la bonne valeur imposée sous le logiciel Comsol : 4.1 µm ou 
2 µm suivant le capteur utilisé au lieu de 3 µm.  
Cela  peut être dû : 
- A des impédances acoustiques différentes pour chaque élément de la cellule 
PEA ; 




- A des réflexions d’ondes acoustiques multiples au niveau du capteur 
piézoélectrique. 
Une solution pour résoudre le premier point consiste à faire une adaptation 
d’impédance aux interfaces : électrodes / échantillon et capteur / absorbeur. Pour 
résoudre le second point, une solution consiste peut être à utiliser si possible des 
capteurs ultraminces ≤ 1 µm, ou, cas extrême, de s’affranchir de la présence d’un 
capteur piézo-électrique (dans ce cas, seul le signal de pression est utile). 
Pour mettre en évidence la pertinence de ces deux solutions, la même étude itérative 
que précédemment a été effectuée sur des signaux de références obtenus à l’aide 
du logiciel électro-acoustique et pour 2 types de configuration de la cellule PEA : 
 
- une adaptation d’impédance de part et d’autre de l’échantillon et un capteur 
piézo-électrique d’épaisseur 1µm ; 
- un signal de pression issu de l’électrode inférieure (le capteur n’est pas 
considéré). 
La Figure 5.12 montre la valeur de l’étalement Δxc pour 200 itérations et les deux 
configurations énoncées précédemment. L’adaptation d’impédance de part et d’autre 
de l’échantillon permet de récupérer dans tous les cas (avec ou sans capteur) 
l’étalement de la charge imposée dans COMSOL avec une erreur légèrement 
inférieure 7%, 2.8 µm au lieu de 3 µm. On obtient alors une superposition quasi 
parfaite entre la charge déconvoluée et la charge imposée sous Comsol, Figure 5.13. 
De plus, les oscillations présentes au niveau de la charge et visible sur la Figure 5.5 
ont disparu. En conclusion, la nouvelle méthode de calibration développée et 
présentée dans ce chapitre couplée à une cellule optimisée (adaptation d’impédance 
acoustique et capteur ultrafin) permet de retrouver la répartition des charges par 
simple inversion matricielle, aucune technique de déconvolution n’est utilisée. 
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Figure 5.12 : Convergence de l’étalement Δx avec une cellule PEA optimisée avec et 
sans capteur de 1 µm. Méthode itérative. 




























Figure 5.13 : Charge estimée en utilisant ou non le capteur piézo-électrique 
d’épaisseur 1 µm. 




2 Etude comparative de deux méthodes pour le 
traitement du signal d’une cellule PEA 
Après avoir présenté précisément la nouvelle méthode de traitement des signaux 
d’une cellule PEA, une analyse approfondie de cette méthode, comparaison des 
résultats obtenus avec les méthodes décrites au chapitre IV, est l’objet de cette 
section. Dans un premier temps, nous focaliserons notre étude comparative sur le 
nombre de conditionnement des matrices de transfert obtenu d’une part en 
considérant une répartition ‘Dirac’ de la charge (Chapitre IV, paragraphe 2 : Une 
nouvelle approche pour le traitement des données d’une cellule PEA) et d’autre part 
en considérant une répartition Gaussienne de la charge (méthode décrite au 
paragraphe 1 de ce chapitre). Puis, une partie importante sera consacrée à l’analyse 
de la résolution spatiale de la répartition des charges estimées dans les matériaux 
diélectriques à l’aide de la nouvelle méthode. Enfin, nous analyserons également la 
sensibilité de ces deux méthodes au bruit de mesure. 
2.1 Analyse du nombre de conditionnement 
L’analyse du nombre de conditionnement de la matrice de transfert du système PEA 
permet d’estimer la qualité de la méthode de calibration. Comme le montre le 
Tableau 5.1, cette analyse est réalisée pour plusieurs types de configuration de la 
cellule PEA (pour plus de détails voir chapitre IV, section 2 : Optimisation du nombre 
de conditionnement : influence des grandeurs électroacoustiques). La comparaison 
est réalisée avec deux hypothèses différentes pour la répartition des charges lors de 






PEA actuelle (capteur de 9µm) 400 000 10 490 
PEA avec un capteur de 1µm 41 300 9177 
Modèle avec adaptation 
d’impédance et un capteur de 
1 µm 
2 000 1200 
Tableau 5.1 : Comparaison du conditionnement de la matrice de transfert pour les 
deux méthodes de calibration. 
Quel que soit la configuration adoptée, ce tableau montre une nette amélioration du 
nombre de conditionnement lorsque qu’une répartition gaussienne est choisie. Pour 
une cellule optimisée, le conditionnement est pratiquement divisé par 2. Pour une 
configuration ‘classique’ de la cellule PEA, le nombre de conditionnement est divisé 
par 40 ! Il serait intéressant maintenant d’analyser l’influence de ce gain sur les 
profils de charge estimés. C’est l’objet du paragraphe suivant. 
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2.2 Analyse de la résolution spatiale 
L’objectif de cette partie est de comparer la résolution spatiale de la charge obtenue 
après déconvolution par les deux méthodes de déconvolution : la nouvelle méthode 
et celle décrite par [Maen 88]. Pour parfaire cette étude, une forme particulière de la 
répartition des charges dans le matériau a été adoptée. Deux plans de charge 
négatifs sont imposés au milieu de l’échantillon et séparés d’une distance l, voir 
Figures 5.14, 5.15 et 5.16. Deux valeurs de l ont été imposées dans modèle 
électroacoustique : l = 10 µm et l = 5 µm. Le signal de tension VPEA est issu du 
modèle électroacoustique. Comme précédemment, ce signal de tension est obtenu 
avec deux épaisseurs de capteur différentes : 9 µm et 1µm et sans adaptation des 
impédances acoustiques. 
2.2.1 Etude n°1 : épaisseur capteur 9 µm – distance l = 10 µm 
La Figure 5.14 montre les charges estimées par les deux méthodes de traitement et 
la tension en sortie du capteur piézo-électrique. Concernant la méthode développée 
par Maeno et al [Maen 88] et comme aucune technique n’est préconisée pour le 
choix du paramètre du filtre Gaussien, trois fréquences de coupure ont été choisies 
pour la déconvolution. Pour une fréquence de coupure de 25 Mhz, la fenêtre 
spectrale de la déconvolution est trop étroite pour retrouver les deux plans de 
charge, une partie du signal utile a disparu. Pour une fréquence de 48 MHz, les deux 
plans de charge apparaissent, nous pouvons cependant remarquer un non retour à 
zéro entre ces deux plans de charge du milieu. Enfin pour une fréquence de 60 MHz, 
l’amplitude des pics de charge est supérieure aux amplitudes imposées sous 
Comsol. Il est donc très difficile de paramétrer ce genre de méthode lorsqu’on ne 
connaît pas le signal à retrouver, ce qui est le cas pour des signaux expérimentaux. 
Concernant la nouvelle méthode, par simple inversion matricielle (aucun filtre n’est 
utilisé), la position et la hauteur des pics de charge sont retrouvées de façon quasi 
parfaite. Des petites oscillations apparaissent sur tout le signal, ces oscillations sont 
uniquement dues au mauvais nombre de conditionnement de la matrice de transfert 
obtenue avec un capteur de 9 µm. 
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 Figure 5.14 : Répartition de la charge estimée avec un capteur de 9 µm et une 
distance l = 10 µm.  
2.2.2 Etude n°2 : épaisseur capteur 1 µm – distance l = 10 µm 
En utilisant un capteur d’épaisseur 1 µm d’épaisseur, une nette amélioration de la 
tension en sortie du capteur est observée sur la Figure 5.15. Concernant le profil de 
charge obtenu avec la nouvelle méthode, nous constatons que le bruit a 
complètement disparu, seul reste des petites oscillations de chaque côté des pics de 
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charge. Concernant les résultats issus de la méthode de [Maen 88], aucune 
modification est à noter par rapport à un capteur d’épaisseur 9 µm. C’est avec une 
fréquence de coupure de 54 MHz que le signal estimé est le plus proche des 
charges imposées sous Comsol. La problématique du choix de la fréquence de 
coupure du filtre Gaussien reste entière. 
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Figure 5.15 : Répartition de la charge estimée avec un capteur de 1 µm et une distance 
l = 10 µm. 
2.2.3 Etude n°1 : épaisseur capteur 1 µm – distance l = 5 µm 
Cet exemple met encore en exergue la principale difficulté de la méthode présentée 
par Maeno et al [Maen 88]. En effet, il est difficile, lorsque l’on n’a aucune idée de la 
charge à retrouver, de définir de manière optimale la fréquence de coupure du filtre 




gaussien. Les résultats obtenus par cette méthode et pour trois fréquences de 
coupure différentes sont présentés sur la Figure 5.16. 
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Figure 5.16 : Répartition de la charge estimée avec un capteur de 1 µm et une distance 
l = 5 µm. 
Quelle fréquence choisir ? Préfère-t-on un signal ‘propre’, ‘lisse’ mais une perte 
d’information pour f = 45 MHz (les deux plans de charge n’apparaissent plus) ou un 
signal bruité avec conservation du signal utile, f = 60 MHz. Nous pouvons également 
noter un léger décalage des plans de charge au milieu du matériau par rapport à la 
charge imposée. Avec la nouvelle méthode de traitement, la question ne se pose 
plus. Le résultat est donné sans faire aucun choix arbitraire sur un des paramètres 
de la méthode. Le signal ainsi obtenu présente les deux plans de charge et les 
hauteurs des pics correspondent aux charges effectivement présentes dans le 
matériau. 
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Conclusion, avec la nouvelle méthode de traitement du signal, les charges sont 
estimées de façon automatique : quel que soit l’utilisateur de cette nouvelle 
technique les résultats sont identiques et optimaux. En revanche, avec la méthode 
de [Maen 88], le choix des différents paramètres (fréquence de coupure du filtre 
Gaussien, paramètre du filtre de Wiener, le paramètre à estimer pour éliminer le 
phénomène d’offset créé par la calibration) est propre à chaque utilisateur et induit 
donc un résultat différent de la répartition des charges dans le matériau. 
2.3 Analyse de la sensibilité des deux méthodes aux bruits de 
mesure 
L’objectif de cette partie est de comparer la sensibilité aux bruits de mesure des deux 
méthodes de déconvolution : la méthode développée par Maeno et al [Maen 88] et la 
nouvelle méthode. Deux cas vont être traités : 
- l’influence d’une fonction de transfert bruitée sur l’estimation des charges dans le 
matériau, du bruit est ajouté uniquement sur le signal de calibration Figure 5.17a ; 
- l’influence d’un signal de tension bruité en sortie d’une cellule de mesure sur 
l’estimation des charges dans le matériau en considérant comme non bruitée la 
fonction de transfert Figure 5.17b. 
 
 
Figure 5.17 : Sensibilité des deux méthodes aux bruits. a) fonction de transfert bruitée, 
b) signal de tension bruité en sortie du capteur. 
 
Dans cette étude, l’estimation des charges est réalisée sur un signal de tension 
‘typique’ (voir Chapitre 3, partie 3). Une distribution de charge estimée 
expérimentalement a été implémentée dans le modèle électro-acoustique (épaisseur 
du matériau égale 500 µm). Après simulation numérique, le signal de tension en 
sortie du modèle, appelé signal de tension ‘typique’, est utilisé pour la déconvolution, 
Figure 5.18. 
 





Figure 5.18 : Charge typique. 
2.3.1 Notion de bruit et définition du rapport signal sur bruit 
Le bruit est défini comme étant un signal indésirable se mêlant additivement au 
signal utile, porteur d’information. Il existe plusieurs types de bruit, dans notre étude 
nous considérons une distribution normale du bruit avec une valeur moyenne nulle. 
Pour ce faire, nous utilisons la fonction ‘randn’ sous le logiciel commercial Matlab. Le 
bruit, b, s’écrit sous la forme : 
 
)N,1(randn.b b          
 (5. 7) 
avec σb la variance du bruit, N le nombre de points et on note Pb = σb la puissance du 
bruit. 
 




































avec s le signal bruité. Ce rapport désigne le rapport entre la grandeur d’un signal, 
portant l’information utile, et celle du bruit, les parasites à éliminer. 
 
Ce rapport signal sur bruit est calculé à la fois sur le signal d’entrée, noté SNRentree 
(soit le signal de calibration, soit le signal de tension ‘typique’, suivant le cas traité) et 
sur le signal en sortie, noté SNRsortie (les charges estimées). 
Pour le calcul du SNRsortie sur les charges estimées, nous avons considéré le bruit 
comme étant la différence entre les charges estimées par déconvolution et les 
charges imposées dans le modèle électro-acoustique. 
 






NF    (5.9) 




Si le facteur NF est inférieur à 1, la déconvolution permet une meilleure qualité du 
signal estimé par rapport au signal d’entrée, moins de bruit dans le signal 
déconvolué. Si le facteur NF est supérieur à 1, la déconvolution n’est pas appropriée, 
il y a amplification du bruit. 
2.3.2 Analyse des résultats 
Cas d’étude n°1 
La Figure 5.19 illustre le cas d’étude n°1. 
 
Figure 5.19 : Cas d’étude 1 
Nous considérons pour cette étude 3 niveaux de bruit : SNR => ∞ (aucun bruit), 
SNR = 22.6 dB et SNR = 10.8 dB. Ce bruit ainsi calculé est ajouté à un signal de 





























































Figure 5.20 : Tension de référence pour différent niveau de bruit. 




A partir de ces différents signaux de référence, l’étape de calibration (ou 
caractérisation de la fonction de transfert) est établie avec la méthode développée 
par [Maen 88] et la nouvelle méthode. Pour chacune des deux méthodes, trois 
fonctions de transfert correspondant aux trois niveaux de bruit sont ainsi définies. 
Une fois cette étape réalisée et à partir du signal de tension ‘typique’ décrit 
précédemment, les charges sont estimées par les deux méthodes, les résultats sont 
présentés Figure 5.21. 
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Figure 5.21 : Densité de charge estimée après déconvolution par la fonction de 
transfert bruitée. 
Comme le montre la Figure 5.21a, avec la nouvelle méthode et quelque soit la 
puissance du bruit imposée à la matrice de transfert, la distribution des charges est 
parfaitement retrouvée : pour SNR = 22.6 dB et SNR = 10.8 dB le facteur de bruit est 
inférieur 1, respectivement NF = 0.75 et NF = 0.4. Concernant la méthode de 
[Maen 88], Figure 5.21b, on note la présence d’oscillations, présence d’autant plus 
importante que la puissance du bruit sur le signal d’entrée est élevée. Deux 
fréquences de coupures pour le filtre Gaussien ont été choisies pour déconvoluer le 
signal. Dans les deux cas, nous observons une dégradation du signal estimé. Dans 
ce cas là, le facteur de forme est supérieur à 1, pour une puissance SNR = 22.6 dB, 
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NF = 2.72 et pour SNR = 10.8 dB, NF = 1.42 (pour calculer le facteur de forme nous 
avons pris la fréquence de coupure qui donne le meilleur SNR, soit 60 MHz). 
 
Cas d’étude n°2 
La Figure 5.22 illustre le cas d’étude n°1. 
 
Figure 5.22 : Cas d’étude 2 
Dans cette étude, l’étape de calibration pour les deux méthodes est réalisée sur un 
signal de référence non bruité (SNR => ∞). Contrairement au cas d’étude n°1, les 
fonctions de transfert sont dans ce cas non bruitées. Les trois niveaux de bruit définis 



























































































Figure 5.23 : Tension de sortie avec différent niveau de bruit simulée sous COMSOL. 




A l’aide des deux méthodes de déconvolution les charges sont estimées et 
présentées sur la Figure 5.24. 
Lorsque le signal de tension est bruité, les résultats diffèrent un peu par rapport au 
cas d’étude n°1. Pour un SNR = 10.8 dB sur le signal de tension, les charges 
estimées par les deux méthodes présentes un nombre important d’oscillations. Nous 
notons tout de même une différence importante suivant la méthode utilisée. Avec la 
nouvelle méthode et malgré la présence du bruit sur le signal estimé, les plans de 
charge sont parfaitement retrouvés, amplitude et étalement, alors qu’avec la 
méthode de [Maen 88] l’amplitude et l’étalement présentes des écarts par rapport au 
charge imposée sous Comsol (NF = 0.9 avec la nouvelle méthode tandis que 
NF = 1.38 avec la méthode développée par [Maen 88] et une fréquence de coupure 
égale à 60 MHz). Pour un SNR de 22.6 dB les mêmes conclusions que 
précédemment peuvent être faites : avec la nouvelle méthode, le signal estimé est en 
parfaite adéquation avec le signal imposé dans le modèle électro-acoustique, tandis 
qu’avec la méthode de [Maen 88] on note la présence d’oscillations et une différence 
sur l’étalement et l’amplitude des charges. 
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Figure 5.24 : Densité de charge estimée après déconvolution de la tension de sortie 
bruitée. 
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3 Application de la nouvelle méthode de 
déconvolution sur des signaux expérimentaux 
Jusqu’à présent, les différents résultats ont été obtenus sur des signaux simulés à 
l’aide du modèle électro-acoustique développé sous Comsol. Dans cette partie, la 
nouvelle méthode de traitement des données est testée sur des signaux 
expérimentaux. Une comparaison de ces résultats avec ceux obtenus avec la 
méthode de [Maen 88] est également réalisée. 
3.1 Déconvolution d’un signal de tension faiblement bruité (10000 
acquisitions) 
3.1.1 Etape de calibration et estimation des charges capacitives 
Le procédé de calibration est réalisé sur le signal de tension de référence présenté à 
la Figure 5.25. 



















Figure 5.25: Tension de référence pour un échantillon de Téflon de 300µm d’épaisseur 
mesurée par la cellule PEA classique. 
Ce signal a été obtenu en polarisant un échantillon vierge de PTFE de 300 µm 
d’épaisseur sous 3 kV pendant 10 s (10000 moyenne, fréquence du pulse de 1 kHz, 
amplitude du pulse de 400 V et une largeur de pulse de 5 ns). Nous considérons 
comme négligeable le transport de charge dans le matériau, seul les charges 
capacitives sont considérées. Le premier et le quatrième pic correspondent à la 




tension mesurée au niveau de l’électrode inférieure et supérieure respectivement, 
tandis que le second pic correspond à l’impact de la capacité du matériau et le 
troisième pic représente une réflexion venant du câble de connexion. La Figure 5.26 
montre une cellule de mesure et le système d’acquisition. La cellule PEA se trouve à 
l’intérieur de l’enceinte thermique, simplement pour éliminer le maximum de parasites 
qui pourrait perturber la mesure. Avec les deux méthodes de calibration, [Maen 88] et 
la nouvelle méthode, la fonction de transfert pour chacune des deux techniques est 
estimée. A l’aide de ces fonctions de transfert, les charges capacitives sont estimées, 
Figure 5.27. 
 
Figure 5.26 : Système de mesure de la charge d’espace.  
a) banc à essai, b) cellule de mesure PEA 
Comme nous pouvons le constater, la nouvelle méthode permet de retrouver les 
charges par simple inversion matricielle, sans faire aucun choix sur l’estimation d’un 
paramètre comme la fréquence de coupure d’un filtre. Avec cette méthode, la largeur 
du premier plan de charges Δx est de 6 µm et son amplitude est de -23.6 C/m3. Le 
deuxième plan de charges est plus étalé, cette particularité est essentiellement due à 
la non prise en considération de l’atténuation et de la dispersion des ondes 
acoustiques au sein de la cellule. Comme nous avons pu le constater 
précédemment, avec la méthode de [Maen 88] il est plus difficile de trouver la bonne 
répartition des plans de charges aux électrodes. Pour réaliser l’analyse des résultats, 
nous avons donc choisi trois fréquences de coupure pour le filtre Gaussien : 20 MHz, 
45 MHz et 60 MHz. Avec une fréquence de 20 MHz, le signal est fortement lissé et 
par conséquent une partie importante du signal utile est supprimée. A l’inverse, avec 
une fréquence de coupure de 60 MHz, du bruit apparaît sur le signal estimé. Même si 
nous constatons une valeur plus importante du pic à 60 Mhz par rapport à la nouvelle 
méthode, la largeur du pic reste inchangée. Pour une fréquence de 45 MHz, les 
signaux obtenus avec les deux méthodes de déconvolution sont pratiquement 
confondus, confirmant ainsi la validité de la méthode de [Maen 88] lorsque 
l’ensemble des paramètres est estimé de manière optimale. 
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Figure 5.27: Charge estimée par les deux méthodes avec un signal de référence 
expérimental 
3.1.2 Estimation des charges sur un échantillon PTFE irradié 
Un échantillon de PTFE de 300 µm d’épaisseur a été irradié avec le MEB 
(Microscope Electronique à Balayage) pendant 20 minutes sous une tension de 
30 keV, Figure 5.28. L’échantillon est placé dans le porte-échantillon et est 
positionné de façon à focaliser le faisceau au milieu du diélectrique. Une pression de 
10-5 Pa est imposée dans l’enceinte. 
 
Figure 5.28 : Microscope Electronique à Balayage 
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L’échantillon est ensuite placé dans la cellule de mesure PEA, Figure 5.26. Ce signal 
est moyenné sur 10000 acquisitions avec une fréquence de 1 kHz et un pulse 
d’amplitude de 400 V et de durée 5 ns. Le signal obtenu est présenté sur la 
Figure 5.29. 


















Figure 5.29 : Signal de tension en sortie de la cellule PEA classique pour la mesure de 
la charge du PTFE de 300 µm d’épaisseur irradié sous le MEB.  
La Figure 5.30 montre les charges estimées par les deux méthodes de déconvolution 
en prenant comme fonction transfert pour chaque méthode celle calculée 
précédemment (paragraphe 3.1.1). Concernant la méthode de [Maen 88], nous 
avons choisi trois fréquences de coupure : 25 MHz, 45 MHz et 60 MHz. Les mêmes 
conclusions que précédemment peuvent être faites : avec la nouvelle méthode, les 
charges sont estimées en un seul ‘clic’, indépendamment de la sensibilité de 
l’expérimentateur. En revanche, avec la méthode de [Maen 88] le problème de 
l’estimation des différents paramètres reste entier. C’est toujours avec une fréquence 
de coupure de 45 MHz, que les deux signaux sont confondus, pour cette fréquence, 
la pénétration des charges dans le matériau après 20 minutes d’irradiation sous 
30 keV est d’environ 17 µm avec un maximum de charge à 6.2 C/m3. 
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Figure 5.30 : Charge estimée par les deux méthodes avec un signal expérimental issu 
d’un échantillon de PTFE de 300 µm d’épaisseur irradié sous le MEB. 
 
Les résultats obtenus sur des signaux expérimentaux ont permis de mettre en 
exergue les deux principaux avantages de la nouvelle méthode par rapport à la 
méthode développée par Maeno et al [Maen 88] : 
- la solution est indépendante du choix des paramètres par l’expérimentateur ; 
- la solution fournie par cette nouvelle méthode est directement la solution 
optimale. 
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Cette thèse s’inscrit dans le cadre d’une collaboration entre le CNES et le laboratoire 
LAPLACE dont la thématique principale est l’étude de la charge des matériaux 
diélectriques à usage spatial. Même si depuis quelques années plusieurs techniques 
de mesure de charge d’espace ont été développées, leur résolution spatiale reste 
insuffisante pour caractériser des matériaux de faible épaisseur, quelques dizaines 
de µm seulement, utilisés comme revêtement thermique des satellites sous l’effet 
d’un bombardement électronique. Depuis de nombreuses années, le CNES en 
collaboration avec l’ONERA, a développé diverses chambres d’irradiation 
reproduisant l’environnement spatial en laboratoire. La technique de mesure PEA – 
Pulsed-Electro-Acoustic – est une des techniques les plus utilisées dans ces 
enceintes pour l’étude de la charge des matériaux. C’est pourquoi, notre étude s’est 
focalisée sur cette technique de mesure, technique dont la résolution spatiale est 
actuellement de l’ordre de la dizaine de micromètre. L’objectif principal de cette thèse 
est d’optimiser l’ensemble de la chaine d’acquisition qui constitue une cellule de 
mesure PEA afin d’améliorer la résolution spatiale de la distribution de charge dans 
les diélectriques. Il s’agit d’un premier travail dans ce domaine, notre étude ne 
concerne donc pas la conception d’un prototype pour la caractérisation des 
matériaux mais d’une étude théorique précise dont l’aboutissement a permis la 
définition d’une cellule de mesure optimisée couplée à un algorithme de traitement 
des signaux parfaitement adapté. 
Dans un premier temps, un modèle électro-acoustique de la cellule de mesure PEA a 
été développé à l’aide du logiciel commercial Comsol. L’objectif est d’avoir à 
disposition un outil capable, quel que soit le type de configuration choisie pour la 
cellule de mesure, la tension de sortie pour une distribution de charge donnée dans 
le matériau diélectrique. A l’aide de ce modèle, plusieurs configurations ont été 
testées et une analyse approfondie de leur influence sur la qualité du signal de 
tension en sortie du capteur a permis de définir une cellule de mesure optimisée. Ce 
modèle a également permis de mettre en exergue les grandeurs intrinsèques à une 
cellule de mesure influant directement sur la valeur de la résolution spatiale de la 
distribution de charge, à savoir : l’adaptation d’impédance entre les différents 
matériaux constitutifs de la cellule, et l’utilisation de capteur piézo-électrique de faible 
épaisseur, de l’ordre du µm. 
A l’aide de ce modèle, une analyse approfondie de la méthode utilisée pour le 
traitement des signaux d’une cellule de mesure PEA, méthode basée sur les travaux 
de Maeno et al [Maen 88], a été réalisée. Cette étude était primordiale pour la suite 
de nos travaux car cette technique de traitement est utilisée par la plupart de la 
communauté scientifique qui s’intéresse au comportement des charges dans les 
matériaux diélectriques. Plusieurs incohérences sont apparues à la suite de notre 
analyse, les plus remarquables étant le choix des filtres, filtre de Wiener et filtre 
Gaussien, et de leur paramétrage pour la division spectrale des signaux. Pour ces 
deux filtres, aucune technique n’est préconisée pour les paramétrer. D’après le peu 
d’informations mis à notre disposition, il semblerait que le filtre de Wiener soit utilisé 
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uniquement pour éliminer les zéros dans la division spectrale. De plus, la fréquence 
de coupure du filtre gaussien semble être choisie uniquement sur un critère visuel, la 
bonne fréquence de coupure étant la fréquence qui donne un signal ‘propre’ et ‘lisse’ 
même si une partie du signal utile a disparu. 
C’est pourquoi, dans un premier temps nous avons décidé d’analyser l’impact des 
différents types de configuration d’une cellule PEA, configuration établie à l’aide du 
modèle électro-acoustique, sur le nombre de conditionnement de la matrice de 
transfert. Pour ce faire, le principe général de la méthode développé par [Maen 88] a 
été conservé, mais une forme matricielle de la fonction de transfert a été préférée. 
Cette étude préliminaire a confirmée nos précédentes conclusions à savoir que 
l’adaptation des impédances acoustiques et l’utilisation de capteurs ultrafins ont un 
impact important sur le nombre de conditionnement de la matrice de transfert et donc 
sur la qualité du signal déconvolué. Malgré ces importants changements le nombre 
de conditionnement reste relativement élevé et conduit à la présence d’oscillations 
proche des plans de charge. 
C’est pourquoi, dans un deuxième temps, notre étude s’est focalisée sur la méthode 
de calibration. Cette méthode a pour but de caractériser la fonction de transfert du 
dispositif. Jusqu’à présent Maeno et al [Maen 88]  préconisaient uniquement la 
caractérisation du capteur piézo-électrique, une expression analytique de l’onde 
incidente devait donc être établie avec, bien évidemment, plusieurs hypothèses 
simplificatrices comme la non prise en considération des phénomènes de réflexion, 
transmission et atténuation des ondes acoustiques à certaines interfaces. Après 
analyse, ces hypothèses se sont avérées préjudiciables pour la qualité du traitement 
des signaux. C’est pourquoi, une autre technique de calibration a été proposée et 
détaillée dans le chapitre V. Cette nouvelle méthode de calibration est basée sur la 
caractérisation de la cellule PEA prise, cette fois ci, dans sa globalité : de 
l’échantillon à l’amplificateur de tension. Pour ce faire, nous avons considéré non 
plus une répartition de forme ‘Dirac’ comme indiquée par [Maen 88] mais une 
répartition gaussienne de la charge capacitive. Une part importante du travail a été 
consacrée à l’établissement d’un algorithme d’estimation de paramètres pour la 
gaussienne : son étalement et son amplitude. 
Cette nouvelle méthode a été testée sur des signaux issus de la simulation et des 
signaux expérimentaux. Dans les deux cas, l’analyse des résultats indique une nette 
amélioration de la qualité des charges estimées et surtout une nette amélioration de 
la résolution spatiale. De plus, contrairement aux algorithmes développés par la 
plupart de la communauté scientifique, cette nouvelle approche pour l’estimation des 
charges dans les diélectriques est complètement autonome, aucun choix de 
paramètre ne doit être réalisé par la personne qui manipule.  
Même si les résultats sont très encourageants puisqu’un brevet a été déposé avec le 
CNES sur la nouvelle méthode de calibration, cette étude reste une première étape 
de la collaboration entre le CNES et le LAPLACE. Basées sur les conclusions de nos 




travaux de recherche, l’objectif de cette collaboration est de poursuivre cette étude 
par la conception d’un dispositif de mesure à haute résolution spatiale pour la 
qualification des matériaux spatiaux. Ce projet finalisé permettra de disposer d’un 
outil de mesure parfaitement maitrisé en terme de limite en résolution et de 
comprendre ainsi l’origine des artefacts présents généralement dans la mesure et 
ainsi éviter toute interprétation de phénomènes considérés comme physique mais 
qui ne sont, en réalité, que la manifestation d’un défaut de la chaine de mesure. 
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Dielectric materials are frequently used in satellite structures as a thermal blanket. Subjected to an electron 
irradiation - space environment - they can cause in-orbit satellite anomalies. One of these aspects is the charge 
accumulation due to the flux of space charged particles, and particularly to electrons. This accumulation 
increases the local electric field in the material bulk and can lead to an Electrostatic Surface Discharge - ESD. 
This phenomenon could cause serious damage to the satellite structure or performance. In order to have a better 
control on the discharge it is necessary to clarify; the nature, position and quantity of stored charges with time 
and to understand the dynamics of the charge transport in solid dielectrics. The Pulsed-Electro Acoustic - PEA 
method allows us to obtain these features, like the spatial distribution of space charges. One of the weaknesses of 
this current technique is spatial resolution, about 10 μm. Dielectric materials used in satellite structures have a 
thickness of 50 and 75 μm. 
This work aims at improving the spatial resolution for the PEA method. Whatever measurement principle 
considered, the best spatial resolution achievable is 10μm. This is a drawback when considering rather thin 
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