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REMARKS ON LENGTHS OF MAXIMAL GREEN SEQUENCES FOR
QUIVERS OF TYPE A˜n,1
RYOICHI KASE
Abstract. A maximal green sequence introduced by B. Keller is a certain sequence
of quiver mutations at green vertices. T. Bru¨stle, G. Dupont and M. Pe´rotin showed
that for an acyclic quiver, maximal green sequences are realized as maximal paths in
the Hasse quiver of the poset of support tilting modules. In [BDP], they considered
possible lengths of maximal green sequences. In this paper, we calculate possible lengths
of maximal green sequences for a quiver of type A or of type A˜n,1 by using theory of
tilting mutation.
Introduction
A green quiver mutation was introduced by B. Keller [Ke]. It was special class of quiver
mutations. Then maximal green sequences are defined to be maximal sequences of green
quiver mutations. Let Q be a cluster quiver that is a finite connected quiver without loops
or oriented cycles. In this setting, green quiver mutations induce a quiver (or an oriented
graph)
−→
E (Q) which has the cluster exchange graph corresponding to Q introduced in [FZ]
as the underlying graph. Moreover if Q is acyclic, then a green mutation for Q closely
related to theory of tilting mutation.
The notion of tilting modules for finite dimensional algebras were introduced by B.
Brenner and M. C. R. Butler [BB]. Since tilting modules control derived equivalence, to
obtain many tilting modules is an important problem for representation theory of finite
dimensional algebras. Tilting mutation introduced by C. Riedtmann and A. Schofield is
an approach to this problem [RS]. It is an operation which gives a new tilting modules
from given one by replacing an indecomposable direct summand. They also introduced a
tilting quiver corresponding to tilting mutations. D. Happel and L. Unger defined partial
order on the set of basic tilting modules and showed that the tilting quiver coincides with
the Hasse quiver of this poset. The poset of support tilting modules of a finite dimensional
path algebra kQ was defined by C. Ingalls and H. Thomas as an extension of the poset of
tilting modules [IT]. Then its Hasse quiver is isomorphic to an oriented exchange graph
−→
E (Q) [AIR, BDP].
For lengths of maximal green sequences, T. Bru¨stle, G. Dupont and M. Pe´rotin conjec-
tured the following.
Conjecture 0.1. [BDP] If Q is a cluster quiver, then possible lengths of maximal green
sequences for Q form an interval in Z.
In this article, we check that above conjecture holds true if Q is either a quiver of type
An or a quiver of type A˜n,1. We also give possible lengths of maximal green sequences for
a quiver of type A˜n,1.
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Notation. Throughout this paper, let Λ be a finite dimensional algebra over an alge-
braically closed field k.
1. We denote by modΛ the category of finite dimensional right Λ-modules.
2. We denote by τ the Auslander-Reiten translation of modΛ (refer to [ASS, ARS]
for definition and properties).
3. For two integers a ≤ b, we denote by [a, b] the interval {a, a + 1, . . . , b}.
1. Preliminary
1.1. Green mutations and maximal green sequences. In this subsection, we recall
fundamentals of green quiver mutations and maximal green sequences. Definitions and
results in this subsection are referred to [BDP].
Definition 1.1. Let Q be a finite connected quiver.
(1) Q is a cluster quiver if Q does not admit loops or 2-oriented cycles.
(2) An ice quiver is a pair (Q,F ) where Q is a cluster quiver and F is a subset of Q0
such that there is no arrow between two vertices of F . For an ice quiver (Q,F ),
we call a vertex in F a frozen vertex.
Definition 1.2. Let (Q,F ) be an ice quiver and k ∈ Q0 \ F . We define a new ice quiver
(µkQ,F ) from (Q,F ) by applying following 4-steps.
(Step 1) For any pair of arrows i
α
→ k
β
→ j, add an arrow i
[αβ]
→ j.
(Step 2) Replace any arrow i
α
→ k by an arrow i
α∗
← k.
(Step 3) Replace any arrow k
β
→ j by an arrow k
β∗
← j.
(Step 4) Remove a maximal collection of 2-cycles and all arrows between frozen vertices.
We call (µkQ,F ) the mutation of (Q,F ) at a non-frozen vertex k.
Definition 1.3. Let (Q,F ), (Q′, F ) be ice quivers with Q0 = Q
′
0.
(1) (Q,F ) and (Q′, F ) are mutation-equivalent if there is a finite sequence (k1, . . . , kl)
of non-frozen vetices such that
(Q′, F ) = (µklµkl−1 · · ·µk1Q,F ).
Then we denote by Mut(Q,F ) the mutation-equivalence class of (Q,F ).
(2) (Q,F ) is isomorphic to (Q′, F ) as ice quivers if there is an isomorphism ϕ : Q→ Q′
of quivers fixing any frozen vertex. In this case, we denote (Q,F ) ≃ (Q′, F ) and
denote by [(Q,F )] the isomorphism class of (Q,F ).
From now on, we assume that Q is a cluster quiver and Q′0 := {c(i) | i ∈ Q0} is a copy
of Q0.
Definition 1.4. The framed quiver associated with Q is the quiver Qˆ defined as follows:
• Qˆ0 := Q0 ⊔Q
′
0.
• Qˆ1 := Q1 ⊔ {i→ c(i) | i ∈ Q0}.
The coframed quiver associated with Q is the quiver Qˇ defined as follows:
• Qˇ0 := Q0 ⊔Q
′
0.
• Qˇ1 := Q1 ⊔ {c(i)→ i | i ∈ Q0}.
Note that (Qˆ, Q′0) and (Qˇ, Q
′
0) are ice quivers. We denote by Mut(Qˆ) the mutation-
equivalence class Mut(Qˆ, Q′0) of (Qˆ, Q
′
0).
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Definition 1.5. Let R ∈ Mut(Qˆ) and let i be a non-frozen vertex.
(1) i is said to be a green vertex if {α ∈ R1 | s(α) ∈ Q
′
0, t(α) = i} = ∅.
(2) i is said to be a red vertex if {α ∈ R1 | s(α) = i, t(α) ∈ Q
′
0} = ∅.
Theorem 1.6. [BDP] Let R ∈ Mut(Qˆ). Then we have
R0 = {i ∈ R0 | i is green} ⊔ {i ∈ R0 | i is red}.
Definition 1.7. A green sequence for a cluster quiver Q is a sequence i = (i1, i2, . . . , il)
of Q0 such that i1 is green in Qˆ and for any 2 ≤ k ≤ l, ik is green in µik−1 · · ·µ1Qˆ. In this
case, l is called length of i and we denote it by l(i). A green sequence i = (i1, i2, . . . , il) is
said to be maximal if µil · · ·µi1Qˆ has no green vertex. Then we denote by green(Q) the
set of maximal green sequences for Q and greenl(Q) := {i ∈ green(Q) | l(i) = l}.
Conjecture 1.8. [BDP, Conjecure 2.22] Let Q be a cluster quiver. Then {l ∈ Z≥0 |
greenl(Q) 6= ∅} is an interval in Z.
Definition 1.9. An oriented exchange graph
−→
E (Q) is defined as follows:
•
−→
E (Q)0 := Mut(Qˆ)/ ≃.
• [R]→ [R′] in
−→
E (Q) if [R′] = [µkR] for some green vertex k of R.
Example 1.10. Let Q = 1 → 2 and Q′0 = {c(1) = 3, c(2) = 4}. Then an orientation
exchange graph
−→
E (Q) is given by the following.
1 2
43
1 2
43
1 2
43
1 2
43
1 2
43
1 2
43
µ1
µ2
µ2
µ1
µ2
Theorem 1.11. [BDP] Let Λ be a finite dimensional path algebra kQ and denote by
2silt(Λ) the poset of two-term silting object of Db(modΛ) (refer to [AIR] for definition).
Then the Hasse-quiver of 2silt(Λ) coincides to
−→
E (Q).
In [AIR], Adachi, Iyama and Reiten shows that 2silt(Λ) is isomorphic to the poset of
support tilting modules s-tilt(Λ) (see Subsection 1.3 below for definition). we have that
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the Hasse-quiver of s-tilt(Λ) coincides to
−→
E (Q). We also remark that an oriented exchange
graph
−→
E (Q) is realized by several posets coming from representation theory. For more
detail, we refer to [BDP].
1.2. Tilting modules. In this subsection we recall the definition of tilting modules. For
a module M , we denote by |M | the number of non-isomorphic indecomposable direct
summand of M .
Definition 1.12. A Λ-module M is said to be a partial tilting module if it satisfies
following conditions.
(i) The projective dimension of T is at most 1.
(ii) Ext1Λ(T, T ) = 0.
If partial tilting module T satisfies |M | = |Λ|, then we call T a tilting module. The set
of non-isomorphic basic tilting modules of Λ is denoted by tilt(Λ)
For a Λ-module M , we put M⊥1 := {X ∈ modΛ | Ext1Λ(M,X) = 0}.
Definition-Theorem 1.13. [HU1] Let T1 and T2 be two tilting modules. We write
T1 ≤ T2 if T
⊥1
1 ⊂ T
⊥1
2 . Then ≤ defines a partial order on tilt(Λ).
For a module M , we let
FacM := {X ∈ modΛ | X is a factor module of finite direct sums of copies of M}.
It is known that if T is a tilting module, then X is in T⊥1 if and only if X is in FacT .
Therefore we have the following [HU2] :
T ≥ T
′
⇔ Ext1Λ(T, T
′
) = 0.
1.3. Support τ-tilting modules. The notion of support τ -tilting modules which were
introduced in [AIR] is a generalization of that of tilting modules.
Let us recall the definition of support τ -tilting modules.
Definition 1.14. [AIR] Let M be a Λ-module and P be a projective Λ-module.
(1) M is said to be a τ -rigid module if it satisfies HomΛ(M, τM) = 0.
(2) (M,P ) is said to be a τ -rigid pair if M is a τ -rigid module and HomΛ(P,M) = 0.
(3) (M,P ) is called a support τ -tilting pair if it is a τ -rigid pair with |M | + |P | = |Λ|.
We then call M a support τ -tilting module. The set of non-isomorphic basic support
τ -tilting modules of Λ is denoted by sτ -tilt(Λ).
We note that if M ∈ sτ -tilt(Λ), then there is a unique (up to isomorphism) basic
projective module P such that (M,P ) is a support τ -tilting pair [AIR].
Definition-Theorem 1.15. [AIR] Let (M,P ) and (M
′
, P
′
) be two support τ -tilting pair.
We write M ≤M
′
if HomΛ(M, τM
′
) = 0 and addP
′
⊂ addP . Then M ≤M ′ if and only
if FacM ⊂ FacM ′. Moreover, ≤ defines a partial order on sτ -tilt(Λ).
We call (N,U) an almost complete support τ -tilting pair if (N,U) is a τ -rigid pair with
|N |+ |U | = |Λ| − 1.
Theorem 1.16. [AIR]
(1) Let (N,U) be a basic almost complete support τ -tilting pair. Then (N,U) is a direct
summand of exactly two support τ -tilting pairs.
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(2) Let (M,P ) and (M
′
, P
′
) be two support τ -tilting pair. Then there is an edge M −M
′
in the underlying graph of the Hasse quiver of sτ -tilt(Λ) if and only if there exists basic
almost complete support τ -tilting pair (N,U) such that (N,U) is a direct summand
of (M,P ) and (M
′
, P
′
).
For a basic τ -rigid module U , we denote by sτ -tiltU(Λ) := {T ∈ sτ -tilt(Λ) | U ∈ addT}.
Then sτ -tiltU(Λ) has a maximum element TU [AIR]. We call TU the Bongartz completion
of U .
Theorem 1.17. [J] Let U be a basic partial τ -tilting module and let TU be the Bongartz
completion of U . If we set ΓU := EndΛ(TU)/〈eU〉, then |Γ| = |Λ| − |U | and sτ -tiltU(Λ) ≃
sτ -tilt(ΓU), where eU is the idempotent corresponding to the projective EndΛ(TU)-module
HomΛ(TU , U).
1.4. Hereditary case. Let Q be a finite connected acyclic quiver. We denote by
Q0 (resp. Q1) the set of vertices (resp. arrows) of Q. From now on, we assume that Λ
is a path algebra kQ. In this paper, for any paths w : a0
α1→ a1
α2→ · · ·
αr→ ar and
w
′
: b0
β1
→ b1
β2
→ · · ·
βs
→ bs in Q, the product is defined by
w · w
′
:=
{
a0
α1→ a1
α2→ · · ·
αr→ ar = b0
β1
→ b1
β2
→ · · ·
βs
→ bs if ar = b0
0 if ar 6= b0,
in kQ. For a module M ∈ modΛ, we denote by Q(M) the full subquiver of Q with
Q(M)0 = supp(M) := {a ∈ Q0 | dimMea > 0}, where ea is the primitive idempotent of
Λ corresponding to a ∈ Q0. By definition, we can regard M as a sincere kQ(M)-module.
Definition 1.18. [AIR, IT] A Λ-module M is said to be a support tilting module if M is
a tilting kQ(M)-module. The set of non-isomorphic basic support tilting module of Λ is
denoted by s-tilt(Λ).
Since Λ is a finite dimensional hereditary algebra, we have sτ -tilt(Λ) =
s-tilt(Λ) (see [AIR]) and the partial order on s-tilt(Λ) is defined as follows:
M ≥M
′
⇔ Ext1Λ(M,M
′
) = 0 and supp(M ′) ⊂ supp(M). (M,M
′
∈ s-tilt(Λ))
Theorem 1.19. [J] Let U be a basic partial tilting module and let ΓU be an algebra
considered in Theorem 1.17. Then ΓU is hereditary and we have s-tiltU(Λ) ≃ s-tilt(ΓU).
Let M ∈ modΛ and let P be a projective Λ-module. We set
TΛ(M,P ) = T(M,P ) := (τM ⊕ ν(P ),Mpr)
where ν is the Nakayama functor and Mpr is a maximal projective direct summand. We
also set
T
−(M,P ) := (τ−M ⊕ P, ν−Min)
where Min is a maximal injective direct summand. Note that
TT
−(M,P ) = (M,P ) = T−T(M,P ).
Lemma 1.20. [AIR] (M,P ) is a support tilting pair if and only if T(M,P ) is a support
tilting pair. In particular T and T− induces a graph automorphism
G(s-tilt(Λ)) ≃ G(s-tilt(Λ)),
where G(s-tilt(Λ)) is the underlying graph of the Hasse quiver of s-tilt(Λ).
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Example 1.21. We give posets of support tilting modules for type A3 quivers.
(1) Let Q(1) = 1→ 2→ 3 and Λ(1) = kQ(1). Then s-tilt(Λ(1)) is given by the following.
P (1)⊕ I(2)
⊕τ−1P (3)
P (1)⊕ P (2)⊕ P (3)
P (1)⊕ P (2)
⊕τ−1P (3)
P (1)⊕ I(1)
⊕P (3)
P (1)⊕ I(2)
⊕I(1)
I(2)⊕ S(2) I(2)⊕ I(1)
P (2)⊕ P (3)
P (2)⊕ S(2)
P (3)⊕ I(1)
P (3)
P (2) I(1)
0
(2) Let Q(2) = 1→ 2← 3 and Λ(2) = kQ(2). Then s-tilt(Λ(2)) is given by the following.
P (1)⊕ P (2)⊕ P (3)
P (1)⊕ I(2)
⊕P (3)
I(3)⊕ I(2)
⊕P (3)
I(1)⊕ I(2)
⊕I(3)
P (2)⊕ P (3)
I(3)⊕ P (3)
I(3)
I(1)⊕ I(3)
P (1)⊕ I(2)
⊕I(1)
P (1)⊕ P (2)
P (1)⊕ I(1)
I(1)
I(3)
0
(3) Let Q(3) = Q(2)op = 1← 2→ 3 and Λ(3) = kQ(3). Then s-tilt(Λ(3)) ≃ s-tilt(Λ(2))op.
2. Some remarks on tilting modules of path algebras of type A and A˜n,1
2.1. Ext-vanishing conditions for path algebras of type A. Let Q be a quiver of
type An and
1
◦ −
2
◦ − · · ·−
n
◦ be its underlying graph.
For i ∈ Q0 \ {n} we set
d(i) :=
{
+ if i→ i+ 1
− if i← i+ 1.
From Gabriel’s Theorem (dim) : mod kQ→ ZQ0≥0 induces a bijection
ind kQ
1:1
↔ {positive roots of An}.
Now denote by L(i, j) (0 ≤ i < j ≤ n) the indecomposable module corresponding to
αi+1 + αi+2 + · · ·αj where αi is a simple root corresponding to i ∈ Q0. Let L(i
′
, j
′
) :=
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τL(i, j) Then we can check that
i
′
=


i+ 1 if i and i+ 1 are not sink and d(i) = +
i− 1 if i and i+ 1 are not sink and d(i) = −
max{a < i | a is source of Q} − 1 if i is sink of Q
min{a > i | a is source of Q} if i+ 1 is sink of Q.
j
′
=


j + 1 if j and j + 1 are not sink and d(j) = +
j − 1 if j and j + 1 are not sink and d(j) = −
max{a < j | a is source of Q} − 1 if j is sink of Q
min{a > j | a is source of Q} if j + 1 is sink of Q.
Lemma 2.1. Let X, Y ∈ ind kQ and f := (fa)a∈Q0 ∈ HomkQ(X, Y ). Then f = 0 if and
only if supp(X) ∩ supp(Y ) = ∅ or ∃a ∈ supp(X) ∩ supp(Y ) such that fa = 0.
Proof. Assume that f = 0 and supp(X) ∩ supp(Y ) 6= ∅. Then there is a vertex a ∈
supp(X)∩ supp(Y ). It is obvious that fa = 0. Note that supp(X)∩ supp(Y ) = ∅ implies
f = 0. Hence we assume that ∃a ∈ supp(X) ∩ supp(Y ) such that fa = 0. Since the full
sub quiver Q′ of Q with Q′0 = supp(X) ∩ supp(Y ) is connected, it is sufficient to check
the following:
x ∈ Q′0 and fx = 0⇒ fy = 0 for any neighbor y of x in Q.
Let x ∈ Q′0 such that fx = 0 and let y be a neighbor of x. Denote by α ∈ Q1 the
arrow between x and y. We also denote by Xα (resp. Yα) the linear map in X (resp. Y )
associated with α. If y 6∈ Q′0, then it is obvious that fy = 0. Hence we may assume that
y ∈ Q′0. Then we have that Xα and Yα are isomorphisms. Since fx = 0, we have fy = 0.

Lemma 2.2. Ext1kQ(L(i, j), L(k, l)) = 0 = Ext
1
kQ(L(k, l), L(i, j)) if and only if one of the
following conditions holds,
(1) [i, j] ∩ [k, l] = ∅,
(2) i = k or j = l,
(3) i < k < j < l and d(j) 6= d(k),
(3’) k < i < l < j and d(i) 6= d(l),
(4) i < k < l < j and d(k) = d(l),
(4’) k < i < j < l and d(i) = d(j).
Proof. We consider the cases (1), (2), (3), (3
′
), (4), (4
′
) and (5), (5
′
), (6), (6
′
) where
(5) i < k ≤ j < l and d(j) = d(k),
(5’) k < i ≤ l < j and d(i) = d(l),
(6) i < k < l < j and d(k) 6= d(l),
(6’) k < i < j < l and d(i) 6= d(j).
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Set E(X, Y ) := Ext1kQ(X, Y )⊕ Ext
1
kQ(Y,X). Then it is sufficient to show that
(c)⇒
{
E(L(i, j), L(k, l)) = 0 if c ∈ {1, 2, 3, 3
′
, 4, 4
′
}
E(L(i, j), L(k, l)) 6= 0 if c ∈ {5, 5
′
, 6, 6
′
}
(c = 1) In this case the assertion is obvious.
(c = 2) Let L(i
′
, j
′
) := τL(i, j) and f = (fa)a∈Q0 ∈ HomkQ(L(k, l), L(i
′
, j
′
)). We
consider the case i = k. First we assume k = i < i
′
. Then we get d(i
′
) = +. If
supp(L(k, l)) ∩ supp(L(i
′
, j
′
)) 6= ∅, then it is easy to check that i
′
+ 1 ∈ supp(L(k, l)) ∩
supp(L(i
′
, j
′
)). Moreover fi′+1 = 0. In fact, we have following commutative diagram.
k k
k0
i′ i
′ + 1
fi′ fi′+1
By Lemma 2.1 we get f = 0. Next we assume i > i
′
. Then we get d(i) = −. If
supp(L(k, l)) ∩ supp(L(i
′
, j
′
)) 6= ∅, then it is easy to check that i + 1 = k + 1 ∈
supp(L(k, l)) ∩ supp(L(i
′
, j
′
)) and fi+1 = 0. By Lemma 2.1 we get f = 0. Similarly,
we can check that f = 0 if j = l. Since the condition (2) is symmetric, we also obtain
HomΛ(L(i, j), τL(k, l)) = 0.
(c = 3) Let L(i
′
, j
′
) := τL(i, j), L(k
′
, l
′
) := τL(k, l), f = (fa)a∈Q0 ∈
HomkQ(L(k, l), L(i
′
, j
′
)) and g = (ga)a∈Q0 ∈ HomkQ(L(i, j), L(k
′
, l
′
)). First we show that
f = 0.
Suppose that j < j
′
, then we get d(j) = + and d(k) = −. In the case i
′
< k, we have
k+1 ∈ supp(L(k, l))∩supp(L(i
′
, j
′
)) and fk+1 = 0. This implies f = 0. Therefore we may
assume that i
′
≥ k > i. In this case d(i
′
) = + and this shows i
′
> k. Since i < j → j+1,
we have i′ ≤ j < l. Now it is easy to check that i
′
+ 1 ∈ supp(L(k, l)) ∩ supp(L(i
′
, j
′
))
and fi′+1 = 0. This also implies f = 0.
If j > j
′
then we get d(j
′
) = −. We may assume that supp(L(k, l))∩supp(L(i
′
, j
′
)) 6= ∅.
Then j
′
∈ supp(L(k, l)) ∩ supp(L(i
′
, j
′
)). Now is is easy to check that fj′ = 0. Hence, by
Lemma 2.1, we obtain f = 0.
Note that DL(i, j)Q = L(i, j)Qop and dQ(x) = −dQop(x) for any x ∈ Q0 = Q
op
0 . Thus
by using above result, we have
Ext1Λ(L(k, l), L(i, j)) ≃ Ext
1
Λop(DL(i, j),DL(k, l)) = Ext
1
Λop(L(i, j)Qop , L(k, l)Qop) = 0.
(c = 4) Let L(i
′
, j
′
) := τL(i, j), L(k
′
, l
′
) := τL(k, l), f = (fa)a∈Q0 ∈
HomkQ(L(k, l), L(i
′
, j
′
)) and g = (ga)a∈Q0 ∈ HomkQ(L(i, j), L(k
′
, l
′
)). First we show
f = 0. Therefore we can assume supp(L(k, l)) ∩ supp(L(i
′
, j
′
)) 6= ∅.
If k < j
′
< l then j
′
∈ supp(L(k, l))∩ supp(L(i
′
, j
′
)) and d(j
′
) = −. Now we can easily
see that fj′ = 0. By Lemma 2.1, we have f = 0.
If j
′
= l and i
′
< k. Then d(k) = d(l) = d(j
′
) = − and k + 1 ∈ supp(L(k, l)) ∩
supp(L(i
′
, j
′
)). Now it is easy to check that fk+1 = 0 and f = 0.
If j
′
= l and i
′
≥ k. Then d(k) = − and d(i
′
) = +. This implies i
′
> k and
i
′
+ 1 ∈ supp(L(k, l)) ∩ supp(L(i
′
, j
′
)). Now it is easy to check that fi′+1 = 0. By
Lemma 2.1 we get f = 0.
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If j
′
> l and d(k) = d(l) = +. Then it is easy to check that l ∈ supp(L(k, l)) ∩
supp(L(i
′
, j
′
)) and fl = 0. Lemma 2.1 shows f = 0.
If j
′
> l, d(k) = d(l) = − and i
′
< k. Then we can easily see that k+1 ∈ supp(L(k, l))∩
supp(L(i
′
, j
′
)) and fk+1 = 0 and f = 0.
Therefore we may assume that j
′
> l, d(k) = d(l) = − and i
′
≥ k. Then similar to the
case j
′
= l and i
′
≥ k, we have f = 0.
By taking k-dual, we also have g = 0.
(c = 5) In this case there is an non split exact sequence,{
0→ L(k, l)→ L(i, l)⊕ L(k, j)→ L(i, j)→ 0 if d(j) = d(k) = +
0→ L(i, j)→ L(i, l)⊕ L(k, j)→ L(k, l)→ 0 if d(j) = d(k) = −.
In particular we get E(L(i, j), L(k, l)) 6= 0.
(c = 6) Similar to the case c = 5, we get E(L(i, j), L(k, l)) 6= 0.

2.2. Some remarks on support tilting modules of A˜n,1. In this subsection, we let
Λ = kQ where Q is a quiver of type A˜n,1, i.e., Q is the following quiver:
0 n
Lemma 2.3 (See [KT], Lemma 6.1). Let ∆ be a acyclic quiver. Assume that for any
vertex a ∈ ∆0, we have #{α ∈ ∆1 | s(α) = a or t(α) = a} ≥ 2. Then any irreducible
morphisms between indecomposable pre-projective modules of k∆ are injective. Dually any
irreducible morphism between indecomposable pre-injective modules are surjective.
Remark 2.4. Lemma 2.3 implies that τ<0P (i) is sincere for any i ∈ Q0. We also have
that τ>0I(i) is sincere for any i ∈ Q0. In fact, for any non-projective indecomposable
pre-projective (resp. non-injective indecomposable pre-injective) module M , there is a
path from P (0) to M (resp. M to I(n)) in the Auslander-Reiten quiver of modΛ and
P (0) (resp. I(n)) is sincere. This shows that there is no support tilting module which
contains both a non-zero pre-projective direct summand and a non-zero pre-injective
direct summand.
Lemma 2.5. Let (M,P ) be a support-tilting pair in modΛ. Then there exists r ∈ Z such
that (M
′
, P
′
) := Tr (M,P ) with P
′
6= 0.
Proof. We can assume P = 0 and in this case M is a tilting module of Λ. Since Λ is
a tame algebra, M has either a pre-projective direct summand or a pre-injective direct
summand ([HR, Lemma 3.1]). If τ−r P (i) ∈ add M , then (0, P (i)) ∈ add Tr+1 (M,P ). If
τ rI(i) ∈ add M , then (0, P (i)) ∈ add T−r−1 (M,P ). 
Proposition 2.6. Let (M,P ) be a support-tilting pair in modΛ. Then there is a unique
(r, i) ∈ Z×Q0 such that T
r (M,P ) ∈ s-tiltXi(Λ), where
Xi :=
{
(P (i+ 1), P (i)) if 0 ≤ i ≤ n− 1
(0, P (1)⊕ P (n)) if i = n.
Proof. (Existence) By Lemma 2.5 we can assume P := ⊕i∈IP (i) 6= 0. Let a := min I and
b := max I. In the case (a, b) = (0, n) it is obvious that (M,P ) ∈ s-tiltXn(Λ). Thus we
can assume (a, b) 6= (0, n). If a 6= 0, b = n then there is a direct summand N of M such
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that N ∈ tilt(k(0 → · · · → a − 1)) and so I(a − 1) ∈ add N ⊂ add M . This implies
T
−1 (M,P ) ∈ s-tiltXa−1(Λ). If a = 0, b 6= n, then similarly we have P (b + 1) ∈ add M .
This implies (M,P ) ∈ s-tiltXb(Λ).
Now we assume that a 6= 0 and b 6= n. In this case there is a direct summand N of
M such that N ∈ tilt(k(b + 1 → · · · → n ← 0 → · · · → a − 1)). First we show that
P (b+ 1) ∈ add N or I(a− 1) ∈ add N . Let Λ′ := k(b + 1 → · · · → n ← 0 → · · ·a − 1).
By Lemma 2.2, we get Ext1Λ′(I(i), P (j)) 6= 0 (0 ≤ ∀i ≤ a− 1, b+ 1 ≤ ∀j ≤ n) and
• indKerExt1Λ′(−, P (b+ 1)) = indΛ
′ \ {I(i) | 0 ≤ i ≤ a− 1}.
• indKerExt1Λ′(I(a− 1),−) = indΛ
′ \ {P (j) | b+ 1 ≤ j ≤ n}.
This implies thatN has either P (b+1) or I(a−1) as a direct summand. If P (b+1) ∈ add N
then (M,P ) ∈ s-tiltXb(Λ). If I(a− 1) ∈ add N then T
−1 (M,P ) ∈ s-tiltXa−1(Λ).
(Uniqueness) Let (M,P ) ∈ s-tiltXi(Λ). We note that if i 6= j then
s-tiltXi(Λ) ∩ s-tiltXj (Λ) = ∅.
Therefore it is sufficient to show that
T
r(M,P ) /∈ s-tiltXj(Λ) ∀(r, j) ∈ Z<0 ×Q0 · · · (∗).
We claim that M has no pre-injective direct summand. We first assume that i ≤ n − 1.
Since M has non-zero projective direct summand, M has no non-zero pre-injective direct
summand. (Remark 2.4) Second we consider the case i = n. It is easy to check that
(dim N)0 ≥ 1 for any pre-injective module N . Therefore M has no pre-injective direct
summand.
Now we prove (∗). If Tr (M,P ) ∈ s-tiltXj (Λ) for some (r, j) ∈ Z<0 × Q0. Then
τ−r−1I(j) ∈ add M and this is a contradiction.

Example 2.7. Let n = 2. Then we have
s-tiltX0(Λ) = {(P (1)⊕ P (2), P (0)), (P (1)⊕ S(1), P (0))}
s-tiltX1(Λ) = {(τS(1)⊕ P (2), P (1)), (P (2), P (0)⊕ P (1))}
s-tiltX2(Λ) = {(S(1), P (0)⊕ P (2)), (0, P (0)⊕ P (1)⊕ P (2))}
.
Since τ 2S(1) = S(1), following gives a complete list of basic support tilting modules (up
to isomorphism) of Λ.
{τ−rΛ, τ−r(Λ/P (2))⊕ τ−r−1P (2), τ−rP (0)⊕ τ−r−1(Λ/P (0))}
⊔ {S(1)⊕ τ−r(Λ/P (0)), S(1)⊕ τ−rP (0)⊕ τ−r−1P (1), S(1)⊕ τ−r(Λ/P (1))}r∈Nodd
⊔ {τS(1)⊕ τ−r(Λ/P (0)), τS(1)⊕ τ−rP (0)⊕ τ−r−1P (1), τS(1)⊕ τ−r(Λ/P (1))}r∈Neven
⊔ {τ rIΛ, τ
r(IΛ/I(0))⊕ τ
r+1I(0), τ rI(2)⊕ τ r+1(IΛ/I(2))}
⊔ {S(1)⊕ τ rI(0)⊕ τ r−1I(1), S(1)⊕ τ r+1I(1)⊕ τ rI(2), S(1)⊕ τ r(IΛ/I(1))}r∈Nodd
⊔ {τS(1)⊕ τ r+1I(0)⊕ τ rI(1), τS(1)⊕ τ r+1I(1)⊕ τ rI(2), τS(1)⊕ τ r(IΛ/I(1))}r∈Neven
⊔ {P (1)⊕ P (2), P (1)⊕ S(1), τS(1)⊕ P (2), τS(1)⊕ I(0), I(1)⊕ S(1), I(0)⊕ I(1)}
⊔ {P (2), S(1), I(0)}
⊔ {0},
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where IΛ = I(0)⊕ I(1)⊕ I(2) is a basic injective tilting module. Then the Hasse-quiver
of s-tilt(Λ) is given by following.
3. Slice tilting modules for path algebras
Let Q be a connected acyclic quiver. For any arrow α : x → y in Q, denote by
α−1 : y → x its formal inverse. For any walk
w : x0
α
ǫ1
1−→ x1
α
ǫ2
2−→ · · ·
α
ǫr
r−→ xr (αi ∈ Q1, ǫi ∈ {±1}, ∀i ∈ {1, · · · , r})
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on Q, we put c+(w) := #{i | ǫi = +1}. Then we set
lQ(x, y) :=
{
min{c+(w) | w : walk from x to y on Q} x 6= y
0 x = y
.
Definition 3.1. Let Q be a connected acyclic quiver. Then the translation quiver ZQ is
defined as follows.
• (ZQ)0 := Z×Q0.
• (ZQ)1 := {(r, α) : (r, x)→ (r, y) | Q1 ∋ α : x→ y} ⊔ {(r, α
−) : (r, x)→ (r + 1, y) |
Q1 ∋ α : y → x}.
It is well-known that the pre-projective component of the Auslander-Reiten quiver of
modΛ is viewed as a full subquiver of the translation quiver Z≥0Q
op via the assignment
τ−rP (x) 7→ (r, x). More precisely if Q is not a Dynkin quiver, then above assignment is
induces a quiver isomorphism. If Q is a Dynkin quiver, then above assignment is extended
as a quiver isomorphism Γ(Db(modΛ)) ≃ ZQop, where Db(modΛ) is the bounded derived
category of modΛ and Γ(Db(modΛ)) is its Auslander-Reiten quiver.
Lemma 3.2. Let Q be a connected acyclic quiver. Then there is a path from (r, x) to
(s, y) on the translation quiver ZQop if and only if s ≥ r + lQ(x, y).
Proof. Assume that there is a path
W : (r, x) = (r0, x0)→ · · · → (rl, xl) = (s, y).
By definition of (ZQop)1, there is a walk
w : x = x0 − x1 − · · · − xl = y
on Q. Note that there is an arrow (t, a) → (u, b) in (ZQop)1 if and only if one of the
following holds:
(a) a← b in Q and t = u.
(b) a→ b in Q and t+ 1 = u.
Therefore we have that
s = r + c+(w) ≥ r + lQ(x, y).
Conversely, we assume that s ≥ r + lQ(x, y). Let w : x = x0 − · · · − xl = y be a walk on
Q such that c+(w) = lQ(x, y). Then we have a path
(r, x) = (r0, x0)→ · · · → (rl, xl) = (rl, y).
Then it is easy to check that rl − r0 = c
+(w) = lQ(x, y). We conclude that there exists
a path from (r, x) to (r + lQ(x, y), y). Since s ≥ r + lQ(x, y), we have a path from
(r + lQ(x, y), y) to (s, y). In particular, there is a path from (r, x) to (s, y). 
Definition 3.3. Let A be a finite dimensional algebra over k and let S be a full subquiver
of the Auslander-Reiten quiver Γ(modA) of modA. Then S said to be a slice if S satisfies
the following.
(S1) addS0 contains a sincere module M ∈ modA.
(S2) Let X, Y ∈ S0 and let W be a path from X to Y on Γ(modA). Then for any Z
in W is in S0.
(S3) Let X be an indecomposable module. Then at most one of X , τ−X is in S0.
(S4) Let X → Y be an arrow in Γ(modA). If Y ∈ S0, then either X or τ
−X is in S0.
If X ∈ S0, then either Y or τY is in S0.
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Let S be a slice of a finite dimensional algebra A. Then S0 is finite and TS :=
⊕
X∈S0
X
is a tilting module such that EndA(TS) is hereditary (see [R, Section 4.2]). We call TS a
slice tilting module.
Lemma 3.4. We have the following.
(1) There is a chain of irreducible maps from τ−rP (x) to τ−sP (y) if and only if
s ≥ r + lQ(x, y).
(2) Let T =
⊕n
x=1 τ
−rxP (x) be a slice tilting module. Then there is a chain of irre-
ducible maps from τ−rxP (x) to τ−ryP (y) if and only if ry = rx + lQ(x, y).
(3) T =
⊕n
x=1 τ
−rxP (x) is a slice tilting module if and only if ry ≤ rx + lQ(x, y) for
any x, y.
Proof. (1) If Q is non-Dynkin, then the pre-projective component of Γ(modΛ) is the
translation quiver Z≥0Q
op. If Q is Dynkin, then the Auslander-Reiten quiver of Db(modΛ)
is the translation quiver ZQop. Note that for any pair of integers i > j and for any
X, Y ∈ indΛ, there is no path from X [i] to Y [j] where we denote by X [i] the i-th shift of
X in Db(modΛ). Now the assertion follows from Lemma 3.2.
(2) Let w be a walk w : x = x0
α
ǫ1
1−→ x1
α
ǫ2
2−→ · · ·
α
ǫl
l−→ xl = y from x to y such that
lQ(x, y) = c
+(w).
Since T is a slice tilting module, there is a walk
τ−rxP (x) = τ−rx0P (x0)− τ
−rx1P (x1)− · · · − τ
−rxlP (xl) = τ
−ryP (y).
We also have a path
(r, x) = (rx0, x0)→ (sx1, x1)→ · · · → (sxl, xl) = (sy, y)
on ZQop associated with w. Then, by definition of (ZQ)1, we have sxp ≥ rxp (∀p). Note
that there is an arrow (t, a)→ (u, b) if and only if one of the following holds:
(a) a← b in Q and t = u.
(b) a→ b in Q and t+ 1 = u.
Therefore we have
ry ≤ sy = rx + c+(w) = rx + lQ(x, y).
We remark that above inequality implies that if T is a slice tilting module, then ry ≤
rx+lQ(x, y) for any x, y. If there is a chain of irreducible maps from τ
−rxP (x) to τ−ryP (y),
we have
ry ≥ rx + lQ(x, y).
Thus ry = rx+ lQ(x, y). On the other hand if ry = rx+ lQ(x, y), then we have ry = sy. In
particular, there is a chain of irreducible maps from τ−rxP (x) to τ−ryP (y).
(3) We already checked that if T is a slice tilting module, then ry ≤ rx + lQ(x, y) for
any x, y. Thus we assume that ry ≤ rx + lQ(x, y) for any x, y. By the Auslander-Reiten
duality, we have
dimExtΛ(τ
−ryP (y), τ−rxP (x)) = dimHomΛ(τ
−rxP (x), τ−ry+1P (y)).
Since ry − 1 < rx+ lQ(x, y), there is no path from τ
−rxP (x) to τ−ry+1P (y). In particular,
we obtain that HomΛ(τ
−rxP (x), τ−ry+1P (y)) = 0. We conclude that T is a tilting module.
Now let S = S(T ) be a full subquiver of Γ(modΛ) with S(T )0 = {τ
−rxP (x) | x ∈ Q0.} It
is sufficient to show that S is a slice. Since T is a tilting module, we have that S is sincere.
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LetW be a path from τ−rxP (x) to τ−ryP (y) on Γ(modΛ) and let Z be an indecomposable
module on W . Note that Z is pre-projective. Thus we may assume that Z = τ−sP (z). If
s < rz, then By (1), we have rz > s ≥ rx + lQ(x, z). This is a contradiction. If s > rz,
then we have that ry ≥ s+ lQ(z, y) > rz + lQ(z, y). We reach a contradiction. Therefore
we have Z = τ−rzP (Z) ∈ S0. Consider an arrow X → τ
−ryP (y) in Γ(modΛ). We show
that either X or τ−X is in S0. We may assume that X = τ
−rP (x). Note that one of the
following holds:
(i) There is a path from τ−rxP (x) to τ−ryP (y).
(ii) There is a path from τ−ryP (y) to τ−rxP (x).
In the case of (i), we have r ≥ rx and ry ≥ r + lQ(x, y) ≥ rx + lQ(x, y). We conclude that
ry = r + lQ(x, y) = rx + lQ(x, y). Therefore we have X ∈ S0. Similarly, in the case of
(ii), we can check that τ−X ∈ S0. Now same argument implies that if there is an arrow
τ−rxP (x) → Y , then either Y or τY is in S0. Finally it is obvious that if X ∈ S0 then
τ−X 6∈ S0. We conclude that S is a slice. 
Remark 3.5. Let S be a slice in pre-projective component of Γ(modΛ) and let X be a
source of S. If S ′ is a full sub quiver with S ′0 = S0 ⊔ {τ
−X} \ {X}, then we can check
that S ′ satisfies (S2), (S3) and (S4). By the condition (S4) and the fact that X is source
of S, we have that for any irreducible map X → Y , Y is in S0. Hence X is a submodule
of finite direct sums of copies of TS/X . We conclude that TS/X is sincere. In particular,
S ′ satisfies (S1) and so S ′ is a slice. In this case, we call S ′ a mutation of S at a source
X and denote S
X
→ S ′.
Lemma 3.6. Let T =
⊕n
x=1 τ
−rxP (x), T ′ =
⊕n
x=1 τ
−sxP (x) are two slice tilting modules
with T ≥ T ′. Then we have the following.
(1) For any x, we have rx ≤ sx.
(2) If T > T ′, then there is a path
T = T0 → T1 → · · · → Tl = T
′
on tiltΛ such that add
⊕l
k=0 Tk = add
⊕n
x=1
⊕r′x
r=rx
τ−rP (x).
Proof. (1) Suppose that rx ≥ sx. If Ext
1
Λ(τ
−sxP (x), T ) 6= 0, then by Auslander-Reiten
duality, we have HomΛ(τ
−ryP (y), τ−sx+1P (x)) 6= 0 for some y. Thus there is a chain
of irreducible maps from τ−ryP (y) to τ−sx+1P (x). In particular, there exists a chain of
irreducible maps from τ−ryP (y) to τ−rxP (x). By Lemma 3.4, we obtain
ry + lQ(y, x) = rx > sx − 1 ≥ ry + lQ(y, x).
This is a contradiction. Therefore Ext1Λ(τ
−sxP (x), T ) = 0. Since Ext1Λ(T, T
′) = 0, we
have that sx = rx.
(2) Assume that T = TS > T
′ = TS′ . We prove the assertion by using induction on
t = t(T, T ′) := Σnx=1(sx − rx). If t = 1, then the assertion is follows from (1). We
assume that the assertion holds for any t < m (m ≥ 2), and consider the case t = m.
Let ψ = {a | τ−raP (a) is a source of S}. Now we suppose that ra = sa for any a ∈ ψ.
Since for any x ∈ {1, 2, . . . , n} \ ψ, there is a element a in ψ such that there is a chain of
irreducible maps from τ−raP (a) to τ−rxP (x). By using Lemma 3.4 (2), we have that
sx ≥ rx = ra + lQ(a, x) = sa + lQ(a, x).
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Therefore, by Lemma 3.4 (3), we obtain sx = rx. Thus T = T
′. This is a contradiction.
Hence there is a element a ∈ ψ such that sa > ra. Then we have TS → TS′′ > TS′, where
S ′′ is a complete slice obtained from S by applying mutation at τ−raP (a). Thus we have
TS′′ =
⊕n
x=1 τ
−r′′xP (x) where r′′x = rx for any x ∈ {1, . . . n} \ {a} and r
′′
a = ra + 1. Since
t(T ′′, T ′) = m− 1, we have that there is a path
T ′′ = T1 → T2 → · · · → Tl = T
′
on tiltΛ such that add
⊕l
k=1 Tk = add
⊕n
x=1
⊕r′x
r=r′′x
τ−rP (x). Therefore the path
T = T0 → T1 → · · · → Tl = T
′
satisfies the desired property. 
4. Lengths of maximal green sequences for quivers of type An
In this section we always assume that Q is a quiver of type An and show the following.
Theorem 4.1. We have {l ∈ Z≥0 | greenl(Q) 6= ∅} = [n,
n(n+1)
2
].
Let Γ = Γ(modΛ) be the Auslander-Reiten quiver of modΛ. Then
Γ1 = Γ1(1) ⊔ Γ1(2)
where Γ1(1) (resp. Γ1(2)) is the set of all arrows of following form:
τ−riP (i)→ τ−rjP (j) with j = i− 1 (resp. τ−riP (i)→ τ−rjP (j) with j = i+ 1).
We denote by X a unique sincere indecomposable Λ-module. Since we have
HomΛ(P (1), X) 6= 0 6= HomΛ(P (n), X)
and Γ is standard (see [R, Section 2.4]), we have that there is a unique path
P (1) = τ−r1P (1)→ τ−r2P (2)→ · · · → τ−riP (i) = X
in Γ and there is a unique path
P (n) = τ−rnP (n)→ τ−rn−1P (n−1) → · · · → τ−riP (i) = X
in Γ. We set Ξ := {τ−rP (j) ∈ indmodΛ | r < rj} and Ξ¯ := {τ
−rP (j) ∈ indmodΛ | r ≤
rj}.
Lemma 4.2. Ext1Λ(X,Ξ) 6= 0. Moreover,
⊕n
j=1 τ
−rjP (j) is a maximum element of
s-tiltX(Λ).
Proof. By following rule, we regard Ξ¯ as a full subquiver of Z× Z.
• X = (0, 0).
• If Y → Z ∈ Γ1(1), then Y = Z − (1, 0).
• If Y → Z ∈ Γ1(2), then Y = Z − (0, 1).
By definition, we have Ξ¯ ⊂ {(−p,−q) | 0 ≤ p ≤ n− i, 0 ≤ q ≤ i−1} and Ξ ⊂ {(−p,−q) |
0 < p ≤ n− i, 0 < q ≤ i− 1}. Let X ′ = (−p,−q) ∈ Ξ¯. We have that
(−p,−q)→ (−p+ 1,−q)→ · · · → (0,−q) 6≡ 0 mod
mesh
∼ ,
where
mesh
∼ is the mesh relation. This means that HomΛ(X
′, τ−ri−qP (i−q)) 6= 0. We remark
that X is faithful and HomΛ(τ
−ri−qP (i − q), X) 6= 0. Therefore Lemma 2.1 implies that
0 6= f ∈ HomΛ(τ
−ri−qP (i− q), X) is injective. In particular, we have that
HomΛ(X
′, X) = 0.
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Note that for any X ′′ ∈ Ξ, we have that τ−1X ′′ ∈ Ξ¯. Therefore we have
dimExt1Λ(X,X
′′) = dimHomΛ(τ
−1X ′′, X) 6= 0
for any X ′′ ∈ Ξ. Since there is no path from X to τ−rj+1P (j), we have
dimExt1Λ(τ
−rjP (j), X) = dimHomΛ(X, τ
−rj+1P (j)) = 0.
Since there is no path from τ−rj−1P (j) to X , we also have
dimExt1Λ(X, τ
−rjP (j)) = dimHomΛ(τ
−rj−1P (j), X) = 0.
We conclude that
⊕n
j=1 τ
−rjP (j) is maximum element of s-tiltX(Λ). 
X
Ξ
P (n)
P (1)
⊕n
j=1 τ
−rjP (j)
Let X = τ sn−iI(n− i)→ τ sn−i+1I(n− i+ 1)→ · · · → τ snI(n) = I(n) be a unique path
from X to I(n) and X = τ sn−iI(n − i) → τ sn−i−1I(n − i − 1) → · · · → τ s1I(1) = I(1) a
unique path from X to I(1). Then we have following dual result for Lemma 4.2.
Lemma 4.3.
⊕n
j=1 τ
s
j I(j) is a minimum element of s-tiltX(Λ).
We now prove Theorem 4.1
Proof. Let X be a unique indecomposable sincere module, T a maximum element of
s-tiltX(Λ) and T
′ a minimum element of s-tiltX(Λ). Then there is a vertex i of Q and a
non negative integer r such that X ≃ τ−rP (i). Then by Theorem 1.19, we have that
(∗) s-tiltX(Λ) ≃ s-tilt(Λ1 × Λ2) = s-tilt(Λ1)× s-tilt(Λ2),
where Λ1 = k(1← 2← · · · ← i− 1) and Λ2 = k(i+ 1→ i+ 2→ · · · → n).
We first show that the assertion holds in the case n ≤ 5. It is easy to check in the
case n = 1. If n = 2, 3, then the assertion directly follows from Example 1.10 and
Example 1.21. We assume that n = 4. Since s-tilt(Λop) ≃ s-tilt(Λ)op, we may assume that
1 is source of Q. Then Λ/P (1) ∈ s-tilt(Λ) and
{T ∈ s-tilt(Λ) | T ≤ Λ/P (1)} = {T ∈ s-tilt(Λ) | 1 6∈ supp(T )} ≃ s-tilt(k(Q \ {1})) · · · (∗∗).
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Therefore, for any l′ ∈ [3, 6], there is a path from Λ to 0 in s-tilt(Λ) with length l′ + 1.
Therefore for any l ∈ [4, 7], there is a maximal green sequence for Q with length l.
Lemma 3.6 and (∗) also implies that for any l ∈ [9, 10], there exists a maximal green
sequence for Q with length l. In fact, we have that
(i− 1)i+ (n− i)(n− i+ 1)
2
− (n− 1) ≥ 1 (n = 4).
Hence, it is sufficient to show that there is a maximal green sequence for Q with
length 8. Then we have that
⊕
i∈supp(P (1)) I(i) is a minimum element of s-tiltP (1)(Λ).
Since s-tiltP (1)(Λ) ≃ s-tilt(k(Q \ {1})), for any l
′ ∈ [3, 6], there is a path from Λ to⊕
i∈supp(P (1)) I(i) with length l
′. We conclude that for any l ∈ [3 + #supp(P (1)), 6 +
#supp(P (1))], there exists a maximal green sequence for Q with length l. Then the as-
sertion follows from the fact that 2 ≤ #supp(P (1)) ≤ 4. Similarly, we can check that
the assertion holds in the case n = 5. We now prove the assertion for n > 5 by using
induction on n. Therefore we may assume that n ≥ 6 and the assertion holds for any
k < n.
Note that (∗∗) and hypothesis of induction imply that for any l ∈ [n, n(n−1)
2
+ 1], there
is a path from Λ to 0 in s-tilt(Λ) with length l′ + 1. By hypothesis of induction, we see
that for any l′ ∈ [n − 1, (i−1)i
2
+ (n−i)(n−i+1)
2
], there is a path from T to T ′ with length l′.
Hence Lemma 3.6 shows that for any
l ∈ [
n(n + 1)
2
− (
(i− 1)i+ (n− i)(n− i+ 1)
2
− (n− 1)),
n(n+ 1)
2
],
there exists a maximal green sequence for Q with length l. Therefore it is sufficient to
show that
n(n + 1)
2
− (
(i− 1)i+ (n− i)(n− i+ 1)
2
− (n− 1)) ≤
(n− 1)n
2
+ 2.
If n = 2k (k ≥ 3) is even, then we have
n(n+1)
2
− ( (i−1)i+(n−i)(n−i+1)
2
− (n− 1)) ≤ n(n+1)
2
− ( (k−1)k+(n−k)(n−k+1)
2
− (n− 1))
= k2 + 3k − 1
≤ 2k2 − k + 2 = (n−1)n
2
+ 2.
If n = 2k + 1 (k ≥ 3) is odd, then we have
n(n+1)
2
− ( (i−1)i+(n−i)(n−i+1)
2
− (n− 1)) ≤ n(n+1)
2
− (k(k+1)+(n−k−1)(n−k)
2
− (n− 1))
= k2 + 4k + 1
≤ 2k2 + k + 2 = (n−1)n
2
+ 2.

5. Lengths of maximal green sequences for a quiver of type A˜n,1
In this section, we consider a path algebra Λ = kQ of type A˜n,1.
Lemma 5.1. Let Λ = T0 → T1 → · · · → Tl = 0 be a path in s-tilt(Λ). Assume that
Tr−1 ∈ tiltΛ and Tr /∈ tiltΛ with supp(Tr) = Q0 \ {i}. Then i 6= n and P (i+ 1) ∈ addTr.
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Proof. We first shows that Tr has no non-zero pre-injective direct summand. If Tr has
non-zero pre-injective direct summand, then there is an integer k ∈ {1, 2, . . . , r− 1} such
that Tk−1 has no non-zero pre-injective direct summand and Tk has non-zero pre-injective
direct summand I. By Proposition 2.6, we have that Tk−1 has at least two pre-projective
indecomposable direct summands. Therefore Tk has non-zero pre-projective direct sum-
mand P . We conclude that Tk has both a non-zero pre-projective direct summand P
and a pre-injective direct summand I. This is a contradiction. In particular, Tr has
no non-zero pre-injective direct summand. Now Proposition 2.6 implies that there is a
pair (s, j) ∈ Z≥0 × Q0 such that T
sTr ∈ s-tiltXj Λ. Suppose that i = n. Then, by def-
inition of r, we have s > 0. Thus τ−s+1P (0) ⊕ τ−s+1P (n) ∈ addTr. Since τ
≤0P (0) is
sincere (see Remark 2.4), we reach a contradiction. Therefore i 6= n. If s > 0, then
τ−sP (j)⊕ τ−s+1P (j + 1) ∈ addTr. Since τ
<0P (j′) is sincere for any j′ ∈ Q0, we reach a
contradiction. Therefore we have that s = 0 and j = i. 
Proposition 5.2. Let Λ = T0 → T1 → · · · → Tl = 0 be a path in s-tilt(Λ). Then we have
l ≤
n(n+ 3)
2
= n +
n(n+ 1)
2
Proof. We may assume that Tr−1 ∈ tiltΛ and Tr 6∈ tiltΛ. Then there is a unique vertex i
of Q such that HomΛ(P (i), Tr) = 0, or equivalently (dim Tr)i = 0. By Lemma 5.1, Tr has
an indecomposable direct summand P (i+1). Note that add
⊕r−1
k=0 Tk ⊂ KerExt
1
Λ(−, Tr−1)
and add
⊕l
k=r Tk ⊂ Fac Tr. Therefore we have
l = # ind add
l⊕
k=0
Tk ≤ # indKer Ext
1
Λ(−, Tr−1) ∪ Fac Tr.
If Ext1Λ(X, Tr−1) = 0 and X ∈ Fac Tr, then X ∈ addT . In particular, we have
# indKer Ext1Λ(−, Tr−1) ∪ Fac Tr = # indKer Ext
1
Λ(−, Tr) + # indFac Tr − n.
By Auslander-Reiten duality, we have
Ext1Λ(X, Tr−1) = 0⇔ HomΛ(Tr−1, τX) = 0.
Hence we have
# indKer Ext1Λ(−, Tr−1)− n− 1 ≤ # indKerHomΛ(Tr−1,−).
We conclude that
l ≤ # indKerHomΛ(Tr−1,−) + # indFac Tr + 1.
Now we let χ := {X ∈ KerHomΛ(Tr−1,−) | HomΛ(P (i), X) 6= 0}. We claim that
# indχ ≤ n−1. Let χ¯ := {X ∈ modΛ | HomΛ(P (i+1), X) = 0,HomΛ(P (i), X) 6= 0}. We
note that I(i) ∈ χ¯ and # indχ ≤ n. Since P (i+1) ∈ addTr, we have P (i+1) ∈ addTr−1.
In particular, χ ⊂ χ¯. Therefore it is sufficient to show that χ 6= χ¯. Since Tr−1 ∈ tilt(Λ),
there is an indecomposable pre-projective direct summand P = τ−rP (j) 6≃ P (i + 1) of
Tr−1. If r > 0, then τ
rI(i) is sincere and we have
HomΛ(P, I(i)) ≃ HomΛ(P (j), τ
rI(i)) 6= 0.
Thus I(i) 6∈ χ. Therefore we may assume that P = P (j). Let X be a unique sincere
indecomposable k(Q \ {i + 1})-module. Then we can regard X as an indecomposable
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Λ-module. Since j 6= i+ 1, we have
HomΛ(P (j), X) 6= 0.
Therefore we have X 6∈ χ. We conclude that χ 6= χ¯.
Now we have
l ≤ # indχ+# ind(KerHomΛ(Tr−1,−) ∪ Fac Tr) ∩KerHomΛ(P (i),−) + 1
≤ n− 1 + n(n+1)
2
+ 1 = n(n+3)
2
.

Theorem 5.3. Let Q = Q(n) be a quiver of type A˜n,1. Then we have
{l ∈ Z≥0 | greenl(Q) 6= ∅} = [n + 1,
n(n + 3)
2
].
Proof. Let 1 ≤ i ≤ n. We consider s-tiltP (i)(Λ) ≃ s-tilt(kQ \ {i}). Note that s-tiltP (i)(Λ)
has a maximum element Λ and a minimum element Ii, where Ii is a injective tilting
module of k(i → · · · → n). (Ii is not injective as a Λ-module) Then we can check that
there is a unique path from Ii to 0 and its length is equal to n− i+1. Since s-tiltP (i)(Λ) ≃
s-tilt(kQ \ {i}) , for any maximal green sequence i of Q \ {i}, there is a path from Λ to
Ii whose length is equal to the length of i. Therefore Theorem 4.1 implies that for any
l′ ∈ [n, . . . , n(n+1)
2
], there exists a path from Λ to Ii in s-tilt(Λ) with length l
′. Hence, for
any l ∈ {n+n− i+1, . . . , n(n+1)
2
+n− i+1}, there exists a maximal green sequence with
length l. 
Remark 5.4. Under Conjecture 1.8, T. Bru¨stle, G. Dupont and M. Pe´rotin already
calculated max{l ∈ Z≥0 | greenl(Q
(n)) 6= ∅} for n < 8.
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