Abstract-In various nuances of evolutionary algorithms it has been observed that variable sized genomes exhibit large degrees of redundancy and corresponding undue growth. This phenomenon is commonly referred to as "bloat." The present contribution investigates the role of crossover operators as the cause for length changes in variable length genetic algorithms and linear GP. Three crossover operators are defined; each is tested with three different fitness functions. The aim of this article is to indicate suitable designs of crossover operators that allow efficient exploration of designs of solutions of a wide variety of sizes, while at the same time avoiding bloat.
I. INTRODUCTION
A common problem of variable sized genomes is that solutions tend to get infested with non-functional parts that hitchhike with fit solutions, a phenomenon commonly known as bloat. Bloat might lead to substantial increases of the genome size relative to what would actually be required.
This phenomenon is well known from many varieties of evolutionary computation and has received particular attention in the field of genetic programming (see for example Langdon et al. [11] or Banzhaf and Langdon [1] ). In GP the most common method to limit bloat is so-called maximal depth restriction [10] ; basically this method sets a limit to the allowed maximal depth of individual candidate solutions. A number of variants of this method exist. A problem common to all approaches that in some way cap the size of individuals is that the best solutions might require encodings that are longer than the chosen cap-size. Another possibility is to allow bigger individuals as long as their increased size is somehow counterbalanced by an increased fitness; one method that achieves this is parsimony pressure (see for example [14] , [20] ). Again, the problem with these methods is that it needs to be specified precisely how fitness can counter-balance size; in the context of parsimony pressure this problem has been recognized and addressed by Luke [13] . Finally there have also been attempts to control bloat by introducing and limiting a "resource" that is required to construct candidate solutions. Then bloat is controlled by the scarcity of this resource; see for example Silva et al. [18] , [19] .
This contribution will specifically focus on the problem of bloat in the context of linear GP [3] and variable length genetic algorithms (GA). Standard GAs [6] are traditionally used with a fixed length genome. This is suitable for many optimization tasks but can also be restrictive in certain applications. Specifically in situations where the optimal size of the system to be evolved might not be known. One example where this could be the case is the evolution of chemical systems, such as for example cell signaling networks [5] . Furthermore, there is strong evidence that growth phenomena are important in the evolution of real genomes [9] .
There are relatively few attempts to use variable length GAs. Harvey introduced the species adaptation genetic algorithm [8] which allowed certain variations of genome sizes in GAs; this work was recently further developed by Bull [4] . Other applications include Grefenstette et al who constructed a GA to learn tactical decision rules [7] , Wu and Garibay introduced the "Proportional Genetic Algorithm" [21] ; this is a more biologically motivated version of classical GAs that uses explicit genes to encode information about the genome.
As far as bloat reduction in linear GP and variable length GAs is concerned, similar concerns apply as described above: Limiting the maximum allowed genome length excludes all (potentially very good) solutions beyond the chosen limit. Applying a fitness penalty to the genome size introduces an additional arbitrary parameter. This might again lead to good (but long) solutions being missed if this parameter is not set correctly. A second possibility is to reduce redundancy at run-time by removing junk-entries in the genomes. The problem here is that it might not be obvious whether or not a particular part of the genome is actually redundant or not. Precisely how feasible this approach is will depend on the specific circumstances of the application.
Instead of focusing on various ways to control bloat once it arises, this article will concentrate on the designs of crossover operators (for variable length GAs and linear GP) that minimize its occurrence in the first place, more specifically the design of the cross-over operator: With respect to the crossover operator, the main difference between fixed length GAs and variable length GAs/linear GP is that in the latter the operator needs to be defined for chromosomes of un-equal length. Precisely how the cross-over points are chosen will determine the possible range of the length of the offspring. In general there are two conflicting requirements that need to be satisfied by the cross-over operator. Firstly, as stated above, the operator should be designed in such a way as to minimize bloat. This requirement would be best satisfied by a fixed-length representation. Hence, the second requirement is that the GA/linear GP has some mechanism to explore solutions from a range of different sizes. Again, if this second requirement is given too much weight, then code bloat is the inevitable result. The ideal operator would enable exploration without causing extensive code bloat.
In this article we will test a number of crossover operators with respect to these formulated criteria. The aim is to find a design that strikes a good balance between exploration and code bloat. The focus of this paper on the crossover operator is not meant to imply that careful design of the crossover operator can/should be the only way to reduce bloat in variable length GAs/linear GP. Also crossover may not be the only source of size variation in a specific variable length GA/linear GP. Such additional sources of length variation and their impact on bloat will then need to be considered separately. This article will ignore any additional such sources and concentrate on investigating the effects of possible crossover operators on bloat.
Previous work on bloat in variable length GA/linear GP includes theoretical predictions of the length distribution of genomes. Rowe and McPhee [17] considered an infinite population model and a flat fitness function. For various operators they derive the limiting length distribution of the population. While the results of this work are exact, they assume very simplified scenarios.
The present article is organized as follows: In section II the 3 fitness functions that are used as test functions are defined; each of these functions has different characteristics in terms of the length of solutions it favors; furthermore none of the functions used here represents particularly hard problems. This allows the GA to find the optimal solution quickly thus providing a good basis for comparing the tendency for bloat among the optimal solutions. These operators are also introduced in section II.
Section III presents the main results of our simulations. Since the chosen fitness functions are relatively easy to solve, in all experiments discussed below the optimal solution has been found within very short time (except for one case; see below). Hence, what varies throughout the simulations is not the fitness of the solutions but rather the length of the genomes as the evolutionary system explores neutral mutants of the optimal solutions. Throughout this contribution we will therefore concentrate on this aspect of genome length rather than on the fitness of the solution.
What is absent from all experiments below is mutation. In all simulations the mutation rate was set to zero. The reason for neglecting mutations is that they introduce a number of second order effects. Our studies have shown that these do lead to interesting effects; yet it is not clear how these effects are to be interpreted in a more general context. We decided therefore not to include the role of mutations into this report.
II. DESCRIPTION OF THE MODEL
The model is a simple implementation of a variable length GA. In all the experiments reported here we used a population size of 1000 and a tournament selection with tournament size 10. In all simulations we performed 5 million tournaments. For practical reasons it was necessary to set an upper limit for the length of the genome; this was necessary in order to prevent the occurrence of too large genomes that would exhaust the available computational resources. This limit was kept constant at 200000 for all experiments. The population was initialized with random strings of 1's and 0's. The initial length of strings was randomly chosen between 3 and 2000. The figures illustrating the changes of genome length over time were produced as follows: At every 1000 time steps the sizes of all genomes in the population at this time were recorded. This resulted in a data file with 5 million entries. The figures in this article were produced by plotting every tenth point in these files. This reduction did not qualitatively change the graphs but substantially reduced the computational resources needed to produce and handle the relevant figure files.
A. Fitness functions
We experimented with three different fitness functions. The first fitness-function, ff 1 , was inspired by the Ising model. If s i is the i-th entry on the genome string of length L, then ff 1 is
Note that we follow the convention that small fitness values are better than high fitness values.
In the case of ff 1 the fitness is independent of the length, in the sense that the fitness contribution is averaged over the length of the genome. Hence, this fitness function has no inherent length bias. The maximum fitness can be reached by candidate solutions of all allowed sizes. Any solution longer than 2 constitutes bloat.
The second fitness function simply measures the distance of the solution from a target contents of exactly n 1's in the genome. In this report n was chosen to be 18. Thus a string entirely consisting of zeros would have a fitness of 18, whereas a string that is 100 long with exactly 18 1's would have the optimal fitness of 0. The second fitness function is:
Other than ff 1 this fitness function does have a certain length bias. There is a minimum length (here: 18) which is required for a solution to obtain the maximal fitness. Once this maximum fitness is reached, there is no necessity for solutions to grow any further in size, as it will not lead to better fitness. If there are candidate solutions that are substantially longer than 18, then this must be regarded as an indication for bloat.
Finally the last fitness-function ff 3 that will be investigated here equates fitness with the number of leading 1's multiplied by -1. For example the string 0111111111 has a fitness of zero, whereas 11011111011 has a fitness of -2 (which is better). Unlike the first fitness function, in ff 3 the fitness is not normalized by length, so there is a strong length bias in the sense that the length of a solution sets a hard limit for the best possible fitness value it can obtain. So, an increase of length beyond a certain limit would not be an indication of bloat; instead one could take the value of ff 3 (L) + L as an indication of bloat; whenever it is greater than zero, then bloat is present. As it will turn out, bloat, however is not an issue with ff 3 . Instead, in the present context experiments with this fitness-function will be taken as an indicator whether or not a given crossover operator can efficiently explore solutions of various lengths to find the optimal solution (given the imposed upper limit of the length of the genomes, the optimal solution would be of length 200000).
In summary, we have chosen three different fitness functions each with a different length bias and thus corresponding potentials to exhibit bloat.
B. Crossover operators
We will now describe the crossover operators used. If the crossover points on both parents are chosen randomly then the length of the offspring will typically be different to the length of both parents. Precisely how different the length of the offspring is (in a statistical sense) will determine the tendency of the corresponding operator to cause bloat. In this article three different crossover operators are considered.
The first operator O 1 is a straightforward extension of the fixed length case. For each of the two parent strings p 1 and p 2 the crossover point is chosen between 1 and the length of the string L(p x ); denote the respective crossover points by p 1,n1 and p 2,n2 . The offspring will then be the new string composed of the left part of p 1 and the right part of p 2 :
One property of O 1 is that the offspring p off might substantially differ in length from its parents. While some variation in length is desirable in variable length GAs/linear GP, too much of it may not be. An alternative crossover operator, O 2 , works according to the same principle as O 1 but the choice of the crossover points is constrained so that the length of the offspring does not differ from L(p 1 ) by more than a fixed number; in all experiments reported here this number was kept fixed at 10. The third crossover operator, O 3 , works in the same way as O 2 but the difference between L(p 1 ) and L(p off ) may be up to 10 percent of p 1 .
III. RESULTS

A. Flat fitness
We performed a number of simulations to understand the behavior of the variable length GA. In what follows we are primarily interested in the lengths of the solution rather than in their fitness. In order to understand the inherent biases of the crossover operators we performed a number of simulations with a flat fitness function (that is all genomes have equal fitness). and maximum length vary strongly. Qualitatively, however, different runs are similar to one another, in the following sense: The standard deviation is typically close to the mean; for example in the particular run shown in figures 1 the mean length of genomes taken over the entire simulation is just under 380 with a standard deviation of 346. This large deviation of the actual behavior from the mean behavior is a consequence of intermittent explosions of the genome size; these are clearly visible in figure 1. Larger genome-sizes are distributed roughly exponentially (over the course of a simulation). Figure 3 shows the histogram of the distribution of the genome length in a simulation of O 1 in a flat fitness landscape (note that data plotted is taken from a different run to that in figure 1 ). It is in agreement with a theoretical prediction by Rowe and McPhee [17] of the behavior of an infinite population.
Crossover O 3 shows qualitatively different behavior. As shown in figure 1 (right) there are large genomes at early stages of the simulation. Over time the maximum sizes go down, although variations persist. Roughly in the second half of the run the genome sizes have substantially reduced. Closer inspection shows that in this area the largest sizes are around 200, apparently remaining stable over time from then . After a short time, most of the genome lengths have "died" out and eventually only a narrow band of possible lengths remains. This is due to the "hoovering" effect described in the main text. This qualitative effect is shown by all runs that use the same settings but the location of the band of genome lengths on which the system settles varies from run to run. on. Note again that figure 1 shows a single run, yet repeated simulations show the same qualitative behavior (data not shown). The observed behavior can be explained by the properties of O 3 . The possible size of the offspring is limited to be within 10 percent of the length of the parent. Hence the longer the genomes in the population the more variation one would expect; this variation can go in both directions, towards longer and shorter genomes, but once the population consists of short genomes only, the possible variations per crossover event are smaller; as a results there will be less growth in absolute terms; short genomes thus act as sinks. For the particular parameters chosen the systems eventually settles into an exponential distribution with a maximum observed genome size of about 200.
Finally, the second crossover operator shows a similar effect yet with a different outcome. One genome size "hoovers" up all others. A closer inspection of figure 2 shows that the simulation with O 2 starts with the lengths well distributed over the initially allowed range between 0 and 2000. After a short time, only 4 relatively narrow bands of genome sizes remain; after about a fifth of the simulation time all but one of them have died out and all genomes are in one single narrow size band. This effect is explained by a process similar to size related growth. Note that independent of the length of a genome, it's offspring can always only differ from parent 1 by at most 10. Furthermore, note that the offspring created replaces a randomly chosen member of the population. After inserting the offspring into the population, the number of genomes that are within 10 of parent 1 has either stayed the same or increased by 1. Remember that parent 1 is also chosen at random. The more genomes there are in a particular size band the more likely it becomes that the next chosen parent 1 is from this band and hence the more likely it is that the number of genomes in this band grows by 1. The effect observed here is closely related to well known examples of spontaneous symmetry breaking in complex systems [2] .
The width of the observed band depends on the allowed absolute length change between parent 1 and offspring. In the limit of very large allowed changes, the system would approach the behavior of operator O 1 . By the same token, smaller allowed variations lead to narrower bands.
In summary, experiments with the three crossover operators show their different characteristics. Operator O 1 approaches an exponential distribution. Operator O 3 on the other hand does have a bias for shorter solutions, in the sense that once there are only short genomes in the population, genome lengths will remain short. Finally, operator O 2 has a limited ability to explore various genome sizes, particularly once the population has converged.
B. Introducing Fitness
In this sections we will describe results obtained with the three crossover operators and the three fitness functions.
The first fitness function does not have a strong length bias as solutions of all sizes can acquire maximal fitness. Simulations with O 1 show that the optimal fitness is found within very short time (data not shown); from then on only individuals with the optimal solution appear in the population. At early stages of the simulation only short genomes are retained. This is readily explained by the fact that long genomes are very unlikely to have uninterrupted long stretches of either only 1's or only 0's (and therefore good fitness); very short random genomes are not only more likely to have good fitness but it is also easier to improve their fitness by a few crossovers only. This is reflected by the fact that initially genome sizes are very short in the simulations with O 1 (in figure 4) . In due course the GA also explores longer solutions. Due to the particular characteristics of the Ising model fitness function once solutions are found they can easily be combined via crossover to give new optimal fitness solutions. Once all sub-optimal solutions have been Fig. 4 . Fitness-function ff1: Time evolution of the genome sizes for the operators O1 (top) and O2 (bottom). These figures show that for the first fitness function operator O1 leads to bloat whereas the second crossover operator quickly settles on very small genome lengths only. The third operator shows similar behavior (data not shown).
removed from the population ff 1 is essentially the same as a flat fitness for the operator O 1 . This is also confirmed by the distribution of the genome sizes; this distribution (data not shown) is (after an initial period) identical to the flat fitness case.
The qualitative behaviors of O 2 and O 3 are very similar to each other but different to O 1 . They lack a substantial exploration of longer optimal solutions and throughout the simulation remain essentially restricted to short solutions. This is caused by the "hoovering" effect described above (in the case of O 2 ) and the bias for short sequences (in the case of O 3 ).
The second fitness function has a minimum length required in order for the genome to acquire optimal fitness; above this minimal genome size there are many solutions with optimal fitness. When using ff 2 there is thus a minimum size for the genome below which a solutions cannot compete (at least after the short initial period required for the system to find one optimal solution). Using O 1 with this fitness-function leads again to an exponential distribution of the genome sizes, however, with substantially higher mean length and a maximum size that reached the capsize of 200000. It is unclear whether or not the maximal solution would be bound in an un-capped version of the GA. Operators O 2 (see fig. 5 ) and O 3 (data not shown) show qualitatively similar behavior. During the first half of the simulation they settle on a symmetric distribution around a mean of about 45. This then falls to somewhat lower mean lengths between 25 and 35 (depending on the run). Common to all simulations is that (after a transitional period) the system never shows genome sizes that are substantially longer than that.
The third fitness function has an inherent bias for long solutions; the optimal solutions to ff 3 must be the longest allowed in the system. In the present case this is a genome with the length equal to the cap size (200000). Figure 6 shows that both operators O 1 and O 3 quickly lead to this optimal fitness solution. Closer inspection shows that in both cases the population is dominated by genomes equal in length to the capsize (as expected); all other sizes are substantially less frequent; although not apparent from the figure, in fact the length of nearly all solutions is equal to the cap-size. In the case of O 3 explorations of alternative solutions is restricted to a relatively small band around the capsize; note that every solution shorter than 200000 will be immediately weeded out. So, the band represents solutions that are one crossover away from the optimal solution; the smallest genome length is thus 180000 which represents a length change of 10 percent of 200000. Similarly, in the case of O 1 we also only see solutions that arise by one crossover, yet the possible change of length is greater in this case; this is reflected by the wider range of sizes in figure  6 . A very different picture is offered by O 2 . The population shows linear growth over the course of the simulation. Yet, the possible increases in size do not allow the system to find the best possible solution within the simulation time.
IV. DISCUSSION
One of the foreseeable practical problems of variable length GAs/linear GP is bloat. Whether or not bloat will occur in a particular application of a variable size GA/linear GP will also depend on the specific circumstances, the fitness-function and the density of good solutions among longer genomes. As such, the present results are limited in their generality as would always be in a study of this kind. Despite those shortcomings, we believe that the chosen fitness functions and operators give at least some indications about their inherent tendency to cause bloat.
The experiments with a flat fitness function (see figure 1 &  2) indicate the main characteristics of the chosen operators. The first operator settles on a roughly exponential distribution confirming a theoretical result by Rowe and McPhee [17] . Even though the length distribution of O 3 is comparable to Fig. 7 . Fitness-function ff3: Time evolution of the genome sizes for the operator O3. The operator O3 immediately finds the fitness maximum with the associated maximum length genomes. As in figure 6 it is not apparent (but true) that nearly all solutions are of the maximum length 200000.
O 1 initially, after a transitional period the former settles onto smaller genomes in the flat fitness case; O 1 on the other hand continues to show strong fluctuations of the genome length for the entire simulation period. In practice this means that O 1 has an innate tendency for bloat.
In the case of the flat fitness function the actually observed longest genomes in simulations of O 1 were in the order of 10000 long; the cap length of 200000 was never reached (see figure 2 . If a bias for longer genomes is introduced the situation changes drastically: The fitness-function ff 3 has a very strong bias for long sequences, in that the optimal fitness can only be achieved by the longest possible solutions; in this case it is therefore not surprising that nearly all genomes actually take the maximal length (see figure 6 ). More surprising is the fact that much weaker biases are sufficient to cause substantial bloat. The fitness function ff 2 has a more subtle bias in the sense that there is a minimum required length of 18 in order to reach optimal fitness. This threshold of 18 is relatively short compared to the longest (and even the mean) genomes in the population observed in the flat fitness case. Yet this comparatively weak bias of ff 2 was sufficient to cause an increase of the sizes of the longest observed genomes by several orders of magnitude also increasing the maximum genome size to the capsize; this is evidenced in figure 5 . ( Note that this increase in size cannot be justified by a corresponding increase in fitness because the maximum fitness was reached at early stages of the simulation.) On the other hand, the potential of O 1 for quick growth enabled it to quickly find the optimal solution in the case of the third fitness function ff 3 (see figure 6 ).
Altogether this shows that the operator O 1 has a strong tendency to cause bloat even in the absence of a bias for longer solutions; this tendency is reinforced if the fitness function has an additional bias, even a weak one. Hence, operator O 1 is good at exploration of solutions of various sizes, but fairs poorly on the issue of bloat.
The simulations presented in this report suggest the opposite conclusion for the third operator O 2 . The experiments show that the capability of this operator to explore solutions of various lengths is rather limited. In the case of a flat fitness functions O 2 locks itself into a narrow range of values (see figure 2) ; similar behavior is observed when fitness functions are introduced. Once the population has converged to a certain genome length no big length variations can happen any more. This has the effect that bloat is substantially reduced; but it also leads to an inflexibility in the case where optimal solutions are outside the range of initial values of the population and/or outside the range of an initial convergence of the population size. This is particularly well demonstrated by the simulations of O 2 with ff 3 (see figure 7) ; here the operator cannot keep up with the size changes required to find the best possible solutions within the given time. This operator thus seems to be fairly good at avoiding bloat, at least when compared to O 1 , but does so at the expense of not being able to explore larger intervals of genome sizes.
Operator O 2 appears to strike a balance between those extremes. At least in the test problems investigated here it avoided bloat in the case of fitness functions ff 1 and ff 2 but was able to quickly find the best possible solution in the case of the fitness function ff 3 .
V. OUTLOOK AND CONCLUSION
Altogether it thus appears that of the three operators investigated here, O 2 represents a useful combination between flexibility to explore solutions of various sizes and an inherent bias for shorter genomes that avoids bloat, at least in some circumstances. On the other hand, our experiments indicate that operators O 1 and O 3 are perhaps not useful except for applications that have very specific requirements. There may be applications where the user wants to restrict the length variations of the solutions or would like to explore a wide range of genome sizes.
Only real practical applications can show to what extent the results presented here will generalize to arbitrary fitness functions. These experiments however do indicate some broad characteristics of the operators under investigations; this will be useful as a general guideline for the practitioner who wishes to choose a crossover operator for a specific optimization problem.
There are several ways in which the current work can be extended. First of all it is desirable to mathematically formulate and prove properties of the behavior of the population under various operators and fitness functions. This is most likely only possible for the case of flat fitness and very simple fitness functions. At least for the case of an infinite population and the operator O 1 this has already been done [17] .
Future experimental work will need to explore the effects of various population sizes. The experiments presented here assume a rather large population size of 1000. Such population sizes might not be realistic in practical applications. Finally, and most importantly the present experiments need to be compared to harder problems. The fitness functions used here are very much toy-problems; they were chosen to investigate the specific aspects of bloat in variable length GAs/linear GP. Real problems will normally be very different in that good solutions will be rare. It is unclear to what extent this influences the present conclusions.
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