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Material refers to the substance that makes up an object. They come in various
forms, for example, solids, gases, and liquids. There are many important applica-
tions for material detection and classification, such as visual inspection, robot path
planning, and texture understanding, etc. Material detection and classification can
be achieved through imaging technology. When light enters the surface of an object,
various optical phenomena occur, and these optical phenomena are related to the
object material and the wavelength of the incident light. However, due to the lim-
ited spectral sensitivities of RGB cameras, part of the information in the outgoing
light is lost, and therefore different materials could appear the same color under the
same observation condition, i.e. metamerism occurs. Therefore, the conventional
imaging technique with usual RGB cameras makes the detection and classification
of materials difficult.
In this dissertation, we proposed novel methods for material detection and clas-
sification via spectral imaging. Specifically, our methods are based on the fact that
optical phenomena such as reflection, absorption, and scattering depends on materi-
als themselves as well as wavelengths of incident light.
In material (liquid) detection, based on the optical phenomenon of absorption
whose characteristic is described by spectral absorption coefficient, we proposed novel
camera-based spectral imaging for water detection and then extended it to water and
oil detection. First, in water detection, we propose an approach to per-pixel water
detection on unknown surfaces with a hyperspectral image. Our proposed method is
based on the water spectral characteristics: water is transparent for visible light but
translucent/opaque for near-infrared (NIR) light and therefore the apparent near-
infrared spectral reflectance of a surface is smaller than the original one when water
is present on it. Specifically, we use a linear combination of a small number of basis
vectors to approximate the spectral reflectance from visible to NIR wavelengths and
estimate the original NIR reflectance from the visible reflectance (which does not
depend on the presence or absence of water) to detect water. Second, in water and oil
detection, we propose a novel per-pixel water and oil detection method based on the
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Lambert-Beer’s law and the low-dimensional linear model for spectral reflectance. We
show that our method enables us to pixelwisely detect water and oil on surfaces with
unknown and spatially-varying reflectance at high accuracy by using a hyperspectral
image.
In material classification, because the appearance of material depends not only
on the wavelength but also on the direction of incident light, we extend camera-based
spectral imaging to illumination-based spectral imaging. We propose an approach to
one-shot per-pixel classification of raw materials on the basis of spectral BRDFs; a
surface of interest is illuminated by multispectral and multidirectional light sources
at the same time. Specifically, we achieve two-class classification from a single color
image; it directly finds the linear discriminant hyperplane with the maximal margin
in the spectral BRDF feature space by jointly optimizing the non-negative coded
illumination and the grayscale conversion. In addition, we extend our method to
multiclass classification by exploiting the degree of freedom of the grayscale con-
version. The experiments using an LED-based multispectral dome show that the
performance of our proposed method with only a single image is better than or
comparable to the state-of-the-art methods with multiple images. Furthermore, by
imposing a non-negative value and sparse constraint on the light source intensity,
our method achieves material classification with a single color image taken under a
single color image with a small number of light sources.
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Materials classification and detection （especially liquid detection, such as water
and oil） has significant implications for both scientific research and industrial ap-
plications across many disciplines, such as remote sensing [1], food inspection [2],
mineralogy, and recycling [3]. In computer vision, we primarily focus on uncoated or
unpainted raw materials classification and the detection of water and oil on surfaces.





Figure 1.1 (a) Seven iron plates: SECC,SEHC,SGCC,SGHC,SPCC,SPHC-P, and
ZAM from left to right, (b) The same metal plate under different light source direc-
tions and colors, (c) The scene of the surface with water, (d) The scene of the surface
with oil.
First, in water detection, in general, in remote sensing literature, there are well-
known methods such as NDWI, HDWI, and their extension methods [4, 5]. These
methods focus on detecting water bodies such as rivers, ponds, and oceans. On the
other hand, we focus on detecting water on surfaces where the reflectance is unknown
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and spatially-varying. Therefore, the purpose of our method is different from these
methods. In computer vision literature, in general, static water has sky reflection
outdoors, and then the area of water with sky reflection can be easily distinguished
from other terrain by brightness [6, 7]. However, outdoor water detection is still very
challenging when sky reflection is not observed. If there is water on an object surface,
the ratio of the spectral radiances on the surface at the two specific NIR bands will
change greatly when the lighting is constant[8]. However, the spectral reflectance of
surfaces such as factory automation is unknown and non-uniform, which makes it
more difficult to identify water using only NIR spectral reflectances. Water is the
most complicated case. Because the appearance of water on an object ’s surface
significantly depends not on the water itself but on the background object surface.
Despite this variability, water abosrbs light, different colors of water and different
backgrounds are classified by LDA [9]. However, it may be affected by the depth of
the water to obtain undesired results.
In addition to the above water detection, oil detection is also important. In
remote sensing literature, in order to effectively protect communities and species in
jeopardy, fast and accurate determination of oil spill hazard areas is needed. Salem
et al. [10] proposed the potential of hyperspectral in oil spill detection in the early
years. Not only that, in recent years, but Pabon et al. [11] has also proposed a
method based on diffuse reflection to detect oil-contaminated soil, and Menezes et
al [12] has proposed a method to detect different types of oil spills. On the other
hand, in recent years，in food safety literature, It is proposed to use PCA to analyze
spectral data to identify whether it is adulterated [13]. However, in general, the
surface spectral reflectance is generally unknown and spatially-varying. Therefore,
the known background (sea) and the need for a special experimental environment
(test tube, etc.) cannot be directly applied to the detection of oil on the surface.
Second, in classifying materials, even for uncoated raw materials, appearance-
based classification is still challenging, because appearance changes with object
shape, illumination, and viewing condition. Fully describing the appearance of a
scene requires a 14-D function, i.e., two plenoptic functions [14]. While some pre-
vious work measures subsets of this function for material classification [15, 16], due
to the intrinsic high dimensionality, material classification has had limited progress
compared to that of object recognition. Gu and Liu [17] proposed an approach to the
per-pixel classification of raw materials based on spectral BRDFs. Specifically, they
optimize the intensities of multispectral and multidirectional light sources for two-
class classification via a linear SVM or Fisher LDA. Unfortunately, however, their
method requires two grayscale images taken under actual light sources with non-
negative intensities, since they allow the optimal intensities to be negative. They
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extended their method to multiclass classification by combining their two-class clas-
sifiers in a one-versus-one manner. Therefore, it requires [K(K − 1)/2 + 1] grayscale
images for K-class classification. Liu and Gu [18] extended the above methods using
grayscale images to those using color images. Specifically, they optimize the intensi-
ties of multispectral and multidirectional light sources for dimensionality reduction
of the spectral BRDF feature space. They use two-class or multiclass Fisher LDA
and find the 3-D feature space that maximizes the ratio between the between-class
scattering and the within-class scattering. We can combine their proposed method
for dimensionality reduction with any classifiers, e.g. linear SVMs in the 3-D feature
space. Unfortunately, however, their method requires two-color images similar to the
above.
In addition to the above interesting methods, the representation and analysis
of materials open the door to several diverse and appealing applications. Some
recent works that utilized the representation and analysis of material are in areas
such as object recognition [19, 20], robotics/autonomous navigation [21, 22, 23],
quality inspection and assessment [24, 25], scene understanding [26], image and video
editing [27], crowd behavior analysis [28], remote sensing [29, 30], geological structure
interpretation [31], and medical image analysis [32]. From these literary works, it
is noted that material analysis typically covers four main problems: classification,
segmentation, shape from material [33], and synthesis. These four problems are
closely related and share the same core technique, as their successful completion
relies on accurate material representation.
In this dissertation, we focus on developing novel spectral imaging physics-based
computer vision methods and investigating their roles in two main vision-based tasks:
detection and classification of material surface characteristics of interest.
1.2 Purpose and Contribution
The purposes and contributions of this dissertation are as follows:
 Material (Liquid) Detection:
Detecting liquid (especially water and oil) on object surfaces such as road sur-
faces, floors, and manufactured products is important for various applications
such as autonomous driving systems, robot path planning [34, 35], and visual
inspection [36, 37]. In spite of its importance, water and oil detection has
received little attention in computer vision literature.
Image-based water detection is a challenging problem. This is because water
is transparent for visible wavelengths, and then the appearance of water on an
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object surface significantly depends not on water itself but on the background
object surface. Therefore, it is difficult to distinguish surfaces with/without
water from ordinary color images.
Interestingly, it is known that water absorbs near infrared (NIR) light, and oil
absorbs near ultraviolet (NUV) and blue light. Therefore, observing at those
wavelengths, the brightness of an object surface on which water/oil is present is
smaller than that without water/oil, because NIR/NUV light, incoming to and
outgoing from the object surface, is absorbed by water/oil. In other words, the
apparent spectral reflectance, i.e. the ratio between the spectral radiance ob-
served at a surface point and the spectral irradiance, is smaller when water/oil
is present. Hence, we could detect water/oil by using hyperspectral image if
the original spectral reflectance of object surfaces is known.
However, the original spectral reflectances of object surfaces are unknown and
spatially varying in general. Therefore, when the apparent spectral reflectance
of object surfaces is small, we cannot distinguish two possible cases: one is that
the original spectral reflectance itself is small, and another is that the apparent
spectral reflectance is small due to the absorption by water/oil.
Accordingly, in this paper, we propose a method for per-pixel water detection
via hyperspectral imaging. Specifically, our proposed method estimates the
original spectral reflectance at each surface point in NIR wavelengths from its
apparent spectral reflectance in visible wavelengths, that are invariant to the
presence/absence of water. To this end, we make use of the low-dimensional lin-
ear combination model for spectral reflectance from visible to NIR wavelengths.
Then, water is detected on the basis of the difference between the estimated
original spectral reflectance and the apparent one in NIR wavelengths. To
demonstrate the effectiveness of our method, we conducted a number of exper-
iments using real images, and then show that our method works better than
existing methods.
Accordingly, in this paper, we first propose a method for per-pixel water detec-
tion via hyperspectral imaging. Then, we extended the method to the method
of detecting water and oil for each pixel through hyperspectral imaging, and
estimating the spectral reflectance of the surface, the absorption coefficient of
the liquid, and the estimated liquid thickness (optical path length). Specifi-
cally, first, in the water detection, our proposed method estimates the original
spectral reflectance at each surface point in NIR wavelengths from its appar-
ent spectral reflectance in visible wavelengths, that are invariant to the pres-
ence/absence of water. To this end, we make use of the low-dimensional linear
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combination model for spectral reflectance from visible to NIR wavelengths.
Then, water is detected on the basis of the difference between the estimated
original spectral reflectance and the apparent one in NIR wavelengths. To
demonstrate the effectiveness of our method, we conducted a number of ex-
periments using real images, and then show that our method works better
than existing methods. Second, in the water and oil detection, based on the
Lambert-beer’s law [38], our proposed method estimates the original spectral
reflectance and liquid thickness at each surface point from its apparent spectral
reflectance simultaneously. First, we make use of the low-dimensional linear
combination model for spectral reflectance from visible to NIR wavelengths.
Then, water and oil are detected on the basis of the loss between the apparent
spectral reflectance computed by using the estimated spectral reflectance, ab-
sorption coefficient, and estimated liquid thickness, and the observed apparent
reflectance. To demonstrate the effectiveness of our method, we conducted a
number of experiments using real images. We also compared the performance
of the low-dimensional linear model for spectral reflectance reconstruction with
sparse representation [39].
In summary, our main contributions are fourfold. First, we propose a method
for per-pixel water detection via hyperspectral imaging on the basis of wavelength-
dependent opacity of water. Our method enables us to detect water on surfaces
with unknown and spatially-varying reflectance. Second, we experimentally
show that the spectral reflectances from visible to NIR wavelengths are approx-
imately represented by using the low-dimensional linear combination model.
The spectral reflectance estimated on the basis of the low-dimensional model
would be useful for other applications such as spectral rendering and material
classification. Third, we propose a novel method to simultaneously estimates
the original spectral reflectance and liquid thickness at each surface point simul-
taneously from a single hyperspectral image. Our method enables us to detect
water and oil on surfaces with unknown and spatially-varying reflectance. To
our knowledge, ours is the first water and oil detection on object surfaces with
unknown spectral reflectance. Fourth, we compared the low-dimensional lin-
ear model for spectral reflectance reconstruction with sparse representation to
show which model is more suitable for our water and oil detection method.
 Material Classification:
Classifying material categories such as metals and plastics, material themselves
such as iron and aluminum, and their surface states such as rust, cracks, and
scratches is important for machine vision applications such as recycling [40] and
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visual inspection of metallic surfaces [41, 42] and printed circuit boards [43, 44].
In this study, we focus on uncoated and unpainted raw materials, and achieve
appearance-based material classification that works in a non-contact and non-
destructive manner.
In general, the appearance of an object surface depends not only on the re-
flectance properties of the surface but also on the light sources illuminating
it. Therefore, active illumination is often used for appearance-based material
classification in order to extract discriminative features. The existing methods
for material classification use a set of images taken under varying polarization
states [45, 46], varying light source colors [47, 44], and varying light source di-
rections [48, 49]. In particular, per-pixel material classification based on coded
illumination [50, 51, 52], which uses images taken under multispectral and mul-
tidirectional light sources, has advantages that it exploits both the colors and
directions of light sources, in other words spectral BRDFs, and requires only
a small number of images, and has benefits in signal-to-noise ratio (SNR) due
to illumination multiplexing.
Those methods based on coded illumination [50, 51, 52] optimize the intensi-
ties of multispectral and multidirectional light sources so that the images taken
under those light sources are distinct. Unfortunately, however, they allow the
optimal intensities to be negative, and as a result require two actual images
taken under light sources with non-negative intensities; they consider the dif-
ference of the two images as the image taken under the optimal light sources
with possibly negative intensities. Therefore, we cannot use those methods for
objects in motion, e.g. ones on conveyor belt, because it is not easy to capture
two images of moving objects with the same pose and from the same viewpoint
but under different illumination conditions.
Accordingly, we propose an approach to one-shot per-pixel classification of raw
materials on the basis of spectral BRDFs; a surface of interest is illuminated by
multispectral and multidirectional light sources at the same time. Specifically,
we achieve two-class classification from a single color image by incorporating
the non-negativity constraints on light source intensities into optimization. In
particular, our proposed method directly finds the linear discriminant hyper-
plane with the maximal margin in the spectral BRDF feature space by jointly
optimizing the non-negative coded illumination and the grayscale conversion.
In addition, we extend our method to multiclass classification by exploiting the
degree of freedom of the grayscale conversion. We show that the optimization
problems for the two-class and multiclass classifications result in alternative
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quadratic optimization problems.
To confirm the effectiveness of our proposed method, we conducted a number
of experiments on a set of images of metals taken by using an LED-based mul-
tispectral dome similar to existing ones [53, 50, 54]. It consists of the clusters
of light sources at different directions, and each cluster has LEDs with differ-
ent spectral intensities. The experimental results show that the performance
of our method with only a single image is better than or comparable to the
state-of-the-art methods [50, 52] with multiple images.
The main contribution of this study is threefold. First, we achieve one-shot
raw material classification that is applicable to objects in motion in contrast to
the existing methods with multiple images. Second, we reveal the relationship
among the coded illumination, the grayscale conversion, and the coefficients of
a linear discriminant hyperplane in the spectral BRDF feature space. Then,
our proposed method directly finds the linear discriminant hyperplane with
the maximal margin by jointly optimizing the non-negative coded illumina-
tion and the grayscale conversion. Third, we extend our method to multiclass
classification by exploiting the degree of freedom of the grayscale conversion.
We show that the non-negative coded illumination and the grayscale conver-
sion can jointly be optimized by using quadratic programming [55], and that
our method with only a single image works better than or comparable to the
state-of-the-art methods with multiple images.
1.3 Organization of This Dissertation
In this section, we describe the organization of this dissertation. As described in
the sections about the background and the purpose, this dissertation consists of
two major components: First, per-pixel water/water and oil detection on surfaces
with unknown reflectance. Second, joint optimization of coded illumination and
grayscale conversion for one-shot raw material classification. The organization of
this dissertation is as follows.
In Chapter 2, it will introduce related literature about core technology spectral
imaging, and the motivation of this dissertation.
In Chapter 3 first half, we propose an approach to per-pixel water detection on
unknown surfaces with a hyperspectral image. Our proposed method is based on
the water spectral characteristics: water is transparent for visible light but translu-
cent/opaque for near-infrared light and therefore the apparent near-infrared spectral
reflectance of a surface is smaller than the original one when water is present on it.
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Specifically, we use a linear combination of a small number of basis vectors to ap-
proximate the spectral reflectance and estimate the original near-infrared reflectance
from the visible reflectance (which does not depend on the presence or absence of
water) to detect water. We conducted a number of experiments using real images
and show that our method, which estimates near-infrared spectral reflectance based
on the visible spectral reflectance, has better performance than existing methods.
In Chapter 3 second half, we extend our water detetction method to a novel
per-pixel water and oil detection method based on the Lambert-Beer’s law and a
low-dimensional linear model for spectral reflectance. It is known that water absorbs
near infrared light and oil absorbs near ultraviolet and blue light. Therefore, observ-
ing at the absorbed wavelengths, the apparent spectral reflectances of surfaces with
water/oil are smaller than that without water/oil. We could detect water/oil based
on the above absorption features by using a hyperspectral image, if the original spec-
tral reflectances of surfaces are known. However, in general, the spectral reflectances
of surfaces are unknown and spatially varying. This greatly increases the difficulty of
detecting water and oil. We show that our method enables us to pixelwisely detect
water and oil on surfaces with unknown and spatially-varying reflectance at high
accuracy by using a hyperspectral image. The effectiveness of our proposed method
is confirmed through a number of experiments using real hyperspectral images.
In Chapter 4, since the appearance of a surface depends on both the color and
direction of the light source, we propose an approach to one-shot per-pixel classi-
fication of raw materials on the basis of spectral BRDFs; a surface of interest is
illuminated by multispectral and multidirectional light sources at the same time.
Specifically, we achieve two-class classification from a single color image; it directly
finds the linear discriminant hyperplane with the maximal margin in the spectral
BRDF feature space by jointly optimizing the non-negative coded illumination and
the grayscale conversion. In addition, we extend our method to multiclass classifica-
tion by exploiting the degree of freedom of the grayscale conversion. The experiments
using an LED-based multispectral dome show that the performance of our proposed
method with only a single image is better than or comparable to the state-of-the-art
methods with multiple images. Furthermore, by imposing a non-negative value and
sparse constraint on the light source intensity, it was realized with a single color
image with a small number of illuminations.
In Chapter 5, first, we summarize the discussions in Chapter 3, and Chapter 4.





2.1 Introduction of Imaging and Optical Phenom-
ena
Light is everywhere around us, and imaging technology is inseparable from our lives.
Before talking about spectral imaging, first, let us review what imaging is. Imaging
refers to observing and visualizing the optical phenomena of objects in various ways.
As shown in Fig. 2.1, the light is emitted from the light source, and the light is
irradiated on the surface of the object, and then a series of optical phenomena occur.
These optical phenomena are taken by the camera to form an image is the imaging.
It can be easily seen that the image of an object is related to the light source, the
object itself, and the camera.
Figure 2.1 The image of an object is related to the light source, the object itself, and
the camera.
Next, let us have a deeper understanding of the optical phenomena that appear
in the imaging process when the object is a material. As shown in Fig. 2.2, when
light irradiates on the material, optical phenomena such as reflection, scattering, and
absorption will occur. As shown in Fig. 2.2 (a), when light is irradiated on an opaque
material, an optical phenomenon of reflection will occur, it is affected by material
reflectance; as shown in Fig. 2.2 (b), when light is irradiated on translucent material,
it will enter the object and cause scattering optical phenomena, it is affected by ma-
13
terial scattering coefficents; As shown in Fig. 2.2 (c), when light enters a transparent
material, the light will be absorbed, it is affected by material absorb coefficents. Such
as water will absorb near-infrared light. In summary, optical phenomena are related
to materials. Different materials have different optical phenomena.
Figure 2.2 Different materials have different optical phenomena. (a) When light is
reflected on the opaque material, the reflection is composed of diffuse reflection and
specular reflection. (b) When light enters the translucent material, scattering occurs.
(c) When light enters the transparent material, absorption phenomenon occurs; the
light is absorbed by the material.
Figure 2.3 The pixel value is given by the integral of the product of the light source
spectral distribution, the object spectral reflectance, and the camera spectral sensi-
tivity.
As we all know, light has the property of wavelength. Among them, people can see
light in the wavelength range of 380nm–780nm. We call it the visible domain. The
invisible wavelength range is called the invisible domain, and the invisible domain
of 780nm–1000nm is also called the near-infrared domain. The above-mentioned
optical phenomena are also related to wavelength. The optical phenomena that occur
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at different wavelengths are also different, so the imaging of the material depends
on the wavelength and optical phenomena. Imaging is defined as the integral of
the spectral distribution of the light source, the spectral reflectance of the object,
and the spectral sensitivity of the camera (as shown in Fig. 2.3). However, due
Figure 2.4 The metamerism phenomenon: different materials could appear the same
color (pixel value) under the same observation condition.
to the limited spectral sensitivities of RGB cameras, part of the information in the
outgoing light is lost. As shown in Fig. 2.4, different materials could appear the same
color (pixel value) under the same observation condition. This phenomenon is called
metamerism, which makes the detection and classification of materials difficult. The
spectral imaging technology can avoid the metamerism phenomenon.
2.2 Introduction of Spectral Imaging
Spectral imaging has been transformed in less than some years from being a sparse re-
search tool into a commodity product available to a broad user community. Spectral
imaging is imaging that uses multiple bands across the electromagnetic spectrum.
While an ordinary camera captures light across three wavelength bands in the visible
spectrum, red, green, and blue (RGB), spectral imaging encompasses a wide vari-
ety of techniques that go beyond RGB. Spectral imaging may use the infrared, the
visible spectrum, the ultraviolet, x-rays, or some combination of the above. It may
include the acquisition of image data in visible and non-visible bands simultaneously,
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illumination from outside the visible range, or the use of optical filters to capture a
specific spectral range. It is also possible to capture hundreds of wavelength bands
for each pixel in an image. Therefore, spectral imaging can avoid the metamerism
phenomenon.
In this dissertation, we provide a seminal view on recent advances in techniques
for spectral imaging. Our main concentrates on spectral imaging for material classi-
fication based on the multi-wavelength light source and liquid detection based on the
multi-wavelength camera. The performance of the discussed techniques is evaluated
in different analysis scenarios. To satisfy critical constraints in specific applications,
all of our proposed methods are pixel-level. Combined, these parts provide an excel-
lent snapshot of the state-of-the-art in those areas and offer a thoughtful perspective
on future potentials and emerging challenges in the design of robust spectral imaging
methods.
2.3 Multi-wavelength Camera-based Spectral Imag-
ing
Most of the traditional color-imaging and reproduction systems functioned in a
trichromatic fashion with three response functions, resulting in three color signals,
i.e., RGB color values. Because of the problems involved in the image capture and
reproduction of metameric objects, spectral matches between the original objects
and their reproductions are attracting the attention of many researchers in recent
years. Therefore, instead of providing RGB color values in traditional color images,
each pixel of the spectral images will provide the spectral reflectance information at
that pixel. This subsection concentrates on spectral imaging using the multi-band
camera method in a wide wavelength range.
As we all know, the earliest application of spectral imaging based on multi-
wavelength cameras is in the field of remote sensing. In remote sensing literature,
there are well-known water detection methods such as NDWI, HDWI, and their
extension methods [4, 5]. In addition, in order to effectively protect communities
and species in jeopardy, fast and accurate determination of oil spill hazard areas is
needed. Salem et al. [10] proposed the potential of hyperspectral in oil spill detection
in the early years. Not only that, in recent years, but Pabon et al. [11] has also
proposed a method based on diffuse reflection to detect oil-contaminated soil, and
Menezes et al [12] has proposed a method to detect different types of oil spills.
On the other hand, spectral imaging has been used in reconnaissance and surveil-
lance applications where targets of interest are detected and identified [56]. The
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orthogonal subspace projection (OSP) algorithm [57] maximizes the signal-to-noise
ratio (SNR) in the subspace orthogonal to the background subspace. The automatic
target generation process (ATGP) [58] generates a set of targets from image data
in an unsupervised manner which will subsequently be classified. It can be used to
search for a specific target in unknown scenes. Chakrabarti and Zickler [59] use hy-
perspectral images of indoor and outdoor scenes, derive an optimized spatio-spectral
basis for representing hyperspectral image patches using PCA, and explore statistical
models for the coefficients in this basis.
All of the above methods focus on detecting water bodies such as rivers, ponds,
and oceans. However, in the computer vision, we most need to detect liquid on
surfaces where the reflectance is unknown and spatially-varying. Therefore, the
purpose of our method is different from these methods. We have an interesting
idea whether we can propose a novel spectral imaging method to detect liquid on
the surface of an object, especially when the surface reflectance is spatially-varying
and unknown, and the liquid is transparent or translucent in the visible light range.
2.4 Multi-wavelength Illumination-based Spectral
Imaging
2.4.1 Active Illumination
One of the straightforward methods of spectral imaging based on multi-wavelength
light sources is active illumination. Active illumination methods have been applied
to spectral reconstruction in the early years. The spectral reflectance of objects
provides innate information about material properties that have proven useful in ap-
plications such as classification, synthetic relighting, and medical imaging to name
a few. General approaches to spectral imaging include brute force capture of nar-
rowband image stacks at consecutive wavelengths, use of conventional cameras with
computational techniques for estimation of spectral reflectance, use of specialized
optics or filters, and active lighting. In particular, active lighting methods are fast
and accurate.
Balas, et al. [60] presented a system for narrowband imaging at multiple wave-
lengths. Specifically, they showed that a monochromator and CCD camera could be
used for accurate capture of spectra in artistic and historic objects without making
special assumptions about the scene. However, imaging one scene took about 2 min-
utes. Park, et al. [61] and Han, et al. [62, 63] used multiple light sources for rapid
imaging of spectral reflectance. Despite the impressive speeds of their methods, they
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did not show that their light sources were optimal for the task of spectral reflectance
recovery. Thus accuracy may have been sacrificed. In Chi, et al. [64] a set of available
filters were selected to modify a single light source to produce good illuminants for
spectral recovery. Their algorithm for selecting a good combination of filters from
a very large search space worked well. However, their optimization algorithm re-
quires days to find a good solution with respect to a particular equipment setup (e.g.
camera response, light source spectrum) and the solution is not guaranteed to be a
global optimum. Antony et al. [65] proposed a spectral imaging method that utilizes
optimally derived active illuminants in conjunction with a standard monochrome
camera. They begin by showing mathematically, what kinds of illuminants would
provide optimal spectral reflectance recovery using the well-known observation that
spectral reflectance can be compactly represented using basis functions. They then
demonstrate that such optimal illuminants can be well approximated in reality and
show they can be used for accurate spectral reflectance imaging of real scenes.
The above methods based on active illumination require a number of images
taken under varying light source colors [47, 44]. Therefore, those methods have a
high cost. The applications such as material classification and liquid detection, we
are more looking forward to using fewer images to achieve. In contrast to them, the
muti-wavelengths and multi-direction light stage based coded illumination method
requires only a few images.
2.4.2 Muti-wavelengths andMulti-direction Light Stage Based
Coded Illumination
Compared with the straightforward active illumination using a single light source,
coded illumination using multiple light sources is efficient in terms of the number of
required images and SNR. It is shown that coded illumination is effective for image
acquisition [66, 67, 68], BRDF measurement [69], shape recovery [70] and spectral
reflectance recovery [71, 72]. Whereas those methods optimize coded illumination
for reconstructing signals with high SNR.
Because the appearance of an object depends on the color as well as the direction
of a light source illuminating the object. The progress of LEDs enables us to cap-
ture the images of an object under multispectral and multidirectional light sources.
Kitahara et al. [73] proposed a method for simultaneously estimating the spectral
reflectance and normal per pixel from a small number of images taken under mul-
tispectral and multidirectional light sources. In addition, taking attached shadows
observed on curved surfaces into consideration, they derived the minimum number
of images required for the simultaneous estimation and proposed a method for se-
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lecting the optimal light sources in terms of noise. Kobayashi et al. [74] proposed a
method for separating reflection components in a set of images of an object taken
under multispectral and multidirectional light sources. Their method considers the
set of images as the 3D data, and then makes use of the inherent structures of the
3D data: the rank 2 structure of pixel values under varying light source colors and
directions, the rank 3 structure of diffuse reflection components at varying pixels
and under varying light source directions, and the sparseness of specular reflection
components. Koyamatsu et al. [75] showed that the fluorescent color per pixel can be
estimated from at least two images under different light source colors. Furthermore,
exploiting the known space of potential fluorescent colors, we obtain more robust
MAP estimates even from a single input image under narrow-band illumination.
In addition, in recent years, multispectral and multidirectional light sources have
made greater help in material classification. Classifying raw material is an important
yet challenging task for computer vision. Previous works measure subsets of surface
spectral reflectance as features for classification. However, acquiring the full spectral
reflectance is time-consuming and error-prone. Gu and Liu [50] propose to use coded
illumination to directly measure discriminative features for material classification.
Optimal illumination patterns are learned from training samples, after projecting to
which, the spectral reflectance of different materials are maximally separated. This
projection is automatically realized by the integration of incident light for surface
reflection. Finally, we construct a LED-based multi-spectral dome and use the dis-
criminative illumination method for classifying a variety of raw materials, including
metal (aluminum, alloy, steel, stainless steel, brass and copper), plastic, ceramic,
fabric and wood. Liu and Gu [52] extended the above methods using grayscale im-
ages to those using color images. Even if compared with the active lighting method,
the number of shots required is greatly reduced, but two or more images need to
be shot, which is very difficult for application such as moving objects. So we have
a motivation, whether it is possible to take only a single color image to realize the






The detection of liquids in material detection is very important. Detecting liquid
(especially water and oil) on object surfaces such as road surfaces, floors, and manu-
factured products is important for various applications such as autonomous driving
systems, robot path planning [34, 35], and visual inspection [36, 37]. In spite of its
importance, water and oil detection has received little attention in computer vision
literature.
Image-based water detection is a challenging problem. This is because water is
transparent for visible wavelengths, and then the appearance of water on an object
surface significantly depends not on water itself but on the background object surface.
Therefore, it is difficult to distinguish surfaces with/without water from ordinary
color images.
Interestingly, it is known that water absorbs near infrared (NIR) light, and oil
absorbs near ultraviolet (NUV) and blue light. Therefore, observing at those wave-
lengths, the brightness of an object surface on which water/oil is present is smaller
than that without water/oil, because NIR/NUV light, incoming to and outgoing
from the object surface, is absorbed by water/oil. In other words, the apparent spec-
tral reflectance, i.e. the ratio between the spectral radiance observed at a surface
point and the spectral irradiance, is smaller when water/oil is present. For example,
in the Fig. 3.1, the apparent spectral reflectance, i.e. the ratio between the spectral
radiance observed at a surface point and the spectral irradiance, is smaller when
water is present. Hence, we could detect water/oil by using hyperspectral image if
the original spectral reflectance of object surfaces is known (as shown in Fig.3.2 (c)).
However, the original spectral reflectances of object surfaces are unknown and
spatially varying in general. Therefore, when the apparent spectral reflectance of
object surfaces is small, we cannot distinguish two possible cases: one is that the
original spectral reflectance itself is small, and another is that the apparent spectral
reflectance is small due to the absorption by water/oil (as shown in Fig.3.2 (d)).
Accordingly, in this paper, we first propose a method for per-pixel water detec-
tion via hyperspectral imaging. Then, we extended the method to the method of
detecting water and oil for each pixel through hyperspectral imaging, and estimating
the spectral reflectance of the surface, the absorption coefficient of the liquid, and
the estimated liquid thickness (optical path length). Specifically, first, in the water
detection, our proposed method estimates the original spectral reflectance at each
surface point in NIR wavelengths from its apparent spectral reflectance in visible
wavelengths, that are invariant to the presence/absence of water. To this end, we
make use of the low-dimensional linear combination model for spectral reflectance
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Figure 3.1 The apparent spectral reflectance at a surface point when water is absent
(red line) and present (blue line) in it.
from visible to NIR wavelengths. Then, water is detected on the basis of the differ-
ence between the estimated original spectral reflectance and the apparent one in NIR
wavelengths. To demonstrate the effectiveness of our method, we conducted a num-
ber of experiments using real images, and then show that our method works better
than existing methods. Second, in the water and oil detection, based on the Lambert-
beer’s law [38], our proposed method estimates the original spectral reflectance and
liquid thickness at each surface point from its apparent spectral reflectance simul-
taneously. First, we make use of the low-dimensional linear combination model for
spectral reflectance from visible to NIR wavelengths. Then, water and oil are de-
tected on the basis of the loss between the apparent spectral reflectance computed by
using the estimated spectral reflectance, absorption coefficient, and estimated liquid
thickness, and the observed apparent reflectance. To demonstrate the effectiveness of
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Figure 3.2 (a) The scene of an object surface with water (the reflectances are con-
verted into an RGB image). The first column is pixels with water, and the second
column is pixels without water. (b) The apparent reflectances (shown by RGB im-
age) of a white background with oil with different thicknesses from 0.1cm to 1cm. (c)
and (d) are two cases of water and oil detection. One is that the surface with known
spectral reflectance as shown in (c), and another is that the surface with unknown
and spatially varying spectral reflectance (for example, three points on the surface
with different spectral reflectance) as shown in (d). The black lines are the surface
original reflectance, the blue lines are the surface with water apparent reflectance,
and the red lines are the surface with oil apparent reflectance.
our method, we conducted a number of experiments using real images. We also com-
pared the performance of the low-dimensional linear model for spectral reflectance
reconstruction with sparse representation [39].
In summary, our main contributions are fourfold.
First, we propose a method for per-pixel water detection via hyperspectral imag-
ing on the basis of wavelength-dependent opacity of water. Our method enables us
to detect water on surfaces with unknown and spatially-varying reflectance.
Second, we experimentally show that the spectral reflectances from visible to
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NIR wavelengths are approximately represented by using the low-dimensional linear
combination model. The spectral reflectance estimated on the basis of the low-
dimensional model would be useful for other applications such as spectral rendering
and material classification.
Third, we propose a novel method to simultaneously estimates the original spec-
tral reflectance and liquid thickness at each surface point simultaneously from a single
hyperspectral image. Our method enables us to detect water and oil on surfaces with
unknown and spatially-varying reflectance. To our knowledge, ours is the first water
and oil detection on object surfaces with unknown spectral reflectance.
Fourth, we compared the low-dimensional linear model for spectral reflectance
reconstruction with sparse representation to show which model is more suitable for
our water and oil detection method.
3.2 Related Work
Water Detection: In remote sensing literature, there are well-known methods
such as NDWI, HDWI, and their extension methods [4, 5]. These methods focus on
detecting water bodies such as rivers, ponds, and oceans. On the other hand, we
focus on detecting water on surfaces where the reflectance is unknown and spatially-
varying. Therefore, the purpose of our method is different from these methods.
In computer vision literature, in general, static water has sky reflection outdoors,
and then the area of water with sky reflection can be easily distinguished from other
terrain by brightness [6, 7]. However, outdoor water detection is still very challenging
when sky reflection is not observed. If there is water on an object surface, the
ratio of the spectral radiances on the surface at the two specific NIR bands will
change greatly when the lighting is constant [8]. However, the spectral reflectance
of surfaces such as factory automation is unknown and non-uniform, which makes
it more difficult to identify water using only NIR spectral reflectances. Water is
the most complicated case. Because the appearance of water on an object’s surface
significantly depends not on the water itself but on the background object surface.
Despite this variability, water abosrbs light, different colors of water and different
backgrounds are classified by LDA[9]. Nevertheless, it affected by the liquid thickness
leads to obtaining undesired results. In contrast to the above methods, our method
enables us to detect water/water and oil with unknown thicknesses on surfaces with
unknown and spatially-varying reflectance. Wang et al. [76] estimate the original
NIR reflectance from the visible reflectance to detect water. The difference is that
our method can not only detect water but also estimate relevant physic parameters
such as optical path length.
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Hyperspectral Characteristics of Water: Shimano et al. [77, 78] proposed
a method for wetness estimation on the basis of spectral analysis. Specifically, by
analyzing the scattering of light inside the wet object, the change in the spectral
brightness in the visible wavelengths due to water wetting is explained. Asano et
al. [79] proposed a method of estimating the depth of objects in water on the basis of
the multi-wavelength images using the fact that water absorbs NIR light. When light
travels in water, water rarely absorbs visible light, which explains why water appears
transparent to human eyes. In contrast, water absorbs NIR light from 830nm to 1000
nm. In contrast to this approach, our water detection method focuses not only on
the visible spectral reflectance or the NIR spectral reflectance but on the connections
between them.
Oil Detection: In remote sensing literature, in order to effectively protect com-
munities and species in jeopardy, fast and accurate determination of oil spill hazard
areas is needed. Salem et al. [10] proposed the potential of hyperspectral in oil spill
detection in the early years. Not only that, in recent years, but Pabon et al. [11] has
also proposed a method based on diffuse reflection to detect oil-contaminated soil,
and Menezes et al [12] and Liu et al. [80] have proposed a method to detect different
types of oil spills. Achard et al. [81] uses unmixing in order to extract training sam-
ples and SVM to detect onshore hydrocarbon. However, spatially-varying surfaces
with transparent liquid will greatly increase the burden of sample extraction. On the
other hand, in recent years，in food safety literature, It is proposed to use PCA to an-
alyze spectral data to identify whether it is adulterated [82, 83, 13, 84]. However, in
general, the surface spectral reflectance is generally unknown and spatially-varying.
Therefore, the known background (sea) and the need for a special experimental en-
vironment (test tube, etc.) cannot be directly applied to the detection of oil on the
surface.
Hyperspectral Object Detection: Hyperspectral imagery has been used in
reconnaissance and surveillance applications where targets of interest are detected
and identified [56]. The orthogonal subspace projection (OSP) algorithm [57] maxi-
mizes the signal-to-noise ratio (SNR) in the subspace orthogonal to the background
subspace. However, this method requires background information beforehand, which
is generally not achievable. The automatic target generation process (ATGP) [58]
generates a set of targets from image data in an unsupervised manner which will
subsequently be classified. It can be used to search for a specific target in unknown
scenes. Compared with the classical detection technology, we propose a novel water
detection method for estimating NIR reflectance from visible reflectance, which solves
the problem of detecting water and background when the background is complex and
unknown. And we extended the method to the method of detecting water and oil for
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each pixel through hyperspectral imaging, and estimating the spectral reflectance of
the surface, the absorption coefficient of the liquid, and the estimated liquid thick-
ness (optical path length). Chakrabarti and Zickler [59] use hyperspectral images of
indoor and outdoor scenes, derive an optimized spatio-spectral basis for representing
hyperspectral image patches using PCA, and explore statistical models for the coef-
ficients in this basis. We proposed a water detection method for estimating a NIR
spectral reflectance from an apparent spectral reflectance in a visible light range on
the basis of the spectral correlation between visible and NIR wavelengths. And we
extended the method to a per-pixel water and oil detection approach based on the
Lambert-Beer ’s law and a low-dimensional linear model for spectral reflectance.
Lambert Beer’s Law: Attenuation due to light absorption is described by
the Lambert-Beer’s law [38] and has been used for water depth estimation [79] and
powder detection [85]. Asano et al. [79] proposed a method of estimating the depth
of objects in water based on the multi-wavelength image using the fact that water
absorbs NIR light. Zhi et al. [85]proposed a method for powder recognition using
multi-spectral imaging. They use the lambert-Beer’s law to modeling powders. In
contrast to this approach, our method uses the Lambert-Beer’s law to estimates
the original spectral reflectance and liquid thickness at each surface point from its
apparent spectral reflectance.
Low-Dimensional Linear Model for Spectral Reflectance Reconstruc-
tion: Parkkinen et al. [86] measured and analyzed the spectral reflectance of the
Munsell Color Book and showed that the visible spectral reflectance in the visible
light can be approximated by a linear combination of a small number of basis vec-
tors. We [76] extend Parkkinen et al. method from visible light to NIR(experimental
shows the feasibility). In recent years, this method has been widely used to recon-
struct the spectral reflectance [87, 61, 65, 88, 89], or to detect changes based on the
spectral reflectance of surface [90]. Compared with the above method, we apply it
to the detection of water and oil per pixel.
3.3 Proposed Method for Water Detection
3.3.1 Outline
In this Section, we explain the details of our proposed method. First, we describe
a low-dimensional linear model of spectral reflectance from visible to NIR wave-
lengths. Second, we explain how to estimate the original spectral reflectance in
NIR wavelengths from the apparent spectral reflectance in visible wavelengths under
the assumption that the spectral irradiance of a scene is known. Third, we describe
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Figure 3.3 The flowchart of our proposed method for per-pixel water detection.
per-pixel water detection on the basis of the difference between the apparent and esti-
mated original spectral reflectances in NIR wavelengths. Fig. 3.3 shows the flowchart
of our water detection method.
3.3.2 Low-Dimensional Linear Model
Parkkinen et al. [86] studied the spectral reflectances of the Munsell Color Book
chips, and showed that the spectral reflectances in visible wavelengths are approxi-
mately represented by linear combinations of the basis functions derived via Principal






where λ stands for the wavelength of incoming and outgoing light, and bn(λ) and cn
are the n-th basis function (n = 1, 2, 3, ..., N) and its coefficient respectively.
In contrast to Parkkinen et al., we [76] study the spectral reflectances of the
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Munsell Color Book chips not only in visible wavelengths but also in NIR wave-
lengths. We experimentally show that the low-dimensional linear model in eq.(4.5)
is applicable not only to visible wavelengths but also to visible to NIR wavelengths.
3.3.3 Estimation of NIR Spectral Reflectance
We capture an image of a scene of interest by using a hyperspectral camera. Suppose
that the spectral irradiance of the scene is uniform and known up to per-pixel scale,
i.e. the scene is illuminated by a single light source or multiple light sources with the
same spectral intensity. The per-pixel spectral irradiance can be measured up to a
scale by taking a hyperspectral image of the scene and the white balance and diffuse
reflectance target of Spectralon at the same time for example.
We denote the spectral radiance and irradiance at a certain surface point by s(λ)
and l(λ) respectively. Then, the apparent spectral reflectance ρ̂(λ) at the surface





We assume that surfaces of interest are opaque and water-repellent, and that
water is clear, containing no scattering medium, and thin. Therefore, we consider
water as transparent liquid for visible wavelengths. Since water is transparent for
visible light, the apparent spectral reflectance is the same as the original spectral re-
flectance in visible wavelengths independent of the presence/absence of water. Then,
we estimate the original spectral reflectance in NIR wavelengths from the apparent
spectral reflectance in visible wavelengths. Specifically, on the basis of eq.(4.5), we




cnbn(λm), (m = 1, 2, 3, ...,M). (3.3)
Here, λm is the visible wavelength at which the apparent spectral reflectance is given,
and we set M ≥ N . Substituting the computed coefficient cn into eq.(4.5), we obtain
the original spectral reflectance ρ(λ).
3.3.4 Per-Pixel Water Detection
Our proposed method detects water per pixel by exploiting the observation that
the apparent spectral reflectance at a surface point is smaller than the original one
1We determine the scale of the apparent spectral reflectance so that its maximum value with
respect to λ is 1 without loss of generality.
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in NIR wavelengths when water is present on the surface point. Specifically, we
tested two measures. The first measure Q1 is the sum of the difference between the





[ρ(λ) − ρ̂(λ)]. (3.4)
The second one Q2 is the maximum value of the difference between the estimated




[ρ(λ) − ρ̂(λ)]. (3.5)
Since ρ(λ) ≃ ρ̂(λ) when water is absent, both the Q1 and Q2 take values near 0.
On the other hand, since ρ(λ) > ρ̂(λ) when water is present, both the Q1 and Q2
take positive values. Thus, our method detect water by using thresholding Q1 or Q2.
In practice, due to the approximation errors in the low-dimensional linear model and
the noises in hyperspectral images, both the Q1 and Q2 distribute around 0 and some
positive values when water is absent and present respectively. Therefore, we evaluate
the approximation errors of the spectral reflectances of the Munsell Color Book
chips and some labeled samples, and then perform Receiver Operator Characteristic
(ROC) analysis for determining the threshold [91]. In Section Experiments, we show
that the measure based on the maximum difference Q2 performs better than the
straightforward measure Q1 in terms of F-score.
3.4 Extended Method for Water and Oil Detec-
tion
3.4.1 The Reflectance based on The Lambert-Beer’s Law
In the extended method of water and oil detection, we first analyze apparent spectral
reflectance of surfaces with liquid (water and oil). Unlike the water detection de-
scribed in the previous subsection, we more focus on the light absorption and optical
path length of liquids.
We capture an image of a scene of interest by using a hyperspectral camera.
Suppose that the spectral irradiance of the scene is uniform and known up to per-
pixel scale, i.e. the scene is illuminated by a single light source or multiple light
sources with the same SPD (spectral power distribution). The per-pixel spectral
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irradiance can be measured up to a scale by taking a hyperspectral image of the
scene and the white balance and diffuse reflectance target of Spectralon at the same
time for example.
We denote the spectral radiance and irradiance at a certain surface point by S(λ)
and L(λ) respectively. Then, we express the reflectance at the surface point based on
the Lambert-Beer’s law [38]. Given wavelength λ, the Lambert-Beer law accurately
expresses light absorption as the relation between radiance S(λ) and irradiance L(λ),
S(λ) = ρ(λ)L(λ)e−α(λ)l (3.6)
in which ρ(λ) represents the original spectral reflectance of the surface, l represents
liquid thickness (optical path length), and α(λ) denotes the spectral absorption co-
efficient.





The apparent spectral reflectance is determined by the surface original spectral re-
flectance, spectral absorption coefficient, and liquid thickness.
3.4.2 Per-Pixel Water and Oil Detection
We assume that the spectral absorption coefficients of water and oil are known,
and the absorption coefficient of none is 0. Our proposed method detects water
and oil per pixel by estimating the liquid types (water or oil or none), the original
spectral reflectance and liquid thickness at each surface point simultaneously from
its apparent spectral reflectance. Specifically, substituting eq.(4.5) into eq.(3.7), the








Here, ρ̃(λ)is approximated apparent spectral reflectance. The coupling coefficient cn
is estimated for each pixel so that the spectral reflectance is non-negative. Then, our
2We determine the scale of the apparent spectral reflectance so that its maximum value with
respect to λ is 1 without loss of generality.
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(ρ̃(λ) − ρ̂(λ))2dλ. (3.9)
Specifically, we estimate the liquid type (water or oil or none) and the liquid
thickness discretely, and estimate the surface spectral reflectance coefficient contin-
uously. We fix the liquid types (water or oil or none) and the liquid thickness, solve
the spectral reflectance by the constrained least square method. And perform the
above calculation while changing the liquid types (water or oil or none), and the
liquid thickness. In particular, the absorption coefficient α(λ) is from three types of
water, oil, and none, and the thickness l is in the range of 0 mm to 10 mm, and the
step size is 0.1 mm.
In addition, as a comparison method, we compare the effect of sparse represen-
tation [39] in detecting water and oil. We use Munsell Color Book chips reflectances
as a dictionary for representing spectral reflectance. Here, the apparent spectral
reflectance can be approximated by
min
{W,α(λ),l}
||ρ̃(λ) −WDe−α(λ)l||2 + k||W ||1, (3.10)
where we define the sparse coefficient matrix as W , the color chips dictionary matrix
as D, and k as a sparse parameter.
3.5 Experiments
3.5.1 Low-Dimensional Linear Model Results
In this paper, the statistical structure of spectral reflectance is analyzed, and a low-
dimensional linear combination model for the spectral reflectances from visible to
NIR wavelengths is described. Similar to Parkkinen et al. [86], our analysis also
based on the principal component analysis. We measured total of 1302 spectral
reflectances from visible to NIR wavelengths from the Munsell Color Book chips
with different hues, saturations, and values. In our proposed method, the first 10
principal components are used for reconstructing the measured spectral reflectance.
First, we obtained the basis vectors of the spectral reflectance from the visible
to NIR wavelengths by using principal component analysis, and show the first five
basis vectors in Fig. 3.4 (a). The first to fifth basis vectors are displayed in order





Figure 3.4 (a) Basis vector of spectral reflectances from visible to near-infrared.
The first to fifth basis vector are displayed in order of decreasing eigenvalues. (b)
TokyoTech-dataset samples in color images. (c) Restoration results (using our
dataset for TokyoTech-dataset [92]). The RMSE per band per pixel is 0.0183.
measured vectors, and its flatness indicates uniform covering of the color space. The
cumulative contributions of eigenvalues are 0.9967 and 0.9997 for the first five and
ten eigenvalues respectively.
In the second phase, we tested the reconstruction of the spectral reflectance by
the basis vectors. In order to verify the feasibility of the linear approximation of
the spectral reflectance from visible to NIR wavelengths, we have imported the real-
world hyperspectral image dataset TokyoTech-dataset [92] (color images are shown
in Fig. 3.4 (b). The dataset contains 59-band hyperspectral images, including both
visible and NIR spectral reflectance, of colorful objects with rich textures. Therefore,
it is useful for the evaluation of various hyperspectral imaging and image restoration
tasks. Fig. 3.4 (c) represents some results of restoring the TokyoTech-dataset using
our dataset. The dotted lines are the actual spectral reflectances and the solid lines
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are the their approximations by using the low-dimensional linear model. We can see
that the restoration results are very satisfactory; the RMSE error per band per pixel
is 0.0183. It shows that the spectra reflectances of natural scenes can be reconstructed
almost exactly by using 10 basis vectors.
In addition, in order to verify whether our basis functions derived from Munsell
book chips reflectance data can approximate natural objects, we evaluated the simi-
larity between our subspace and the subspace of the natural scene data derived from
the Tokyo Institute of Technology. Specifically, we obtained the basis vectors of the
Munsell book chips reflectance data and the natural scene data of Tokyo Institute of
Technology from the visible wavelengths to the NIR wavelengths through the PCA.
We calculated the mean squared errors of the two subspaces, when we approximate
one subspace by using the other subspace.
In particular, when the basis number of the natural scene of Tokyo Institute of
Technology and the basis number of Munsell book chips reflectance data is 5 and
10, we evaluated how many number of basis functions are required to represent the
same space. As shown in Fig. 3.5 (a), no matter which subspace(the Munsell book
chips reflectance data or the natural scene of Tokyo Institute of Technology) it is, 5
and 10 basis functions of one subspace can be approximated by using about 15 basis
functions of the other subspace. We can see from Fig. 3.5 that in using the Munsell
book chips reflectance data to approximate natural scenes, 10 (as shown in Fig. 3.5
(c)(f)) to 15 (as shown in Fig. 3.5 (d)(g)) can bring effective results.
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Figure 3.5 The similarity between the basis functions derived from the Munsell book
chips reflectance data and the basis functions derived from the natural scene of Tokyo
Institute of Technology: (a) The mean squared errors of the two subspaces. Among
them, BCtoBN5 and BCtoBN10 represent the use of Munsell book chips reflectance
data basis functions to approximate the natural scene of Tokyo Institute of Technol-
ogy basis space (with 5 and 10 basis functions), BN toBC5 and BN toBC10 represent
using the natural scene of Tokyo Institute of Technology basis functions to approx-
imate the basis space of Munsell book chips reflectance data (with 5 and 10 basis
functions). （b）The results of using 5 basis functions from Munsell’s book to ap-
proximate the first 5 basis functions from natural scenes. (c) The results of using 10
basis functions from Munsell’s book to approximate the first 5 basis functions from
natural scenes. (d) The results of using 15 basis functions from Munsell’s book to
approximate the first 5 basis functions from natural scenes. （e）The results of using
5 basis functions from natural scenes to approximate the first 5 basis functions from
Munsell’s book. (f) The results of using 10 basis functions from natural scenes to
approximate the first 5 basis functions from Munsell’s book. (g) The results of using
15 basis functions from natural scenes to approximate the first 5 basis functions from
Munsell’s book.
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3.5.2 Per-pixel Water Detection Results
non-water water
threshold
Figure 3.6 The process and results of the method: (a) the color images of the tar-
gets converted from the hyperspectral images, (b) the results of water detection;
white/black stand for with/without water, (c) the apparent spectral reflectance of
a pixel in the image without water (solid red line), (d) the apparent spectral re-
flectance of a pixel in the image with water (solid blue lines). The dotted black lines
in (c) and (d) are the estimated original spectral reflectances, (e) the histogram of
the difference between the estimated spectral reflectance and the apparent spectral
reflectance.
In the experiment, object surfaces were illuminated by a standard halogen lamp,
and a hyperspectral camera manufactured by EBA JAPAN was used. We sampled
spectral reflectances from 380 to 1000 nm at 5-nm intervals, and then obtained 125
bands of hyperspectral images. In this paper, we assume that object surfaces is illu-
minated by a light source of known spectral intensity. So, the spectral irradiance of
the light source is measured by using a standard diffuse reflector. Then, the input
spectral reflectances were obtained by dividing the spectral radiances by the mea-
sured spectral intensity of the light source. The process and results of the proposed
method are shown in Fig. 3.6 (c-e).
First, we captured the hyperspectral images of scenes as with 125 bands. To
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facilitate understanding, we show the color images of the scenes by converting the
hyperspectral images into the RGB images in Fig. 3.6(a).
Second, for each pixel, the apparent spectral reflectance in the visible wavelengths
is used to estimate the original spectral reflectance in NIR wavelengths from 835 nm
to 1000 nm (34bands). In this paper, we used 10 basis vectors, and the coefficients
were computed from the apparent spectral reflectances between 380 nm to 830 nm
(91bands).The apparent and estimated spectral reflectances at surface points with-
out and with water are shown in Fig. 3.6 (c) and (d) respectively. Here, the solid
red and blue lines are for the apparent spectral reflectances, and the black dotted
lines are for the estimated original spectral reflectances. As shown in Fig. 3.6(c)(d),
water is transparent for visible wavelengths, and then the appearance of water on an
object surface significantly depends not on the water itself but on the background
object surface. The apparent spectral reflectance and original spectral reflectance are
almost the same for visible wavelengths. On the other hand, in NIR wavelengths,
the brightness of an object surface on which water is present is smaller than that
without water, because NIR light, incoming to and outgoing from the object surface,
is absorbed by water. In other words, the apparent spectral reflectance is smaller
when water is present. In NIR wavelengths, as shown in Fig. 3.6(c), the apparent
spectral reflectance without water is almost the same as the estimated original spec-
tral reflectance. However, as shown in Fig. 3.6 (d), the apparent spectral reflectance
is smaller than the estimated original spectral reflectance.
Finally, (e) the histogram of the difference measure Q1 or Q2 over the entire
image is made on the basis of eq.(3.3). The optimal threshold for classifying surface
points with/without water is determined by ROC analysis with some samples with
the ground truth labels. We used the threshold to perform binary classification on a
test scene.
3.5.3 Comparison with Existing Water Detection Methods
We tested the performance of water detection on unknown and complex backgrounds
using complex textured cloths ((1)-(4)) and 6 different colors of leather ((5)-(6)) as
objects. Odd numbers are non-water scenes and even numbers are water scenes. In
order to obtain the ground truth labels for quantitative analysis, we first captured
the image of the surface without water, and then captured the image of the object
surface with water, and made positive solution labels by finding differences and active
contour [93].
To confirm the effectiveness of our proposed method, we compared the perfor-
mance of our method with those of the following methods.
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NIR975nm（method based on only one NIR band）: In the wavelengths of
380 to 1000nm, we selected the wavelength of 975 nm at which the water absorption
is maximum, and then used the apparent spectral reflectance at that band as input.
NIROnly（method based on ratio of the shortwave infrared bands） [8]
: We used the ration of apparent spectral reflectances ar two different wavelengths
in NIR, 975nm/830nm, at which water absorption is maximum/minimum.
DTDCA（method based on orthogonal subspace projection） [58] : The
relative water absorption is given as the detection target, the background is esti-
mated, and the score of the detector is used as an input. This is a common method,
please refer to [58] for detail.
WI2015（method based on linear discriminant analysis） [9] : We assume
the water absorption is known. The same statistical analysis was used to determine
the coefficients that best separated the training class, like those which minimize the
within-class variance and maximize the between-class variance, using linear discrim-
inant analysis classification. The training pixels included images with water and
without water. Then, we obtain the feature vector and use the normalized value of
the linear combination of the recognition object and the feature vector as input. In
particular, we use visible to NIR wavelengths instead of visible to shortwave infrared
wavelengths (in the existing method) as objects.
NDWI [94] and HDWI [95] : NDWI and HDWI are well-known indices for
water detection. Since the spectral range of our hyperspectral camera is limited from
380nm to 1000nm, we define NDWI as NDWI = (Green−NIR)/(Green + NIR),
where the Green and NIR bands are [490,580]nm and [780,860]nm respectively. We
define HDWI as HDWI = (Red − NIR)/(Red + NIR), where the Red and NIR
bands are [650,700]nm and [705,850]nm respectively.
RXD（method based on Reed-XiaoLi detector） [96] : Algorithms com-
monly used in spectral anomaly detection. please refer to [96] for details.
VSM（method based on vector-subspace model） [97] : The VSM method
also makes use of the low-dimensional linear model in a similar manner to ours,
but the way of calculating the coefficients is different. The VSM method uses the
reflectance from visible to NIR wavelengths instead of NIR wavelength in eq.(3.3).
We compared the performance of our proposed method with those of closely
related methods. The performances were evaluated by using the receiver operator
characteristic (ROC) curves, which plot the true positive rate (TPR) against the
false positive rate (FPR) for a range of threshold values [91]. TPR is the percentage
of reference water pixels that are correctly classified, and FPR is the percentage of
reference non-water pixels incorrectly classified as water.
Different methods have different shaped ROC curves, reflecting their variable
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Figure 3.7 The ROC curves for our proposed method and the existing methods.
accuracies in classifying the data across different thresholds (Fig. 3.7). Ours are
the steepest (closer to the top left in Fig. 3.7), representing more accurate results
than the other indexes across a limited range of thresholds. Across the full range
of thresholds, Ours achieves the highest area under the ROC curve (see AUC in
Table 3.2), as the index is more accurate when conservative or liberal thresholds are
used.
In addition, we also introduced recall, precision, and F-score for quantitative
analysis. The results are shown in Table 3.2. First, due to the influence of the
near-infrared light absorption of water and the reflectance of the surface itself, the
NIR method (NIR975nm) using only one band has a higher recall, but the precision
is extremely low. A method that takes account of the changes in the absorption
rate (NIROnly) reduces the recall rate and improves precision. This is because the
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Table 3.1 The quantitative comparison with the closely related existing methods in
terms of Recall, Precision, F-score, and AUC.
Method Recall Precision F-score AUC
Ours (Q2) 0.9196 0.9065 0.9130 0.9896
Ours (Q1) 0.8559 0.8934 0.8742 0.9939
NIR975nm 0.7447 0.5053 0.6021 0.9635
NIROnly [8] 0.8699 0.9190 0.8938 0.9828
DTDCA [58] 0.5593 0.6315 0.5932 0.9409
WI2015 [9] 0.4287 0.3034 0.3553 0.8689
HDWI [95] 0.2511 0.0989 0.1419 0.5439
NDWI [94] 0.1601 0.1576 0.1588 0.6261
RXD [96] 0.2635 0.0790 0.1215 0.6513
VSM [97] 0.7119 0.8268 0.7651 0.9521
difference in reflectance of the background itself is not taken into account. This is
why the AUC and F-score of both methods are not so high. Second, in the method
of simply estimating the reflectance of the surface of the object (DTDCA), it can
be seen that compared with the above methods, the AUC is improved, but the F-
score is low. This is because the transparent color of water in the visible range
shows the background color, which results in large errors for backgrounds. Third, in
the method of classifying water background and anhydrous background with LDA
(WI2015), the results of water thickness and noise cannot be considered, so the
method does not work well. Fourth, Table 1 clearly shows that NDWI, HDWI, and
RXD methods are not suitable for detecting water on the surface with spatially-
varying reflectance. Fifth, VSM method is not as good as our method. Because
the VSM method uses the reflectance from visible to NIR wavelengths, and then
the coefficients are contaminated by the apparent reflectance at NIR wavelengths
when water is present. This is a possible reason for false negatives(Fig. 3.9 (l)-(6)).
Finally, considering the relationship between visible light, NIR, and the spectral
characteristics of water, the recall, and precision of our method is a good balance.
Our method also has a higher F-score and AUC than existing methods. At the
same time, we can also see that our method (Q2) is better than our method (Q1)
in terms of F-score. This may be caused by the the additive noises in the captured
hyperspectral images, and the approximation errors of the low-dimensional linear
model.






















































Figure 3.8 The experimental results : (a) The scene is shown in the RGB image
(water is absent/present in the scenes with odd/even numbers), (b) true labels, and
the result images of methods: (c) NIR975nm, (d) NIROnly method, (e) DTDCA,
(f) WI2015, (g) ours with Q1, (h) ours with Q2, (i) NDWI, (j) HDWI, (k) RXD, and
(l) VSM.
on background estimation, and (f) the existing method based on LDA classification.
First, Fig. 3.9 (c) shows that the NIR single-band method is difficult to classify the
originally small reflectance in near-infrared and the small reflectance due to water
absorption. This is the reason why some colors are detected as water. We can see
that in Fig. 3.9 (d), the results of using only NIR have false negative. We can see that
part of the water is considered to be background (as shown in Fig. 3.9 (d)-(6)). This
is caused by the surface with spatially-varying reflectance. Our method has false
negative too due to specular reflection on the water surface. Ours may be solved
by using a polarizing filter. Second, in Fig. 3.9 (e), it can be seen that the overall
detection result is not clearer than the NIR only method due to using background
estimating. Unfortunately, because water is transparent for visible light, resulting in
water with multiple visible range reflectances. This is why relying solely on the NIR
absorption of water as a target may result in incorrect estimates of the reflectance
of background components. Third, as shown in Fig. 3.9 (f), the results are not well
due to errors caused by different water depths and noise. Finally, Fig. 3.9 (h) clearly
shows that our method (Q2) performs better than the above methods. At the same
time, in Fig. 3.9 (g), we can also see that our method (Q1) detects water when
there is no water in the background. There are two reasons for errors. The first
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Figure 3.9 The experimental results : (a) Pseudo RGB image, (b) 400nm image, and
(c) 975nm image of the scene where water and oil are present. (d) Correct label:
with water (blue), with oil (yellow), background (black). Detection results: (e) RGB
L1sparse, (f) RGB PCA, (g) HSI L1sparse, (h) HSI proposed (our proposed method)
reason is noises in the hyperspectral images. The second reason is the use of the
low-dimensional linear model; its approximation accuracy is limited when a small
number of basis functions is used.
3.5.4 Per-pixel Water and Oil Detection Results
In the experiment, object surfaces were illuminated by a halogen lamp, and a hy-
perspectral camera manufactured by EBA JAPAN was used. We sampled spectral
reflectances from 380 to 1000 nm at 5-nm intervals, and then obtained 125 bands of
hyperspectral images. In this paper, the spectral irradiance of the scene is measured
by using a standard diffuse reflector. Then, the apparent spectral reflectances were
obtained by dividing the spectral radiances by the measured spectral irradiance.
We tested the performance of water and oil detection on 17 surfaces; 4 cloths with
complex texture, 3 floor tiles with uniform colors, 3 pieces of paper with different
colors, 6 pieces of leather with different colors, 1 wood, and 1 mixed scene (consisting
of 5 different materials with 16 different colors). In order to obtain the ground truth
labels for quantitative analysis, we first captured the image of the object surface
without water/oil, and then captured the image of the object surface with water/oil,
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Figure 3.10 (a) The original reflectance of the surface. (b) The apparent spectral re-
flectance of the liquid (water and oil) on the surface. (c) The reconstructed reflectance
of the proposed method. (d) The RMSE between the reconstructed reflectance and
the original reflectance. (e) RMSE between reconstructed reflectance and apparent
spectral reflectance.
comparisons are conducted to show the effectiveness of the hyperspectral image and
the low-dimensional linear model.
RGB L1sparse: We use the RGB apparent reflectance generated by assuming
Canon EOS-1D Mark III’s spectral sensitivity [98] as the input data, and approximate
the RGB apparent reflectance based on the sparse representation [39]. Here, we set
the range of the sparse parameter k in eq.(3.10) to be between 1 and 10, and select
the optimal value that yields the largest mFscore as a comparison for our method.
RGB PCA: We use the RGB apparent reflectance generated by assuming Canon
EOS-1D Mark III’s spectral sensitivity [98] as the input data, and approximate the
RGB apparent reflectance based on the low-dimensional linear model with PCA [99].
Here, the number of basis functions is 2.
HSI L1sparse: We use the apparent spectral reflectance captured by a hy-
perspectral camera as the input image, and we approximate the apparent spectral
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Table 3.2 Results for method performance.
Method mPrecision mRecall mFscore
RGB L1sparse 0.1288 0.4549 0.2008
RGB PCA 0.1050 0.3475 0.1612
HSI L1sparse 0.8620 0.9326 0.8960
HSI proposed 0.9706 0.9768 0.9737
reflectance based on the sparse representation [39]. Here, we set the range of the
sparse parameter k in eq.(3.10) to be between 1 and 10, and select the optimal value
that yields the largest mFscore as a comparison for our method.
First, in Fig. 3.9(a)-(d), we show are the Pseudo RGB image, the 400nm image,
the 975nm image of the scene where water and oil are present, and the label, from
left to right. We can see that water and oil detection based on the RGB image or
the absorption band image is difficult.
Second, the results of RGB L1sparse and RGB PCA are shown in Fig. 3.9(e)(f)
show that RGB images do not work well no matter whether the low-dimensional
linear model and sparse representation, effective results cannot be obtained. This is
because water is transparent under visible light and the apparent spectral reflectance
is the same as surfaces spectral reflectance. In addition, the experimental result shows
that it is difficult to detect oil when using RGB images because the absorption of
blue wavelengths is small.
Third, in Fig. 3.9(g), we show the sparse representation result, which uses a small
number of spectral reflectance to approximate the apparent spectral reflectance. In
Fig. 3.9(h), compared with the above methods, our proposed method has obtained
robust results.
Table 3.2 shows the results of quantitative evaluation. Three indexes, mRecall,
mPrecision and mFscore, were used for quantitative analysis. They represent av-
erage recall, average precision, and average Fscores for water, oil, and background
detection. The mFscores of RGB L1sparse and RGB PCA methods are very low.
In addition, in the HSI L1sparse, the apparent spectral reflectance is approximated
based on a small number of Munsell Color Book data. If the sparse parameter k
is small, the result will be affected by noise, otherwise, it will reduce the data used
and make approximation difficult. Therefore, we chose the k that obtains the best
mFsorce as a comparison. The experimental result shows that our method performs
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better than the above methods.
3.5.5 Spectral Reconstruction
Our water and oil detection method is based on the estimation of the liquid thickness
and surface spectral reflectance from a hyperspectral image. It is very interesting that
we have obtained the reconstruction of surface spectral reflectance as an intermediate
product while detecting water and oil.
The results are shown in Fig. 3.10. We choose the root mean square error (RMSE)
as our evaluation metric. We calculate the RMSE between the reconstructed spectral
reflectance and the surface original spectral reflectance as shown in Fig. 3.10(d) and
the RMSE between the reconstructed spectral reflectance and the surface apparent
spectral reflectance as shown in Fig. 3.10(e). The result show that our spectral
reconstruction is effective. In particular, the absorption wavelength result (framed
in red in the Fig. 3.10), shows that the surface texture under the liquid is clearly
reconstructed.
Because we can estimate the liquid type and the surface reflectance reconstruc-
tion, we can edit the apparent spectral reflectance by changing any element in the
eq.(3.7). In addition, it is also very helpful for surface classification applications
when we do not know whether there is liquid on the surface.
3.6 Conclusion and Future Work
In this paper, we proposed a method for per-pixel water detection on surfaces with
unknown and spatially-varying reflectance. Our proposed method estimates the orig-
inal spectral reflectance at each surface point in NIR wavelengths from its apparent
spectral reflectance in visible wavelengths. Specifically, we make use of the low-
dimensional linear combination model for spectral reflectance from visible to NIR
wavelengths. Then, water is detected on the basis of the difference between the
estimated original spectral reflectance and the apparent one in NIR wavelengths.
We conducted a number of experiments using real images, and confirmed that our
proposed method performs better than the existing technology.
In addition, we proposed an extend method for per-pixel water and oil detection
on surfaces with unknown and spatially-varying reflectance. Based on the Lambert-
Beer’s law and a low-dimensional linear model for spectral reflectance, water and oil
are detected on the basis of the loss between the apparent spectral reflectance com-
puted by using the estimated spectral reflectance, absorption coefficient, estimated
liquid thickness, and the observed apparent reflectance. We conducted a number of
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experiments using real images, and confirmed that our proposed method performs
well. In the future, we will reduce the number of bands to design a simple camera






Classifying material categories such as metals and plastics, material themselves such
as iron and aluminum, and their surface states such as rust, cracks, and scratches is
important for machine vision applications such as recycling [40] and visual inspection
of metallic surfaces [41, 42] and printed circuit boards [43, 44]. In this study, we focus
on uncoated and unpainted raw materials, and achieve appearance-based material
classification that works in a non-contact and non-destructive manner.
In general, the appearance of an object surface depends not only on the reflectance
properties of the surface but also on the light sources illuminating it(Figure 4.1).
Therefore, active illumination is often used for appearance-based material classifica-
Figure 4.1 Reflectance property of surface material.
tion in order to extract discriminative features. The existing methods for material
classification use a set of images taken under varying polarization states [45, 46],
varying light source colors [47, 44], and varying light source directions [48, 49]. In
particular, per-pixel material classification based on coded illumination [50, 51, 52],
which uses images taken under multispectral and multidirectional light sources, has
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advantages that it exploits both the colors and directions of light sources, in other
words spectral BRDFs, and requires only a small number of images, and has benefits
in signal-to-noise ratio (SNR) due to illumination multiplexing.
Those methods based on coded illumination [50, 51, 52] optimize the intensities
of multispectral and multidirectional light sources so that the images taken under
those light sources are distinct. Unfortunately, however, they allow the optimal
intensities to be negative, and as a result require two actual images taken under light
sources with non-negative intensities; they consider the difference of the two images
as the image taken under the optimal light sources with possibly negative intensities.
Therefore, we cannot use those methods for objects in motion, e.g. ones on conveyor
belt, because it is not easy to capture two images of moving objects with the same
pose and from the same viewpoint but under different illumination conditions.
Accordingly, we propose an approach to one-shot per-pixel classification of raw
materials on the basis of spectral BRDFs; a surface of interest is illuminated by
multispectral and multidirectional light sources at the same time. Specifically, we
achieve two-class classification from a single color image by incorporating the non-
negativity constraints on light source intensities into optimization. In particular, our
proposed method directly finds the linear discriminant hyperplane with the maximal
margin in the spectral BRDF feature space by jointly optimizing the non-negative
coded illumination and the grayscale conversion. In addition, we extend our method
to multiclass classification by exploiting the degree of freedom of the grayscale con-
version. We show that the optimization problems for the two-class and multiclass
classifications result in alternative quadratic optimization problems.
To confirm the effectiveness of our proposed method, we conducted a number of
experiments on a set of images of metals taken by using an LED-based multispectral
dome similar to existing ones [53, 50, 54]. It consists of the clusters of light sources
at different directions, and each cluster has LEDs with different spectral intensities.
The experimental results show that the performance of our method with only a
single image is better than or comparable to the state-of-the-art methods [50, 52]
with multiple images.
The main contribution of this study is threefold. First, we achieve one-shot
raw material classification that is applicable to objects in motion in contrast to the
existing methods with multiple images. Second, we reveal the relationship among
the coded illumination, the grayscale conversion, and the coefficients of a linear
discriminant hyperplane in the spectral BRDF feature space. Then, our proposed
method directly finds the linear discriminant hyperplane with the maximal margin by
jointly optimizing the non-negative coded illumination and the grayscale conversion.
Third, we extend our method to multiclass classification by exploiting the degree
48
of freedom of the grayscale conversion. We show that the non-negative coded illu-
mination and the grayscale conversion can jointly be optimized by using quadratic
programming [55], and that our method with only a single image works better than
or comparable to the state-of-the-art methods with multiple images.
4.2 Related Work
4.2.1 Active Illumination for Material Classification
In general, the reflected light observed on an object surface consists of a specular
reflection component and a diffuse reflection component. It is known that the former
is polarized whereas the latter is unpolarized, when we observe the reflected light from
an object surface illuminated by polarized light. Wolff [45] and Chen and Wolff [46]
studied those properties of specular and diffuse reflection components, and proposed
polarization-based methods for classifying metals and dielectrics.
The reflectance of an object surface depends on the wavelength of light; the
fraction of incident light power at each wavelength that is reflected on it is called
spectral reflectance. Taking account of such a dependence of surface reflectance
on wavelength, Salamati [47] proposed material classification using color and NIR
images, and Ibrahim [44] proposed material classification and inspection based on
spectral reflectance. The roughness of an object surface is also a clue for classifying
materials and their surface states. In more general, the reflectance property of an
object surface depends not only on the direction of a viewpoint but also on the
direction of a light source, and is described by a BRDF. Wang [48] and Jehle [49]
proposed to optimize the light source directions for material classification based on
BRDFs.
The above methods based on active illumination require a number of images taken
under varying polarization states [45, 46], varying light source colors [47, 44], and
varying light source directions [48, 49]. Therefore, those methods have difficulties in
classifying materials of objects in motion. In contrast to them, our proposed method
requires only a single image, and as a result is applicable to objects in motion.
4.2.2 Coded Illumination for Material Classification
Compared with the straightforward active illumination using a single light source,
coded illumination using multiple light sources is efficient in terms of the number of
required images and SNR. It is shown that coded illumination is effective for image
acquisition [66, 67, 68], BRDF measurement [69], shape recovery [70] and spectral
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reflectance recovery [71, 72]. Whereas those methods optimize coded illumination
for reconstructing signals with high SNR, our proposed method optimizes it for
maximizing discriminative ability.
Gu and Liu [50] proposed an approach to per-pixel classification of raw materials
based on spectral BRDFs. Specifically, they optimize the intensities of multispec-
tral and multidirectional light sources for two-class classification via a linear SVM
or Fisher LDA. Unfortunately, however, their method requires two grayscale images
taken under actual light sources with non-negative intensities, since they allow the
optimal intensities to be negative. They extended their method to multiclass classifi-
cation by combining their two-class classifiers in a one-versus-one manner. Therefore,
it requires [K(K − 1)/2 + 1] grayscale images for K-class classification. In contrast
to Gu and Liu [50], we incorporate the non-negativity constraints on light source
intensities into optimization, and as a result our proposed method requires only a
single image for both two-class and multiclass classifications. Therefore, our method
is applicable to objects in motion.
Liu and Gu [52] extended the above methods using grayscale images to those
using color images. Specifically, they optimize the intensities of multispectral and
multidirectional light sources for dimensionality reduction of the spectral BRDF
feature space. They use two-class or multiclass Fisher LDA and find the 3-D feature
space that maximizes the ratio between the between-class scattering and the within-
class scattering. We can combine their proposed method for dimensionality reduction
with any classifiers, e.g. linear SVMs in the 3-D feature space. Unfortunately,
however, their method requires two color images similar to the above. In contrast
to Liu and Gu [52], our proposed method requires only a single color image for
both two-class and multiclass classifications. In addition, our method directly finds
the linear discriminant hyperplane with the maximal margin in the spectral BRDF
feature space. The experimental results in Section 4 show that directly maximizing
the margin in the original feature space works better than maximizing the margin in
the 3-D feature space, i.e. Fisher LDA followed by linear SVMs.
4.3 Proposed Method
In this section, we propose an approach to per-pixel classification of raw materials
from a single color image on the basis of spectral BRDFs. First, we show how RGB
values observed under coded illumination are converted to a grayscale value, and
reveal the relationship among the coded illumination, the grayscale conversion, and
the coefficients of a linear discriminant hyperplane in the spectral BRDF feature
space. Second, we present our proposed method for two-class classification that
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jointly optimizes the non-negative coded illumination and the grayscale conversion.
Third, we extend our method to multiclass classification.
4.3.1 Grayscale Value under Coded Illumination
Similar to the existing methods [50, 52], we assume that an object of interest is
an opaque, unpainted, and planar surface and that its images under multispectral
and multidirectional light sources are captured by using a single color camera. We
make use of an LED-based multispectral dome; it has D clusters of light sources at
different directions and each cluster has C LEDs with different spectral intensities,
i.e. L (= C ×D) light sources in total.
The reflectance property of a point on an opaque surface is described by a spectral
BRDF f(θi, ϕi, θo, ϕo, λ), which is a 5-D function with respect to the direction of
incident light (θi, ϕi), the direction of reflected light (θo, ϕo), and the wavelength λ
(Figure 4.2).
Figure 4.2 BRDF
The above setup enables us to sample the spectral BRDFs on an object surface
in both the angular domain of the incident light (θi, ϕi) and the spectral domain
λ, when the LEDs are narrow-band and distant from the object surface. The L-D
vectors {xr,xg,xb} consisting of the RGB values observed at a point on the object
surface under the L light sources with unit intensities is called the spectral BRDF
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⊤ termed the spectral BRDF feature space.
Let us denote the coded illumination, i.e. the L-D vector consisting of the in-
tensities of the L light sources by w = (w1, w2, w3, · · · , wL)⊤. According to the
superposition principle, the RGB values (Ir, Ig, Ib)
⊤ observed at the surface point
under the coded illumination are given by the inner product between the spectral






Then, the RGB values are converted to the grayscale value I by using the weights
for the grayscale conversion {wr, wg, wb} as












The above equation means that the grayscale value I is bilinear with respect to the
coded illumination w and the grayscale conversion {wr, wg, wb}.
Thus, the grayscale value I that is converted from the RGB values observed
under the coded illumination w by using the weights for the grayscale conversion
{wr, wg, wb} gives the linear discriminant hyperplane in the 3L-D spectral BRDF
feature space:
I + b = wrw
⊤xr + wgw
⊤xg + wbw
⊤xb + b = 0, (4.5)
where b is the bias term. In contrast to usual linear discriminant hyperplanes, the
3L coefficients of the hyperplane in eq.(4.5) depend on each other, because the con-
tribution of the coded illumination is common to the RGB channels but the weights
for the grayscale conversion differ from one channel to another.
4.3.2 Two-Class Classification from a Single Image
We jointly optimize the non-negative coded illumination w and the grayscale con-
version {wr, wg, wb} in eq. (4.5) via margin maximization. Specifically, similar to
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⊤(wrxnr + wgxng + wbxnb) + b] ≥ 1 − ξn
(n = 1, 2, 3, ..., N), (4.7)
ξn ≥ 0 (n = 1, 2, 3, ..., N), (4.8)






⊤, yn, and ξn are the spectral BRDF feature, the label, and the
slack variable of the n-th training sample respectively. N and α are the number of
training samples and the weight for the penalty term. Thanks to the non-negativity
constraints in eq.(4.22), our proposed method can directly find the linear discrimi-
nant hyperplane with the maximal margin in the spectral BRDF feature space from
a single color image taken under the optimal non-negative coded illumination fol-
lowed by the optimal grayscale conversion. Note that the weights for the grayscale
conversion {wr, wg, wb} can be negative, since the conversion from RGB to grayscale
is post-processing.
The above optimization problem cannot be solved in a similar manner to soft mar-
gin SVMs, since the 3L coefficients of the linear discriminant hyperplane in eq.(4.5)
depend on each other as described before. However, when one of the coded illumi-
nation and the grayscale conversion is fixed, it results in the quadratic optimization
problem with respect to the other. Therefore, we use an alternative optimization
technique. Specifically, we set the initial condition as w = (1, 1, 1, · · · , 1)⊤ and
b = 1, and then update the grayscale conversion {wr, wg, wb} and the set of the coded
illumination and the bias {w, b} alternatively by using the quadratic programming.
4.3.3 Extension to Multiclass Classification from a Single
Image
In order to extend our proposed method to multiclass classification from a single
image, we exploit the degree of freedom of the grayscale conversion. Specifically,
even though the coded illumination w under which a single image of an object




⊤xb + bm = 0 (4.10)
by changing the weights for the grayscale conversions {wmr, wmg, wmb} (m = 1, 2, 3, ...,M)
according to materials to be classified. Here, M = K(K − 1)/2 for K-class classifi-
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cation when combining binary classifiers in a one-versus-one manner, and bm is the
bias term for the m-th linear discriminant hyperplane.
Similar to the case of our two-class classification, we jointly optimize the non-
negative coded illumination w and the grayscale conversions {wmr, wmg, wmb} via
margin maximization. Specifically, the optimization problem for the multiclass clas-

















⊤(wmrxnr + wmgxng + wmbxnb) + bm] ≥ 1 − ξmn
(n = 1, 2, 3, ..., N ; m = 1, 2, 3, ...,M), (4.12)
ξn ≥ 0 (n = 1, 2, 3, ..., N), (4.13)
wl ≥ 0 (l = 1, 2, 3, ..., L). (4.14)
We solve the above optimization problem by using an alternative optimization
technique in a similar manner to our two-class classification. Specifically, we set the
initial condition as w = (1, 1, 1, · · · , 1)⊤, and then update the set of the grayscale
conversions and the biases {wmr, wmg, wmb, bm} and the coded illumination w alter-
natively by using the quadratic programming.
4.3.4 Extension to Two-Class Classification with a small num-
ber of light sources based on sparse modeling
The LED-based multispectral dome devices have enough light source direction and
wavelength to identify multiple materials. Unfortunately, this device is very compli-
cated to manufacture and costly.
In some cases, we only need to identify a few specific materials. If we can reduce
the number of light sources so that they meet the recognition conditions of a fixed
material group, we can greatly reduce the cost of the light source device. This makes
















⊤(wrxnr + wgxng + wbxnb) + b] ≥ 1 − ξn
(n = 1, 2, 3, ..., N), (4.16)
ξn ≥ 0 (n = 1, 2, 3, ..., N), (4.17)
wl ≥ 0 (l = 1, 2, 3, ..., L). (4.18)
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Simply, we can use L0 regularization to select the light source. Specifically, we
can add the L0 term to eq. (4.6), and then the constraints are unchanged. This
way we can use the eq. (4.15) with the same constraints to find the most profitable
combination, which in turn allows us to directionally select the source for a particular
material group classification.
For example:
1. We will be at {w1, w2, ..., wl} looking for the most beneficial light source, here
we assume that the maximum benefit is w1.
2. Look for the most beneficial light source combinations in {{w1, w2}，{w1, w3}...{w1, wl}},
Here we assume that {w1, wl} is the maximum benefit.
3.In the {{w1, wl, w2},{w1, wl, w3}. . .{w1, wl, wl−1}}, look for the most beneficial
light source combinations,it has the maximum benefit.
4.And so on.
This is a calculation based on the greedy algorithm, which takes a lot of time to
calculate. So we proposed the L1 regularization method instead of L0. We changed
the part of the l0 item in the formula to the l1 item, and kept the constraint un-
















⊤(wrxnr + wgxng + wbxnb) + b] ≥ 1 − ξn
(n = 1, 2, 3, ..., N), (4.20)
ξn ≥ 0 (n = 1, 2, 3, ..., N), (4.21)
wl ≥ 0 (l = 1, 2, 3, ..., L). (4.22)
In the optimization, we use the fast iterative shrinkage-thresholding algorithm(FISTA) [101]
to calculate. This allows us to retain the light source that has an important effect
on material classification, and to make the light source with less obvious effect equal
to 0. Therefore, we can obtain a smaller number of light sources for classification,
thereby reducing the light source and making the light source device simplifier.
4.4 Experiments
4.4.1 Experimental Setup
We tested raw materials with very similar appearance, specifically seven iron plates:
SECC, SEHC, SGCC, SGHC, SPCC, SPHC-P, and ZAM. This is because we found
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Figure 4.3 Our LED-based multispectral dome termed Kyutech Light Stage I. It
consists of LED clusters, each of which has LEDs with different spectral intensities.
in our preliminary experiments that material classification based on spectral BRDFs
works well for materials with different object colors. Figure 4.4 (a) shows the images
of those materials under the same illumination condition.
We illuminated objects of interest by using our LED-based multispectral dome
termed Kyutech Light Stage I [73, 102] in Figure 4.3. It consists of the clusters of
light sources at different directions on the dome with the diameter of 1.5 m, and each
cluster has LEDs with different spectral intensities. Figure 4.4 (b) and (c) show the
images of SECC and SEHC captured by using a Point Grey Flea3 camera with a
linear radiometric response function under 120 (= L) light sources; 6 (= C) colors
× 20 (= D) directions. The peak wavelengths of those LEDs are 405, 464, 523, 573,
601, and 630 nm respectively. The images used in our experiments will be made
publicly available 1.
We trained classifiers by using such 120 images per material. We used the pixel
values at an area of 50× 50 pixels on an object surface for training and those at the
other area of 50×50 pixels for test. Note that the pixel values of each surface are not
the same even under the same illumination condition due to nonuniform finish and
fine scratches. The weight for the penalty term α in eq.(4.6) and eq.(4.11) was deter-
mined by using the training samples. We used the MATLAB implementation of the
interior-point-convex algorithm for optimization. We confirmed that the alternative
optimization converges within 10 to 15 iterations.
1Because the dataset of raw material images used in [52] is not available currently, we prepared
our own dataset.
56
Figure 4.4 Materials tested in our experiments: (a) seven iron plates: SECC, SEHC,
SGCC, SGHC, SPCC, SPHC-P, and ZAM from left to right, (b) the images of SECC
under 120 multispectral and multidirectional light sources, and (c) those of SEHC.
4.4.2 Two-Class Classification
To confirm the effectiveness of our proposed method for two-class classification, we
compared the performance of our method with those of the following methods.
 Gu and Liu [50]: This method requires two grayscale images. Our method
from eq.(4.6) to eq.(4.22) results in it, when the grayscale conversion is fixed,
e.g. wr = wg = wb = 1/3 in this paper, and the non-negativity constraints in
eq.(4.22) are removed.
 Gu and Liu [50] with non-negativity constraints: This method requires
only a single grayscale image. We incorporate the non-negativity constraints
on light source intensities into Gu and Liu [50] for comparison. Our method
from eq.(4.6) to eq.(4.22) results in it, when the grayscale conversion is fixed,
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Method Required Images Classification Rate
Our proposed method single 100%
color
Gu and Liu [50] two 100%
grayscale
Gu and Liu [50] single 97.66%
with non-negativity constraints grayscale
Liu and Gu [52] two 99.04%
with a linear SVM color
Table 4.1 Results for two-class classification.
e.g. wr = wg = wb = 1/3 in this paper.
 Liu and Gu [52] with a linear SVM: This method requires two color
images. We combine Liu and Gu [52], which reduces the dimensionality of the
feature space from 3L to 3 by using Fisher LDA, with a linear SVM in the 3-D
feature space for comparison. Specifically, in eq.(4.5), the coded illumination
w is computed via Fisher LDA and the weights for the grayscale conversion
{wr, wg, wb} are computed via a linear SVM.
We conducted two-class classification for all the combinations of the 7 materials,
i.e. 21 (= 7C2) combinations in total. Table 4.1 shows the classification rate for
each method averaged over the all combinations. First, we can see that our proposed
method performs comparable to Gu and Liu [50], even though ours requires not two
images but only a single image. Second, we can see that our method works better
than Gu and Liu [50] with non-negativity constraints on light source intensities. This
shows the effectiveness of using color image and optimizing the grayscale conversion.
Third, the performance of our method is better than that of Liu and Gu [52] with a
linear SVM, even though ours requires only a single image. This shows the advantage
of directly finding the linear discriminant hyperplane with the maximal margin in
the 3L-D feature space over the sequential optimization, i.e. the dimensionality
reduction from 3L to 3 by using Fisher LDA followed by a linear SVM in the 3D
feature space.
Figure 4.5 shows some of the coded illuminations obtained by using our proposed
method and the other methods for 4 two-class classifications: (a) SECC vs. SGCC,
(b) SGCC vs. SPCC, (c) SGHC vs. ZAM, and (d) SEHC vs. SPHC-P. First, we
can see that the coded illuminations of our proposed method (the 4th row) is similar
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Figure 4.5 From top to bottom, the coded illuminations obtained by using Gu and
Liu [50], Gu and Liu [50] with non-negativity constraints, Liu and Gu [52], and our
proposed method for (a) SECC vs. SGCC, (b) SGCC vs. SPCC, (c) SGHC vs.
ZAM, and (d) SEHC vs. SPHC-P.
in some degree to those of Gu and Liu [50] with non-negativity constraints (the 2nd
row) and the positive or negative halves of Gu and Liu [50] (the 1st row). Second, as
shown in (d), the coded illumination obtained by using Gu and Liu [50] can have only
non-negative intensities by accident without imposing the non-negativity constraints.
Third, more interestingly, the coded illuminations obtained by using Liu and Gu [52]
(the 3rd row), i.e. Fisher LDA are very different from those by using our method
based on margin maximization.
4.4.3 Multiclass Classification
To confirm the effectiveness of our proposed method for multiclass classification, we
compared the performance of our method with those of the following methods.
 Gu and Liu [50]: This method requires [K(K − 1)/2 + 1] grayscale images
for K-class classification, since it combines their binary classifiers described in
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Method Required Images Classification Rate
Our proposed method single 99.54%
color
Gu and Liu [50] seven 99.95%
grayscale
Liu and Gu [52] two 82.51%
with linear SVMs color
Table 4.2 Results for multiclass classification.
the previous section in a one-versus-one manner 2.
 Liu and Gu [52] with linear SVMs: This method requires two color images.
We combine Liu and Gu [52], which reduces the dimensionality of the feature
space from 3L to 3 by using multiclass Fisher LDA, with linear SVMs in the 3-D
feature space for comparison. Specifically, in eq.(4.10), the coded illumination
w is computed via Fisher LDA and the grayscale conversions {wrm, wgm, wbm}
are computed via linear SVMs.
We conducted four-class classification (K = 4) for all the combinations of the 7
materials, i.e. 35 (= 7C4) combinations in total. Table 4.2 shows the classification
rate for each method averaged over the all combinations. First, compared with Gu
and Liu [50], we can see that the degradation in classification rate of our proposed
method is minor even though our method reduces the required number of images
from seven to one. Second, the performance of our method is better than that of
Liu and Gu [52] with linear SVMs, even though ours requires not two images but
only a single image. This clearly shows the advantage of directly finding the linear
discriminant hyperplanes with the maximal margins in the spectral BRDF feature
space over the sequential optimization, i.e. the dimensionality reduction followed by
linear SVMs in the 3D feature space.
Figure 4.6 shows some of the grayscale images (top) converted from color images
under the optimal coded illumination by using the optimal grayscale conversions,
and the classification results (bottom). Here, red, green, blue, and yellow stand for
SECC, SEHC, SGCC, and SGHC respectively. We can see that the grayscale images
2Note that the multiclass classification based on Gu and Liu [50] with non-negativity constraints,
i.e. the combination of their binary classifiers described in the previous section requires not a single
image but [K(K − 1)/2] images. It is clear that its performance is worse than that of our proposed
method in Table 4.2.
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Figure 4.6 The grayscale images (top) and the classification results (bottom): (a)
SECC vs. SEHC, (b) SECC vs. SGCC, and (c) SECC vs. SGHC.
are distinct each other even though the color images are captured under the same
illumination condition.
4.4.4 Two-Class Classification with a Small Number of Light
Sources
To confirm the effectiveness of our proposed method(reducing light sources) for
twoclass classification, we compared the performance of our method with those of
the following methods.
 Gu and Liu [50]: This method requires two grayscale images. Our method
from eq.(4.6) to eq.(4.22) results in it, when the grayscale conversion is fixed,
e.g. wr = wg = wb = 1/3 in this paper, and the non-negativity constraints in
eq.(4.22) are removed.
 Gu and Liu [50] with non-negativity constraints: This method requires
only a single grayscale image. We incorporate the non-negativity constraints
on light source intensities into Gu and Liu [50] for comparison. Our method
from eq.(4.6) to eq.(4.22) results in it, when the grayscale conversion is fixed,
e.g. wr = wg = wb = 1/3 in this paper.
 Liu and Gu [52] with a linear SVM: This method requires two color
images. We combine Liu and Gu [52], which reduces the dimensionality of the
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feature space from 3L to 3 by using Fisher LDA, with a linear SVM in the 3-D
feature space for comparison. Specifically, in eq.(4.5), the coded illumination
w is computed via Fisher LDA and the weights for the grayscale conversion
{wr, wg, wb} are computed via a linear SVM.
 Ours with 120LEDs: This method requires only a single color image. We
joint optimization of coded illumination and grayscale conversion for one-shot
material classification. Our method use all of the light sources.
The above methods have one thing in common, all of the light sources in the
light source device are used for material classification.
Method Required Images Classification Rate
Ours (β = 0.016) single 100%
with average 75LEDs color
Ours (β = 0.024) single 99.44%
with average 65LEDs color
Ours (β = 0) single 100%
with 120LEDs color
Gu and Liu [50] two 100%
grayscale
Gu and Liu [50] single 97.66%
+ non-negativity grayscale
Liu and Gu [52] two 99.04%
+ a linear SVM color
Table 4.3 Results for two-class classification with a small number of light sources．
Same as the above experiment, we conducted two-class classification for all the com-
binations of the 7 materials, i.e. 21 (= 7C2) combinations in total. Table 4.3 shows
the classification rate for each method averaged over the all combinations. First, we
can see that our proposed method performs comparable to Gu and Liu [50] and ours
with 120LEDs, even though ours requires not all of the light sources but only use on
average 75 LEDs. Second, the performance of our method is better than that of Liu
and Gu [52] with a linear SVM, even though ours requires only average 65LEDs.
We show the relationship among the L1 term coefficient β, the average classifica-
tion rate and the average number of LEDs in Fig. 4.7. In this figure, the horizontal
axis is the L1 term coefficient b, the left vertical axis is the average classification
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Figure 4.7 Relationship among β,the number of LEDs, and Classification rate.
rate, and the right vertical axis is the average number of LEDs. According to this
picture, we can see that the number of LEDs and the classification rate decrease as
the coefficient b of the L1 term increases.
Figure 4.8 shows some of the coded illuminations obtained by using our proposed
method and the other methods for 4 two-class classifications:(a): SECC vs. SGCC，
(b): SGCC vs. SPCC，(c): SGHC vs. ZAM，(d): SEHC vs. SPHC-P. First, we can
see that the methods we proposed are different for the effects exhibited by different
objects. As shown in (abd), the light source can be effectively reduced in some mate-
rial without losing the recognition rate. In contrast, as shown in (c), the recognition
rate is greatly reduced in the case where the light source is reduced. Secondly, for
all results, even if the light source is reduced, the ID of the light source having the
relatively large light source intensity (the information having the light source direc-
tion and the light source wavelength) is substantially the same. Thirdly, the reduced
source is generally a light source with a small illumination intensity.
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4.5 Conclusion and Future Work
In this paper, we proposed an approach to one-shot per-pixel classification of raw
materials on the basis of spectral BRDFs. Specifically, we reveal the relationship
among the coded illumination, the grayscale conversion, and the coefficients of a lin-
ear discriminant hyperplane in the spectral BRDF feature space, and then directly
find the linear discriminant hyperplane with the maximal margin by jointly optimiz-
ing the non-negative coded illumination and the grayscale conversion. In addition,
we extend our method to multiclass classification by exploiting the degree of free-
dom of the grayscale conversion. We conducted the experiments using an LED-based
multispectral dome and confirmed that our method with only a single image works
better than or comparable to the state-of-the-art methods with multiple images.
The future work of this study includes the extension to complex objects such
as non-planar surfaces, textured surfaces [51], translucent materials, and fluorescent
materials. The extension to non-linear classifiers is another direction of our future
work.
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Figure 4.8 Light source reduction: (a): SECC vs. SGCC, (b): SGCC vs. SPCC,





In this dissertation, we focused on the spectral reflectance physics-based com-
puter vision method for material detection and classification. We dealt with three
tasks: water detection, and water and oil detection, material classification. First, we
summarize our discussion in each task. Then, we provide an overall summary.
 Per-pixel Water Detection on Surfaces with Unknown Reflectance:
Water detection is important for machine vision applications such as visual
inspection and robot motion planning. In this paper, we propose an approach
to per-pixel water detection on unknown surfaces with a hyperspectral image.
Our proposed method is based on the water spectral characteristics: water
is transparent for visible light but translucent/opaque for near-infrared light
and therefore the apparent near-infrared spectral reflectance of a surface is
smaller than the original one when water is present on it. Specifically, we
use a linear combination of a small number of basis vectors to approximate the
spectral reflectance and estimate the original near-infrared reflectance from the
visible reflectance (which does not depend on the presence or absence of water)
to detect water. We conducted a number of experiments using real images
and show that our method, which estimates near-infrared spectral reflectance
based on the visible spectral reflectance, has better performance than existing
methods.
 Per-pixel Water and Oil Detection on Surfaces with Unknown Reflectance:
We extended the water detection to water and oil detection, and realized the
estimation of the thickness of the liquid and the spectral reflectance of the
background behind it while detecting the liquid. Specifically, we propose a
novel per-pixel water and oil detection method based on the Lambert-Beer ’
s law and a low-dimensional linear model for spectral reflectance. We show
that our method enables us to pixelwisely detect water and oil on surfaces
with unknown and spatially-varying reflectance at high accuracy by using a
hyperspectral image. The effectiveness of our proposed method is confirmed
through a number of experiments using real hyperspectral images.
 Joint Optimization of Coded Illumination and Grayscale Conversion
for One-shot Raw Material Classification:
Classifying materials and their surface states is important for machine vision
applications such as visual inspection. In this chapter, we propose an approach
to one-shot per-pixel classification of raw materials on the basis of spectral
BRDFs; a surface of interest is illuminated by multispectral and multidirec-
tional light sources at the same time. Specifically, we achieve two-class classifi-
67
Figure 5.1 The key idea of spectral imaging for material detection and classification.
cation from a single color image; it directly finds the linear discriminant hyper-
plane with the maximal margin in the spectral BRDF feature space by jointly
optimizing the non-negative coded illumination and the grayscale conversion.
In addition, we extend our method to multiclass classification by exploiting the
degree of freedom of the grayscale conversion. The experiments using an LED-
based multispectral dome show that the performance of our proposed method
with only a single image is better than or comparable to the state-of-the-art
methods with multiple images. In addition, we propose a method for material
classification only using a small number of light sources. Specifically, in ad-
dition to the optimization of coded illumination and grayscale conversion, the
number of light sources is reduced by the sparse method with the L1 norm.
The effectiveness of the proposed method is shown by comparing it with the
related method that inputs multiple grayscale images and color images taken
under a large number of light sources.
 Overall Summary:
In this dissertation, we proposed novel methods for material detection and
classification via spectral imaging. We dealt with material detection and clas-
sification two main tasks in three detail tasks: water detection, and water and
oil detection, material classification. Specifically, our methods are based on
the fact that optical phenomena such as reflection, absorption, and scattering
depends on materials themselves as well as wavelengths of incident light. As
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shown in Fig. 5.1, since various optical phenomena depend on wavelength and
material, the material was detected by capture the absorption optical phenom-
ena for each wavelength with a camera (hyperspectral camera) that has finer
spectral sensitivity. Furthermore, since the appearance of the material depends
not only on the wavelength but also on the direction, we extend the camera
based spectral imaging to light source based spectral imaging, and the material
was classified by coded illumination.
In the task of material (liquid) detection, the main contributions are fourfold.
First, we propose a method for per-pixel water detection via hyperspectral
imaging on the basis of wavelength-dependent opacity of water. Our method
enables us to detect water on sur-faces with unknown and spatially-varying re-
flectance. Second, we experimentally show that the spectral reflectances from
visible to NIR wavelengths are approximately represented by using the low-
dimensional linear combination model. The spectral reflectance estimated on
the basis of the low-dimensional model would be useful for other applications
such as spectral rendering and material classification. Third, we propose a
novel method to simultaneously estimates the original spectral reflectance and
liquid thickness at each surface point simultaneously from a single hyperspec-
tral image. Our method enables us to detect water and oil on surfaces with
unknown and spatially-varying reflectance. To our knowledge, ours is the first
water and oil detection on object surfaces with unknown spectral reflectance.
Fourth, we compared the low-dimensional linear model for spectral reflectance
reconstruction with sparse representation to show which model is more suitable
for our water and oil detection method.
In the task of material classification, the main contribution is fivefold. First,
we achieve one-shot raw material classification that is applicable to objects in
motion in contrast to the existing methods with multiple images. Second, we
reveal the relationship among the coded illumination, the grayscale conversion,
and the coefficients of a linear discriminant hyperplane in the spectral BRDF
feature space. Then, our proposed method directly finds the linear discriminant
hyperplane with the maximal margin by jointly optimizing the non-negative
coded illumination and the grayscale conversion. Third, we extend our method
to multiclass classification by exploiting the degree of freedom of the grayscale
conversion. We show that the nonnegative coded illumination and the grayscale
conversion can jointly be optimized by using quadratic programming and that
our method with only a single image works better than or comparable to the
state-of-the-art methods with multiple images. Fourth, we imported the reg-
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ular expression of the sparse L1 norm to make it possible to use fewer light
sources for material recognition, reducing the cost of the light source device.
Fiveth, we reformulated SVM soft-margin optimization, which can joint op-
timization of coded illumination and grayscale conversion. This allows the
parameters between the hardware (camera and lighting device) to be designed.
For example, our reformulated SVM soft-margin optimization can be used in
the spectral domain for learning fluorescence based coded illuminants[103].
In summary, based on the appearance of materials related to the optics phenom-
ena of absorption, and this phenomenon is closely related to the wavelength,
we proposed a camera-based spectral imaging technology for material detec-
tion. The appearance of the material is also related to the optics phenomena
of reflection, which is not only related to the wavelength but also related to
the direction. Based on the principle of camera spectral imaging technology,
we have extended it to illumination-based spectral imaging technology. Since
the light source can be configured in multiple directions in space, this enables
us to realize the illumination-based spectral imaging technology for material
classification.
In this dissertation, our methods are based on the fact that optical phenomena
such as reflection, absorption, and scattering depends on materials themselves
as well as wavelengths of incident light. In the future work, we can also combine
our core technology with polarized light to observe more optical phenomena
in a higher-dimensional light space, so as to develop more novel material de-
tection and recognition methods to solve more difficult problems. In addition,
we will make full use of the core technology proposed in this dissertation to
provide optimized hardware devices (such as sensors, light sources, and lenses)
to replace existing hardware devices to perform tasks (such as material classi-
fication and liquid detection), enable it to obtain a higher classification rate,
detection rate, and lower cost.
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