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Simbol-simbol yang digunakan dalam skripsi ini memiliki makna sebagai berikut: 
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[𝑎𝑖𝑗]   : Elemen atau unsur matriks 𝐴 dengan 𝑖 = 1,2, … , 𝑛 adalah indeks  
baris dan 𝑗 = 1,2, … , 𝑝 adalah indeks kolom 
Y   : Variabel terikat 
𝑋  : Variabel bebas 
𝜀    : Error 
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𝜆   : Pengali/pengganda Lagrange 
𝑐   : Konstanta positif 
?̅?   : Nilai rata-rata variabel Y 
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𝑅2  : Koefisien Determinasi 
|𝜀𝑖|  : Residual Mutlak 
?̂?   : Estimasi parameter 
𝑆𝐸   : Standard error 
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𝑧   : Rata-rata sampel 
𝑆𝑆𝐸  : Sum of Square Error 
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𝜃  : Nilai data peramalan 
𝜃  : Nilai data sebenarnya  
?̅?2  : Adjusted Coeffisien of Determination 
𝑆𝑆𝐸  : Sum of Square Error 
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Analisis regresi linear sering terjadi masalah multikolinieritas. Masalah 
multikolinieritas perlu diatasi, salah satunya menggunakan regresi ridge. Regresi 
ridge diperoleh dengan menambahkan nilai tetapan bias pada metode kuadrat 
terkecil sehingga diharapkan dapat mengurangi nilai MSE serta mengurangi nilai 
multikolinieritas pada variabel bebas. Metode penentuan nilai tetapan bias salah 
satunya adalah metode Hoerl and Kennard dengan menggunakan nilai dari variansi 
error. Hasil analisis menunjukkan bahwa metode kuadrat terkecil mengalami 
masalah multikolinieritas karena variabel harga penutup saham (Close) dan variabel 
Bollinger Bands (BB) memiliki nilai VIF lebih dari 10. Hasil analisis regresi ridge 
menggunakan estimator parameter Hoerl and Kennard sebesar 0,3371 
menghasilkan nilai VIF kurang dari 10. Kemudian model regresi ridge tersebut diuji 
akurasi peramalannya dengan menggunakan data testing. Hasil uji akurasi 
peramalan dilihat berdasarkan nilai MSE sebesar 0,0491. Sehingga model regresi 
ridge menggunakan estimator parameter Hoerl and Kennard memiliki tingkat 
akurasi peramalan cukup tinggi dan dapat digunakan untuk meramalkan return 
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In a linear regression analysis, multicollinearity problems often occurs. 
Therefore, multicollinearity problems need to be solved, one of which is using 
Ridge regression. Ridge regression is obtained by adding the value of the bias 
constant to the least squares method so that it is expected to reduce the MSE value 
and reduce the multicollinearity value in the independent variables. One method of 
determining the value of the bias constant is the Hoerl and Kennard method using 
the value of the error variance. The analysis results show that the least squares 
method has multicollinearity problems because the closing price variable and the 
Bollinger Bands variable have a VIF value of more than 10. The results of the Ridge 
regression analysis using the Hoerl and Kennard parameter estimator of 0.3371 
produce VIF less than 10. So that the JKSE joint stock return model is obtained as 
follows. Then the Ridge regression model is tested for its forecast accuracy using 
the testing data. The results of the forecasting accuracy test are based on the MSE 
value of 0.0491. So the Ridge regression model using the Hoerl and Kennard 
parameter estimator has a fairly high level of forecasting accuracy and can be used 
to predict future stock returns. 
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 ملخص
)دراسة احلالة: هلويرل وكينارد مقّدر املعامل  ابستخدامRegresi Ridge تطبيق . نوفيتا ،ساري
كّلّية علوم الطبيعّية   البحث اجلامعي، قسم الرايضّيات، .(JKSEعوائد األسهم املشرتكة 
( عبد 1وجّية، جامعة موالان مالك إبراهيم اإلسالمّية احلكومّية مباالنج. مشرف: )والتكنول
 ( آران هراوايت، املاجستري.2العزيز، املاجستري. )
، multikolinieritas ، regresi ridge ، منهج تربيعّي األصغر،Regresi: الكلمات املفتاحّية
 .عوائد 
ارتباط متقّلب املقّيد ومتقّلب املطلق. ومنهج تربيعّي األصغر معمول  هوregresi linier  حتليل
حتليل  Best Linear Unbiased Estimorلتقدير املعامل غالبا ألّن منهج تربيعّي األصغر له صفة 
regresi linier  يكون غالبا مبسألةmultikolinieritas  لذلك كانت مسألةmultikolinieritas 
بزايدة نتائج اثبت التحّيز  حمصول regresi ridge   Regresi ridge. ، أحدها ابستخدام لوالحم
 multikolinieritasولنقص نتائج  MSE ومنهج تربيعّي األصغر حّّت كان هناك مرجوع لنقص نتائج 
م تخداابس هلويرل وكينارديف متقّلب املطلق. ومنهج حتديد نتائج الثابت التحّيز أحدها هو مبنهج 
 النتائج من اختالف اخلطأ.
ألّن متقّلب مثن multikolinieritas ونتائج التحليل يدّل أّن منهج تربيعّي األصغر له مسألة 
 regresi. ونتائج 10أكثر من  VIPله نتائج  (Bollinger Bands(BB ومتقّلب  (close)األسهم 
ridge  على نتائج  حصل 3371، 0يعىن  هلويرل وكيناردله مقّدر املعاملVIP  مّث مّت 10أقّل من .
 JKSE احلصول على قاعدة عوائد األسهم املشرتكة 
َتََبَة صّحة تنّبأه ابستخدام نتائج التجربة. ونتائج اختيار الصّحة  regresi ridgeمّث لتلك قاعدة  ُمخ
قّدر تستخدم م regresi ridge. لذلك أّن قاعدة 0491، 0يعىن  MSEالتنّبأ منظور إىل نتائج 
اليت هلا درجة صّحة التنّبأ عاليا مبا يكفي وتستطيع لعمولتها لتنّبأ عوائد األسهم  هلويرل وكيناردامل املع







1.1 Latar Belakang 
Matematika merupakan salah satu alat yang digunakan untuk 
menyelesaikan masalah dalam kehidupan. Salah satunya adalah dalam bidang 
perekonomian. Suatu negara dapat dikatakan mengalami kemajuan dan 
perkembangan dilihat dari bagaimana perekonomiannya, karena perekonomian 
menjadi salah satu pondasi utama kekuatan suatu negara. Untuk menjaga 
perekonomian suatu negara agar tetap stabil dan baik perlu dilakukan suatu analisis 
yaitu analisis regresi. Analisis regresi adalah hubungan antara variabel 𝑋 dan 
variabel 𝑌. Variabel 𝑋 adalah variabel bebas dan variabel 𝑌 adalah variabel terikat. 
Dalam analisis regresi jika terdapat 1 variabel bebas dalam model regresi maka 
disebut sebagai analisis regresi linier sederahana (linear regression). Sedangkan 
jika terdapat lebih dari 1 variabel bebas dalam model regresi maka disebut analisis 
regresi linier berganda (multiple linear) (Harlan,2018).  
Model regresi linear sederhana atau berganda dapat diperoleh dengan 
melakukan estimasi parameter. Estimasi parameter dikatakan baik dan layak jika 
bersifat BLUE (Best Linear Unbiased Estimator). Metode yang sering digunakan 
adalah metode kuadrat terkcil atau yang dikenal dengan matode OLS (Ordinary 
Least Square) (Basuki,2017). Hal ini dikarenakan metode kuadrat terkecil memiliki 
sifat BLUE (Best Linear Unbiased Estimator), dimana estimasi tidak bias dan 
mempunyai variansi yang minimum (Putri & Anggorowati, 2017). Dalam statistika 
model regresi yang baik dan cocok harus memenuhi asumsi klasik, antara lain tidak 
adanya autokorelasi, heteroskedastisitas dan multikolinearitas (Supranto, 2005).  
Pada model regresi linier permasalahan yang sering muncul adalah 
multikolinearitas yaitu terjadinya hubungan linier antar variabel bebas X 
(Basuki,2017). Adanya multikolinearitas masih menghasilkan estimasi yang OLS 
bersifat BLUE (Best Linear Unbiased Estimator), tetapi memiliki variansi-




Regresi ridge adalah salah satu estimator yang dapat mengatasi 
multikolinearitas. Estimator ini merupakan estimator yang pertama kali 
diperkenalkan oleh Hoerl & Kennard untuk mengatasi multikolinearitas pada suatu 
data (Supranto, 2005). Regresi ridge merupakan perkembangan dari metode kuadrat 
terkecil atau OLS (Ordinary Least Square), dimana metode metode kuadrat terkecil 
atau OLS (Ordinary Least Square) dimodifikasi dengan menambah parameter 
tetapan bias pada matriks varians-kovarians pada variabel bebas. Parameter tetapan 
bias memiliki peran yang penting pada regresi ridge. Oleh karena itu, dibutuhkan 
pemilihan yang tepat terhadap parameter tetapan bias (Younker,2012). Hoerl & 
Kennard adalah salah satu metode yang sering digunkan untuk menentukan 
parameter tetapan bias. Maka dalam penelitian ini akan digunakan metode Hoerl & 
Kennard untuk menentukan parameter tetapan bias. 
Penelitian mengenai regresi ridge dengan mengevaluasi estimator penduga 
dilakukan oleh Asar, dkk (2013), Fitrianto dan Yik (2014). Penelitian-penelitian 
tersebut mengevaluasi estimator menggunakan Mean Square Error (MSE) untuk 
membandingkan estimasi menggunakan simulasi Monte Carlo. Hasil dari 
penelitian-penelitian tersebut menunjukkan bahwa penduga Hoerl & Kennard 
memiliki MSE yang lebih kecil dibandingkan OLS untuk semua tingkat korelasi 
dan penduga Hoerl & Kennard memberikan hasil yang lebih baik dalam arti bias. 
Selain itu, penelitian mengenai regresi ridge dengan pemilihan parameter 
ridge k dilakukan oleh Muniz, dkk (2012), Dorugade (2015), dan Nurhasanah 
(2017). Berdasarkan penelitian-penelitian tersebut, kinerja estimator bergantung 
pada variansi eror, korelasi antara variabel penjelas, banyaknya sampel, dan 
koefisien 𝛽 yang tidak diketahui. Sehingga ketika banyaknya sampel meningkat, 
maka MSE menurun, meskipun korelasi antara variabel bebas dan variansi erornya 
besar. Hasil dari penelitian-penelitian tersebut menunjukkan bahwa MSE estimator 
dengan parameter ridge k lebih kecil jika dibandingkan MSE estimator OLS 
(Ordinary Least Square). 
Penelitian lain juga dilakukan oleh Pratiwi (2016), Bager, dkk (2017), 
Cankaya, dkk (2019), dan Tirink, dkk (2020) mengenai Perbandingan regresi ridge 
dengan OLS (Ordinary Least Square) dalam mengatasi multikolinearitas. Dengan 




determinasi lebih besar dan MSE lebih kecil dibandingan metode OLS. Nilai VIF 
yang diperoleh dari OLS lebih tinggi dibandingkan ridge, dimana nilai VIF 
merupakan indikitaor masalah multikolinearitas. Hasil dari penelitian-penelitian 
tersebut menunjukkan bahwa metode regresi ridge mampu mengatasi 
multikolinearitas dibandingkan OLS. 
Penggunaan metode ridge pada peramalan harga saham telah dilakukan oleh 
beberapa peneliti, seperti Tanjung dan Rustam (2013) melakukan penelitian 
mengenai peramalan harga saham berbasis indikator teknis menggunakan model 
regresi ridge dan regresi Kernel ridge. Selanjutnya, Arifin, (2018) melakukan 
penelitian mengenai pemodelan dan peramalan harga saham gabungan di Bank 
Indonesia dengan model GRR (Generalized Ridge Regression). Hasil dari 
penelitian tersebut dapat diketahui bahwa model GRR dapat mengatasi masalah 
autokorelasi dan multikolinieritas dengan melihat nilai VIF. 
Implementasi dari penelitian ini adalah mencari model terbaik yang 
digunakan untuk meramalkan investasi di pasar saham pada waktu yang akan 
datang. Sebagaimana firman Allah pada al-Quran surah Yusuf ayat 47-48, yaitu: 
“Yusuf berkata “Agar kamu bercocok tanam tujuh tahun (berturut-turut) 
sebagaimana biasa; kemudian apa yang kamu tuai hendaklah kamu biarkan di 
tangkainya kecuali sedikit untuk kamu makan. Kemudian setelah itu akan datang 
tujuh (tahun) yang sangat sulit, yang menghabiskan apa yang yang kamu simpan 
untuk menghadapinya (tahun sulit), kecuali sedikit dari apa (bibit gandum) yang 
kamu simpan”. 
Tafsir jalalain (Al- Mahalli, dkk 2007), telah menafsirkan ayat tersebut 
Yusuf berkata supaya kamu bertanam 7 tahun lamanya dengan bersungguh-
sungguh, karena akan datang masa-masa yang akan sulit. Hasil yang kamu panen 
janganlah kamu makan semua. Makanlah sedikit dari hasil yang kamu panen dan 
sisanya dikonsumsi untuk kemudian hari ketika masa-masa sulit itu datang. 
Maka dapat disimpulkan bahwa Nabi Yusuf telah meramalkan akan 
terjadinya tahun sulit. Dalam suatu negara meramalkan harga saham sangatlah 
penting untuk dapat mengetahui tingkat perekonomian, karena perekonomian 
menjadi salah satu pondasi utama kekuatan suatau negara. Oleh karena itu, 
dibutuhkan model yang bisa digunakan untuk meramalkan. 
Berdasarkan penjelasan diatas, peneliti akan menerapkan model regresi 




dari suatu perusahaan. Data indeks harga saham yang digunakan oleh peneliti yakni 
return harga saham gabungan atau disebut Jakarta Composite Index (JKSE). Indeks 
harga saham ini mencakup pergerakan seluruh harga saham yang tercatat di Bursa 
Efek Indonesia (BEI).  
1.2 Rumusan Masalah 
Berdasarkan latar belakang diatas, peneliti mengambil rumusan masalah 
yaitu: 
1. Bagaimana pemodelan regresi ridge pada return harga saham gabungan 
JKSE menggunakan estimator parameter Hoerl and Kennard? 
2. Bagaimana hasil peramalan return harga saham gabungan JKSE pada model 
regresi ridge menggunkan estimator parameter Hoerl and Kennard? 
 
1.3 Tujuan 
Berdasarkan rumusan masalah diatas, tujuan dari penelitian ini yaitu, 
1. Mengetahui model regresi ridge pada return harga saham gabungan JKSE 
menggunakan estimator parameter Hoerl and Kennard. 
2. Mengetahui hasil dari peramalan return harga saham gabungan JKSE pada 
model regresi ridge menggunakan estimator parameter Hoerl and Kennard.  
 
1.4 Manfaat Penelitian 
Penelitian ini merupakan kesempatan bagi peneliti untuk menambah 
wawasan tentang estimasi parameter model regresi ridge menggunakan 
parameter Hoerl & Kennard dalam meramalkan harga saham. 
 
1.5 Batasan Masalah 
Agar tidak terjadi perluasan dan pengembangan masalah, maka diperlukan 
adanya batasan masalah sebagai berikut: 
1. Data yang digunakan adalah data harian return harga saham gabungan JKSE 
pada periode 2020-2021 dengan variabel bebas pada data diasumsikan 
memiliki multikolinearitas. 




1.6 Sistematika Penulisan 
Sistematika yang digunakan dalam penulisan proposal ini adalah: 
BAB I PENDAHULUAN 
Bab ini berisi latar belakang, rumusan masalah, tujuan penelitian, 
manfaat penelitian, batasan masalah, dan sistematika penulisan.  
BAB II TINJAUAN PUSTAKA 
Bab ini memberikan kajian-kajian yang menjadi landasan teori dari 
permasalahan yang akan dibahas antara lain deret waktu, volalitas, 
heteroskedastisitas, autokorelasi, uji multikolinieritas, uji 
normalitas, model Ordinary Least Square (OLS), bias-variansi 
trade-off, Ridge Regression, Generilized Ridge Regression, dan 
estimator parameter Hoerl & Kennard. 
BAB III METODOLOGI PENELITIAN 
Bab ini berisi tentang informasi mengenai pendekatan penelitian, 
jenis dan sumber data, variabel penelitian, dan tahap analisis data. 
BAB IV HASIL DAN PEMBAHASAN 
Bab ini berisi tentang hasil dan pembahasan mengenai implementasi 
Ridge Regression dengan menggunakan estimator parameter Hoerl 
& Kennard pada harga saham PT. Telkom, Tbk. tahun 2020-2021.  
BAB V PENUTUPAN 
Bab ini berisi tentang kesimpulan dari penelitian yang telah 









2.1.1 Definisi Matriks 
 Matriks adalah susunan baris dan kolom yang berisi bilangan atau skalar 
atau fungsi yang diberi kurung biasa atau kurung siku. Bilangan atau fungsi atau 
skalar dalam susunan tersebut dinamakan entri atau elemen dari matriks. Matriks 
disimbolkan dengan huruf besar sedangkan entri atau elemen disimbolkan huruf 
kecil. Ukuran dalam matriks disebut ordo. Ordo adalah ukuran dalam matriks yang 
menunjukkan banyaknya baris 𝑥 banyaknya kolom di dalam matriks, 𝑥 dalam ordo 
artinya bukan perkalian tetapi hanya pemisah (Imrona, Mahmud 2013). 
Bentuk umum dari matriks 𝑨 yang berordo 𝑛 𝑥 𝑝 adalah: 
𝑨𝒏𝒙𝒑 = [𝑎𝑖𝑗] = [
𝑎11 𝑎12 ⋯ 𝑎1𝑝













𝑨𝒏𝒙𝒑  : Matriks 𝐴 berukuran 𝑛 𝑥 𝑝 
[𝑎𝑖𝑗]  : Elemen atau unsur matriks 𝑨 dengan 𝑖 = 1,2, … , 𝑛 adalah indeks baris dan 
𝑗 = 1,2, … , 𝑝 adalah indeks kolom 
Bagian Horizontal atau mendatar dari matriks A disebut baris matriks yang terdiri 
dari (𝑎11, 𝑎12, … , 𝑎1𝑝 ), (𝑎21, 𝑎22, … , 𝑎2𝑝 ), … , (𝑎𝑛1, 𝑎𝑛2, … , 𝑎𝑛𝑝 ). Bagian Vertikal 
























Suatu matriks yang terdiri dari 𝑛 baris dan 𝑝 kolom disebut matriks ber-ordo 
(ukuran) 𝑛 𝑥 𝑝 dilambangakn dengan notasi 𝑨𝒏𝒙𝒑 atau [𝒂𝒊𝒋]𝒏𝒙𝒑
. Dimana 
𝑎𝑖𝑗 merupakan Elemen atau entri matriks, 𝑖 menunjukkan baris (𝑖 = 1,2,3, … , 𝑛), 
dan 𝑗 menunjukkan indeks kolom (𝑖 = 1,2,3, … , 𝑝)(Andari,2017). 
2.1.2 Operasi Matriks 
A. Matriks Transpose 
Matriks Transpose adalah matriks yang diperoleh dari pertukaran baris 
menjadi kolom dan kolom menjadi baris. Matriks transpose dari suatu 
matriks 𝑨 dilambangkan dengan 𝑨𝑻 atau 𝑨′. Jika matriks 𝑨 ber-ordo 
(ukuran) 𝑛 𝑥 𝑝 maka transpose 𝑨𝑻 atau 𝑨′ adalah  𝑝 𝑥 𝑛 . (Wainwright, 
2006).  
Misalkan matriks 𝑨𝒏𝒙𝒑 = [
𝑎11 𝑎12 ⋯ 𝑎1𝑝









] = [𝑎𝑖𝑗]𝑛𝑥𝑝 
 
Maka matriks transpose 𝑨 adalah 
𝑨𝑻𝒑𝒙𝒏 = [
𝑎11 𝑎21 ⋯ 𝑎𝑝1









] = [𝑎𝑖𝑗]𝑝𝑥𝑛 
(2. 3) 
 
Menurut Wainwright (2006), sifat-sifat matriks transpose sebagai 
berikut: 
1. (𝑨𝑻)𝑻 = 𝑨 
2. (𝑨 + 𝑩)𝑻 = 𝑨𝑻 + 𝑩𝑻  





B. Matriks Invers 
Misalkan 𝑨 adalah matriks yang berorodo 𝑛 𝑥 𝑛, 𝑨 dapat diinvers 
(dapat dibalik) jika terdapat matriks 𝑩 yang ukurannya sama sehingga 
memenuhi 𝑩𝑨 = 𝑰, maka 𝑩 disebut inverse dari 𝑨. Matriks 𝑨 yang dapat 
diinvers dilambangkan dengan 𝑨−𝟏, maka 𝑨−𝟏𝑨 = 𝑰. Jadi 𝑨−𝟏𝑨 = 𝑰 =
𝑨𝑨−𝟏 (Haeussler. J, dkk, 2013). 
 
2.1.3 Jumlah Unsur Diagonal Suatu Matriks 
Matriks dengan banyaknya baris (𝑛 baris) sama dengan banyaknya kolom 
(𝑛 kolom) dan entri-entri 𝑎11, 𝑎22, 𝐿, 𝑎𝑛𝑛 terletak pada diagonal utama (Ririen, 
2009). Jumlah dari entri-entri diagonal utama disebut trace disingkat 𝑡𝑟 dari matriks 
tersebut.  Jika 𝐴 merupakan suatu matriks persegi dengan ukuran 𝑛 × 𝑛, maka 
jumlah entri pada diagonal matriks 𝐴 disimbolkan matriks 𝑡𝑟(𝐴) sebagai berikut 
(Ririen, 2009):  
 
𝒕𝒓(𝑨) = 𝑎11 + 𝑎22 + ⋯ + 𝑎𝑛𝑛 = ∑ 𝑎𝑖𝑖
𝑛
𝑖=1
 (2. 4) 
2.1.4 Nilai Eigen dan Vektor Eigen 
Menurut Sembiring (1995), Misalkan 𝑨 merupakan matriks yang berukuran 
𝑛 𝑥 𝑛 terdapat bilangan 𝑥 dan vektor yang saling orthogonal maka: 
 𝑨𝒙 = 𝛌𝒙 (2. 5) 
Untuk suatu skalar λ. Maka skalar λ dinamakan nilai eigen dari 𝐴 dan 𝑥 dinamakan 
vektor eigen. Bila matriks 𝐴 simetris, maka λ bernilai riil. Bila 𝑉 merupakan suatu 
matriks diagonal, maka entri atau element diagonal 𝑉 adalah nilai eigennya, 
sehingga diperoleh 
 
𝒕𝒓(𝑨) = ∑ 𝜆𝑖𝑖
𝑛
𝑖=1





2.2 Regresi Linier 
 Regresi pertama kali dikemukakan oleh Sir Francis Galton pada tahun 1877. 
Regresi merupakan alat ukur untuk mengetahui hubungan satu variabel terikat 
dengan satu atau lebih variabel bebas. Analisis regresi mampu menunjukkan tingkat 
perubahan suatu variabel terhadap variabel lainnya sehingga perkiraan nilai 
variabel terikat pada nilai variabel bebas akurat (Hasan, 2002).  
Model regresi linier secara umum dituliskan sebagai berikut. 
 
dimana: 
𝑌  : Variabel terikat 
𝑋  : Variabel bebas 
𝜀   : Error 
 Regresi linier dibagi menjadi dua kelompok berdasarkan banyaknya 
variabel prediktor. Jika hanya terdapat satu variabel prediktor, maka disebut regresi 
linier sederhana. Sedangkan jika terdapat lebih dari satu variabel prediktor disebut 
regresi linier berganda (Supranto, 2009). 
2.2.1 Regresi Linear Sederhana 
 Regresi linier sederhana merupakan metode statistik yang berfungsi untuk 
mengetahui hubungan satu variabel bebas dengan variabel terikat (Harlan,2018).  
Model regresi linier sederhana memiliki satu variabel bebas 𝑋 dan satu variabel 
bebas 𝑌. Model regresi linier sederhana dituliskan sebagai berikut (Montgomery & 
Runger, 2003): 
 
𝒀 = 𝛽0 + 𝛽1𝑥 + 𝜀 
(2. 8) 
dengan 𝑛 data pengamatan (𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑛, 𝑦𝑛) sehingga persamaan 
menjadi 
𝒚𝒊 = 𝛽0 + 𝛽𝑗𝑥𝑖 + 𝜀𝑖 
 






𝑦𝑖  : Variabel terikat untuk pengamatan ke-𝑖, 𝑖 = 1,2, … 𝑛 
𝛽𝑗  : Parameter atau koefisien regresi, 𝑗 = 1,2 
𝑥𝑖  : Variabel bebas untuk pengamatan ke-𝑖 
𝜀𝑖   : Error untuk pengamatan ke-𝑖 
 Pada model regresi linier sederhana, error diasumsikan berdistribusi normal 
dengan rata-rata 0 dan variansi 𝜎2. Error antar pengamatan juga diasumsikan tidak 






















Sehingga dapat disederhanakan menjadi persamaan (2.8) (Montgomery & Runger, 
2003). 
 
2.2.2 Regresi linear Berganda 
 Regresi linear berganda adalah hubungan variabel terikat dihubungkan 
dengan lebih dari satu variabel bebas (Harlan,2018). Bentuk umum dari regresi 
linier berganda dengan 𝑝 variabel dapat dituliskan sebagai berikut (Adiningsih, 
1993): 
 𝒀 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ + 𝛽𝑝𝑥𝑝 + 𝜀 (2. 9) 
Sehingga persamaan menjadi 
𝒚𝒊 = 𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + ⋯ + 𝛽𝑗𝑥𝑖𝑗 + 𝜀𝑖 
dimana 𝑥𝑖𝑗 adalah variabel bebas untuk 𝑗 = 1,2, … , 𝑝 dan untuk pengamatan ke-𝑖, 







1 𝑥11 𝑥12 ⋯ 𝑥1𝑘






















Sehingga dapat disederhanakan menjadi persamaan (2.8) (Montgomery & Runger, 
2003). 
2.3 Estimasi Parameter 
2.3.1 Metode Kuadrat Terkecil 
 Metode kuadrat terkecil atau biasa dikenal dengan (OLS) merupakan 
salah satu metode yang digunakan untuk mengestimasi parameter regresi linier 
dengan cara meminimumkan jumlah kuadrat residual atau jumlah error setiap 
observasi (Kuncoro. M,2007). Model terbaik adalah model dengan error terkecil. 
Karena terdapat error sebanyak 𝑛 pengamatan, yaitu 𝜀1, 𝜀2, … , 𝜀𝑛, maka seluruh 
nilai error tersebut perlu diperhitungkan. Sehingga, untuk mendapatkan error 
terkecil adalah dengan jumlah error kuadrat, yakni mengkuadratkan dan kemudian 
menjumlahkan seluruh nilai error. 
 Misalkan estimasi yang tidak diketahui adalah 𝛽 dari model regresi linear 
berganda (Kuncoro.M ,2007), yaitu: 
 𝒚𝒊 = 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + ⋯ + 𝛽𝑝𝑋𝑖𝑝 + 𝑒𝑖 (2. 10) 
dengan 𝑖 = 1,2, … , 𝑛. Sehingga model regresi linear untuk 𝑛 observasi, dapat 
dituliskan sebagai berikut: 
𝒚𝟏 = 𝛽1𝑋11 + 𝛽2𝑋12 + ⋯ + 𝛽𝑝𝑋1𝑝 + 𝑒1  
𝒚𝟐 = 𝛽1𝑋21 + 𝛽2𝑋22 + ⋯ + 𝛽𝑝𝑋2𝑝 + 𝑒2  
⋮ 
𝒚𝒏 = 𝛽1𝑋11 + 𝛽2𝑋12 + ⋯ + 𝛽𝑝𝑋𝑛𝑝 + 𝑒𝑛 (2. 11) 
 
dimana: 
𝑦𝑖  : Nilai variabel tak bebas pada observasi ke- 𝑖 
𝑋𝑖𝑗  : Nilai variabel bebas ke-p pada observasi ke- 𝑖 
𝛽𝑗   : Parameter atau koefisien regresi untuk ke-𝑗 variabel 





 normal 𝑒𝑖~𝑁(0, 𝜎
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𝑥11 𝑥12 ⋯ 𝑥1𝑝

















] (2. 12) 
sehingga model regresi linear tersebut dapat disederhanakan menjadi  
 𝒀 = 𝑋𝛽 + 𝜀 (2. 13) 
Berkaitan dengan model regresi yang telah dikemukakan sebelumnya, 
terdapat asumsi-asumsi yang harus dipenuhi dalam metode OLS (Aziz,2010), 
antara lain: 
1. Nilai ekspetasi (harapan) dari variabel 𝑒 adalah sama dengan nol atau 
 
𝐸(𝑒) = 0 (2. 14) 
2. Variansi konstan untuk semua variabel 𝑒 dalam setiap observasi 
 
𝑉𝑎𝑟 = (𝑒𝑖) = 𝐸(𝑒𝑖
2) = 𝜎2, 𝑖 = 1,2, … , 𝑛 (2. 15) 
3. Tidak ada autokorelasi antara variabel 𝑒 
 
(𝐶𝑜𝑣 𝑒𝑖, 𝑒𝑗) = 0, 𝑖 ≠ 𝑗 
(2. 16) 
4. Tidak terjadi multikolinearitas, artinya tidak ada hubungan linear (harus 
saling bebas) antar variabel bebas. 
Berdasarkan persamaan (2.12) maka persamaan regresi dugaanya yaitu 
 𝒆 = 𝑌 − 𝑋?̂? (2. 17) 
sehingga jumlah kuadrat error (SSE) adalah: 
 





2 + ⋯ + 𝑒𝑛
2 (2. 18) 
Jika diubah dalam bentuk matriks menjadi 












maka berdasarkan persamaan (2.16) dan (2.17) 
𝑺 = 𝑒𝑇𝑒  
= (𝑌 − 𝑋?̂?)
𝑇
(𝑌 − 𝑋?̂?)  
= (𝑌𝑇 − ?̂?𝑇𝑋𝑇) (𝑌 − 𝑋?̂?) 
= 𝑌𝑇𝑌 − 𝑌𝑇 𝑋?̂? − ?̂?𝑇𝑋𝑇𝑌 + ?̂?𝑇𝑋𝑇 𝑋?̂? (2. 20) 
= 𝑌𝑇𝑌 − 𝛽𝑇𝑋𝑇𝑌 − 𝛽𝑇𝑋𝑇𝑌 + 𝛽𝑇𝑋𝑇𝑋𝛽  
= 𝑌𝑇𝑌 − 2𝛽𝑇𝑋𝑇𝑌 + 𝛽𝑇𝑋𝑇𝑋𝛽  
Estimator ?̂?merupakan ?̂? yang meminimumkan jumlah kuadrat error (SSE) dengan 
melakukan turunan parsial pertama 𝑆 terhadap ?̂? yang sama dengan nol, 
𝜕𝑆
𝜕?̂?
= 0  
   0 = 0 − 2𝑋𝑇𝑌 + 2𝑋𝑇 𝑋?̂? 
= −2𝑋𝑇𝑌 + 2𝑋𝑇 𝑋?̂?  
sehingga diperoleh, 
 ?̂?𝒐𝒍𝒔 = (𝑋
𝑇𝑋)−1𝑋𝑇𝑌 (2. 21) 
Dengan penaksir ?̂?𝑜𝑙𝑠 yang bersifat BLUE (Best Linear Unbiased Estimator) 
(Aziz,2010). 
2.3.2 Metode Pemusatan dan Penskalaan 
Metode pemusatan dan penskalaan merupakan bagian dari membakukan 
(standardized) viariabel (Kutner & Nachtsheim,2005). Metode pemusatan 
dilakukan dengan menghilangkan intersep ?̂?𝟎 sehingga model regresi menjadi lebih 
sederhana. Modifikasi sederhana dari pembakuan variabel tersebut disebut 
transformasi korelasi. Penskalaan dilakukan dengan mentransformasikan variabel 
























 (2. 24) 
 
𝑺𝒚 =




 (2. 25) 
 
dimana: 
?̅?  : Nilai rata-rata variabel Y 
?̅?𝑗 : Nilai rata-rata variabel X untuk 𝑗 = 1,2, … 𝑝 
𝑆𝑦  : Standar deviasi dari variabel Y 
𝑆𝑥𝑗  : Standar deviasi dari variabel 𝑋𝑗 
Model regresi dari transformasi variabel 𝑌∗ dan 𝑋∗ disebut dengan model 







∗ + ⋯ + 𝛽𝑝
∗𝑋𝑝𝑖
∗ + 𝑒𝑖 (2. 26) 
Sehingga hubungan antara parameter 𝛽𝑗
∗ pada model regresi baku dengan parameter 







∗, 𝑗 = 1,2, … , 𝑝 (2. 27) 
𝜷𝟎 = ?̅? − 𝛽1?̅?1 − 𝛽2?̅?2 − ⋯ − 𝛽𝑃?̅?𝑃 
 
= ?̅? − ∑ 𝛽𝑗?̅?𝑗
𝑝
𝑗=1
 (2. 28) 
 
2.3.3 Bentuk kanonik Model Regresi 






 𝒀   = 𝑋∗𝛼 + 𝜀 
  = 𝑋𝑄𝑄𝑇𝛽 + 𝜀 
  = 𝑋𝐼𝛽 + 𝜀 
 = 𝑋𝛽 + 𝜀   (2. 29) 
dengan 𝑿∗ = 𝑋𝑄 dan 𝜶 = 𝑄𝑇𝛽, selanjutnya bentuk kanonik 𝜶 mengikuti 
persamaan (2.20) yaitu, 







  = (𝑄𝑇𝐶𝑄)−1𝑋∗𝑇𝑌  (2. 30) 
Sehingga bentuk kanonik dari persamaan (2.26) menjadi 
𝒀 = 𝑋𝛽 + 𝜀  
 = 𝑋𝑄𝑄𝑇𝛽 + 𝜀  (2. 31) 
= 𝑋𝐷?̂? + 𝜀 
= 𝑋∗?̂? + 𝜀 
dengan ?̂? = 𝑄𝑇𝛽 









  = Λ−1𝑋∗𝑇𝑌  (2. 32) 
2.3.4 Regres Ridge 
Metode regresi ridge diperkenalkan pertama kali oleh Hoerl & Kennard 
(1962). Metode ridge adalah salah satu metode yang dapat digunakan untuk 
mengatasi multikolinearitas (Supranto,2005). Regresi ridge adalah estimasi metode 
kuadrat terkecil dengan batasan pada jumlah koefisien kuadrat (Younker, 2012). 





dari 𝛽. Variansi dari 𝛽 tersebut dibatasi dengan membatasi nilainya menjadi 𝛽2 agar 
selalu lebih kecil daripada nilai suatu konstanta yaitu 𝑐 (𝛽2 < 𝑐). Oleh karenanya, 
dalam mencari nilai taksiran 𝛽 didefinisikan dengan meminimumkan jumlah 
kuadrat eror dan menggunakan metode pengali/pengganda Lagrange sebagai 
berikut (Shawe-Taylor & Cristianini, 2004):  
 𝑮 = (𝑌 − 𝑋𝛽)𝑇(𝑌 − 𝑋𝛽) + 𝜆(𝛽𝑇𝛽 − 𝑐) (2. 33) 
dimana: 
𝜆  : Pengali/pengganda lagrange 
𝑐  : Konstanta positif 
Misalkan ?̂?𝒓𝒊𝒅𝒈𝒆 merupakan penaksir 𝜷 dalam meminimumkan persamaan (2.21), 
maka dengan menurunkan persamaan tersebut terhadap ?̂? kemudian hasil 
turunanannya disamakan dengan nol (sama seperti proses mencari ?̂?𝒐𝒍𝒔, diperoleh 
persamaan sebagai berikut (Shawe-Taylor & Cristianini, 2004): 
 ?̂?𝒓𝒊𝒅𝒈𝒆 = (𝑋
𝑇𝑋 + 𝜆𝐼)−1𝑋𝑇𝑌 (2. 34) 
dimana: 
?̂?𝒓𝒊𝒅𝒈𝒆 : Estimasi parameter regresi ridge 
 Selanjutnya berdasarkan persamaan (2.32) dan persamaan (2.34), maka 
diperoleh ?̂?𝒓𝒊𝒅𝒈𝒆 yaitu (Younker, 2012) 
?̂?𝒓𝒊𝒅𝒈𝒆 = (𝑋
∗𝑇𝑋∗ + 𝜆𝐼)−1𝑋∗𝑇𝑌 
  = ((𝑋𝑄)𝑇(𝑋𝑄) + 𝜆𝐼)−1𝑋∗𝑇𝑌 
  = (𝑄𝑇𝑋𝑇(𝑋𝑄) + 𝜆𝐼)−1𝑋∗𝑇𝑌 
   = (Λ + 𝜆𝐼)−1𝑋∗𝑇𝑌 (2. 35) 
2.3.5 Estimator Parameter Hoerl and Kennard 
 Menurut Hoerl & Kennard (1970) nilai tetapan bias (𝑘) dalam 












(𝑌 − 𝑋?̂?)𝑇(𝑌 − 𝑋?̂?)
𝑛 − 𝑝 − 1
 (2. 37) 
dimana: 
𝑘𝐻𝐾  : Konstanta bias Hoerl & Kennard 
𝜌  : Jumlah variabel independent 
𝜎2  : Mean square error yang diperoleh dari metode kuadrat terkecil 
?̂?  : Estimasi parameter metode kuadrat terkecil 
2.4 Uji Hipotesa 
2.4.1 Konsep Uji Hipotesa 
 Hipotesa atau dugaan merupakan salah satu uji yang dilakukan untuk 
mengatasi masalah parameter yang ada dalam statistik. Parameter dalam statistik 
yaitu ukuran-ukuran yang diperoleh dari populasi, example: rata-rata (𝜇), varians 
(𝜎2), proporsi (𝑝). Uji hipotesa adalah prosedur untuk menerima atau menolak 
suatu hipotesa statistik, yaitu anggapan atau pernyataan mengenai parameter 
populasi. Anggapan atau pernyataan tersebut mungkin benar atau tidak (Yanto 
2020). 
Jenis hipotesa statistik ada 2 yaitu Hipotesa nol (null hypothesis) atau 
disimbolkan 𝐻0 dan hipotesa alternative 𝐻1. Hipotesa statistik yang diajukan 
didukung dengan data sampel. Jika keterangan sampel selaras dengan hipotesa 
statistik, maka hipotesa tersebut diterima. Jika keterangan sampel tidak selaras 
dengan hipotesa statistik, maka hipotesa ditolak (Yanto,2020). 
2.4.2 Uji Asumsi Klasik 
A. Uji Normalitas 
Uji normalitas digunakan untuk mengetahui error pada suatu data 
berdistribusi normal atau tidak. Model regresi yang baik ialah model yang 
memiliki nilai error berdistribusi normal (Gujarati & Porter, 2009). Salah satu 





Jarque Bera (JB) merupakan uji normalitas yang berdasarkan pada koefisien 
kemiringan (skewness) dan koefisien keruncingan (kurtosis). Uji ini dilakukan 
dengan membandingkan statistik Jarque Bera (JB) dengan nilai Chi-Square (𝑋2) 
tabel. Nilai residual dinyatakan berdistribusi normal dengan syarat nilai 𝐽𝐵 ≤ 𝑋2 
tabel (Suliyanto, 2011). Berikut ini hipotesa menggunakan uji Jarque Bera 
(Widarjono, 2005): 
Hipotesis: 
𝐻0  : 𝜇 = 0 (Data berdistribusi normal) 
𝐻1  : 𝜇 ≠ 0 (Data tidak berdistribusi normal) 
Statistik Uji: 
 








) (2. 38) 
dimana: 
𝑆𝑘  : Koefisien kemencengan (skewness) 
𝐾𝑢 : Koefisien peruncingan (kurtosis) 
Keputusan: 
Jika 𝐽𝐵 ≥ 𝑋𝑡𝑎𝑏𝑒𝑙
2  atau 𝑝 𝑣𝑎𝑙𝑢𝑒 < 𝛼, maka 𝐻0 ditolak. 
Kesimpulan: 
Jika pada keputusan 𝐻1 ditolak atau  𝐻0 diterima, maka data tidak berdistribusi 
normal sehingga tidak memenuhi asumsi error normal. 
Menurut suliyanto (2011), apabila asumsi error tidak berdistribusi normal, 
maka nilai prediksi yang diperoleh menjadi bias dan tidak konsisten. Sehingga 
untuk mengatasinya dapat dilakukan beberapa metode sebagai berikut: 
1. Menambah jumlah data 
2. Melakukan transformasi data 10 
3. Menghilangkan data penyebab data tidak normal 
4. Menggunakan alat analisis lain (analisis non-parametrik) 
B. Uji Korelasi 
Uji korelasi merupakan salah satu metode untuk mengetahui seberapa besar 





Analisis korelasi dapat dilakukan dengan melihat angka indeks korelasi. Angka 
indeks tersebut diperoleh dari perhitungan berdasarkan rumus-rumus yang 
disesuaikan pada jenis variabel yang diteliti (Supranto, 1994). Salah satu uji 
korelasi yaitu Pearson. Berikut ini hipotesa menggunakan uji Pearson (Kuncoro, 
2001). 
Hipotesis: 
𝐻0  : Tidak ada korelasi 




𝑛 ∑ 𝑋𝑌 − ∑ 𝑋 ∑ 𝑌
√[𝑛 ∑ 𝑋2 − (∑ 𝑋)2][𝑛 ∑ 𝑌2 − (∑ 𝑌)2]
 (2. 39) 
Keputusan: 
𝐻0 ditolak, jika 𝑟ℎ𝑖𝑡𝑢𝑛𝑔 > 𝑟𝑡𝑎𝑏𝑒𝑙 
Kesimpulan: 
Jika pada keputusan 𝐻0 ditolak atau dapat diartikan terima 𝐻1, maka terjadi 
hubungan (korelasi) diantara variabel yang diteliti. 
C. Uji Multikolinearitas 
Menurut Suyono (2015), untuk menguji multikolinieritas dapat dilakukan 
dengan melihat nilai VIF (Variance Inflation Factor) dari masing-masing variabel 
bebas terhadap variabel terikatnya. Menurut Montgomery & Runger (2003), 
semakin besar nilai VIF maka multikolinearitas semakin parah. Beberapa peneliti 
menyatakan terdapat masalah multikolinearitas jika VIF melebihi 10. Berikut ini 
hipotesa uji multikolinearitas menggunakan VIF (Kuncoro, 2011):  
Hipotesis : 
𝐻0 : 𝑉𝐼𝐹 < 10  (Tidak ada multikolinieritas) 










 (2. 40) 
Keputusan:  
Jika 𝑉𝐼𝐹 <  10, maka 𝐻1 ditolak. 
Kesimpulan : 
Jika pada keputusan 𝐻1 ditolak atau dapat diartikan terima 𝐻0, maka model tidak 
mengalami masalah multikolinieritas. Sebaliknya, jika tolak 𝐻0 atau terima 𝐻1, 
maka model mengalami masalah multikolinieritas.  
2.4.3 Uji Signifikansi Parameter 
 Uji signifikansi parameter dilakukan setelah mengestimasi nilai-nilai 
parameter yang bertujuan untuk mengetahui signifikan atau tidak nilai suatu 
parameter tersebut (Aswi & Sukarna, 2006). Salah satu uji signifikansi parameter 
yaitu menggunakan uji 𝑡. Uji 𝑡 merupakan uji yang digunakan dalam menguji secara 
parsial/individu pada masing-masing variabel (Widarjono, 2010). Berikut ini 
hipotesa menggunakan uji 𝑡 (Kuncoro, 2001). 
Hipotesis:  
𝐻0 : 𝛽 = 0 (parameter 𝛽 tidak signifikan dalam model) 





















∑ (𝑧𝑖 − ?̂?)
2𝑛








?̂?   : Estimasi parameter 
𝑆𝐸   : Standard error  
𝑠𝑑
2   : Variansi sampel  
𝑛   : Banyaknya observasi 
𝑧𝑖   : Variabel acak untuk 𝑖 = 1,2, …, 𝑛  
𝑧   : Rata-rata sampel 
Keputusan:  
Jika |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑡𝑎𝑏𝑒𝑙 atau 𝜌 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼, maka 𝐻0 ditolak.  
Kesimpulan: 
Jika pada keputusan 𝐻0 ditolak atau dapat diartikan terima 𝐻1, maka parameter pada 
model signifikan. 
 Apabila uji statistik yang digunakan untuk mengetahui pengaruh variabel 
bebas secara keseluruhan terhadap variabel terikat adalah uji F, maka hipotesa yang 
digunakan sebagai berikut (Widarjono, 2010): 
Hipotesis: 
𝐻0  : 𝛽0 = 𝛽1 = ⋯ = 𝛽𝑗 = 0 (Model regresi tidak signifikan) 




𝑆𝑆𝐸/𝑛 − 𝑝 − 1
 (2. 44) 
 
dimana 
𝑆𝑆𝐸  : Sum of Square Error 
𝑆𝑆𝑅  : Sum of Square Regression 
Keputusan: 






Jika pada keputusan 𝐻0 ditolak atau dapat diartikan terima 𝐻1, maka model regresi 
signifikan. 
Berikut ini tabel analisis ragam (ANOVA) dapat disusun sebagai berikut 
(Qudratullah,2013). 
Tabel 2. 1 ANOVA untuk Pengujian Parameter 
Model Df Sum of Square Mean Square F 




 SSR / p 
𝑀𝑆𝑅
𝑀𝑆𝐸




 SSE/𝑛 − 𝑝 − 1 






2.4.4 Uji Kesesuaian Model 
Uji kesesuaian model regresi linier dapat diperoleh melalui pengukuran 
yang dilakukan berdasarkan beberapa banyak penyimpangan dalam mengestimasi 
variabel terikat dapat dikurangi dengan menggunakan data yang diberikan oleh 
variabel bebas. Salah satu ukuran yang digunakan dalam uji kesesuaian model 
adalah koefisisen determinasi. Nilai koefisien determinasi menyatakan proporsi 
variabel terikat yang dijelaskan variabel-variabel bebas. Koefisien determinasi 











𝑆𝑆𝑇 : Sum of Squares Total 
Nilai koefisien determinasi terletak di antara nol dan satu. Jika nilai 𝑅2 





(sesuai) dengan model data sebenarnya. Sebaliknya, jika nilai 𝑅2 semakin 
mendekati angka 0, maka model regresi semakin tidak cocok/sesuai (Aziz, 2010). 
Koefisien determinasi juga memiliki kelemahan pada penggunaanya yaitu 
bias terhadap jumlah variabel bebas yang dimasukkan ke dalam model, sehingga 
setiap penambahan satu variabel bebas, maka 𝑅2 pasti meningkat, tidak 
mempedulikan variabel tersebut berpengaruh secara signifikan atau tidak. Oleh 
karenanya, banyak peneliti menyarankan untuk menggunakan nilai Adjusted 𝑅2 
pada saat mengukur kesesuaian model. Adapun Adjusted 𝑅2 dapat dinyatakan 
sebagai berikut (Kuncoro.M, 2001):  
 
?̅?2 = 1 −
𝑆𝑆𝐸/ (𝑛 − 𝑘)
𝑆𝑆𝑇/(𝑛 − 1)
 (2. 46) 
dimana 
?̅?2  : Adjusted Coeffisien of Determination 
2.5 Peramalan (forecasting) 
2.5.1 Definisi Peramalan (forecasting) 
 Peramalan merupakan penggunaan data di masa lalu dari sebuah variabel 
untuk mengestimasi nilainya di masa yang akan dating (Murahartawaty, 2009). 
Fungsi peramalan dapat dilihat pada saat pengambilan keputusan. Keputusan yang 
tepat adalah keputusan yang berdasarkan pertimbangan dari apa yang akan terjadi 
pada waktu keputusan tersebut dilaksanakan (Ginting, 2007). Adapun jenis-jenis 
peramalan berdasarkan waktu terbagi menjadi tiga jenis, yaitu peramalan jangka 
panjang, menengah, dan jangka pendek (Herjanto,2008). 
2.5.2 Interval Peramalan 
Menurut Ariefianto (2012), salah satu penggunaan utama model regresi 
adalah untuk keperluan peramalan. Dampak pada variabel terikat jika variabel 
bebas memiliki suatu nilai tertentu, dapat diketahui dengan mengonstruksi suatu 
selang kepercayaan dari prediksi tersebut. Selang kepercayaan estimasi 
dikonstruksi menggunakan nilai standard error   dimana   adalah nilai data 





 𝜃 − 𝑡𝛼
2
× 𝑠𝑒(𝜃) ≤ 𝜃 ≤ 𝜃 + 𝑡𝛼/2 × 𝑠𝑒(𝜃) (2. 47) 
2.5.3 Uji Signifikasi Peramalan 
Uji signifikansi peramalan bertujuan untuk menghasilkan ramalan yang 
akurat. Uji signifikansi dilakukan dengan menghitung kesalahan peramalan 
(forecast error) total. Perhitungan ini digunakan untuk membandingkan model 
peramalan yang berbeda, serta meninjau hasil peramalan tersebut untuk 
memastikan apakah peramalan berjalan dengan baik. Model-model peramalan 
tersebut divalidasi menggunakan beberapa indikator, salah satunya adalah Mean 
square Error (MSE) (Heitzer & Render, 2009). 
Mean Square Error (MSE) merupakan salah satu metode yang digunakan 
untuk membandigkan nilai ramalan antara metode peramalan yang berbeda. 
Adapun bentuk rumus MSE sebagai berikut (Heizer & render, 2009): 
 
𝑀𝑆𝐸 =




 (2. 48) 
dimana: 
𝜃  : Nilai data peramalan 
𝜃  : Nilai data sebenarnya 
 Menurut Ariefianto (2012), Akurasi peramalan menunjukkan seberapa 
dekat antara nilai variabel terikat estimasi oleh model dengan data aktual. Terdapat 
dua tipe tingkat akurasi, yaitu di dalam sampel dan di luar sampel. Evaluasi estimasi 
model dilakukan dengan membagi sampel terlebih dahulu menjadi dua, yakni 
bagian untuk mengestimasi atau memperoleh model disebut in sample dan bagian 
untuk mengevaluasi model disebut out of sample. Hasil estimasi dapat dikatakan 
memuaskan apabila tingkat akurasi baik dengan memenuhi keduanya, baik in 
sample dan out sample. Berikut ini 3 instrumen yang sering digunakan untuk 
mengevaluasi model, yaitu Root Mean Square Error (RMSE) dan Mean Absolute 






















Menurut Gaspersz (2005), tingkat akurasi peramalan akan semakin tinggi dilihat 
dari nilai MSE, RMSE dan MAPE yang semakin kecil 
2.6 Saham  
2.6.1 Return Saham  
Return merupakan laba dari suatu kegiatan investasi (Jogiyanto, 2007). 
Return juga dapat diartikan sebagai keuntungan (laba) atau investasi yang 
dinyatakan sebagai investasi tahunan. Menurut Tandelilin (2010) Return adalah 
keuntungan yang diperoleh investor dalam mengambil risiko yang sudah 
diinvestasikan. Yield and capital gainloss merupakan bagian dari sumber return 
investasi dimana yield merupakan bagian dari return yang memperlihatkan arus kas 
atau pendapatan secara periodik dari suatu investasi. Sedangkan capital gain 
merupakan kenaikan harga saham atau surat hutang jangka Panjang yang dapat 
memberikan keuntungan kepada investor. Investor dalam pasar modal selalu 
mengusahakan untuk mendapat keuntungan (return) dari aktivitas perdagangan 






] (2. 51) 
dimana 
𝑃𝑡  : Close (harga penutupan saham) hari 𝑡 






2.6.2 Harga Penutupan Saham 
 Harga penutupan saham (Close Price) merupakan harga pada suatu saham 
yang ditentukan saat pasar saham berlangsung yang didasarkan pada permintaan 
dan penawaran saham yang dimaksud. Harga saham di pasar modal ditentukan oleh 
para investor yang melakukan perdagangan saham. Penentuan harga saham 
dilakukan secara otomatis diperdagangan saham pada bursa efek berjalan 
(Tandelilin, 2010). 
2.6.3 Analisis Teknikal Saham 
 Analisis teknikal adalah analisis yang difokuskan pada pergerakan harga 
saham dan banyak transaksi saham. Investor dapat menggunakan beberapa cara 
untuk menganalisis dan menentukan titik jual dan beli. Setiap analisis teknikal 
memiliki gambaran masing-masing dalam menentukan perdagangan di bursa 
saham. Pengetahuan karakter dari setiap saham adalah strategi terbaik untuk 
memperoleh informasi yang lebih akurat (Filbert, Ryan, &J1d,2014). Berikut ini 
empat indikator teknikal saham: 
A. Volume Rate of Change (VROC) 
Menurut Sulistiawan dan Lilianan (2007), Rate of Change adalah sebuah 
perbandingan yang dibuat oleh harga penutupan periode sekarang dikurangi 
dengan harga penutupan periode sebelumnya. Rate of Change dibagi 
menjadi dua, yaitu Price Rate of Change dan Volume Rate of Change. Pada 
Volume Rate of Change, perhitungan volume digunakan untuk menentukan 
apakah pergerakan harga yang terjadi cukup signifikan atau tidak. 
B. Bollinger Bands (BB) 
Menurut Desmond (2014), Bollinger Bands merupakan indikator yang 
menampilkan dua garis pada standar deviasi tertentu dari titik tengah. 
Fungsi dari indikator ini yaitu untuk mengetahui volatilitas harga saham. 
Dua garis Bollinger Bands yang menempel pada candlestick akan melebar 
menyesuaikan harga saham saat fluktuatif, dan menyempit jika harga saham 
mendatar 





Stochastic merupakan indikator yang digunakan untuk menget-ahui apakah 
suatu pasar dalam keadaan overload atau overbought. Indikator ini dapat 
dilihat dari dua garis dalam osilator yang disebut garis K% dan garis D%. 
Kedua garis tersebut berkisaran antara skala vertikal 20-80, apabila nilai 
stokastik diatas 80, maka dapat dikatakan overbought (jenuh beli). 
Kemungkinan akan terjadi perubahan harga saham dari naik kemudian 
turun. Sedangkan, jika nilai stokastik di bawah 20, maka dapat dikatakan 
oversold (jenuh jual). Kemungkinan akan terjadi perubahan harga saham 
dari turun kemudian menjadi naik (Ong, 2016). Berikut ini rumus untuk 















𝐶𝑡   : Harga penutupan saham pada waktu t 
𝐻𝐻𝑡−𝑛  : Maksimum harga tertingg saham pada waktu t ke-n 
𝐿𝐿𝑡−𝑛   : Harga penutupan saham pada waktu t ke-n  
 
 
D. Relative Strenght Index (RSI) 
RSI adalah salah satu indikator terknikal saham yang digunakan untuk 
menghitung kecepatan pergerakan harga saham pada perubahan naik 
ataupun turun. Indikator ini memberikan informasi mengenai harga pasar 
apakah telah overbought atau oversold. Indikator RSI bernilai dari angka 1-
100 (Wira,2014). Menurut Santoso dan Sukamulja (2018), prinsip dasar RSI 
yaitu dengan perbandingan besarnya kenaikan dan penurunan saat ini untuk 
mengukur momentum harga aset keuangan. Berikut adalah rumus nilai RSI: 
 




















𝑅𝑆 : Relative Strenght 
U𝑝𝑡 : Capital gain pada waktu t 
𝐷𝑤𝑡  : Capital loss pada waktu t 
 
E. Moving Average Convergence Divergence (MACD) 
MACD merupakan salah satu indikator teknikal saham yang digunakan 
untuk menunjukkan trend yang sedang berlangsung saat perdagangan 
saham (Wira, 2014). Berikut ini formula untuk mengetahui nilai MACD 
pada waktu t: 
 








𝛼 : smoothing factor (
2
1+𝑘
), dengan 𝑘 adalah periode EMA  
2.7 Hasil Penelitian Sebelumnya 
Penelitian mengenai regresi ridge dengan mengevaluasi estimator penduga 
dilakukan oleh Asar, dkk (2013), Fitrianto dan Yik (2014). Penelitian-penelitian 
tersebut mengevaluasi estimator menggunakan Mean Square Error (MSE) untuk 
membandingkan estimasi menggunakan simulasi Monte Carlo. Hasil dari 
penelitian-penelitian tersebut menunjukkan bahwa penduga Hoerl & Kennard 
memiliki MSE yang lebih kecil dibandingkan OLS untuk semua tingkat korelasi 
dan penduga Hoerl & Kennard memberikan hasil yang lebih baik dalam arti bias. 
Selain itu, penelitian mengenai regresi ridge dengan pemilihan parameter 
ridge k dilakukan oleh Muniz, dkk (2012), Dorugade (2015), dan Nurhasanah 
(2017). Berdasarkan penelitian-penelitian tersebut, kinerja estimator bergantung 
pada variansi eror, korelasi antara variabel penjelas, banyaknya sampel, dan 
koefisien 𝛽 yang tidak diketahui. Sehingga ketika banyaknya sampel meningkat, 





besar. Hasil dari penelitian-penelitian tersebut menunjukkan bahwa MSE estimator 
dengan parameter ridge k lebih kecil jika dibandingkan MSE estimator OLS 
(Ordinary Least Square). 
Penelitian lain juga dilakukan oleh Pratiwi (2016), Bager, dkk (2017), 
Cankaya, dkk (2019), dan Tirink, dkk (2020) mengenai Perbandingan regresi ridge 
dengan OLS (Ordinary Least Square) dalam mengatasi multikolinearitas. Dengan 
membandingkan nilai MSE, nilai VIF dan nilai 𝑅2. Metode ridge memiliki nilai 
determinasi lebih besar dan nilai MSE lebih kecil dibandingan metode OLS. Nilai 
VIF yang diperoleh dari OLS lebih tinggi dibandingkan ridge, dimana nilai VIF 
merupakan indikitaor masalah multikolinearitas. Hasil dari penelitian-penelitian 
tersebut menunjukkan bahwa metode regresi ridge mampu mengatasi 
multikolinearitas dibandingkan OLS. 
Penggunaan metode ridge pada peramalan harga saham telah dilakukan oleh 
beberapa peneliti, seperti Tanjung dan Rustam (2013) melakukan penelitian 
mengenai peramalan harga saham berbasis indikator teknis menggunakan model 
regresi ridge dan regresi Kernel Ridge. Penelitian ini dilakukan dengan kombinasi 
antara regresi ridge dan metode kernel dalam mencari prediksi yang lebih baik. 
Selanjutnya, Arifin, (2018) melakukan penelitian mengenai pemodelan dan 
peramalan harga saham gabungan di Bank Indonesia dengan model GRR 
(Generalized Ridge Regression). Hasil dari penelitian tersebut dapat diketahui 
bahwa model GRR dapat mengatasi masalah autokorelasi dan multikolinieritas 
dengan melihat nilai VIF dari variabel bebas. 
2.8 Hukum Jual Beli Saham dalam Islam 
Para ahli fikih kontemporer sepakat mengharamkan jual beli saham di pasar 
modal dari bidang usaha yang haram, seperti perusahaan yang bergerak di bidang 
produksi minuman keras, bisnis dengan jasa keuangan konvensional seperti bank 
dan asuransi, serta industri hiburan dan para ahli fikih kontemporer membolehkan 
secara syar’ melakukan jual beli saham di bidang usaha yang halal, seperti 
perusahaan telekomunikasi, produksi tekstil, transportasi (Yulianti, 2010). 
Namun demikian, terdapat fukaha yang tetap mengharamkan jual beli 





tersebut dilihat dari bentuk badan usahanya yang memungkinkan tidak memenuhi 
syarat sebagai perusahaan Islami (syirkah islamiyah) (Dahlan, 1997).  
1. Memperbolehkan secara mutlak tetapi tidak ada bagian tertentu bagi salah 
seseorang anggota syirkah. 
2. Memperbolehkan dengan syarat tidak adanya riba, kecuali dalam keadaan 
darurat. 
3. Memperbolehkan dengan syarat tidak adanya unsur riba dan penggunaan harta 
syirkah untuk keperluan yang bukan diharamkan. 
Sedangkan menurut pandangan Majelis Ulama Indonesia (MUI), hukum 
jual beli saham adalah halal. Hal ini berdasarkan Fatwa Dewan syari’ah Nasional 
Majelis Ulama Indonesia (DSN-MUI) Nomor:40/DSN-MUI/X/2003, tentang Pasar 
Modal dan pedoman Umum Penerapan Prinsip Syariah di Bidang Pasar Modal dan 
Nomor: 135/DSN-MUI/V/2020 tentang saham. Fatwa tersebut berdasarkan pada 
dalil Al-Qur’an, hadis, pendapat ulama, kaidah fiqih, dan ijma’ ulama. Beberapa 
dalil Al-Qur’an dan beberapa pendapat ulama mengenai jual beli saham sebagai 
berikut 
1. Al-Qur’an 
“…dan Allah menghalalkan jual beli dan mengharamkan riba…” (QS. Al 
Baqarah [2]:275) 
2. Pendapat Ulama 
Dr. Wahbah al-Zuhaili yang menyatakan bahwa bermuamalah dengan saham 
hukumnya boleh, karena pemilik saham adalah mitra dalam perseroan sesuai 





BAB III  
METODOLOGI PENELITIAN 
 
3.1 Pendekatan Penelitian 
Pendekatan yang digunakan dalam penelitian ini adalah pendekatan 
kuantitatif. Pendekatan kuantitatif dilakukan dengan menyusun dan menganalisis 
data sesuai dengan apa yang dibutuhkan peneliti. Peneliti menjelaskan secara 
spesifik menggunakan data numerik yang terencana, terstruktur, dan sistematis. 
3.2 Jenis dan Sumber Data 
Data yang digunakan pada penelitian ini menggunakan data sekunder yang 
diperoleh dari return saham JKSE – Jakarta Composite Index. Data diakses melalui 
situs https://finance.yahoo.com pada tanggal 02 Januari yaitu mulai Januari 2020 
sampai dengan Maret 2021. Data yang digunakan dalam penelitian ini yaitu data 
harian senin-jumat / hari kerja. Data dalam penelitain ini dibagi menjadi 2 yaitu 
data pelatihan Januari 2020 – Desember 2020 terlampir di lampiran 1 dan data uji 
Januari-Maret 2021 terlampir di lampiran 2. 
3.3 Variabel Penelitian 
Variabel dalam penelitian ini menggunakan data harian return harga saham 
gabungan JKSE sebagai varaibel terikat. Data yang digunakan sebagai data 
pelatihan (training data) sebanyak 208 data, sedangkan 61 data lainnya digunakan 
sebagai data uji (testing data). Berikut adalah variabel yang digunakan dalam 
penelitian. 
Tabel 3.1 Variabel Penelitian 
Simbol  Variabel Satuan 
𝑌 Return saham % 
𝑋1 Close (harga saham 
penutup) 
Rp 
𝑋2 Volume Rate of Change 
(VROC) 
% 
𝑋3 Bollinger Bands (BB) Rp 
𝑋4 Stochastic K% (STCK) % 
𝑋5 Stochastic D% (STCD) % 
𝑋6 RSI Nominal (0-100) 
𝑋7 MACD Rp 
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3.4 Tahapan Penelitian 
Adapun Langkah-langkah yang digunakan dalam penelitian ini adalah 
sebagai berikut: 
1. Melakukan transformasi data menggunakan metode pemusatan (centering) 
dan metode penskalaan (rescaling). 
2. Melakukan uji normalitas pada data return saham. 
3. Melakukan regresi pada data yang telah diujikan. 
a. Melakukan uji asumsi klasik pada model regresi. 
b. Estimasi parameter menggunakan metode kuadrat terkecil, diduga model 
regresi mengandung multikolinearitas. 
4. Pemodelan estimator ridge: 
a. Menentukan tetapan bias atau parameter ridge (𝑘) pada regresi 
menggunakan metode menurut Hoerl and Kennard. 
b. Estimasi parameter menggunakan regresi ridge dengan estimator 
parameter Hoerl and Kennard untuk mengatasi multikolinearitas. 
c. Melakukan uji signifikansi parameter pada hasil estimasi ridge. 
d. Melakukan uji kesesuaian model menggunakan koefisien determinasi. 
5. Melakukan uji validasi peramalan menggunakan MSE. 
6. Membuat kesimpulan 
Berikut ini flowchart implementasi model regresi ridge menggunakan 
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4.1 Pemodelan Regresi Ridge Menggunakan Estimator Hoerl & Kennard 
4.1.1 Deskripsi Data 
Data yang digunakan dalam penelitian merupakan data sekunder return 
harga saham gabungan JKSE (Jakarta Composite Stock Excange) dengan variabel 
return saham, close, VROC, BB, STCK, STCD, RSI, dan MACD. Karakteristik 
setiap variabel disajikan dalam tabel 4.1 sebagi berikut 
Tabel 4.1 Deskripsi Statistik Setiap Variabel 
Variabel Minimum Maksimum Rata-rata 
Standar 
Deviasi 
Y (Return) -2,2977  3,471200  0,110563  1,001539 
𝑋1 (Close)  3937,632  6325,406  5292,209  538,2631 
𝑋2 (VROC)  5,238972  18,92771  9,731668  2,209277 
𝑋3 (BB)  4464,826  6286,138  5261,284  540,3809 
𝑋4 (STCK)  0,991588  100  57,03051  30,65451 
𝑋5 (STCD)  1,174037  97,12714  56,58674  26,30856 
𝑋6 (RSI)  13,32100  80,13067  53,70477  14,38627 
𝑋7 (MACD) -9,9104  16,80916  0,484525  5,072526 
4.1.2  Metode Pemusatan dan Penskalaan 
Berdasarkan Tabel 4.1 dapat diketahui satuan setiap variabel berbeda 
sehingga rentang pada data yang diperoleh cukup jauh. Perbedaan yang cukup jauh 
ini dapat diatasi dengan melakukan pembakuan pada data. Pada penelitian ini 
pembakuan dilakukan dengan transformasi menggunakan metode pemusatan dan 
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penskalaan pada persamaan (2.22) dan (2.23), sehingga diperoleh data hasil 
transformasi pada Lampiran 2 dan karakteristik setiap variabel sebagai berikut 
Tabel 4.2 Deskripsi Statistik Setiap Variabel 
Variabel Minimum Maksimum Rata-rata 
Standar 
Deviasi 
Y∗ -2,4046  3,3555  0,000000  1,000004 
X1
∗  -2,5166  1,9195  4,81E-07  1,000002 
X2
∗  -2,0336  4,1625 -2,40E-06  1,000000 
X3 
∗  -1,4739  1,8965  1,92E-06  0,999999 
X4
∗  -1,8281  1,4017 -1,39E-16  0,999998 
X5
∗  -2,1063  1,5410 -5,11E-17  1.000003 
X6
∗  -2,8071  1,8369 -2,40E-06  0,999999 
X7
∗  -2,0493  3,2182 -4,81E-06  1,000002 
Setelah data dibakukan, dapat diketahui dari tabel 4.2 bahwa setiap variabel 
memiliki rata-rata mendekati 0 dan simpangan baku mendekati angka 1. Sehingga 
data sudah berdistribusi normal baku 𝑍~𝑁(0,1). 
4.1.3 Uji Hipotesis Data 
A. Uji Normalitas 
 Uji normalitas data digunakan untuk membuktikan asumsi error harus 
berdistribusi normal karena datanya normal. Uji normalitas dilakukan dengan 




𝐻0  : 𝜇 = 0 (data berdistribusi normal) 
𝐻1  : 𝜇 ≠ 0 (data tidak berdistribusi normal) 
dengan menggunakan taraf signifikan 𝛼 = 5% = 0,05 dan kriteria uji tolak 𝐻0 jika 
𝐽𝐵 ≥ 𝑋𝑡𝑎𝑏𝑒𝑙
2  atau 𝑝 𝑣𝑎𝑙𝑢𝑒 < 𝛼. Hasil dari uji Jarque Bera (JB) pada persamaan 












Mean       4.60e-06
Median   0.001273
Maximum  0.658751
Minimum -0.765397
Std. Dev.   0.215695
Skewness  -0.208687




 Gambar 4.1 Output Normal Histogram pada Uji Normalitas 
Berdasarkan Gambar 4.1, diperoleh nilai Jarque Bera (JB) sebesar 8,987842 
sedangkan nilai 𝑋𝑡𝑎𝑏𝑒𝑙
2  sebesar 169,1963. Hal ini menunjukkan bahwa 𝐽𝐵 ≤
𝑋𝑡𝑎𝑏𝑒𝑙
2  sehingga 𝐻0 diterima. Maka dapat dikatakan asumsi normalitas pada 
penelitian ini terpenuhi.  
B. Uji Korelasi 
Pengujian korelasi data pada penelitian ini menggunakan Uji Pearson. 
Pengujian ini memiliki hipotesis sebagai berkikut:  
𝐻0 :  𝑟ℎ𝑖𝑡𝑢𝑛𝑔 < 𝑟𝑡𝑎𝑏𝑒𝑙 (Tidak terdapat korelasi) 
𝐻1 :  𝑟ℎ𝑖𝑡𝑢𝑛𝑔 > 𝑟𝑡𝑎𝑏𝑒𝑙 (Terdapat korelasi) 
dimana memiliki kriteria pengujian 𝐻0 ditolak atau 𝐻1 diterima apabila nilai 
















𝒀∗ 1.000000 0.007633 0.180505 -0.098945 0.607441 0.309220 0.349790 0.950858 
𝑿𝟏
∗   1.000000 0.005578 0.935500 0.029751 0.038640 0.180209 -0.005674 
𝑿𝟐
∗    1.000000 -0.063381 0.321452 0.376234 0.236067 0.097760 
𝑿𝟑 
∗    1.000000 -0.176455 -0.198160 -0.138202 -0.062745 
𝑿𝟒
∗      1.000000 0.833352 0.652315 0.463496 
𝑿𝟓
∗       1.000000 0.724967 0.190890 
𝑿𝟔
∗        1.000000 0.243779 
𝑿𝟕
∗          1.000000 
Berdasarkan Tabel 4.3 dapat dengan taraf signifikansi 5 % dan 𝑟𝑡𝑎𝑏𝑒𝑙 sebesar 
0,1364 maka dapat disimpulkan bahwa: 







∗ berkorelasi positif terhadap variabel 𝑋3 
∗  dan 𝑋6
∗. 
c. Variabel 𝑋2




d. Variabel 𝑋3 
∗  berkorelasi positif terhadap variabel 𝑋1











berkorelasi negatif terhadap variabel 𝑋3 
∗ . 
f. Variabel 𝑋5





berkorelasi negatif terhadap variabel 𝑋3 
∗ . 
g. Variabel 𝑋6






serta berkorelasi negatif terhadap variabel 𝑋3 
∗ . 
h. Variabel 𝑋7




C. Uji Multikolinearitas 
Uji multikolinearitas dapat dilihat berdasarkan nilai koefisien korelasi 
dan nilai VIF. Berikut hipotesis uji multikolinieritas: 




𝐻1 ∶ VIF ≥ 10 (Ada multikolinieritas) 
Kriteria uji ini adalah apabila nilai VIF ≥ 10, maka dapat dikatakan terdapat gejala 
multikolinearitas. Nilai VIF diperoleh menggunakan persamaan (2.40) dengan 
bantuan software SPSS adalah sebagai berikut: 
Tabel 4.4 Nilai VIF pada Uji Multikolinearitas 




∗  1,1738 
X3 
∗  37,1065 
X4
∗  4,7881 
X5
∗   5,0650 
X6
∗  5,8743 
X7
∗  1,5525 
Berdasarkan Tabel 4.4, dapat diketahui bahwa variabel bebas bebas  
X1
∗  dan X3 
∗  terjadi masalah multikolinearitas karena mempunyai nilai VIF lebih 
dari 10. Sehingga, untuk mengatasi permasalahan tersebut diperlukan metode 
alternatif yaitu dengan menggunakan regresi ridge. 
4.1.4 Pemodelan Regresi 
4.1.4.1 Estimasi Metode Kuadrat Terkecil 
 Berikut ini merupakan hasil dari estimasi parameter menggunakan metode 
kuadrat terkecil diperoleh menggunakan persamaan (2.21) dengan bantuan 
software SPSS sebagai berikut 
Tabel 4.5 Estimasi Parameter Metode Kuadrat Terkecil 
Variabel Estimasi (?̂?𝑗) 
X1 
∗  0,507699 
X2 





Lanjutan Tabel 4.5 Estimasi Parameter Metode Kuadrat Terkecil 
X3 
∗  -0,512415 
X4 
∗  0,319796 
X5 
∗  -0,181232 
X6 
∗  -0,104427 
X7 
∗  0,828112 
Selanjutnya untuk mengetahui pengaruh masing-masing variabel bebas 
terhadap variabel terikat, perlu dilakukan pengujian signifikan parameter. Hipotesis 
yang digunakan yaitu. 
𝐻0: 𝛽𝑗 = 0, untuk 𝑗 = 1,2, … ,7 (Parameter tidak signifikan) 
𝐻1: 𝛽𝑗 ≠ 0, untuk 𝑗 = 1,2, … ,7 (Parameter signifikan) 
Kriteria uji signifikan parameter parsial yaitu apabila |𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑡𝑎𝑏𝑒𝑙 , maka 𝐻0 
ditolak. Nilai 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 diperoleh menggunakan persamaan (2.41) dengan bantuan 
software SPSS sebagai berikut 
Tabel 4.6 Uji Signifikansi Parameter dengan Uji t 
Variabel Estimasi (?̂?𝑗) Standard Error 𝑡ℎ𝑖𝑡𝑢𝑛𝑔  Keputusan 
X1 
∗  0,507699 0,093281 5,442674 Signifikan 
X2 
∗  0,054279 0,016483 3,292998 Signifikan 
X3 
∗  -0,512415 0,092676 -5,529109 Signifikan 
X4 
∗  0,319796 0,033291 9,606156 Signifikan 
X5 
∗  -0,181232 0,034240 -5,292972 Signifikan 
X6 
∗  -0,104427 0,036874 -2,832028 Signifikan 
X7 
∗  0,828112 0,018957 43,68434 Signifikan 
Pada Tabel 4.6 dengan nilai 𝑡𝑡𝑎𝑏𝑒𝑙 sebesar 1,9718, dapat disimpulkan bahwa semua 
variabel bebas signifikan, hal tersebut dapat diketahui dari nilai |𝑡ℎ𝑖𝑡𝑢𝑛𝑔 >
𝑡𝑡𝑎𝑏𝑒𝑙|,  sehingga dapat disimpulkan bahwa semua variabel bebas tersebut 




 Selanjutnya, untuk mengetahui signifikansi model regresi dalam 
memprediksi hubungan variabel terikat, maka dilakukan uji parameter secara 
serentak dengan menggunakan uji F. Hipotesis yang digunakan adalah sebagai 
berikut. Hipotesis uji statistik F sebagai berikut. 
𝐻0: 𝛽0 = 𝛽1 = 𝛽2 = ⋯ = 𝛽7 = 0 (Model regresi tidak signifikan) 
𝐻1: ∃𝛽𝑘 ≠ 0, untuk 𝑗 = 1,2, … ,7 (Model regresi signifikan) 
Kriteria uji yang digunakan yaitu apabila 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 > 𝐹𝑡𝑎𝑏𝑒𝑙, maka 𝐻0 ditolak, artinya 
parameter signifikan. Hasil uji signifikan parameter dengan bantuan SPSS sebagai 
berikut. 
Tabel 4.7 Hasil Uji Signifikan Parameter Metode Kuadrat Terkecil  
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 𝐹𝑡𝑎𝑏𝑒𝑙 Keputusan 
585,5536 2,0556 Signifikan 
Pada Tabel 4.7 nilai 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 diperoleh menggunakan persamaan (2.44) dapat 
diketahui bahwa 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 > 𝐹𝑡𝑎𝑏𝑒𝑙, sehingga dapat disimpulkan bahwa menolak 𝐻0 
yang artinya model regresi berpengaruh secara signifikan. 
 Model Estimasi dengan menggunakan metode kuadrat terkecil terdapat 
adanya multikolinearitas adalah sebagai berikut  
?̂? = 0,507699𝑋1 + 0,054279𝑋2 − 0,512415𝑋3 + 
0,319796𝑋4 − 0,181232𝑋5 −0,104427𝑋6 + 0,0828112𝑋7 
(4. 1) 
 
Model pada persamaan (4.1) merupakan model regresi yang mengalami masalah 
multikolinearitas. Sehingga dibutuhkan metode lain yang dapat mengatasi 
permasalahan tersebut, salah satunya dengan regresi ridge. 
4.1.4.2 Estimasi Parameter Ridge Menggunakan Hoerl and Kennard 
 Selanjutnya yaitu melakukan estimasi regresi ridge, dalam melakukan 
estimasi regresi ridge terlebih dahulu menentukan tetapan bias 𝑘, yang mana pada 
penelitian ini menggunakan metode Hoerl and Kennard pada persamaan (2.36). 




0,3371. Selanjutnya nilai 𝑘ℎ𝑘 digunakan untuk estimasi regresi ridge pada 
persamaan (2.34) diperoleh nilai hasil estimasi parameter sebagai berikut 
Tabel 4.8 Hasil Estimasi Regresi Ridge Hoerl and Kennard  
Nilai 𝑘 ?̂?𝑟𝑖𝑑𝑔𝑒 VIF 










Pada Tabel 4.8 dengan nilai 𝑘ℎ𝑘 = 0,3371 diketahui nilai VIF dibawah 10, Maka 
dapat disimpulkan bahwa estimasi dengan tetapan bias hoerl and Kennard tidak 
mengandung masalah multikolinearitas dan mengurangi nilai MSE. 
Berdasarkan nilai estimasi parameter ridge pada tabel 4.8, maka dapat diperoleh 
model regresi baku yang diperoleh adalah 
 𝑌∗ = 0,4505𝑋1 + 0,0520𝑋2 − 0,4549𝑋3 + 0,3120𝑋4 −
0,1751𝑋5 − 0,0845𝑋6 + 0,8297𝑋7 
(4. 2) 
4.1.4.3 Uji Signifikansi Parameter 
 Uji signifikansi parameter pada persamaan (4.2) dilakukan secara parsial 
dan keseluruhan. Uji signifikansi parameter secara parsial dengan menggunakan uji 
𝑡. Hipotesis yang digunakan yaitu 
𝐻0  : 𝛽𝑗 = 0 untuk 𝑗 = 1,2, … ,6 (Parameter 𝛽𝑗 tidak signifikan dalam model) 
𝐻1 : 𝛽𝑗 ≠ 0 untuk 𝑗 = 1,2, … ,6 (Parameter 𝛽𝑗 signifikan dalam model) 
dengan menggunakan taraf signifikan 𝛼 = 5% = 0,05 dan kriteria uji jika 
|𝑡ℎ𝑖𝑡𝑢𝑛𝑔| > 𝑡𝑡𝑎𝑏𝑒𝑙 atau 𝜌𝑣𝑎𝑙𝑢𝑒 < 𝛼, maka 𝐻0 ditolak, artinya parameter signifikan. 
Hasil uji signifikan parameter sebagai berikut. Berikut ini hasil nilai 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 




Tabel 4.9 Uji Signifikansi Parameter Regresi Ridge Menggunakan Uji t 
Variabel ?̂?𝑟𝑖𝑑𝑔𝑒 𝑆𝐸(?̂?𝑖) 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 Keputusan 
X1 
∗  0,4505 0,0944 4,7722 Signifikan 
X2 
∗  0,0520 0,0167 3,1138 Signifikan 
X3 
∗  -0,4549 0,0938 -4,8497 Signifikan 
X4 
∗  0,3120 0,0337 9,2582 Signifikan 
X5 
∗  -0,1751 0,0347 -5,0461 Signifikan 
X6 
∗  -0,0845 0,0373 -2,2654 Signifikan 
X7 
∗  0,8297 0,0192 43,2135 Signifikan 
Pada Tabel 4.9 dapat diketahui bahwa semua nilai 𝑡ℎ𝑖𝑡𝑢𝑛𝑔 variabel bebas 𝑋 lebih 
besar daripada nilai 𝑡𝑡𝑎𝑏𝑒𝑙 sebesar 1,9718, sehingga dapat dinyatakan bahwa 𝐻0 
ditolak artinya variabel-variabel tersebut signifikan berpengaruh terhadap variabel 
terikat. 
 Selanjutnya dilakukan pengujian regresi atau kesesuain model 
menggunakan uji F. Hipotesis yang digunakan yaitu: 
𝐻0: 𝛽0 = 𝛽1 = 𝛽2, …  = 𝛽7 = 0 (Model regresi tidak signifikan) 
𝐻1: ∃𝛽𝑗 ≠ 0, 𝑗 = 1,2, … , 7 (Model regresi signifikan) 
dengan menggunakan taraf signifikan 𝛼 = 5% = 0,05 dan kriteria uji jika 
𝐹ℎ𝑖𝑡𝑢𝑛𝑔 > 𝐹𝑡𝑎𝑏𝑒𝑙 atau 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼, maka 𝐻0 ditolak. Nilai 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 diperoleh 





Tabel 4.10 Uji Signifikansi Parameter Regresi Ridge dengan Uji F 
Model Df Sum of Square Mean Square F 




200 9,8158 0,0491 
Total 207 207,0000 28,2183 
Pada Tabel 4.10 dengan nilai 𝐹𝑡𝑎𝑏𝑒𝑙 sebesar 2,0556, maka nilai 𝐹ℎ𝑖𝑡𝑢𝑛𝑔 lebih besar 
dari nilai 𝐹𝑡𝑎𝑏𝑒𝑙. Sehingga dapat disimpulkan bahwa model regresi ridge yang 
diestimasi mempunyai hasil yang signifikan terhadap nilai estimasi variabel terikat 
(𝑌). 
4.1.4.4 Uji Kesesuain Model 
 Setelah itu dilakukan uji kesesuaian model pada persamaan (2.46). Berikut 
adalah hasil perhitungan MSE, koefisien determinasi (𝑅2) dan Adjusted 𝑅2 regresi 
ridge dengan bantuan software MATLAB sebagai berikut 
Tabel 4.11 Nilai MSE, 𝑅2, dan Adjusted 𝑅2 
Metode 𝑅2 Adjusted 𝑅2 
Hoerl and Kennard 0,9526 0,9512 
Pada Tabel 4.11 dapat diketahui bahwa model regresi ridge menggunakan estimator 
Hoerl and Kennard mendekati angka 1 atau dapat diartikan model regresi semakin 
sesuai dengan model data sebenarnya dilihat nilai Adjusted 𝑅2 sebesar 95,12%. 
Artinya, terdapat hubungan antara variabel terikat dengan variabel bebas yang 
menjelaskannya. 
 Nilai estimasi parameter regresi ridge baku yang telah diuji 
ditransformasikan ke bentuk awal dengan menggunakan persamaan (2.27) dan 




















































































Sehingga model regresi ridge menggunakan metode Hoerl and Kennard adalah  
    ?̂?𝑟𝑖𝑑𝑔𝑒 =  −0,0864 +  0,00083827𝑋1 + 0,0236𝑋2  




4.2 Peramalan Model Regresi Ridge Menggunakan Metode Hoerl and 
Kennard 
4.2.1 Peramalan 
Peramalan return saham dapat dilakukan dengan cara memasukkan dan 
menguji variabel-variabel bebas yang diduga mempengaruhi variabel terikat ke 
dalam model yang telah diperoleh sebelumnya, yaitu persamaan (4.4). Hasil 
perbandingan data testing return saham pada data sebenarnya dan return saham 
model regresi ridge menggunakan metode Hoerl and Kennard terdapat pada 
Lampiran 3. Berikut adalah plot data training dan testing return saham gabungan 
JKSE 
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Dari gambar 4.2 diatas dapat diketahui bahwa bahwa nilai data peramalan 
mendekati nilai data actual, dimana error atau selisih yang dihasilkan oleh data 
peramalan dengan data aktual tidak terlalu besar.  
4.2.2 Akurasi Peramalan 
Selanjutnya melakukan uji validasi peramalan dengan menggunakan nilai 
total kesalahan peramalan (forecast error) menggunakan persamaan (2.48). Nilai 
MSE regresi ridge dengan menggunakan parameter Hoerl and Kennard diperoleh 
sebesar 0,0491. Berdasarkan hasil MSE yang kecil tersebut, dapat diartikan bahwa 
tingkat akurasi peramalan cukup tinggi, sehingga model dapat digunakan untuk 








 Berdasarkan pembahasan pada penelitian ini diperoleh kesimpulan sebagai 
berikut: 
1. Model regresi ridge dengan menggunakan metode Hoerl and Kennard sebesar 
𝑘ℎ𝑘 = 0,3371 pada return saham gabungan JKSE periode Januari 2020-
Desember 2020 yaitu  
?̂?𝑟𝑖𝑑𝑔𝑒 =  −0,0864 +  0,00083827𝑋1 + 0,0236𝑋2  
−0,00084318𝑋3  + 0,0102𝑋4 − 0,0067𝑋5 − 0,0059𝑋6 + 0,1638𝑋7 
2. Peramalalan return harga saham menggunakan estimator parameter Hoerl and 
Kennard pada model regresi ridge memiliki tingkat akurasi peramalan yang 
cukup tinggi, sehingga model ini dapat digunakan untuk mengetahui return 
(tingkat keuntungan) saham yang diperoleh. Sehingga investor dapat 
menggunakan model ini untuk mengambil keputusan. 
5.2 Saran 
 Penelitian ini menggunakan estimator parameter Hoerl and Kennard pada 
model regresi ridge dalam memodelkan return harga saham. Penelitian selanjutnya 
diharapkan memodelkan return harga saham menggunakan estimator parameter 
yang berbeda seperti: El-Salam (2011), Alkhamisi Khalaf and Shukur (2006), atau 
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Lampiran 1 Data harian return saham dan harga saham gabungan JKSE periode Januari 2020 - Desember 2020 
  (Sumber: https://finance.yahoo.com ) 
Tanggal Y  1X  2X  3X  4X  5X  6X  7X  
02/01/2020 -0,00254 6283,581 33043700 7,0054 6221,2604 61,24825 58,78359 -0,7482 
03/01/2020 0,00633 6323,466 44625300 9,8535 6230,9310 57,49736 62,78136 3,7981 
06/01/2020 -0,01050 6257,403 41421300 9,2259 6237,1063 37,94084 53,52137 -6,8443 
07/01/2020 0,00350 6279,346 39441600 9,0652 6245,4297 41,12864 55,85071 3,5878 
08/01/2020 -0,00858 6225,686 44622600 10,5925 6249,1081 16,46307 49,33888 -5,6019 
09/01/2020 0,00781 6274,493 41868400 8,9868 6253,4894 32,42268 54,53165 5,6987 
10/01/2020 0,00007 6274,941 52213500 11,3475 6257,5469 43,23518 54,57765 -1,2761 
13/01/2020 0,00344 6296,567 44003800 9,5748 6263,2000 73,67141 56,84827 2,1786 
14/01/2020 0,00457 6325,406 44467400 9,5730 6270,4653 89,16870 59,73863 2,0738 
15/01/2020 -0,00667 6283,365 51089200 10,7474 6277,6637 79,66599 54,05455 -4,3060 
16/01/2020 0,00043 6286,048 42118300 8,6958 6282,1002 57,78628 54,35302 1,2630 
17/01/2020 0,00089 6291,657 37597900 7,8506 6286,1035 37,41042 55,01112 0,2509 
20/01/2020 -0,00744 6245,043 38818200 8,0291 6286,1380 25,39833 48,72448 -4,2607 
21/01/2020 -0,00110 6238,153 41929600 8,7781 6283,6832 17,74119 47,85395 0,4163 
22/01/2020 -0,00075 6233,453 51077800 10,6819 6282,8593 8,59341 47,23406 -0,4685 
23/01/2020 0,00252 6249,210 41256500 8,4230 6281,1012 16,75884 49,59173 1,5229 
24/01/2020 -0,00082 6244,109 38828900 7,9822 6278,0111 21,23344 48,83105 -0,8227 





29/01/2020 0,00030 6113,045 34605300 8,0308 6248,4682 2,75383 34,32607 0,1913 
31/01/2020 -0,01960 5940,048 41508700 11,2199 6217,9980 2,51972 22,72858 -9,3269 
03/02/2020 -0,00945 5884,170 34951000 9,4629 6199,3364 1,17404 20,28834 -2,6783 
04/02/2020 0,00647 5922,339 36217700 9,8767 6181,4860 6,63757 26,12309 4,1974 
05/02/2020 0,00944 5978,510 39786600 10,9274 6169,1272 23,04709 33,80250 4,0529 
06/02/2020 0,00144 5987,145 39909700 11,0261 6154,7598 40,37050 34,92245 -0,2661 
07/02/2020 0,00208 5999,607 35281700 10,0579 6140,9931 64,79891 36,58974 1,1312 
10/02/2020 -0,00795 5952,083 34305400 9,9490 6123,7689 61,31998 33,10634 -4,5371 
11/02/2020 0,00039 5954,397 33700000 9,9033 6105,2185 54,35668 33,43862 1,2984 
12/02/2020 -0,00696 5913,081 29256800 8,8586 6086,7043 29,36886 30,52329 -3,9659 
13/02/2020 -0,00698 5871,954 33248200 9,2479 6065,9996 18,80545 27,91437 -2,7415 
14/02/2020 -0,00085 5866,945 27655200 7,7213 6044,7640 12,72330 27,60488 0,2691 
17/02/2020 0,00010 5867,523 28723300 7,4447 6025,8880 13,91528 27,70450 0,0215 
18/02/2020 0,00331 5886,962 34641400 9,2864 6008,3284 23,41949 31,13599 1,7358 
19/02/2020 0,00708 5928,791 34517800 9,2609 5993,0953 51,35715 37,95990 3,3308 
20/02/2020 0,00231 5942,487 37350100 10,0667 5977,7592 73,41420 40,05446 0,3955 
21/02/2020 -0,01019 5882,255 36665400 9,9475 5959,6665 70,13004 34,53274 -5,5445 
24/02/2020 -0,01287 5807,050 40039600 10,9594 5943,3585 40,76125 29,13257 -5,4037 
25/02/2020 -0,00343 5787,138 39502600 10,6734 5927,1563 18,17542 27,88905 -0,3996 
28/02/2020 -0,01511 5452,704 49636800 12,6247 5855,4877 10,23962 15,24072 -4,5017 
02/03/2020 -0,01692 5361,246 40235000 9,8239 5829,3416 14,85515 13,32100 -6,9620 
05/03/2020 -0,00213 5638,130 40684000 9,1014 5775,2866 74,07761 39,38788 -3,2355 
10/03/2020 0,01622 5220,826 44495700 9,7938 5672,7910 18,50113 28,84706 14,8867 
11/03/2020 -0,01286 5154,105 46650100 10,1682 5634,8422 7,53144 27,24476 -9,2354 





20/03/2020 0,02157 4194,944 63008300 15,1302 5151,5846 11,81008 17,78340 12,5757 
24/03/2020 -0,01309 3937,632 45744100 10,4237 4968,2327 13,90024 15,18533 0,3623 
01/04/2020 -0,01619 4466,037 41848000 8,4141 4705,5701 71,12247 39,41028 -9,9104 
02/04/2020 0,01459 4531,685 46011500 9,0443 4649,6475 68,57041 41,57094 8,1184 
03/04/2020 0,02004 4623,429 58684300 11,1975 4598,9125 74,87333 44,54709 6,3829 
07/04/2020 -0,00692 4778,639 86224800 14,6593 4546,6684 88,29108 49,21590 -6,7746 
09/04/2020 0,00483 4649,079 53523100 8,5712 4491,7105 44,21937 45,76343 5,0629 
13/04/2020 -0,00543 4623,894 45586600 7,2104 4478,1178 27,09270 45,03722 -3,3373 
14/04/2020 0,01771 4706,491 55226400 9,2550 4468,0638 25,34279 47,95423 8,1606 
15/04/2020 -0,01727 4625,905 63059600 10,9842 4464,8262 26,19039 45,42137 -9,1772 
20/04/2020 -0,01279 4575,905 52113500 9,0026 4504,7506 31,13625 45,06568 -9,1946 
21/04/2020 -0,01630 4501,919 42328500 7,2359 4520,0994 33,79575 42,86099 -4,6130 
22/04/2020 0,01448 4567,562 48368900 8,5064 4549,0016 33,00508 45,41263 7,1326 
23/04/2020 0,00567 4593,554 49463700 9,0504 4581,7977 43,35898 46,43269 0,6543 
24/04/2020 -0,02145 4496,064 46122600 9,0476 4589,6557 48,72073 43,17389 -9,0000 
27/04/2020 0,00379 4513,141 36774700 7,2059 4588,0342 43,04664 43,91641 3,7165 
28/04/2020 0,00363 4529,554 45440500 9,2061 4593,7869 36,49115 44,66479 0,6831 
29/04/2020 0,00830 4567,323 41461800 8,4025 4595,2066 48,45920 46,43608 3,1755 
05/05/2020 0,00534 4630,133 47829500 9,2704 4611,7501 68,70959 49,28631 5,2324 
06/05/2020 -0,00462 4608,790 45079300 8,8527 4601,5983 50,69139 48,36070 -3,0225 
08/05/2020 -0,00247 4597,430 47798700 9,5182 4592,5378 39,70280 47,84565 -0,3503 
11/05/2020 0,00902 4639,105 45461000 8,9551 4593,1583 35,18857 49,95153 3,8641 
12/05/2020 -0,01092 4588,734 46906900 9,2932 4590,1411 31,74477 47,45729 -5,4573 
13/05/2020 -0,00752 4554,359 45092300 8,9792 4586,6643 33,64360 45,77738 -1,8051 





15/05/2020 -0,00138 4507,607 46257200 9,0394 4571,1166 20,05677 43,49897 0,2261 
18/05/2020 0,00077 4511,058 45156900 8,8104 4572,6391 21,07118 43,73628 0,2947 
19/05/2020 0,00830 4548,656 51665300 10,0080 4568,3309 36,91551 46,37856 3,2995 
20/05/2020 -0,00059 4545,952 42464800 8,3646 4566,8333 48,20762 46,21050 -1,0501 
26/05/2020 0,01763 4626,799 53757500 10,5189 4573,0772 70,83251 51,83144 7,4690 
27/05/2020 0,00318 4641,555 60985400 11,7964 4576,7769 84,36271 52,80093 -0,4816 
28/05/2020 0,01595 4716,185 68549600 12,8638 4582,9084 94,82362 57,46386 6,7191 
29/05/2020 0,00790 4753,612 104791300 18,9277 4595,7858 95,99156 59,61844 1,7283 
02/06/2020 0,01956 4847,507 73135500 11,9313 4612,5041 92,43547 64,47947 7,9193 
03/06/2020 0,01910 4941,006 101631500 15,8998 4633,0767 94,35839 68,54059 6,4397 
04/06/2020 -0,00493 4916,704 110933800 15,9448 4650,5458 85,99749 66,41515 -3,8511 
05/06/2020 0,00630 4947,782 86864800 11,4397 4662,1147 82,35066 67,79073 3,6446 
09/06/2020 -0,00703 5035,055 115140600 12,8944 4705,6146 77,77852 69,36478 -5,7129 
10/06/2020 -0,02298 4920,682 84234700 8,8073 4721,2092 59,68876 60,14763 -9,0031 
11/06/2020 -0,01349 4854,754 71655200 7,1785 4734,0753 33,79341 55,56426 -3,6503 
12/06/2020 0,00526 4880,359 80885000 7,9604 4746,1380 25,50320 56,93675 3,3025 
15/06/2020 -0,01321 4816,336 64138400 6,1910 4757,5181 25,59537 52,56485 -6,5033 
17/06/2020 0,00026 4987,776 68366200 7,3515 4779,1231 66,23745 61,16845 16,8092 
18/06/2020 -0,01262 4925,248 70877500 6,8187 4802,8202 81,25730 56,81236 -3,8929 
19/06/2020 0,00345 4942,275 57556700 7,1030 4823,7022 74,21670 57,69584 -4,8787 
22/06/2020 -0,00475 4918,831 47869800 5,9515 4845,2631 61,13217 55,99727 2,7664 
24/06/2020 0,01739 4964,735 62466500 5,2390 4863,7719 41,78391 58,10151 -2,7152 
25/06/2020 -0,01379 4896,730 50705900 7,8927 4897,3277 30,87864 53,27888 8,4324 
26/06/2020 0,00150 4904,088 44280300 6,8635 4910,0864 39,32213 53,72642 -8,1194 





30/06/2020 0,00073 4905,392 51279100 6,5167 4926,8919 32,41143 53,80448 -0,7159 
01/07/2020 0,00183 4914,388 43243400 7,9979 4929,7861 40,95928 54,46488 0,4627 
02/07/2020 0,01060 4966,780 55396200 6,8826 4928,4552 62,82391 58,21161 0,7038 
03/07/2020 0,00141 4973,794 55723400 9,2993 4930,9590 77,82816 58,70155 4,5244 
06/07/2020 0,00303 4988,866 64282100 9,5624 4932,2596 88,65362 59,79243 -0,4817 
07/07/2020 -0,00036 4987,082 72834600 11,3256 4928,1749 82,14325 59,59177 1,4120 
08/07/2020 0,01771 5076,174 73499000 12,6822 4925,7762 87,15352 65,76947 -0,4979 
09/07/2020 -0,00462 5052,794 79794300 12,2647 4933,5508 79,38473 63,04551 8,0986 
10/07/2020 -0,00427 5031,256 67684500 12,9141 4943,4528 66,50737 60,55727 -4,0645 
13/07/2020 0,00658 5064,447 65331900 10,6554 4950,9977 55,17363 62,98192 -1,0467 
14/07/2020 0,00289 5079,122 71530500 10,0173 4963,4032 59,91353 64,03465 3,2857 
15/07/2020 -0,00065 5075,798 82580500 10,6248 4968,0364 64,92564 63,59348 0,5301 
16/07/2020 0,00444 5098,374 68710400 11,7871 4972,4375 70,68412 65,33996 -0,4696 
17/07/2020 -0,00369 5079,585 61709100 9,3879 4981,0938 65,79897 62,64644 2,1337 
20/07/2020 -0,00562 5051,106 68632100 8,1478 4987,9593 54,41545 58,69678 -2,1999 
21/07/2020 0,01251 5114,709 83156800 8,9870 4994,5730 54,10635 64,13517 -2,0473 
22/07/2020 -0,00088 5110,187 79454100 10,7080 5006,3519 57,89695 63,49505 6,2349 
23/07/2020 0,00679 5145,010 98800000 9,9884 5013,6245 79,08672 66,28566 -1,8983 
24/07/2020 -0,01213 5082,991 97013800 12,3179 5026,0385 65,45154 57,80965 3,5076 
27/07/2020 0,00660 5116,666 103523300 11,7254 5034,9836 61,77073 60,74485 -6,3958 
28/07/2020 -0,00072 5112,989 91890400 12,2570 5045,7260 47,50842 60,25190 4,5351 
29/07/2020 0,00714 5149,630 80750000 10,4368 5056,1059 62,81856 63,43590 -1,3527 
30/07/2020 0,00000 5149,627 80749900 8,9030 5067,8679 76,13804 63,43546 3,5597 
04/08/2020 0,01365 5075,002 73766600 8,8134 5077,0103 66,00751 52,99460 -0,8500 





06/08/2020 0,00994 5178,272 90452400 8,9864 5089,9370 82,36654 60,93323 2,5737 
07/08/2020 -0,00666 5143,893 91282400 9,4464 5095,0419 88,69107 57,33223 3,8509 
11/08/2020 0,00625 5190,170 88400000 9,4610 5099,5969 86,17153 60,86509 -4,0563 
12/08/2020 0,00830 5233,452 96807400 10,0700 5112,2119 91,23755 63,93868 2,4205 
13/08/2020 0,00111 5239,250 84601700 11,1370 5119,9284 88,39226 64,34267 3,2666 
14/08/2020 0,00161 5247,690 70397600 9,8086 5128,1010 82,34893 64,95810 -0,3064 
18/08/2020 0,00901 5295,174 95642400 8,2314 5135,5668 78,52791 68,27560 0,7902 
19/08/2020 -0,00423 5272,810 92676400 11,3202 5146,3463 74,69395 65,14733 4,0728 
24/08/2020 0,00080 5277,041 138410800 15,9342 5165,5481 67,99021 65,46968 1,0605 
25/08/2020 0,01165 5338,888 146510200 15,6984 5176,9831 71,71180 69,85818 5,3306 
26/08/2020 0,00027 5340,328 137729200 13,8396 5186,7490 80,46124 69,95392 -1,1829 
27/08/2020 0,00581 5371,472 134549700 12,9070 5201,1731 95,84955 72,02381 3,0148 
28/08/2020 -0,00463 5346,659 107955900 9,9432 5212,6728 86,78542 68,00420 -2,9460 
31/08/2020 -0,02044 5238,487 124088000 10,3954 5218,9477 58,10510 53,88532 -9,0288 
01/09/2020 0,01369 5310,679 90465800 7,3587 5227,0001 43,50739 59,87303 8,7159 
02/09/2020 0,00024 5311,970 121613800 9,9437 5235,1173 38,93271 59,97312 -1,8915 
03/09/2020 -0,00588 5280,813 136923000 10,8666 5248,8468 50,35394 56,32180 -2,4472 
04/09/2020 -0,00779 5239,851 95095800 7,1686 5257,0892 41,06365 51,85222 -3,0557 
07/09/2020 -0,00184 5230,196 80111600 6,0415 5262,2465 31,39909 50,82830 -0,0908 
08/09/2020 0,00265 5244,072 103353200 7,8688 5265,5365 31,23123 52,28652 1,3066 
09/09/2020 -0,01822 5149,376 101220300 7,9178 5265,8106 24,10030 42,92990 -8,8154 
15/09/2020 -0,01188 5100,865 113645500 9,7055 5233,3186 69,47309 45,55422 -7,9428 
16/09/2020 -0,00834 5058,482 88769100 7,6493 5223,8582 75,47099 43,36387 -1,9878 
17/09/2020 -0,00398 5038,401 85305000 7,3615 5211,0196 70,27580 42,32547 -1,2161 





21/09/2020 -0,01190 4999,360 106452100 9,7545 5186,4562 32,61311 40,55724 -5,8903 
22/09/2020 -0,01314 4934,093 74792200 6,7828 5166,2164 13,27464 37,29021 -4,4506 
23/09/2020 -0,00328 4917,955 70609200 6,4345 5145,0978 11,07115 36,50715 -0,2886 
24/09/2020 -0,01541 4842,756 65673400 6,1688 5118,6619 12,05705 33,02681 -6,6213 
25/09/2020 0,02105 4945,791 88843900 8,6335 5098,6185 25,90561 41,28609 10,8633 
28/09/2020 -0,00797 4906,548 83772300 8,0899 5082,0216 36,05856 39,29826 -6,0831 
29/09/2020 -0,00561 4879,098 86481700 8,7049 5060,4425 44,55957 37,92285 -1,1209 
30/09/2020 -0,00186 4870,039 85378000 8,8010 5038,3460 37,85619 37,45692 -0,4620 
01/10/2020 0,02034 4970,094 96362100 10,2314 5022,8100 49,62311 45,43144 9,1062 
02/10/2020 -0,00876 4926,734 88815300 9,3547 5007,1542 57,11741 42,87982 -6,1036 
05/10/2020 0,00648 4958,769 70868100 7,4368 4993,5828 77,22187 45,32315 4,2450 
06/10/2020 0,00812 4999,221 108547800 11,8238 4981,3403 77,51849 48,32881 2,6745 
07/10/2020 0,00102 5004,327 92870700 10,0931 4974,0879 87,33697 48,71205 -0,2477 
08/10/2020 0,00693 5039,142 80288700 8,5575 4981,4719 90,90055 51,36105 3,1505 
09/10/2020 0,00288 5053,663 69016600 7,2810 4983,3195 94,42771 52,46387 0,5389 
12/10/2020 0,00777 5093,099 91642100 9,6339 4979,8830 96,56915 55,42012 3,3675 
13/10/2020 0,00772 5132,572 110621000 11,5950 4981,4684 96,49362 58,22082 2,7152 
14/10/2020 0,00844 5176,099 119876700 12,2212 4987,3492 97,12714 61,12141 3,2017 
15/10/2020 -0,01380 5105,150 110523700 10,8967 4990,6867 82,76256 54,48171 -7,1820 
16/10/2020 -0,00034 5103,414 92480400 8,8972 4992,8962 60,55670 54,32622 1,5526 
19/10/2020 0,00448 5126,330 111112200 10,7298 4999,2447 45,07404 56,10724 1,7704 
20/10/2020 -0,00518 5099,840 88592600 8,3748 5007,5321 37,91047 53,50968 -2,8285 
21/10/2020 -0,00067 5096,446 104786700 9,7424 5016,4566 35,22710 53,17003 0,3617 
22/10/2020 -0,00091 5091,816 122922500 11,4687 5028,9096 30,85234 52,67882 -0,4673 





26/10/2020 0,00621 5144,049 103314100 9,2486 5049,1045 64,09754 57,65481 2,3934 
27/10/2020 -0,00308 5128,225 107122400 9,3039 5061,5609 73,71145 55,68956 -2,0279 
02/11/2020 -0,00256 5115,128 97646200 8,3684 5073,8153 69,19563 54,04742 -0,7121 
03/11/2020 0,00863 5159,452 101351100 8,7835 5083,2832 73,12044 58,50669 4,1773 
04/11/2020 -0,01057 5105,199 103974300 9,1579 5092,2065 59,60317 51,87156 -5,8773 
06/11/2020 0,01419 5335,529 104732100 9,6414 5107,2843 75,89426 68,57493 15,2997 
09/11/2020 0,00383 5356,005 121516500 9,1457 5124,0997 95,44403 69,63485 3,0974 
10/11/2020 0,01973 5462,739 149596500 10,6708 5141,6836 94,85386 74,46884 0,8869 
11/11/2020 0,00853 5509,513 165238700 12,7675 5162,8634 93,79735 76,25298 9,3229 
12/11/2020 -0,00928 5458,602 119777900 13,5831 5185,6559 90,77922 70,47982 1,9154 
13/11/2020 0,00045 5461,058 113428800 9,5151 5203,9311 81,46805 70,59548 -5,1550 
16/11/2020 0,00617 5494,872 119907500 8,8402 5220,3554 74,51201 72,20983 1,4516 
17/11/2020 0,00636 5529,940 146811400 9,2720 5236,2940 74,03178 73,81538 2,7471 
18/11/2020 0,00497 5557,518 140753000 11,2413 5257,5335 80,03318 75,03683 2,4593 
19/11/2020 0,00655 5594,059 166665200 10,3864 5280,2387 87,17484 76,59474 1,8407 
20/11/2020 -0,00401 5571,656 215797300 11,9510 5303,6252 83,82510 73,56349 2,7994 
23/11/2020 0,01445 5652,764 189943100 14,8084 5327,2160 87,72503 77,09733 -2,7161 
24/11/2020 0,00850 5701,029 240469400 12,1430 5355,0319 86,85928 78,90443 7,9047 
25/11/2020 -0,00383 5679,247 325423300 14,5789 5385,4926 84,97724 75,99034 2,4408 
26/11/2020 0,01410 5759,916 248292500 18,4022 5413,8455 83,24700 79,07289 -2,6507 
27/11/2020 0,00406 5783,335 251434900 12,7708 5444,6389 83,02275 79,88047 7,8539 
01/12/2020 0,01982 5724,742 209477700 12,4026 5477,3944 61,15155 66,76460 0,2226 
02/12/2020 0,01547 5813,987 219110200 8,8559 5530,5232 63,11243 70,35197 13,8519 
03/12/2020 0,00154 5822,942 238397400 8,9252 5565,9626 86,06071 70,69380 4,8336 





07/12/2020 0,02049 5930,759 226790300 6,6234 5617,8411 90,58438 74,07093 -1,0458 
08/12/2020 0,00230 5944,409 294205100 8,6163 5646,5788 91,52091 74,53790 11,0558 
10/12/2020 -0,00180 5933,698 264587600 11,1311 5670,6623 86,13649 73,42056 -1,4546 
11/12/2020 0,00078 5938,329 217654500 9,6306 5691,8716 77,52707 73,60479 -0,7486 
14/12/2020 0,01242 6012,516 226876100 7,8534 5715,8579 79,77224 76,42401 0,6166 
15/12/2020 -0,00040 6010,128 194411200 8,5173 5743,4308 86,18270 76,14207 6,5172 
16/12/2020 0,01785 6118,402 291042900 7,3577 5769,1936 94,93683 79,78349 -1,8098 
17/12/2020 -0,00082 6113,382 321737000 11,2577 5798,6167 88,53119 79,18007 10,0742 
18/12/2020 -0,00148 6104,324 257981400 12,5855 5826,4099 83,05959 78,03329 -2,8813 
21/12/2020 0,00999 6165,624 238612700 9,6670 5851,9231 79,64044 80,13067 -0,2402 
23/12/2020 -0,00242 6008,709 203528500 8,8129 5881,6216 46,55426 63,33984 5,5967 
28/12/2020 0,01402 6093,554 180855700 7,3107 5915,5318 40,94049 67,57088 2,0626 
29/12/2020 -0,00946 6036,174 175135000 6,5510 5936,2472 56,41668 62,33149 7,2931 








Lampiran 2 Hasil program MATLAB data transformasi indeks saham gabungan 
JKSE periode Januari 2020 – Desember 2020 
*Y  1Z  2Z  3Z  4Z  5Z  6Z  7Z  
-0,3636 1,8418 -1,2340 1,7765 -0,9789 0,1772 0,3530 -0,2430 
0,5213 1,9159 0,0551 1,7944 0,7875 0,0346 0,6309 0,6532 
-1,1590 1,7932 -0,2289 1,8058 -1,6768 -0,7087 -0,0127 -1,4448 
0,2392 1,8339 -0,3017 1,8212 -0,6669 -0,5876 0,1492 0,6118 
-0,9673 1,7342 0,3896 1,8280 -1,6264 -1,5251 -0,3035 -1,1999 
0,6693 1,8249 -0,3372 1,8361 -0,1149 -0,9185 0,0575 1,0279 
-0,1033 1,8257 0,7314 1,8436 0,3912 -0,5075 0,0607 -0,3471 
0,2331 1,8659 -0,0710 1,8541 1,3522 0,6494 0,2185 0,3340 
0,3459 1,9195 -0,0718 1,8675 1,4017 1,2385 0,4194 0,3133 
-0,7762 1,8414 0,4597 1,8809 -0,5387 0,8773 0,0243 -0,9444 
-0,0678 1,8464 -0,4689 1,8891 -0,7890 0,0456 0,0451 0,1535 
-0,0213 1,8568 -0,8514 1,8965 -0,5923 -0,7289 0,0908 -0,0460 
-0,8529 1,7702 -0,7706 1,8965 -1,7143 -1,1855 -0,3462 -0,9355 
-0,2206 1,7574 -0,4316 1,8920 -1,5384 -1,4765 -0,4067 -0,0135 
-0,1857 1,7487 0,4301 1,8905 -1,4876 -1,8242 -0,4498 -0,1879 
0,1417 1,7779 -0,5923 1,8872 -0,9152 -1,5139 -0,2859 0,2047 
-0,1920 1,7685 -0,7919 1,8815 -1,1005 -1,3438 -0,3388 -0,2577 
-1,8996 1,5624 -0,3109 1,8643 -1,8052 -1,4671 -1,2357 -2,0219 
-0,0800 1,5250 -0,7699 1,8268 -1,6462 -2,0462 -1,3470 -0,0578 
-2,0670 1,2036 0,6736 1,7704 -1,8281 -2,0551 -2,1532 -1,9342 
-1,0541 1,0998 -0,1216 1,7359 -1,7779 -2,1063 -2,3228 -0,6235 
0,5352 1,1707 0,0656 1,7029 -1,3257 -1,8986 -1,9172 0,7320 
0,8322 1,2750 0,5412 1,6800 -0,2222 -1,2749 -1,3834 0,7035 
0,0337 1,2911 0,5859 1,6534 -0,0825 -0,6164 -1,3056 -0,1480 
0,0972 1,3142 0,1476 1,6279 1,0649 0,3121 -1,1897 0,1275 
-0,9045 1,2259 0,0984 1,5961 -0,5626 0,1799 -1,4318 -0,9900 
-0,0716 1,2302 0,0777 1,5617 -0,7640 -0,0848 -1,4087 0,1604 
-0,8056 1,1535 -0,3952 1,5275 -1,3805 -1,0346 -1,6114 -0,8774 
-0,8073 1,0771 -0,2190 1,4892 -1,5964 -1,4361 -1,7927 -0,6360 
-0,1956 1,0678 -0,9099 1,4499 -1,3592 -1,6673 -1,8142 -0,0425 
-0,1005 1,0688 -1,0352 1,4149 -1,2638 -1,6220 -1,8073 -0,0913 
0,2199 1,1049 -0,2016 1,3824 -0,6663 -1,2607 -1,5688 0,2467 
0,5965 1,1827 -0,2131 1,3543 1,3749 -0,1988 -1,0944 0,5611 
0,1200 1,2081 0,1516 1,3259 0,8948 0,6396 -0,9488 -0,0175 
-1,1276 1,0962 0,0977 1,2924 -0,9877 0,5148 -1,3327 -1,1886 
-1,3952 0,9565 0,5557 1,2622 -1,4993 -0,6015 -1,7080 -1,1608 
-0,4534 0,9195 0,4263 1,2322 -1,3156 -1,4600 -1,7945 -0,1743 





-1,7993 0,1283 0,0417 1,0512 -1,4087 -1,5862 -2,8071 -1,4680 
-0,3228 0,6427 -0,2853 0,9512 0,8081 0,6648 -0,9952 -0,7334 
1,5095 -0,1326 0,0281 0,7615 -1,3697 -1,4477 -1,7279 2,8393 
-1,3946 -0,2566 0,1976 0,6913 -1,6346 -1,8646 -1,8393 -1,9162 
0,1304 -0,7146 0,1164 0,5122 -0,6556 -1,5952 -2,1457 1,1515 
2,0434 -2,0385 2,4436 -0,2030 -0,9483 -1,7020 -2,4969 2,3837 
-1,4175 -2,5166 0,3132 -0,5423 -1,7100 -1,6225 -2,6775 -0,0241 
-1,7269 -1,5349 -0,5964 -1,0284 0,4098 0,5525 -0,9936 -2,0493 
1,3466 -1,4129 -0,3111 -1,1319 -0,0233 0,4555 -0,8434 1,5049 
1,8908 -1,2425 0,6635 -1,2257 1,3597 0,6951 -0,6366 1,1628 
-0,8014 -0,9541 2,2304 -1,3224 0,2979 1,2051 -0,3120 -1,4311 
0,3715 -1,1948 -0,5253 -1,4241 -0,9976 -0,4701 -0,5520 0,9026 
-0,6528 -1,2416 -1,1412 -1,4493 -1,3782 -1,1211 -0,6025 -0,7534 
1,6574 -1,0882 -0,2158 -1,4679 -0,7253 -1,1876 -0,3997 1,5133 
-1,8348 -1,2379 0,5669 -1,4739 -0,9147 -1,1554 -0,5758 -1,9047 
-1,3877 -1,3308 -0,3300 -1,4000 -0,6966 -0,9674 -0,6005 -1,9082 
-1,7380 -1,4682 -1,1297 -1,3716 -1,6002 -0,8663 -0,7538 -1,0049 
1,3350 -1,3463 -0,5546 -1,3181 -0,0545 -0,8963 -0,5764 1,3106 
0,4561 -1,2980 -0,3084 -1,2574 0,3167 -0,5028 -0,5055 0,0335 
-2,2523 -1,4791 -0,3096 -1,2429 -1,0754 -0,2990 -0,7320 -1,8698 
0,2681 -1,4474 -1,1432 -1,2459 -0,6098 -0,5147 -0,6804 0,6371 
0,2520 -1,4169 -0,2379 -1,2352 -0,3249 -0,7638 -0,6284 0,0391 
0,7187 -1,3467 -0,6016 -1,2326 0,0958 -0,3089 -0,5053 0,5305 
0,4225 -1,2300 -0,2088 -1,2020 0,0446 0,4608 -0,3071 0,9360 
-0,5717 -1,2697 -0,3979 -1,2208 -0,4959 -0,2241 -0,3715 -0,6914 
-0,3568 -1,2908 -0,0966 -1,2375 -1,2445 -0,6418 -0,4073 -0,1646 
0,7906 -1,2134 -0,3515 -1,2364 -0,3971 -0,8134 -0,2609 0,6663 
-1,2004 -1,3069 -0,1985 -1,2420 -0,8330 -0,9443 -0,4343 -1,1714 
-0,8611 -1,3708 -0,3406 -1,2484 -1,0586 -0,8721 -0,5510 -0,4514 
-1,0028 -1,4461 -0,1290 -1,2662 -1,4730 -1,2899 -0,6879 -0,7120 
-0,2483 -1,4577 -0,3133 -1,2772 -1,0868 -1,3885 -0,7094 -0,0510 
-0,0340 -1,4512 -0,4170 -1,2744 -0,9594 -1,3500 -0,6929 -0,0374 
0,7183 -1,3814 0,1251 -1,2823 0,0776 -0,7477 -0,5092 0,5549 
-0,1698 -1,3864 -0,6188 -1,2851 0,0183 -0,3185 -0,5209 -0,3025 
1,6497 -1,2362 0,3563 -1,2736 1,2548 0,5415 -0,1302 1,3769 
0,2075 -1,2088 0,9346 -1,2667 1,4017 1,0558 -0,0628 -0,1905 
1,4823 -1,0702 1,4177 -1,2554 1,0421 1,4534 0,2613 1,2291 
0,6788 -1,0006 4,1625 -1,2315 1,3691 1,4978 0,4111 0,2452 
1,8426 -0,8262 0,9957 -1,2006 1,0537 1,3626 0,7490 1,4657 
1,7971 -0,6525 2,7919 -1,1625 1,2303 1,4357 1,0312 1,1740 
-0,6027 -0,6976 2,8123 -1,1302 0,5509 1,1179 0,8835 -0,8547 
0,5187 -0,6399 0,7731 -1,1088 0,6968 0,9793 0,9791 0,6230 





-2,4046 -0,6902 -0,4184 -0,9994 -1,0735 0,1179 0,4478 -1,8704 
-1,4572 -0,8127 -1,1557 -0,9756 -1,4361 -0,8664 0,1293 -0,8151 
0,4148 -0,7651 -0,8017 -0,9533 -0,5758 -1,1815 0,2247 0,5555 
-1,4289 -0,8841 -1,6026 -0,9322 -1,0645 -1,1780 -0,0792 -1,3776 
3,3555 -0,5680 -1,0773 -0,8923 0,8955 -0,2724 0,5147 3,2182 
-0,0840 -0,5656 -1,3185 -0,8484 1,0700 0,3668 0,5188 -0,8630 
-1,3700 -0,6817 -1,1898 -0,8098 0,4054 0,9377 0,2160 -1,0573 
0,2342 -0,6501 -1,7111 -0,7699 0,2065 0,6701 0,2774 0,4498 
-0,5852 -0,6937 -2,0336 -0,7356 -0,2105 0,1728 0,1594 -0,6308 
1,6261 -0,6084 -0,8324 -0,6735 0,5788 -0,5627 0,3056 1,5668 
-1,4875 -0,7347 -1,2982 -0,6499 -1,2777 -0,9772 -0,0296 -1,6962 
0,0395 -0,7211 -1,5629 -0,6325 -1,0341 -0,6562 0,0015 0,4032 
-0,1566 -0,7253 -1,4552 -0,6188 -0,7380 -1,1677 -0,0103 -0,2367 
-0,0376 -0,7186 -0,7848 -0,6135 -0,6372 -0,9189 0,0069 -0,0043 
0,0725 -0,7019 -1,2896 -0,6159 -0,1976 -0,5940 0,0528 0,0432 
0,9484 -0,6046 -0,1957 -0,6113 1,4017 0,2371 0,3133 0,7964 
0,0305 -0,5916 -0,0766 -0,6089 0,8312 0,8074 0,3473 -0,1905 
0,1917 -0,5636 0,7215 -0,6164 0,8619 1,2189 0,4232 0,1828 
-0,1461 -0,5669 1,3355 -0,6209 0,7646 0,9714 0,4092 -0,1937 
1,6576 -0,4014 1,1466 -0,6065 1,3215 1,1619 0,8386 1,5010 
-0,5713 -0,4448 1,4405 -0,5882 0,1016 0,8666 0,6493 -0,8968 
-0,5369 -0,4848 0,4181 -0,5742 -0,4956 0,3771 0,4763 -0,3019 
0,5461 -0,4231 0,1293 -0,5512 0,2124 -0,0537 0,6449 0,5522 
0,1786 -0,3959 0,4042 -0,5427 0,5654 0,1265 0,7180 0,0090 
-0,1758 -0,4021 0,9304 -0,5345 -0,0051 0,3170 0,6874 -0,1881 
0,3327 -0,3601 -0,1556 -0,5185 0,7759 0,5358 0,8088 0,3251 
-0,4790 -0,3950 -0,7169 -0,5058 0,0874 0,3502 0,6215 -0,5292 
-0,6717 -0,4479 -0,3371 -0,4936 -1,1192 -0,0825 0,3470 -0,4991 
1,1390 -0,3298 0,4419 -0,4718 0,7457 -0,0943 0,7250 1,1336 
-0,1988 -0,3382 0,1162 -0,4583 0,4583 0,0498 0,6805 -0,4698 
0,5677 -0,2735 1,1706 -0,4353 0,9546 0,8552 0,8745 0,5960 
-1,3212 -0,3887 0,9024 -0,4188 -0,5888 0,3370 0,2853 -1,3564 
0,5489 -0,3261 1,1431 -0,3989 0,0981 0,1970 0,4894 0,7985 
-0,1822 -0,3330 0,3192 -0,3797 -0,4412 -0,3451 0,4551 -0,3622 
0,6026 -0,2649 -0,3751 -0,3579 0,9096 0,2369 0,6764 0,6062 
-0,1105 -0,2649 -0,4157 -0,3410 1,4016 0,7432 0,6764 -0,2631 
1,2520 -0,4035 -0,8127 -0,3300 0,2288 0,3581 -0,0494 1,7337 
0,9084 -0,3068 -0,3374 -0,3171 0,9708 0,1908 0,2440 0,4119 
0,8822 -0,2117 -0,1291 -0,3076 1,2799 0,9799 0,5025 0,6636 
-0,7755 -0,2755 -0,1225 -0,2992 0,8477 1,2203 0,2521 -0,8952 
0,5136 -0,1896 0,1531 -0,2759 1,1433 1,1245 0,4977 0,3817 
0,7188 -0,1092 0,6361 -0,2616 1,3435 1,3171 0,7114 0,5485 





0,0504 -0,0827 -0,6791 -0,2326 0,5518 0,9792 0,7822 0,0603 
0,7890 0,0055 0,7190 -0,2127 0,9696 0,8340 1,0128 0,7074 
-0,0303 -0,0282 2,8075 -0,1772 -0,1042 0,4335 0,8178 0,1135 
1,0530 0,0867 2,7008 -0,1560 1,3338 0,5749 1,1228 0,9554 
-0,0834 0,0894 1,8594 -0,1379 1,0635 0,9075 1,1295 -0,3287 
0,4702 0,1473 1,4373 -0,1112 1,4017 1,4924 1,2734 0,4988 
-0,5727 0,1012 0,0957 -0,0900 0,4467 1,1479 0,9940 -0,6763 
-2,1512 -0,0998 0,3004 -0,0783 -1,7433 0,0577 0,0126 -1,8755 
1,2562 0,0343 -1,0741 -0,0634 -0,0269 -0,4972 0,4288 1,6227 
-0,0861 0,0367 0,0960 -0,0484 -0,0010 -0,6710 0,4357 -0,4684 
-0,6978 -0,0212 0,5137 -0,0230 -0,6255 -0,2369 0,1819 -0,5780 
-0,8879 -0,0973 -1,1602 -0,0078 -0,9361 -0,5900 -0,1288 -0,6979 
-0,2945 -0,1152 -1,6703 0,0018 -0,9468 -0,9574 -0,1999 -0,1134 
0,1542 -0,0894 -0,8432 0,0079 -0,6420 -0,9638 -0,0986 0,1621 
-1,9299 -0,2654 -0,8210 0,0084 -1,6339 -1,2348 -0,7490 -1,8334 
-1,2967 -0,3555 -0,0118 -0,0518 0,5873 0,4898 -0,5666 -1,6614 
-0,9435 -0,4342 -0,9426 -0,0693 0,4302 0,7178 -0,7188 -0,4874 
-0,5076 -0,4715 -1,0728 -0,0930 0,2788 0,5203 -0,7910 -0,3353 
0,3014 -0,4328 -0,1405 -0,1128 -0,9978 -0,0953 -0,6866 0,3363 
-1,2989 -0,5441 0,0103 -0,1385 -1,6706 -0,9112 -0,9139 -1,2567 
-1,4225 -0,6653 -1,3348 -0,1759 -1,6138 -1,6463 -1,1410 -0,9729 
-0,4375 -0,6953 -1,4924 -0,2150 -1,2134 -1,7301 -1,1954 -0,1524 
-1,6489 -0,8350 -1,6127 -0,2639 -1,5741 -1,6926 -1,4373 -1,4008 
1,9917 -0,6436 -0,4971 -0,3010 -0,2585 -1,1662 -0,8632 2,0461 
-0,9058 -0,7165 -0,7431 -0,3317 -0,2198 -0,7803 -1,0014 -1,2948 
-0,6705 -0,7675 -0,4647 -0,3717 -0,7421 -0,4572 -1,0970 -0,3165 
-0,2959 -0,7843 -0,4213 -0,4126 -0,9145 -0,7120 -1,1294 -0,1866 
1,9202 -0,5984 0,2262 -0,4413 0,9318 -0,2647 -0,5751 1,6997 
-0,9853 -0,6790 -0,1706 -0,4703 -0,0087 0,0202 -0,7524 -1,2988 
0,5367 -0,6195 -1,0387 -0,4954 1,0530 0,7844 -0,5826 0,7413 
0,7009 -0,5443 0,9470 -0,5180 0,9608 0,7956 -0,3737 0,4317 
-0,0085 -0,5348 0,1636 -0,5315 0,9522 1,1688 -0,3470 -0,1443 
0,5818 -0,4702 -0,5315 -0,5178 1,4017 1,3043 -0,1629 0,5256 
0,1769 -0,4432 -1,1093 -0,5144 1,3060 1,4384 -0,0863 0,0107 
0,6657 -0,3699 -0,0442 -0,5207 1,1617 1,5197 0,1192 0,5683 
0,6604 -0,2966 0,8434 -0,5178 1,3943 1,5169 0,3139 0,4398 
0,7328 -0,2157 1,1268 -0,5069 1,3680 1,5410 0,5155 0,5357 
-1,4885 -0,3475 0,5273 -0,5008 -0,2441 0,9950 0,0540 -1,5114 
-0,1443 -0,3507 -0,3777 -0,4967 -0,7788 0,1509 0,0432 0,2106 
0,3369 -0,3082 0,4518 -0,4849 -0,1472 -0,4376 0,1670 0,2535 
-0,6277 -0,3574 -0,6142 -0,4696 -0,9451 -0,7099 -0,0136 -0,6531 
-0,1769 -0,3637 0,0049 -0,4531 -1,0414 -0,8119 -0,0372 -0,0242 





0,2883 -0,3344 -0,4819 -0,4146 0,3556 -0,4730 0,0666 0,2864 
0,5100 -0,2753 -0,2186 -0,3926 0,9113 0,2855 0,2746 0,3763 
-0,4180 -0,3047 -0,1936 -0,3696 0,3655 0,6509 0,1380 -0,4953 
-0,3657 -0,3290 -0,6171 -0,3469 -0,0863 0,4793 0,0238 -0,2359 
0,7511 -0,2466 -0,4292 -0,3294 1,2954 0,6285 0,3338 0,7280 
-1,1659 -0,3474 -0,2597 -0,3129 -0,9574 0,1147 -0,1274 -1,2542 
2,8784 -0,0592 -0,0409 -0,2850 1,4017 0,6926 0,7385 2,9207 
1,3069 0,0805 -0,2652 -0,2539 1,4017 0,7339 1,0336 0,5151 
0,2720 0,1185 0,4251 -0,2213 0,9559 1,4770 1,1073 0,0793 
1,8598 0,3168 1,3741 -0,1821 1,3440 1,4546 1,4433 1,7424 
0,7409 0,4037 1,7433 -0,1400 1,2983 1,4144 1,5673 0,2821 
-1,0374 0,3091 -0,0980 -0,1061 0,6605 1,2997 1,1660 -1,1118 
-0,0655 0,3137 -0,4035 -0,0757 0,4327 0,9457 1,1741 0,1906 
0,5060 0,3765 -0,2080 -0,0462 0,6176 0,6813 1,2863 0,4460 
0,5248 0,4417 0,6833 -0,0069 0,6135 0,6631 1,3979 0,3893 
0,3863 0,4929 0,2964 0,0351 1,0201 0,8912 1,4828 0,2674 
0,5440 0,5608 1,0046 0,0784 1,3165 1,1627 1,5911 0,4564 
-0,5111 0,5192 2,2979 0,1220 0,2857 1,0353 1,3804 -0,6310 
1,3326 0,6698 1,0914 0,1735 1,4017 1,1836 1,6260 1,4628 
0,7385 0,7595 2,1940 0,2299 1,2318 1,1507 1,7516 0,3857 
-0,4926 0,7191 3,9246 0,2823 0,1015 1,0791 1,5491 -0,6181 
1,2978 0,8689 1,3756 0,3393 1,2324 1,0134 1,7634 1,4528 
0,2948 0,9124 1,2090 0,3999 1,2098 1,0048 1,8195 -0,0516 
1,8682 0,8036 -0,3964 0,4982 0,3783 0,1735 0,9078 2,6353 
1,4341 0,9694 -0,3650 0,5638 1,4017 0,2480 1,1572 0,8574 
0,0433 0,9860 -0,1352 0,6159 1,0610 1,1203 1,1809 -0,2042 
-0,3243 0,9629 -1,4069 0,6598 0,9205 1,3309 1,0975 -0,3017 
1,9353 1,1863 -0,5049 0,7130 1,3022 1,2923 1,4157 2,0840 
0,1192 1,2117 0,6334 0,7576 1,1527 1,3279 1,4481 -0,3823 
-0,2904 1,1918 -0,0457 0,7968 0,3936 1,1232 1,3705 -0,2431 
-0,0325 1,2004 -0,8502 0,8412 0,4596 0,7960 1,3833 0,0260 
1,1293 1,3382 -0,5497 0,8922 1,3724 0,8813 1,5792 1,1893 
-0,1500 1,3338 -1,0746 0,9399 1,0210 1,1250 1,5596 -0,4523 
1,6724 1,5349 0,6908 0,9944 1,3163 1,4577 1,8128 1,8905 
-0,1924 1,5256 1,2917 1,0458 0,7455 1,2142 1,7708 -0,6635 
-0,2585 1,5088 -0,0293 1,0930 0,4855 1,0062 1,6911 -0,1429 
0,8873 1,6227 -0,4159 1,1480 0,9817 0,8763 1,8369 1,0078 
-0,3524 1,3311 -1,0958 1,2107 -0,3772 -0,3813 0,6697 0,3111 
1,2897 1,4888 -1,4397 1,2491 0,4323 -0,5947 0,9638 1,3422 
-1,0550 1,3822 -1,4105 1,2746 -0,1152 -0,0065 0,5996 -1,4661 






Lampiran 3 Hasil Excel peramalan return saham periode Januari 2021 – Maret 
2021 
Tanggal Y Y Ridge (Y-Y Ridge)^2 
04/01/2021 2,0826 2,2677 -0,1824 
05/01/2021 0,5300 0,2566 0,2688 
06/01/2021 -1,1745 -1,2643 0,0887 
07/01/2021 1,4396 1,8000 -0,3605 
08/01/2021 1,6792 1,4641 0,2128 
11/01/2021 1,9794 1,9355 0,0391 
12/01/2021 0,1993 0,0773 0,1139 
13/01/2021 0,6163 0,9734 -0,3644 
14/01/2021 -0,1071 0,0463 -0,1617 
15/01/2021 -0,8577 -0,8764 0,0177 
18/01/2021 0,2573 0,4385 -0,1804 
19/01/2021 -1,0695 -1,3673 0,2998 
20/01/2021 1,6924 2,1319 -0,4371 
21/01/2021 -0,2471 -0,6373 0,3885 
22/01/2021 -1,6786 -1,9173 0,2433 
25/01/2021 -0,7728 -0,5657 -0,2039 
26/01/2021 -1,9099 -2,0383 0,1304 
27/01/2021 -0,5062 -0,3054 -0,1964 
28/01/2021 -2,1472 -2,3274 0,1820 
29/01/2021 -1,9767 -1,7582 -0,2136 
01/02/2021 3,4403 3,5037 -0,0547 
02/02/2021 -0,3914 -1,0167 0,6168 
03/02/2021 0,5594 0,7278 -0,1670 
04/02/2021 0,4837 0,2569 0,2266 
05/02/2021 0,7262 0,6383 0,0874 
08/02/2021 0,9245 0,7910 0,1320 
09/02/2021 -0,4390 -0,7762 0,3366 
10/02/2021 0,3255 0,3017 0,0266 
11/02/2021 0,3331 0,2010 0,1322 
15/02/2021 0,7653 0,8386 -0,0762 
16/02/2021 0,3514 0,3557 -0,0097 
17/02/2021 -1,0330 -1,2273 0,1918 
18/02/2021 -0,4413 -0,5681 0,1313 
19/02/2021 0,5087 0,5674 -0,0595 
22/02/2021 0,3745 0,4329 -00640 
23/02/2021 0,2793 0,3709 -0,0965 
24/02/2021 -0,3474 -0,3507 -0,0017 





26/02/2021 -0,7637 -0,8764 0,1054 
01/03/2021 1,5376 2,0081 -0,4746 
02/03/2021 0,3259 0,1570 0,1617 
03/03/2021 0,2756 0,5135 -0,2453 
04/03/2021 -1,3572 -1,4309 0,0671 
05/03/2021 -0,5108 -0,6369 0,1332 
08/03/2021 -0,1645 -0,4255 0,2660 
09/03/2021 -0,7843 -0,8381 0,0521 
10/03/2021 1,0435 1,1783 -0,1319 
12/03/2021 1,4819 1,5644 -0,0884 
15/03/2021 -0,5354 -0,7920 0,2525 
16/03/2021 -0,2305 -0,1282 -0,1028 
17/03/2021 -0,5160 -0,7614 0,2480 
18/03/2021 1,1184 1,2503 -0,1307 
19/03/2021 0,1312 0,0159 0,1102 
22/03/2021 -0,8695 -1,0640 0,1953 
23/03/2021 -0,7714 -0,9092 0,1408 
24/03/2021 -1,5565 -1,6120 0,0547 
25/03/2021 -0,5418 -0,3024 -0,2403 
26/03/2021 1,1801 1,1544 0,0275 
29/03/2021 -0,4650 -0,8442 0,3773 
30/03/2021 -1,5587 -1,6550 0,0966 













Y = xlsread('DATAREVISI2.xlsx','revisi1','B467:B674');%return 
X1 = xlsread('DATAREVISI2.xlsx','revisi1','F467:F674');%close 
X2 = xlsread('DATAREVISI2.xlsx','revisi1','I467:I674');%VROC 
X3 = xlsread('DATAREVISI2.xlsx','revisi1','J467:J674');%BB 
X4 = xlsread('DATAREVISI2.xlsx','revisi1','K467:K674');%STCK 
X5 = xlsread('DATAREVISI2.xlsx','revisi1','L467:L674');%STCD 
X6 = xlsread('DATAREVISI2.xlsx','revisi1','N467:N674');%RSI 
X7 = xlsread('DATAREVISI2.xlsx','revisi1','O467:O674');%MACD 
  
X = [X1 X2 X3 X4 X5 X6 X7]; 
  
n = length(Y); 
p = 7; %banyak variabel 
  
Xrata = mean(X); 
  
U1 = X(:,1)-Xrata(1); 
U2 = X(:,2)-Xrata(2); 
U3 = X(:,3)-Xrata(3); 
U4 = X(:,4)-Xrata(4); 
U5 = X(:,5)-Xrata(5); 
U6 = X(:,6)-Xrata(6); 
U7 = X(:,7)-Xrata(7); 
U = [U1 U2 U3 U4 U5 U6 U7]; 
Std11 = (1/(n-1))*sum(U1.^2); 
Std22 = (1/(n-1))*sum(U2.^2); 
Std33 = (1/(n-1))*sum(U3.^2); 
Std44 = (1/(n-1))*sum(U4.^2); 
Std55 = (1/(n-1))*sum(U5.^2); 
Std66 = (1/(n-1))*sum(U6.^2); 




Xt1 = U(:,1)./sqrt(Std11); 
Xt2 = U(:,2)./sqrt(Std22); 
Xt3 = U(:,3)./sqrt(Std33); 
Xt4 = U(:,4)./sqrt(Std44); 
Xt5 = U(:,5)./sqrt(Std55); 
Xt6 = U(:,6)./sqrt(Std66); 
Xt7 = U(:,7)./sqrt(Std77); 
Xt = [Xt1 Xt2 Xt3 Xt4 Xt5 Xt6 Xt7]; 
C = Xt'*Xt; 
  
Yrata = mean(Y); 
Uy = Y - Yrata; 
StdY = (1/(n-1))*sum(Uy.^2); 






[Q E] = eig(C); 
lambda = Q'*C*Q; 
W = Xt*Q; 
lambda1 = W'*W; 
alphaols = ((W'*W)^-1)*W'*Yt 
betaols = ((Xt'*Xt)^-1)*Xt'*Yt 
VIFols = inv((1/(n-1))*C) 
  
mse = ((Yt'*Yt)-(alphaols'*W'*Yt))/(n-p-1) 
sigma2ols = mse; 
  
i = 0 
k1 = sigma2ols/alphaols(1)'*alphaols(1); 
k2 = sigma2ols/alphaols(2)'*alphaols(2); 
k3 = sigma2ols/alphaols(3)'*alphaols(3); 
k4 = sigma2ols/alphaols(4)'*alphaols(4); 
k5 = sigma2ols/alphaols(5)'*alphaols(5); 
k6 = sigma2ols/alphaols(6)'*alphaols(6); 
k7 = sigma2ols/alphaols(7)'*alphaols(7); 
ki = [k1 k2 k3 k4 k5 k6 k7]; 
K = p*ki' 
I = eye(1,7); 
alpharidge = ((W'*W + K*I)^-1)*W'*Yt 
betaridge = Q*alpharidge 
  
SSR = alpharidge'*(W'*Yt) - n*mean(Yt)^2 
SSE = (Yt'*Yt) - alpharidge'*(W'*Yt) 
SST = (Yt'*Yt) - n*mean(Yt)^2 
MSR = SSR/p 
  
alpharidgea = alphaols; 
alpharidgeb = alpharidge; 
mseridge = ((Yt'*Yt)-(alpharidge'*W'*Yt))/(n-p-1) 
Fhitridge = (alpharidge'*(Xt'*Y)-n*mean(Y)^2)/(mseridge) 
VIFridge = (inv((1/(n-1))*C + Q*K*I*Q'))*((1/(n-
1)).*C)*(inv((1/(n-1))*C + Q*K*I*Q')) 
err = abs((alpharidgeb'*alpharidgeb)-(alpharidgea'*alpharidgea)) 
  
while(err >= 0.001) 
    i = i + 1 
    alpharidgea = alpharidgeb; 
    k1 = (sigma2ols)/alpharidgeb(1)'*alpharidgeb(1); 
    k2 = (sigma2ols)/alpharidgeb(2)'*alpharidgeb(2); 
    k3 = (sigma2ols)/alpharidgeb(3)'*alpharidgeb(3); 
    k4 = (sigma2ols)/alpharidgeb(4)'*alpharidgeb(4); 
    k5 = (sigma2ols)/alpharidgeb(5)'*alpharidgeb(5); 
    k6 = (sigma2ols)/alpharidgeb(6)'*alpharidgeb(6); 
    k7 = (sigma2ols)/alpharidgeb(7)'*alpharidgeb(7); 
    ki = [k1 k2 k3 k4 k5 k6 k7]; 
    K = p*ki' 
    alpharidgeb = ((W'*W + K*I)^-1)*W'*Yt 
    SSR = alpharidgeb'*(W'*Yt) - n*mean(Yt)^2 
    SSE = (Yt'*Yt) - alpharidgeb'*(W'*Yt) 
    SST = (Yt'*Yt) - n*mean(Yt)^2 
    MSR = SSR/p 
    mseridge = SSE/(n-p-1) 
    koefdetridge = SSR/SST 





    Fhitridge2 = (SSR/p)/(SSE/(n-p-1)) 
    err = abs((alpharidgeb'*alpharidgeb)-
(alpharidgea'*alpharidgea)) 
    VIFridge = (inv((1/(n-1))*C + Q*K*I*Q'))*((1/(n-
1)).*C)*(inv((1/(n-1))*C + Q*K*I*Q')) 
end 
A = W'*W+K*I; 
alpharidge = alpharidgeb 
betaridge = Q*alpharidge 
































Novita Sari, lahir di Pasuruan pada tanggal 06 Juni 1999. 
Bertempat tinggal di Pandaan Kabupaten Pasuruan, Jawa Timur. 
Anak bungsu dari 4 bersaudara yakni dari pasangan Bapak 
Suwardjo dan Ibu Musrifah. 
Perempuan yang akrab disapa Novita ini telah menempuh 
Pendidikan formal mulai dari TK. RA. Perwanida, lalu 
Pendidikan dasarnya ditempuh di SD Maarif NU Pandaan dan lulus pada tahun 
2011. Kemudian melanjutkan ke SMP Maarif NU Pandaan dan lulus pada tahun 
2014, dan melanjutkan ke SMA Maarif NU Pandaan dan lulus pada tahun 2017. 
Selanjutnya pada tahun yang sama menempuh kuliah di Universitas Islam Negeri 
Maulana Malik Ibrahim Malang. 
Selama menjadi mahasiswa telah mengikuti organisasi koperasi mahasiwa 
(KOPMA) yaitu koperasi mahasiswa padang bulan Universitas Islam Negeri 
Maulana Malik Ibrahim. 
KEMENTERIANAGAMA RI 
UNIVERSITAS ISLAM NEGERI 
MAULANA MALIK IBRAHIM MALANG FAKULTAS 
SAINS DAN TEKNOLOGI 
Jl. Gajayana No. 50 Dinoyo Malang Telp./Fax.(0341)558933 
BUKTI KONSULTASI SKRIPSI 
Nama : Novita Sari 
NIM : 17610042 
Fakultas/Jurusan : Sains dan Teknologi/Matematika 
Judul Skripsi : Implementasi Regresi Ridge Menggunakan Estimator 
   Parameter Hoerl and Kennard 
Pembimbing I : Abdul Aziz, M.Si  
Pembimbing II : Erna Herawati, M.Pd 
 
No Tanggal Hal Tanda Tangan 
1 21 September 2020 Konsultasi Bab I 1.
 
 
2 29 September 2020 Revisi Bab I   2.  
3 15 Oktober 2020 Revisi Bab I 3.  
4 
16 November 2020 Revisi Bab I dan Konsultasi 
Bab II 
  4.  
5 
23 November 2020 Revisi Bab II dan Konsultasi 
Bab III 
5.  
6 20 Januari 2021 Konsultasi Judul   6.  
7 16 Februari 2021 Revisi Bab I, II dan III 7.  
8 12 Maret 2021 Konsultasi Agama Bab I   8.  
9 14 Maret 2021 Revisi Bab IV 9.  
10 16 Maret 2021 Revisi Agama Bab I   10.  
11 23 Maret 2021 Revisi Bab IV 11.  
12 
24 Maret 2021 Revisi Agama Bab I dan 
Konsultasi Bab II 
12.  
13 12 April 2021  Revisi Bab IV 13.  
14 21 April 2021 Revisi Agama Bab I dan II   14.  
15 23 April 2021 Revisi Agama Bab I dan II 15.  
16 04 Juni 2021 ACC Agama Keseluruhan  16.  
17 11 Juni 2021 ACC Keseluruhan 17.  
 
Malang, 4 Juni 2021 
Mengetahui, 
Ketua Jurusan Matematika 
 
Dr. Usman Pagalay, M.Si 
NIP. 19650414 200312 1 001 
