The existing watermarking algorithms in H.265/high efficiency video coding (HEVC) compressed domain cannot achieve intra-frame distortion drift-free and resist the recompression and signal processing attacks simultaneously. Therefore, the application of HEVC watermarking in copyright protection is limited in practice. To solve the problem, this paper proposes an intra-drift-free robust watermarking algorithm, which uses a multi-coefficients modification method to embed the watermark into intra prediction residual pixels of 4 × 4 luminance transform blocks in the spatial domain. Based on the spatial-domain embedding method, watermark information can be extracted from the blocks that have been attacked and merged into 8 × 8 size, which improves the robustness. To further improve the performance of the watermarking algorithm, the proposed algorithm uses a combination of three thresholds according to the application requirements. Experimental results on a publicly available video database (JCT-VC) have justified the effectiveness of the proposed algorithm which has better imperceptibility and robustness than existing algorithms. In addition, the proposed algorithm has high real-time performance and is suitable for application scenarios where the video is distributed on a large scale.
I. INTRODUCTION
With the popularity of full-high-definition (FHD) and ultrahigh-definition (UHD) videos, the compression performance of H.264/advanced video coding (AVC) can no longer satisfy the coding demand. As the latest video coding standard, H.265/high efficiency video coding (HEVC), with approximately twice the compression performance compared to AVC, has gradually replaced AVC as the mainstream coding standard [1] , [2] . At the same time, the severe piracy of HEVC video has had a bad impact on the video industry and needs solving urgently.
As one of the information hiding technologies, robust video watermarking identifies the ownership of the data by embedding secret information, i.e. watermark, into the video to achieve copyright protection [3] . There are two The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan. main metrics to evaluate the performance of a robust video watermarking: imperceptibility and robustness [4] . Imperceptibility means that the watermark embedded in the video cannot be perceived by people's eyes and is difficult to be detected by detection tools. That is to say, the embedding of the watermark cannot cause a significant impact on video quality. Robustness is the ability of watermarking to resist attacks, which means the embedded watermark can still be extracted from the video subjected to common signal processing attacks or malicious attacks. Real-time performance, depending on complexity, is a special requirement of video watermarking, because the embedding and extraction speed of the watermark should not be lower than the frame rate of the video. Bit increase ratio (BIR) is used to measure the increase in the bit rate. Capacity is also a criterion for evaluating watermarking. However, since the number of frames in the video is extremely large, capacity is not so important in video watermarking [5] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ For copyright protection and piracy tracking, each video is embedded with a unique watermark so that the users who distribute pirated videos can be identified when piracy occurs, as shown in Fig. 1 . Although the compression performance of HEVC is much better than that of AVC, the computational complexity of HEVC is increased. If HEVC is used to compress video for different users, computing resources will increase linearly with the number of users, which will affect the application of video watermarking in practice [6] . Compressed-domain watermarking [7] - [26] , also called outof-the-loop watermarking, directly embeds the watermarks into the compressed videos. If the input video is uncompressed, the watermark embedding process only needs to compress the video once; if the input video is compressed, the watermark can be embedded in it only by partially decoding and encoding the video, saving massive computing resources.
According to the different embedding positions of the watermark, compressed-domain watermarking can be divided into watermarking based on residual signal [7] - [22] and watermarking based on coding information [23] - [26] . Watermarking based on residual signal is embedding the watermark into the predicted discrete cosine transform (DCT) or discrete sine transform (DST) coefficients. Watermarking based on coding information is embedding watermark into prediction information, block partition information, or motion vector, etc. Compared with another kind of watermarking, watermarking based on residual signal is relatively robust and often used as robust watermarking.
Besides, the watermark can also be embedded before encoding (i.e. uncompressed-domain watermarking) [27] - [29] or during encoding (i.e. in-the-loop watermarking) [30] - [32] , both completely compressing every video with high computing complexity and poor real-time performance [6] . Therefore, low-complexity and high real-time compressed-domain watermarking plays an indispensable role in the field of video watermarking, especially for HEVC videos. However, it has its own intrinsic problems, i.e., distortion drift and poor robustness to attacks, which are the current research hotspots of compressed-domain watermarking. Although considerable achievements have been made in many works [7] - [22] on these two problems, the existing watermarking algorithms still cannot solve these two problems at the same time.
In this paper, a novel robust watermarking algorithm for HEVC is proposed to eliminate distortion drift and resist various attacks simultaneously. The three main novelties and contributions in this paper are as follows:
1) The multi-coefficients modification embeds watermark information into residual pixels and enables the watermarking to achieve intra-drift-free and high robustness at the same time.
2) The residual pixels-based embedding method enables watermark bits to be extracted from the watermarked blocks that have been merged into larger blocks. 3) The three thresholds applicated can improve and balance the imperceptibility and robustness of the watermarking algorithm. The rest of this paper is organized as follows. In Section II, a presentation of related work is given. Section III starts with a brief review of related HEVC techniques, and then analyzes the existing problem of HEVC watermarking. Section IV presents the proposed watermarking algorithm. Experimental results of the proposed algorithm are presented in Section V. Conclusions and remarks on possible further work are given finally in Section VI.
II. RELATED WORK
The distortion caused by watermark embedding propagates and accumulates during the prediction process, which will cause serious visual distortion of a video and extremely decrease the imperceptibility of watermarking. As the intra-frame distortion drift has a greater impact on video quality than the inter-frame distortion drift, this paper mainly discusses the intra-frame distortion drift (hereafter referred to as distortion drift). To reduce the effect of watermark embedding on video quality, many scholars and researchers are engaged in the research of eliminating distortion drift. In the field of AVC watermarking, Huo et al. [7] analyzed the relationship between distortion propagation mode and different integer transform coefficients, and used partial integer transform coefficients to compensate drift distortion. Ma et al. [8] defined three conditions with different prediction modes in 4 × 4 luminance transform blocks (LTBs), and selected the corresponding DCT paired-coefficients to embed the watermark. This method keeps the residual pixels used for prediction unchanged, thus avoiding the distortion drift. Based on [8] , Lin et al. [9] proposed a method for embedding watermark in all 4 × 4 LTBs, improving the capacity of watermarking. According to the prediction mode of adjacent blocks, Liu et al. [10] selected the LTBs which are not the intra prediction reference blocks, and embedded the watermark into their DCT coefficients. However, watermarking for AVC cannot be directly applied to HEVC watermarking due to the difference of coding techniques between HEVC and AVC.
In the field of HEVC watermarking, inspired by [8] , the existing methods to achieve intra-drift-free mainly use the multi-coefficients modification to embed the watermark. Like [8] , Liu et al. [11] defined three conditions according to the prediction modes of adjacent blocks and embedded the watermark into DST coefficients in 4 × 4 LTB using the corresponding multi-coefficients modification. Chang et al. [12] extended the three conditions in [11] to five, and then proposed a multi-coefficients modification method in 8 × 8 blocks. Gaj et al. [13] used the same method to embed multiple level watermark in the difference of transform coefficients between the motion coherent blocks of two consecutive I-frames, achieving better visual quality. However, the embedded watermarks are easily destroyed because robustness is not being considered in these watermarking algorithms.
Compared with uncompressed-domain watermarking, the robustness of compressed-domain watermarking is unsatisfactory due to the limitation of the coding architecture. Therefore, how to improve the robustness of watermarking in the compressed domain has become an interesting and important research field. In the field of AVC watermarking, Mansouri et al. [14] proposed a low-complexity robust watermarking algorithm based on the number of nonzero (NNZ) transform coefficients, defining a priority matrix to adjust the impact of watermark on bit rate and video quality. Gaj et al. [15] used a detection method for motion coherent regions in the compressed domain to embed the watermark into the motion objects of each shot of the video, resisting geometric attacks such as rotation and scaling. Chen et al. [16] proposed a robust watermarking algorithm based on just noticeable difference (JND). This algorithm adjusts the watermark strength through the JND mask, embeds the watermark into transform coefficients that do not cause intra-frame distortion drift, and uses cross-correlation detection to ensure robustness. Gong and Lu [17] divided the blocks into texture blocks, edge blocks, and smooth blocks, and embedded watermarks into them with different intensities respectively. In addition, this algorithm compensates the drift by subtracting the mean value of distortion from the watermark, which has good robustness and video quality.
In the field of HEVC watermarking, Dutta et al. [18] embedded the watermark invisibly into the low-frequency non-zero quantized transform coefficients (QTCs) of 4 × 4 LTB in I-frame, according to the temporal and spatial characteristics of HEVC video. To exploit the watermarking capacity in P-frames, Dutta and Gupta [19] proposed a bitrate-controllable watermarking method for P-frame, whose BIR can be controlled and robustness is high. Gaj et al. [20] proposed a recompression-against robust watermarking algorithm, and embedded the watermark by altering the NNZ of 4 × 4 transform block (TB). The advantage of this algorithm is that it is still possible to extract watermark bits from those TBs correctly, although some watermarked 4 × 4 TBs are merged into 8 × 8 TBs.
From above, there have been considerable research works on watermarking in the compressed domain. However, the intra-drift-free HEVC watermarking algorithm with high robustness is relatively rare. Based on [11] , Liu et al. [21] used the BCH code to encode the watermark data for preprocessing. When the watermark is extracted incorrectly, the BCH can be used for error correction. The algorithm not only prevents distortion drift but also has certain robustness, so it can resist the recompression attack with an unchanged quantization parameter (QP). However, the error-correcting ability of BCH is limited. If the number of error codes exceeds the error-correcting ability of BCH, BCH will be invalid. Therefore, this algorithm cannot resist recompression attacks when QP changes greatly. Besides, signal processing attacks are not considered in [21] . Another state-of-the-art algorithm was proposed by Gaj et al. [22] . The algorithm first applies the inverse transform to the dequantized DST coefficients of 4 × 4 LTB, and obtains a residual matrix. Then the watermark is embedded in the 3 × 3 residual matrix that locates in the top left corner which does not work as a reference, and the 4 × 4 residual matrix is re-transformed and re-quantized. Although the algorithm has good robustness, the distortion drift is not completely avoided. The reason is that the re-quantization will lead to information loss, resulting in minor distortion of the reference pixels, and then the distortion will propagate to the neighboring blocks by prediction process.
III. RELATED TECHNIQUES AND PROBLEM ANALYSIS A. HEVC ARCHITECTURE
Compared with AVC, the coding architecture of HEVC, which still adopts a similar hybrid coding architecture, has not changed fundamentally. The portion of the red dotted frame in Fig. 2 shows the block diagram of HEVC encoder, mainly including prediction, transform, quantization, entropy encoding, and other modules. A compressed video consists of the residual signal, prediction information, and other coding information. Although the architecture of HEVC is similar to that of AVC, HEVC introduces new coding techniques in almost every module, greatly improving compression performance.
The core coding unit in the AVC standard is a macroblock whose maximum size is 16 × 16 [1] . With the increase of video resolution, AVC's limitations of coding methods based on conventional macroblock are becoming more and more obvious. Hence, HEVC applies a coding tree unit (CTU), similar to a macroblock in concept, but its size can be set by an encoder, which can exceed 16 × 16. To represent video content more flexibly and effectively, HEVC defines a series of new video frame partitioning modes, including coding unit (CU), prediction unit (PU), and transform unit (TU). Each CTU is divided into several CUs via the form of quadtree, and each CU contains PUs and TUs associated with it. It is worth noting that a unit of each type consists of a luminance block, two chroma blocks, and some associated syntax elements. For instance, a PU consists of a luminance prediction block (PB) and two chroma PBs. Different from AVC which only uses 4 × 4 and 8 × 8 DCT transform, TB in HEVC adopts DCT of 4 × 4 to 32 × 32 size, and supports 4 × 4 DST for 4 × 4 LTB. Large-size DCT is one of the important techniques to improve coding efficiency in HEVC, which enables the encoder to enhance the compression ratio when processing flat regions that often appear in high-resolution videos [1] .
In AVC, there are only 9 prediction modes for intra prediction, whereas HEVC provides 35 intra prediction modes for 4 × 4 luminance block, including 33 angle predictions, DC prediction mode, and Planar prediction mode [33] , as shown in Fig. 3 . The increased prediction modes can match the complex textures in the video better, get enhanced prediction effects, and remove spatial redundancy more effectively. The prediction modes are defined based on the PB, but the practical intra prediction process is based on the TB. The standard stipulates that PB can be divided into TBs in the form of quadtree, and TBs in the same PB share the same prediction mode. In the actual prediction process, each TB is predicted by the pixels around itself as reference. The intra prediction template is shown in Fig. 4 . R x,y represents a reconstruction pixel of the neighboring blocks for x = 0, 1, · · · , 2N , y = 0 and x = 0, y = 1, 2, · · · , 2N , where x and y are horizontal and vertical coordinates of the pixel, respectively, and N is the size of the current block. P x,y represents a prediction pixel of the current block for x, y = 1, 2, · · · , N based on reference R x,y [33] .
After 4 × 4 luminance block is predicted by intra prediction, HEVC uses integer DST to transform the residual, with the integer DST transform matrix H is [1] : 
The correction matrix E used in the scaling process is a matrix of the same size as H whose all elements are 1/128. In addition, the scaling and the quantization are performed together in HEVC encoder. The process of DST transform and quantization can be written as follows: 
where ''·'' represents element-wise multiply, X represents the original residual pixel matrix, Y represents the quantized DST coefficient matrix, and Q step represents the quantization step corresponding to a QP. The relationship between Q step and QP can be given by:
At the decoder, Y is inversely quantized and inversely transformed to obtain the residual pixel matrix X as follows: 
where X = X because of the quantization loss. It should be noted that the operations in HEVC are all integer operations, and the results are downward rounded. In the practical coding process of HEVC, division is often replaced by a bit shift operation. This section gives a brief introduction of the HEVC techniques related to the watermark in this paper and other techniques are not described in detail.
B. EXISTING PROBLEM
The application of various efficient new techniques in HEVC, although enhancing compression performance, has brought greater difficulties to watermarking. Compared with AVC, HEVC watermarking is more prone to distortion drift and less likely to have high robustness. As presented in Section II, the recent works aiming to solve the two problems simultaneously for HEVC are only [21] and [22] . Fig. 2 shows the block diagram of watermarking based on residual signal in the compressed domain, where the portion of the red dotted frame is for the uncompressed video and the blue is for the compressed video. The embedding positions are 4 × 4 luminance blocks of residual signal for uncompressed or compressed video. After embedding the watermark in the residual signal, the residual signal and the original encoding information are entropy encoded without complex re-prediction estimation, and the compressed video with the watermark is obtained. It means that the decoder will directly use original prediction information and watermarked residual to reconstruct frames. When current block pixels are distorted due to watermark embedding, and neighboring block uses the distorted pixels as the reference pixels, the distortion drift occurs.
To avoid distortion drift, Liu et al. [21] analyzed the modification conditions of coefficients without distortion drift, and pointed out that the multi-coefficients conditions which an additive watermark matrix W mc needs to satisfy are as follows:
where δ i1 is the watermark strength in the i-th row of the first, third, and fourth columns of the matrix, and δ 1j is the watermark strength in the j-th column of the first, third, and fourth rows of the matrix. The coefficients in the third and fourth columns or the third and fourth rows are compensation coefficients, whose absolute value is equal to δ i1 or δ 1j . Then, the error matrices ∆ of decoded residual can be written as follows: 
where e ij is the error of pixel in the i-th row of the j-th column. If the blocks adjacent to the watermarked block do not use the last row or the last column for prediction, the distortion will not propagate. However, the algorithm [21] embedding the watermark by changing the parity of the QTCs is unable to resist the signal processing attacks and recompression attacks with changed QPs. According to (2) , the change of Q step will change the QTCs, resulting in the damage of the watermark based on parity. The signal processing attacks can affect the quality of the uncompressed video, and also change the parity of QTCs.
In addition, as discussed in Section III.A, the types and sizes of blocks in HEVC are more abundant and flexible than those in AVC, so it tends to cause the loss of watermark information. Since HEVC uses a rate-distortion (RD) optimization [1] to partition blocks and select prediction modes in each recompression, residual signals may be completely changed. When the video is attacked, part of the 4 × 4 TBs will be repartitioned and merged into 8 × 8 or even larger TBs, resulting in the watermark bits not being able to extract from them. Furthermore, if the watermark detection algorithm fails to recognize the watermarked blocks which have been merged into larger blocks, the subsequently extracted watermark bits will not synchronize with the embedded watermark bits, which is called synchronization error in this paper. Besides, the change of prediction modes also affects the accuracy of the watermark extraction. In [22] , the watermark is embedded by changing the relationship of size between two specific transform coefficients in high-NNZ LTBs, which is relatively robust. However, the drift-compensate method in [22] cannot make the watermarking drift-free.
From above, the problem is that the existing algorithms cannot meet the requirements of imperceptibility and robustness at the same time, which is the motivation of this paper.
IV. PROPOSED VIDEO WATERMARKING ALGORITHM
To solve the problem in Section III.B, based on the research and analysis of existing algorithms and HEVC standard, the proposed method embedding watermark into the predicted residual pixels is presented in Section IV.A. Section IV.B and Section IV.C describe the watermark embedding and extraction processes, respectively.
A. PROPOSED WATERMARK EMBEDDING METHOD
In some works, like [14] , [18] , and [22] , the LTBs with higher NNZ are selected to be embedded by the watermark, because these blocks have lower probabilities of changes in block partition sizes and prediction modes after recompression. Moreover, the higher NNZ usually means the more complicated the texture. The human visual system (HVS) is less sensitive to the high-frequency regions with complex texture, where the distortion is not easy to be perceived. The algorithm [21] needs to select blocks that satisfy the condition of prediction mode. If combined with the NNZ-based block selection, the capacity of watermarking will be limited. Therefore, the proposed algorithm uses a matrix W which satisfies both the conditions in (5) as follows [11] :
where δ is the watermark strength. In the additive embedding scheme of this paper, the embedding process of watermarking can be expressed as:
where Y w represents the watermarked quantized DST coefficient matrix. Then, the errors ∆ caused by the embedded watermark in the spatial domain can be quantitatively calculated according to (4) and (8) as follows:
It can be seen that the errors are controllable and only appear on the pixel in the third row of the third column of the 4 × 4 LTB. The residual pixel matrix X can be written as:
In (10), the only distorted element is x 33 , which will not be used as a reference for intra prediction in any condition. The disadvantage of this 9-coefficients modification is that if δ is large, then the distortion ∆ will be tremendous, even exceeding the boundary of the pixel value. The existing robust watermarking algorithms like [14] , [18] , and [22] , embed watermarks by changing the size relationship among QTCs, usually requiring a large degree of modification in coefficients. For example, when δ = 5 and QP = 16, the distortion in the spatial domain is:
Due to excessive distortion, the visual quality of video will be significantly degraded, and the imperceptibility cannot be guaranteed. As a result, the watermarking based on the size relationship among QTCs is not suitable to use the 9-coefficients modification method. From above, we have known that small change of the values of QTCs will lead to a large change of residual in the spatial domain. Moreover, Section III has illustrated that the flexible block partitioning and prediction mode in HEVC make transform coefficients difficult to be robust. Therefore, this paper proposes embedding the watermark information into the residuals in the spatial domain rather than into transform coefficients. It is noteworthy that embedding watermark into spatial residual is realized via modifying QTCs.
Because only the pixel x 33 will be altered, we consider finding a feature and altering the size of x 33 to change the relationship between x 33 and the feature of the current block to embed the watermark information. However, after recompression, the prediction mode may change, leading to the change of the prediction values of the pixels in the current block and destroying the relationship among the pixels. Therefore, the chosen relationship between x 33 and the feature needs to be robust to recompression and the change of prediction values. A useful way is to find a feature whose prediction value is close to that of x 33 . To determine this feature, the related theory of HEVC intra prediction is further analyzed.
Taking angle mode 27 in a 4 × 4 block as an example, the intra prediction pixel values determination in HEVC using the template in Fig. 4 is shown in Fig. 5 . To improve the prediction accuracy, HEVC interpolates the reference pixel of the corresponding prediction direction and the next reference pixel adjacent to it with a precision of 1/32 to get the prediction value P x,y . The interpolation is performed linearly as follows [33] : (12) where w y is the weighting between the two reference pixels R i,0 and R i+1,0 . Reference index i and weighting parameter w y are calculated based on the displacement d corresponding to the selected prediction direction as:
where & denotes a bitwise AND operation. According to (12) to (15) , the prediction value P 3,3 is obtained as an interpolation of R 3,0 and R 4,0 . P 3,2 and P 3,4 on the same line as P 3,3 are obtained by interpolation with the same reference pixels and will be very close to P 3,3 . However, the change of prediction direction will make P 3,2 and P 3,4 deviate from the prediction line of P 3,3 and not close to P 3, 3 . For other prediction values around P 3,3 (in the yellow region of Fig. 5 ), their reference pixels are adjacent to the reference pixels of P 3,3 . As adjacent pixels in the spatial domain have a certain correlation, these prediction values are also close to P 3,3 , though not as close as P 3,2 and P 3,4 to P 3,3 . The mean value of the eight prediction values around P 3,3 is marked asP. Fig. 6 shows the probability density of the difference of P Fig. 6 . Therefore, the relationship between P 3,3 andP is generally stable. Based on the analysis above, we found that the difference of the residual pixel x 33 and the mean valuex of the eight pixels around x 33 is robust and appropriate for watermark embedding.
For example, as shown in Fig. 7 , after recompression, the prediction mode is changed, resulting in changes in residual pixels and QTCs. However, the mean valuex in the brown region of the original residual is 2 and the mean valuex re after recompression is −6, so the difference of the original residual is 55 and after recompression, it is 51. The differences in the original residual and the recompressed residual are close, even when the residual pixels themselves are very different. Based on this research, a watermark embedding method exploiting the relationship between the residual pixel and the mean value of pixels is proposed in this paper.
Furthermore, based on the proposed embedding method, watermark bits can be extracted from the watermarked blocks whose size becomes 8 × 8 after recompression. Fig. 8 shows the watermark extraction from the merged 8 × 8 blocks embedded by an embedding method based on transform coefficient and the proposed embedding method based on residual pixel, where T and Q represent the DST transform and quantization respectively, RP represents repartition, T −1 and Q −1 represent the inverse DCT transform and dequantization respectively, and w andw represent the embedded and extracted watermark bit respectively.
Suppose that Y 1 , Y 2 , Y 3 , and Y 4 are four coefficient matrices in the same CU. Then the watermarked coefficient matricesŶ w 2 andY 2 are obtained by embedding the watermark bit into Y 2 using the method based on transform coefficient and the proposed method based on residual pixel respectively, where the superscript w indicates that the watermark bit can be extracted directly.
As shown in the portion of the red dotted frame in Fig. 8 , in the method based on transform coefficient, the four coefficient matrices are inverse transformed and dequantized to residual matrices X 1 ,X 2 , X 3 , and X 4 . After repartition, the four 4 × 4 residual matrices in the CU are replaced by an merged 8 × 8 residual matrixX m . Then,X m is transformed and quantized to an 8 × 8 quantized DCT coefficient matrix Y m from which the watermark bit cannot be extracted.
For the embedding method based on residual pixel in the blue dotted frame, although the watermark bit is also embedded by modifying the coefficients, the watermark information exists in the residual matrixX w 2 . After recompression, the 8 × 8 quantized DCT coefficient matrixY m in the merged block is obtained. To extract the watermark bit, the 8 × 8 coefficient matrixŶ w m is inversely transformed and dequantized to get the 8 × 8 residual pixel matrix, and then the obtained 8 × 8 matrix is directly divided into four 4 × 4 submatrices. Since the relationship between x 33 andx is robust to the change of prediction values, the watermark information may exist even if the repartition results in the change of predicted pixels. Thus, the watermark bit can be extracted from the 4 × 4 submatrix of the corresponding embedding position.
For larger merged blocks, such as blocks with sizes of 16 × 16 and 32 × 32, the predicted values may change greatly because the pixels on the lower or right side of the blocks are far from the reference pixels. Because the possibility of correctly extracting watermark bits is too low and the extraction process increases the computational complexity of the algorithm, the proposed algorithm does not extract watermark bits from these blocks.
B. WATERMARK EMBEDDING
As discussed in Section IV.A, the 4 × 4 LTBs whose NNZ is higher than a threshold N th in I-frame are selected. To improve the security of the proposed algorithm, a pseudo-random number generator is used to generate a pseudo-random sequence as a key and select the candidate blocks. For each candidate block, dequantization and inverse DST functions in HEVC are applied to the QTC matrix Y of the candidate block to get residual matrix X . Then, the mean valuex of the eight pixels around the residual pixel x 33 in X is calculated. When the watermark bit to be embedded is 1, if the difference of x 33 andx is less than or equal to a threshold R th , then the 9-coefficients modification is used to make the difference greater than R th , otherwise no modification is needed. When the watermark bit to be embedded is 0, if the difference ofx and x 33 is less than R th , then make the difference greater than or equal to R th , otherwise no modification is needed. The application of the threshold R th can improve the robustness at the cost of the imperceptibility.
Since the distortion only occurs on x 33 , if the embedding strength of the watermark is too high, it will produce distortion similar to Salt & Pepper noise, which will decrease the imperceptibility subjectively. To solve this problem, a threshold α th is set. If the distortion caused by embedding the watermark bit in the current block exceeds 3α th Q step , the watermark will not be embedded in this block.
To avoid synchronization error caused by block size change, a location map L w is used to record the locations of the watermarked LTBs after embedding the watermark.
The watermark embedding algorithm is described in Algorithm 1. Note that the operations in the watermark embedding algorithm are integer operations.
C. WATERMARK EXTRACTION
The process of watermark extraction is very simple. First, according to the recorded location in L w , the 4 × 4 watermarked LTBs are found. For each watermarked LTB, the dequantization and inverse DST functions in HEVC are applied to Y w and the watermarked residual X w is obtained. When the watermarked block determined by L w is merged into an 8 × 8 block, the dequantization and inverse DCT are applied to the 8 × 8 block, and an 8 × 8 residual matrix is obtained. Then the matrix is divided into four 4 × 4 matrices from which the watermark bits are extracted. The mean valuē x w in X w is calculated and compared with x w 33 orx w 33 . If x w 33 orx w 33 is greater thanx w , the extracted watermark bit is 1; otherwise, the extracted watermark bit is 0.
Although the watermark extraction is not blind, it only needs the location information of the watermarked blocks with a small amount of data, but does not need the huge original video data or the original watermark data.
The watermark extraction algorithm is described in Algorithm 2.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, imperceptibility, robustness, BIR, and realtime performance are evaluated by several experiments. To prove the effectiveness of the proposed algorithm, standard test video sequences with different resolutions and textures [34] are used in experiments and a binary random 
Record location in L w ; end if end if end for end for End Procedure sequence is applied as a watermark. The detailed resolution information of the test video sequences is listed in Table 1 . The experiments embed the watermark in the first 20 frames of each video. The performance of the proposed algorithm is compared with [22] and [21] which aim at avoiding distortion drift and mainly resisting recompression attacks. All these three algorithms are implemented using the HEVC reference software HM 16.20 with ''encode_intra_main.cfg'' as config document. To ensure the comparability of the algorithms in the experiment, the QP = 16 (Q step = 4) is chosen as the initial QP, which is the same as [22] . The embedding capacity of all three watermarking algorithms is 100 bits/frame.
A. EVALUATION CRITERIA
In this paper, the average peak signal-to-noise ratio (PSNR) and the double-stimulus continuous quality scale (DSCQS) [35] are used to evaluate the imperceptibility from both objective and subjective aspects, respectively.
The PSNR is the most common and widely used objective evaluation index for evaluating video quality, which is given by: (16) where MSE Y , MSE U , and MSE V are the mean square errors (MSEs) of Y, U, and V components, respectively. The MSE is defined as:
where M and N represent the height and width of the video frame, respectively, f ij represent the pixel in the i-th row of the j-th column of the original frame F, andf ij represent the pixel in the i-th row of the j-th column of the frame to be evaluated F. MSE U and MSE V will not change, because watermark is only embedded in the Y component. The experiments use 20 frames of each video sequence as test sequences. Hence, the PSNR in the experiments is the mean value of the PSNRs of the 20 frames. The higher the PNSR, the better the objective imperceptibility. However, due to the non-linear behavior of the HVS, the PSNR is not always a real reflection of the perceptual quality of a video, especially the temporal flicker. Therefore, DSCQS, a subjective evaluation method, is adopted to reflect the perceptual quality. The DSCQS method simultaneously displays the original video and the watermarked video to the participants at random positions, and the participants are not told which video is the original video. The participants compare the two videos and then give subjective evaluation scores with regard to the visual quality of the two videos, respectively. The evaluation score is divided into five levels, as shown in Table 2 . Then, the scores of the participants are averaged to obtain mean opinion score (MOS). The higher the MOS, the better the subjective imperceptibility. The robustness is evaluated in terms of bit error ratio (BER) and normalized cross-correlation (NCC), which can be represented as follows:
where w i and w i denote the i-th original and extracted watermark bit, respectively, and L is the length of the watermark sequences w and w . BER and NCC are adopted to estimate the error ratio and similarity between w and w , respectively. A better robust watermarking should have lower BER and higher NCC. The BIR is defined as the percentage of bit rate increase per embedded bit, which is given by [18] :
where n w and n o are the number of bits used for coding the watermarked and original video sequences, respectively, and n c is the actual capacity, i.e., the number of watermark bits actually embedded in the video sequence. Since the bit rate of watermarked video stream must meet the channel bandwidth limitation, the BIR should be as low as possible.
B. THRESHOLDS DETERMINATION
The three important thresholds, N th , α th , and R th , aiming to improve the imperceptibility and robustness in the proposed algorithm, need to be determined. As mentioned in Section IV, the high-NNZ regions are robust to recompression, having high probability of maintaining a block size of 4 × 4. Embedding watermark in texture areas with high NNZ can improve the imperceptibility. However, the extreme large threshold N th will result in a small watermarking capacity, thus not meeting the practical application. Gaj et al. [22] determined that the threshold N th = 12 is most appropriate through experiments, so the proposed algorithm also uses this threshold in the experiments.
The threshold α th is set to reduce the subjective effect of watermarking on visual quality and is a threshold concerning embedding strength δ. When Q step = 4, the distortion on x 33 is 12δ by (9) . In the experiments, we set α th = 2, then δ ≤ 2, i.e., the distortion is not greater than 24. Fig. 9 shows the subjective visual quality of texture regions in the first watermarked frames of BasketballPass video sequence that applies and does not apply the threshold α th = 2. It can be seen that there is a distinct bright spot similar to Salt noise in the red circle of Fig. 9(b) . Although in the texture or edge regions to which the HVS is insensitive, it is easy to be perceived because of the high brightness of the bright spot. With the threshold α th , the bright spot is discarded and the subjective visual quality is improved, as shown in Fig. 9(c) .
The application of the threshold R th is an important part of the proposed algorithm to improve the robustness. An experiment is implemented to illustrate the effect of R th on watermarking. In this experiment, a specific evaluation index, called modification ratio (MR), is designed as follows:
where the range of MR is [0, 1], and N m and N um are the number of blocks embedded with modified and unmodified coefficients, respectively. The higher the MR value, the more blocks with coefficient modification, the worse the imperceptibility and security. At the same time, if the MR is too small, the watermark can be extracted from unwatermarked videos and cannot play the role of watermarking. Therefore, the closer the MR to 0.5, the better the imperceptibility. Table 3 gives the imperceptibility and the robustness against recompression of QP = 24 with a different R th . As the increase of R th , the MR and the NCC increase, the PSNR and the BER decrease. That is to say, the greater the R th , the better robustness and the worse imperceptibility. To trade off the imperceptibility and robustness, R th = 3 is adopted in the following experiments. The selection of the three thresholds is not fixed. The thresholds determined in this section are selected based on the experimental conditions in this paper. In practice, appropriate thresholds can be selected according to actual needs and conditions.
C. PERFORMANCE OF IMPERCEPTIBILITY
To verify the effectiveness of the proposed algorithm, we test and compare the imperceptibility of [22] , [21] , and the proposed algorithm. The algorithm [21] uses the same (63,7,15) BCH code as in the original literature. The algorithm [22] does not use inter-frame drift compensation method, because the experiments in this paper only use I-frames as the experimental objects, and no inter-frame drift is produced. [22] , [21] , and the proposed algorithm. Table 4 gives the comparison of the PSNRs among compressed videos that do not have watermarks and those embedded the three watermarks respectively. It can be seen that the PSNR of the proposed algorithm is higher than that of the other two algorithms, and closer to the original videos. Note that as the video resolution increases, the difference of PSNR between the three algorithms decreases, because the fixed embedding capacity of 100 bits/frame has less impact on high-resolution videos. The PSNR of the proposed algorithm is only a little higher than that of [21] in high-resolution videos, but if the embedding capacity is large enough, the difference will become obvious. The PSNR of [22] is much lower than that of the other two algorithms, because its method cannot eliminate the distortion drift and the distortion accumulates to a certain extent. Whereas the algorithm [21] and the proposed algorithm completely avoid the distortion drift. The PSNR of the proposed algorithm is the highest among the three algorithms, which can prove that the objective imperceptibility of the proposed algorithm is better than that of [22] and [21] .
Then, the subjective perception experiment was carried out using the DSCQS method. Since the duration of the test videos in the subjective experiment should not be too short, the first 100 frames of each test video were selected as experimental objects and 100 watermark bits were embedded in each frame. The original and the watermarked videos were simultaneously presented to 15 participants at the rate of 25 frames per second. The videos were repeatedly played four times in each test, and paused for two seconds after playing two times. After each pair of videos was played, participants assessed the quality of the two test videos, respectively. For the videos with resolution equal to or less than 832 × 480, the experiment played them on a 22 inch HP monitor. For the other videos with higher resolution, each pair of videos was played on the two same 22 inch HP monitors with the same setting parameters simultaneously and respectively. The experimental data are normalized to make the MOSs of the reference (original) videos being 4.5. The comparison of the MOSs on the ten test videos with the 95% confidence interval is shown in Fig. 10 . [22] and [21] on the ten test videos.
Due to the uncontrollability of the propagation direction of drift distortion and the randomness of the watermark embedding position, the MOS of [22] fluctuates greatly. In addition to the better visual effects on the video sequence BasketballDrive, the other nine videos have obvious temporal flicker, which degrades the perceived quality of these videos.
For instance, the PSNR of the 100 frames of PeopleOn-Street is 47.4204, which is a considerable result. However, in the subjective test, the overall brightness of an area of the 17-th frame of the video is degraded due to the distortion drift, resulting in a serious temporal flicker. For the algorithm [21] and the proposed algorithm, the test videos have excellent visual effects because there is no distortion drift. As to the proposed algorithm, the participants could not perceive the difference between the original videos and the watermarked videos, and the MOS curve of the proposed algorithm almost coincided with that of the original videos. The reason is that the proposed algorithm not only achieves intra-drift-free, but also embeds the watermark in the high-frequency texture regions to which the HVS is insensitive.
It can be concluded that in HEVC compressed domain, intra-drift-free is an important condition for watermarking algorithms to be imperceptible. The proposed algorithm achieves intra-drift-free, and the imperceptibility of the proposed algorithm is better than [22] and [21] in both objective and subjective aspects.
D. PERFORMANCE OF ROBUSTNESS
The robustness against recompression and common signal processing attacks of the proposed algorithm is evaluated and compared with [22] and [21] . Fig. 11 and Fig. 12 present the comparison of the BERs and the NCCs against recompression attacks, respectively. In this experiment, the implementation of the recompression attacks is to decompress the watermarked compressed videos in Section V.B into the original videos using HEVC decoder, and then encode the original videos with different QPs using HEVC encoder respectively, where the used QPs are from 8 to 28 with a step of 2.
As can be seen from Fig. 11 and Fig. 12 , all the three watermarking algorithms have the lowest BERs and the highest NCCs when QP remains unchanged. However, with the change of QP, the BER of [21] quickly reaches about 0.5, and the NCC rapidly drops below 0.5. The main reason is that Q step divided by the transform coefficients changes during the quantization process, which leads to the parity change of the QTCs. It is worth noting that the NCC < 0.5 means that more extracted watermark bits are 0. The reason is that more watermarked blocks are merged into larger blocks where watermark bits cannot be extracted, and this paper replaces those unextractable bits with 0. The algorithm [21] does not use the threshold N th , so a large number of watermarked blocks are merged into larger blocks when QP becomes large. The BERs and the NCCs of [22] and the proposed algorithm increase and decrease with the increase of QP respectively, and are acceptable when QP ≤ 24. When the QP used in recompression is less than the original QP except QP = 10, the BERs and the NCCs of [22] and the proposed algorithm keep acceptable. At this time, the failure of watermark extraction is mainly caused by the change of prediction mode rather than quantization distortion. There is a special point QP = 10 on the horizontal axis, where the BERs and the NCCs of [22] and the proposed algorithms are very close to those of QP = 16, and the NCC of [21] decreases or even approaches zero. When QP = 10, Q step = 2. It is half the value of QP = 16 (Q step = 4). Under this circumstance, the HEVC recompression hardly produce quantization errors and the RD function tends to maintain the original block partition and prediction mode, so the algorithm [22] and the proposed algorithm have achieved good results. However, because most QTCs carrying watermark information in [21] are twice as large as the original, almost all even numbers, the extracted watermark bits are almost all 0, resulting in extremely low NCC. Compared with [22] and [21] , the proposed watermarking algorithm has lower BER and higher NCC. It can be concluded that the proposed algorithm has the highest robustness against recompression attacks among the three algorithms.
Salt & Pepper noise, Gaussian noise, and Gaussian filter are three common signal processing attacks and used as attack tools to test the robustness of the proposed algorithm. In this experiment, the watermarked compressed videos are decompressed, processed by the three kinds of attacks respectively, and then recompressed with the original QP. Table 5 shows the BERs and the NCCs between the embedded watermarks and the extracted watermarks from the attacked videos using the proposed algorithm with [22] and [21] . It can be seen that the proposed algorithm is robust to these common signal processing attacks, and its performance is superior to that of [22] and [21] except that it is similar to [21] in resisting Salt & Pepper noise. Table 6 shows the comparison of the BIRs (BIR × 10 −4 ) of the proposed algorithm with [22] and [21] on the ten video sequences, where the test videos are also the videos obtained in the experiment of Section V.B. Each test video is embedded with 100 watermark bits per frame, and each watermarked test video of 20 frames contains 2000 watermark bits. The results show that [22] and the proposed algorithm both have lower BIR than [21] , especially for high-resolution video. The reason is that the watermarks of [22] and the proposed algorithm are embedded in the high-NNZ LTBs and do not increase the NNZ too much. The BIR of the proposed algorithm is slightly higher than that of [22] , because the number of coefficients needed to be modified in each block for embedding watermark in the proposed algorithm is 9, which is relatively high. In addition, the MR of the proposed algorithm is greater than 0.5, which results in more blocks to be modified. The algorithm [21] has higher BIR because it needs more BCH check information to be embedded. Note that all these three algorithms need text files for recording location of watermark, where the files of the algorithm [22] and the proposed algorithm are around 750 bytes/frame and the file of the algorithm [21] is around 1500 bytes/frame.
E. PERFORMANCE OF BIR

F. REAL-TIME PERFORMANCE
In the experiments, all algorithms are implemented on the same platform of 3.30 GHz CPU, 4.00 GB RAM, Win 7 and Visual Studio 2013. To reduce the influence of errors and guarantee the reliability of experimental data, the data are averaged by the same experiment for five times. Table 7 shows the execution time of the watermark embedding and extraction on the first 20 frames of Basketball-Pass and BasketballDrill. The algorithm [21] , which embeds nine times more than the watermark bits in videos, increases execution time by BCH (63,7,15) code. Moreover, the execution time of [21] in Table 7 does not cover BCH encoding and decoding time, otherwise the execution time would have been much longer than that of the other two algorithms. The algorithm [22] has the longest embedding time because it requires matrix transformations repeatedly and many floating-point operations. Since all the embedding procedures of the proposed algorithm are integer operations and simple, the embedding execution of the proposed algorithm has the lowest complexity and best real-time performance compared with [22] and [21] . Although the extraction time of the proposed algorithm is longer than that of [22] , it is only 0.574 ms and 0.896 ms longer on BasketballPass and BasketballDrill, respectively, so it is acceptable. The extraction time of the proposed algorithm is relatively long because the proposed algorithm processes 4 × 4 and 8 × 8 blocks to improve the robustness, whereas the algorithms [22] and [21] only deal with 4 × 4 blocks. The total time of the proposed algorithm is the shortest among the three algorithms, so the proposed algorithm has high real-time performance.
To prove that the proposed algorithm as a compresseddomain watermarking algorithm has shorter computation time and uses less computational resources than uncompressed-domain and in-the-loop watermarking algorithms, the experiment of full encoding time is implemented and the analysis of the proposed algorithm with other two kinds of algorithms is presented.
The full encoding time, including coding time before embedding t 20 b , embedding time t 20 e , and coding time after embedding t 20 a , of the proposed algorithm on the first 20 frames of BasketballPass and BasketballDrill with watermark embedding process is tested, respectively, and the results are shown in Table 8 . t 20 e of the two test videos are 72 and 79 times the sums of t 20 b and t 20 e of the two videos, respectively, indicating that the encoding time before embedding accounts for the majority of the full encoding time. The reason is that the coding time before embedding is mainly the time spent by HEVC for complex estimation and optimization, and the encoding time after embedding is the time spent by relatively simple entropy encoding.
Assume that there are m videos to be watermarked and compressed, and each video has n frames, of which n I frames are I-frames. The embedding time of uncompressed-domain, in-the-loop, and the proposed compressed-domain watermarking algorithms for each frame are t uc , t il , and t c , respectively. The coding time before embedding and the coding time after embedding for each frame are t b and t a , respectively, independent of the time used for embedding watermarks. Since the execution time increases linearly with the number of frames, the uncompressed-domain and in-the-loop algorithms take the total time t total uc and t total il , respectively: t total uc = (t b + t a ) × m × n + t uc × m × n I ,
The compressed-domain watermarking only executes one prediction process and takes the total time t total c :
where the values of t uc and t il depend on specific watermarking algorithms. The differences between the computation time of the compressed-domain algorithm and that of the other two kinds of algorithms can be calculated, respectively: According to the experimental results shown in Table 8 , we know that t b t c . Equations (25) and (26) can be approximately written as: t total uc − t total c ≈ t total il − t total c ≈ t b × (m − 1) × n. (27) From (27), it can be concluded that the difference between t total uc and t total c and the difference between t total il and t total c increase linearly with the number of videos and frames. In practical applications, the number of frames of a video is enormous and the video will be distributed to a large number of users. Compared with uncompressed-domain and in-the-loop watermarking algorithms, the proposed algorithm can save a lot of computing time and computing resources. Therefore, the proposed algorithm is suitable for application scenarios where the video is distributed on a large scale.
VI. CONCLUSION
In this paper, based on the analysis of HEVC standard, an intra-drift-free robust watermarking algorithm is proposed for HEVC video using the robust relationship between a specific residual pixel and the mean value of the pixels around it. The proposed algorithm eliminates the intra-frame distortion drift and has high robustness to several attacks at VOLUME 7, 2019 the same time. In addition, the use of the three thresholds improves the performance of the algorithm. The watermark bits can be extracted from the 8 × 8 blocks merged by the watermarked blocks, which further improves the robustness. Experimental results show that the proposed algorithm outperforms the state-of-the-art algorithms [21] , [22] in terms of imperceptibility and robustness to recompression and common signal processing attacks. The BIR of the proposed algorithm is low and can satisfy the limitation of transmission bandwidth. Besides, the proposed algorithm has high real-time performance and is suitable for large-scale video distribution applications because of its fast embedding process.
In the future, to improve the security of the proposed algorithm, we will explore how to realize blind extraction without location map or any side information. Moreover, the proposed algorithm is currently unable to resist geometric attacks. Compared with uncompressed-domain watermarking, compressed-domain watermarking must be combined with the complex video coding standard. Therefore, it is more difficult to resist geometric attacks in the compression domain. How to resist geometric attacks will be the main content of our next research.
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