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Abstract 
In this paper a polynomial algorithm for the prime factorization of finite, connected nonbipartite 
graphs with respect to the cardinal product is presented. This algorithm also decomposes finite, 
connected graphs into their prime factors with respect to the strong product and provides the basis 
for a new proof of the uniqueness of the prime factorization of finite, connected nonbipartite 
graphs with respect to the cardinal product. Furthermore, some of the consequences of these 
results and several open problems are discussed. @ 1998 Elsevier Science B.V. All rights 
reserved 
1. Introduction 
In [19] Ralph McKenzie investigated the cardinal product of relational structures, 
both finite and infinite. One of his results is that finite, nonbipartite connected graphs 
have unique prime factor decompositions (UPFD) with respect to the cardinal product 
in the class of undirected graphs with loops. This implies that finite, simple connected 
graphs have UPFD with respect to the strong product, a result which had independently 
also been obtained by Dikfler and Imrich [4]. 
Later Feigenbaum and Schiiffer [7] presented a polynomial algorithm for the decom- 
position of connected simple graphs into their prime factors with respect to the strong 
product. This algorithm reduces the given graph to a thin one, finds certain Cartesian 
edges that form a product subgraph with respect to Cartesian multiplication and uses 
this information to construct the UPFD of the original graph with respect to the strong 
product. 
The aim of this paper is a polynomial algorithm for the prime factorization of finite, 
connected nonbipartite graphs with respect to the cardinal product. As a special case 
this algorithm also allows to decompose finite, connected graphs with respect to the 
strong product of graphs. Moreover, it provides the basis for a new proof of the 
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uniqueness of the prime factor decomposition of finite, connected nonbipartite graphs 
with respect to the cardianl product. We also begin by reducing the given graph to 
a thin graph G, which we assume to be finite, nonbipartite and connected. Then an 
adaption of the marking algorithm of Feigenbaum and Schaffer [7] is used to produce 
a set of Cartesian pairs of vertices of G, not edges as in their case. These pairs 
form a connected graph which we call the Cartesian skeleton H of G. We show 
that it is invariant under automorphisms of G and that its prime factorization with 
respect to the Cartesian product is compatible (in a sense to be defined later) with 
any decomposition of G with respect to the cardinal product. This fact is then used to 
show that any two cardinal product decompositions of G have a common refinement, 
which implies unique prime factor decompositions of finite, nonbipartite, connected 
thin graphs with respect to the cardinal product. Moreover, this UPFD of G can then 
be found in polynomial time from the UPFD of H with respect to the Cartesian 
product. 
Sections on the extraction of complete factors and on finding decompositions of 
graphs from the decomposition of their thin reductions complete the proofs for the 
uniqueness of the prime factorization and that it can be found in polynomial time. 
The paper also includes remarks about the nonunicity of cardinal product decom- 
positions and the relationship of the automorphism group of a graph with those of its 
factors. Several open problems are collected at the end. 
2. Preliminaries 
In this paper finite undirected graphs with or without loops and without multiple 
edges are considered. We shall denote this class of graphs by TO and the subclass of 
To which contains only graphs without loops by r. The class r is also called the class 
of simple graphs. 
If G is a graph, we shall write V(G) or V for its vertex set and E(G) or E for its 
edge set. E(G) shall be considered as a set of unordered pairs [x, y] of vertices of G. 
Frequently we shall also use the notation xy instead of [x, y]. If [X,X] is an edge, we 
say x carries a loop. Considering G as V(G) U E(G), we may sometimes write x E G 
for x E V(G) and e E G for e E E(G). 
Although we shall only be concerned with finite graphs, we continue with a general 
definition of the cardinal product. It is valid for arbitrarily many, also infinitely many, 
factors. 
Let G,, z E I, be a set of graphs. Then the cardinal product G = n,,, G, is defined 
as follows: 
(i) V(G) is the Cartesian product of the vertex sets of the factors. In other words, 
V(G) is the set of functions x : 1 H x, E V(G,) of 1 into U,,, V(G,). 
(ii) E(G) consists of all unordered pairs [x,y] of distinct vertices of G such that 
[xl,yl] E E(G,) for all I E 1. 
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The cardinal product is commutative and associative in an obvious way, having the 
one vertex graph with a loop as a unit. For two factors G and H we denote it by 
G x H. 
If .x E l-Lt1 G, we call the x, the coordinates of x and note that every edge in 
a cardinal product of k graphs without loops connects endpoints that differ in all k 
coordinates. 
It has first been shown by Weichsel [26], but can easily be shown directly, that the 
cardinal product of two graphs is connected if and only if both factors are connected 
and if at least one is not bipartite. To illustrate this, let P, denote the path of length 
n, i.e. a path with n edges and IZ + 1 vertices, and C,, the cycle on n vertices. Then 
PI x PI consists of two disjoint edges, PI x C2k of two copies of Czk and PI x CZ~+, 
is C2(2k+i). 
Note that a simple graph G is connected and nonbipartite if and only if its square is 
connected. This follows immediately from the definition of the square G’ of a graph 
G as a graph defined on V(G) with the edge set 
E(G”) = {xy 13 z such that xz E E(G) and zy E E(G)}. 
Thus, K;I stands for the complete graph with loops at every vertex, unless n = 1. 
However, it will be a convenient abuse of language to use the notation K; for the one 
vertex graph with a loop. 
A graph is called totally disconnected if it has no edges (and thus also no 
loops). Clearly the cardinal product of totally disconnected graphs is totally discon- 
nected. 
WC say two vertices x, y E V(G) are in relation R on V(G) if every vertex z is 
either adjacent to both vertices x and y or to neither one of them, i.e. if xz E E(G) 
if and only if yz E E(G). Clearly R is an equivalence relation. Its equivalence classes 
span complete graphs with loops at every vertex or completely disconnected graphs. 
To indicate that R is defined on G we shall also use the notation RG. 
We call a graph G R-thin if R is the identity relation, i.e. if every vertex is an 
equivalence class with respect to R. 
It is clear what is meant by G/R, but will nevertheless be treated in detail in 
Section 8. It is then easily seen that G/R is thin. Moreover, as Proposition 6 shows, 
(G x H)IR = (G/R) x (H/R). 
The case in which every vertex of the factors carries a loop deserves special attention, 
because it gives rise to the strong product of graphs in r. For X E r let 3X be 
formed from X by adding a loop to every vertex of X. Conversely, for every X E TO 
we let JVX denote the graph formed from X by removing all loops. Then the strong 
product Z = X IxI Y of two graphs X and Y in r is defined by 
x ??Y = JV(9X x 9Y). 
For graphs in r, i.e. for simple graphs, it is then convenient to replace the relation 
R by a relation S defined as follows: Two vertices x,y of a simple graph X are in 
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relation S, if they are equal or if they are adjacent and if every vertex z adjacent to 
x is also adjacent to y. For X E r we have Ryx = Sx and (2X)/R = 2(X/S). 
Furthermore. 
z/s = XfS Eq Y/S. 
We thus call a simple graph X S-thin if X/S is trivial. 
Lemma 1. Let G be a graph with n vertices and m edges. Then the complexity of 
jnding R or S (if G is in l) is at most O(n3). This is also the complexity of checking 
whether a graph is thin and of constructing G/R (resp. G/S). 
Proof. Let {a, b} be any pair of vertices in G. In order to check whether aRb (resp. aSb) 
holds it suffices to check the adjacency of every vertex x in G with a and b. This can 
be done in a total of 0(n3) steps over all pairs of vertices. 
Finding the equivalence classes of R (resp. S) in V(G) amounts to finding the 
connected components of a graph on I’(G) whose edges are the pairs a, b of vertices 
with aRb (resp. aSb). As the complexity of tinding connected components of a graph 
is no more than the number of edges, this can clearly be done in at most O(n2) steps. 
If all classes consist of only one vertex, then G is thin. 
For the construction of G/R (resp. G/S) the adjacencies of the equivalence classes 
with respect to R (resp. S) have to be checked. Clearly this can be done in O(m) 
steps. 0 
We now introduce the Cartesian product. Let G,H be simple graphs. Then the 
Cartesian product GO H is defined by 
V(GOH) = V(G x H), 
E(GOH) = E(G ??H) \ E(G x H). 
Both the strong and the Cartesian product are commutative, associative and have K1 as 
a unit. The strong and the Cartesian product of two graphs are connected if and only 
if both factors are connected. (For the strong product this also holds for the product 
of infinitely many factors.) 
Examples of Cartesian products abound. The four-cycle is K2 OK2 and the cube 
K2 OK2 0 K2. More generally, the n-dimensional hypercube is the nth power of K2 
with respect to the Cartesian product. These graphs are also known as binary Hamming 
graphs, whereas Cartesian products of complete graphs are known as Hamming graphs 
[15]. Also, the n-dimensional integer lattice is the Cartesian product of n copies of 
the two-sided infinite path. 
In the next section we shall summarize some of the known results about 
prime factor decompositions of graphs with respect to the three products introduced 
so far. 
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3. Prime factor decompositions 
A graph is called prime with respect to any of the above products if it cannot 
be written as a product of two nontrivial graphs, i.e. of two graphs with at least two 
vertices each. Clearly any finite graph can be represented as a product of prime graphs. 
If two presentations of a graph G as a product of prime graphs are the same up to 
isomorphisms and the order of the factors, we say that G has unique prime factor 
decomposition (UPFD). For any of the three products considered there are graphs 
without UPFD. To see this, denote the disjoint union of graphs by + and, for the time 
being, the n-th power of a graph with respect to the Cartesian product by G”. Then it 
is not hard to see that the identity 
(KI +K2 +K;)aK, +K,) = (K, +K;+K;)O(K, fK*) 
holds and that both sides of the identity are products of prime graphs, no two of which 
are isomorphic. If one replaces 0 by l57J and lets K$’ denote powers with respect to 
the strong product the identity remains valid. 
Clearly, this is a consequence of the fact that the subalgebra Z+[X] composed 
of nonzero polynomials with positive coefficients in the polynomial ring Z[x] with 
integer coefficients over the indeterminate x does not have the unique prime fac- 
torization property. It seems to have first been exploited for the construction of fi- 
nite reflexive structures without unique prime factor decomposition by Hashimoto and 
Nakayama [9]. 
If we are looking for a counterexample to the UI’FD with respect to the cardinal 
product in TO we may replace 0 by x and Ki by SK, in the identity above and let 
(TKz)” denote the n-th power of LYK2 with respect to the cardinal product. 
This example does not work in the class of simple graphs, because K1 is not a unit. 
However, there are counterexamples even in the class of connected simple graphs. 
Following an approach of Miller [20], let K denote K2 with a loop added to one 
vertex. Then we have 
K3 x (K2 x K) = K2 x (K3 x K). (1) 
Moreover, note that P3 = K2 x K and set G = K3 x K. Then Eq. (1) gives rise to 
K3 x P3 = K2 x G. (2) 
It is not hard to see that all factors in equation (2) are prime with respect to the 
cardinal product in the class of simple graphs and that we have thus found two distinct 
prime factorizations of a graph with respect to the cardinal product in r. Furthermore, 
K3 x P3 is connected, whereas all the other graphs with distinct prime factorizations 
which we considered were disconnected. 
This is explained by the fact that connected finite graphs have unique prime factor- 
izations in the class of simple graphs with respect to the Cartesian and with respect to 
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the strong product. Sabidussi [22] and Vizing [2.5] have independently shown this for 
the Cartesian product and McKenzie [ 191 and Dorfler and Imrich [4] for the strong one. 
In fact, McKenzie’s result for the strong product is a special case of his investigation 
[19] of relational structures which imply that finite graphs in TO with connected square 
have UPFDs in TO. 
We also wish to mention that the first polynomial algorithm for the prime factoriza- 
tion of finite, connected graphs with respect to the Cartesian product was published by 
Feigenbaum et al. [6] and recall that two of these authors, Feigenbaum and Schlffer 
[7], have published the first polynomial algorithm for the prime factorization of finite 
connected graphs with respect to the strong product [7]. 
We continue with a more precise description of these results. For the Cartesian prod- 
uct, let G = GiO. . .O Gk. We consider the vertices x of G as k-tuples (x1 ,x2,. . . ,xk > 
where xi is the ith coordinate or the projection of x into the ith factor under the map- 
ping pl : G + Gi defined by pi(x) = xi. Let a E V(G). Then the Gi-copy Gq is the 
subgraph of G induced by the vertex set {x ( xj = aj for all j # i}. It is easy to see 
that every Gi-copy is isomorphic to Gi and that every edge of G is in some Gi-copy, 
For brevity we may sometimes simply speak of i-copies. 
These copies are of utmost importance since they are preserved by the automorphisms 
of G in case the Gi are connected prime graphs. Here an automorphism of G is a 
permutation 4 of V(G) that preserves adjacencies, i.e. [x,~] E E(G) if and only if 
[4x,dy] E E(G). The automorphisms form a group which we denote by Aut(G). 
As has been shown by Miller [21] and independently by Imrich [l l] they can be 
characterized as follows: 
Proposition 1. Let 4 be an automorphism of a jinite connected graph G with prime 
factor decomposition G,O. . .O Gk with respect to the Cartesian product. Then there 
exists a permutation rc of { 1,2,. . . , k} together with isomorphisms I+!I~ : Gi t G,i such 
that 
In other words, all Gi-copies are mapped into G,i-copies. We say copies with respect 
to prime factors of connected finite graphs G are preserved by automorphisms of G. 
In case rc is the identity permutation, every $i is an automorphism of Gi and we 
say 4 is generated by automorphisms of the factors Gi. If all factors are pairwise 
nonisomorphic, these automorphisms already generate the full automorphism group 
of G. In case at least two prime factors G,. and G,Y are isomorphic, let rc be the 
transposition (r,s), $,. be an isomorphism of G, onto G,, It/s an isomorphism of G,Y onto 
G, and all the other $i be the identity. Then we say the automorphism 4 corresponding 
to the just defined n and $i is a transposition of two isomorphic prime factors of G. 
Thus, the automorphisms group Aut(G) of a connected finite graph G with prime 
factor decomposition Gin. . .O Gk with respect to the Cartesian product is generated 
by automorphisms and transpositions of the prime factors. 
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In case of the strong product G = GI ??. . Ix] Gk we can define i-copies as before. 
Again they are isomorphic to the i-th factor. However, not every edge will be in an 
i-copy. Following a notation introduced in [7] we call edges in i-copies Cartesian (with 
respect to the given presentation) and the others non-Cartesian. Let G = GI ??. (x1 GI, 
be the prime factor decomposition of a finite connected graph G with respect to the 
strong product. Then every automorphism of G can be presented as in case of the 
Cartesian product if G is S-thin [4,7,19]. In other words, in this case every automor- 
phism preserves Cartesian and non-Cartesian edges. It is a special case of the results 
about the cardinal product. 
Let G = G, x x Gk be a cardinal product. Again we can define i-copies, but 
the G; are completely disconnected unless pia carries a loop in Gi for all j # i. In 
this case though, the Gy are again isomorphic to Gi. In spite of these differences, the 
automorphisms of a finite, connected, nonbipartite thin graph G with prime factor 
decomposition 
G=G, x...xGn 
in TO can still be presented as in case of the Cartesian product. This is a consequence 
of the results of McKenzie [19] which can be found in DBrfler [3] and will also be 
proved here. 
In the above cases we have a situation in which any representation of the given 
graph as a product of prime graphs leads to a coordinatization in which the number of 
coordinates is independent of the representation and where the number of coordinates 
in which two vertices x, y differ is also independent of the representation. We say that 
the coordinatization is unique. 
4. Principal result and straightforward consequences 
The main result of the paper is that nonbipartite, connected graphs can be decom- 
posed into their prime factors with respect to the cardinal product in polynomial time. 
As a by-product we obtain a new proof for the uniqueness of the prime factorization 
of such graphs in TO. 
Theorem 1. Let G be a _/kite, nonbipartite connected graph in l-0. Then G has 
unique prime.factor decomposition with respect to the cardinal product in TO. This de- 
composition can be determined in polynomial time in the number qf vertices 
sf G. 
This implies that nonbipartite, connected graphs in r have unique prime factoriza- 
tions in ro, whereas the factorization need not be unique in r as we have 
seen. However, with the observation that G x H 6 r if and only if both G and H 
are in To \ r it is not too hard to verify the following corollaries (for details 
see [3]): 
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Corollary 1. Let G = (3, x Q2 x . . . x Qk be the prime factor decomposition in IQ of 
a nonbipartite, connected graph G E I. Furthermore, let the graphs Gi be defined by 
Gi = n,,-[, Qj, where the sets II, 12,. . . , I, form a partition of the index set { 1,2,. . . k}. 
Then G1 x G2 x . . . x G, is a prime factor decomposition of G in I if and only if 
every set {Qj 1 j E Ii} contains exactly one element in I. 
It is not difficult to find sequences of arbitrarily large nonbipartite, connected simple 
graphs Gk for which the number of prime factorizations in r is not bounded by a 
polynomial in 1 V(Gk)(. The next corollary shows that even the complexity of deciding 
whether a nonbipartite, connected simple graph has unique prime factorization in r is 
the same as that of isomorphism testing of graphs and thus most likely not polynomial. 
Corollary 2. Let G = Ql x Q2 x . ’ x Qk be the prime factor decomposition in 
To of the nonbipartite, connected graph G E I. Then G has unique prime factor 
decomposition with respect to the cardinal product in I if and only if one of the 
following conditions is satisjed 
(i) All Qi, i = 1,. . . ,k, are in I. 
(ii) Only one of the Qi, i = l,..., k, is in IO \ I and all the other factors are in 
I and pairwise isomorphic. 
The unique factorization property of nonbipartite, connected graphs in the class To 
immediately implies a cancellation property: If A x B g A x C and if A, B are both 
nonbipartite and connected, then B S C. Of course, this remains valid for nonbipartite, 
connected graphs in r. 
If one restricts attention to connected graphs with loops at every vertex, then 
Theorem 1 yields the known result that finite, connected graphs have unique prime 
factor decompositions with respect to the strong product [4,19] and that this decom- 
position can be found in polynomial time [7]. 
Theorem 2. Every jinite, connected graph has a unique prime factor decomposition 
with respect to the strong product. This decomposition can be found in polynomial 
time. 
The assertions made in the preceding paragraph about automorphisms of R-thin (and 
S-thin) structures G are immediate consequences of three main properties of the Carte- 
sian skeleton H, as defined in Section 7. These properties are (1) the invariance of 
H under automorphisms of G, (2) that the copies of the prime factors of G have the 
same vertex sets as the copies of certain, well defined factors of H and (3) of the 
structure of the automorphism groups of Cartesian products. One can therefore describe 
without difficulty the relationship between the structure of the automorphism group of 
a cardinal product and the structure of the groups of the factors. 
For the Cartesian product this has first been done in [lo] and has been extended to 
the cardinal product by DiirfIer [3]. 
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Below we list these results for the cardinal product. It is clear, how they apply to the 
strong one. We shall not use or refer to them in the sequel and assume that the reader 
is familiar with the notions used, but emphasize that we consider the automorphism 
group of graph G as a permutation group on the vertex set V(G). Thus, the concepts 
of transitivity, regularity and primitivity are defined as for permutation groups. 
Proposition 2. The automorphism group of a finite, nonbipartite connected graph in 
IO is transitive if and only if the group of every prime factor of this graph is transitive. 
Proposition 2 remains valid for disconnected, nonbipartite graphs. 
Proposition 3. Let G be a finite, nonbipartite connected graph. Then the automor- 
phism group of G E IO is regular if and only if the prime factors of G are pairwise 
nonisomorphic and have regular groups. 
Proposition 4. Let G be a finite, nonbipartite connected graph with prime factor 
decomposition G1 x G2 x . . . x Gk. Then Aut(G) is abelian if and only tf every 
Aut(Gi) is abelian and tf one of the following conditions holds: 
(i) If G is R-thin, then all G, with nontrivial group are pairwise nonisomorphic 
and to every factor G, with trivial group there is at most one G, E G,, r # s. 
(ii) If G is not R-thin, then all prime factors, except exactly one, are R-thin, 
pairwise nonisomorphic and have trivial groups. 
Proposition 5. Let G be a finite, nonbipartite connected graph with primitive auto- 
morphism group. Then G is a complete graph with loops at every vertex or the power 
of a prime graph with primitive group. 
5. Cartesian pairs of vertices 
Let G be a nonbipartite, connected R-thin graph which is a nontrivial cardinal prod- 
uct Gi x G2. We call a pair {(xi,x~),(yt, ~2)) of vertices Cartesian with respect to 
the decomposition Gi x G2, if either xi = yi or x2 = ~2. In analogy to the approach 
followed by Feigenbaum and Schaffer [7] for the strong product we wish to identify 
as many pairs of vertices as possible which are Cartesian with respect to any decom- 
position of G as a cardinal product. 
The starting point of our investigations are neighborhoods. For x E V(G), the neigh- 
borhood N(x) of x is defined by 
N(x) = {Y I Y E V(G), [x,YI E E(G)). 
If G E r, then N(x) is also called the open neighborhood of x, contrary to the closed 
one (often denoted by N(x), N(x) = N(x) U {x}), which also contains X. For G E TO 
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it should be noted that N(x) contains x whenever x carries a loop. In case G is a 
cardinal product G = G1 x G2 we infer directly from the definition of the product that 
Jw) = Nh 1 x N2(XZ)? 
where Ni(x) denotes the neighborhood of xi in Gi. Most importantly, we observe that 
this holds for any decomposition of G as a cardinal product. 
We shall take care to select Cartesian pairs in G = Gi x GZ such that the graph 
H they span is a connected graph with the same vertex set as G and that it has a 
representation H = HI OH2 as a Cartesian product that is compatible with the cardinal 
product Gi x G2 in the sense that the Hi-copies of H and the Gi-copies of G induce 
the same partitions of the the vertex sets V(H) = V(G). To be more precise, for every 
a E V(G) and i E {1,2} we wish to have V(H;) = V(GY). 
We thus call a set F of pairs of distinct vertices of G copy consistent with respect 
to a decomposition Gi x G2 of G, if F contains only Cartesian pairs and if for every 
pair {(ui,u2),(ui,v2)} in F with u 1 = 01 all pairs {(x1,242),(x1,2)2)} for XI E V(Gi) 
are in F and, if 2.42 = 02, then {(u~,x~),(v~,x~)} E F for x2 E V(G2). The pairs 
{(xi,~2),(~1,~2)}, resp. {(u~,x~),(~I,x~)}, are called copies of {(~I,u~),(~I,uz)}. 
For such a set F the vertex sets of the connected components of the graph H defined 
by V(H) = V(G) and E(H) = F span subproducts of G1 x G2. We shall denote the 
vertex set of the connected component of H which contains x by P(x) and the partition 
of V(G) induced by the P(x) will be denoted by 9. 
Lemma 2. Let G be a connected, nontrivial cardinal product G = GI x G2 of R-thin 
graphs, F be a copy consistent set of Cartesian pairs of vertices of G, and H be 
the graph with V(H) = V(G) and E(H) = F. For every x E V(G) let Q(x) = 
{y 1 N(y) c N(x)} and P(x) denote the set of vertices in the connected component of 
H containing x. Furthermore, define 
f(x) = {N(Y) I Y E Q(x) \ P(x)) 
and mark every pair {x, y} if N(y) is maximal in f(x). Then all marked pairs are 
Cartesian and satisfy the copy consistency property. 
Proof. We show first that all marked pairs are Cartesian. Let N(y) be maximal in 
f(x). Set x = (x1 ,x2), y = (y, , y2) and suppose that {x, y} is not Cartesian. Then 
XI # yi and x2 # ~2. Consider y’ = (yi,x~) and y” = (x1, ~2). 
If y’ and y” are in P(x), then y E P(x) by the copy consistency of H. We can 
therefore assume without loss of generality that y’ @ P(x). Since Ni (ye ) x Nz(y2) 
c N,(xi) x No we have Nl(y, ) C Ni(xl) and, thus, Ni(yl) C NI(xI), since GI is 
thin. But then 
An = N,(yl) x N2(x2) c NI(XI) x N2@2) = N(x) 
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and y’ E Q(x) \ P(x). Th ere ore, f N(y’) cN(y). As G is thin, we even have 
N( y’ ) C N(y) or, equivalently, 
N,(Jq)x N2(X2)CNI(YI) XN2(Y2). 
But then N&2) c No, contrary to y E Q(x). 
For the proof of the copy consistency assume now that the pair {u, u} is marked, 
where u plays the role of X. We may assume without loss of generality that {u, u} lies 
in a copy of Gi. Then u = (ur,uz), u = (ur,u2) and Nr(ui) must be strictly maximal 
in {NI (WI ) I (WI, w > E Q<u> \ P(u)). 
Consider another copy {u’,v’} of this pair. Then U’ = (u,,uk) and v’ = (vi,u~). Can 
any vertex 0” = (uy , uy ) in Q(u’) \ P(u’ ) prevent the pair {u’, o’} from being marked? 
If this were the case, this vertex u” would have to satisfy N( u’) c N(u”) c N(u'), or, 
equivalently, NIX Nz(u~) c Nl(u’,) x No c Nl(ui) x No. But this is only pos- 
sible if Nl(uy) = No, whence u” 2 = u; since Gz is thin and N,(u,)cN,(u',')c Nl(ul), 
contrary to the maximality of Nl(ui), unless (u~,uz) E P(U). But then u” = (u’,‘,~;) E 
P(u’) by the copy consistency of H. 0 
Lemma 3. Let G be a connected, nontrivial cardinal product GI x G2 of R-thin graphs, 
F be a copy consistent set of Cartesian pairs of vertices of G which is closed under 
applications of Lemma 2, and H be the graph with V(H) = V(G) and E(H) = F. For 
every x E V(G) let, as in Lemma 2, P(x) denote the set of vertices in the connected 
component of H containing x. Furthermore, set I(x,y) = N(x) n N(y) and 
<P(X) = -cI(x, Y) I Y e P(x),W Y> # 01. 
Mark every pair {x, y} if 
(i) Z(x, y) is strictly maximal in Y(x) or, if 
(ii) Z(x, y) is nonstrictly maximal in Y(x) and N(z) @N(y) for all z $ P(x) with 
I(x,z) = 1(x, y). 
Then all marked pairs are Cartesian and satisfy1 the copy consistency property. 
Proof. We show first that all marked pairs are Cartesian. Let 1(x, y) be strictly or 
nonstrictly maximal in Y(x). Set x = (x1,x2), y = (yi, ~2) and suppose that {x, y} is 
not Cartesian. Then xl # yl and x2 # ~2. Consider y’ = (~1.~2) and y” = (xl,y?). 
If y’ and y” are in P(n), then y E P(x) by the copy consistency of H. We can 
therefore assume without loss of generality that y’ $ P(x). Thus, 
I@, $1 c 1(x, Y) 
or, equivalently, 
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Hence, 
(~l~~l)~~l~vl~~~~2~~2~C~~l~~l~~~l~vl~~~~~2~~2~~~2~v2~~ 
c W1(x1> f- N(Yl)) x N2@2). 
Since N, (xi ) n N,(yi ) must be nonempty this is only possible if equality holds in the 
above inequalities. In particular, 
Z(& y’) = Z(x, y) 
and N2(x2) = N2(x2) fl Nz(y2). But then N2(x2) C N&9) and, since G is thin, 
N2G2 > c N2b2 1. 
Thus, 
NY’) = N(m) x N2G2)cNih) x N2(y2) = N(Y), 
contrary to N(z) cN(y) for all z @ P(X) with Z(x,z) = Z(x, y). 
Before we continue with the copy consistency property we wish to remark that Q(x), 
as defined in Lemma 2, must be empty for every vertex x in G when H is closed 
under applications of Lemma 2. 
To show that the set of marked pairs satisfies the copy consistency property, let 
{u, V} be marked and let {u’, a’} be a copy of {u, v}. Clearly u’ $ P(u’) by the copy 
consistency property for H. Without loss of generality we can assume u = (~1, UZ), 
u = (q,u2) and U’ = (ui,uG), Y’ = (ui,u&). 
Suppose there is a u” = (u’,‘,u~) $ P(u’) such that Z(U’,U’) cZ(u’,u”) or Z(U’,U’) = 
Z(u’, 0”) and there is no z with Z(u’, u”) = Z(u’,z) and N(z) c N(u”). 
If u” is in the same Gi -copy as {u’, u’}, then {u, (uy, 242)) would be marked instead 
of {u,u}. 
If u” is not in the same Gi -copy as {u’, u’}, then uy # ~4 and from Z(U’, u’) C Z(u’, u”) 
we infer that No c No. But then N(u’) c N((ui,ut)) and (~1, ui) E P(u’), 
because we assumed H to be closed under applications of Lemma 2. 
Thus, we can assume that uy # ui. Now it is easy to see from Z(U’, u”) = 
Z(U’,(U~,U~)) that (u:,u~) E P(u’). But, if (ui,u~) and (u:‘,u~) are in P(u’) this is 
also the case for u”, contrary to assumption. 0 
6. The marking algorithm 
The two lemmas in the preceding section are the basis for the following algorithm, 
which marks pairs of vertices as Cartesian. This algorithm is modelled after the marking 
algorithm of Feigenbaum and Schliffer [7] for the strong product. However, in their 
case all marked pairs of vertices are actually edges, whereas here marked pairs may 
or may not be edges. Moreover, we also need connectedness of the square of the 
graph G in question to ensure that the graph H, whose edges are the marked pairs and 
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whose vertex set is Y(G), is connected. Note that H is constructed without reference 
to any product decomposition of G. As in case of the strong product the algorithm is 
polynomial in the number n of vertices of G. 
Algorithm 1. 
Input: A nonbipartite, connected R-thin graph G. 
output: A set of marked pairs of vertices of G. 
Begin 
For Each x E V(G) 
P(x) := {x}; Insert P(x) into 9’; Q(x) := {y 1 N(y) cN(x)} 
Next x 
Ml: While 3 E V(G) for which Q(x) \ P(x) f 0 
For Each such x 
d(x) := WY) I Y E Q(x) \ P(x)) 
If N(y) is maximal in f(x), Then mark {x, y} 
Next x 
If {x, y} has been marked, Then join P(x) and P(y) in .P 
End Ml 
Set all Z(x, y) = N(x) n N(y). 
M2: While )9’[ > 1 
M3: For Each x E V(G) 
Y(x) := {Z(& Y) I Y 6 P(x)J(x, Y) # 01 
If 4(x) # 0, Then 
For Each y q! P(x) with Z(x, y) # 0 
If Z(x,y) is strictly maximal in 9(x), Then mark {x, y} 
If (Z(x,y) is nonstrictly maximal in 9(x)) And 
(N(z) @V(y) for each z 6 P(x) with 
Z(x, y) = Z(x,z) ) Then 





If {x, y} has been marked, Then join P(x) and P(y) in 9 
End M2 
End 
Lemma 4. All iterations of the loops Ml and M2, except the ones in which the loops 
are terminated, reduce the size of 9. 
Proof. We begin with Ml. If Q(x) \ P( x IS empty this is the last iteration. Thus, let ) 
us assume Q(x) \ P(x) # 0. Since at least one set in y(x) must be maximal, at least 
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one pair {x, y} is marked in this iteration. Since y does not belong to P(X) at the 
beginning ot the iteration this reduces the number of equivalence classes in P. 
For the loop M2 we can assume that P > 1, otherwise this is the last iteration. 
Since G is nonbipartite and connected, its square is connected. Thus, there must exist 
a vertex x and a vertex y of distance two from x which is not in P(X). In symbols, 
1(x, y) # 0 and y $Z P(n). This means that M3 is executed. 
If Y(x) has a strictly maximal element some pair {x, y} will be marked, which will 
reduce the size of 9 in this execution of M2. 
If Y(X) has no strictly maximal element there must exist a vertex y such that 1(x, y) 
is maximal and that among all vertices z with maximal I(x,z) the vertex y has strictly 
minimal closed neighborhood, for otherwise there would be two vertices with the same 
closed neighborhood, which is not possible, because G is thin. Thus, the pair {x, y} 
will be marked in M3 and the size of 9’ is reduced in this execution of M2. 0 
Concerning the complexity of this algorithm we wish to remark that M2 is a While 
statement which contains three nested For Each statements, the last of which requiring 
a comparison of two sets. Thus, a rough bound for the complexity is 0(n5). 
Lemma 5. Let G be a nonbipartite, connected R-thin graph. Then there exists a con- 
nected graph H dejned on the same set of vertices as G whose edge set E(H) consists 
of pairs of distinct vertices which are Cartesian with respect to any decomposition 
of G as a cardinal product and which is copj~ consistent with respect to any such 
decomposition. Moreover, H is invariant under automorphisms of G. 
Proof. Let H be the graph whose edges are the pairs marked by Algorithm 1. Then the 
assertion about the connectedness of H is equivalent to the statement that 9 has only 
one element when the algorithm terminates. But this is clear, because M2 is executed 
while 1.9 > 1. 
We now recall that H is constructed by Algorithm 1 without reference to any 
product decomposition of G and that the decomposition Gi x G2 of G in Lemma 2 
and Lemma 3 was arbitrary. Thus, the edges of H are Cartesian with respect to any 
decomposition of G as a cardianal product and copy consistent with respect to any 
such decomposition. 
The invariance of H under automorphisms of G follows from the observation that 
9 and the set Q(X) are invariant under Aut(G) when they are initially determined and 
that every iteration of the loops Ml and M2 marks sets of edges which are invariant 
under Aut(G), because the selection criteria (e.g. maximal@) are invariant. 0 
7. Factoring R-thin graphs 
In this section we show that every nonbipartite, connected R-thin graph has unique 
prime factor decomposition with respect to the cardinal product and that it can be 
W. Imrich I Discrete Mathematics 192 (1998) 119-144 133 
found in polynomial time. The UPFD is an immediate consequence of the common 
refinement property, which we consider first. 
Let the nonbipartite, connected R-thin graph G be a nontrivial cardinal product 
Gi x GZ and let H be the graph of Lemma 5. Let Hi be defined on V(G,) with 
the edge set 
E(Gi) = {[~~,yi] / for all pairs {(xi,x~),(yl,y~)} marked by Algorithm 1) 
and let HZ be defined analogously. Then we clearly have H = HI OH2 by the copy 
consistency of the set of marked pairs. 
We now recall that H is connected and has a unique prime factor decomposition 
Thus there are disjoint index sets II, II with Ii UI? = { 1,2.. . . , k} and Hi = n,:,, Q, for 
i = 1,2. (Here and in the sequel we use n” for the Cartesian product to distinguish it 
from the cardinal one, for which we use n.) Because of the unique coordinatization for 
prime factor decompositions of connected graphs with respect to the Cartesian product 
we also have H;’ = (n,“,, Qj >” for i = 1,2 and for all x E V(G). 
It is easy to see how this extends to decompositions of G into arbitrarily many 
factors Gi. Also, it will be convenient henceforth to call H the Cartesian skeleton of 
G, although it will in general not be a subgraph of G. 
Lemma 6. Let G be a nonbipartite, connected R-thin graph and let A x B and C x D 
be two decompositions of G with respect to the cardinal product. Then there exists 
a decomposition 
AC x AL, x Be x BD (3) 
of G such that A = AC x AD, B = Bc x B D,C=AcxBcandD=ADxBD. 
We call the decomposition (3) a common rejnement of the decompositions A x B 
and C x D of G. 
Proof. Let QlO Q2 0 . 0 f& be the UPFD of the Cartesian skeleton H of G. Let I, 
be the subset of the index set { 1,2,. . . , k} with V(A) = V(nP,,, Q;) and let I,, Z, 
and Io be defined analogously. Furthermore, set 
and let HA,D, HB, c and HB,~ be defined similarly. Then 
H = H~.c.OKI,~~HB.~~HB.D 
and it will be convenient to use only four coordinates (XI ,x2, x3,x4) for every ver- 
tex .X E V(G) henceforth. Of course it is possible that not all of the intersections 
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IA n IC, 1, n ID, Is n 1, and Z, n ID are nonempty. Suppose 1s n ID = 0. Then 
IA fl ZD # 8. If IA fl Ic were empty, then IA = ZD and thus 1s = Ic, but then 
there would be nothing to prove. We can thus assume that all but possibly 1s n 
ID are nonempty and at least three of the four coordinates are nontrivial, i.e. there 
are at least two vertices which differ in the first, second and third coordinates, but 
it is possible that all vertices have the same fourth coordinate. Clearly, for y = 
xl E v(ftA,C), x2 E v(ffA,D)}, 
x3 E v(ffB,C), x4 E ~(fb?,.)}, 
xl E v(HA,C), x3 E v(fh?,C)}, 
x2 E v(I-IA,D), x4 E v(&S,D)} 
are the vertex sets of the A-, B-, C- and D-copies of G. We now define AC as p,(G), 
i.e. V(Ac) = V(&C) and [xr,yr] E E(Ac) if there are vertices x = (xt,x2,xs,x4), 
y = (yr,y2,y3,y4) in G with [x,y] E E(G). It is clear what is meant by AD, Bc and 
BD. If all vertices have the same fourth coordinate, then BD is the one vertex graph 
with a loop, i.e. the unit graph with respect to cardinal multiplication. 
For the proof of the lemma it suffices to show that A = AC x AD. Recall that A is 
obtained by projection of G onto the vertex set of A. We call this projection pA and 
define ps, PC, pD analogously. With our present coordinatization we thus have 
In order to show that A = AC x AD it suffices to prove that [PAX, PAY] E E(A) if and 
only if [PA ply1 E WC) ad [pzx, ~2~1 E WD). 
Suppose [PAX, pAy] E E(A). We can assume without loss of generality that x, y are 
chosen such that [x,y] E E(G). But then [plx, ply] E E(Ac) and [p2x,p2y] E E(AD) 
by the definition of AC and AD. 
On the other hand, suppose the edge [(xl,-,-,-),(yr,-,-, -)] is in AC and 
[(-,x2,-,-),(-,y2, -,-)I E E(AD). Then there are vertices x’, y’, x”, y” in G of 
the form 
x’ = (w;,a;,a;), Y' = (Yl,b;J;,b;), 
x” zz (U','J2,&q), y" = (b',',y2&J$) 
with [x’,.~‘] E E(G) and [x”,y”] E E(G). Thus, [(xl,-,a$,-),(y*,-,@,-)I E E(C) 
and K-A -, 4% (-, ~2, -, bi)] E E(D). 
Since G = C x D this implies [(x*,x2, uG,ui), (yi, ~2, bi,by)] E E(G) and, hence, 
[(x1,x2,-_,-)), (YI,Y~,-,-)I E E(A). •I 
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Lemma 7. Every jinite, nonbipartite, connected R-thin graph G has unique prime 
factor decomposition with respect to the cardinal product. 
Proof. We proceed by induction with respect to the number of vertices, assumming 
that the lemma is true for all graphs with fewer vertices than G. Let 
G, x GZ x ..’ x G, = QI x Q2 x ... x Q,y 
be two prime factor decompositions of the nonbipartite, connected R-thin graph G. 
Then there are graphs B and D such that G 2 Gt x B S Ql x D. We now invoke 
Lemma6forA”Gi andC%Qt.ThenG~!cxA~xBcxB~andGtrAcxA~. 
Suppose Gt 2 AC. Then Qi E AC x Bc g A= g G1 and Ao 2 K;, Bc % Kf and 
B g Bc x BD ” Bo. But then D g Ao x Bo 2 Bo g B and r S s and Gi % Qi for 
2<i<r. 
On the other hand, let AC 2 K;. Then G 1 E Ao and Qt ?% Bc. Furthermore, 
G2 x G2 x . . . xG,~BBB~xB~~Q~xBDandQ~xQ3x~~~QS~DDAADxBD~ 
G1 x BD. By the induction hypothesis both B and D have UPFD. Thus, let us assume 
the notation to be chosen such that Qt g Gz. Then D g Q2 x Q3 x. . x Qs E Gi x Bo E 
G, x G3 x G4 x . . . x G, and UPFD immediately follows from the induction hypothesis 
and 
G EZ G, x B % G, x Q, x BD ” Q, x G, x Bo = Q, x D ?Z G. 0 
Lemma 8. The prime factor decomposition of nonbipartite, connected R-thin graphs 
with respect to the cardinal product can be found in polynomial time. 
Proof. Let G be a nonbipartite, connected R-thin graph. By Lemma 5 the Cartesian 
skeleton H of G can be found in polynomial time. Also, the prime factor decomposition 
of H, 
can be found in polynomial time [ 1,5,6,27]. Furthermore, let 
G = G, x G2 x “. x G, 
be the UPFD of G. By Lemma 5 there is a partition of the index set I = { 1,2,. . , k} 
into sets It, IT, . . . I,. such that 
?? x 
F’(G;) = V i( 1) IIQ I iEG 
for all x E V(G) and 1 <i<r. Our problem is to find the Z,. 
Suppose we take any subset J of I. We can then define graphs A and B by the 
projections ~J(G) and p,\J(G) onto the vertex sets V(ni”,, Qi) and V(nz.t& Qi). If 
I is one of the sets Zi or a union of such sets, then G = A x B. 
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Clearly, k< log,(n) and thus Z has at most 2”‘sz@) = n subsets. Construction of the 
graphs A and B requires the projection of m = /E(G)/ edges into the coordinate sets 
and has complexity O(m log n). It is clear that E(G) C E(A x B). Thus, G = A x B if 
IE(G)I = IW)I IW)I an d we can find a minimal subset of Z such that G = A x B 
in polynomial time. This A must be one of the Gi and B = n, ij$r, jii Gj. After 
at most log, n repetitions of this procedure we have decomposed G into its prime 
factors. 0 
The invariance of the Cartesian skeleton under automorphisms is the basis of the 
following characterization of the automorphism group of a cardinal product of non- 
bipartite, connected R-thin graphs. 
Theorem 3. Let GI x GZ x ... x G, be the prime factor decomposition of an 
R-thin graph G with respect to the cardinal product and let C$ be an automorphism 
of G. Then there exists a permutation n of (1,2,. . . , r} together with isomorphisms 
11/! I Gi + G,i such that 
Proof. Let H be the Cartesian skeleton of the G and Qi 0 Qz 0 . 0 Qk be the prime 
factor decomposition of H with respect to the Cartesian product. Since H is preserved 
under automorphisms of G every automorphism of G induces one of H. Using the 
notation of the previous lemma, we see that the vertex sets of the G,-copies in G are 
the vertex sets of the copies of Cartesian products nyE,, Qj. We set Hi = nyE,, Qj and 
note that every automorphism of G has to respect this partition, since the prime factor 
decomposition of G is unique. Taking this into account, an application of Proposition 1 
now shows that the above description of 4 is true for isomorphisms $i of Hi into H,, . 
Clearly, these isomorphisms are bijections of V(G;) onto V(G,,). By the definition of 
the cardinal product these bijections must be isomorphisms. i? 
8. Extraction of complete factors 
Complete graphs with loops at every vertex can easily be factored into their prime 
constituents. For, let pl . p2 . . . PI, be the prime factorization of the natural number n. 
Then 
K; = K;, x K” x . . . x KiI P2 
is the prime factor decomposition of K; with respect to the cardinal product. We now 
show that every nonbipartite, connected graph has a unique maximal complete graph 
with loops at every vertex as a factor. This factor may of course be trivial. 
We begin with several observations about the relation R and first recall that two 
vertices u and u of a graph G are in relation R, if a vertex w is adjacent to u if and 
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only if it is adjacent to v. Clearly R is an equivalence relation on V(G) and every 
equivalence class induces a complete subgraph of G with loops at every vertex or 
it induces a completely disconnected graph. The graph G/R is obtained as the usual 
quotient graph. More precisely, its vertex set is 
V(G/R) = {Di 1 Di is an equivalence class of R} 
and D;Di E E(G/S) whenever UL; E E(G) for some u E V(D;) and for some u E V(Di). 
Lemma 9. Let G and H be graphs. Then 
V((G x H)/R) = {U x W 1 U E V(G/R), W E V(H/R)}. 
Proof. Let U be a vertex of GJR and let W be a vertex of H/R. By the definition 
of the cardinal product the vertices of U x W belong to the same equivalence class 
of V(G x H)/R. It remains to show that U x W is an equivalence class by itself. 
Let (u, w) E U x W and assume that a vertex (a, b) belongs to the same equivalence 
class as the vertices in U x W. Then any vertex x E V(G) that is adjacent to any 
vertex in U is also adjacent to U. Since we assume H to be nontrivial and connected, 
there must be a vertex z E V(H) which is adjacent to W. Hence, (x,z) is adjacent to 
(u, W) and thus also to (a, b). But then x must be adjacent to a by the definition of the 
product. 
On the other hand, if x E V(G) is adjacent to a we can find a vertex y in H that is 
adjacent to b. Then (x, v) is adjacent to (a, b) and therefore to every vertex of U x W. 
But then x must be adjacent to every vertex in U and so a E U. 
By the same argument b must be in W. This means that every vertex in the same 
equivalence class as the vertices of U x W already is in U x W. Cl 
Proposition 6. Let G and H be graphs. Then (G x H )/R 2 G/R x H/R. 
Proof. Follows from Lemma 9 and the definition of the cardinal product. 0 
Lemma 10. Let G be a nonbipartite, connected graph and let k > 1 divide jDil for 
every Di E V(G/R). Then there is a graph H such that G Z Ki x H. Conversely, if 
G ” Kl x H for some k > 1, then k divides IDil for any D, E V(G)/R. 
Proof. Let V(G/R) = {Di ) i E I}. Let {D: I i E I} be a family of disjoint sets with 
ID,1 = klD:l. Define a graph H with the vertex set V(H) = Uir,DI and 
E(H) = {XV ) x E V(Di), y E V(Di) and DiDi E E(G/R)} . 
Then it is straightforward to see that G g Kl x H. 
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For the converse suppose that G Z Ki x H for some k > 1. Then Lemma 9 implies 
that V(G/R) = {V(K;) x U 1 U E V(H/R)}. 0 
This entrains the following proposition on graph isomorphisms and automorphisms. 
Proposition 7. Two graphs G and H are isomorphic if and onIy if the following two 
conditions are satisjied: 
(i) There exists an isomorphism z : G/R -+ H/R. 
(ii) IDi/ = Irt(Di)I, for all Di E V(G/R). 
Proof. Let cp : G -+ H be an isomorphism. Then q(Di) E V(H/R) for any 
Di E V(G/R). If we define 71: G/R + H/R by n(Di) = A E V(H/R) for Cp(Di) = A, it 
follows immediately that rc fulfills (i) and (ii). 
Conversely, let (i) and (ii) be satisfied. For Di E V(G/S) let Cpi : Di + n(Di) be 
a bijection. Then cp : V(G) + V(H) defined by CplDi = Cpi gives us an isomorphism 
G-+H. 0 
We shall also apply this proposition for the investigation of automorphisms, because 
if G Z H, then conditions (i) and (ii) describe the relationship between Aut(G) and 
Aut( G/R). 
Lemma 11. Let G 2 K; x H and let G % Ki x H’. Then H g H’. 
Proof. If X = Ki x Y then X/R g Y/R by Lemma 9. Then V&/R) = {V(Ki) x 
U 1 U E V(Y/R)} and the mapping n : Y/R -+ X/R defined by n(U) = V(K;) x 
U is an isomorphism. It follows that G/R g (Kt x H)/R g H/R and similarly 
GfR E (Kz x H/)/R E HI/R. So H/R E HI/R. Moreover, an isomorphism from H/R 
onto H’/R can be chosen in such a way that condition (ii) of Proposition 7 is satisfied. 
Hence, by Proposition 7 we have H E H’. 0 
Lemma 12. Let G be a nonbipartite, connected graph with the decompositions 
G % K;S x H and G g K,” x H’. If H and H’ are not divisible by Ki for any 
k > 1, then m = n and H ” H’. 
Proof. The second statement of Lemma 10 implies that m divides the greatest common 
divisor d of the numbers IDil, where Di E V(G/R). Since the (multi)-set { AlDil} 
represents the sizes of the classes of H/R and as H is not divisible by Ki for k > 1, 
the first assertion of Lemma 10 implies that the greatest common divisor of {i IOil} is 
equal to 1. Therefore m = d. Analogously we obtain n = d and so m = n. The proof 
is completed by an application of Lemma 11. Cl 
We conclude the section with the observation that R, G/R and, hence, also the largest 
complete factor of G, can be found in polynomial time. 
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9. Factoring nonbipartite, connected graphs 
Let Gi x. . . x G, and Gi x . . x GL be prime factor decompositions of a nonbipartite, 
connected graph G. We may assume that G,+i, . . . , G, and G,:,, , . . . , Gh are complete 
graphs with loops at every vertex and that the other factors are not isomorphic to any 
K;. Hence, Gi x . . . x G, and Cl, x . x Gi are not divisible by a nontrivial Ki and 
thus, by Lemma 12, we have 
G, x . x G, = G; x ... x G;, 
G,+, x .. x G, = G;,, x ... x GA. 
As G,+I x . . . x G, is a Kg and since such graphs have unique prime factor decompo- 
sition, the factors Gr+i, . . . , G, coincide with the Gi,, , . . . , Gk. 
Let P E G, x 3.. x G, g G’, x . . . x Gl, set Q S P/R, Hi = Gi/R and H/ = G!/R. 
Furthermore, let 
Q=Q, x e2 x . . . x ek 
be the prime factor decomposition of Q. We are then left with two problems: 
(i) Given a nonbipartite, connected graph C and a decomposition A’ x B’ of C/R, 
find A,B with A/R = A’ and BJR = B’ such that C = A x B. 
(ii) Is it possible to partition the index set { 1,2,. . . , k} in two ways 1 U J and 
I’ U J’, such that I N’ is nonempty, but that the copies of ni,, Qi in Q are the copies 
of some Hj, say HI, and that the copies of niE,, Qi in Q are the copies of some 
H;, say H{? 
The next two lemmas show that the first problem has a very easy solution and that 
the answer to the question in the second problem is no. 
As we shall see, we can then find the prime factor decomposition of P in polynomial 
time by checking all subsets of the index set { 1,2,. . . , k}. 
Lemma 13. Suppose it is known that a given graph G which does not admit any 
K; as a factor is a cardinal product graph GI x GZ and suppose the decomposition 
G/R = G,/R x Gz/R is known. Then G, and GZ can be easily determined. 
In fact, if D(x,,xz) denotes the size of the R-equivalence class of G that is being 
mapped into (x1,x2) E GI fR x Gz/R, then the size D(xl) of the equivalence class of GI 
being mapped into x1 E G,/R is gcd{D(xi, y) 1 y E V(G2)). Analogously for D(Q). 
Proof. It suffices to prove the assertion for D(xI). Let (x1,x2) E Gi/R x G2/R, 
then D(x, ,x2) = D(x~)D(xz). Also, if G does not admit any Ki as a factor, then 
gcd{D(y) I Y E VG2)) = 1, and thus, D(xI) = gcd{D(xl)D(y) 1 y E V(G2)). ??
Lemma 14. Let G be a nonbipartite, connected graph which does not admit any Ki 
as a factor and let A x B and C x D be two decompositions of G with respect to the 
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cardinal product for which A/R x B/R and C/R x D/R are distinct decompositions of 
G/R. Then there exists a decomposition 
AcxADxBcxBD (4) 
ofGsuchthatA=AcxAo, B=B~xBD, C=AcxBcandD=AoxBo. 
Proof. Clearly the decompositions A/R x B/R and C/R x D/R of G/R have a common 
refinement. Suppose, A’, x AL x B& x Bb is this refinement, where A/R = Ah x AL, 
B/R = BL x Bb, C/R = AL x Bh and D/R = AL x Bb. Furthermore, let (x, y, u, u) be the 
coordinatization corresponding to the decomposition A(, x AL x Bb x Bb. Then there 
are functions a(x, y), b(u, II), c(x, u), d(y, u) where a(x, y) is the size of the R-class 
of A mapped into the vertex (x, y) E A/R and where the other functions are similarly 
defined. 
Clearly a(x, y)b(u, u) = c(x, u)d(y, u). We have to show that there exist functions 
ai(x),az(y),bi(u) and b2(u) such that a(x,y) = al(x)a b(u,r) = RITZ, 
c(x,u) = al(x)bl(u) and d(y,u) = az(y)bz(v). Moreover, we have to show that 
gcd{ai(x) 1 x E V(A’,)} = 1 and that analogous properties hold for az,bl and b2. 
In order to prove this we first observe that 
44 Y) 4x, u ) - = -. 
d(y, 0) b(u, a) 
Clearly this implies that both fractions depend only on x and u, i.e. they are in- 
dependent of both y and U. But then a(x, y)/d(y, u) = a(x, yo)/d(yo, o), and hence 
a(x, y)/a(x, yo) = d(y, u)/d( yo, u). Again it is easy to see that both sides depend only 
on y and yo, i.e. are equal to a function f(y, ~0). Thus, a(x, y) is representable as a 
product a(x, yo)f(y, ~0). Since yo was arbitrarily chosen but fixed, we write a(x, y) = 
al (x)al(y). Similarly we obtain decompositons of b, c and d. We then have 
al(x)a2(y)h(uMu) = cl (xkdu)dl (y)d2(U). 
Separating variables as above, it is easily seen that there must be constants ki such 
that klal(x) = q(x), kzaz(y) = d,(y), k3b(u) = Q(U) and kdbz(u) = dz(u). Also 
k,k2k3k4 = 1. 
From the above construction it is clear that the aI, bi, ci and di can be chosen 
as rational functions. We wish to chose them such that they are integer functions. 
Consider 
Denominator(ai (x)) Denominator(az( y)) = a(x y) 
Numerator(ai(x)) Numerator(az(y)) ’ ’ 
Assuming all fractions to be cancelled, it is clear that the numerator of a2(y) divides 
the denominator of al(x) and the numerator of al(x) divides the denominator of az(y), 
and this for arbitrary x and y. But then the least common multiple ni of the numerators 
of al(x) also divides the denominator of every a2(y) and the least common multiple 
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n2 of the numerators of the az(y) divides the denominator of every al(x). We can thus 
write the al(x) as a fraction a’,(x)/rz, and every al(y) as aG(y)/n:. Then 
a’,(x) a:(Y) 4-4 a:(Y) -.-=-.i = 4% VI. 
nl n2 n2 nl 
Since n2 divides every a’,(x) and nl divides every a;(y), we replace al(x) by ai(x)/n? 
and al(y) by ai(x)/nl to get an integer factorization of a(x, y). Analogously we proceed 
for h, c and d. It is then clear that all ki must be 1. 
Finally, gcd{a, (x) 1 x E V(A’,)} = 1, for otherwise gcd{a(x, y) / (x,y) E V(A)} 
would not be one and A would admit a Kg as a factor. Similarly we argue for az, bl 
and bz. 0 
Now sufficiently many preliminary results have been assembled for the proof of the 
main theorem of this paper. 
Proof of Theorem 1. Let Q be a finite, nonbipartite connected graph and 
Cl x GZ x . . x G, a prime factorization of Q, where the notation is chosen such that 
G ?+ I, G,.+2,. . , G,, are those factors (if any) which are isomorphic to a Kl and that 
IG,.+iJ<(G,+?I< ... blG,I. By Lemma 12 the factors G+I,G,.+z,...,G~ are uniquely 
determined and also the graph G with Q = G x G,.+i x G,.+I x x G,. 
It remains to be shown that nonbipartite, connected K,“-free graphs G have unique 
prime factorization. Let Gi x G2 x . x G, be a prime factorization of G and 
Q, x Ql x “’ x Qk be the unique prime factor decomposition of G/R ensured by 
Lemma 7. Clearly there is a partition 9 = (11, II,. . ,I,.} of the index set I = 
{I, 2,. . . , k} such that GiJR = n,,,, Q,. 
Let G{ x Gi x . x G,: be any other prime factorization of G. Again, there is a 
partition 9 = {Z{,li,. . . ,I,/} of I such that G(/R = njE,, Qj. If the partitions 9 and 
4’ are not equal, then Lemma 14 shows that not all Gi or G( can be prime. Thus, we 
have proved the uniqueness of the prime factorization. 
As in the proof of Theorem 3 we can show that all automorphisms of G corre- 
spond to automorphisms of G/R that are induced by automorphisms of the Gi/R or by 
transpositions of isomorphic factors G,/R and Gj/R. Thus, Aut(GIR) can be described 
in this fashion and all automorphisms of G can then be found by application of 
Proposition 7. 
For the proof of the assertion about the complexity, let us recall that we can find the 
unique prime factorization of a given nonbipartite, connected graph Q E r by taking 





Determination of R and G/R. 
Representation of Q in the form G x K,“, where G is K;-free. 
Prime factorization of K,?, i.e. of t. 
Construction of the Cartesian skeleton of G/R and of the prime factor decom- 
position Ql x Ql x x Qk of G/R. 
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(v) Determination of all minimal subsets J of Z = { 1,2,. . . , k} such that there are 
graphs A and B with G = A x B, A/R = fli,, Qi and B = njcI,J Qj. 
This step can be executed by repeated applications of Lemma 13. Moreover, A must 
be prime by the minimality of J and Lemma 14. 
Clearly the complexity of all these steps is polynomial. 0 
10. Conclusion and open problems 
The above results provide a rather satisfactory description of the cardinal product 
of finite, nonbipartite connected graphs in TO and in r. Nothing has been said though 
about bipartite graphs or disconnected ones. Oriented graphs have not been treated and 
the infinite case has been completely neglected. Of the multitude of open directions of 
research we list a few below. Most of them seem to be accessible with known methods 
and may provide interesting and surprising answers. 
(a) How do results on the cardinal product of nonbipartite, connected graphs extend 
to bipartite connected graphs and to disconnected ones? For steps in this direction see 
[l&23]. 
(b) How do the results of this paper extend to oriented graphs? In fact, this exten- 
sion appears to be rather natural as McKenzie’s investigations [ 191 actually pertain to 
oriented graphs and contain some results in this direction, also for infinite graphs. In the 
finite case there is no appearent reason why the complexity of decomposing oriented 
graphs with respect to the cardinal product should be higher than that of decomposing 
unoriented ones if all factors are connected. 
(c) In this paper we have not stated the overall complexity of our decomposition 
algorithm as it depends on the efficient implementation of its main steps. In any case, 
it is still open whether there exists a prime factorization procedure with respect to the 
cardinal product of complexity O(mn) or even O(mlogn), where n is the number of 
vertices of the graph to be factored and m its number of edges. 
(d) Graphs with much structure often have interesting reconstruction properties. For 
the reconstruction of Cartesian products there exist particularly strong results [17]. 
For other products compare [2]. Can cardinal or strong product graphs be efficiently 
reconstructed? 
(e) As has been shown by Graham and Winkler [S], every connected graph G has 
a natural isometric embedding into a Cartesian product associated with this graph. Is 
there a natural way of representing graphs as partial cardinal products? 
Note that every graph can be isometrically embedded into a strong product of paths 
(see [24] or [28]). 
(f) In case of the Cartesian product the investigations of the structure of finite graphs 
in the search of polynomial algorithms for their factorization has brought new insight 
and shorter proofs for related results pertaining to infinite graphs, see e.g. [ 131. How 
is the situation with respect to the cardinal product? 
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(g) There is one additional associative product of simple graphs defined on the 
Cartesian product of the vertex sets of the factors for which prime factorizations have 
not been sufficiently investigated. In this product two vertices (x1 ,x2) and (yr , yz ) are 
defined as adjacent if both x1,x2 and yi, yz are nonadjacent in the appropriate factor 
or if, as in case of the strong product, [XI ,x2] and [yr, ye] are edges. For partial 
results we refer to [ 121 and for classifications of asociative products to [ 14,161. It 
has been called equivalence product in [12]. Which graphs have unique prime factor 
decomposition with respect to the equivalence product and can this decomposition be 
found in polynomial time? 
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