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EFFECT OF RESONANCE ON THE EXISTENCE OF PERIODIC
SOLUTIONS FOR STRONGLY DAMPED WAVE EQUATION
PIOTR KOKOCKI
Abstract. We are interested in the differential equation u¨(t) = −Au(t) −
cAu˙(t) + λu(t) + F (t, u(t)), where c > 0 is a damping factor, A is a sectorial
operator and F is a continuous map. We consider the situation where the
equation is at resonance at infinity, which means that λ is an eigenvalue of A
and F is a bounded map. We introduce new geometrical conditions for the
nonlinearity F and use topological degree methods to find T -periodic solutions
for this equation as fixed points of Poincare´ operator.
1. Introduction
In this paper we are interested in the following strongly damped wave equation{
utt − c∆ut = ∆u+ λu + f(t, x, u), t ≥ 0, x ∈ Ω
u(t, x) = 0, t ≥ 0, x ∈ ∂Ω
(1.1)
where c > 0 are damping factors, λ is a real number and f : [0,+∞)× Ω× R→ R
is a continuous map on an open bounded set Ω ⊂ Rn, which is T -periodic in time.
The existence of periodic solutions for damped wave equations has been investi-
gated by many authors in the last years. In particular a large part of these studies
concerns the weakly damped wave equation{
utt − cut = ∆u + λu+ f(t, x, u), t ≥ 0, x ∈ Ω
u(t, x) = 0, t ≥ 0, x ∈ ∂Ω
(1.2)
where the Laplacian in the damping term appears in the zero fractional power. For
instance the results obtained in the series of papers [1], [18], [21], [22], [23] provides
the existence of T -periodic solutions for (1.2), in the case when Ω ⊂ Rn is a thin
domain, that is, a cartesian product of an open bounded subset of Rn−1 and a
small open interval. In these papers the periodic solutions are obtained as fixed
points of the Poincare´ operator by topological degree methods. On the other hand,
we refer the reader to [11] where a homotopy invariants method is used to study
the existence of periodic solutions in the case where Ω is an open interval and the
damping term ut is additionally involved with a nonlinearity. See also [5], [14], [16],
[31], [35] for the results where Ω is again an open interval with the difference that
the zero Dirichlet boundary conditions in the equation (1.2) are replaced by the
periodic one.
From the point of view of the mathematics, physics and engineering it is of
importance to consider the equation (1.1) in the presence of resonance at infinity,
which means that
Ker (λI −A2) 6= {0} and f is a bounded map,
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where we define A2u := −∆u for u ∈ D(A2) := H2(Ω) ∩ H10 (Ω). Here we refer
the reader to [28], [29] for an extensive discussion on the meaning of resonance in
the periodic oscillations of suspension bridges. The existence of periodic solutions
for the equation (1.1) in the case of the resonance at infinity was considered in [6]
under the assumption that the damping constant c = 0. There was proved that the
equation admits a periodic solution provided the nonlinearity f satisfies so called
Landesman-Lazer type conditions. Subsequently, these conditions and topological
degree methods were used in [8] to obtain the existence of periodic solutions in the
weakly damped case (1.2).
In this paper our aim is to study the existence of T -periodic solutions for the
strongly damped wave equation (1.1) in the presence of the resonance at infinity,
which seems to be not explored problem so far. Throughout the paper we will
consider the more general abstract differential equation
u¨(t) = −Au(t)− cAu˙(t) + λu(t) + F (t, u(t)), t ∈ [0,+∞) (1.3)
where c > 0 is still a damping constant, λ is a real number, A : X ⊃ D(A) → X
is a positive sectorial operator with compact resolvents on a Banach space X and
F : [0,+∞)×Xα → X is a continuous map, where Xα = D(Aα) for α ∈ (0, 1), is a
fractional space endowed with the graph norm. For more details on the construction
and properties of the fractional spaces we refer the reader to [19], [20], [36].
After passing into the abstract framework, we will say that the equation (1.3) is
at the resonance at infinity, provided
Ker (λI −A) 6= {0} and F is a bounded map.
The main difficulty lies in the fact that, in the presence of resonance, there are ex-
amples of the nonlinearity F such that the equation (1.3) do not admit a periodic
solution. This fact will be explained in Remark 4.1. To overcome this difficulty we
address the naturally raising question which says:
what additional assumptions for the nonlinearity F should be made
to prove that the equation (1.3) admits a T -periodic mild solution.
}
(1.4)
To explain our methods more precisely, observe that the equation (1.3) can be
written in the following form
w˙(t) = −Aw(t) + F(t, w(t)), t > 0,
where A : E ⊃ D(A)→ E is a linear operator on the space E := Xα ×X given by
D(A) := {(x, y) ∈ E | x+ cy ∈ D(A)}
A(x, y) := (−y,A(x+ cy)− λx) for (x, y) ∈ D(A),
and F : [0,+∞)×E→ E is a map defined by
F(t, (x, y)) := (0, F (t, x)) for t ∈ [0,+∞), (x, y) ∈ E
Let us assume that, for every initial data (x, y) ∈ E, the equation (1.3) admits a mild
solution w( · ; (x, y)) : [0,+∞)→ E starting at (x, y). Then the T -periodic solutions
of (1.3) can be identified with fixed points of the Poincare´ operator ΦT : E → E,
defined by ΦT (x, y) := w(T ; (x, y)) for (x, y) ∈ E.
Using the fact that A has compact resolvent, we prove in Section 3 that the
space E can be endowed with a norm such that the operator ΦT is condensing in
the Hausdorff measure of noncompactness. Therefore, the natural way to obtain
the existence of fixed points for the Poincare´ operator is to exploit the Sadovski
version of the Schauder fixed point theorem (see e.g. [15]). Unfortunately, this
theorem can not be used in the explicit way because it is difficult to find a bounded
and convex set that is invariant under ΦT . Therefore we will apply the approach
based on topological degree theory for condensing fields (see e.g. [32], [33], [34])
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that allows us to obtain effective methods to search for the fixed points of ΦT .
More precisely, to address the question (1.4), we introduce resonant conditions for
the nonlinearity F and we use them to construct an open bounded set N with the
property that its boundary does not contain fixed points of the Poincare´ operator.
Then we compute the topological degree of I −ΦT with respect to N , in the terms
of the resonant conditions imposed earlier on the nonlinearity. The non-triviality
of this degree will guarantee the existence of T -periodic solutions.
Roughly speaking, the resonant conditions read as follows. Let λ ∈ R be given
eigenvalue of the operator A such that its the geometric and algebraic multiplicities
are equal. Since A has compact resolvents, the eigenvalue λ is isolated and there
is a subspace V ⊂ X with the property that X = Ker (λI − A)⊕ V and σ(AV ) =
σ(A) \ {λ}, where AV is the part of the operator A in V . Assume that the space
X is continuously embedded in a Hilbert space H , equipped with a norm ‖ · ‖H
and a scalar product 〈 · , · 〉H , such that the operator A has self-adjoint extension
Â : H ⊃ D(Â)→ H . We say that condition (G1) is satisfied provided
for any balls B1 ⊂ V ∩X
α and B2 ⊂ X0 there is R > 0 such that
〈F (t, x + y), x〉H > −〈F (t, x+ y), z〉H
for (t, y, z) ∈ [0, T ]×B1 ×B2, and x ∈ X0 with ‖x‖H ≥ R.
Furthermore, we say that condition (G2) is satisfied provided
for any balls B1 ⊂ V ∩X
α and B2 ⊂ X0 there is R > 0 such that
〈F (t, x + y), x〉H < −〈F (t, x+ y), z〉H
for (t, y, z) ∈ [0, T ]×B1 ×B2, and x ∈ X0 with ‖x‖H ≥ R.
An important property of these conditions is the fact that if F is a Nemitskii oper-
ator associated with f : [0,+∞)× Ω× R→ R, then (G1) and (G2) are implicated
by well-known Landesman-Lazer conditions introduced in [27] as well as strong
resonance conditions considered in [4].
Let us observe that the advantage of using the topological degree methods is
that, we obtain not only the existence of T -periodic solutions, but also we compute
its degree. This brings us additional topological information which is useful in the
study of the multiplicity and stability of periodic solutions.
The paper is organized as follows. In Section 2, we provide some spectral prop-
erties of the operator A. In particular we prove that the elements of spectrum with
negative real part are actually eigenvalues. The crucial point is Theorem 2.6, which
express a relationship between spectral decomposition of the operators A and A.
Here the main difficulties are caused by the fact that A does not have compact
resolvents, despite A has compact resolvents as we assumed.
Section 3 is devoted to the mild solutions for the equation (1.3) where the non-
linearity depends additionally from a parameter. We provide the standard facts
concerning the existence and uniqueness of mild solutions and then, we focus on
continuity and compactness properties of the Poincare´ operator.
In Section 4 we provide geometrical assumptions on the nonlinearity F and
use them to prove the degree formula for periodic solutions, Theorem 4.2, that
is the main result of this paper. Finally, in Section 5 we provide applications
of the obtained abstract results to partial differential equations. First of all, in
Theorems 5.2 and 5.3, we prove that if F is a Nemitskii operator associated with a
map f , then the well known Landesman-Lazer (see [2], [27]) and strong resonance
conditions (see [4]) are actually particular case of (G1) and (G2). As applications
we provide criteria on the existence of T -periodic solutions for the strongly damped
wave equation in terms of Landesman-Lazer and strong resonance conditions.
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Notation and terminology. Let A : X ⊃ D(A) → X be a linear operator
on a real Banach space X equipped with the norm ‖ · ‖. The spectrum σ(A) of
the operator A we define by the complexification method. To be more precise
we introduce a new complex vector space XC := X × X where the operations of
addition and multiplication by complex scalar are given by
(x1, y1) + (x2, y2) := (x1 + x2, y1 + y2) for (x1, y1), (x2, y2) ∈ XC,
(λ1 + iλ2) · (x, y) := (λ1x− λ2y, λ1y + λ2x) for (x, y) ∈ XC, λ1, λ2 ∈ R.
It is well-known that the function
‖z‖C := sup
θ∈[0,2pi]
‖(sin θ)x + (cos θ)y‖ for z = (x, y) ∈ XC
defines a norm on XC, and furthermore, XC equipped with ‖ ·‖C is a Banach space.
From now on we will intuitively denote x+ iy := (x, y) for (x, y) ∈ XC.
Let us now define the complexification of the linear operator A as a C-linear
operator AC on XC given by the following formula
D(AC) = D(A)×D(A), AC(x+ iy) := Ax+ iAy for x+ iy ∈ D(AC).
By the spectrum σ(A) of the operator A we mean the spectrum of its complex-
ification σ(AC). Similarly by the set of eigenvalues σp(A) of the operator A we
understand the set eigenvalues of the operator AC. For more details on complexi-
fication of linear operators we refer the reader to [3] and [12].
We say that the operator A is sectorial provided there are φ ∈ (0, π/2), M ≥ 1
and a ∈ R, such that the sector
Sa,φ := {λ ∈ C | φ ≤ |arg (λ− a) ≤ π, λ 6= a}
is contained in the resolvent set of A and furthermore
‖(λI −A)−1‖ ≤M/|λ− a| for λ ∈ Sa,φ.
It is well-known that −A is an infinitesimal generator of analytic semigroup which,
throughout this paper, will be denoted by {SA(t)}t≥0. The operator A is called
positive if ℜµ > 0 for any µ ∈ σ(A). It can be proved that, if A is positive and
sectorial, then given α ≥ 0 the integral
A−α :=
1
Γ(α)
∫ ∞
0
tα−1SA(t) dt.
is convergent in the uniform operator topology of the space L(X). Consequently we
can define the fractional space associated with A as the domain of the inverse oper-
ator Xα := D(Aα). The space Xα endowed with the graph norm ‖x‖α := ‖Aαx‖
is a Banach space, continuously embedded in X . For more details on sectorial
operators and fractional spaces, we refer the reader to [19], [20], [36].
2. Spectral decomposition
In this section we will assume that A : X ⊃ D(A) → X is a sectorial operator
on a real Banach space X , equipped with the norm ‖ · ‖, such that the following
conditions are satisfied:
(A1) the operator A is positive and has compact resolvents,
(A2) there is a Hilbert space H endowed with a scalar product 〈 · , · 〉H and a norm
‖·‖H such that X is embedded in H by a continuous injective map i : X →֒ H ,
(A3) there is a self-adjoint operator Â : H ⊃ D(Â)→ H such that Gr (A) ⊂ Gr (Â),
where the inclusion is understood in the sense of the product map i× i.
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Remark 2.1. Under the assumptions (A1)− (A3), the spectrum σ(A) consists of
a sequence (possibly finite) of real positive eigenvalues
0 < λ1 < λ2 < . . . < λi < λi+1 < . . .
such that dim(λiI −A) < +∞ for i ≥ 1.
Indeed, the operator A has compact resolvents which implies that there is a complex
sequence (λi)i≥1 such that
σ(A) = σp(A) = {λi | i ≥ 1} and dimCKer (λiI −AC) < +∞ for i ≥ 1. (2.1)
Furthermore the sequence is finite or |λi| → +∞ as n→ +∞. Since λ ∈ σp(A) we
have also that λ ∈ σp(Â) as a consequence of (A3). But Â is a symmetric operator
which follows that λ is a real number. Since the operator A is positive, the spectrum
of A can be exhibited as the increasing sequence of real positive eigenvalues (λi)i≥1
which is finite or λi → +∞ as i→ +∞. In view of the right part of (2.1) and the
fact that λi are real numbers, we obtain dim(λiI −A) < +∞ for i ≥ 1. 
Let us introduce the space E := Xα ×X equipped with the norm
‖(x, y)‖E := ‖x‖α + ‖y‖ for (x, y) ∈ E. (2.2)
We proceed to study the spectral properties of the operator A : E ⊃ D(A) → E
given by the formula
D(A) := {(x, y) ∈ E = Xα ×X | x+ cy ∈ D(A)},
A(x, y) := (−y,A(x+ cy)− λx) for (x, y) ∈ D(A),
(2.3)
where λ ∈ R and c > 0. If we consider the complexification AC : (Xα × X)C ⊃
D(AC) → (Xα ×X)C of the operator A, then it can be easily checked that AC is
linearly conjugate with the operator B : XC ×XαC ⊃ D(B)→ XC ×X
α
C
given by
D(B) := {(x, y) ∈ XαC ×XC | x+ cy ∈ D(AC)},
B(x, y) := (−y,AC(x + cy)− λx) for (x, y) ∈ D(B).
(2.4)
To see this, it is enough to see that UAC = BU , where U : (X
α×X)C → XαC ×XC
is a C-linear isomorphism given by
U((x1, y1) + i(x2, y2)) := (x1 + ix2, y1 + iy2) for (x1, y1) + i(x2, y2) ∈ (X
α ×X)C.
Hence, without loss of generality we will implicitly consider the operator B instead
of AC. In the following theorem we provide description of the spectrum of A.
Theorem 2.2. The following assertions hold.
(i) The set σ(A) \ {1/c} consists of the eigenvalues of the operator A.
(ii) If λk ≤ λ < λk+1 for some k ≥ 1, then
{µ ∈ σp(A) | ℜµ ≤ 0} = {µ
−
i | 1 ≤ i ≤ k},
where
µ±i :=
λic±
√
(λic)2 − 4(λi − λ)
2
for i ≥ 1. (2.5)
Furthermore, if λ < λ1 then {µ ∈ σp(A) | ℜµ ≤ 0} = ∅.
(iii) If λk ≤ λ < λk+1 for some k ≥ 1 and ℜµ ≤ 0, then
Ker (µI −A) = Ker (e−µtI − SA(t)) for t > 0.
In the proof of the theorem we will use the following lemma.
Lemma 2.3. Let µ ∈ C \ {1/c} be arbitrary. Then (x, y) ∈ Ker (µI −AC) if and
only if (x, y) = (w,−µw) for some w ∈ Ker
(
(λ− µ2)/(1− cµ)I −AC
)
.
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Proof. Assume that µ ∈ C \ {1/c} and µ(x, y) = AC(x, y) for some (x, y) 6= 0. In
view of (2.4), it implies that x+ cy ∈ D(AC) and
µx = −y, µy = AC(x+ cy)− λx.
Hence x 6= 0, (1− cµ)x ∈ D(AC) and (λ− µ2)x = AC((1− cµ)x), which gives
(λ− µ2)/(1− cµ)x = ACx and (λ− µ
2)/(1− cµ) = λl for some l ≥ 1,
where λl is the l-th eigenvalue of A (see Remark 2.1). Now if we take w := x,
then x ∈ Ker (λlI − AC) and (x, y) = (x,−µx) = (w,−µw), which completes
”if” part of the proof. On the other hand, if (x, y) = (w,−µw) for some w ∈
Ker
(
(λ− µ2)/(1− cµ)I −AC
)
, then x+ cy ∈ D(AC) and
µy −AC(x+ cy) + λx = (λ− µ
2)w −AC((1 − cµ)w)
= (λ− µ2)w − (1− cµ)ACw = 0.
Consequently µ(x, y) = AC(x, y), which gives desired conclusion. 
Proof of Theorem 2.2. For the point (i), take µ ∈ σ(A) \ {1/c} and suppose
that Ker (µI − AC) = {0}. We claim that for every (f, g) ∈ XαC × XC there is
(x, y) ∈ D(AC) such that µ(x, y)−AC(x, y) = (f, g). Assume for the moment that
our claim is true. Then the inverse operator (µI −AC)
−1 is bounded on Xα ×X
becauseAC is closed. Therefore µ ∈ ̺(A), which contradicts the fact that µ belongs
to spectrum and proves that Ker (µI −AC) 6= {0}. Now we proceed to the proof
of the claim. Let us take (f, g) ∈ Xα
C
×XC and consider the following equations
µx = −y + f, µy = AC(x + cy)− λx+ g. (2.6)
Multiplying the former equation by cλ− µ and later by 1− µc, one has
(cλ− µ)µx = −(cλ− µ)y + (cλ− µ)f
(1 − µc)µy = (1 − µc)AC(x+ cy)− (1− µc)λx + (1− µc)g.
Summing up these equations we obtain
(λ− µ2)(x+ cy) = (1− µc)AC(x+ cy) + (1− µc)h,
where h := (cλ− µ)/(1− cµ)f + g, and hence
λ− µ2
1− cµ
(x+ cy) = AC(x+ cy) + h.
Since µ 6= 1/c and Ker (µI − AC) = {0}, from the Lemma 2.3 it follows that
(λ−µ2)/(1−cµ) is an element from the resolvent set of the operator AC. Therefore
x+ cy = b :=
(
λ− µ2
1− µc
I −AC
)−1
h,
which allows us to define
x :=
1
1− µc
(b− cf) and y :=
1
1− µc
(f − µb).
Since b ∈ D(AC) ⊂ XαC and f ∈ X
α
C
, one has (b − cf) ∈ Xα
C
and hence x ∈ Xα
C
.
Furthermore x+ cy = b ∈ D(AC), which implies that (x, y) ∈ D(AC). Therefore, it
is enough to check that the equations (2.6) are satisfied. To this end observe that
µx =
µ
1− µc
(b− cf) = −
1
1− µc
(f − µb) + f = −y + f,
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and furthermore, we have the following sequence of equivalent equalities
µy = AC(x+ cy)− λx + g
µ
1− µc
(f − µb) = ACb−
λ
1− µc
(b − cf) + g
λ− µ2
1− µc
b−ACb =
cλ− µ
1− µc
f + g
h =
cλ− µ
1− µc
f + g.
The last equality is true by the definition of h and hence, the assertion (i) follows.
To verify (ii) let us take µ ∈ σp(A) such that ℜµ ≤ 0. Then, by Lemma 2.3 and
Remark 2.1, one has (λ − µ2)/(1 − cµ) = λi for some i ≥ 1. Hence the equation
µ2 − cλiµ + λi − λ = 0 is satisfied and computing its roots we infer that either
µ = µ+i or µ = µ
−
i . Since λk ≤ λ < λk+1 and ℜµ ≤ 0, it follows that µ = µ
−
i for
some 1 ≤ i ≤ k and hence {µ ∈ σp(A) | ℜµ ≤ 0} ⊂ {µ
−
i | 0 ≤ i ≤ k}. In order
to prove the opposite inclusion take µ = µ−i for 1 ≤ i ≤ k. Then µ ≤ 0 and the
equation (λ− (µ−i )
2)/(1− cµ−i ) = λi is satisfied. Therefore Lemma 2.3 shows that
µ−i ∈ σp(A), which completes the proof of (ii).
To see (iii) observe that from the point (ii) it follows that the set
{µ˜ ∈ σp(A) | ℜµ˜ = ℜµ}
consists of at most one eigenvalue. To complete the proof, it remains to observe
that Theorem 16.7.2 from [20] leads to
Ker (e−µtI − SA(t)) = Ker (µI −A) = Ker (µI −A) for t > 0,
where the last equality follows from the fact that the operator µI −A is closed and
hence its kernel is closed as well. This completes the proof of theorem. 
Let us now proceed to study the spectral decomposition of the operator A. For
this purpose we will need the following proposition.
Proposition 2.4. ([25, Theorem 2.3]) Let us denote by λ := λk the k-th eigenvalue
of A and let X0 := Ker (λI − A). Then there are closed subspaces X+, X− of X
such that X = X+ ⊕X− ⊕X0 and the following assertions hold.
(i) We have the following inclusions
X− ⊂ D(A), A(X−) ⊂ X− and A(X+ ∩D(A)) ⊂ X+.
Furthermore X− is a finite dimensional and X− = {0} if k = 1 and
X− = Ker (λ1I −A)⊕ . . .⊕Ker (λk−1I −A) if k ≥ 2.
(ii) If A+ : X+ ⊃ D(A+)→ X+ and A− : X− ⊃ D(A−)→ X− are parts of the
operator A in the spaces X+ and X−, respectively, then
σ(A+) = {λi | i ≥ k+1} and σ(A−) = {λi | 1 ≤ i ≤ k− 1} for k ≥ 1.
(iii) The spaces X0, X− are X+ mutually orthogonal in H, which means that
〈i(ul), i(um)〉H = 0 for ul ∈ Xl, um ∈ Xm where l,m ∈ {0,−,+}, l 6= m.
Remark 2.5. Consider the decomposition X = X+⊕X−⊕X0 obtained in Propo-
sition 2.4. Let us denote by P,Q± : X → X projections given by
Px = x0 and Q±x = x± for x ∈ X, (2.7)
where x = x+ + x0 + x− for xi ∈ Xi, i ∈ {0,−,+}. Since the components are
closed in X , the projections are continuous maps. Let us denote Q := Q− + Q+.
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Since the inclusion Xα ⊂ X is continuous, one can decompose Xα on a direct sum
of closed spaces
Xα = X0 ⊕X
α
− ⊕X
α
+, where X
α
− := X
α ∩X−, X
α
+ := X
α ∩X+.
Therefore the projections P and Q± can be also considered as continuous maps
P,Q± : X
α → Xα, given for any x ∈ Xα by the formula (2.7).
Let us now proceed to the main result of this section. The following theorem
express a relationship between spectral decomposition of the operators A and A.
Theorem 2.6. Let us denote by λ := λk the k-th eigenvalue of A and let E0 :=
Ker (λI − A) × Ker (λI − A). Then there are closed subspaces E+,E− of E such
that E := E− ⊕E0 ⊕E+ and the following assertions hold.
(i) We have the following inclusions
E− ⊂ D(A), A(E−) ⊂ E− and A(E+ ∩D(A)) ⊂ E+.
Furthermore, if k ≥ 2 then E− = K
−
1 ⊕K
−
2 ⊕ . . .⊕K
−
k−1, where
K−i := {(w,−µ
−
i w) ∈ E | w ∈ Ker (λiI −A)}
and µ−i for i ≥ 1 are numbers given by (2.5). If k = 1 then E− = {0}.
(ii) If A+ : E+ ⊃ D(A+)→ E+ and A− : E− ⊃ D(A−)→ E− are parts of A
in the spaces E− and E+, respectively, then
σ(A+) ⊂ {z ∈ C | ℜz > 0} and σ(A−) = {µ
−
i | 1 ≤ i ≤ k − 1}.
(iii) If P,Q−,Q+ : E → E are projections on the spaces E0, E− and E+,
respectively, and Q := Q− +Q−, then
P(x, y) = (Px, Py) and Q(x, y) = (Qx,Qy) for (x, y) ∈ E. (2.8)
In the proof we will use the following two lemmata.
Lemma 2.7. Assume that µ±i for i ≥ 1 are numbers given by (2.5). If 1 ≤ i ≤ k
then µ±i is real and the subspaces
K±i := {(w,−µ
±
i w) ∈ E | w ∈ Ker (λiI −A)} (2.9)
are such that K±i ⊂ Ker (µ
±
i I−A) and Ker (λiI −A)×Ker (λiI−A) = K
+
i ⊕K
−
i .
Proof. Let us first observe that µ+i 6= µ
−
i for 1 ≤ i ≤ k, which implies that
K+i ∩K
−
i = {0}. By Remark 2.1, one has dimKer (λiI −A) < +∞ and
dimKer (λiI −A)×Ker (λiI −A) = 2 dimKer (λiI −A) = dimK
+
i + dimK
−
i .
Hence it follows that Ker (λiI − A) × Ker (λiI − A) = K
+
i ⊕ K
−
i . To complete
the proof of theorem let us take (x, y) ∈ K±i . Then (x, y) = (w,−µ
±
i w) for some
w ∈ Ker (λiI −A), which implies that x+ cy ∈ D(A) and
µ±i y −A(x+ cy) + λx = (λ− (µ
±
i )
2)w −A((1− cµ±i )w)
= (λ− (µ±i )
2)w − (1− cµ±i )Aw
= (λ− (µ±i )
2)w − (1− cµ±i )λiw
= −((µ±i )
2 − λicµ
±
i + λi − λ)w = 0.
The last equality follows from the fact that µ±i are the roots of the equation
µ2 − λicµ + λi − λ = 0. Hence µ
±
i (x, y) = (−y,A(x + cy) − λx) = A(x, y), which
implies that K±i ⊂ Ker (µ
±
i I −A) as desired. 
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Lemma 2.8. Assume that B : V → V is a linear operator on a real finite dimen-
sional space V and let V1, V2, . . . , Vl be subspaces such that V = V1 ⊕ V2 ⊕ . . .⊕ Vl.
If the real numbers (νi)
l
i=1 are such that Bx = νix for x ∈ Vi, then
(a) σ(B) = {νi | 1 ≤ i ≤ l},
(b) for any 1 ≤ i ≤ l one has Nνi(B) :=
⋃∞
m=1Ker (νiI−B)
m = Ker (νiI−B).
Proof. (a) It is enough to prove that σ(B) ⊂ {νi | 1 ≤ i ≤ l}. The opposite
inclusion is obvious. Let ν ∈ C be such that νz = BCz for some z := x + iy ∈ VC,
z 6= 0. Then VC = (V1 × V1)⊕ (V2 × V2)⊕ . . .⊕ (Vl × Vl) and z = z1 + z2 + . . .+ zl
where zi ∈ Vi × Vi for 1 ≤ i ≤ l. Therefore νz = BCz = ν1z1 + ν2z2 + . . . + νlzl.
Since z 6= 0, there is 1 ≤ i ≤ l such that zi 6= 0 and consequently ν = νi, which
proves desired inclusion.
(b) It suffices to prove that Nνi(B) ⊂ Ker (νiI −B). Take z ∈ Nνi(B) \ {0}. Then
there is i0 ≥ 1 such that (νiI − B)i0z = 0 and there are zi ∈ Vi (1 ≤ i ≤ l) such
that z = z1 + z2 + . . .+ zl. Hence
0 = (νiI −B)
i0z = (νiI −B)
i0z1 + (νiI −B)
i0z2 + . . .+ (νiI −B)
i0zl
= (νi − ν1)
i0z1 + (νi − ν2)
i0z2 + . . .+ (νi − νl)
i0zl.
Since z 6= 0, one of the elements z1, z2, . . . , zn is also nonzero. Suppose that zj 6= 0
for some 1 ≤ j ≤ l. Then (νi − νj)i0zj = 0 and hence νi = νj . It implies that
z ∈ Ker (νiI −B), which completes the proof of desired inclusion. 
Proof of Theorem 2.6. If k = 1 then let us define
E− := {0}, E+ := (X
α ∩X+)×X+.
For k ≥ 2 we make use of (2.9) and write
M1 := K
+
1 ⊕ . . .⊕K
+
k−1 and M2 := (X
α ∩X+)×X+.
Then let us define
E− := K
−
1 ⊕ . . .⊕K
−
k−1, E+ :=M1 ⊕M2.
It is not difficult to check that E0, E−, E+ are closed subspaces such that E =
E− ⊕E0 ⊕E+ and the assertion (iii) holds.
Observe that E0 ⊂ D(A) and A(E0) ⊂ E0. Furthermore, from Lemma 2.7
it follows that E− ⊂ D(A) and A(E−) ⊂ E−, because K
−
i is contained in the
eigenspace of the operator A for 1 ≤ i ≤ k − 1. For the proof of (i), it remains to
verify the inclusion A(D(A)∩E+) ⊂ E+. Similarly as before Lemma 2.7 says that,
for any 1 ≤ i ≤ k− 1, the elements of K+i are contained in the eigenspace of A and
therefore A(M1) ⊂M1. It remain to show that A(D(A) ∩M2) ⊂M2. To this end
take (x, y) ∈ D(A)∩M2. Then x+ cy ∈ D(A) and x ∈ Xα, so that y ∈ Xα, which
yields y ∈ Xα ∩ X+. Observe that A(x + cy) − λx ∈ X+, which is a consequence
of the fact that x+ cy ∈ D(A) ∩X+ and the inclusion A(D(A) ∩X+) ⊂ X+ from
Proposition 2.4 (i). ThereforeA(x, y) ∈M2 as desired and proof of (i) is completed.
For the proof of point (ii) let us first show that ℜµ > 0 for µ ∈ σ(A+).
Suppose to the contrary that µ ∈ σ(A+) and ℜµ ≤ 0. Let A
1
+ and A
2
+ be the
parts of the operator A+ in M1 and M2, respectively. By inclusion A(M1) ⊂ M1
and Lemma 2.8, it follows that the spectrum of µI −A1+ consists of its eigenvalues
{µ− µ+i | 1 ≤ i ≤ k − 1}. Since ℜµ ≤ 0 and µ
+
i > 0 for 1 ≤ i ≤ k, we deduce that
the complexification of the operator µI − A1+ is bijection and hence µ ∈ σ(A
2
+).
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Observe that the operator A2+ can be given by the formula
D(A2+) = {(x, y) ∈ (X
α ∩X+)×X+ | x+ cy ∈ D(A+)},
A2+(x, y) = (−y,A+(x + cy)− λx) for (x, y) ∈ D(A
2
+).
By Proposition 2.4 (ii) one has σ(A+) = {λi | i ≥ k + 1}. Hence we can apply
Theorem 2.2 to the operator A+ and derive that the set σ(A
2
+) \ {1/c} consists
of eigenvalues and {µ˜ ∈ σp(A2+) | ℜµ˜ ≤ 0} = ∅. This is a contradiction because
ℜµ ≤ 0 and µ ∈ σ(A2+). This yields the first inclusion of (ii). On the other
hand, the equality σ(A−) = {µ
−
1 , µ
−
2 , . . . , µ
−
k−1} is a consequence of the inclusion
A(E−) ⊂ E− and Lemmata 2.7 and 2.8. Hence the proof of (ii) is completed. 
Let us now remind that A is a sectorial operator (see for example [10], [30])
and hence −A generates a C0 semigroup {SA(t)}t≥0 of bounded operators on E.
Properties of this semigroup, that will be used in this paper, are contained in the
following corollary that is a consequence of Theorem 2.6 and [19, Theorem 1.5.3].
Corollary 2.9. Let us denote by λ := λk the k-th eigenvalue of the operator A and
let E = E− ⊕E0 ⊕E+ be the direct sum decomposition obtained in Theorem 2.6.
(i) We have the following inclusions SA(t)Ei ⊂ Ei for t ≥ 0, i ∈ {0,−,+}. In
particular, for any t ≥ 0 and z ∈ E
SA(t)Pz = PSA(t)z and SA(t)Q±z = Q±SA(t)z. (2.10)
(ii) The C0 semigroup {SA(t)|E
−
}t≥0 can be uniquely extended to a C0 group
on E− and there are constants M, δ > 0 such that
‖SA(t)z‖E ≤Me
−δt‖z‖E for z ∈ E+, t ≥ 0, (2.11)
‖SA(t)z‖E ≤Me
δt‖z‖E for z ∈ E−, t ≤ 0. (2.12)
(iii) If A0 : E0 → E0 is a part of A in E0, then
A0(x, y) = (−y, cλy) and SA0(t)(x, y) = SA(t)(x, y) (2.13)
for (x, y) ∈ E0 and t ≥ 0.
3. Continuity and compactness properties of Poincare´ operator
Assume that A : X ⊃ D(A) → X is a positively defined sectorial operator with
compact resolvents on a separable Banach space X , equipped with a norm ‖ · ‖.
Consider the following family of differential equations
u¨(t) = −Au(t)− cAu˙(t) + λu(t) + F (s, t, u(t)), t ≥ 0 (3.1)
where λ is a real number, c > 0, s ∈ [0, 1] is a parameter and F : [0, 1]× [0,+∞)×
Xα → X is a continuous map satisfying the following conditions:
(F1) for every x ∈ Xα there is an open neighborhood V ⊂ Xα of x and constant
L > 0 such that for any s ∈ [0, 1], x1, x2 ∈ V and t ∈ [0,+∞)
‖F (s, t, x1)− F (s, t, x2)‖ ≤ L‖x1 − x2‖α;
(F2) there is a continuous function c : [0,+∞)→ [0,+∞) such that
‖F (s, t, x)‖ ≤ c(t)(1 + ‖x‖α) for s ∈ [0, 1], t ∈ [0,+∞), x ∈ X
α;
(F3) if V ⊂ Xα is a bounded set, then F ([0, 1]×[0,+∞)×V ) is a relatively compact
subset of X .
Let us note that the equation (3.1) can be written in the form
w˙(t) = −Aw(t) + F(s, t, w(t)), t > 0 (3.2)
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where A : E ⊃ D(A) → E is a linear operator given by (2.3) and F : [0, 1] ×
[0,+∞)×E→ E is a map defined by
F(s, t, (x, y)) := (0, F (s, t, x)) for s ∈ [0, 1], t ∈ [0,+∞), (x, y) ∈ E.
Definition 3.1. We say that a continuous map w : [0,+∞)→ E is a (global) mild
solution of equation (3.2) starting at z0 ∈ E, provided
w(t) = SA(t)z0 +
∫ t
0
SA(t− τ)F(s, τ, w(τ)) dτ for t ≥ 0.
Let us now proceed to the following proposition, which will be helpful in the
study of compactness properties of mild solutions for the equation (3.2).
Proposition 3.2. There is a norm | · | on E, equivalent with ‖ · ‖E, such that:
(a) the following inequality holds
|Q+z| ≤ |z| for z ∈ E, (3.3)
where Q+ is the projection obtained in Theorem 2.6;
(b) for any bounded Ω ⊂ E one has
β(SA(t)Ω) ≤ e
−δtβ(Ω) for t ≥ 0, (3.4)
where β is the Hausdorff measure of noncompactness associated with | · | (1)
and δ > 0 is a constant from the inequality (2.11).
Proof. Let us take the remaining two projection P and Q− obtained in Theorem
2.6 and denote P− := P + Q−. Using the Inverse Mapping Theorem it is not
difficult to see that ‖ · ‖E is equivalent with the norm given by
‖z‖1 := ‖P−z‖E + ‖Q+z‖E for z ∈ E,
and hence there are constants c1, c2 > 0 such that c1‖z‖E ≤ ‖z‖1 ≤ c2‖z‖E for
z ∈ E. Let us define the norm
|z| := ‖P−z‖E + sup
t≥0
‖eδtSA(t)Q+z‖E for z ∈ E,
where δ > 0 is a constant from the inequality (2.11). It is not difficult to check that
c1‖z‖E ≤ ‖z‖1 ≤ |z| for z ∈ E
and furthermore, by (2.11), one has
|z| ≤ ‖P−z‖E +M‖Q+z‖E ≤M‖z‖1 ≤ c2M‖z‖E for z ∈ E.
Hence the norms | · | and ‖ · ‖E are equivalent. For the proof of (3.3) observe that
|Q+z| = ‖P−Q+z‖E + sup
t≥0
‖eδtS(t)Q2+z‖E
= sup
t≥0
‖eδtS(t)Q+z‖E ≤ |z| for z ∈ E
(1) See Appendix 6.2
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and point (a) follows. To prove point (b) let us take t ≥ 0 and z ∈ E+. Then from
(2.10) it follows that
|SA(t)z| = ‖P−SA(t)z‖E + sup
s≥0
‖eδsSA(s)Q+SA(t)z‖E
= ‖SA(t)P−z‖E + sup
s≥0
‖eδsSA(s)SA(t)Q+z‖E
= e−δt sup
s≥0
‖eδ(t+s)SA(t+ s)Q+z‖E ≤ e
−δt sup
s≥0
‖eδsSA(s)Q+z‖E
≤ e−δt
(
‖P−z‖E + sup
s≥0
‖eδsSA(s)Q+z‖E
)
= e−δt|z|.
Consequently, we infer that
|SA(t)z| ≤ e
−δt|z| for t ≥ 0 and z ∈ E+. (3.5)
By the properties of the measure β (see Appendix), for any bounded Ω ⊂ E
β(SA(t)Ω) ≤ β(SA(t)P−Ω) + β(SA(t)Q+Ω) = β(SA(t)Q+Ω), (3.6)
where the last inequality follows from the fact that the set SA(t)P−Ω is relatively
compact as a bounded subset of finite dimensional space E0 ⊕ E−. By (3.3) and
Lemma 6.2, we deduce that for any bounded Ω ⊂ E+
βE+(Q+Ω) = β(Q+Ω) and βE+(SA(t)Q+Ω) = β(SA(t)Q+Ω) for t ≥ 0.
Therefore, combining this with (3.5), (3.6) and (3.3) yields
β(SA(t)Ω) ≤ β(SA(t)Q+Ω) = βE+(SA(t)Q+Ω)
≤ e−δtβE+(Q+Ω) = e
−δtβ(Q+Ω) ≤ e
−δtβ(Ω),
which completes the proof of point (b). 
In the following proposition we collect important facts concerning existence,
continuity and compactness for the mild solutions of the equation (3.2).
Proposition 3.3. Under the above assumptions the following assertions hold.
(a) For every s ∈ [0, 1] and (x, y) ∈ E, the equation (3.2) admits a unique mild
solution w( · ; s, (x, y)) : [0,+∞)→ E starting at (x, y). Therefore, for any
t ≥ 0, one can define the Poincare´ operator associated with this equation
as the map Φt : [0, 1]×E→ E given by
Φt(s, x) := w(t; s, (x, y)) for s ∈ [0, 1] and (x, y) ∈ E.
(b) If sequences (xn, yn) in E and (sn) in [0, 1] are such that (xn, yn)→ (x0, y0)
in E and sn → s0 as n→ +∞, then
w(t; sn, (xn, yn))→ w(t; s0, (x0, y0)) as n→ +∞,
for t ≥ 0, and this convergence in uniform on bounded subsets of [0,+∞).
(c) If | · | is the norm on E obtained in Proposition 3.2 and β is the Hausdorff
measure of noncompactness associated with this norm, then
β(Φt([0, 1]× Ω)) ≤ e
−δtβ(Ω)
for t ≥ 0 and any bounded Ω ⊂ E, where δ > 0 is the constant from (2.11).
Proof. The proof of point (a) is a consequence of [19, Theorem 3.3.3] and [19,
Corollary 3.3.5]. Points (b) and (c) are consequences of [9, Proposition 4.1] and
Proposition 3.2. 
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4. Degree formula for periodic solutions
In this section we intend to prove the degree formula for periodic solutions, which
is the main result of this paper. We will consider the following differential equation
u¨(t) = −Au(t)− cAu˙(t) + λu(t) + F (t, u(t)), t ≥ 0, (4.1)
where c > 0 is a damping constant, λ is a real number, the operator A : X ⊃
D(A) → X is defined on a separable Banach space X with the norm ‖ · ‖ and
F : [0,+∞) × Xα → X is a continuous map. We are interested in the situation
when the equation (4.1) is at resonance at infinity, which means that
Ker (λI −A) 6= {0} and F is a bounded map.
Throughout this section we assume that conditions (A1) − (A3), (F1), (F3) are
satisfied and furthermore:
(F4) there is m > 0 such that ‖F (t, x)‖ ≤ m for t ∈ [0,+∞) and x ∈ Xα,
(F5) there is T > 0 such that F (t+ T, x) = F (t, x) for t ∈ [0,+∞) and x ∈ Xα.
Let us write the equation (4.1) in the following form
w˙(t) = −Aw(t) + F(t, w(t)), t > 0 (4.2)
where A : E ⊃ D(A) → E is a linear operator given by the formula (2.3) and
F : [0,+∞)×E→ E is a map defined by
F(t, (x, y)) := (0, F (t, x)) for t ∈ [0,+∞), (x, y) ∈ E.
Throughout this section the space E = Xα × X is equipped with the equivalent
norm | · | obtained in Proposition 3.2. By Proposition 3.3 (a), for any (x, y) ∈ E,
there is a unique mild solution w( · ; (x, y)) : [0,+∞)→ E of (4.2) starting at (x, y).
Given T ≥ 0, let us define the Poincare´ operator ΦT : E→ E given by
ΦT (x, y) := w(T ; (x, y)) for (x, y) ∈ E.
Proposition 3.3 (b) and (c) say that ΦT is continuous and
β(ΦT (Ω)) ≤ e
−δTβ(Ω),
for any bounded Ω ⊂ E, where β is a Hausdorff measure of noncompactness asso-
ciated with the norm | · | and the constant δ > 0 is from (2.11).
Remark 4.1. If the equation (4.1) is at resonance at infinity, then there is a
nonlinearity F such that the equation does not admit T -periodic mild solutions.
To see this, let us take F (t, x) = y0 for t ∈ [0,+∞) and x ∈ E, where y0 ∈
Ker (λI − A) \ {0}. If w : [0,+∞) → E is a T -periodic solution for (4.2), then it
satisfies the integral formula
w(t) = SA(t)w(0) +
∫ t
0
SA(t− τ)(0, y0) dτ for t ≥ 0. (4.3)
Consider the direct sum decomposition E := E− ⊕ E0 ⊕E+ obtained in Theorem
2.6 together with the corresponding continuous projections P, Q+, Q−. Let us
equip E0 = Ker (λI −A)×Ker (λI −A) with the following norm
‖(x, y)‖E0 := ‖x‖H + ‖y‖H for (x, y) ∈ E0. (4.4)
Acting on the equation (4.3) by P and using (2.10), (2.13), (2.8) one has
Pw(t) = SA0(t)Pw(0) +
∫ t
0
SA0(t− τ)(0, y0) dτ for t ≥ 0.
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Let (u0, v0) : R → E0, be a map given by (u0(t), v0(t)) := Pw(t) for t ≥ 0. Since
A0 is a bounded operator on a finite dimensional space E0, it follows that (u0, v0)
is of class C1 and {
u˙0(t) = v0(t), t ≥ 0,
v˙0(t) = −cλv0(t) + y0, t ≥ 0.
As a consequence, for any t ≥ 0, one has
d
dt
(〈u0(t), cλy0〉H + 〈v0(t), y0〉H) = 〈v0(t), cλy0〉H + 〈−cλv0(t) + y0, y0〉H = ‖y0‖
2
H .
Therefore, if w : [0,+∞)→ E is a T -periodic solution of (4.2), then
0 = 〈u0(T ), cλy0〉H + 〈v0(T ), y0〉H − 〈u0(0), cλy0〉H − 〈v0(0), y0〉H = T ‖y0‖
2
H ,
which is impossible, because y0 6= 0. 
To overcome difficulties presented in Remark 4.1 we impose additional assump-
tions on nonlinearity F . Recalling that Xα+, X
α
− and X0 are subspaces from Remark
2.5, we equip the spaces Xα+⊕X
α
− and X0 with the norms ‖ · ‖α and ‖ · ‖H , respec-
tively. Then we introduce the following geometric conditions:
(G1)

for any balls B1 ⊂ X
α
+ ⊕X
α
− and B2 ⊂ X0 there is R > 0 such that
〈F (t, x + y), x〉H > −〈F (t, x+ y), z〉H
for (t, y, z) ∈ [0, T ]×B1 ×B2, and x ∈ X0 with ‖x‖H ≥ R,
(G2)

for any balls B1 ⊂ X
α
+ ⊕X
α
− and B2 ⊂ X0 there is R > 0 such that
〈F (t, x + y), x〉H < −〈F (t, x+ y), z〉H
for (t, y, z) ∈ [0, T ]×B1 ×B2, and x ∈ X0 with ‖x‖H ≥ R.
Now we are ready to prove the following index formula for periodic solutions,
which uses the conditions (G1) and (G2) to determine the topological degree for
the condensing vector field I − ΦT (see Appendix). We recall that by Remark
2.1 the spectrum σ(A) consists of sequence of positive eigenvalues (λi)i≥1 and
dimKer (λiI −A) < +∞ for i ≥ 1.
Theorem 4.2. Let λ = λk be the k-th eigenvalue of the operator A.
(i) If condition (G1) is satisfied, then there is an open bounded set W ⊂ E
such that ΦT (x, y) 6= (x, y) for (x, y) ∈ ∂W and
degC(I −ΦT ,W ) = (−1)
dk .
(ii) If condition (G2) is satisfied, then there is an open bounded set W ⊂ E
such that ΦT (x, y) 6= (x, y) for (x, y) ∈ ∂W and
degC(I −ΦT ,W ) = (−1)
dk−1 .
Here dl :=
∑l
i=1 dimKer (λiI −A) for l ≥ 1 with the exceptional case d0 := 0.
4.1. Preparation to the proof of Theorem 4.2. In the proof we will use the
following family of differential equations
w˙(t) = −Aw(t) +G(s, t, w(t)), t > 0 (4.5)
where G : [0, 1]× [0,+∞)×E→ E is a map given by
G(s, t, (x, y)) := (0, G(s, t, x)) := (0, PF (t, sQx+ Px) + sQF (t, sQx+ Px))
for s ∈ [0, 1], t ∈ [0,+∞) and (x, y) ∈ E.
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Remark 4.3. It is not difficult to see that G satisfies assumption (F1) − (F3).
Furthermore there is a constant m0 > 0 such that
‖G(s, t, z)‖E ≤ m0 for s ∈ [0, 1], t ∈ [0,+∞), z ∈ E, (4.6)
which is a consequence of assumption (F4). 
In the view of the above remark, Proposition 3.3 (a) asserts that for aby s ∈ [0, 1]
and (x, y) ∈ E there is a map w( · ; s, (x, y)) : [0,+∞)→ E which ia a mild solution
of (4.5) starting at (x, y). Let ΨT : [0, 1] × E → E be the associated Poincare´
operator given by
ΨT (s, (x, y)) := w(T ; s, (x, y)) for s ∈ [0, 1], (x, y) ∈ E.
Remark 4.3 and Proposition 3.3 (b) and (c) imply that ΨT is continuous and
β(ΨT ([0, 1]× Ω)) ≤ e
−δTβ(Ω)
for any bounded set Ω ⊂ E where the constant δ is from (2.11). The following
lemma provides some a priori bounds on periodic solutions for the equation (4.5).
Lemma 4.4. There is a constant R > 0 such that, if w : [0,+∞) → E, is a
T -periodic mild solution of (4.5), then
‖Qw(t)‖E ≤ R for t ∈ [0, T ],
where Q = Q+ +Q− and Q+, Q− are projections obtained in Theorem 2.6.
Proof. Let us first observe that w(t) = w(t + kT ) for any integer k ≥ 0 and
t ∈ [0,+∞), which follows from the fact that w is T -periodic and G satisfies (F5).
This in turn implies that
w(t) = SA(kT )w(t) +
∫ t+kT
t
SA(t+ kT − τ)G(s, τ, w(τ)) dτ (4.7)
for t ≥ 0 and n ≥ 1. Acting on this equation by Q+ and using (2.10), we infer that
Q+w(t) = SA(kT )Q+w(t) +
∫ t+kT
t
SA(t+ kT − τ)Q+G(s, τ, w(τ)) dτ
for t ≥ 0 and n ≥ 1. Therefore, by (2.11), one has
‖Q+w(t)‖E ≤ ‖SA(kT )Q+w(t)‖E
+
∫ t+kT
t
‖SA(t+ kT − τ)Q+G(s, τ, w(τ))‖E dτ
≤ ‖SA(kT )Q+w(t)‖E +
∫ t+kT
t
Me−δ(t+kT−τ)‖Q+G(s, τ, w(τ))‖E dτ
≤ ‖SA(kT )Q+w(t)‖E +
∫ t+kT
t
m0M‖Q+‖L(E)e
−δ(t+kT−τ) dτ
≤Me−δkT ‖Q+w(t)‖E +
∫ t+kT
t
m0M‖Q+‖L(E)e
−δ(t+kT−τ) dτ
≤Me−δkT ‖Q+w(t)‖E +m0M‖Q+‖L(E)
(
1− e−δkT
)
/δ,
where m0 > 0 is a constant from (4.6). In a consequence, for any t ∈ [0, T ] and
integer k > 0, we obtain
‖Q+w(t)‖E ≤Me
−δkT ‖Q+w(t)‖E +m0M‖Q+‖L(E)
(
1− e−δkT
)
/δ
and hence, letting k → +∞ yields
‖Q+w(t)‖E ≤ m0M‖Q+‖L(E)/δ := R1 for t ∈ [0, T ]. (4.8)
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On the other hand, acting on the equation (4.7) by Q− and applying (2.10), gives
Q−w(t) = SA(kT )Q−w(t) +
∫ t+kT
t
SA(t+ kT − τ)Q−G(s, τ, w(τ)) dτ.
By Corollary 2.9 (ii), the semigroup {SA(t)}t≥0 extends on E− to a C0 group of
bounded operators. Hence, for any t ∈ [0, T ] and integer k ≥ 1, one has
SA(−kT )Q−w(t) = Q−w(t) +
∫ t+kT
t
SA(t− τ)Q−G(s, τ, w(τ)) dτ,
which together with (2.12) and (4.6) gives
‖Q−w(t)‖E ≤ ‖SA(−kT )Q−w(t)‖E
+
∫ t+kT
t
‖SA(t− τ)Q−G(s, τ, w(τ))‖ dτ
≤M e−δkT ‖Q−w(t)‖E +M
∫ t+kT
t
eδ(t−τ)‖Q−G(s, τ, w(τ))‖ dτ
≤M e−δkT ‖Q−w(t)‖E +m0M
∫ t+kT
t
‖Q−‖L(E)e
δ(t−τ) dτ
=M e−δkT ‖Q−w(t)‖E +m0M‖Q−‖L(E)
(
1− e−δkT
)
/δ.
Hence, passing to the limit with k → +∞, we obtain
‖Q−w(t)‖E ≤ m0M‖Q−‖L(E)/δ := R2 for t ∈ [0, T ]. (4.9)
Finally, by (4.8) and (4.9), we find that
‖Qw(t)‖E ≤ ‖Q+w(t)‖E + ‖Q−w(t)‖E ≤ R1 +R2 := R,
for t ∈ [0, T ], and the proof is completed. 
We proceed to consider the following version of the equation (4.5):
w˙(t) = −µAw(t) + µG(s, t, w(t)), t > 0 (4.10)
where µ ∈ (0, 1] is a parameter. We will need the following lemma.
Lemma 4.5. There is a constant R > 0 with the property that, if w = (u, v) :
[0,+∞) → E is a T -periodic mild solution of (4.10) for some µ ∈ (0, 1], then
‖Pv(t)‖H ≤ R for t ∈ [0, T ].
Proof. Acting by the operator P on the equation
w(t) = SA(µt)w(0) +
∫ t
0
SA(µ(t− τ))(0, µG(s, t, u(τ))) dτ for t ≥ 0.
and using (2.10), (2.13), (2.8) one has
Pw(t) = SA0(µt)Pw(0)+
∫ t
0
SA0(µ(t−τ))(0, µPF (t, sQu(τ)+Pu(τ))) dτ for t ≥ 0.
Since A0 is a bounded operator on a finite dimensional space E0, it follows that
the map (u0, v0) := Pw = (Pu, Pv) continuously differentiable on R and{
u˙0(t) = µv0(t) t ≥ 0,
v˙0(t) = −cµλv0(t) + µPF (t, sQu(t) + Pu(t)) t ≥ 0.
(4.11)
Let k : [0,+∞)→ X0, where we recall that X0 = Ker (λI −A), be a map given by
k(t) := PF (t, sQu(t) + Pu(t)) for t ≥ 0.
Since X0 is a finite dimensional space, we have the norm equivalence
c‖x‖H ≤ ‖x‖ ≤ C‖x‖H for x ∈ X0,
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where c, C > 0 are constants. This leads us to
‖k(t)‖H = ‖PF (t, sQu(t) + Pu(t))‖H
≤ C‖PF (t, sQu(t) + Pu(t))‖ ≤ C‖P‖m := m1 for t ≥ 0
(4.12)
where the last inequality is a consequence of (F4). Chose R0 > 0 such that
− cλR2 +m1R < 0 for R ≥ R0 (4.13)
and observe that, by (4.11) and (4.12), one has
d
dt
1
2
‖v0(t)‖
2
H = 〈v˙0(t), v0(t)〉H = 〈−cµλv0(t) + µk(t), v0(t)〉H
= −cµλ‖v0(t)‖
2
H + µ〈k(t), v0(t)〉H
≤ −cµλ‖v0(t)‖
2
H + µm1‖v0(t)‖H for t ≥ 0.
(4.14)
Let us observe that there is t0 ≥ 0 such that ‖v0(t0)‖H ≤ R0+1, because otherwise,
we would have ‖v0(t)‖H ≥ R0 + 1 for t ≥ 0, which together with (4.14) and (4.13)
would give
d
dt
1
2
‖v0(t)‖
2
H < 0 for t ≥ 0.
This is impossible because v0 is T -periodic. Let us now define
D(0, R0 + 1) := {x ∈ Ker (λI −A) | ‖x‖H ≤ R0 + 1},
A := {δ ≥ 0 | v0([t0, t0 + δ]) ⊂ D(0, R0 + 1)}.
Then A is a nonempty set because 0 ∈ A and hence one can consider s := supA. If
s < +∞ then s ∈ A because D(0, R0+1) is a closed set. Furthermore, by continuity
of v0, one has ‖v0(t0+ s)‖H = R0+1. Let us note that the equation (4.14) implies
d
dt
1
2
‖v0(t)‖
2
H |t=t0+s ≤ −cµλ‖v0(t0 + s)‖
2
H + µm1‖v0(t0 + s)‖H < 0
and consequently there is δ0 > 0 such that v0([t0, t0+s+δ0]) ⊂ D(0, R0+1), which
is impossible in view of the definition of s. Hence s = supA = +∞ which together
with T -periodicity of v0 gives
‖Pv(t)‖H = ‖v0(t)‖H ≤ R := R0 + 1 for t ∈ [0,+∞)
and the proof of lemma is completed. 
The following lemma provides another a priori bounds on periodic solutions for
the equation (4.10). In the proof of this lemma for the first time we will use the
geometrical conditions (G1) and (G2).
Lemma 4.6. There is R > 0 such that for any µ ∈ (0, 1], the equation (4.10) does
not admit T -periodic mild solutions w : [0,+∞)→ E with ‖Pw(0)‖E0 ≥ R.
Proof. Suppose contrary to our claim that there are sequences (µn) in (0, 1], (sn)
in [0, 1] and a sequence of T -periodic mild solutions wn = (un, vn) : [0,+∞) → E
of (4.10) such that ‖Pwn(0)‖E0 → +∞ as n→ +∞. Acting by P on the equation
wn(t) = SµnA(t)wn(0)+µn
∫ t
0
SµnA(µn(t−τ))(0, G(sn, τ, un(τ))) dτ for t ≥ 0.
and using (2.10), (2.13), (2.8) one obtains
Pwn(t) = SµnA0(t)Pwn(0)+µn
∫ t
0
SµnA0(t− τ)(0, PF (τ, snQun(τ)+Pun(τ))) dτ.
Without loss of generality we can assume also that µn → µ0 and sn → s0 as
n→ +∞, where µ0, s0 ∈ [0, 1]. Let us define zn := Pwn(0)/‖Pwn(0)‖E0 for n ≥ 1.
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Since (zn)n≥1 is a bounded sequence contained in the finite dimensional space E0,
we can also assume that there is z0 ∈ E0 such that
zn = Pwn(0)/‖Pwn(0)‖E0 → z0 as n→ +∞.
Since the maps wn are T -periodic, assumption (F5) implies that wn(t) = wn(t+T )
for t ≥ 0, which in consequence gives wn(0) = wn(kT ) for any integer k ≥ 1. Let us
note that we can choose a sequence of integers (kn)n≥1 such that knµnT → t0 > 0
as n→ +∞. Indeed, if µ0 6= 0 then it is enough to take kn = 1. If µ0 = 0 then we
define kn := ⌊t0/(µnT )⌋, where ⌊x⌋ is the integer part of x. Therefore
zn = SA0(µnknT )zn + yn(knT ) for n ≥ 1. (4.15)
where, for n ≥ 1, we denote
yn(t) := µn
∫ t
0
SµnA0(t− τ)(0, PF (τ, snQun(τ) + Pun(τ)))/‖wn(0)‖E0 dτ.
Since {SA0(t)}t≥1 is a C0 semigroup, there are ω ∈ R and M > 0 such that
‖SA0(t)‖E0 ≤Me
ωt for t ≥ 0.
Using this together with (4.12), we infer that
‖yn(t)‖E0 ≤ µn
∫ t
0
‖SµnA0(t− τ)(0, PF (τ, snQun(τ) + Pun(τ)))‖E0/‖wn(0)‖E0 dτ
≤ µn
∫ t
0
Meωµn(t−τ)‖(0, PF (τ, snQun(τ) + Pun(τ)))‖E0/‖wn(0)‖E0 dτ
≤ µn
∫ t
0
Meωµn(t−τ)m1/‖wn(0)‖E0 dτ for n ≥ 1, t ≥ 0,
which after integration of the last term gives
‖yn(t)‖E0 ≤
Mm1
ω‖wn(0)‖E0
(eωµnt − 1) for n ≥ 1, t ≥ 0. (4.16)
In particular, this implies that yn(knT )→ 0 as n→ +∞. Letting n→ +∞ in the
equation (4.15), yields
z0 = SA0(t0)z0 = SA(t0)z0 for some t0 > 0,
where the last equality follows from (2.13). Hence, by Theorem 2.2 (iii), one has
z0 ∈ KerA = {(x, 0) | x ∈ Ker (λI −A)}
and consequently z0 = (z
1
0 , 0), where z
1
0 ∈ Ker (λI −A). Furthermore z0 ∈ E0 and
z0 = SA(t)z0 = SA0(t)z0 for t > 0
because z0 ∈ KerA. Combining this with (4.16) yields
(Pun(t), Pvn(t))/‖Pwn(0)‖E0 = Pwn(t)/‖Pwn(0)‖E0 → z0 = (z
1
0 , 0) as n→ +∞,
uniformly for t ∈ [0, T ], which by (4.4) implies that
Pun(t)/‖Pwn(0)‖E0 → z
1
0 uniformly for t ∈ [0, T ] in the norm ‖ · ‖H . (4.17)
Since ‖zn‖E0 = 1 for n ≥ 1, it follows that ‖z
1
0‖H = ‖z0‖E0 = 1. As the operator
A0 is bounded, the maps Pwn = (Pun, Pvn) : [0,+∞)→ E0 are of class C
1 and
d
dt
Pun(t) = µnPvn(t), t ≥ 0
d
dt
Pvn(t) = −cµnλPvn(t) + µnPF (t, snQun(t) + Pun(t)), t ≥ 0.
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This implies that, for any n ≥ 1 and t ≥ 0
d
dt
1
2
‖cλPun(t) + Pvn(t)‖
2
H = 〈cλ
d
dt
Pun(t) +
d
dt
Pvn(t), cλPun(t) + Pvn(t)〉H
= µn〈PF (t, snQun(t) + Pun(t)), cλPun(t) + Pvn(t)〉H ,
which after integration gives
1
2
‖cλPun(T ) + Pvn(T )‖
2
H − ‖cλPun(0) + Pvn(0)‖
2
H
= µn
∫ T
0
〈PF (τ, snQun(τ) + Pun(τ)), cλPun(τ) + Pvn(τ)〉H dτ
Since the maps (un, vn) are T -periodic, we infer that∫ T
0
〈PF (τ, snQun(τ) + Pun(τ)), cλPun(τ) + Pvn(τ)〉H dτ = 0. (4.18)
By Lemma 4.4 there is R1 > 0 such that
‖snQun(t)‖α ≤ ‖Qwn(t)‖E ≤ R1 for n ≥ 1, t ∈ [0,+∞).
On the other hand, by Lemma 4.5, one can choose R2 > 0 such that ‖Pvn(t)‖H ≤
R2 for t ∈ [0, T ]. Let us define
B1 := {y ∈ X
α
+ ⊕X
α
− | ‖y‖α < R1} and B2 := {y ∈ X0 | ‖y‖H < R2/(cλ)}.
Using geometrical conditions (G1), (G2) and Proposition 2.4 (iii), one can take a
constant R > 0 such that
〈PF (t, x+ y), x〉H > −〈PF (t, x+ y), z〉H
for (t, y, z) ∈ [0, T ]×B1 ×B2 and x ∈ X0 with ‖x‖H ≥ R if (G1) is satisfied and
〈PF (t, x+ y), x〉H < −〈PF (t, x+ y), z〉H
for (t, y, z) ∈ [0, T ]×B1×B2 and x ∈ X0 with ‖x‖H ≥ R if (G2) is satisfied. Since
‖z10‖H = 1, by the convergence (4.17), we can choose n0 ≥ 1 such that∥∥∥∥ Pun(t)‖Pwn(0)‖E0
∥∥∥∥
H
≥ ‖z10‖H − 1/2 = 1/2 for n ≥ n0 and t ∈ [0, T ].
Using this together with the fact that ‖Pwn(0)‖E0 → +∞ as n → +∞, we can
increase n0 ≥ 1 if necessary, and obtain
‖Pun(t)‖H = ‖Pwn(0)‖E0 ·
∥∥∥∥ Pun(t)‖Pwn(0)‖E0
∥∥∥∥
H
≥
1
2
‖Pwn(0)‖E0 ≥ R
for n ≥ n0 and t ∈ [0, T ]. This yields∫ T
0
〈PF (τ, snQun(τ) + Pun(τ)), cλPun(τ) + Pvn(τ)〉H dτ > 0 for n ≥ n0,
if condition (G1) is satisfied, and∫ T
0
〈PF (τ, snQun(τ) + Pun(τ)), cλPun(τ) + Pvn(τ)〉H dτ < 0 for n ≥ n0,
if condition (G2) is satisfied. Each of the above inequalities contradicts (4.18) and
thus the proof of lemma is completed. 
Let us now define the averaging map F̂ : E0 → E0 by the formula
F̂(x, y) := (0, F̂ (x)) for (x, y) ∈ E0 = X0 ×X0
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where we remind that in the above expression X0 = Ker (λI −A) and furthermore
F̂ (x) :=
∫ T
0
PF (τ, x) dτ for x ∈ X0,
In the following lemma we describe relation between the Brouwer degree of the
averaging map −A0 + F̂ and the geometrical conditions (G1) and (G2).
Lemma 4.7. There is a constant R0 > 0 such that the following assertions hold.
(i) If condition (G1) is satisfied, then −A0z + F̂(z) 6= 0 for ‖z‖E0 ≥ R0 and
degB(A0 − F̂, UR) = (−1)
dimX0 for R ≥ R0.
(ii) If condition (G2) is satisfied, then −A0z + F̂(z) 6= 0 for ‖z‖E0 ≥ R0 and
degB(A0 − F̂, UR) = 1 for R ≥ R0.
Here we denote Ur := {(x, y) ∈ E0 | ‖x‖H + ‖y‖H < r} for r > 0.
Before we start the proof we invoke the following lemma. For the proof we refer
the reader to [25, Theorem 5.2].
Lemma 4.8. There is a constant R0 > 0 such that the following assertions hold.
(i) If condition (G1) is satisfied, then F̂ (x) 6= 0 for ‖x‖H ≥ R0 and
degB(F̂ , U
0
R) = 1 for R ≥ R0.
(ii) If condition (G2) is satisfied, then F̂ (x) 6= 0 for ‖x‖H ≥ R0 and
degB(F̂ , U
0
R) = (−1)
dimX0 for R ≥ R0.
Here we denote U0r := {x ∈ X0 | ‖x‖H < r} for r > 0.
Proof of Lemma 4.7. Let us note that from Lemma 4.8 we obtain the existence
of R0 > 0 with the property that F̂ (x) 6= 0 for x ∈ X0 with ‖x‖H ≥ R0 and
degB(F̂ , U
0
R) = 1 for R ≥ R0 if condition (G1) holds,
degB(F̂ , U
0
R) = (−1)
dimX0 for R ≥ R0 if condition (G2) holds,
(4.19)
We show that R0 is also the constant that we seek in lemma. To this end, assume
that R > R0. Given ε > 0, let us introduce the maps Aε, F̂ε : E0 → E0 given by
Aε(x, y) := A0(x, y) + (0, εx) and F̂ε(x, y) := (0, εx+ F̂ (x)) for (x, y) ∈ E0.
One can easily check that
Ker (µI −Aε) = {0} for µ ∈ (−∞, 0]
and hence (−∞, 0] ⊂ ̺(Aε). Therefore we can define H˜ : [0, 1]× UR → E0 by
H˜(µ, (x, y)) := µAε(x, y) + (1− µ)(x, y) − (µI + (1− µ)A
−1
ε )F̂ε(x, y)
for µ ∈ [0, 1], (x, y) ∈ UR. We claim that H˜ has no zeros on ∂UR. Suppose contrary
to our claim that H˜(µ, (x, y)) = 0 for some µ ∈ [0, 1] and (x, y) ∈ ∂UR. If µ = 0
then (x, y) = A−1ε F̂ε(x, y) and consequently −A0(x, y) + F̂(x, y) = 0. Hence y = 0
and F̂ (x) = 0, where ‖x‖H = R > R0 by (4.4). This contradicts the choice of the
number R0. On the other hand, if µ ∈ (0, 1] then
(1/µ− 1)(x, y) +Aε(x, y) = (I + (1/µ− 1)A
−1
ε )F̂ε(x, y),
(x, y) = ((1/µ− 1)I +Aε)
−1(I + (1/µ− 1)A−1ε )F̂ε(x, y),
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which, by the resolvent identity, gives (x, y) = A−1ε F̂ε(x, y). Similarly as before
we deduce that y = 0 and F̂ (x) = 0, where ‖x‖H = R > R0. This is again a
contradiction and our claim follows. Using the claim and the homotopy invariance
degB(A0 − F̂, UR) = degB(Aε − F̂ε, UR) = degB(H(1, · ), UR)
= degB(H(0, · ), UR) = degB(I −A
−1
ε Fε, UR).
(4.20)
In view of (4.4) it follows that UR ⊂ U0R × U
0
R and furthermore
A−1ε Fε(x, y) = H˜(0, (x, y)) 6= (x, y) for (x, y) ∈ E0 \ UR.
Therefore, by the addition property of Brouwer degree
degB(I −A
−1
ε Fε, UR) = degB(I −A
−1
ε Fε, U
0
R × U
0
R). (4.21)
On the other hand, let us observe that a simply calculations show that
(I −A−1ε Fε)(x, y) = (−1/εF̂(x), y) for (x, y) ∈ E0.
Combining this with (4.21), (4.20) and the multiplication property we infer that
degB(A0 − F̂, UR) = degB(I −A
−1
ε Fε, UR) = degB(I −A
−1
ε Fε, U
0
R × U
0
R)
= degB(−F̂ , U
0
R) · degB(I, U
0
R) = (−1)
dimX0 degB(F̂ , U
0
R),
which together with (4.19) completes the proof of lemma. 
4.2. Proof of Theorem 4.2. Let us first observe that from Lemma 4.4 it follows
that there is a constant R1 > 0 such that for any T -periodic solution w = (u, v) :
[0,+∞)→ E of the equation (4.5) one has
‖Qw(t)‖E ≤ R1 for t ∈ [0, T ], (4.22)
which, by (2.2) and (2.8), implies that
‖Qu(t)‖α ≤ R1 for t ∈ [0, T ].
Using Lemma 4.6, we obtain a constant R2 > 0 such that the equation (4.10)
does not admit T -periodic solutions w : [0,+∞) → E such that ‖Pw(0)‖E0 ≥
R2. Furthermore, from Lemma 4.7 it follows that there is R3 > R2 such that
−A0z + F̂(z) 6= 0 for z ∈ E0 with ‖z‖E0 ≥ R3 and furthermore
degB(A0 − F̂, UR) = (−1)
dimX0 for R ≥ R3 if (G1) holds,
degB(A0 − F̂, UR) = 1 for R ≥ R3 if (G2) holds.
(4.23)
Let us define the following sets
U := {(x, y) ∈ E0 | ‖(x, y)‖E0 < R3 + 1},
V := {(x, y) ∈ E− ⊕E+ | ‖(x, y)‖E < R1 + 1},
where we remind that the norm ‖·‖E0 is given by (4.4) and ‖(x, y)‖E := ‖x‖α+‖y‖
for (x, y) ∈ E. Since the norms ‖ · ‖E and | · | are equivalent and E0 is a finite
dimensional space, it follows that the set U ⊕ V is open in the space E, which is
equipped with the norm | · |. We claim that
ΨT (s, (x, y)) 6= (x, y) for s ∈ [0, 1], (x, y) ∈ ∂(U ⊕ V ).
Indeed, if the claim is false, then there is s ∈ [0, 1] and a mild solution w : [0,+∞)→
E of the equation (4.5) such that w(0) = w(T ) ∈ ∂(U ⊕ V ). Then either Pw(0) =
Pw(T ) ∈ ∂U or Qw(0) = Qw(T ) ∈ ∂V . Since the inequality (4.22) holds, one has
‖Pw(0)‖E0 = R3 + 1 ≥ R2,
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which is impossible in view of the choice of the number R2 and the claim follows.
Therefore, by the homotopy invariance of topological degree
degC(I −ΦT , U ⊕ V ) = degC(I −ΨT (1, · ), U ⊕ V )
= degC(I −ΨT (0, · ), U ⊕ V ).
(4.24)
In the remain part of the proof we will show that
degC(I −ΨT (0, · ), U ⊕ V ) = (−1)
dk if (G1) holds and
degC(I −ΨT (0, · ), U ⊕ V ) = (−1)
dk−1 if (G2) holds.
(4.25)
Combining (4.24) and (4.25), the proof of theorem will be completed if only we
take W := U ⊕ V . To prove (4.25) we will consider on the space E0, the following
differential equation
w˙(t) = −A0w(t) +PF(t, w(t)), t > 0. (4.26)
If we denote by ψT : E0 → E0 the associated Poincare´ operator, then using Corol-
lary 2.9 (i), it is not difficult to see that
ΨT (0, z) = SA(T )z− + SA(T )z+ + ψT (z0) for z ∈ E,
where z± = Q±z, z0 = Pz. Let us denote by H : [0, 1]×E→ E the map given by
H(τ, z) := τSA(T )z+ + SA(T )z− + ψT (z0) for (τ, z) ∈ [0, 1]×E.
The rest of the proof is divided into five steps.
Step 1. We claim that H is a condensing homotopy, that is,
β(H([0, 1]× Ω)) ≤ e−δTβ(Ω)
for any bounded Ω ⊂ E, where δ > 0 is a constant. Indeed, if Ω ⊂ E bounded, then
using properties of Hausdorff measure of noncompactness (see Appendix), one has
β(H([0, 1]× Ω)) ≤ β({τSA(T )Q+z | τ ∈ [0, 1], z ∈ Ω})
+ β(SA(T )Q−Ω) + β(ψT (PΩ))
= β({τSA(T )Q+z | τ ∈ [0, 1], z ∈ Ω}),
where the last inequality follows from the fact that the sets SA(T )Q−Ω and ψT (PΩ)
are relatively compact as continuous images of relatively compact sets. Since
{τSA(T )Q+z | τ ∈ [0, 1], z ∈ Ω} ⊂ conv((SA(T )Q+Ω) ∪ {0}),
by the properties of the Hausdorff measure of noncompactness again, we infer that
β({τSA(T )Q+z | τ ∈ [0, 1], z ∈ Ω}) ≤ β(conv((SA(T )Q+Ω) ∪ {0}))
= β((SA(T )Q+Ω) ∪ {0}) = β(SA(T )Q+Ω).
(4.27)
Therefore, by (4.27), (3.4) and (3.3), we deduce that
β(H([0, 1]× Ω)) ≤ β(SA(T )Q+Ω) ≤ e
−δTβ(Q+Ω) ≤ e
−δTβ(Ω)
and the claim follows.
Step 2. We prove that H(τ, z) 6= z for τ ∈ [0, 1] and z ∈ ∂(U ⊕ V ). To see
this suppose that H(τ, z) = z for some τ ∈ [0, 1] and z ∈ ∂(U ⊕ V ). Then, from
Corollary 2.9 (i) it follows that
τSA(T )z+ + SA(T )z− = z+ + z− and ψT (z0) = z0. (4.28)
Let us note that every mild solution of the equation (4.26) is also a mild solution of
the equation (4.10) with the parameters µ = 1 and s = 0. Using this fact together
EFFECT OF RESONANCE ON THE EXISTENCE OF PERIODIC SOLUTIONS... 23
with the inequality R3+1 > R2, we infer that ψT (z) 6= z for z ∈ ∂U which implies
that z− + z+ ∈ ∂V and furthermore
τSA(T )z+ = z+ and SA(T )z− = z−
The second equality together with Theorem 2.2 (iii), give z− ∈ KerA = Ker (λI −
A) × {0} and consequently z− ∈ E0. But z− ∈ E−, which implies that z− = 0.
Then z+ ∈ ∂V and τSA(T )z+ = z+. Iterating this equation k-times we obtain
τkSA(kT )z+ = z+ for k ≥ 1. Hence, using (2.11), we obtain
‖z+‖E = ‖τ
kSA(kT )z+‖E ≤Mτ
ke−δkT ‖z+‖E for k ≥ 1.
This implies that z+ = 0 and consequently 0 = z+ + z− ∈ ∂V . This contradicts
definition of V and the claim follows.
Step 3. In this step we prove that
degC(I −ΨT (0, · ), U ⊕ V ) = (−1)
dk−1 · degB(I − ψT , U). (4.29)
To this end, let us note that by Step 1 and Step 2, H is an admissible homotopy
and consequently
degC(I −ΨT (0, · ), U ⊕ V ) = degC(I −H(1, · ), U ⊕ V )
= degC(I −H(0, · ), U ⊕ V ).
(4.30)
Since E− is a finite dimensional space, the auxiliary linear operator L : E+⊕E− →
E+⊕E− given by L(z) = SA(T )z−, is compact and Ker (I−L) = {0}, as we shown
in Step 2. Hence, by the multiplication property of Leray-Schauder degree
degC(I −H(0, · ), U ⊕ V ) = degLS(I −H(0, · ), U ⊕ V )
= degLS(I − L, V ) · degB(I − ψT , U).
(4.31)
If λ = λk with k = 1, then by Theorem 2.6 one has E− = {0} and L = 0. Hence,
by (4.31), we obtain (4.29). If k ≥ 2 then denoting
V− := {z ∈ E− | ‖z‖E < R1 + 1}, V+ := {z ∈ E+ | ‖z‖E < R1 + 1}
and using addition and multiplication property of topological degree
degLS(I − L, V ) = degLS(I − L, V− ⊕ V+)
= degLS(I, V+) · degB(I − SA(T )|E
−
, V−)
= degB(I − SA(T )|E
−
, V−) = (−1)
m0 ,
(4.32)
where m0 is the sum of algebraic multiplicities of real eigenvalues of the operator
SA(T )|E
−
which are greater than 1. To determine the number m0 precisely, let us
note that, by Theorem 2.6 (i), one has E− = K
−
1 ⊕ . . . ⊕K
−
k−1. Furthermore, by
Lemma 2.7, we have the inclusions
K−i ⊂ Ker (µ
−
i I −A) ⊂ Ker (e
−µ−
i
T I − SA(T )) for i = 1, 2, . . . , k − 1,
where the numbers µ−i are from Theorem 2.2. Using this with Lemma 2.8, gives
σ(SA(T )|E
−
) = {e−µ
−
i
T | 1 ≤ i ≤ k − 1}
and the algebraic multiplicity of each eigenvalue e−µ
−
i
T is equal to dimK−i . Since,
µ−i < 0 for i = 1, . . . , k − 1 one has
m0 =
k−1∑
i=1
dimK−i = dimE−,
which together with (4.32) gives
degLS(I − L, V ) = (−1)
dk−1 . (4.33)
Combining (4.30), (4.31) and (4.33) yields (4.29) as desired.
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Step 4. Let us prove that
degB(I − ψT , U) = degB(A0 − F̂, U). (4.34)
For this purpose, consider the family differential equations of the form
w˙(t) = −µA0w(t) + µPF(t, w(t)), t > 0. (4.35)
where µ ∈ (0, 1] is a parameter and let ΘµT : E0 → E0 be the Poincare´ operator
associated with this equation. Let us note that every mild solution of the equation
(4.35) is also a mild solution of the equation (4.10) with the parameter s = 0. From
this fact and the definition of U we deduce that ΘµT (x, y) 6= (x, y) for µ ∈ (0, 1] and
(x, y) ∈ ∂U . Therefore, for any µ ∈ (0, 1], we have
degB(I − ψT , U) = degB(I −Θ
1
T , U) = degB(I −Θ
µ
T , U). (4.36)
Observe that the neighborhood U was chosen such that
−A0(x, y) + F̂(x, y) 6= 0 for (x, y) ∈ E0 \ U.
Hence, by Theorem 6.1, there is µ0 ∈ (0, 1) such that for any µ ∈ (0, µ0] one has
degB(I −Θ
µ
T , U) = degB(A0 − F̂, U). (4.37)
Therefore, combining (4.36) with (4.37) gives (4.34).
Step 5. Finally we are in the position to prove (4.25). To this end it is enough
to combine (4.23) with the assertions from Steps 3 and 4. Thus the proof of the
theorem is completed. 
5. Applications
In this section we provide applications of the abstract results obtained in the
previous sections to partial differential equations. We will assume that Ω ⊂ Rn,
n ≥ 1, is an open bounded set with the boundary ∂Ω of class C1. Consider the
strongly damped wave equation{
utt = −cAut −Au+ λu+ f(t, x, u), t > 0, x ∈ Ω,
u(t, x) = 0 t ≥ 0, x ∈ ∂Ω,
(5.1)
where c > 0 is a damping factor, λ is a real number and A is a differential operator
of the following form
Au¯(x) = −
n∑
i,j=1
Dj(aij(x)Diu¯(x)) for u¯ ∈ C
1(Ω),
which is symmetric aij = aji ∈ C1(Ω) and uniformly elliptic, that is,∑
1≤i,j≤n
aij(x)ξ
iξj ≥ c0|ξ|
2 for x ∈ Ω, ξ ∈ Rn, where c0 > 0.
Furthermore assume that f : [0,+∞)× Ω× R→ R is a continuous map such that
(E1) there is L > 0 such that if t ∈ [0,+∞), x ∈ Ω and s1.s2 ∈ R, then
|f(t, x, s1)− f(t, x, s2)| ≤ L|s1 − s2|;
(E2) there is m > 0 such that
|f(t, x, s)| ≤ m for t ∈ [0,+∞), x ∈ Ω, s ∈ R;
(E3) there is T > 0 such that
f(t, x, s) = f(t+ T, x, s) for t ∈ [0,+∞), x ∈ Ω, s ∈ R.
EFFECT OF RESONANCE ON THE EXISTENCE OF PERIODIC SOLUTIONS... 25
Let us introduce the abstract framework for the equation (5.1). To this end, let us
denote X := Lp(Ω), for p ≥ 2, and define the operator Ap : X ⊃ D(Ap)→ X by
D(Ap) :=W
2,p(Ω) ∩W 1,p0 (Ω), Apu¯ := Au¯ for u¯ ∈ D(Ap).
It is known (see e.g. [7], [36], [37]) that Ap is a positive sectorial operator. Let us
denote by Xα := D(Aαp ), for α ∈ (0, 1), the associated fractional space and define
the map F : [0,+∞)×Xα → X , given for any u¯ ∈ Xα, by
F (t, u¯)(x) := f(t, x, u¯(x)) for t ∈ [0,+∞), x ∈ Ω.
We call F the Nemitskii operator associated with f . We are ready to write the
equation (5.1) in the following abstract form
u¨(t) = −Apu(t)− cApu˙(t) + λu(t) + F (t, u(t)), t > 0 (5.2)
Remark 5.1. (a) We claim that assumptions (A1)− (A3) are satisfied.
Indeed, (A1) holds because Ap has compact resolvent as it was proved for example
in [7], [36], [37]. To see that (A2) holds it is enough to take H := L2(Ω) equipped
with the standard inner product and norm. Since p ≥ 2 and Ω is a bounded set,
the embedding i : Lp(Ω) →֒ L2(Ω) is well-defined and continuous. Furthermore, if
we define Â := A2, then
i(D(Ap)) ⊂ D(Â) and i(Apu¯) = Âi(u¯) for u¯ ∈ D(Ap),
which shows that Ap ⊂ Â in the sense of the inclusion i × i. Since the operator Â
is self-adjoint (see e.g. [7]) we see that the assumption (A3) is also satisfied.
(b) Let us observe that F is satisfies assumptions (F1), (F3), (F4) and (F5).
Since f satisfies assumptions (E1) − (E3), the fact that conditions (F1), (F4)
and (F5) hold is straightforward. We only show assumption (F3). To this end
take a bounded sequence (u¯n) in X
α. Since Ap has compact resolvents, by [19,
Theorem 1.4.8], the inclusion Xα →֒ X is compact, and hence, passing if necessary
to a subsequence, we can assume that u¯n → u¯0 in X as n → +∞. Therefore,
using (E2) and the dominated convergence theorem, it is not difficult to verify that
F (u¯n)→ F (u¯0) in X as n→ +∞, which proves that (F3) holds. 
5.1. Properties of the Nemitskii operator. We proceed to examine when the
the Nemitskii operator F satisfies geometrical conditions (G1) and (G2). Let us
first note that, by Remark 2.1, the spectrum σ(Ap) of the operator Ap consists of
the sequence of positive eigenvalues
0 < λ1 < λ2 < . . . < λi < λi+1 < . . .
which is finite or λi → +∞ as i → +∞. We recall also that Xα+, X
α
− and X0 are
subspaces obtained in Remark 2.5, but this time for the operator Ap. In particular
X0 = Ker (λI − Ap). Let us start with the following theorem which says that
the conditions (G1) and (G2) are implicated by the well-known Landesman-Lazer
conditions introduced in [27].
Theorem 5.2. Let f+, f− : [0,+∞)× Ω→ R be continuous functions such that
f±(t, x) = lim
s→±∞
f(t, x, s) for x ∈ Ω, uniformly for t ∈ [0,+∞).
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(i) Assume that for every t ∈ [0, T ] the following holds
(LL1)
∫
{u>0}
f+(t, x)u¯(x) dx +
∫
{u<0}
f−(t, x)u¯(x) dx > 0 for u¯ ∈ X0 \ {0}.
If the sets B1 ⊂ Xα+⊕X
α
− and B2 ⊂ X0 are bounded in the norms ‖ · ‖α and
‖ · ‖L2, respectively, then there is a constant R > 0 such that
〈F (t, w¯ + u¯), u¯〉L2 > −〈F (t, w¯ + u¯), v¯〉L2
for any t ∈ [0, T ] and (w¯, v¯, u¯) ∈ B1 ×B2 ×X0, with ‖u¯‖L2 ≥ R.
(ii) Assume that for every t ∈ [0, T ] the following holds
(LL2)
∫
{u>0}
f+(t, x)u¯(x) dx +
∫
{u<0}
f−(t, x)u¯(x) dx < 0 for u¯ ∈ X0 \ {0}.
If the sets B1 ⊂ Xα+⊕X
α
− and B2 ⊂ X0 are bounded in the norms ‖ · ‖α and
‖ · ‖L2, respectively, then there is a constant R > 0 such that
〈F (t, w¯ + u¯), u¯〉L2 < −〈F (t, w¯ + u¯), v¯〉L2
for any t ∈ [0, T ] and (w¯, v¯, u¯) ∈ B1 ×B2 ×X0, with ‖u¯‖L2 ≥ R.
Proof. Except for technical modifications, the argument goes in the lines of the
proof of [24, Theorem 4.3]. We encourage the reader to reconstruct details. 
The following theorem shows that the conditions (G1) and (G2) are also impli-
cated by the strong resonance conditions, studied for example in [4], [38].
Theorem 5.3. Let f∞ : [0,+∞)× Ω→ R be a continuous function such that
f∞(t, x) = lim
|s|→+∞
f(t, x, s) · s for x ∈ Ω, uniformly for t ∈ [0,+∞). (5.3)
(i) Assume that
(SR1)

there is a function h ∈ L1(Ω) such that
f(t, x, s) · s ≥ h(x) for (t, x, s) ∈ [0,+∞)× Ω× R and∫
Ω
f∞(t, x) dx > 0 for t ∈ [0, T ].
If the sets B1 ⊂ Xα+⊕X
α
− and B2 ⊂ X0 are bounded in the norms ‖ · ‖α and
‖ · ‖L2 , respectively, then there is a constant R > 0 such that
〈F (t, w¯ + u¯), u¯〉L2 > −〈F (t, w¯ + u¯), v¯〉L2
for any t ∈ [0, T ] and (v¯, w¯, u¯) ∈ B1 ×B2 ×X0, with ‖u¯‖L2 ≥ R.
(ii) Assume that
(SR2)

there is a function h ∈ L1(Ω) such that
f(t, x, s) · s ≤ h(x) for (t, x, s) ∈ [0,+∞)× Ω× R and∫
Ω
f∞(t, x) dx < 0 for t ∈ [0, T ].
If the sets B1 ⊂ Xα+⊕X
α
− and B2 ⊂ X0 are bounded in the norms ‖ · ‖α and
‖ · ‖L2 , respectively, then there is constant R > 0 such that
〈F (t, w¯ + u¯), u¯〉L2 < −〈F (t, w¯ + u¯), v¯〉L2
for any t ∈ [0, T ] and (v¯, w¯, u¯) ∈ B1 ×B2 ×X0, with ‖u¯‖L2 ≥ R.
Proof. Similarly as before, with some technical modifications, the argument goes
in the lines of the proof of [24, Theorem 4.5]. We encourage the reader one more
time to reconstruct details. 
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Remark 5.4. Let us observe that under the assumptions of Theorem 5.3 one has
f±(t, x) = lim
s→±∞
f(t, x, s) = 0 for x ∈ Ω,
which implies that the Landesman-Lazer conditions (LL1) and (LL2) used in The-
orem 5.2 are not valid in this case. 
5.2. Criteria on existence of periodic solutions. Let us observe that the equa-
tion (5.2) can by written as
w˙(t) = −Apw(t) + F(t, w(t)), t > 0. (5.4)
where Ap : E ⊃ D(Ap)→ E is a linear operator on E := Xα ×X given by
D(Ap) := {(u¯, v¯) ∈ X
α ×X | u¯+ cv¯ ∈ D(Ap)}
Ap(u¯, v¯) := (−v¯, Ap(u¯+ cv¯)− λu¯)
and F : [0,+∞) × E → E is a map defined by F(t, (u¯, v¯)) := (0, F (t, u¯)) for
t ∈ [0,+∞) and (u¯, v¯) ∈ E. Similarly as before we assume that the space E is
equipped with the norm | · |, obtained in Proposition 3.2. Then Remark 5.1 (b) and
Proposition 3.3 (a) assert that the Poincare´ operator ΦT : E→ E associated with
the equation (5.4) is well-defined, continuous and
β(ΦT (Ω)) ≤ e
−δTβ(Ω) for any bounded Ω ⊂ E,
where δ > 0 is a constant. Let us first prove the following criterion with Landesman-
Lazer type conditions.
Theorem 5.5. Let f+, f− : [0,+∞)× Ω→ R be continuous functions such that
f±(t, x) = lim
s→±∞
f(t, x, s) for x ∈ Ω, uniformly for t ∈ [0,+∞).
If λ = λk is the k-th eigenvalue of the operator Ap, then there is an open set W ⊂ E
such that ΦT (x, y) 6= (x, y) for (x, y) ∈ ∂W and:
(i) degC(I −ΦT ,W ) = (−1)dk if condition (LL1) is satisfied,
(ii) degC(I −ΦT ,W ) = (−1)dk−1 if condition (LL2) is satisfied,
Here dl is such that d0 := 0 and dl :=
∑l
i=1 dimKer (λiI −A) for l ≥ 1.
Proof. The proof is a consequence of Theorem 4.2 and Theorem 5.2 
Now we proceed to the following criterion with strong resonance conditions.
Similarly as in Theorem 5.3 we make the restriction that Ω ⊂ Rn where n ≥ 3.
Theorem 5.6. Let f∞ : [0,+∞)× Ω→ R be a continuous function such that
f∞(t, x) = lim
|s|→+∞
f(t, x, s) · s for x ∈ Ω, uniformly for t ∈ [0,+∞). (5.5)
If λ = λk is the k-th eigenvalue of the operator Ap, then there is a neighborhood
W ⊂ E such that ΦT (x, y) 6= (x, y) for (x, y) ∈ ∂W and
(i) degC(I −ΦT ,W ) = (−1)dk if condition (SR1) is satisfied,
(ii) degC(I −ΦT ,W ) = (−1)dk−1 if condition (SR2) is satisfied.
Here d0 := 0 and dl :=
∑l
i=1 dimKer (λiI −A) for l ≥ 1.
Proof. The proof is a consequence of Theorem 4.2 and Theorem 5.3 
Remark 5.7. By Theorems 5.5 and 5.6 and existence property of topological degree
it follows that the equation (5.4) admits a T -periodic mild solution provided either
Landesman-Lazer or strong resonance conditions are satisfied.
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6. Appendix
6.1. The Brouwer degree. Consider the finite dimensional space X and let
U ⊂ X be an open bounded set. For a continuous map f : U → X , such that
f(x) 6= 0 for x ∈ ∂U , one can assign the integer number degB(f, U), called the
Brouwer degree, with the following properties.
(B1) (Existence) If degB(f, U) 6= 0 then there is x ∈ U such that f(x) = 0.
(B2) (Additivity) If f : U → X is such that f(x) 6= 0 for x ∈ ∂U and U1, U2 ⊂ U
are open disjoint sets such that {x ∈ U | f(x) = 0} ⊂ U1 ∪ U2, then
degB(f, U) = degB(f|U1 , U1) + degB(f|U2 , U2).
(B3) (Homotopy invariance) If a continuous map h : [0, 1] × U → X is such that
h(λ, x) 6= 0 for (λ, x) ∈ [0, 1]× ∂U , then
degB(h(0, · ), U) = degB(h(1, · ), U).
(B4) (Normalization) If 0 ∈ U then degB(I, U) = 1.
(B5) (Multiplication) Let U and V be open bounded subsets of finite dimensional
spaces X and Y , respectively and let f : U → X and g : V → Y be continuous
maps such that f(x) 6= 0 for x ∈ ∂U and g(y) 6= 0 for y ∈ ∂V . Then
(f × g)(x, y) 6= 0 for (x, y) ∈ ∂(U × V ) and
degB(f × g, U × V ) = degB(f, U) · degB(g, V ).
Let us consider the following family of differential equations
u˙(t) = µf(t, u(t)), t > 0 (6.1)
where µ ∈ [0, 1] is a parameter and f : [0,+∞)×X → X is a continuous bounded
map. It is well-known that, for every initial data x ∈ X and parameter µ ∈ (0, 1],
there is a smooth solution u( · ;µ, x) : [0,+∞) → X of the equation (6.1). Given
T > 0, let ϕµT : R
n → Rn be a Poincare´ operator associated with this equation:
ϕµT (x) = u(T ;µ, x) for µ ∈ (0, 1] and x ∈ X.
The following result is a classical degree formula which connects the Brouwer degree
of the operator ϕµT with the averaging of the right hand side of the equation (6.1).
Theorem 6.1. (see [17], [26]) Assume that U ⊂ X is an open bounded set such
that f(x) 6= 0 for x ∈ ∂U . Then there is µ0 > 0 such that, if µ ∈ (0, µ0] then
ϕµT (x) 6= x for x ∈ ∂U and
degB(I − ϕ
µ
T , U) = degB(−f̂ , U),
where f̂(x) := 1
T
∫ T
0 f(τ, x) dτ for x ∈ R
n is an averaging of the map f .
6.2. Hausdorff measure of noncompactness. We briefly recall the notion of
Hausdorff measure of noncompactness. For more details see [13], [15]. Let X0 ⊂ X
be a linear subspace of an infinite dimensional Banach space X equipped with
a norm ‖ · ‖. The Hausdorff measure of noncompactness βX0 of bounded subset
Ω ⊂ X0 is defined as
βX0(Ω) := inf{r > 0 | Ω ⊂
kr⋃
i=1
B(xi, r), where xi ∈ X0 for i = 1, . . . , kr},
where B(x, r) = {y ∈ X | ‖y− x‖ < r}. The measure has the following properties:
(M1) βX0(Ω) = 0 if and only if Ω ⊂ X0 is a relatively compact set,
(M2) if Ω1,Ω2 are bounded sets and Ω1 ⊂ Ω2, then βX0(Ω1) ≤ βX0(Ω2),
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(M3) βX0(convΩ) = βX0(Ω) for any bounded Ω ⊂ X0,
(M4) if Ω,Ω1,Ω2 are bounded sets and λ ∈ R, then
βX0(λΩ) = |λ|βX0(Ω) and βX0(Ω1 +Ω2) ≤ βX0(Ω1) + βX0(Ω2).
If X0 = X then for abbreviation we write β := βX0 . In the general situation the
measures β and βX0 are not equal. However we have the following lemma.
Lemma 6.2. Assume that there is a bounded linear map P : X → X with P (X) =
X0, Px = x for x ∈ X0 and ‖P‖ ≤ 1. Then, for any bounded set Ω ⊂ X0, we have
βX(Ω) = βX0(Ω).
Proof. According to the definition of β, the inequality βX0(Ω) ≥ βX(Ω) holds
for any bounded set Ω ⊂ X0. To verify the opposite inequality, let us take ε > 0
and consider the covering of Ω by a finite number of balls B(x1, rε), B(x2, rε), . . . ,
B(xn, rε) with radius rε := β(Ω) + ε. Then, for any x ∈ B(xi, rε), we have ‖Px−
Pxi‖ ≤ ‖x − xi‖ ≤ rε, which implies that PB(xi, rε) ⊂ B(Pxi, rε). Consequently,
for any Ω ⊂ X0,
Ω = PΩ ⊂ P
k⋃
i=1
B(xi, rε) =
k⋃
i=1
PB(xi, rε) ⊂
k⋃
i=1
B(Pxi, rε)
and therefore the balls B(Px1, rε), B(Px2, rε), . . . , B(Pxn, rε) make a covering of
Ω in X0. Since ε > 0 is arbitrary small, it follows that βX0(Ω) ≤ βX(Ω) and the
proof is completed. 
6.3. Topological degree for condensing vector fields. We briefly describe the
topological degree for condensing vector fields. For more details and construction
see [32], [33], [34]. Let U ⊂ X be an open bounded subset of infinite dimensional
Banach space X and let f : U → X be a continuous map. Given k ∈ [0, 1), we say
that the map f is k-condensing provided
β(f(Ω)) ≤ kβ(Ω) for any bounded set Ω ⊂ U,
where β is the Hausdorff measure of noncompactness onX . The map h : [0, 1]×U →
X is called a k-condensing homotopy provided
β(h([0, 1]× Ω)) ≤ kβ(Ω) for any bounded set Ω ⊂ U.
We say that the vector field I−f : U → X is admissible if f : U → X is k-condensing
and f(x) 6= x for x ∈ ∂U . For an admissible map I − f : U → X , we can assign the
integer number degC(I − f, U), called the topological degree for condensing vector
fields, satisfying the following properties.
(C1) (Existence) If degC(I − f, U) 6= 0, then there is x ∈ U such that F (x) = x.
(C2) (Additivity) If I−f : U → X is an admissible map and U1, U2 ⊂ U are disjoint
open sets such that {x ∈ U | F (x) = x} ⊂ U1 ∪ U2, then
degC(I − f, U) = degC(I − f|U1 , U1) + degC(I − f|U2 , U2).
(C3) (Homotopy invariance) If h : [0, 1]×U → X is a k-condensing homotopy such
that h(λ, x) 6= x for (λ, x) ∈ [0, 1]× ∂U , then
degC(I − h(0, · ), U) = degC(I − h(1, · ), U).
(C4) (Normalization) If 0 ∈ U then degC(I, U) = 1.
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