Abstract. We use the polynomial method to derive upper and lower bounds on the distance distribution of nonbinary codes in the Hamming space. Applications of the bounds include a better asymptotic upper bound on the weight distribution of Goppa codes from maximal curves, a new upper bound on the size of a q-ary code with a given rth generalized weight, improved estimates of the size of secant spaces of algebraic curves over Fq ; and remarks on the error exponents for the q-ary symmetric channel.
Introduction
Polynomial method is a powerful technique for obtaining bounds on parame- For nonbinary linear codes, and in particular, for codes from algebraic curves, estimates of the weight distribution were derived in 12 , 13 . The present paper aims at improving these results by deriving inequalities, which are tighter in many cases and in addition do not rely on linearity of codes. The general method is presented in Section 2. It is applicable to any linear form of the distance coe cients, for instance, probability of undetected error see 3 , 4 for details or probability of error for bounded-distance decoding. Known applications of these estimates include an improved lower bound on the reliability function of the q-ary symmetric channel for large q 13 . Another application of the bounds derived below is related to bounds on the size of codes with a given d r rth higher weight, and follows the lines of 7 where only the case q = 2 w as studied. We improve the results in 27 for r 2. In 28 the bounds of 27 w ere applied to deriving new estimates of the minimal size of secant spaces of algebraic curves. These results are also improved in the present paper. We usually omit proofs that are generalized straightforwardly from the binary case.
2. Preliminaries 2.1. Notation. Let X = F n q be the Hamming space and C X a code. Let R = 1 =n log q jCj be the rate of C. Its distance distribution is the n + 1-vector A 0 ; A 1 ; : : : ; A n ; where A i = A i C : = 1 =jCjjfc; c 0 2 C 2 : distc; c 0 = igj: The minimal d 1 such that A i 6 = 0 is called the distance of C. Let a = log q A n :
The dual distance distribution is de ned as a vector A ? 0 ? ; where we put i = n;d= n;d ? = ? n:
The following proposition is a starting point of our estimates. 3. Krawtchouk polynomials. This is a family of polynomials K k x = K k q; n; x orthogonal on f0; 1; : : : ; n g with weight equal i a t i = 0 ; : : : ; n and 0 otherwise. We h a ve hK i ; K j i = q n i ij :
In particular, K 0 = 1 : For any polynomial Zx = P i=0 z i K i x w e t h us have
The following properties are standard:
n , i n , w Now let us assume that only the distance or dual distance of a code is known.
We start with the case of known d. To guarantee feasibility of polynomial 13, we put d ? = 1 in 14. Now from Theorem 2 we obtain the following corollary. It is well known that for MDS codes this bound is tight. Let us prove this using the results in this section. Consider the following example. Now using the estimate for F w C ? from Corollary 1, we obtain the following. Codes with distance distribution bounded above b y the right-hand side of 19 have a n umber of important properties; therefore, the bounds obtained in coding theory are usually compared to this binomial" distribution. In particular, the following upper bound was derived in 13 For linear codes from algebraic curves estimate 21 can be improved 13 . To state this result let us assume that C is a q-ary geometric Goppa code constructed from a smooth absolutely irreducible projective curve o f g e n us g and an F q -rational divisor of degree a 2g , 1 Now let x = n;w= !n:Then we obtain a R + 2 H q ! , 1 , n ,1 log q p n ww ! ? :
Further, taking logarithm of the summation term in the sum for p x ww we obtain g;!: It remains to optimize on the hitherto free parameter !:We take ! = ! as long as the coe cients z j of Z !n x are negative for j = d ? ; Let us shorten C with respect to these`and , i.e., restrict ourselves to the set of vectors C`; and project them on 1; : : : ; n n`: Denote the resulting code by C1; clearly, it satis es the assertion of the lemma for t = 1 : The full claim now follows by applying the described procedure recursively t times. improving upper bounds on the error probability P e of decoding for q-ary codes used on the q-ary symmetric channel qSC with error probability p. The error probability f o r a c o d e C is de ned as It is known that ER;p 0 for R 2 0; 1 , H q p, and one of the main problems of asymptotic coding theory is establishing the exact form of this function 9 .
The best known lower estimate of ER;p is obtained by computing P e C;p for a sequence of codes C n with distance distribution that satis es 19 where pn i s a function of polynomial growth note that these codes asymptotically attain the For codes C n with distance distribution satisfying 19 and error probability i n t h e channel p 2 0; p e , the error probability of decoding is determined by decoding errors that result in code vectors of weight 0 n. Furthermore, for p 2 p e ; p c ; the typical weight of the code vector in the case of error event i s nq ,1 q p= 1 + q , 1 q p: This value equals n 0 for p = p e and shifts away from it for larger p: For codes on maximal curves and large q there is an interval of code rates in which the minimum distance = 1 ,R, p q ,1 ,1 0 : Together with the bound 27 this was used in 13 to improve the lower estimate 29 for low p. Since the estimate of Proposition 8 is better than 27, this yields further sharpening of the bound 29a.
As proved by Vl adut see 13 , there exist families of algebraic-geometry codes with relative distance max 0 R; 1 , R , p q , 1 ,1 and weight spectrum that, depending on R, is either at most binomial 19 or bounded above b y a function smaller than binomial. This result gives better estimates of ER;p than the results discussed in this section. However, Vl adut 's proof is an existence theorem, while the family of codes on maximal curves discussed here is polynomially constructible.
5. Asymptotic lower bounds and applications 5.1. Lower bounds. The following theorem is generalized directly from 21 . The proof is completed by using this inequality to bound the right-hand side of 31.
In particular, it is possible to use the polynomial suggested in 1 to improve the estimate of Theorem 9. 1 R; we obtain in 32 2 R 0:6899: The best known upper bounds on 1 R and R; were obtained i n 1 . We have 1 R 0:4600; using this in 32, we obtain 2 R 0:6878: Prop. 12 gives a much better estimate 2 R 0:6173: The lower VG b ound for this rate is 0:5231:
The second application is related to a more geometric view of higher weights.
Let C be a k-dimensional linear code with the generator matrix A = a 1 ; : : : ; a n ; where a i denotes the ith column. C is a linear mapping takes m 2 F k q to mA 2 F n q . Now let X be a curve o ver F q projective smooth absolutely irreducible with n F q -rational points and let H be a projective subspace of P F k,1 q of dimension`= k ,1,r. If H X = m; then H is called an m-secant`-plane of X:Size of secant spaces is important for the study of geometry of curves over nite elds 28 . As observed in that paper, an upper bound on d r of the form d r f r n; k implies the existence of an n , f r n; k-secant`-plane for X. Hence Proposition 12 improves the lower asymptotic bound on the size of F q -rational secant planes.
Finally, l o wer bounds on the distance distribution were used in 21 to improve upper bounds on ER;p for the binary symmetric channel. Similar results are possible for the qSC; we will not elaborate on this.
Further applications
Let us outline some further results that are possible along the lines of this paper and related works. In Theorems 4 9 we were only interested in the asymptotic bounds on the distance distribution. It is possible to formulate these bounds for speci c codes of any given length, taking into account further properties of the codes. As shown in 5 , this enables one sometimes to improve general results for speci c codes. Apart from this, one can use Proposition 1 to derive bounds on other linear forms of the distance coe cients of the code. Among the most wellknown examples is the probability of undetected error for a code with the distance distribution fA i ; 0 i ng used over a q-ary symmetric channel with crossover probability p, which equals P ue C;p = n X i=1 A i p i q , 1 ,i 1 , p n,i :
Putting F w C = P ue C;p in Proposition 1 we can derive lower bounds on this probability related results were obtained in 4 , pt.II. Similar estimates are also possible for the error probability of bounded distance decoding as long as the decoding spheres are disjoint.
