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Abstract
The existence of bifurcating periodic flows in a quasi-geostrophic mathematical model of wind-
driven circulation is investigated. In the model, the Ekman number r and Reynolds number R control
the stability of the motion of the fluid. Through rigorous analysis it is proved that when the basic
steady-state solution is independent of the Ekman number, then a spectral simplicity condition is
sufficient to ensure the existence of periodic solutions branching off the basic steady-state solution
as the Ekman number varies across its critical value for constant Reynolds number. When the ba-
sic solution is a function of Ekman number, an additional condition is required to ensure periodic
solutions.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Bifurcation analysis plays a crucial role in understanding qualitative changes of flow
regimes of oceanic and atmospheric circulation equations. From the view point of numer-
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Charney and DeVore [2], Veronis [19,20], and Pedlosky [15] to determine the occurrence
of multi steady-state solutions, whereas Jiang et al. [9], Jin and Ghil [10] predicted periodic
circulatory motions.
Because wind-driven circulation problems embody extremely complex physical mech-
anisms, to aid understanding it is beneficial to study simplified models (see Ghil and
Childress [6], Lions et al. [13,14], and Pedlosky [16]). For example, Pedlosky [16] de-
veloped a suitable mathematical model describing mid-latitude wind-driven circulation
through a quasi-geostrophic approximation. This model describes the dynamics of cir-
culation flow-driven by a wind stress and influenced by Ekman friction layers, bottom
topography, and a β-plane approximation of the Coriolis force.
The purpose of this study is to derive a general Hopf bifurcation theorem of the two-
dimensional simplified wind-driven circulation equation (see Pedlosky [16, Eq. (5.2.22)])
which can be expressed in the following dimensionless vorticity formulation:
∂t∆ψ + r∆ψ − 1
R
∆2ψ + β∂xψ + J (ψ,∆ψ + ηB ) = β curl τ in Ω (1)
together with the free slip boundary condition
ψ = 0, ∆ψ = 0 on ∂Ω. (2)
Here J (ψ,φ) = ∂xψ∂yφ − ∂yψ∂xφ is the advection operator, ψ = ψ(x, y, t) describes a
geostrophic stream function, τ = (τ1(x, y), τ2(x, y)) is a steady-state wind stress applied
on the circulation basin Ω . The x-axis points eastwards and the y-axis northwards. The
zonal and meridional velocity components u and v are given by
u = −∂yψ, v = ∂xψ,
and the relative vorticity ζ is defined by ζ = ∆ψ .
The mathematical formulation (1) is a quasi-geostrophic approximation of the shallow
water equation under the effect of a Coriolis force (see [16]). The parameter η
B
= η
B
(x, y)
is a function measuring the topography height of the bottom of the original fluid domain.
Control parameters defining the fluid motion are Reynolds number R, the Ekman number r
measuring the effects of friction arising from the top and bottom Ekman layers of the
fluid, and the number β is derived from a β-plane approximation of the Coriolis force.
The interested reader may find further descriptions of this equation and the theoretical
background by consulting Pedlosky [16, pp. 260–261].
The existence of bifurcating periodic solutions branching off a basic steady-state solu-
tion of an ordinary differential equation system was first derived by Hopf [7,8]. The Hopf
bifurcation theorem of Navier–Stokes equations is well-established under the assumption
that the nonreal eigenvalue of the linearized spectral problem satisfies the simplicity con-
dition and a condition relating to the transversal crossing of the imaginary axis at a critical
value of Reynolds number (see Yudovich [22], Joseph and Sattinger [11]). Equation (1) is
similar in form to the vorticity formulation of Navier–Stokes equations. Thus the Hopf bi-
furcation theorem derived in [11] is applicable to (1) to ensure the existence of bifurcating
periodic solutions as the Reynolds number varies across a critical value Rc for constant
Ekman number. However (1) also depends on the Ekman number r and this introduces
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the existence of bifurcating periodic solutions of (1) as the parameter r varies across an
Ekman critical value rcr under the constraint that the number β and the Reynolds number
R > 0 are held constant. The occurrence of the Ekman number r , in fact, helps to simplify
the Hopf bifurcation theorem. Through a rigorous analysis it is proved that the spectral
simplicity condition is sufficient to ensure the existence of bifurcating periodic solutions
provided that the basic steady-state solution is independent of Ekman number r . In this
special circumstance, the spectral transversal crossing condition becomes irrelevant.
Although the developed proof in this study is based on the implicit function theo-
rem, which was also used by Joseph and Sattinger [11], the bifurcation theorem herein
is derived by working directly in the Bessel-potential function valued space defined
in Section 3, rather than in the L2 space L2(0,2π;L2(Ω)) and the Hölder space
C(3+α)/2,3+α([0,2π] × Ω¯)) examined in [11]. In order to use the implicit function theorem
on the periodic functions in the space L2(0,2π;H 4(Ω)), it is essential to establish an a pri-
ori estimate of the linearized evolutionary equation of (1) in the space L2(0,2π;H 4(Ω)).
If a Fourier expansion is used, it is necessary to establish an a priori estimate in the Bessel-
potential space H 4(Ω) for the linearized stationary equation of (1) as discussed in Sec-
tion 3. Thus, in the rigorous analysis of this study, neither the Hölder estimates of evolution-
ary Stokes equations (see Ladyzhenskaya [12]) nor the analytic semigroup theory (see [11])
is used. A comparison with the classical Hopf bifurcation theorem derived by Joseph and
Sattinger [11] employing the implicit function theorem on the periodic functions in both the
L2 space L2(0,2π;L2(Ω)) and the Hölder space C(3+α)/2,3+α([0,2π] × Ω) shows that
they adopted a Fredholm decomposition and a Fourier expansion to derive the L2-estimates
of the linearized evolutionary equation of (1). This estimate enables the establishment of
the unique solvability of periodic solutions of the linearized evolutionary equation of (1) in
the L2 space. Moreover, they used the Hölder estimates of the evolutionary Stokes opera-
tor [12], analytic semigroup theory, and the unique solvability in the L2 space to derive the
uniqueness and existence of periodic solutions of the linearized evolutionary equation in
the Hölder space C(3+α)/2,3+α([0,2π]×Ω) due to the fact that L2-estimate is insufficient
to control the periodic solutions of (1). Thus the proof of the present investigation, which
is self-contained, seems more elementary and transparent.
In this paper, the driven force τ is independent of time and thus gives the existence of
a basic steady-state solution. If the driven force is a periodic function, Duan [4] proved
the existence of a basic periodic solution of (1), (2). Moreover, Duan and Kleoden [5] de-
rived the existence of almost periodic and quasi-periodic solutions of the quasi-geostrophic
fluid model when the wind-driven force is almost periodic and quasi-periodic for constant
Ekman and Reynolds numbers.
The main result of this investigation is stated in Section 2. That is, the spectral sim-
plicity condition ensures the existence of bifurcating periodic solutions when the basic
steady-state solution is independent of the Ekman number r . Section 3 describes the
decomposition of the 2π -period function space contained in L2(0,2π;H 4(Ω)) with re-
spect to the linearized evolutionary equation of (1), (2). In the L2(Ω) rather than in the
Bessel-potential space H 4(Ω), this decomposition approach is elementary and is described
in [11]. Section 4 derives the proof of the main result which is an immediate consequence
of the decomposition result derived in Section 3 and the implicit function theorem. In Sec-
786 Z.-M. Chen, W.G. Price / J. Math. Anal. Appl. 304 (2005) 783–796tion 5, we consider the case of basic steady-state solution relating to Ekman parameter r .
In this circumstance, imposition of the spectral transversal condition is necessary to ensure
the existence of bifurcating periodic solutions.
2. Statement of the theorem
To investigate wind-driven circulation behaviour and to simplify the mathematical
model, we confine the bounded current basin domain Ω to be either smooth or rectan-
gular, and let η
B
and wind stress τ be smooth functions on Ω ∪ ∂Ω , the closure of Ω . The
basic steady-state solution of (1), (2) is therefore a smooth function and is denoted by ψ0.
The substitution of solution ψ = ψ0 +ψ ′ in (1) and the omission of the subscript prime
gives
∂t∆ψ +Lψ + J (ψ,∆ψ) = 0, (3)
where the linear operator
Lψ = r∆ψ − 1
R
∆2ψ + β∂xψ + J (ψ0,∆ψ)+ J (ψ,∆ψ0 + ηB ).
The conjugate operator L∗ of L is defined as
(Lψ,φ) = (ψ,L∗φ),
where the scalar product
(ψ,φ) =
∫
Ω
ψ(x, y)φ¯(x, y) dx dy,
whenever φ,ψ ∈ L2(Ω). The proof of existence of a Hopf bifurcation is essentially based
on the occurrence of the critical eigenvalue iωcr of the critical spectral equation
−iωcr∆φ +Lcrφ = 0 (ωcr > 0), (4)
where
Lcrψ = rcr∆ψ − 1
R
∆2ψ + β∂xψ + J (ψ0,∆ψ)+ J (ψ,∆ψ0 + ηB )
and rcr denotes a critical Ekman number such that the neutral spectral problem (2), (4) ad-
mits an eigenfunction.
In the present study R and β are assumed constant and it is shown that with changing
values of r around a critical Ekman number rcr, periodic solutions branch off the steady-
state solution ψ0.
The main result reads as follows.
Theorem 2.1. Let ψ0 be a classical steady-state solution of (1), (2) independent of the
parameter r , and let the constants β ∈ (−∞,∞), R > 0, rcr > 0 such that the spectral
problem defined by (2), (4) admits a solution (iωcr, φ0) which is simple in the following
sense:
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{
1, when m = 1,
0, when m = 0,2,3,4, . . . ,(
φ0,∆φ
∗
0
) = 0,
where φ∗0 denotes the conjugate eigenfunction of φ0 such that(
iωcr∆+L∗cr
)
φ∗0 = 0. (5)
Then (1), (2) admit a real classical periodic solution ψε of 2π/ω(ε) period in the following
form:
ψε = ψ0 + ε
[
e−iω(ε)tφ0 + eiω(ε)t φ¯0
]+O(ε2),
ψε
(
x, y, t + 2π/ω(ε))= ψε(x, y, t),
ω(ε) = ωcr +O(ε), r(ε) = rcr +O(ε),
provided that ε > 0 is sufficiently small.
3. Estimates in Bessel-potential spaces
Let us introduce the complex Bessel-potential spaces
H 4 = H 4(Ω) = {φ ∈ L2; φ|∂Ω = ∆φ|∂Ω = 0, ∆2φ ∈ L2},
where the complex space
L2 = L2(Ω) with the norm ‖φ‖ =
(∫
Ω
|φ|2 dx dy
)1/2
.
It is obvious that the eigenfunctions φ0, φ∗0 ∈ H 4. Since (φ0,∆φ∗0 ) = 0, we may suppose
(φ0,∆φ∗0 ) = 1. Noting that
iωcr
(
φ0,∆φ¯
∗
0
)= (Lcrφ0, φ¯∗0)= (φ0,L∗crφ∗0)= (φ0, iωcr∆φ¯∗0)= −iωcr(φ0,∆φ¯∗0),
we thus have the orthogonal property(
φ0,∆φ¯
∗
0
)= (φ¯0,∆φ∗0)= 0, (φ0,∆φ∗0)= (φ¯0,∆φ¯∗0)= 1. (6)
Lemma 3.1. Let the projection operator
Pmψ =


ψ, when m = ±1,
ψ − (ψ,∆φ∗0 )φ0, when m = 1,
ψ − (ψ,∆φ¯∗0 )φ¯0, when m = −1.
Then for every fm ∈ L2, the equation(−imωcr +∆−1Lcr)ψm = ∆−1fm (7)
admits a unique solution ψm in the following sense:( )Pmψm = −imωcr +∆−1Lcr −1Pm∆−1fm ∈ H 4
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with the constant c independent of the function fm and any integer m.
Proof. Due to the definitions of Pm and φ∗0 , we have the community property:
Pm
(−imωcr +∆−1Lcr)= (−imωcr +∆−1Lcr)Pm.
Applying the operators Pm and R∆−1Pm to (7) respectively, we derive(−imωcr +∆−1Lcr)Pmψm = Pm∆−1fm (8)
and
−Pmψm +MmPmψm = R∆−1Pm∆−1fm (9)
with
Mmψ ≡ −imωcrR∆−1ψ +R∆−2Lcrψ +ψ
= R(−imωcr + rcr)∆−1ψ +R∆−2
(
β∂xψ + J (ψ0,∆ψ)+ J (ψ,∆ψ0 + ηB )
)
.
Since ∥∥∆2Mmψ∥∥
R
(|m|ωcr + rcr)‖∆ψ‖ +R∥∥β∂xψ + J (ψ0,∆ψ)+ J (ψ,∆ψ0 + ηB )∥∥
 c
(|m|‖∆ψ‖ + ‖∇ψ‖ + ‖∇∆ψ‖),
the operator Mm : H 4 
→ H 4 is compact. By the Fredholm alternative principle (see, for
example, [21]), Eq. (9) has a unique solution Pmψm ∈ H 4 if and only if(
∆2∆−1Pm∆−1fm,∆2φˆm
)= 0, (10)
where φˆm is the solution of the equation
−φˆm + Mˆmφˆm = 0.
Here Mˆm denotes the conjugate operator of Mm in the scalar product of H 4 and defined in
the sense:(
∆2Mmψ,∆
2φ
)= (∆2ψ,∆2Mˆmφ).
This together with the definition of the operator Mm and an integration by parts yields
−φ + Mˆmφ = R∆−2
(
imωcr∆+L∗cr
)
∆2φ.
It follows from the simplicity condition that
∆2φˆm =
 0, when m = ±1,
φ∗0 , when m = 1,
φ¯∗0 , when m = −1.
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−1 +Mm. We thus have
Pmψm = R(−1 +Mm)−1∆−1Pm∆−1fm
and ∥∥∆2Pmψm∥∥= R∥∥∆2(−1 +Mm)−1∆−1Pm∆−1fm∥∥ cm∥∥∆Pm∆−1fm∥∥ cm‖fm‖.
Now it remains to prove that the constants cm are bounded or the constants cm with
m = ±1 are bounded. To do this, we apply ∆ to (8) and take a scalar product of the
resulting equation with ∆2ψm to produce(−imωcr∆ψm +Lcrψm,∆2ψm)= (fm,∆2ψm) for m = ±1,
where we have used the result that Pmψm = ψm for m = ±1 because of the definition
of Pm. We thus have
imωcr‖∇∆ψm‖2 − rcr‖∇∆ψm‖2 − 1
R
∥∥∆2ψm∥∥2
= (fm,∆2ψm)− (β∂xψm + J (ψ0,∆ψm)+ J (ψm,∆ψ0 + ηB ),∆2ψm)
and so
|m|ωcr‖∇∆ψm‖2 + rcr‖∇∆ψm‖2 + 1
R
∥∥∆2ψm∥∥2
 2‖fm‖
∥∥∆2ψm∥∥+ 2∥∥β∂xψm + J (ψ0,∆ψm)+ J (ψm,∆ψ0 + ηB )∥∥∥∥∆2ψm∥∥
 2‖fm‖
∥∥∆2ψm∥∥+ c(‖∇∆ψm‖ + ‖∇ψm‖)∥∥∆2ψm∥∥
 c‖fm‖2 + c‖∇∆ψm‖2 + 12R
∥∥∆2ψm∥∥2.
This shows the existence of two constant m0 > 1 and c such that∥∥∆2Pmψm∥∥= ∥∥∆2ψm∥∥ c‖fm‖ for |m|m0.
The proof is complete. 
With the use of Lemma 3.1, we can now consider the solvability of periodic solutions
to the linear evolutionary equation
ωcr∂sψ +∆−1Lcrψ = ∆−1f with s = tωcr. (11)
It is convenient to use the notation
ϕ0 = e−isφ0, ϕ∗0 = eisφ∗0 ,
〈φ,ψ〉 = 1
2π
2π∫
0
(φ,ψ)ds, ‖ψ‖Lq =
(
1
2π
2π∫
0
∫
Ω
|ψ |q dx dy ds
)1/q
,the 2π -period complex function spaces
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Y = {ψ ∈ L2(0,2π;H 2); ψ(2π) = ψ(0)} with ‖ψ‖Y = ‖∆ψ‖L2,
and the projection operator
Pψ ≡ ψ − 〈ψ,∆ϕ∗0 〉ϕ0 − 〈ψ,∆ϕ¯∗0 〉ϕ¯0.
We thus have the Fredholm decompositions
X = span{ϕ0, ϕ¯0} ⊕ PX, Y = span{ϕ0, ϕ¯0} ⊕ PY
with
PX = {ψ ∈ X; 〈ψ,∆ϕ∗0 〉= 〈ψ,∆ϕ¯∗0 〉= 0},
and
PY = {ψ ∈ Y; 〈ψ,∆ϕ∗0 〉= 〈ψ,∆ϕ¯∗0 〉= 0}.
By applying P to (11), we have(
ωcr∂s +∆−1Lcr
)
Pψ = P∆−1f with s = tωcr. (12)
Solvability of this equation is given in the following lemma.
Lemma 3.2. Let f be a 2π -periodic function in L2(0,2π;L2) or ∆−1f ∈ Y. Then (12)
admits a unique solution ψ ∈ PX such that Pψ = ψ and
‖ψ‖X =
∥∥(ωcr∂s +∆−1Lcr)−1P∆−1f ∥∥X  c‖f ‖L2 .
Proof. We use the Fourier expansion
f (x, y, s) =
∞∑
m=−∞
fm(x, y)e
−ims, ψ(x, y, s) =
∞∑
m=−∞
ψm(x, y)e
−ims
to transform (12) into the equivalent system of an infinite set of equations for any integer m:(−imωcr +∆−1Lcr)Pmψm = Pm∆−1fm
with Pm defined in Lemma 3.1. It follows from Lemma 3.1 that each of these equations is
uniquely solvable and∥∥∆2Pmψm∥∥ c‖fm‖,
where the constant c is independent of m. This gives
∥∥∆2Pψ∥∥2
L2
=
∞∑
m=−∞
∥∥∆2Pmψm∥∥2  c ∞∑
m=−∞
‖fm‖2 = c‖f ‖2L2
and, by (12),
‖∂s∆Pψ‖L2  ‖LcrPψ‖L2 + c‖f ‖L2  c
∥∥∆2Pψ∥∥
L2
+ c‖f ‖L2  c‖f ‖L2 .
The validity of Pψ = ψ is obvious because of the projection property of P . The proof is
complete. 
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L2(Ω)). That is, for ψ,φ ∈ X, it is valid that∥∥J (ψ,∆φ)∥∥
L2
 c‖ψ‖X‖φ‖X.
Proof. For a domain D of an Euclidean space Rn, a Banach space B , and an integer k  0,
we adopt the Bessel-potential spaces
Hk(D;B) =
{
ψ : D 
→ B; ‖ψ‖Hk =
(
k∑
m=1
∫
D
∥∥∇¯mψ∥∥2
B
dx1, . . . , dxn
)1/2
< ∞
}
and
Hk+α(D;B) = [Hk(D;B),Hk+1(D;B)]
α
, 0 < α < 1,
where ∇¯ ≡ (∂x1 , . . . , ∂xn) and [· , ·]α denote the complex interpolation functor (see, for
example, Triebel [17,18]).
With the use of this notation, the definition of the space X, and the complex interpolation
space theory (see Triebel [17]), we have for α = 3/4,
X ⊂ H 0(0,2π;H 4(Ω;R))∩H 1(0,2π;H 2(Ω;R))
⊂ [H 0(0,2π;H 4(Ω;R)),H 1(0,2π;H 2(Ω;R))]
α
= Hα(0,2π;H 4(1−α)+2α(Ω;R))= H 3/4(0,2π;H 2+1/2(Ω;R)),
where ⊂ denotes a continuous imbedding. Thus ψ ∈ X implies
∂xψ, ∂yψ ∈ H 3/4
(
0,2π;H 1+1/2(Ω;R))⊂ L∞(0,2π;L∞(Ω;R))
or
‖∇ψ‖L∞  c‖ψ‖X,
where we have used the Sobolev imbedding principle (see Triebel [17,18]). Therefore, for
ψ,φ ∈ X, we have∥∥J (ψ,∆φ)∥∥
L2
 ‖∇ψ‖L∞‖∇∆φ‖L2  c‖ψ‖X‖φ‖X.
The proof is complete. 
4. Proof of Theorem 2.1
With the aid of the estimates derived in the previous section, we can now apply the
implicit function theorem to prove Theorem 2.1 in the framework of Joseph and Sat-
tinger [11]. To obtain a 2π/ω-periodic solution of (3) implies derivation of a 2π -periodic
solution of the equation
ω∂s∆ψ +Lψ + J (ψ,∆ψ) = 0, s = ωt. (13)
Moreover, we seek the desired bifurcating periodic solution in the formψ = εψ˜, ψ˜ = ϕ0 + ϕ¯0 +ψ1, ψ1 = P ψ˜, (14)
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ω = ω(ε) → ωcr, r = r(ε) → rcr, as ε → 0.
The substitution of this solution into (13) gives
ωcr∂sψ˜ +∆−1Lcrψ˜ + (ω −ωcr)∂sψ˜ + (r − rcr)ψ˜ + ε∆−1J (ψ˜,∆ψ˜) = 0.
The application of the projection operator P on this equation and the use of (6) produce
the equations(
ωcr∂s +∆−1Lcr
)
P ψ˜ + (ω −ωcr)∂sP ψ˜ + (r − rcr)P ψ˜ + εP∆−1J (ψ˜,∆ψ˜) = 0,
and 〈
(ω −ωcr)∂sϕ0 + (r − rcr)ϕ0 + ε∆−1J (ψ˜,∆ψ˜),∆ϕ∗0
〉= 0,
which provide the result
−i(ω −ωcr)+ (r − rcr)+ ε
〈
J (ψ˜,∆ψ˜),ϕ∗0
〉= 0,
since 〈
ψ˜,∆ϕ∗0
〉= 〈ϕ0,∆ϕ∗0 〉= (φ0,∆φ∗0)= 1.
It follows from Lemma 3.3 that∥∥J (ψ˜,∆ψ˜)∥∥
L2
+ ∣∣〈J (ψ˜,∆ψ˜),ϕ∗0 〉∣∣ ∥∥J (ψ˜,∆ψ˜)∥∥L2(1 + ∥∥ϕ∗0∥∥L2) c‖ψ˜‖2X.
Taking Lemma 3.2 into account, we have
0 = ψ1 +
(
ωcr∂s +∆−1Lcr
)−1[
(ω −ωcr)∂sψ1 + (r − rcr)ψ1
]
+ ε(ωcr∂s +∆−1Lcr)−1P∆−1J (ϕ0 + ϕ¯0 +ψ1,∆ϕ0 +∆ϕ¯0 +∆ψ1),
0 = −(ω −ωcr)+ ε
〈
J (ϕ0 + ϕ¯0 +ψ1,∆ϕ0 +∆ϕ¯0 +∆ψ1), ϕ∗0
〉
,
0 = (r − rcr)+ ε
〈
J (ϕ0 + ϕ¯0 +ψ1,∆ϕ0 +∆ϕ¯0 +∆ψ1), ϕ∗0
〉
.


(15)
Defining the right-hand side of this system by F(ψ1,ω, r, ε), we see that
F : PX × R3 
→ PX × R2 with F(0,ωcr, rcr,0) = 0
is a continuous operator. Furthermore, for φ1 ∈ PX, this expression yields the following
partial derivatives of F :
∂ψ1F(ψ1,ω, r, ε)φ1
=


φ1 + (ωcr∂s +∆−1Lcr)−1[(ω −ωcr)∂sφ1 + (r − rcr)φ1]
+ ε(ωcr∂s +∆−1Lcr)−1P∆−1J (φ1,∆ϕ0 +∆ϕ¯0 +∆ψ1)
+ ε(ωcr∂s +∆−1Lcr)−1P∆−1J (ϕ0 + ϕ¯0 +ψ1,∆φ1)
ε〈J (φ1,∆ϕ0 +∆ϕ¯0 +∆ψ1)+ J (ϕ0 + ϕ¯0 +ψ1,∆φ1), ϕ∗0 〉
ε〈J (φ1,∆ϕ0 +∆ϕ¯0 +∆ψ1)+ J (ϕ0 + ϕ¯0 +ψ1,∆φ1), ϕ∗0 〉

 ,
∂ωF (ψ1,ω, r, ε) =

(ωcr∂s +∆−1Lcr)−1∂sψ1−1

 ,0
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
(ωcr∂s +∆−1Lcr)−1ψ10
1

 .
These results imply that the Fréchet derivative
∂F (ψ1,ω, r, ε)
(ψ1,ω, r)
: PX × R3 
→ L(PX,PX)× R2
is continuous, and
∂F (0,ωcr, rcr,0)
∂(ψ1,ω, r)
=

I 0 00 −1 0
0 0 1

 ,
where L(PX,PX) denotes the Banach space of bounded and linear operators mapping
PX into itself and I represents the identity operator in the space L(PX,PX).
By the implicit function theorem (see, for example, [1]), there exists a unique solution
(ψ1,ω, r) ∈ PX × R2 such that
ψ1 = O(ε), ω −ωcr = O(ε), r − rcr = O(ε)
and F(ψ1,ω, r, ε) = 0 provided that ε > 0 is sufficiently small.
To show ψ1 is a real function, we see that ψ¯1 ∈ PX satisfies the equation F(ψ¯1,ω−ωcr,
r−rcr, ε) = 0 as well. By uniqueness, we obtain ψ1 = ψ¯1. We have thus proved the unique-
ness and existence of the real periodic function ψ1, or the real periodic solution of (13):
ψ = ε(ϕ0 + ϕ¯0)+ εψ1 with
〈
ψ1, ϕ
∗
0
〉= 〈ψ1, ϕ¯∗0 〉= 0,
or the real periodic solution of (1), (2):
ψ = ψ0 + ε(ϕ0 + ϕ¯0)+ εψ1 with
〈
ψ1, ϕ
∗
0
〉= 〈ψ1, ϕ¯∗0 〉= 0.
The proof of Theorem 2.1 is now complete.
5. Remarks
Theorem 2.1 shows the existence of bifurcating periodic solutions when the basic
steady-state solution ψ0 is independent of the Ekman number r . If ψ0 is a function of r , an
additional condition or a transversal crossing condition relating to varying Ekman number
requires introduction to ensure the existence of periodic solutions. This result is given as
follows.
Corollary 5.1. In addition to the assumption imposed in Theorem 2.1, we assume

(
∆φ0 + J
(
φ0,∆
∂ψ0
dr
)
+ J
(
∂ψ0
dr
,∆φ0
)
, φ∗0
)
= 0
or ( (
∂ψ0
) (
∂ψ0
)
∗
)1 +  J φ0,∆
dr
+ J
dr
,∆φ0 , φ0 = 0,
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Under this additional assumption the conclusion of Theorem 2.1 remains valid.
To show this result, we write (13) with ψ ∈ H 4 in the following form:
0 = ω∂s∆ψ +Lcrψ + (r − r0)∆ψ + J
(
ψ,∆ψ0(r)−∆ψ0(rcr)
)
+ J (ψ0(r)−ψ0(rcr),∆ψ)+ J (ψ,∆ψ).
This is an equivalent formulation of (1), (2) or (13).
The substitution of solution (14) into this equation produces
0 = ωcr∂sψ˜ +∆−1Lcrψ˜ + (ω −ωcr)∂sψ˜ + (r − rcr)ψ˜ + ε∆−1J (ψ˜,∆ψ˜)
+ J (ψ˜,∆ψ0(r)−∆ψ0(rcr))+ J (ψ0(r)−ψ0(rcr),∆ψ˜).
This equation has the extra term
J
(
ψ˜,∆ψ0(r)−∆ψ0(rcr)
)+ J (ψ0(r)−ψ0(rcr),∆ψ˜) (16)
due to the dependence of ψ0 on r . Similar to the proof of Theorem 2.1, we apply the same
projection operator P to this equation to obtain
0 = ψ1 +
(
ωcr∂s +∆−1Lcr
)−1[
(ω −ωcr)∂sψ1 + (r − rcr)ψ1
]
+ ε(ωcr∂s +∆−1Lcr)−1P∆−1J (ϕ0 + ϕ¯0 +ψ1,∆ϕ0 +∆ϕ¯0 +∆ψ1)
+ (ωcr∂s +∆−1Lcr)−1P∆−1J (ψ˜,∆ψ0(r)−∆ψ0(rcr))
+ (ωcr∂s +∆−1Lcr)−1P∆−1J (ψ0(r)−ψ0(rcr),∆ψ˜),
0 = −ω +ωcr + ε
〈
J (ϕ0 + ϕ¯0 +ψ1,∆ϕ0 +∆ϕ¯0 +∆ψ1), ϕ∗
〉
+ 〈J (ψ˜,∆ψ0(r)−∆ψ0(rcr))+ J (ψ0(r)−ψ0(rcr),∆ψ˜), φ∗0 〉,
0 = r − rcr + ε
〈
J (ϕ0 + ϕ¯0 +ψ1,∆ϕ0 +∆ϕ¯0 +∆ψ1), ϕ∗
〉
+ 〈J (ψ˜,∆ψ0(r)−∆ψ0(rcr))+ J (ψ0(r)−ψ0(rcr),∆ψ˜), φ∗0 〉


for ψ˜ = ϕ + ϕ¯ + ψ1. Let F˜ (ψ1,ω, r, ε) be the right-hand side of this equation. We see
that F˜ (0,ωcr, rcr,0) = 0, and F˜ has the same regularity property as the function F , the
right-hand side of (15). In particular, the Fréchet derivative of F˜ is continuous and
∂F˜ (0,ωcr, rcr,0)
∂(ψ1,ω, r)
=

 I 0 00 −1 0
0 0 1 + 〈J (ϕ0 + ϕ¯0,∆∂ψ0dr )+ J ( ∂ψ0dr ,∆ϕ0 +∆ϕ¯0), ϕ∗0 〉


=

 I 0 00 −1 0
0 0 1 + (J (φ0,∆∂ψ0dr )+ J ( ∂ψ0dr ,∆φ0), φ∗0)

 ,
which is invertible due to the assumption admitted in the corollary. Thus the desired asser-
tion is a consequence of the implicit function theorem.
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relating to varying Reynolds number R were verified by Chen et al. [3] with respect to
a mid-latitude atmospheric channel circulation model. The mid-axis of the channel is at
45◦ N, the channel extends approximately 360◦ in longitude, and the Ekman friction is not
taken into consideration. Thus, as a consequence of the Hopf bifurcation theorem derived
by Joseph and Sattinger [11], Chen et al. [3] derived the bifurcating periodic solutions
branching off a critical value of Reynolds number.
For atmospheric wind-driven circulation models similar to the one discussed in [3] ac-
counting for Ekman friction layers, we can also derive the validity of a spectral simplicity
condition and the spectral crossing condition relating to varying Ekman number r and
constant Reynolds number R. Therefore, the existence of bifurcating periodic solutions
branching off a critical value of Ekman number with respect to the modified atmospheric
wind-driven circulation models is a consequence of Theorem 2.1 and Corollary 5.1.
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