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An Effective Block Weightage Based Technique 
for Iris Recognition Using Empirical Mode 
Decomposition 
Deepak Sharma1, Ashok Kumar2
Abstract- with the growing demands in security systems, iris 
recognition continues to be a significant solution for 
biometrics-based identification systems. There are several 
techniques for Iris Recognition such as Phase Based 
Technique, Non Filter-based Technique, Based on Wavelet 
Transform, Based on Empirical Mode Decomposition and 
many more. In this paper, we have developed a block 
weightage based iris recognition technique using Empirical 
Mode Decomposition (EMD) taking into consideration the 
drawbacks of the baseline technique. EMD is an adaptive 
multi-resolution decomposition technique that is used for 
extracting the features from each block of the iris image. For 
matching the features of iris images with the test image, we 
make use of block weightage method that is designed in 
accordance with the irrelevant pixels contained in the blocks. 
For experimental evaluation, we have used the CASIA iris 
image database and the results clearly demonstrated that 
applying EMD in each block of normalized iris images makes it 
possible to achieve better accuracy in iris recognition than the 
baseline technique.  
Keywords: Biometrics, Iris Recognition, Empirical Mode 
Decomposition (EMD), CASIA Iris Image Database. 
I. INTRODUCTION 
he latest advances in information technology and 
ever-increasing concern on security have resulted 
in more awareness to automatic personal 
identification system based on biometrics [1]. 
Nowadays, people put more and more attention on the 
security problem, and human identification which is 
based on biometrics has become a hot topic in recent 
years [6]. Facial features, vocal patterns, hand 
geometry, retinal patterns, vein patterns, signature 
dynamics, vocal authentication, face thermography, 
DNA matching, nail bed recognition, gait identification, 
ear shape identification and finger prints have all been 
explored as biometric identifiers with diverse levels of 
success [2]. Iris is the most consistent and precise 
biometric trait among the present biometric traits [3]. 
The Iris Recognition System (IRS) present enormous 
advantages compared to other authentication methods 
such as facial recognition, fingerprint recognition and 
vocal recognition. 
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Particularly, iris recognition is commonly more 
user friendly and the physical subsistence of the user 
can be guaranteed [4, 5 and 19]. Iris recognition is a 
broadly acknowledged unsurpassed biometrics 
recognition technique in the world [7] on account of its 
solidity, individuality and noninvasiveness and it also has 
the prospective for applications in very extensive areas 
[8]. Hence, for identifying an individual, iris is believed to 
be the most precise and reliable trait [9 and 34] and has 
received widespread attentions over the last decade [3, 
10, 11, 12, 13, 14, 15 and 16]. Particularly, a 
considerable part of the research has been created by it 
in the field of biometric pattern recognition and machine 
learning [17]. Extracting iris characteristic from a given 
eye image is a vital task in the iris biometric system [18]. 
The process of human iris recognition is principally split 
into two phases. The process of extracting iris features 
from a given eye image and then storing it in a database 
is known as the “enrollment process”. During the 
process of matching, the iris features of an individual are 
captured and then they are matched with the feature that 
are stored and this process is called the “matching 
process” [1]. 
 
Today, generating the feature vectors 
corresponding to individual iris images and performing 
iris matching on the basis of diverse metrics is a major 
approach for IRIS recognition [20]. An essential 
processing stage for the pattern recognition is the 
extraction of feature vector. The empirical mode 
decomposition (EMD) algorithm, which has been 
deliberated for the analysis of time-frequency of real-
world signals, can be employed to solve this [21]. 
Meaningful instantaneous frequency assessments are 
provided by applying the Hilbert transform to these 
intrinsic functions which generates several oscillatory 
modes called intrinsic mode functions (IMFs) by 
decomposing the signal available [22]. EMD is 
appropriate for the breakdown of non-linear and non-
stationary signals, because without any prior assumption 
in connection with the nature of the data, IMFs are 
directly obtained. The time-frequency analysis using 
EMD has been largely utilized in signal processing and 
related fields [23], [24], [25], [26] and [27]. 
In the proposed work, we have used EMD for 
extracting the features from iris images by considering 
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its advantages. EMD is a fully data driven method and 
does not use any pre-determined filter wavelet function 
or Fourier-wavelet basis. In general, Iris recognition can 
be done using the following steps, (1) Preprocessing, (2) 
Feature extraction and (3) Matching. Initially, iris image is 
transformed to its normalized form by utilizing the 
preprocessing techniques. Then, the feature extraction 
process starts with the partition of the normalized iris 
image into multiple small blocks. From each block, 
features are extracted in the form of feature vector by 
applying linear scaling to each vector and computing 
residual vectors of each block using EMD. The count of 
irrelevant pixels (pixels in the eyelash and eyelid region) 
is calculated for knowing the block importance. When a 
test iris image is taken for matching, the features of the 
taken iris image are extracted and the count of irrelevant 
pixels is estimated. Using both values, a weightage is 
calculated for each block and a score is computed 
using an appropriate similarity measure and block 
weightage. Based on the average matching score 
formula, the decision is to be made whether the test 
image is recognized or not.   
The rest of the paper is organized as follows: 
Section 2 deals with some of the recent research works 
related to the proposed technique. Section 3 explains 
the preprocessing methods and the baseline technique 
for iris recognition. Section 4 describes the proposed 
technique for iris recognition with all necessary 
mathematical formulations and figures. Section 5 
discusses about the experimentation and evaluation 
results with necessary tables and graphs and section 6 
concludes the paper. 
II. A SURVEY OF RECENT RESEARCH IN 
THE FIELD 
Our proposed technique concentrates on 
effectual extraction of features from iris images for iris 
recognition. Several researchers have performed 
numerous researches using various techniques for the 
extraction of iris features. Here, we have presented 
some of the significant researches for iris recognition. 
Jen-Chun Lee et.al. [28] have proposed an 
EMD approach for extracting the  residual components 
from the iris image as the features for recognition. They 
have evaluated three diverse similarity measures. 
Hence, their proposed method has shown to be 
encouraging for iris recognition and for feature extraction 
EMD is suitable. Miyazawa, K. Ito et.al [29] have 
employed phase components in 2D discrete Fourier 
transforms (DFTs) of given images in their algorithm for 
iris recognition which uses an image matching technique 
known as phase-based image matching. Their 
experimental results have illustrated that the usage of 
phase components for iris images has made it possible 
to accomplish highly precise iris recognition even for 
low-quality iris images. The difficulty of designing a 
compact phase-based iris recognition algorithm 
especially suitable for hardware implementation has 
been taken into consideration in their paper.  
Jen-Chun Lee et.al. [30] have proposed a 
system for evaluating the iris signals locally known as 
Modified Empirical Mode Decomposition (MEMD), and 
using this they have proposed an effectual approach for 
iris recognition. As MEMD is a fully data-driven method, 
devoid of using any pre-determined filter or wavelet 
function, it has been used as a low-pass filter for 
extracting the iris features for iris recognition. Three 
diverse similarity measures have been assessed to 
prove the efficiency of their proposed approach. 
Experimental outcome has illustrated that those three 
metrics have accomplished potential and analogous 
performance. Hence, the proposed technique has been 
confirmed to be viable for iris recognition and MEMD 
has been appropriate for feature extraction. 
Miyazawa, K. Ito et.al [31] have poposed an 
algorithm for iris recognition using phase-based image 
matching which is an image matching technique by 
employing phase components in 2D discrete Fourier 
transforms (DFTs) of given images. Experimental results 
by using the CASIA iris image databases (versions 1.0 
and 2.0) and Iris challenge evaluation (ICE) 2005 
database have clearly illustrated that the use of phase 
components of iris images has made it feasible to 
accomplish highly precise iris recognition with a simple 
matching algorithm. The significant implementation 
problems of their algorithm have also been discussed in 
the paper. The idea of 2D Fourier phase code (FPC) for 
representing iris information has been established so as 
to decrease the size of iris data and to avoid the visibilty 
of iris images.  
S. Arivazhagan et.al. [32] have described an 
effectual multi-resolution based iris recognition system 
by which has high performance and less complexity. 
Preprocessing iris images, determining the pupil centre, 
transforming the iris boundary to the stretched polar 
coordinate system, removing the iris code based on 
texture analysis by employing multi-resolution 
transforms, such as Discrete Wavelet Transform (DWT), 
Double Density Wavelet Transform (DDWT) and Dual 
Tree Complex Wavelet Transform (DTCWT) have been 
involved in the system. A fast matching method which is 
on the basis of exclusive OR operation has been 
employed for categorization for calculating the similarity 
between a pair of position sequences in iris code. 
Chung-Chih Tsai Heng et.al. [33] have 
presented a matching strategy with invariable 
characteristics which on the basis of the possibilistic 
fuzzy clustering algorithm matches a pair of local feature 
sets. Furthermore, an effective iris segmentation 
technique has been presented to identify the inner and 
outer boundaries of the iris from a gray-level image and 
segregate the annular iris region. For feature extraction, 
the Gabor filters has been utilized to discover the local 
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feature points from the segmented iris image that are 
present in the Cartesian coordinate system and create a 
rotation-invariant descriptor for each of the identitfied 
point. Moreover for comparing two sets of feature points 
and for calculating a similarity score for a pair of iris 
images, the proposed matching algorithm has been 
employed. Experimental outcome has illustrated that the 
execution of the proposed approach has been 
comparable to that of the well-known iris recognition 
systems. 
III.  IRIS RECOGNITION 
Iris is the most reliable biometric as it is unique 
and stable for an entire life period. A thin circular 
diaphragm, which lies between the cornea and the lens 
of the human eye, is called the iris. It consists of a 
unique configuration and contributes a lot of connecting 
minute characteristics such as freckles, coronas, stripes 
and many more. These characteristics which are visible 
are in general called the texture of the iris and are 
distinctive to every subject [35, 36]. Hence, extracting 
these features is complicated and also important for iris 
recognition, which is regarded as the most consistent 
and precise biometric identification system. 
1. Preprocessing for Iris Recognition 
Before extracting the significant features from 
the iris, initially, the iris image should be converted into 
its normalized form using the preprocessing techniques. 
Mostly, the normalized form of the iris image is used by 
the researchers to extract the features for iris 
recognition. The procedure to be used for converting the 
iris into normalized image is explored in this sub-section.  
a) Iris Segmentation 
In all iris recognition systems, detecting the 
inner and outer boundaries of the iris texture is extremely 
important for effective feature extraction. For detecting 
the boundaries, the methods which have been very 
successful are Integro-differential, Hough transform and 
active contour models. In the proposed work, we make 
use of Hough transform for detecting the boundary of 
iris. 
 Iris Boundary Detection  
Initially, the iris image is provided to the canny 
algorithm for the estimation of the boundary which 
produces the edge map of the iris image. Then by 
employing Hough transform the detected edge map is 
utilized to position the precise boundary of pupil and iris. 
Canny edge detection: The Canny edge detection 
algorithm [45] is well-known to many as the optimal 
edge detector. In 1986, John F. Canny introduced the 
canny edge detection operator. Hough Transform: 
Basically, Hough transform is a technique for the 
estimation of the parameters of a shape from its 
boundary points. The standard Hough transform is 
interested in the identification of lines in an image, but 
later, in addition to that identifying the positions of 
inconsistent shapes mostly circles or ellipses has also 
been incorporated. The inner boundary and the outer 
boundary of typical iris can approximately be taken as 
circles, so the two circles of iris can be obtained using 
the Hough transform. 
b)  Iris Normalization  
Unwrapping the iris and transforming it into its 
polar equivalent are the processes that are involved in 
iris normalization. The iris normalization technique 
proposed by the well-known Cambridge Researcher, 
John Daugman has been widely accepted among the 
research groups [40], [15] and [42]. So, in our proposed 
work, we also transformed the localized iris image into 
rectangular sized fixed image using the widely accepted 
method, Daugman’s rubber sheet model [39] shown in 
fig 1. Daugman’s Rubber Sheet Model: For each pixel in 
the iris, a corresponding position is established on the 
polar axes. Two resolutions are involved in this process 
(a) Radial resolution and (b) Angular resolution. Radial 
resolution is the number of data points that are in the 
radial direction while Angular resolution is the number of 
radial lines that are produced around the iris region 
 
 
 
Fig 1: Daugman’s Rubber Sheet Model 
2. Baseline Technique for Iris Recognition using 
EMD 
This section describes the baseline algorithm for 
iris recognition [28, 41] using EMD. At first, the 
preprocessing steps discussed in section 3.1 are used 
for converting the iris image to a normalized form. Then, 
the features are extracted based on the procedure 
depicted below.  
Feature extraction: The normalized image which is 
obtained from the preprocessing techniques is given as 
input to the EMD described in sub-section 3.3 for 
extracting the significant features. Here, the whole 
normalized iris image is utilized to extract the features 
where either the eyelid/eyelash region is removed 
improperly or some significant pixel information is also 
removed along with eyelid/eyelash region considering as 
noisy.  
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Feature Matching: The residual obtained from n-th 
iteration is known as the feature vector which is then 
used for the matching process. The matching process is 
done by matching the feature vectors of two iris images 
using similarity metrics, namely Cosine similarity, 
Hamming distance and Euclidean distance.  
3. Empirical Mode Decomposition 
For the time-frequency analysis of real-world 
signals an algorithm known as the empirical mode 
decomposition (EMD) is contrived in [25]. The signal in 
hand is decomposed into a number of oscillatory modes 
called intrinsic mode functions (IMFs) by using EMD [22, 
26, 43]. Intrinsic Mode Functions (IMF): A function is an 
IMF if and only if it satisfies these two conditions: 
Condition 1: The number of extrema and the number of 
zero crossings differ by no more than one. Condition 2: 
The envelope defined by the local maxima and the 
envelope defined by the local minima are such that their 
average is zero at any point. To decompose a signal 
using EMD, we make use of the sifting process [44] to 
extract IMF from a given signal. Sifting Process: The 
procedure to decompose signal , where 
},,2,1{ Tt = and T  is the total no. of samples in 
 is explained in detail as follows: 
Step 1. Identify all the maxima points in the given signal 
)(tS  and generate the upper envelope say 
using Cubic Spline Interpolation. 
Step 2.  Identify all the minima points in the given signal 
)(tS  and generate the lower envelope say S   (t) low  
using Cubic Spline Interpolation. 
Step 3.  Calculate the mean of obtained upper envelope 
i.e. )(tSup and lower envelope i.e.  
−
=  
Step 4. The detail D (t)   of the given signal is obtained 
by taking the difference between the original signal S(t)  
and the mean of the envelopes N (t) . 
)()()( tNtStD −=  
Step 5. Check whether the detail D (t)  is an IMF or not. 
Condition 1: If D (t)  have the same numbers of extrema 
and zero- crossings or can differ at the most by one; 
Condition 2: If the average of and  is 
zero at any point. 
Step 6. If the above two conditions are satisfied, then 
 D (t) is an IMF. So, replace S (t) by its residue
R (t)=\ S (t)- D (t). If both conditions are not satisfied, 
then  D (t)   is not an IMF, replace S (t) by D (t).   
Step 7.  Repeat step 1 to step 5 until it meets the 
stopping criteria. 
Stopping Criteria: For determining a criterion for 
stopping the sifting process, we have used standard 
deviation (SD), which is calculated from the two 
successive sifting results and is generally set between 
  
∑
=
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T
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 IV.
 
PROPOSED
 
TECHNIQUE FOR 
EFFICIENT
 
IRIS
 
RECOGNITION
 The proposed efficient technique for iris 
recognition using EMD is described in this section. Here, 
we perform some modifications with the baseline 
matching algorithm so that the proposed technique can 
efficiently recognize degraded iris images as shown in
 
fig.2. In baseline algorithms, features are extracted from 
the whole iris image, which are used for image
matching. If the normalized image is less noisy, then this 
type of simple matching is enough for iris recognition. 
But if the obtained normalized image is corrupted 
drastically i.e. large presence of eyelids and eyelashes 
shown in fig below, then mentioned simple baseline 
algorithm is not sufficient for efficient iris recognition. 
 
 Fig 2: Examples of degraded iris images from CASIA iris 
database
 
Taking into consideration the above mentioned 
problem, we modify the above described baseline 
matching algorithm so as to deal with drastically 
degraded iris images. Here, we partition the normalized 
iris image into multiple small blocks and then EMD is 
applied to each and every block. For image matching, 
we make use of block weightage technique in order to 
overcome the disadvantages of the baseline technique, 
where the features are extracted either without removing 
the eyelid/eyelash region or removing the eyelid/eyelash 
along with significant features. The proposed efficient iris 
recognition technique consists of the following two 
phases and as shown in fig.3. 
(1) Extraction of features from iris image  
(2) Feature matching of iris image 
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Fig 3: The flow diagram of the proposed technique for 
efficient iris recognition 
1. Extraction of features from iris image 
In this phase, normalized iris image is 
partitioned into multiple small blocks and the pixel 
values in each block are formed into D−1  vector. 
Subsequently, D−1  vector is applied to linear scaling 
and EMD, which provides the feature vector. The 
irrelevant pixels (pixels in the eyelash and eyelid region) 
are calculated on each block for knowing block 
importance. Finally, we concatenate the feature vector 
and the count of irrelevant pixels. The important steps 
involved in this phase are described as follows: 
a) Partitioning of normalized iris image into multiple 
small blocks 
b) Conversion of  block of size 21 bb ×  into D−1  
Vector 
c) Performing EMD on each block 
d) Concatenation of feature vector and the count of 
irrelevant pixels 
Partitioning of normalized iris image into multiple small 
blocks:  As mentioned above, a normalized iris image 
contains vertical columns and horizontal rows which 
denotes the radial directions and the angular directions 
correspondingly. At first, we partition the entire 
normalized iris image into multiple small blocks as 
shown in fig.4. For example, a normalized iris image, 
( )Inorm  is partitioned into blocks iB , where
},,2,1{ ni =  and the size of block is 21 bb ×  .  
 
Fig 4: Partitioning of normalized iris image into multiple 
small blocks 
Conversion of block of size 21 bb ×  into D−1  Vector: 
Let block B  of normalized iris image ( )Inorm  be 
represented as follows. 
















=
k
x
B
B
B
B


1
 
Where, xB  represents gray values of the 
thx  
row in the block of B , 
The D−1 vector vB  is formed by 
concatenating all the rows present in the block B . Thus, 
Vector vB  of B  is represented by,  
( )kxv BBBB  ,,1=  
   ( )mvivv BBB  ,,1=  
iV
B  Defines the pixel value of position i  inside 
the vector vB , and m  is the number of total 
components in block B . After concatenation and before 
using the obtained vector vB  directly for the next step, 
we have to change the average of each and every data 
set to zero by applying linear re-scaling [37] to each 
vector and normalize the standard deviation to unity. 
Thus, by computing the mean v  and variance 2vσ  
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of vector vB , the linear re-scaled NVB  can be calculated 
using the following formula, 
   =  
 
Where, 
v
iVN
V
vB
iB
σ
−
=)( , mi ≤≤1  
 
∑
=
=
m
i
iVBm
v
1
1
, 
( )∑
=
−
−
=
m
i
iVv vBm 1
22
1
1σ  
 
Performing EMD on each block: In this step, EMD as 
explained in section.3.3 is applied on each rescaled 1-D 
vector 
N
VB  in order to obtain the feature of block B . 
After all iteration, the EMD generates IMF components 
as well as residual vector. By fixing the termination 
conditional threshold, residual generated from the final 
IMF component is taken as feature vector of the block B
The feature vector qT
 
(residual) of the block is 
represented as follows:
 
( )qmqiqqq TTTTT ,,,,, 21 =  
where, qT  represents the residual of the EMD 
results of  
N
VB . 
Concatenation of Feature vector and the count of 
irrelevant pixels: In order to provide accurate recognition 
of individuals, the most discriminating information 
present in an iris pattern must be extracted. But if we 
remove all the noise blocks, then there is a chance of 
missing some useful information for efficient iris 
recognition. Because, we have observed that the 
normalized iris image containing multiple blocks are of 
three types (shown in fig.5) namely; (1) Block without 
noise (containing only relevant pixels), (2) Block with 
partial noise (containing noisy pixels and relevant pixels) 
and (3) Block with noise (containing only noisy pixels). 
Therefore it is very important to know the importance of 
each block based on the relevant and irrelevant pixels. 
This is achieved by counting the number of irrelevant 
pixels in each block with the help of a threshold value. 
Thus, let the number of irrelevant pixels for a block  B  in 
the normalized iris image norm (I)
 
is represented as
rC . 
 
 
 
Fig 5.A. Types of blocks in the partitioned normalized 
image; Fig 5.B. Block with partial noise 
Now, we concatenate the feature vector of each 
block with its corresponding count of irrelevant pixels, 
and store the concatenated vector 
r
q
m
q
i
qqq   21
further processing.  
2. Feature matching of iris image 
In this phase, a test sample is taken and its 
concatenated feature vector is computed by applying 
the steps described in sub-section 4.1. Then, the 
matching score is calculated by comparing the feature 
vectors of the test iris image with the feature vectors of 
the iris images available in the database using an 
appropriate distance metric. Here, block weightage is 
incorporated into the matching score so that the noisy 
blocks and important blocks obtain various score value. 
The following steps are involved in the matching phase. 
a. Calculation of weightage based on irrelevant 
pixels on each block 
b. Score computation using Distance Metrics 
c. Average matching score based on weightage 
Calculation of weightage based on irrelevant pixels: The 
concatenated vector is computed for a test iris sample 
and it is compared with the concatenated vectors of an 
iris image of database. For each block, we calculate the 
block weightage based on the irrelevant pixels of test 
sample and an iris image of database. Let the number of 
irrelevant pixels corresponding to the first block of a test 
iris sample be tC  and iris image of database be rC . 
Then, the weightage of the first block is calculated using 
the following formula. Similarly, we compute the block 
weightage for every block with respect to test iris image 
and iris sample of the database. 
 




 <
××
−
otherwise
bb
Cif
bb
C
W
xx
x
                    ;
 
0
5.0
    
;
  
1
2121
 
G
l
o
b
a
l
 
J
o
u
r
n
a
l
 
o
f
 
C
o
m
p
u
t
e
r
 
S
c
i
e
n
c
e
 
a
n
d
 
T
e
c
h
n
o
l
o
g
y
 
 
 
 
 
V
o
l
u
m
e
 
X
I
 
I
s
s
u
e
 
I
V
 
V
e
r
s
i
o
n
 
I
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   40
M
ar
ch
 2
01
1 
N
VB = {B (1), B  (2),…B  (i),…B  (m)}
N
V
N
V
N
V
N
V
{                             }T = (T  ,T  ,...T  ,...T  ,C )  in the database for 
=
)max( trx CCC −=
An Effective Block Weightage Based Technique  for Iris Recognition Using Empirical Mode  Decomposition
 ©2011 Global Journals Inc.  (US) 
where,  
Using the above equation, the blocks are 
attained three different set of values for instance, the 
block without noise obtain    =1xW ; the block with 
partial noise obtain 15.0 << xW
 
and the block with 
noise obtain       = 0xW .
 Score computation using Distance Metrics:
 
Now, for 
precise recognition, selecting an appropriate similarity 
measure for matching feature vectors is crucial. In the 
proposed work, we have used Euclidean distances (ED) 
measure. This metric gives a score, which indicates the 
similarity between two feature vectors (test iris sample 
and iris from database). Thus, for each block, the ED 
measure xS
 
between the feature vectors say qrT
 
and 
q
tT
 
is determined using following equation,
 
∑ −
m
i=
q
t
q
r
q
t
q
rx ii
TTTTEDS
1
2)(),(
 
    
Average matching score based on weightage:
 
In the 
previous steps, we have obtained a matching score and 
block weightage for all the blocks. These two values are 
then utilized to compute the average matching score of 
the iris image. The following formula used for finding the 
average matching score is given as follows.
 
 
)1(
1
1
∑
∑
−
n
b= x
n
b=
b
avg
b
W
M
M
 
where,  )1
 
(
  
xx WSM = −×
 
            
M 
 
Weightage of block pair.
 
avgM ) after 
performing average matching of whole iris images. This 
value is used to decide whether the test sample is 
already present in the database or not. If the obtained 
value avg
M
is less than the predefined threshold ( P ), 
then the test sample is present in the database. 
 
V.
 
RESULTS AND DISCUSSION
 
The proposed efficient technique for iris 
recognition is implemented in MATLAB (7.8). In sub-
section 5.1, we explained the CASIA iris image database 
for estimating the proposed iris recognition 
performance. Sub-section 5.2 describes the overall 
experimentation using the proposed technique. The 
evaluation results presented in sub-section 5.3 showed 
that the proposed technique is more efficient compared 
to the baseline technique.  
1) Database 
To evaluate the effectiveness of the proposed 
technique for iris recognition, we have used the CASIA 
iris image database [38]. CASIA iris image database 
includes 756 iris images from 108 eyes (hence 108 
classes). For each eye, 7 images are captured in two 
sessions, where three samples are collected in the first 
session and four in the second session.  
2) Experimentation 
This section describes the experimentation of 
the proposed technique using iris images taken from the 
CASIA database collected by Institute of Automation, 
Chinese Academy of Science. For training the features 
of iris, we have taken 125 iris images from different 
persons. The concatenated vector is computed for taken 
iris images using the proposed technique. For 
recognition phase, we have taken 325 iris images that 
include trained and untrained iris images. The following 
figures 6 shows some iris images taken from CASIA iris 
database for experimentation. 
 
Fig 6: Iris images taken from CASIA iris database  
First, all the iris images are given to the 
preprocessing stages for instance, iris segmentation 
and iris normalization. The input iris image, the localized 
iris image and the normalized iris image of the proposed 
technique are shown in the fig.7. 
 
Fig 7: (a) Input Iris image (b) Segmented iris image (d) 
Normalized iris image 
 
Each normalized iris image is partitioned into 
multiple small blocks and each block is converted into 
D−1  vector and rescaling is applied. Then, EMD is 
applied to each block for feature extraction. EMD 
algorithm generates a set of IMF components and its 
corresponding residual. Here, we have used 4 iterations 
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so that it generates four IMF components and four 
residual. We have taken final residual as feature vector 
and the intermediate results given by the EMD to obtain 
residual is shown in the following fig.8 
 
(a) 
 
(b) 
 
 
(c) 
 
 
(d) 
 
(e) 
Fig 8: The result of applying EMD in one block of a iris 
image where (a), (b), (c) and (d) are the IMF component 
of the original signal whereas, (e) is the EMD residue 
Now, we computed the number of irrelevant 
pixels (pixels in the eyelid and eyelashes) for each block 
and form the concatenated vector, which is stored in the 
database. In the testing phase, concatenated vector is 
formed using the proposed technique and it is matched 
with vectors present in the database to find average 
matching score avg
M
. Finally if the obtained value 
avgM  is greater then or equal to the threshold value (
5. 20  =P ), then there is a match else there is a 
mismatch.  
3) Comparative analysis 
In this section, we present the evaluation results 
of baseline technique and our proposed technique. In 
order to determine the accuracy of an iris recognition 
system, we have to measure the error rates. There are 
two types of error rates namely, False Non-Match Rate 
(FNMR) and False Match Rate (FMR). FNMR is the 
probability rate at which the no. of iris images is 
erroneously received as Non-Match whereas FMR is the 
probability rate at which the no. of iris images is 
erroneously received as Match. The accuracy 
measurement of the system is calculated using following 
formula: 



−=
2
)(100 FNMRFMRAccuracy
 
For comparison of baseline and our proposed 
technique, we have to estimate the error rates of each 
technique separately using the iris database. The 
percentage of the recognition rates and the accuracy 
rate for the baseline technique and for our proposed 
technique are shown in the table I. The table I clearly 
shows that the recognition performance of the proposed 
technique is more efficient compared to that of the 
baseline technique. Fig. 9 clearly shows that the overall 
percentage of accuracy for the proposed technique is 
higher compared to that of the baseline technique since 
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the percentage of FNMR and FMR is less in the 
proposed technique. 
CASIA Iris Database 
 FNMR (%) FMR (%) Accuracy (%) 
Baseline 
Technique 
3.951 32.22 95.92 
Proposed 
Technique 
2.43 11.85 97.56 
Table I: Comparison result of our proposed technique 
with the baseline technique 
 
 
Fig 9:  Comparative results of the proposed technique 
and the baseline technique 
 
VI.  CONCLUSION 
We have developed a block weightage based 
iris recognition technique using Empirical Mode 
Decomposition (EMD). The proposed technique 
consists of three modules, namely Preprocessing, 
Feature Extraction and Matching. The normalized iris 
image obtained from the preprocessing step is given to 
EMD for extracting the features of each block rather than 
the whole iris image, and for recognition, we have used 
block weightage method for accurate recognition of 
degraded iris images. For experimentation, we have 
used the CASIA iris image database and the evaluation 
results clearly demonstrated that the proposed 
technique provides better accuracy in iris recognition 
than the baseline technique. 
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