Vehicle detection in aerial images is a challenging task and plays an important role in a wide range of applications. Traditional detection algorithms are based on sliding-window searching and shallowlearning-based features, which limits the ability to represent features and generates a lot of computational costs. Recently, with the successful application of convolutional neural network in computer vision, many state-of-the-art detectors have been developed based on deep CNNs. However, these CNN-based models still face some difficulties and challenges in vehicle detection in aerial images. Firstly, the CNN-based detection model requires extensive calculations during training and detection, and the accuracy of detection for small objects is not high. In addition, deep learning models often require a large amount of sample data to train a robust detection model, while the annotated data of aerial vehicles is limited. In this study, we propose a lightweight deep convolutional neural network detection model named LD-CNNs. The detection algorithm not only greatly reduces the computational costs of the model, but also significantly improves the accuracy of the detection. What's more, in order to cope with the problem of insufficient training samples, we develop a multi-condition constrained generative adversarial network named MC-GAN, which can effectively generate samples. The detection performance of the proposed model has been evaluated on the Munich public dataset and the collected dataset respectively. The results show that on the Munich dataset, the proposed method achieves 86.9% on mAP (mean average precision), F1-score is 0.875, and the detection time is 1.64s on Nvidia Titan XP. At present, these detection indicators have reached state-of-the-art level in vehicle detection of aerial images.
I. INTRODUCTION
Vehicle detection in aerial images plays an important role in many applications of civilian and military, such as intelligent transportation, urban planning and military reconnaissance. Recently, vehicle detection from aerial images has received widespread attention [1] - [5] . However, vehicle detection still faces a series of challenges and difficulties due to the relatively small size, various types of vehicles, and intricate background information. In addition, it is difficult for real-time
The associate editor coordinating the review of this manuscript and approving it for publication was Rajesh Kumar. detection in such large-scale aerial images. Furthermore, the limited labeled data also increases the difficulties of vehicle detection in aerial images.
In previous studies, some traditional methods have been proposed for vehicle detection in aerial images, the performances of these algorithms have been improved in the past few years [1] , [6] - [8] . These detection methods are mostly based on the method of sliding-window search, and each image is scanned from the filter with different scales. In feature extraction, most of these algorithms are based on multiple manual features or shallow-learning-based features. The traditional vehicle detection models are trained in clumsy VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ and slow multistage piplines, which leads to low feature representation capabilities and heavy computational costs. Recently, object detection algorithms based on convolutional neural network (CNN) have shown significant advantages in the field of computer vision. There are some typical detection algorithms such as R-CNN [9] , Fast R-CNN [10] , Faster R-CNN [11] , YOLOs [12] - [14] , FPN [15] and SSD [16] . These detection models first extract highly discriminative features and generate object-like regions, and then each region is classified by a trained classifier. In these detection algorithms, the features extracted by CNN is more powerful in representation than shallow-learning features, which can significantly improve the detection performance. Meanwhile, the CNN-based model is faster than sliding-windows-based detector as it uses proposed object-like regions to reduce the search space. Faster R-CNN adopts a fully convolutional region proposal network (RPN) to generate object-like regions, and then combines the RPN with Fast R-CNN into a unified detection framework, which achieves state-of-the-art detection performance. The Faster R-CNN algorithm has achieved great success in the field of object detection. However, there are still many problems and challenges in applying this detection model directly into vehicle object detection in aerial images. The reasons are as follows.
1). The model size of feature extraction network in Faster R-CNN is large and its parameters are numerous, which leads to a large computational costs of the network, so it can not be real-time detection.
2). The feature extraction network only fuses part of the features, and the feature fusion is not perfect enough, which is not conducive to small object detection in aerial photography scene. So Faster R-CNN has poor localization performance with small objects as the CNN-based features used for classification and detection.
3). Manually annotated aerial vehicle samples are expensive and the number of available samples is small, which makes it difficult to train an accurate and robust detection model.
To address these problems, in this paper, we present a fast and robust vehicle detection model based on lightweight deep convolutional network and generative adversarial network (see figure 1 ). Inspired by ShuffleNet-v2 [17] and PeleeNet [18] , we have established a fast lightweight feature extraction network model, which is named LD-CNNs. In LD-CNNs, we have carried out a series of improvements for better feature extraction of small objects, such as feature channel gradual stacking, small convolution kernel for object feature extraction, and transition layers with the same channels. These improvements are beneficial to feature extraction of small objects, which can improve the efficiency and accuracy of detection model. In addition, in order to overcome the limitations of annotation data, we propose a multi-condition constrained aerial vehicle image generation method based on the generative adversarial network (MC-GAN). This algorithm can generate a large amount of sample data close to the real image, which can assist the training of aerial vehicle detection model and improve the detection efficiency.
This paper is organized as follows: Section 2 discusses related work. The proposed method is detailed in Section 3. Section 4 reports the experimental results. Finally, Section 5 concludes the paper.
II. RELATED WORK
In this section, we briefly introduce object detection algorithm based on deep neural network and feature extraction method of lightweight convolutional network. Meanwhile, the method of sample generation based on generative adversarial network is introduced as well. Finally, we introduce some recent work of aerial vehicle detection.
A. OBJECT DETECTION BASED ON DEEP CNNS AND LIGHTWEIGHT CNNS
As a hotspot in the field of computer science research, deep learning has received extensive attention from academia and industry, and has achieved a series of remarkable results. In recent years, deep neural networks have shown significant advantages in the field of object detection.
In recent years, a series of object detection algorithms based on deep convolutional neural networks have been developed. For example, such as Faster R-CNN [11] , YOLOs [12] - [14] , SSD [16] , FPN [15] , and RefineDet [18] . The Faster R-CNN adopts a region proposal network (RPN) to determine the object from the candidate box, and then performs classification through classified positioning. Faster R-CNN is an end-to-end method, which achieves near real-time rates and state-of-the-art performance. In YOLO [12] , the object detection task is treated as a regression problem, and the coordinates of the bounding box, the confidence of the object contained in the box, and the class probabilities are obtained directly from all pixels of the entire image. With YOLO, each image only needs a glance to get an idea of which objects are in the image and where they are. YOLOv2 [13] and YOLOv3 [14] have made a series of improvements on the basis of YOLO, which further improves the performance of object detection. The SSD [16] uses local feature regression of multi-scale on the entire image, which can keep the algorithm fast and ensure the accuracy of the object positioning. FPN [15] utilizes the high-resolution information of low-level features and the semantic information of high-level features, and then combines the features of these different layers to perform multi-scale object detection. In RefineDet [18] , it introduces a transfer connection block and an object detection module in the detection framework, which can improve the detection precision while maintaining high efficiency.
These detection models based on deep convolutional neural network have achieved high detection accuracy. However, the deep detection models are accompanied by numerous parameters and generate a lot of computational costs, which makes it impossible to effectively carry out real-time detection. Employing CNNs for the real-time applications requires efficient computation methods due to the limited processing resources. Recently, a series of lightweight networks have been developed, such as GoogleNet [19] , Xception [20] , ResNeXt [21] , PVANET [22] , MobileNets [23] , [24] , Shuf-fleNets [17] , [25] , PeleeNet [26] and SqueezeNet [27] , and all of them have less computational costs compared with other CNNs while maintaining comparable or even better results. The ShuffleNet-v1 [25] uses point-wise grouped convolutions and channel shuffle to reduce the computational costs, which has a superior performance compared with MobileNet using Faster R-CNN detection algorithm. ShuffleNet-v2 [17] puts forward four design criterion for lightweight networks. According to these criterion, the author analyses the shortcomings of ShuffleNet-v1, and improves ShuffleNet-v2 on this basis. In PeleeNet [26] , the authors propose a variant of DenseNet [28] architecture called PeleeNet which is built with conventional convolution operation instead, this model is designed to meet strict constraints on memory and computational budget.
B. SAMPLE GENERATION BASED ON GENERATIVE ADVERSARIAL NETWORK
The Generative Adversarial Network (GAN) is a proactive deep learning model proposed by Goodfellow et al. in 2014 [29] . Currently, this model is a research hotspot in the field of computer vision. GAN can generate target data sets to compensate for the shortage of training data, so it has great significance in the field of object detection. The Deep Convolutional Generative Adversarial Network (DCGAN) [30] has improved GAN by using a convolutional network instead of a fully-connected network, which uses the powerful feature extraction capabilities of the convolutional network to improve the learning performance of the generative network. DCGAN is capable of generating sample data from random noise, but because of its unsupervised learning, the learning ability of this model is limited and the generated samples have no background information. Pix2pixGAN [31] is a generative adversarial model for image translation. In this model, the input of generator G is an image with a noise area, and the output is another image that translates noise into an object. Pix2pixGAN retains the background information very well and successfully generates object samples in the noise region of the image. However, the shortcomings of this model are also very obvious, the distortion of the generated samples is apparent, and the fusion of generated sample and background information is not enough.
In order to solve the above problems, in this paper, based on pix2pixGAN and inspired by the idea of conditional Generative Adversarial Network (cGAN) [32] , we establish a multi-condition constraint Generative Adversarial Network (MC-GAN). The model achieves constraints on generator G by adding discriminators and different loss functions for different tasks, which enables generator G to retain background information while enhancing the ability of object generation.
C. THE GENERAL VEHICLE DETECTION ALGORITHMS
Vehicle detection in natural scenes is an important research topic for autonomous driving, recent studies have shown that deep convolutional neural network has achieved exciting results in this field. Cai et al. [33] propose a unified deep convolutional neural network for fast multi-scale vehicle detection in natural scenes. In this work, the detection is preformed at various intermediate network layers, which enables the detection of all object scales by feed forwarding a single input image through the network, and it is shown to result in significant savings in memory and computation. SINet [34] is a scale-insensitive convolutional neural network for fast detecting vehicles with a large variance of scales. The SINet contains a context-aware RoI pooling layer and a multi-branch decision network for vehicle detection, which can produce accurate feature maps for vehicles with small scales and classify vehicles with a large variance of scales. Wei et al. [35] present a multiple scale CNN network model for advanced driving assistance systems object detection. In this study, the deconvolution and fusion of CNN feature maps are proposed to add context and deeper features for better object detection at lower scale of feature maps, and the experimental results demonstrate the effectiveness of the proposed method with good detection performance over KITTI [36] test set. In [37] , the authors advise a deep network for accurate vehicle detection in natural scenes. In this research, the detection algorithm uses a relatively large feature map for proposal generation, and it keeps RoI feature's spatial layout to represent and detect tiny vehicles.
D. VEHICLE DETECTION IN AERIAL IMAGES
Although the deep convolutional network detection model has achieved a series of research results in the object detection under natural scenes, it still faces many difficulties and challenges in the aerial photography scene. The vehicle object detection based on the aerial image has its own particularity, for example, the size of the image is large and the detected object is small, and the background of the object is complicated. Therefore, the deep detection model needs to be modified according to these characteristics to adapt to the object detection under the aerial scene.
Ammour et al. [38] present an automatic solution to the problem of detecting and counting cars in unmanned aerial vehicle (UAV) images. In this model, it begins by segmenting the input image into small homogeneous regions, and then a deep detection model is used to mine highly descriptive features. This method can improve the efficiency of detection by dividing the candidate regions, but it is easily affected by the shadow occlusion region, and it still has a high FP rate. Cheng et al. [39] propose a novel and effective approach to learn a rotation-invariant CNN (RICNN) model for advancing the performance of object detection in remote sensing images. In this algorithm, the authors first train the rotation-invariant layer and then domain-specifically fine-tune the whole RICNN network to further improve the performance.
Recently, some related works have successfully applied Faster R-CNN to vehicle detection in aerial imagery. In reference [3] , the authors propose an improved vehicle detection model based on Faster R-CNN. In this model, it employs a hyper region proposal network to extract vehicle-like objects from a combination of hierarchical feature maps, and then it uses a cascade of boosted classifiers to verify the candidate regions. However, the algorithm only fuses part of the shallow features, and is easily affected by the image resolution, so the robustness of the algorithm is poor. In [4] , Deng et al. propose a fast and accurate vehicle detection framework. In this model, the authors develop an accuratevehicle-proposal-network (AVPN) based on the hyper feature map which combines hierarchical feature maps that are more accurate for small object detection. However, this method still produces some errors, as well as missing detection.
At present, Faster R-CNN achieves state-of-the-art performance in the field of object detection. However, there are still many difficulties and challenges in applying this algorithm directly to vehicle object detection in aerial images. The main reason is that the feature extraction network can not effectively extract the features of small objects, and the computational costs of the feature extraction network are too large to carry out real-time detection. In this paper, we propose a lightweight small object feature extraction network, which combines Faster R-CNN detection algorithm to detect aerial vehicles accurately and in real time.
III. PROPOSED METHOD
The framework of our proposed model consists of two parts, LD-CNNs and MC-GAN. LD-CNNs is a lightweight deep convolutional network detection model, which is used for fast and accurate vehicle location and recognition in aerial images. MC-GAN is a multi-condition constrained generative adversarial network model, which is used to generate samples to cope with the limitation of data and enhance the robustness of the model.
A. LIGHTWEIGHT DEEP CONVOLUTIONAL NEURAL NETWORKS (LD-CNNs)
The architecture of LD-CNNs is illustrated in Figure 2 . Inspired by ShuffleNet-v2 [17] and PeleeNet [26] , we have built a lightweight feature extraction network for small object detection, which can effectively extract features from small objects while reducing network overhead.
1) STEM BLOCK
We design two stem blocks before the first dense layer. The stem blocks can effectively enhance the ability of feature representation. It uses a two-channel parallel feature propagation mechanism. One channel uses a 1 × 1 small convolution kernel, and the other channel uses a 1 × 1 and a 3 × 3 convolution kernel for feature extraction and propagation. Then, the two channels are feature-fused.
The 1 × 1 small convolution kernel has a relatively small receptive field in feature extraction, which is beneficial to the extraction of small object features in deep network. This is because the characteristics of the object are more abstract when the network features propagate to the deep layer, and the receptive fields involved by each feature are larger. At this time, the ordinary 3 × 3 convolution kernel can't extract the features of small objects because of the large receptive fields. The 1 × 1 convolution kernel performs nonlinear operation, which can greatly increase the nonlinear characteristics and representation ability of the model. In addition, the 1 × 1 convolution kernel can compress the feature map and perform secondary extraction on the feature, which makes the feature expression of the new feature map better and reduces the parameters of the model. The 3 × 3 convolution kernel has a larger field of vision in the initial stage of feature extraction for small objects, which can reduce the loss of information in the initial stage of feature extraction.
In the stem block, the 1 × 1 small convolution kernel is helpful for detecting small objects, and 3 × 3 convolution kernel can reduce the loss of information in the original input image. The experimental results show that the stem block improves the ability of feature expression and the performance of detection.
2) STACK BLOCK
The stack block is a lightweight feature extraction and propagation model. Its main design principles are: 1) the number of channels increases gradually, 2) three-way feature fusion.
In the propagation of feature channels, the previous network models mostly used 2-fold incremental method to propagate feature channels. For example, the number of characteristic channels in VGG16 increases by 2-fold incremental when propagating, and the number of characteristic channels is 64, 128, 256, 512 in turn. However, this channel propagation way increases too fast in the number of feature channels, resulting in incomplete feature extraction and information loss in feature propagation. Especially in the feature extraction of small objects, this channel propagation method can't effectively extract and propagate the features of small objects. In the stack block, we use the method of gradually increasing the number of feature channels to perform feature propagation. More detailed, the number of feature channels is propagated by 32+, that is to say, the feature only increases 32 channels when each layer propagates downwards, and the number of feature channels is 32, 96, 128, . . . 482, 512 in turn. In stack block, the number of feature channels is gradually superimposed by concat operation, which can gradually refine the features of the object, thereby avoiding the problem that the number of feature channels jumps excessively in feature extraction.
In the feature extraction of convolution layer, we use three-way feature fusion to fuse different scales of feature maps. The feature extraction method can effectively fuse the object feature and its background information. More detailed, the right way uses two 1 × 1 small convolution kernels and a 3 × 3 convolution kernel, which can effectively extract the features of small objects. The left way of the block contains a 1 × 1 convolution kernel and a 3 × 3 convolution kernel, which can capture the background information of the object. Then the stack_concat layer performs channel shuffle operation after three-way channel feature fusion. The principle of shuffle operation is that the number of channels in each shuffle block is 32. Then one of the shufflle blocks is concat-operated with the previously input feature map, and finally the feature fusion of stack block is completed. Since the number of channels of the shufflle block is 32, the number of stack block's channels increases by 32 after each featurefusion is completed.
3) TRAINNING OF LD-CNNS
In the training process of LD-CNNs, the number of iterations of the model is 200k and the batch size is 256. In each iteration, the model predicts the category and bounding boxes of the image blocks. The Intersection-over-Union (IoU) indicates the ratio of the overlapping of the ground-truth box and prediction area. If the value of IoU is higher than 0.7, we assign a positive label to it. Whereas, if a predicted region's IoU ratio is lower than 0.3 for all ground-truth boxes, we assign a negative label to it. Then, the remaining regions are discarded. The IoU ratio is defined as equation (1):
where area(B P ) ∩ area(B G ) represents the intersection of the vehicle proposal box and ground truth box, and area(B P ) ∩ area(B G ) represents their union. All labeled positive and negative region proposals are fed into the loss function. In addition, a multi-task loss function is used to update the parameters of the network, which is aimed at minimizing the error of classification and localization. The L cls is a softmax loss function for the classification of vehicles and backgrounds, and the L bbr is used for box-regression. Similar to reference [11] , the loss function is defined as equation (2):
where i represents the index of a mini-batch. p i is the score of the predicted vehicle-like region, and p * i is the ground-truth label. λ is a balance parameter. In each iteration, the number of positive and negative region proposals is the same. Therefore, we set λ = 2 to make L cls and L bbr have the same weight. Moreover, L bbr denotes a smooth L 1 loss, which is the same as that in Fast R-CNN [10] . It is defined as Equation (3):
In equation 3, the loc represents the predicted value of the vector in each region, and loc * represents the vector of the ground-truth bounding box. The f L1 (x) is a robust smooth L 1 loss that is less sensitive to outliers. In addition, the parameters of weight are initialized from a zero-mean Gaussian distribution with standard deviation 0.01 in the new layer. In the final stage of training, the obtained vehicle-like regions are passed to RoI proposal layer and R-CNN, then the bounding boxes and categories of the object are predicted by two fully connected layers.
The LD-CNNs can be trained by stochastic gradient descent. In order to prevent over-fitting of the training model, we adopt the pre-trained model from Pascal VOC 2012 to initialize the LD-CNNs. In the training stage, we use a weight decay of 0.0001 and a momentum of 0.9. The learning rate is set as 0.001 for the first 100k iterations, and 0.0001 for the next 100k iterations. The RPN batch size is set to 256. We generate approximately 500 overlapped candidate region boxes. In order to suppress redundant boxes, non-maximal suppression (NMS) algorithm is adopted on the proposed regions based on the confidence score.
B. MULTI-CONDITION CONSTRAINED GENERATIVE ADVERSARIAL NETWORK (MC-GAN)
The MC-GAN model is based on pix2pixGAN [31] . It adopts the idea of conditional generative adversarial network (cGAN). By adding discriminators and using different loss functions for different object tasks, the MC-GAN model achieves the constraints on generator G, which enables generator G to retain background information and enhance the ability to generate vehicles-like region with noise. Our model is shown in figure 3 , which uses a generation network G and two discrimination networks D c and D b . In this model, the generator G turns the image with the noisy block into the aerial vehicle image, the discriminator D c is used to determine the true and false of the vehicle, and the discriminator D b is used to judge the background.
1) GENERATIVE MODEL
The goal of generator G is to learn a mapping from x to y so that G (x) = y. Where x is the input noise image and y is the object image. Our generated network G uses U-Net [40] as the basic network structure. In the process of encoding and decoding, the generator connects the mirror layer of down sampling and up sampling, which retains more original image information and solves the problem of loss of information transmission. The network structure of the generator is divided into the up-sampling and the downsampling. The structure diagram of the generator is shown in figure 4 .
In the down-sampling, five scales of convolution operations are performed, and the scale is reduced by half for each pooling layer, and there are two convolution operations in 
2) DISCRIMINATIVE MODEL
For the vehicle discriminant model D c , the focus is on the noise region. Based on the positional information of the vehicle, we cut out the generated vehicle G (z) at the corresponding position in the generated image G (x) as a negative sample. Similarly, the corresponding real vehicle y c is cropped from the original image y as a positive sample. The function of discriminator D c is to distinguish whether the input vehicle G (z) or y c is true or false. This will force generator G to learn a mapping G (z) → y c that converts noise z into real vehicle y c , where z is the noise region located in the noise image x.
The structure of discriminator D c is shown in figure 5 , which uses a five-layer convolutional network to extract features. Because the input of D c is the generated image or the vehicle of different sizes cut out from the original image, the size of the feature map obtained by convolution operation is also different. To solve this problem, we use the spatial pyramid pooling network to obtain fixed-length pooling features. In more detail, we use a three-layer spatial pyramid (1 × 1, 2 × 2, 4 × 4), and finally we get 21 feature points, and then we use the least squares method to calculate the loss function. For the background discriminant model D b , the focus is on global information. Our goal is not only to generate realistic vehicles, but more importantly to ensure that the generated vehicles are integrated into the background information. Discriminator D b is used to distinguish real image pairs and generated image pairs. The real image pair consists of the original image y and the noise image x. The generated image pair consists of the generated image G (x) and the noise image x. The detailed operation steps are as follows:
1). The input image is merged into 6 channels and passed to discriminator D b .
2). The method of patchGAN is used to divide the feature map into n × n regions, and determine whether each region is true or false.
3). For the output matrix of n × n, the least squares loss is calculated as the loss function of D b by using the total 0 matrix or the total 1 matrix.
3) OBJECTIVE FUNCTION
In the generation network G, in order to make the generated image more approximate to the real image, we add a L 1 regularization constraint in the training process to ensure the commonality of input and output, and prevent the global distortion. It is defined as equation (4):
Therefore, the final loss function form of generator G is shown in equation (5): (5) where y represents the original image, x represents the noise image, y c represents the real vehicle in the original image, z represents the noise region in the noise image, G (x) represents the generated image, and G (z) represents the generated vehicle in the generated image, λ controls the weight of the L 1 loss function in the generator.
In D b , we use the least squares loss function to train the network. It is defined as equation (6): In D c , we use cross-entropy loss function to train the network. It is defined as equation (7): (G(z) ))] (7) The reason why different loss functions are used here is that the least squares loss function can obtain a larger value than the cross-entropy loss function. If D c uses the least squares loss function, the generated vehicle in the training set will be over-fitted. Although it works well in the training set, the generated vehicle in the test set will be chaotic in the face of new noise. The D b is concerned with the global information. When using U-Net structure to ensure that background information is not lost, using patchGAN to calculate the least squares loss function can ensure that the vehicle region is better fitted to the background. Figure 6 shows the results of several different methods on vehicle generation. In Figure 6, (a) is the original input image, (b) is the noise image, (c) is the image generated by the cGAN method, (d) is the image generated by the pix2pixGAN method, and (e) is the result generated by our method. Through observation, we can find that cGAN can barely generate part of the shape of the vehicle and the content is very vague, the vehicle generated by the pix2pixGAN method has a basic shape, and our method is superior to the other two methods in the effect of vehicle generation. The multi-condition constrained generative adversarial network proposed by us can effectively generate vehicle samples and integrate the samples into the background information through the background discriminator D b and the object discriminator D c . FCN-score [31] is an important indicator for evaluating the quality of generated images. The intuition is that if the generated images are realistic, classifiers trained on real images will be able to classify the synthesized image correctly as well. Table 1 shows a comparative analysis of the performance of the three models under the FCN-score evaluation metrics. The results show that our proposed model is superior to cGAN and pix2pixGAN in FCN-score.
4) PERFORMANCE EVALUATION OF MC-GAN

IV. EXPERIMENTAL RESULTS
In this section, we report the experimental results on two datasets, Munich vehicle dataset and our collected dataset. Meanwhile, the performance of our detection model is analyzed in detail and compared with other methods on detection accuracy and speed. Experiments are implemented based on the deep learning framework Caffe and run on a PC with Intel core i7-8700k CPU, a NVIDIA TITAN Xp (12 GB video memory), and 16GB of memory (DDR4 2400MHz). The operating system is Ubuntu 16.04 (Canonical, London, UK).
A. DATASET DESCRIPTION
The Munich vehicle dataset is collected over the city Munich, Germany. It contains 20 aerial images captured from an airplane by a Canon Eos 1Ds Mark III camera with a resolution of 5616 × 3744 pixels. The aerial images are taken at a height of 1000 meters above ground, and the ground sampling distance is approximately 13cm. The dataset labels the coordinate information of eight different types of vehicles, and the majority of them are cars. According to the works in [3] , we combine ''ca'' and ''van'' as car. In order to overcome the limitation of dataset on training, each original aerial image (5616 × 3744 pixels) is cropped into 11 × 10 image blocks (702 × 624 pixels) with overlap. Then the image blocks without vehicles are discarded and the remaining images are rotated with four angles.
The collected vehicle dataset is collected over the city Nanjing, China. It contains 615 high-resolution aerial images, and is with a resolution of 1368 × 770 pixels. The UAV captured the images at a height of about 60 meters. The vehicle information is labeled in every image. An average of 30 car type samples are annotated in each image, so our collected dataset approximately contains about 18450 samples with the ground truth. We choose eighty percent of the data as training samples, and the remaining data as testing samples. In the training stage, the original image is rotated vertically, horizontally, and mirrored to expand the dataset.
B. EVALUATION METRICS
In our model, we employ the widely used four meterics to evaluate the detection performance, which include the recall rate, precision rate, mAP and F1-score.
The recall rate evaluates the correctly identified positive detection from the total samples, which is an important indicator to measure the detection performance. The definition of recall rate is shown in equation (8): The precision rate indicates how many of the samples are predicted to be truly positive. It is defined as equation (9):
where TP (True Positive) represents the number of positive samples predicted to be positive, FP (False Positive) represents negative samples predicted to be positive, and FN (False Negative) represents positive samples predicted to be negative. F1-score is used to evaluate the accuracy and recall rate synthetically, which is the harmonic mean of accuracy and recall rate. The definition is as follows:
The mean average precision (mAP) is a detection index proposed to solve the limitation of Precision rate, Recall rate and F1-score, whose purpose is to obtain an index that reflects global performance. The definition of the mAP is as follows:
C. RESULTS FOR MUNICH DATASET
We have evaluated the performance of various components on the Munich test dataset. The results of experiments are shown in Table 2 . In Table 2 , we can see that these designs improve the accuracy of detection and reduce the computational cost of the model. More details, compared with the previous model, the introduction of the stack block improves the detection accuracy of the model by 3.1%, and reduces the computational cost by 18.9%, which fully demonstrates the importance of this design. In addition, the introduction of the MC-GAN model has solved the problem of insufficient samples, which has improved the accuracy of detection by 3.3%. Table 3 shows that the results of various detection models on Munich dataset. In table 3, LD-CNNs achieves compelling results in terms of computational cost, model size and mean average precision. The mAP of our proposed method has reached 86.9%, which is 13.5% higher than ShuffleNet-v2. Meanwhile, the computational costs and model size of LD-CNNs are less than half of ShuffleNet-v2. The detection accuracy of this model is also significantly better than ResNet50 and DenseNet-121. Moreover, the computational cost of LD-CNNs is only 5.2% of the cost of ResNet50 and 7.0% of the one in DenseNet-121. In Table 3 , these are typical detection models in object detection, which are mainly used to detect objects in natural scenes, and are not improved for small object detection in aerial scenes. Recently, many vehicle detection models for aerial scenes have been evaluated on Munich dataset, and these detection models have achieved competitive results.
In Table 4 , we compare our detection method with several other most advanced detection models in terms of detection accuracy and time. The results show that our detection method has obvious advantages in recall rate, accuracy rate, F1-Score and detection time. Our model has achieved a recall rate of 83.1%, an accuracy rate of 92.5%, an F1score of 0.875, and a detection time of 1.64s/per image. These indicators have reached the most advanced level at present, which fully demonstrates the advantages of our proposed detection methods. In addition, the training time of our model on Munich dataset is 0.152s per iteration, and the total training time of our model is 8.4 hours after 200K iterations.
We compare the performance of our proposed detection method with other general vehicle detection methods in natural scenes. The results are shown in Table 5 . It is not difficult to find that our detection method is superior to other detection algorithms in detection performance by comparing and analyzing the detection results. Vehicles in natural scenes tend to have large differences in size, while those in aerial scenes have small differences in size, so general vehicle detection algorithms may not be suitable for vehicle detection in aerial scenes. The size of the vehicle in the aerial scene is small and the background is complex. The proposed method can effectively detect small objects in a complex background.
The number of region proposals has an important effect on the accuracy and speed of detection. The appropriate number of region proposals can better trade-off the accuracy and speed of detection. Table 6 shows the effect of different number of proposals on detection accuracy and speed. In table 6, when the number of proposals is 50, the detection speed is fast but the accuracy is low, while when the number of proposals is 300, the detection accuracy is high but the speed is slow. In this study, we fully trade-off the accuracy and speed of detection under different number of proposals. Therefore, in our detection model, we set the number of proposals to 200, at this time the detection of mAP is 86.9%, and the detection time is 1.64 seconds. Figure 7 (a) shows a comparison of our model with several other detection models in mAP-NMS curve. Furthermore, it shows that the value of mAP varies with the NMS (nonmaximum suppression), and it tends to increase first and then decrease. Compared with other models, the result of our model has a higher mAP when the NMS is different. In particular, the value of mAP is the highest when NMS is equal to 0.35, so the value of NMS is set to 0.35 in our model. In addition, Figure 7 (b) shows the precision-recall curves of our method and other methods. Compared with the other four detection algorithms, our proposed detection model has obvious advantages in the precision-recall curve, which further illustrates that the proposed detection model has superior detection performance in aerial vehicle detection. Figure 8 shows the results of our model on the Munich dataset. The red boxes indicate the correct detection and yellow boxes indicate the missed detection. Each correct detection box has a score, which represents the credibility of the detection. The higher the score is, the higher the reliability of the test results will be. In Figure 8 , we show the results of some difficult detection scenarios. For example, Figure 8 (a,b,c) is a case where the background is complicated and there are many object vehicles in the image, and Figure 8 (d,e,f) is a case where the vehicle is accompanied by occlusion shadows, which brings many difficulties to successful detection. As shown in Figure 8 , our detection model has superior detection performance in various scenarios. In addition, our detection results also have a small flaw, where some samples of missing detection appear. Most of these missed vehicles appear at the boundary of the image blocks. The reason for the missed detection is that the vehicle information is not complete. In fact, since these image blocks overlap when they are segmented, these vehicles that are missed at the boundary will be detected on the other image block, and the final detection result is also unaffected.
D. RESULTS FOR OUR COLLECTED DATASET
In order to further verify the effectiveness of the proposed model, we evaluated the model on the collected dataset. As shown in Table 7 , compared with other aerial vehicle detection algorithms, our proposed detection algorithm achieves the best performance in recall rate, accuracy rate, F1-score and detection time. The results show that the proposed model has achieved a recall rate of 92.4%, an accuracy rate of 93.7%, an F1-score of 0.93, and a detection time of 0.047s/per image on the collected dataset. This also indicates that our proposed detection method still shows superior detection performance on the collected dataset. Compared with the Munich dataset, the detection time of the collected dataset is very short, which is due to the large difference in the size of the detected image between the two datasets. The model spends 0.172 seconds per training session on our collected dataset, the number of iterations is 200k times, so the total training time is about 9.5 hours. Figure 9 shows the results of our method on the collected dataset. Among them, Figure 9 (a) is the original captured aerial image, Figure 9 (b) is the image generated by the MC-GAN algorithm, Figure 9 (c) is the detection result of the original image using LD-CNNs algorithm, and Figure 9 (d) is the final detection result of the generated image using LD-CNNs algorithm. The MC-GAN algorithm can generate a large amount of sample data, which can make up for the problem of insufficient samples in training and facilitate the training of the model. LD-CNNs can use the generated sample data to train a fast and accurate detection model, which can quickly and accurately perform vehicle detection on aerial images.
V. CONCLUSION
In this paper, we present a fast and accurate aerial vehicle detection model based on lightweight convolutional network and generative adversarial network. This detection model consists of two parts: the lightweight deep convolutional network model is used to reduce the computational cost of the model and improve the detection accuracy, and the multicondition generative adversarial network is used to generate samples to make up for the problem of insufficient annotation data. The performance of the proposed detection model is evaluated on the public Munich vehicle dataset and collected dataset. The results show that compared with other most advanced aerial vehicle detection algorithms, our proposed detection model has obvious advantages in detection performance. However, we also know that there are still some flaws in our detection model. For example, the model still needs to consume amounts of computational resources when training and detecting, and the generative model has a certain degree of distortion when the sample is generated. For future work, we will focus more on how to train a fast and robust detection model in a relatively short time. In addition, we will further reduce the distortion of the generative adversarial network in sample generation, so that the generative model can generate high authenticity data in various complex scenarios. 
