Simulation as an analytical tool continues to gain popularity in industry, government, and academics. For agricultural economists, the popularity is driven by an increased interest in risk management tools and decision aids on the part of farmers, agribusinesses, and policy makers. Much of the recent interest in risk analysis in agriculture comes from changes in the farm program that ushered in an era of increased uncertainty. With increased planting flexibility and an abundance of insurance and marketing alternatives farmers face the daunting task of sorting out many options in managing the increased risk they face. Like farmers, decision makers throughout the food and fiber industry are seeking ways to understand and manage the increasingly uncertain environment in which they operate. The unique abilities of simulation as a tool in evaluating and presenting risky alternatives together with an expected increase in commodity price risk, as projected by Ray, et al., will likely accelerate the interest in simulation for years to come.
Increased interest in risk management tools for assessing alternative farm management strategies led to the creation of the Texas Risk Management Education Program (TRMEP) by the Texas Agricultural Extension Service. The risk management specialists with TRMEP help James W. Richardson is professor and Steven L. Klose is extension specialist at Texas A&M University. Allan W. Gray is assistant professor at Purdue University.
farmers evaluate long-term strategic management alternatives by using a client's personal farm data and the farm-level simulation model, Farm Assistance (Klose and Outlaw) . The use of farm-level simulation techniques has been essential to the application of the model and the success of the program. Producer interest in the program and demand for the service is growing at an increasing rate as the program enters its third year.
Agribusiness professionals are demanding more emphasis on risk-management tools in their advanced education programs at Purdue. Programs such as the Strategic Agri-Marketing program are incorporating risk analysis into the curriculum for analyzing cases dealing with various aspects of marketing. The use of risk analysis gives managers a better feel for the impacts of alternative marketing strategies and illustrates the inherent uncertainties surrounding an intensely competitive environment. Evaluations from participants in the five-day program have been very positive towards the use of simulation in teaching the concepts of strategic marketing.
Interest in farm-level policy analyses by the House and Senate Agricultural Committees continues to increase as evidenced by the growing number of farm-level policy analyses conducted by the Agricultural and Food Policy Center (AFPC). Policy makers use AFPC's farm-level simulation results to evaluate the merits of various legislative alternatives. At the request of the Agricultural Committees, AFPC is presently analyzing several safety net policy options for agriculture.
The widespread availability of microcomputers and the increasing computational power of spreadsheets has permitted applied researchers to develop simulation models using spreadsheets rather than specialized simulation languages. Gray (1998) , Richardson and Nixon (1999a and 1999b) , and Richardson (1999) have demonstrated that Microsoft Excel is capable of simulating very complex farm level and agribusiness decision models. With the aid of spreadsheet add-ins such as @Risk and Crystal Ball, analysts can develop a simulation model, generate random numbers, and statistically analyze the results without having to learn a specialized programming language. These advances will undoubtedly promote the adoption and use of simulation in risk analysis for academics and professionals.
The current nature of the agricultural industry and the increased interest in simulation call for a review of the techniques available for simulating firm-level models. The basic equations and identities required to simulate a farm or agribusiness are outlined elsewhere (Richardson and Nixon (1986) , and Gray (1998)) so this paper will focus on simulating stochastic variables in firm-level models. Specifically, the purpose of the paper is to describe and demonstrate the procedures developed by researchers in the AFPC to simulate stochastic prices and yields in large-scale firmlevel simulation models used in policy and strategic planning analyses. The procedure is a semi-parametric Monte Carlo simulation technique, which incorporates intra-and intertemporal correlation and allows the researcher to control the heteroscedasticity of the random variables over time.
Review of Literature
Numerous books are available on the topic of simulation; however, most are not written for agricultural economists and they do not relate to problems faced by agriculture firm-level simulation modelers (e.g., Law and Kelton, Savage, and Winston). Techniques presented in the majority of the simulation books can be applied to many of the business aspects of a farm, ranch, or agribusiness, but they generally ignore the unique aspects of agricultural firms. Some of the special problems facing firm-level simulation modelers are: * non-normally distributed random yields and prices, * intra-temporal correlation of production across enterprises and fields, * intra-and inter-temporal correlation of output prices, * heteroscedasticity of random variables over time due to policy changes, * numerous enterprises that are affected by weather and carried out over a lengthy growing season, * government policies that affect the shape of the price distributions, and * strategic risks associated with technology adoption, competitor responses, and contract negotiations.
The focus of this paper is on describing and demonstrating an applied simulation approach for dealing with the first four problems in the list. A portion of the literature in the area of farm-level simulation is reviewed before describing the procedure for generating appropriately correlated random numbers in firm simulation models. The relevant phrase is "appropriately correlated" and it means that whatever procedure is used to simulate random variables must ensure that the historical relationship between all variables is maintained in the simulated variables. This concept can be extended to include coefficient of variation stationarity which means that the relative variability for the random variables must not be changed by the simulation process. Agrawal and Heady (1972) provided a cursory treatment of simulation in their operations research book but no details were provided on how to construct a firm-level simulation model. Anderson, Dillan and Hardaker (1977) suggested simulation as a tool for analyzing risky decisions but provided no detail for addressing the unique modeling problems listed above. Richardson and Nixon (1986) described the types of equations and identities used to construct the Farm Level Income and Policy Simulation Model (FLIP-SIM), but provided a minimum amount of detail on how the random variables were simulated. More recently Hardaker, Huirne, and Anderson (1997) have suggested that simulation can be used as a possible tool for helping farmers cope with risk, but they did not provide details on how to build a farm-level simulation model or how to simulate the random variables facing farmers. Eidman (1971) edited a bulletin on farmlevel simulation that included a description of the Hutton and Hinman simulation model and various random number generation schemes. Eidman's bulletin became the basic reference material for farm level modelers during the 70s. The General Farm Simulation Model developed by Hutton and Hinman (1971) addressed many of the problems faced by farm level simulators today but did not address the problems of correlating random yields and prices and dealing with heteroscedasticity. Law and Kelton demonstrate that ignoring the correlation of random variables biases the variance for output variables as follows: a model overestimates variance if a negative correlation between enterprises is ignored, and vise versa. Clements, Mapp, and Eidman (1971) proposed using correlated random yields and prices for firm-level simulation models. However, the procedure described by Clements, Mapp, and Eidman for correlating two or more random variables only works if the variables are normally distributed, not the case for yields and prices for most agricultural firms. Richardson and Condra (1978 and 1981) reported a procedure for simulating intra-temporally correlated random prices and yields that are not normally distributed. Working independently, King (1979) reported a similar procedure for correlating multivariate non-normal distributions. King's procedure was included in an insurance evaluation program by King, Black, Benson and Pavkov (1988) .' Taylor (1990) presented his own procedure for simulating correlated random variables that are not normally distributed.
A procedure for simulating inter-temporally correlated random variables was described by Van Tassel, Richardson, and Conner and demonstrated for simulating monthly meteorological data from non-normal distributions. Their procedure relied on mathematical manipulation of the random deviates to correlate variables from one year to the next and therefore was difficult to expand beyond two or three years for problems involving a large number of random variables.
Simulating Multivariate Non-Normally Distributed Random Variables
Assume we are faced with the analysis of a farm that has four enterprises: corn, soybean, wheat, and sorghum. This means the model will have to simulate eight variables: four yields and four prices. The farm in question only has ten years of yield history (Table 1) . Therefore, we have an eight-variable probability distribution that must be parameterized with only ten observations. To make the problem realistic, assume the model is to be simulated for three years, thus requiring the parameters for a multivariate distribution with 24 random variables.
With the limitation of only having ten observations the use of standardized probability distributions can be ruled out because there are too few observations to prove the data fit a particular distribution. The distribution we recommend in this situation is the empirical distribution defined by the ten available observations. 2 Assuming the data are distributed empirically avoids enforcing a specific distribution on the variables and does not limit the ability of the model to deal with correlation and heteroscedasticity. 
Parameter Estimation for a MVE Probability Distribution
The first step in estimating the parameters for a multivariate empirical (MVE) distribution is to separate the random and non-random components for each of the stochastic variables. There are two ways to remove the random component of a stochastic variable: (a) use regression (or time series) analysis to identify the systematic variability, or (b) use the mean when there is no systematic variability. Yield is often a function of trend so an ordinary least squares (OLS) regression on trend may identify the deterministic component of a random yield variable. When an OLS regression fails to indicate a statistically significant non-random component, then use the simple mean (X) of the data as defined in equations 1.1 or 1.2 and shown in column 3 of Table 2 . The second step for estimating parameters for a MVE distribution is to calculate the random component of each stochastic variable. The random component is simply the residual (e) from the predicted or non-random component of the variable (Column 4 of Table 2 ). It is this random component of the variable that will be simulated, not the whole variable. Table 2 ).
(3) Relative Variability of Each Observation (Deviates) (3.1) Di = ejt/Xit for each of the 10 years t and for each random variable Xi.
The fourth step is to sort the relative deviates in equation 3.1 and to create pseudominimums and pseudo-maximums for each random variable. The relative deviates, Dit, are simply sorted from the minimum deviate to the maximum to define the points on the empirical distribution for each random variable Xi (Column 6 in Table 2 ). In a standard empirical distribution the probability of simulating the minimum or maximum of the data is equal to zero (Law and Kelton) . In reality these points were each observed in history with a 10-percent probability, for a variable with ten years of data. The problem can be corrected by adding two pseudo observations. Pseudo-minimum and pseudo-maximum values are calculated and added to the data resulting in a 12-point empirical probability distribution. The pseudo-minimum and maximums are defined to be very close to the observed minimum and maximum and cause the simulated distribution to return the extreme values with approximately the same were observed in the past. The fifth step is to assign probabilities to each of the sorted deviates in equations 4.1-4.3. The probabilities for the end points (Pmin and Pmax) are defined to be 0.0 and 1.0 to ensure that the process conforms to the requirements for a probability distribution (Column 7 in Table 2 ). Each of the ten observed deviates had an equal chance of being observed (1/T) in history so in the simulation process that assumption must be maintained. 4 The intervals created by the addition of the Pmin and Pmax deviates are assigned one half of the probability assigned to the other intervals. Based on this empirical formulation, outcomes approximating the minimum are real- tn r --N -00 00 The sixth step for estimating the parameters for a MVE distribution is to calculate the M x M intra-temporal correlation matrix for the M random variables (Table 3) .5 The intratemporal correlation matrix is calculated using the unsorted, random components (eit) from equation 2.1 and is demonstrated for a 2 X 2. The seventh step is to calculate the intertemporal correlation coefficients for the random variables. The inter-temporal correlation coefficients are calculated using the unsorted residuals (eit) from equation 2.1 lagged one year, or the correlation of eit to eit- (Table 3 ). The inter-temporal correlation coefficients are used to create a separate matrix for each random variable. The inter-temporal correlation matrices are 3 x 3 for a three-year simulation problem. A zero in the upper-right-most cell of the inter-temporal matrix assumes no second-order autocorrelation of the variables, a reasonable assumption given only ten observations. 5When using the data to estimate the correlation The completed MVE probability distribution can be simulated in Excel using @Risk or in any other computer language that generates independent standard normal deviates (i.e., values drawn independently from a normal distribution with a mean of 0.0 and a standard deviation of 1.0). The steps to simulate the MVE are provided next to demonstrate how the parameters are used to simulate a MVE probability distribution. Prior to simulation, the square root of the intra-temporal (pij) correlation matrix and each of the inter-temporal (Pit-l) correlation matrices must be calculated. The square root procedure for factoring a covariance matrix, described by Clements, Mapp and Eidman, is used to factor the correlation matrices (one intra-temporal and one inter-temporal) and is named MSQRT. 
Simulation of a MVE Probability Distribution
The first step for simulating a MVE distribution is to generate a sample of independent standard normal deviates (ISND). The second step for simulating a MVE distribution is to correlate the ISNDs within each year of the simulation period (k = 1, 2, .... K) by multiplying the factored correlation matrix (Rij) and eight of the values in the ISND vector. The matrix multiplication is repeated once for each year (k) to be simulated, using the same Rij matrix each time but a different set of eight ISNDs. The resulting eight values in each of three vectors are intra-temporally correlated standard normal deviates (CSNDs) (see Richardson and Condra (1978) ). For large samples (number of iterations) the correlated standard normal deviates in equation 11 exhibit similar intra-temporal correlation to that observed in the pij correlation matrix in equation 8. The third step in simulation is to capture the inter-temporal correlation of the random variables. The values in the three 8 x 1 vectors of CSNDs (equation 11) are used in a second matrix multiplication to add the inter-temporal correlation to each random variable. Equation 12 is repeated for each of the eight variables and does not significantly diminish the intra-temporal relationship established in equation 11.8 A single-step approach to correlating random variables that combines equations 11 and 12 into one 24 X 24 correlation matrix would be superior. However, the problem with a single-step approach is that even for small models the (MT X MT) correlation matrix can be impossible to factor. The twostep correlation process in equations 11 and 12 overcomes that problem and allows for a large number of random variables to be appropriately correlated in a multi-year simulation model. 8 The two-step approach is an improvement over Van Tassel, Richardson, and Conner's mathematical manipulation of deviates one year at a time, because it permits a large number of variables to be correlated over 10 or more years.
9 The ACSNDs can be used to simulate multivariate normal (MVN) random variables by applying the adjusted correlated deviates as follows: Xik = Xik + i-ACSNDik for each random variable Xi and where &i is the standard deviation for Xi. This procedure for simulating MVN distributions incorporates both interand intra-temporal correlation for large scale models with numerous variables and years in the planning ho- The fourth step in simulating a MVE distribution is to transform the ACSNDs from equation 12 to uniform deviates. This step is accomplished using Excel's command = normsdist(CSNDi) for each of the 24 values. Most simulation languages contain a similar error function which can be used to integrate the standard normal distribution from minus infinity to the ACSNDi. Because the input for the error function (ACSND) is appropriately correlated, the output is a vector of correlated deviates distributed uniform zero-one. The fifth step in simulation is to use the CUDs to simulate random deviates for the empirical distribution of each variable Xi. Using the CUD, along with the respective variable's Si and P(S,) one simply interpolates among the Si values to calculate a random deviate for variable Xi. In Excel the interpolation can be accomplished using a table lookup function for each random variable Xi, thus calculating 24 fractional deviates. 10 The interpolation process does not affect the correlation implicit in the CUDi's so the resulting random deviates are appropriately correlated fractional deviates (or CFD).
rizon. If the model being simulated contains both normal and non-normal distributions, the normal distributions use the above equation and the ACSNDs while the non-normal distributions use equation 15. In this manner the procedure outlined here is capable of appropriately (intra-and inter-temporally) correlating any distribution and any combination of distributions.
10 Addin software for Excel to simplify the interpolation step is available from the authors. The sixth step in simulating a MVE distribution is to apply the correlated fractional deviates to their respective projected means and make any needed adjustment for heteroscedasticity. Projected mean yields for years 1-3 can be the historical means or the projected values from the OLS regressions in equation (1). Projected mean prices for years 1-3 can be from the OLS results in equation (1) An explanation of coefficient of variation stationarity for the empirical distribution is provided by Richardson (1999, pp. 104-111) . The use of heteroscedasticity adjustments to simulate random variables is explained in the same paper (pp. 140-144). Excel repeats the process described in simulation steps 1-5 automatically as @Risk simulates each iteration. The resulting random values can be used in the firm-level simulation model to simulate receipts and other variables of interest. The process described here to estimate the parameters and simulate a MVE probability distribution is easily expanded to accommodate models with a large number of random variables. It should be noted that as the correlation matrix gets larger it often becomes difficult to factor.
Random variables generated from the MVE distribution described here have the following properties: * The variables are intra-temporally correlated the same as the historical period. * The variables are inter-temporally correlated the same as the historical period. * The variables have the same means, minimums, and maximums as their parent distributions, if the Xik values in equation (15) is not equal to the historical mean the random variable's average will equal the Xik and the minimum will be less than the mean by the same percentage as observed in the historical data. * The random variables are coefficient of variation (CV) stationary over time if the expansion factors (Eik) are equal to 1.0 for all years.
* When the expansion factors (Eik) are not equal to 1.0 the coefficient of variation in any year t equals the historical coefficient of variation (CV0) times the expansion factor, or CVt = CV Eik.
* The standard deviations for the output variables are less likely to be overstated or understated due to ignoring the correlation among enterprises and across years. * The distributions for the random variables are similar to their parent distributions in terms of shape.
Once the parameters for the MVE are estimated, the distribution can be used to simulate a variety of assumptions about the pre- dicted means without changing the relative variability for the variables. This feature is particularly useful for analyzing technological changes that assume changes in the mean yields. An added feature is that the MVE procedure allows one to experiment with alternative levels of relative variability in the future, due to policy changes and or new varieties which may have more or less risk. The steps for parameter estimation and simulation of MVE distributions are robust and perform efficiently for large-scale agricultural economics simulation models. In addition, the procedure is easily adapted to a variety of programming languages and/or software. The MVE procedure is used by FLIPSIM, Farm Assistance, POLYSYS's crops model, and FAPRI's crops model (Richardson and Nixon 1985; Klose and Outlaw; Ray, et al.; and Adams) . Gray (1998) was the first to apply the MVE procedure to a largescale agribusiness simulation model in Excel. Richardson (1999, pp. 184-245) demonstrates the use of the MVE procedure in several agricultural economics oriented simulation models that are programmed in Excel.
Numerical Application of the MVE Distribution
A simple farm-level simulation example is presented in this section. Ten years of actual yields for a farm growing corn, soybeans, sorghum, and wheat are combined with ten years of national prices to develop an MVE yield and price distribution for a farm (Tables 1-3 ). The farm is simulated for three years using stochastic yields and prices to estimate the distribution of total crop receipts for the farm, assuming 100 acres planted to each crop. The MVE distribution is simulated for three years using historical mean yields and projected national prices for 2000-2002 from the FAPRI November 1999 baseline. For the simulation, it was assumed that the relative variability of yields would be the same in the future as it has been in the past. However, the relative variability of crop prices is assumed to be 40 percent greater in the last year of the historical period. The results of the simulation are summarized in Tables 4 and 5. A comparison of the simulated and historical distribution statistics can validate the MVE procedure. The simulated means for each crop's yield in year 1 compare very favorably to the historical means as do the other statistics. The simulated mean national prices are very close to the mean forecasts provided by FAPRI. By separating the non-random component from the random component, the MVE has the flexibility to impose the historical variability on any assumed mean. The simulated mean yields in years 2 and 3 reflect the 2-percent per year increase in the assumed mean yields.
The simulated coefficient of variation (CV) is the same as the historical CV for all yields and the first two years of all prices, where the expansion factors were 1.0. Using the percentage deviations as parameter estimates in the MVE forces the CV stationary process, even when the mean changes from year to year. The standard deviation for corn yield increases from 25.93 to 26.83 as the simulated mean rises from 118.61 to 121.02, in year 1 and 2, respectively, thus maintaining a 0.22 CV (Table 4) . A process that uses a constant standard deviation would generate a declining CV. The price distributions show the CV stationary process between year 1 and 2. How-ever, in year 3 the CV increases by 40 percent, reflecting the assumed expansion factors of 1.4 (Table 3) . Again, the flexibility of this procedure allows one to control the stochastic process in many dimensions.
The results in Table 4 indicate that the stochastic procedure does a good job of simulating the given means and historical relative variability, and provides flexibility in controlling the relative variability over time. However, a significant contribution of this research centers around the multivariate process. Table 5 reports the simulated 24 X 24 correlation matrix for the random variables. The intra-temporal correlation coefficients, in the triangular areas below the outlined blocks, can be compared directly to the intra-temporal correlation matrix in Table 3 . The bold numbers along the diagonal of each outlined box are the simulated first-order inter-temporal correlation coefficients that can be compared to the input inter-temporal correlation coefficients shown in Table 3 .
A difficult part of simulating multivariate distributions is accurate generation of the historical correlation. When comparing the simulated intra-temporal correlation to the historical correlation signs, all elements of the matrix are correct except one (the correlation between corn price and soybean price in the first year is 0.009 when it should be -0.006; however, both values are about equal to zero). A closer examination reveals that the order of magnitude for each element of the simulated correlation matrix is similar to historical observations. For instance, the simulated correlation between sorghum price and soybean price of 0.880, 0.831, and 0.827 in years 1, 2, and 3, respectively, is similar in magnitude to the 0.9252 historical correlation coefficient. The same can be said for the simulated correlation between corn and soybean yields of 0.537, 0.517, and 0.519 compared to the historical correlation of 0.5826. In fact, while none of the simulated coefficients matches the historical coefficients exactly, the order of magnitude for all is reasonable.
The procedure used for incorporating intertemporal correlation also generates acceptable simulated correlation coefficients. With the exception of the inter-temporal correlation between sorghum yield in years 2 and 3 of -0.002, the signs for all of the first-order auto-correlation coefficients are correct (Table  5) . Comparing the simulated coefficients to the input matrix (Table 3 ) reveals that the order of magnitude for all of the first-order inter-temporal coefficients is acceptable. For example, the simulated first-order inter-temporal correlation coefficient for wheat price was 0.395 and 0.396 between years 1 and 2 and 2 and 3, respectively, which is similar to the input of 0.4231. The inter-temporal coefficients across commodities and higher-than-first-order intra temporal coefficients are spurious and approximately zero in most cases.
The most encouraging result is that this procedure can incorporate a complete correlation matrix into the multivariate simulation for a non-normal distribution with limited historical data. With limited data it is often impossible to estimate a non-singular 24 x 24-input correlation matrix that can be factored. For this reason, among others, using the correlation capabilities of @RISK may not work. However, the two-stage procedure described here avoids the singular matrix problem, incorporates first-order inter-temporal correlation, and produces acceptable intra-and intertemporal correlation for all of the random variables.
To illustrate the importance of capturing the intra-and inter-temporal correlation effects, a simulation of the joint distribution of revenue for the example was conducted. Assuming the farm plants 100 acres each of corn, soybeans, wheat, and sorghum, the joint distribution of price times yield was simulated 10,000 iterations.
1 2 This simulation was repeated for four scenarios with the assumptions of no correlation, only intra-temporal correlation, only inter-temporal correlation, and complete correlation.
Statistics summarizing the present value of the total revenue over the three-year simulation period are summarized in Table 6 . The mean for present value of total revenue is only slightly different as one goes from no correlation to total correlation. However, the minimum and maximums for the total revenue distributions increase as more and more correlation is added to the simulation. The results in Table 6 indicate that incorporating full correlation, in this case, increases the variability of the joint distribution for total revenue substantially. This result has serious implications for policy analysis. As U.S. farm policy makers continue to search for risk-reducing policy tools, it is important that the nature of the joint distribution for total revenue be accurately characterized. Incorporating intra-and intertemporal correlation into a multivariate simulation process can improve the characterization of this joint distribution and more accurately quantify the impact of alternative risk-management policies.
Summary
Demand for simulation as an analytical tool has been increasing rapidly in recent years. Farmers, agribusiness managers, and policy makers are increasingly interested in risk-management tools and policies. The widespread availability of microcomputers and the increasing computational power of spreadsheets has allowed applied researchers to develop simulation models using spreadsheets to meet the increasing demand. The current volatility in the agricultural industry will undoubtedly continue to increase the demand for simulation in the future. The purpose of this paper was to describe and demonstrate an applied procedure to simulate stochastic prices and yields in large-scale firm-level simulation models used in policy and strategic planning analysis. Assuming the analysis is faced with an applied simulation problem including limited data on historical prices and yields, the paper describes a simple process for estimating the parameters for a multivariate empirical distribution. The paper then goes on to demonstrate the process for simulating a multivariate empirical distribution with eight random variables simulated across three years. The important contributions of the method include the use of non-normal distributions and an intra-temporal (across commodity) and intertemporal (across time) correlation matrix to generate correlated stochastic error terms that can be applied to any forecasted mean. The procedure overcomes the problem of a singular correlation matrix that is often encountered when building a multi-year simulation model with a large number of random variables and limited historical data.
An application of the method was conducted using 10 years of actual farm-level historical data for corn, soybeans, wheat, and sorghum. The simulation model was run for 10,000 iterations and the simulated statistics and correlation matrix were compared to the historical input values. Analysis of the simulated statistics showed that the stochastic procedure does a good job of simulating the given means and historical relative variability, and provides flexibility for controlling the stochastic process. Further evaluation of the simulated correlation matrix indicated that the expected signs on the correlation were attained and the order of magnitude for both the intra-and inter-temporal coefficients were consistent.
Finally, an illustration of the impact of in-cluding multivariate stochastic processes was conducted using the joint distribution of revenues for an example farm. By including both intra-and inter-temporal correlation coefficients, the spread of the joint PDF increased dramatically. This result suggests that including correlation in stochastic simulation models that deal with analysis of risk-management alternatives is critical. The process described in this paper allows applied researchers to address risk-management analysis using simulation when historical data is limited and not normally distributed. 
