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ABSTRACT
The magnetorotational instability (MRI) is a shear instability and thus its sensitivity
to the shear parameter q = −d lnΩ/d ln r is of interest to investigate. Motivated by
astrophysical disks, most (but not all) previous MRI studies have focused on the
Keplerian value of q = 1.5. Using simulation with 8 vertical density scale heights, we
contribute to the subset of studies addressing the the effect of varying q in stratified
numerical simulations. We discuss why shearing boxes cannot easily be used to study
q > 2 and thus focus on q < 2. As per previous simulations, which were either
unstratified or stratified with a smaller vertical domain, we find that the q dependence
of stress for the stratified case is not linear, contrary to the Shakura-Sunyaev model.
We find that the scaling agrees with Abramowicz et al. (1996) who found it to be
proportional to the shear to vorticity ratio q/(2 − q). We also find however, that the
shape of the magnetic and kinetic energy spectra are relatively insensitive to q and that
the ratio of Maxwell stress to magnetic energy ratio also remains nearly independent
of q. This is consistent with a theoretical argument in which the rate of amplification of
the azimuthal field depends linearly on q and the turbulent correlation time τ depends
inversely on q. As such, we measure the correlation time of the turbulence and find
that indeed it is inversely proportional to q.
Key words: accretion, accretion discs - mhd - instabilities - turbulence.
1 INTRODUCTION
The magnetorotational instability (MRI) (Balbus & Hawley
(1991), Balbus & Hawley (1998)) has emerged as a strong
candidate to explain turbulence in Keplerian (q =
−d ln Ω/d ln r = 1.5) accretion discs. Since MRI generated
stresses draw energy from the shear, the influence of the
shear strength on properties associated with the turbulent
stresses and transport are of interest to study. Doing so
helps to distill the underlying physical mechanisms of trans-
port and to better inform mean field theories, even if the
primary application is ultimately q = 3/2. Previous ana-
lytical and numerical work has shown that the turbulent
stresses are sensitive to q (e.g. Abramowicz et al. (1996),
Kato et al. (1998), Hawley et al. (1999), Ziegler & Ru¨diger
(2001), Ogilvie (2003), Pessah et al. (2006), Pessah et al.
(2008), Liljestro¨m et al. (2009)) and differ in their sensitiv-
ity from that predicted by a Shakura-Sunyaev paradigm.
⋆ E-mail: fnauman@pas.rochester.edu
† E-mail: blackman@pas.rochester.edu
‡ Simons Fellow; IBM-Einstein Fellow
Here we focus on the q-dependence of the MRI for
stratified isothermal shearing box simulations. While strati-
fied simulations for different shear values have been studied
by Abramowicz et al. (1996) and Ziegler & Ru¨diger (2001),
their use of vertical domains of 2 density scale heights
from the midplane means that their entire box was unsta-
ble to MRI, and buoyancy did not play a significant role.
Larger vertical domain sizes show that the plasma beta
β = 2µ0p/B
2, where p is the pressure and B is the magnetic
field, decreases below unity at around 2 scale heights away
from the midplane (e.g., Nauman & Blackman (2014)). We
call the region above this point the corona, and the MRI
unstable region the disc.
As noted by Abramowicz et al. (1996) and Penna et al.
(2013), the MRI dependence on the shear parameter is of
interest for accretion flows around black holes. Using global
general relativistic simulations of accretion flows around ro-
tating black holes, Penna et al. (2013) showed that the shear
parameter rises close to 2 near the ISCO and then quickly
falls down to sub-Keplerian values closer to the black hole.
MRI shearing box simulations suffer from several
limitations (e.g. King et al. (2007), Regev & Umurhan
c© 2014 RAS
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Shear Orbits α αmag
−d lnΩ/d ln r (2pi/Ω) (×10−3) (×10−1)
0.7 278 0.8770 ± 0.2803 2.481 ± 0.1625
0.9 201 1.593± 0.3444 2.806 ± 0.1617
1.0 159 2.557± 0.2284 2.939 ± 0.1329
1.1 220 3.594± 0.7120 3.024 ± 0.2584
1.2 181 9.103± 0.1922 2.648 ± 0.6395
1.4 228 11.26 ± 1.872 3.124 ± 0.6200
1.5 227 8.427 ± 2.339 3.574 ± 0.2804
1.6 260 10.17 ± 1.721 3.654 ± 0.3155
1.8 200 21.37 ± 7.604 3.983 ± 0.4113
Table 1. Summary of different runs. α =
〈ρvxvy−BxBy〉
p0
is
time averaged from 201 orbits (1 orbit = Torb = 2pi/Ω) on-
wards for q = 0.7, 126 orbits onwards for q = 0.9, 1.0, 1.1, 151
orbits onwards for q = 1.2, 1.4, 1.5, 1.6, 101 orbits onwards for
q = 1.8 and volume averaged over the disc region. We also quote
αmag = 〈−BxBy〉/〈B2〉, which is nearly invariant with shear.
Error represents the standard deviation from time averaging.
(2008), Hawley et al. (2011), Nauman & Blackman (2014),
Hubbard et al. (2014)). We do not study numerical or phys-
ical limitations of the shearing box model in this paper but
it is important to keep these limitations in mind when in-
terpreting the results of any shearing box simulation.
We assess the dependence of MRI generated turbulence
for different values of the shear parameter. We focus partic-
ularly on the saturated stresses in the disc region as well as
the magnetic and kinetic energy. We describe our numerical
setup in section 2. In section 3, we discuss shear dependence
of various physical quantities. We conclude in section 4.
2 NUMERICAL METHODS
2.1 Parameters and Setup of Runs
We make use of the finite volume high order Godunov code
ATHENA (Gardiner & Stone (2005), Stone et al. (2008)).
The setup is similar to Nauman & Blackman (2014): the
ideal MHD equations are solved in the shearing box approx-
imation with an isothermal equation of state p = ρc2s, where
p = pressure, ρ = density, cs = sound speed. µ0 = 1 in code
units. The orbital advection algorithm (Stone & Gardiner
2010) is used to speed up the simulation. Our simula-
tions include gravity with an equilibrium density profile
ρ = ρ0 exp(−z2/H2) where H =
√
2cs/Ω = scale height
and Ω = angular velocity. For initial conditions, we use
Ω = 10−3, ρ0 = 1, p0 = 5 × 10−7 and a constant β =
2p0/B
2
0 = 1600, which gives the magnetic pressure the same
initial vertical profile as the density.
We fix the domain size to be 4H × 4H × 8H and
the resolution to 24 zones/H. While MRI generated tur-
bulence is known to be sensitive to resolution and do-
main size (e.g. Hawley et al. (2011), Nauman & Blackman
(2014)), since we are only interested in studying the ef-
fects of shear, we keep all simulation parameters fixed and
only vary shear. Table 1 provides a summary of our runs.
The third column quotes the value of Shakura-Sunyaev
α = 〈ρvxvy −BxBy〉/p0. Note that for the calculation of α
and the turbulent spectra below, we subtract off the back-
ground shear v = vtotal+qΩxey, where the shear parameter
q ≡ −d lnΩ/d ln r = 3/2 for Keplerian flows.
Note that while ρ,v,B are periodic in y and z and
shear periodic in x, derived quantities like the electric field,
E = −v ×B are not shear periodic in x because of explicit
dependence on x through the background shear, −qΩx (for
further discussion, see Hubbard et al. (2014)).
2.2 Range of q accessible with shearing box
Shearing box simulations are known to exhibit epicyclic os-
cillations for q < 2 (e.g. Stone & Gardiner (2010)). But for
q > 2, the shearing box equations lead to exponentially
growing and decaying solutions for the mean momenta as
we discuss below. The equations for the shearing box ap-
proximation in the ideal MHD limit are as follows:
∂ρ
∂t
+∇ · (ρv) = 0, (1)
∂ρv
∂t
+∇ · (ρvv+T) = ρΩ2(2qx− z)− 2Ω × ρv, (2)
∂B
∂t
= ∇× (v ×B), (3)
where B and v are the magnetic field and velocity field, ρ is
gas density and p is pressure. Here T is a stress tensor given
by
T = (p+B2/2)I−BB, (4)
where I is the identity matrix.
Writing the x and y components separately for the
Navier Stokes equation (Eq. 2), we get:
∂ρvx
∂t
+ ∂i(ρvivx + Tix) = 2Ωρδvy ,
∂ρδvy
∂t
+ ∂i(ρvivy + Tiy) = Ωρvx(q − 2),
where δvy = vy + qΩx. Upon volume averaging the above
two equations, we get two coupled equations for the volume
averaged momenta 〈ρvx〉 and 〈ρδvy〉:
∂〈ρvx〉
∂t
= 2Ω〈ρδvy〉, (5)
∂〈ρδvy〉
∂t
= Ω〈ρvx〉(q − 2). (6)
which yields the solution that both averaged momentum
densities are proportional to exp(±iκt) for q < 2, or ∼
exp(±κt) for q > 2 where κ2 = 2Ω2(2 − q). Note that for
the specified periodic boundary conditions, divergence terms
vanish owing to the fact that they get converted into sur-
face terms. So this result holds both for hydrodynamics and
magnetohydrodynamics since the latter adds only vanish-
ing divergence terms. We want to point out that divergence
terms in the energy equation do not vanish for the shear-
ing box (see Hawley et al. (1995), Hubbard et al. (2014) for
more details).
In the Rayleigh unstable regime q > 2, fluctuation
perturbations are expected to grow exponentially (Balbus
2012). Using the shearing box approximation, the above so-
lutions show that there will also be growth of the mean
momenta if initially the mean momenta are nonzero. This is
a physical effect similar to what one would expect for κ2 < 0
for a star orbting a galactic center - a perturbation to the
orbit of a star with κ2 < 0 will make it break away from its
orbit and either run away or decay towards the center. How-
ever, if initially the mean momenta are set to exactly zero,
c© 2014 RAS, MNRAS 000, 1–8
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no growth of the mean momenta is expected. In our shear-
ing box numerical simulations, we still found growth in the
mean momenta even when the initial mean momenta are ex-
actly zero, which means that perturbations in the mean arise
from numerical noise. Furthermore, the time step in finite
volume codes such as ATHENA is inversely proportional to
the largest speed in a given cell. So if the mean momenta
keep growing, the time step will keep getting smaller and
the simulation will eventually crash.
We found only one previous example of a q = 2.1 simu-
lation using the shearing box approximation (see figure 1 of
Balbus et al. (1996)). Although these simulations exhibited
exponential growth of turbulent kinetic energy, the simula-
tions were stopped at around 2.5 orbits and did not show a
sustained saturated turbulent state. We suspect that their
run had the same numerical problems that we experienced.
We have thus not included the q > 2 regime in this paper.
Even for non-periodic boundaries, the shearing box approx-
imation would still be troublesome in this regime because
the spurious growth term will still be there, adding to and
likely dominating, any allowed physical fluxes that might
not otherwise volume average to zero.
3 RESULTS OF VARYING THE SHEAR
PARAMETER
We study the effect of shear parameter on different physi-
cal quantities in this section. Except Fig. 1 and 2 where we
report on α averaged over the whole box, we restrict our
discussion to the disc region. We do not include statistics
from the corona region because density stratification causes
large variations on the order of 100%, thus making it hard to
distinguish between random error and systematic error. An-
other reason to focus on the disc region is that it is the region
where β > 1, so any theoretical MRI prediction only applies
in this region. The corona region is also expected to be more
sensitive to the boundary conditions (Nauman & Blackman
2014).
Stratified shearing box simulations are known to run
into numerical issues (see Miller & Stone (2000) for a de-
tailed discussion). Density stratification (ρ ∝ exp(−z2))
leads to very large Alfven speeds away from the midplane.
In regions, where β ≪ 1 (Stone & Gardiner 2010), the time
step is constrained by the Alfven wave crossing time. Very
large Alfven speeds can thus lead to very small steps that
eventually halt the simulation.
We tried shear values ranging from q = 0.2 up to q = 1.8
but some of the runs crashed because of very small time
steps. We only report here on the runs that had a signifi-
cant number of orbits in the turbulent state. For all of our
simulations, we used a density floor of 10−4. Note that this
density floor corresponds to the value of the average den-
sity at |z| ≈ 3H and thus the exponential fall off in density
is truncated and replaced by fixed density above this |z|.
Although raising the density floor can help keep the time
steps larger, we did not change our density floor because
raising or lowering it can affect the magnitude of turbulent
quantities (see section 3.3 in Simon et al. (2013) for further
discussion).
Figure 1. Time history of volume averaged stresses α = 〈ρvxvy−
BxBy〉/p0 for q = 0.7(black), 1.1(blue), 1.5(green), 1.8(red).
Figure 2. Stress dependence on the shear parameter. The di-
amonds represent the whole box values while the asterisks rep-
resent the disc averaged values. The dotted lines represent the
shear to vorticity ratio q/(2−q) fit. There seems to be reasonable
agreement between our data for both the disc and volume av-
eraged values and the empirical fit of (Abramowicz et al. 1996).
Error bars represent the standard deviation due to time averag-
ing.
3.1 Time history of stresses
We plot the time history of the stress for different runs (Fig.
1) where the stress has been averaged over the whole box.
Notice that the q = 0.7 run does not show noticeable inter-
mittent behaviour while the q = 1.8 run does. Bodo et al.
(2008) linked the intermittent behaviour to the aspect ra-
tio Lx/Ly for their Keplerian shear runs and found that for
Lx/Ly > 1, the time history of stresses did not exhibit much
intermittent behaviour compared to lower aspect ratios. Our
domain size (and thus aspect ratio) is fixed but we vary shear
and observe this significant change in the stress behaviour
with respect to time. This suggests that intermittency is not
only related to aspect ratio but also to shear.
3.2 Stress and energy
We plot the total stress against the shear parameter in Fig.
2. The dotted line represents the shear to vorticity ratio
q/(2 − q), something that Abramowicz et al. (1996) found
c© 2014 RAS, MNRAS 000, 1–8
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Figure 3. Ratio of Maxwell stress to Reynolds stress and mag-
netic energy to kinetic energy. The scaling based on the linear
regime of the MRI (4− q)/q (Pessah et al. 2006) is shown by the
dashed line.
Figure 4. Ratio of Maxwell stress to magnetic energy αmag and
Reynolds stress to kinetic energy. αmag is a parameter that seems
to be an invariant.
the stress is linearly proportional to. The stresses indeed
seem to scale linearly with this shear to voriticity ratio.
Note that Abramowicz et al. (1996) simulations were for the
stratified case but with a small vertical domain size Lz = 2H
whereas we have Lz = 8H . Thus their calculations were es-
sentially in what we call the disc region. We calculated the
volume averaged stresses both in the disc and the whole
box and the agreement between the theory and simulations
is very good for both regions, which is noteworthy.
The Maxwell to Reynolds stress ratio (Fig. 3) gets
smaller with shear. The magnetic to kinetic energy ratio
seems to follow the same behaviour. This is in agreement
with the linear calculations of Pessah et al. (2006) who pre-
dicted that the two ratios should depend on the shear pa-
rameter as (4 − q)/q. Note that this theoretical prediction
of Pessah et al. (2006) is in agreement with the empirical fit
of Abramowicz et al. (1996).
Figure 5. Magnetic energy power spectrum for q =
0.9, 1.2, 1.5, 1.8 in the disc (blue) and the corona (black) regions.
We also show the Kolmogorov fit for circle averaged spectrum
k−8/3 (green) next to the disc spectra.
Figure 6.Kinetic energy power spectrum for q = 0.9, 1.2, 1.5, 1.8.
Same color scheme as in Fig. 5.
3.3 Energy spectra
Using the same method as Nauman & Blackman (2014), we
calculate the magnetic (Fig. 5) and kinetic (Fig. 6) spectra
in the disc and corona region separately. Both energy spec-
tra seem to be relatively insensitive to the shear parameter.
We do not see a clear turnover and since we did not use
explicit viscosity and resistivity, we cannot specify a phys-
ical dissipation scale (Nauman & Blackman 2014) but it is
noteworthy that the spectrum has nearly the same shape for
different q values.
3.4 Large Scale Field Cycle Period
We show the colour gradient plot of azimuthal field By(t, z)
averaged over ‘x’ and ‘y’ in Fig. 7 for different shear runs.
We find that the cycle period is decreasing with increase in
shear. More specifically, q = 0.7 run seems to have a cycle
period of around 20, while q = 1.8 appears to have a consid-
erably shorter cycle period close to 5 orbits. It is interesting
to note that the amplitude of the azimuthal field increases
with shear but the period decreases. For Keplerian shear,
the cycle period usually turns out to be around 8 − 10 or-
bits for stratified simulations (e.g. Davis et al. (2010)). So
our q = 1.5 result is consistent with that but we do not
c© 2014 RAS, MNRAS 000, 1–8
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Figure 7. Colour gradient plot of azimuthal field in the z, t plane. q = 0.7, q = 1.1 and q = 1.5 show cycle period of roughly 20, 15 and
10 orbits respectively. It is not easy to estimate the cycle period of q = 1.8 run but it seems to be shorter than the other 3 runs.
know of any earlier study that reported cycle period depen-
dence on shear. The trend of decreased cycle period with
increased shear is qualitatively consistent with expectations
for generalizing the equations of simple α−Ω type dynamos
(Guan & Gammie 2011).
3.5 Tilt angle and αmag
The Maxwell stress to magnetic energy ratio, αmag, (Fig.
4) seems to be roughly unaffected by the shear parameter.
This can also be seen from the autocorrelation plots of the
magnetic field. Following the convention used by Guan et al.
(2009) and Simon et al. (2012), we define the autocorrela-
tion of the magnetic field component ‘i’ (i = x, y, z):
ACF(Bi(δx)) =
〈∫
Bi(x+ δx, t)Bi(x, t)d
3x∫
B2i (x, t)d
3x
〉
(7)
Note that ACF(Bi) is normalized to its maximum value
at zero lag (δx = δy = δz = 0). We subtract off the pertinent
mean quantities (i.e. mean magnetic field for the magnetic
field ACF) as in Guan et al. (2009) and calculate the total
ACF associated with fluctuations as ACF(B) = ACF(Bx)
+ ACF(By) + ACF(Bz).
Angled brackets represent time averaging over several
orbits in saturated state. We do the spatial integration over
all x and y but in the vertical direction we only consider the
disc region (defined by the region where β > 1). The result
is shown in Fig. 8. The tilt angle with respect to the y-
axis is proportional to αmag (Guan et al. 2009) and a visual
inspection shows that it is roughly invariant with respect
to shear. This is consistent with our calculation of αmag in
table 1 which also varies very little with shear.
This insensitivity of αmag to q is a particularly note-
worthy result as αmag is known be an invariant quan-
tity from previous Keplerian shearing box simulations (e.g.
Blackman et al. (2008), Hawley et al. (2011)), i.e. it does
not depend on resolution, domain size, initial field strength,
dissipation coefficients, etc. While previous studies did not
consider the effect of changing q, the near constancy of
ACF(B) with q highlights a further robustness of the near
constancy of αmag.
We find that it can be explained by the confluence of
two competing effects as shear is increased. The induction
equation implies that, from an initial radial field Bx, an
azimuthal component of the field will be amplified by shear
scaling roughly as
By ∼ −qΩτBx, (8)
where τ is the correlation time scale. Roughly αmag ∼
c© 2014 RAS, MNRAS 000, 1–8
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Figure 8. Autocorrelation of the magnetic field, ACF (B) as defined in Eq. 7 for 6 different shear runs q = 0.7, 0.9, 1.1, 1.2, 1.5, 1.8. The
horizontal axis is the lag in x-direction and the vertical axis is the lag in y-direction. The contours are tilted at an angle between 10− 15
degrees with respect to the y-axis and this tilt angle seems to be roughly independent of the shear.
BxBy/B
2 ∼ Bx/By . So if the the correlation time τ goes as
1/q, then this ratio and thus αmag will be roughly constant
with shear. This is indeed the case as we discuss in the next
section.
3.6 Correlation time
To get an estimate of the time scale on which the azimuthal
field By is generated from the radial field Bx, we calculated
the stretching time scale, which, from the induction equation
for By depends on the correlation time of Bx in the follow-
ing sense: The correlation time τ in Eq. (8) arises from the
induction equation ∂tBy = −qBxΩ, if Bx is nearly constant
over a time τ . Bx can change by advection, decay, etc. Thus
we are interested in the autocorrelation time of Bx.
If we consider the equation for B2y , then the autocor-
relation of BxBy would be germane in the same context.
Since we are interested in why αmag is invariant with shear,
this correlation time is particularly relevant. We plot these
two correlation times as a function of q, and for comparison
also add the autocorrelation time of vy , which is the largest
component of the velocity.
Specifically, we define the auto-correlation in time of a
Figure 9. Auto-correlation plot of azimuthal velocity vy for β =
1600 runs sampled at 0.25 orbits. As can be seen, because of
smaller sampling frequency, we cannot observe an exponential
decay in the correlation and thus it is not easy to calculate the
correlation time.
physical quantity ‘f’ the following way:
ACF(f(δt)) =
〈∫
f(x, t+ δt)f(x, t)dt∫
f2(x, t)dt
〉
, (9)
c© 2014 RAS, MNRAS 000, 1–8
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Figure 10. Auto-correlation plot of azimuthal velocity vy for
the new β = 100 runs sampled at 0.025 orbits. Higher sampling
rate allows us to see the exponential decay clearly so that we can
calculate the correlation time by using an exponential fit.
Figure 11. Same as Fig. 10 but for the radial magnetic field Bx.
where the angle brackets represent volume averaging over
all x, y but z = 0H to z = 1H . Time integration is done
over several orbits in the turbulent saturated state.
We calculated the autocorrelation time scales for the
runs reported earlier (Fig. 9) and found that the correla-
tion times decrease with increase in shear but the sampling
interval of only 0.25Torb was too low to identify the depen-
dence on q. To better quantify the relation of correlation
times with the shear parameter, we had to run another set
of simulations with a higher sampling frequency. We used
Figure 12. Same as Fig. 10 but for Maxwell stress BxBy.
Figure 13. Log-log plot for β = 100 runs showing correlation
time for vy (diamonds), BxBy (asterisks) and Bx (squares) cal-
culated by an exponential fit. The dotted line shows the 1/q fit,
while the dashed line the 1/q1.3 fit.
the same parameters as our earlier simulations except for
a smaller domain size 1H × 2H × 4H , a resolution of 32
zones/H and smaller initial plasma beta (ratio of thermal to
magnetic pressure) β = 100. We did this because we sam-
pled the data at 0.025Torb for these runs and so the data
we collected is enormous. We ran 6 different shear values
q = 0.3, 0.6, 0.9, 1.2, 1.5, 1.8.
We calculated the autocorrelation of Bx, BxBy and vy ,
and the results are shown in Fig. 10, 11 and 12. By using an
exponential fit, we found that the correlation time depen-
dence on ‘q’ resembles τ ∼ 1/qw where 1 6 w 6 1.3 as seen
in Fig. 13. This supports our earlier claim that the near in-
variance of αmag with shear is because the correlation time
is roughly inversely proportional to the shear parameter.
4 CONCLUSION
We have explored the sensitivity of the MRI on the shear
parameter for q < 2, using ideal MHD stratified shearing
box simulations of modest resolution of 24 zones/H with
domain size 4H × 4H × 8H . We found that certain physical
quantities depend on the shear parameter while others do
not:
(i) Turbulent stresses always increase with the shear pa-
rameter and they scale linearly with the shear to vorticity
ratio (q/(2 − q)), in agreement with earlier calculations of
Abramowicz et al. (1996).
(ii) The ratio of Maxwell to Reynolds stress and magnetic
to kinetic energy seems to closely follow the scaling (4 −
q)/q that Pessah et al. (2006) predicted using linear MRI
analysis.
(iii) The cycle period of the azimuthal field depends on
shear and it decreases with increasing shear, while the am-
plitude of the azimuthal field increases with shear.
(iv) The shape of the turbulent kinetic and magnetic en-
ergy spectrum do not depend strongly on the shear param-
eter.
(v) αmag (= 〈−BxBy〉/〈B2〉) is nearly invariant with re-
c© 2014 RAS, MNRAS 000, 1–8
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spect to the shear parameter. Using a simple argument that
By ∼ −qΩτBx where τ is a turbulent correlation time, we
showed that the azimuthal field amplification is independent
of the shear parameter because the correlation time roughly
varies as 1/q.
We emphasize that in a shearing box simulation, there
is no feedback on the background shear whereas in actual
accretion discs, one expects the rotation profile to be mod-
ified by thermal pressure and external forces. Nevertheless,
comparative analysis of shearing box simulations with differ-
ent shear values–treated as a set of mutually self-consistent
numerical experiments–can help us improve our understand-
ing of the physics of MRI driven turbulence. Building on
Abramowicz et al. (1996) and Pessah et al. (2006), for ex-
ample, the study can help to better inform mean field mod-
els beyond the Shakura-Sunayev which does not capture the
correct q dependence of the stress.
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