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WRONSKIANS AND LINEAR INDEPENDENCE
ALIN BOSTAN AND PHILIPPE DUMAS
Abstract. We give a new and simple proof of the fact that a finite family of
analytic functions has a zero Wronskian only if it is linearly dependent.
The Wronskian of a finite family f1, . . . , fn of (n− 1)-times differentiable func-
tions is defined as the determinant W(f1, . . . , fn) of the Wronskian matrix

f1 · · · fn
f ′1 · · · f
′
n
...
...
...
f
(n−1)
1 · · · f
(n−1)
n

 .
Obviously, a family of linearly dependent functions has a zero Wronskian.
Many standard textbooks on differential equations (e.g., [10, Chap. 5, §5.2], [22,
Chap. 1, §4], [9, Chap. 3, §7]) contain the following warning: linearly indepen-
dent functions may have an identically zero Wronskian! This seems to have been
pointed out for the first time by Peano [20, 21], who gave the example of the pair of
functions f1(x) = x
2 and f2(x) = x|x| defined on R, which are linearly independent
but whose Wronskian vanishes. Subsequently, Boˆcher [1] showed that there even
exist families of infinitely differentiable real functions sharing the same property.
However, it is known that under some regularity assumptions, the identical vanish-
ing of the Wronskian does imply linear dependence. The most important result in
this direction is the following.
Theorem 1. A finite family of linearly independent (real or complex) analytic
functions has a nonzero Wronskian.
Although this property is classical, the only direct proof that we have been able
to find in the literature is that of Boˆcher [2, pp. 91–92]. It proceeds by induction
on the number of functions, and thus it is not very “transparent”.
In most references, Theorem 1 is usually presented as a consequence of the
more general fact that if the Wronskian of a family of real functions is zero on an
interval, then there exists a subinterval on which the family is linearly dependent.
The latter result is also proved by induction, in one of the following ways: either
directly using a recursive property of the Wronskian1 (see, e.g., [13, Theorem 3])
or indirectly, making use of Boˆcher’s criterion [3, Theorem II]; see also [9, Chap. 3,
§7] for a simplified proof.
In the nonanalytic case, Boˆcher [3] and Curtiss [5] (among others) have given
various sufficient conditions to guarantee results similar to Theorem 1; some of
them are recalled in [13]. In the analytic case, the property is purely formal; as a
1The idea of this proof goes back to [7, §1]; quite paradoxically, Frobenius failed to add the
word “subinterval” in his original paper, and this lapse was at the origin of Peano’s warnings.
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consequence, we use formal power series instead of functions, and we give a new,
simple proof of the following extension of Theorem 1.
Theorem 2. Let K be a field of characteristic zero. A finite family of formal power
series in K[[x]], or rational functions in K(x), has a zero Wronskian only if it is
linearly dependent over K.
Theorem 2 is used for instance by Newman and Slater in their study [18] of
Waring’s problem for the ring of polynomials. Note that the assumption on the
characteristic is important; if p is a prime number, the polynomials 1 and xp are
linearly independent over K = Z/pZ, but have zero Wronskian. Nevertheless,
a variant of Theorem 2 still holds [11, Theorem 3.7] provided linear dependence
over K is replaced by linear dependence over the ring of constants K[[xp]] (or over
the field of constants K(xp) in the statement for rational functions).
Theorem 2 is proved for polynomials in [14, Theorem 4.7(a)]. It is a particular
case of [11, Theorem 3.7]; see also [15, Prop. 2.8]. As expected, the proofs in [14,
11, 15] are slight variations of Boˆcher’s inductive proof mentioned above. We now
present a different proof, which is direct and effective, of Theorem 2. Our proof also
has the advantage that it generalizes to the multivariate case, as we show below.
Wronskians of monomials. The key to our proof is the following classical re-
sult, which relates the Wronskian of a family of monomials xd1 , . . . , xdn to the
Vandermonde determinant
V(d1, . . . , dn) =
∣∣∣∣∣∣∣∣∣
1 · · · 1
d1 · · · dn
...
...
...
d1
n−1 · · · dn
n−1
∣∣∣∣∣∣∣∣∣
=
∏
1≤i<j≤n
(dj − di)
associated to their exponents; see, e.g., [15, Example 2.3] and [12, Theorem 24].
Lemma 1. The Wronskian of the monomials a1x
d1 , . . . , anx
dn is equal to
V(d1, . . . , dn)x
d1+···+dn−(n2)
n∏
i=1
ai.
Proof. By definition, the Wronskian W(a1x
d1 , . . . , anx
dn) is equal to the determi-
nant of the matrix

a1x
d1 · · · anx
dn
a1d1x
d1−1 · · · andnx
dn−1
...
...
...
a1(d1)n−1x
d1−(n−1) · · · an(dn)n−1x
dn−(n−1)

 ,
where (d)k denotes the falling factorial d(d− 1) · · · (d− k + 1).
This determinant is equal to the product of the monomial a1 · · · an ·x
d1+···+dn−(n2)
and the determinant of the matrix
D =


1 · · · 1
d1 · · · dn
(d1)2 · · · (dn)2
...
...
...
(d1)n−1 · · · (dn)n−1


.
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Since (d)k is a monic polynomial of degree k in d, we can use elementary column
operations (which preserve the determinant) to transform the matrix D into the
Vandermonde matrix associated to d1, . . . , dn. The result follows. 
Reduction to power series with distinct orders. The next result relates the
Wronskian of a linearly independent family of power series and the Wronskian of a
family of power series having mutually distinct orders. Recall that the order of a
nonzero power series is the smallest exponent with nonzero coefficient in that series.
Lemma 2. Let K be a field and let f1, . . . , fn be a family of power series in K[[x]]
which are linearly independent over K. There exists an invertible n × n matrix A
with entries in K such that the power series g1, . . . , gn defined by
(1)
[
g1 · · · gn
]
=
[
f1 · · · fn
]
· A
are all nonzero and have mutually distinct orders. As a consequence, the following
equality holds
(2) W(g1, . . . , gn) = W(f1, . . . , fn) · det(A).
Proof. If two series f1 and f2 are linearly independent, then, up to reindexing, an
appropriate linear combination of f1 and f2 yields a nonzero series f˜2 with order
strictly greater than the order of f1. Using this idea repeatedly proves the existence
of the matrix A. The whole procedure can be interpreted as Gaussian elimination
by elementary column operations, which computes the column echelon form of the
(full rank) matrix with n columns and an infinite number of rows whose columns
contain the coefficients of the power series f1, . . . , fn. The matrix A in equation (1)
is then equal to a product of elementary matrices, and it is thus invertible. By
successive differentiations, equation (1) implies[
g
(i)
1 · · · g
(i)
n
]
=
[
f
(i)
1 · · · f
(i)
n
]
· A for all i ≥ 1,
from which equation (2) follows straightforwardly. 
From power series with distinct orders to monomials. For a nonzero power
series f in K[[x]], we denote by LM(f) the leading monomial of f , that is, the
monomial of the smallest order among the terms of f :
f = LM(f) + (terms of higher order).
Lemma 3. Let K be a field of characteristic zero. If the nonzero series g1, . . . , gn in
K[[x]] have mutually distinct orders, then their Wronskian W(g1, . . . , gn) is nonzero.
Proof. If the gi’s are all monomials, the result is a direct consequence of Lemma 1.
Indeed, the Vandermonde determinant V(d1, . . . , dn) is nonzero if and only if the
di’s are mutually distinct. In the general case, let LM(gj) = ajx
dj be the leading
monomial of gj . Then the (i, j) entry of the Wronskian matrix, which was wi,j =
aj(dj)i−1x
dj−i+1 in Lemma 1, now becomes wi,j × (1+x ri,j) for some power series
ri,j in K[[x]]. The matrix D in the proof of Lemma 1 is replaced by a matrix whose
(i, j) entry is
(dj)i−1 × [1 + x ri,j ].
The determinant of this new matrix D is nonzero, since it is nonzero modulo x. 
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Proof of Theorem 2. Let f1, . . . , fn be linearly independent power series inK[[x]].
According to Lemma 2, there exist power series g1, . . . , gn with mutually distinct
orders such that the Wronskians W(f1, . . . , fn) and W(g1, . . . , gn) are equal up to
a nonzero multiplicative factor in K. By Lemma 3, the Wronskian W(g1, . . . , gn) is
nonzero; therefore the Wronskian W(f1, . . . , fn) is nonzero as well.
If now the fi’s are linearly independent rational functions in K(x), then we can
view them as Laurent series, and apply (a slight extension of) the preceding result
for power series. Alternatively, one could perform a translation of the variable
which ensures that the origin is not a pole of any of the fi’s, and then appeal to
the result in K[[x]]. In both cases, W(f1, . . . , fn) is nonzero. 
Generalized Wronskians. The concept of generalized Wronskians was intro-
duced by Ostrowski [19] and used by Dyson [6] and Roth [23] in the context of
the Thue-Siegel-Roth theorem on irrationality measures for algebraic numbers.
Let ∆0, . . . ,∆n−1 be differential operators of the form (using the notation of [24,
Chap. 5, §9], [4, Chap. 6, §5], [14, §4–3], [8, §D.6], [16, Chap. 5, §3], and [17, §6.4])
(3) ∆s =
(
∂
∂x1
)j1
· · ·
(
∂
∂xm
)jm
with j1 + · · ·+ jm ≤ s.
The generalized Wronskian associated to ∆0, . . . ,∆n−1 of a family f1, . . . , fn of
power series in K[[x1, . . . , xm]] is defined as the determinant of the matrix

∆0(f1) · · · ∆0(fn)
∆1(f1) · · · ∆1(fn)
...
...
...
∆n−1(f1) · · · ∆n−1(fn)

 .
Obviously, there are finitely many generalized Wronskians constructed in this way.
Using the same ideas as above, one can prove the following generalization of The-
orem 2:
Theorem 3. If K has characteristic zero and if the power series f1, . . . , fn in
K[[x1, . . . , xm]] are linearly independent over K, then at least one of the generalized
Wronskians of f1, . . . , fn is not identically zero.
Two kinds of proofs of this result were previously available: one by substitution
and reduction to the univariate case, in [14, Theorem 4.7(b)], [16, Chap. 5, §5], and
[17, Lemma 6.4.6], the other by induction, in [4, Chap. 6, Lemma 6], [24, Chap. 5,
Lemma 9A], and [8, Lemma D.6.1]. To the best of our knowledge, the following
proof is new. It essentially reduces the study of Theorem 3 to the particular case
when all the fi’s are monomials, and then concludes by using an“effective” argument
in that case.
Proof. We will mimic the proof given above for the univariate case. Much as in
that case (Lemma 2), the linear independence of the power series f1, . . . , fn implies
the existence of an invertible matrix A as in Lemma 2, yielding series g1, . . . , gn
whose leading monomials have mutually distinct exponents. Here, by exponent of a
nonzero monomial c · x1
α1 · · ·xm
αm (c ∈ K) we mean the multi-index (α1, . . . , αm)
in Nm, and by leading monomial of a power series f in K[[x1, . . . , xm]], we mean
the minimal nonzero monomial of f with respect to the lexicographic order on the
exponents of monomials from K[x1, . . . , xm].
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The leading monomial of a generalized Wronskian W of g1, . . . , gn is equal to
the corresponding generalized Wronskian W0 of their leading monomials, provided
that W0 is nonzero. Indeed, by the multilinearity of the determinant, W can be
written as the sum of W0 and 2
n − 1 generalized Wronskians related to the same
differential operators. The lexicographic order being compatible with the partial
derivatives and the product of monomials, W0 is smaller than all the monomials
occuring in the other 2n − 1 generalized Wronskians.
We can therefore assume from now on that the gi’s are all nonzero monomials:
gi = ci · x
αi = ci · x1
αi,1 · · ·xm
αi,m , for 1 ≤ i ≤ n,
with mutually distinct exponents αi = (αi,1, . . . , αi,m). The generalized Wronskian
of g1, . . . , gn, associated to ∆0, . . . ,∆n−1 of the form (3), is then equal to a nonzero
monomial times the determinant of the matrix
(4)


1 · · · 1
δ1(α1) · · · δ1(αn)
...
...
...
δn−1(α1) · · · δn−1(αn)

 ,
where, for α = (α1, . . . , αm) and j = (j1, . . . , jm), we set
δs(α) = (α)j = (α1)j1 · · · (αm)jm , with j1 + · · ·+ jm ≤ s.
Let us suppose by contradiction that all these generalized Wronskians are zero.
Consider the Vandermonde determinant ϕ in K[(ui), (αi,j)] of the family
u1α1,1 + · · ·+ umα1,m . . . u1αn,1 + · · ·+ umαn,m,
where the ui’s are new indeterminates. Then ϕ is seen to be a homogeneous poly-
nomial in u1, . . . , um, whose coefficients are K-linear combinations of generalized
Vandermonde determinants of the form

1 · · · 1
α1
j1 · · · αn
j1
...
...
...
α1
jn−1 · · · αn
jn−1

 , with |js| ≤ s for 1 ≤ s ≤ n− 1.
Here, for α = (α1, . . . , αm) and j = (j1, . . . , jm), we use the classical notations
|j| = j1 + · · ·+ jm and α
j = α1
j1 · · ·αm
jm .
Each of these generalized Vandermonde determinants, and thus also ϕ itself,
is a K-linear combination of determinants of the form (4). By assumption, this
yields ϕ = 0, which in turn implies, by the classical theorem on Vandermonde
determinants, that there exist i 6= j such that
u1αi,1 + · · ·+ umαi,m = u1αj,1 + · · ·+ umαj,m.
Hence αi = αj , and this contradicts the hypothesis that the exponents αi are
mutually distinct. 
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