We consider the following classes of quanti ed boolean formulas. Fix a nite set of basic boolean functions. Take conjunctions of these basic functions applied to variables and constants in arbitrary way. Finally quantify existentially or universally some of the variables. We prove the following dichotomy theorem: For any set of basic boolean functions, the resulting set of formulas is either polynomially learnable from equivalence queries alone or else it is not PAC-predictable even with membership queries under cryptographic assumptions. Furthermore we identify precisely which sets of basic functions are in which of the two cases.
Introduction
The problem of learning an unknown boolean formula under some determined protocol has been widely studied. It is well known that, even restricted to propositional formulas, the problem is hard 3, 13] in the usual learning models. Therefore people have attempted to learn subclasses of propositional boolean formulas, specially inside CNF and DNF. For example, k-DNF formulas, k-term DNF formulas, monotone-DNF formulas, Horn formulas, and their dual counterparts 1, 4, 2] have all been shown exactly learnable using membership and equivalence queries in Angluin's model 1] while the question of whether DNF formulas are learnable is still open. The more powerful formalism of predicate logics is used in several applications of learning in arti cial intelligence and knowledge representation but its study, from the computational learning theory point of view, is recent. See 16] and the further references in this paper.
In this paper we study the complexity of learning some subclasses of quanti ed boolean formulas called quanti ed boolean formulas over a basis S. These formulas are still propositional formulas but augmented with the additional capability of quanti cation.
Let S = fR 1 ; : : :; R m g be a nite set of logical relations. De ne an 98-Formula(S) to be any boolean formula formed by quanti ed conjunctions of any number of clauses of the form R i ( 1 ; : : :; k ), where 1 ; : : :; k are variables or constants and k is the rank of R i .
An example: Consider the problem of learning a boolean formula formed by a quanti ed conjunction of clauses with three literals per clause. Every such formula can be expressed as a formula in 98-Formula(S) with the set of logical relations S = fR 0 ; R 1 ; R 2 ; R 3 g, de ned by: R 0 (x; y; z)
x _ y _ z; R 1 (x; y; z)
x _ y _ z; R 2 (x; y; z)
x _ y _ z; R 3 (x; y; z)
x _ y _ z:
The main result of this paper characterizes the complexity of learning 98-Formula(S) for every nite set S of logical relations. The most striking feature of this characterization is that for any S, 98-Formula(S) is either polynomially learnable with equivalence queries alone or, under some cryptographic assumptions, not polynomially predictable even with membership queries. In fact, for the hardness result, it is enough to consider formulas with existential quanti ers only or without constants. This dichotomy is somewhat surprising since one might expect that any such large and diverse class of concepts would include some representatives of the many intermediate learning models.
Furthermore, we give an interesting classi cation of the polynomially learnable classes. We show that 98-Formula(S) is polynomially learnable if and only if at least one of the following conditions holds: (a) Every relation in S is de nable by a CNF formula in which each clause has at most 2 literals. (b) Every relation in S is de nable by a CNF formula in which each clause has no negated variables or has at most one negated variable and at most one a rmed variable. (c) Every relation in S is de nable by a CNF formula in which each clause has no a rmed variables or has at most one a rmed variable and at most one negated variable. (d) Every relation in S is the set of solutions of a system of linear equations over the two-element eld f0; 1g.
A few but not many Dichotomy results in complexity theory are already known. The rst one is a dichotomy result for the generalized satis ability decision problem by Schaefer 19] . The others concern the H-coloring of graphs 11], the subgraph homeomorphism 9], the inverse generalized satisability problem 12], the generalized satis ability counting problem 6], and the aproximability of minimization and maximization problems 7, 14, 15] . It is remarkable that most of the dichotomy results shown before are in the framework of generalized satis ability problems proposed by Schaefer. Our result is inspired as well by the framework and techniques of Schaefer and this fact allow us to compare the complexity of di erent problems on generalized quanti ed boolean formulas. For example, from Schaefer's Dichotomy Theorem 19] and the Dichotomy Theorem of this paper can be inferred that, in this framework, learnability is slightly harder than satis ability.
The aim of this paper is to study the complexity of learning generalized quanti ed boolean formulas, but some intermediate results are interesting in themselves. In particular, the technique used in the semantic characterization of weakly antimonotone logical relations can be useful to characterize other logical relations de ned as conjunction of some restricted kinds of clauses. A prediction with membership algorithm, or pwm-algorithm, is a possibly randomized algorithm A that takes as input a bound s on the size of the target concept representation, a bound n on the length of examples, and an accuracy bound . It may make three di erent kinds of oracle calls, the responses to which are determined by the unknown target concept c and the unknown distribution D on X n] , as follows:
A membership query takes a string x 2 X as input and returns 1 if x 2 c and 0 otherwise. A request for an element to predict takes no input and returns a string x chosen independently according to D. A may make any number of membership queries or requests for random classi ed examples. However, A must eventually make one and only one request for an element to predict and eventually halt with an output of 1 or 0 without making any further oracle calls. The output is interpreted as A's guess of how the target concept classi es the element returned by the request for an element to predict. A runs in polynomial time if its running time (counting one step per oracle call) is bounded by a polynomial in s, n, and 1= .
We say that A successfully predicts a representation of concepts C if and only if for all positive integers s and n, for all positive rationals , for all concept names u 2 X s] , when A is run with inputs s, n, and , and oracles determined by c = K C (u) and D, A asks membership queries that are in X and the probability is at most that the output of A is not equal to the correct classi cation of x by K C (u), where x is the string returned by the (unique) request for an element to predict. We can say that A predicts C in 
Reducibility among prediction problems
To compare the di culty of learning problems in the prediction model we use the prediction-preserving reducibility with membership queries as de ned by Angluin and Kharitonov 3] . It is denoted by pwm and it extends Pitt and Warmuth's prediction-preserving reducibility 18] to the presence of membership queries.
De nition 1 Let C and C 0 be representations of concepts. Let ? and > be elements not in X. Then C is pwm-reducible to C 0 , denoted C pwm C 0 , if and only if there exist three mappings g,f, and h with the following properties:
1. There is a nondecreasing polynomial q such that for all natural numbers s and n and for u 2 X s] , g(s; n; u) is a string u 0 of length at most q(s; n; juj). 2. For all natural numbers s and n, for every string u 2 X s] , and for every x 2 X n] , f(s; n; x) is a string x 0 and x 6 2 K C (u) if and only if x 0 2 K C 0(g(s; n; u)). Moreover, f is computable in time bounded by a polynomial in s, n, and jxj, hence there exists a nondecreasing polynomial t such that jx 0 j t(s; n; jxj). 3 . For all natural numbers s and n, for every string u 2 X s] , and for every x 0 2 X, h(s; n; x 0 ) is either ?, >, or a string x 2 X. If h(s; n; x 0 ) = > then x 0 2 K C 0(g(s; n; u)), if h(s; n; x 0 ) = ? then x 0 6 2 K C 0 (g(s; n; u)), and otherwise x 0 2 K C 0(g(s; n; u)) if and only if x 6 2 K C (u). Moreover, h is computable in time bounded by a polynomial in s, n, and jx 0 j. In (2) , and independently in (3), the expression \x 6 2 K C (u)" can be replaced with \x 2 K C (u)", as discussed in 3]. 1 The only properties of this reducibility that are needed in this paper were shown in 3]:
1 Perhaps the use of x 2 K C (u) instead of its negated form seems more natural and, in fact, in 3] properties (2) and (3) are de ned using x 2 K C (u). We use the negated form because this is the one we use in the only explicit pwm-reduction of this paper.
Lemma 2 The pwm-reduction is transitive, i.e., let C; C 0 and C 00 be representations of concepts, if C pwm C 0 pwm C 00 then C pwm C 00 . Lemma 3 Let C and C 0 be representations of concepts. If C pwm C 0 and C 0 is polynomially predictable with membership queries, then C is also polynomially predictable with membership queries.
Logical Preliminaries
Let V = fx 1 ; x 2 ; : : :g be an in nite set of boolean variables. A literal is a variable or its negation. An assignment is a vector in X. For any assignment t 2 X and for any integer j, t j] 2 f0; 1g denotes the jth component of t.
A logic relation of rank k (k integer) is a subset of f0; 1g k . There exists an unique assignment of length 0, we call it .
We use the term formula in a large sense, to mean any well-formed formula, formed from variables, constants, logical connectives, parentheses, logical relation symbols, and existential and universal quanti ers.
Let S = fR 1 ; : : :; R m g be any nite set where each R i is a logical relation of rank k i . R i denotes both the logical relation and its symbol. The set of formulas formed by conjunctions of relations in S with constants is denoted Formula(S). Speci cally, Formula(S) is the smallest set of formulas such that:
For all R 2 S of rank k, R(y 1 ; : : :; y k ) 2 Formula(S) where y i 2 V f0; 1g for 1 i k. For all F; G 2 Formula(S), F^G 2 Formula(S). The set of quanti ed boolean formulas over the basis S, denoted by 98-Formula(S) is the smallest set of formulas such that:
For all F 2 Formula(S), F 2 98-Formula(S). For all F 2 98-Formula(S) and for all 2 V , 9 F and 8 F are in 98-Formula(S). We call 9-Formula(S) the subset of 98-Formula(S) that we obtain if we allow only existential quanti ers.
Each formula F de nes a logical relation F] if we apply the usual semantics of rst-order logic and the variables are taken in lexicographical order.
For every set of logical functions S we de ne Relation(S) = f F] : F 2 Formula(S)g. Analogously, we de ne 98-Relation(S) and 9-Relation(S).
For any set of formulas F, we de ne C F as the representation class formed from formulas in F.
A clause is bijunctive if it has at most 2 literals. A clause is horn (resp. antihorn) if it has at most one unnegated (resp. negated) variable. A clause is weakly monotone (resp. weakly antimonotone) if it is (i) the disjunction of unnegated variables (resp. negated variables) or (ii) the disjunction of at most two literals with at most one negated (resp. unnegated) variable. That is, a clause weakly antimonotone is a horn clause where we only allow rules like (y 1 : : : y n ! false) and (y i ! y j ) where y i is variable or a constant.
The logical relation R of rank k is bijunctive (resp. horn, antihorn, weakly monotone, weakly antimonotone) if R(x 1 ; : : : ; x k ) is logically equivalent to some CNF formula where each clause is bijunctive (resp. horn, antihorn, weakly monotone, weakly antimonotone). The logical relation R of rank k is a ne if R(x 1 ; : : : ; x k ) is logically equivalent to some system of linear equations over the two-element eld f0; 1g.
We can extend the de nitions above to formulas and sets of relations: The formula F is bijunctive (resp. horn, antihorn, weakly monotone, weakly antimonotone, a ne) if F] is bijunctive (resp. horn, antihorn, weakly monotone, weakly antimonotone, a ne). The set S of logical relations is bijunctive (resp. horn, antihorn, weakly monotone, weakly antimonotone, a ne) if every R 2 S is bijunctive (resp. horn, antihorn, weakly monotone, weakly antimonotone, a ne).
The degree of a logical relation R or rank k, is the minimal value d k such that R can be expressed as a d-CNF formula. Analogously, the degree of a formula F is the degree of the logical relation F]. The degree of a nite set of logical relations S is the maximum of the degrees of all relations in S. We refer the reader to 3] for de nitions of the cryptographic concepts. Schaefer 19] proves a similar dichotomy theorem for the satis ability of Formula(S). He shows that this problem is polynomial-time solvable if and only if S is bijunctive, horn, antihorn of a ne. Otherwise the problem is NP-complete. We can note here that if a basis S does not fall in the classes in Schaefer's theorem then the representation class 98-Formula(S) is not honest, i.e., we cannot decide in polynomial time if an example belongs to a concept.
From the comparison of both theorems it follows that, in this framework, learning is slightly harder than deciding satis ability. More precisely, satisability when S is horn is polynomial-time decidable, but for polynomial time learnability we must guarantee that S falls in a more restricted class, namely the weakly antimonotone sets.
Observe that for the negative results only existencial quanti ers are needed. In 8] can be found a proof of the negative result in the case that constants are not allowed. Therefore the main theorem does not change at all if we are restricted to formulas without universal quanti ers or without constants.
Here is a bird's eye view of the proof. First we prove that the expressive power of formulas over sets in the theorem is essentially the same with and without using quanti ers. This allows us to reduce learning these formulas to learning easy classes of quanti er-free formulas. On the other hand, we show that the quanti ed formulas over any non-basic set can express a double implication xy ! z or its dual. Then we show that this implication is enough to simulate monotone boolean circuits which are hard to learn under cryptographic assumptions.
Results in Logic
We begin this section showing some sets of logic relations \closed" by quanti ers. That is, sets of logic relations where the quanti ers do not help to obtain a more reduced representation. Speci cally we show that the bijunctive, weakly monotone, weakly antimonotone, and a ne sets S of logical relations satisfy this property. This property will be very important in the study of the learnability of 98-Formula(S).
We begin with some claims of easy proof:
Let F be a formula over V , let 2 V be a variable and w a literal or a constant. We de ne We note here that in the case of general horn (resp. antihorn) clauses although the resolvent of two horn (resp. antihorn) clauses is a horn (resp. antihorn) clause, we cannot guarantee that degree does not increase. We can eliminate systematically the quanti ers from inside to outside preserving the bijunctivity (resp. weakly monotonicity of degree d, weakly antimonotonicity of degree d, a nity) obtaining the following result:
Corollary 11 If S is a bijunctive (resp. weakly monotone of degree d, weakly antimonotone of degree d, a ne) set of logical relations then 98-Relation(S) is bijunctive (resp. weakly monotone of degree d, weakly antimonotone of degree d, a ne).
From now, a set of logical relations S will be called basic set if S is bijunctive, weakly monotone, weakly antimonotone, or a ne and the representation class 98-Formula(S) formed from a basic set S will be called basic representation class.
Semantic characterizations
In this section we give semantic characterizations of some sets of logical relations. Other semantic characterizations can be found in 19] .
The following result is from 17]. In 19] we can nd a more complicated characterization of Horn logical relations.
Lemma 12 ( 17] , Problem 4.4.7.) Let R be a logical relation of rank k. R is horn (resp. antihorn) if and only if for all t; t 0 2 R, t^t 0 2 R (resp. t _ t 0 2 R).
At this point we show a characterization of the weakly antimonotone relations. We need the following notation:
For every logical relation R of rank k and for every set T = fi 1 ; : : : ; i j g of j positions 0 i 1 < : : : < i j k we de ne RjT as the subset of f0; 1g j such that t 2 RjT if and only if there exists some assignment t 0 2 R such that t agrees with t 0 in the positions indexed by T. That is, RjT = 9x l 1 ; : : :; 9x l k?j R(x 1 ; : : : ; x k )] where fl 1 ; : : : ; l k?j g = f1; : : :; kg ? T, and therefore RjT 2 9-Relation(fRg).
For all t 2 f0; 1g k and T f1; : : :; kg we de ne tjT as the assignment t 0 2 f0; 1g jTj that agrees with t in the positions indexed by T. We have tj; = and Rj; is the relation true if R 6 = ; and false otherwise.
Let R be a logical relation of rank k and t 2 f0; 1g k an assignment. We say that t is j-compatible 2 if for every subset T f1; : : :; kg of size jTj < j we can nd some assignment t 0 2 R such that t and t 0 agree in the positions indexed by T. Assignment is always 0-compatible.
A more intuitive view of the meaning of compatibility is the following claim.
Claim 13 A logical relation R is expressable in j-CNF if and only if there is no (j + 1)-compatible assignment not in R.
The notion of j-compatibility is the key to characterize weakly antimonotone logical relations: Lemma 14 Let If t satis es (bi) then C T t is antimonotone and falls in type (i) of weakly antimonotone clauses, otherwise t satis es (bii), C T t has at most two literals with at most one unnegated literal and falls in type (ii) of weakly antimonotone clauses. Therefore C T t is a weakly antimonotone clause. From the construction of C T { Fix an assignment t 6 2 R. We apply the following algorithm:
Step 1 Assign i := 1, t 1 := t, T 1 = f1; : : : ; kg;
Step 2 If t i is jT i j-compatible with respect to the relation RjT i then stop, otherwise there exists some subset T T i such that t i jT 6 2 RjT. Assign t i+1 := t i jT, T i+1 := T, i := i + 1; go to step 2.
Note that jT i j decreases in each step of the algorithm. When T i = ;, t i = is 0-compatible and therefore condition in step (2) There exists a obvious dual characterization of the weakly monotone logical relations.
Main Result in Logics
We are now ready to state the main result in logics that we need. It says that all non-basic set of logical relations can express an implication x_y_z] or its dual logical relation x _ y _ z]. Theorem 15 Let S be a nite non-basic set of logical relations then f x _ y _ z]; x _ y _ z]g \ 9-Relation(S) 6 = ;. This property will be very important to show the non-learnability of nonbasic representation classes. The remainder of this section is devoted to the proof of Theorem 15. The following results are from 19]. Lemma 16 19] Let R be a logical relation which is not horn, then f x 6 y]; x _ y]g \ 9-Relation(fRg) 6 = ;. Lemma 17 19 ] Let R be a logical relation which is not antihorn, then f x 6 y]; x _ y]g \ 9-Relation(fRg) 6 = ;. Corollary 18 19 ] Let S be a nite set of relations which is not horn and not antihorn, then x 6 y] 2 9-Relation(S). Lemma 19 19 ] Let S be a nite set of logical relations which is not a ne and not bijunctive, then 9-Relation(S f x 6 y]g) is the set of all logical relations.
The following lemmas will apply when conditions (ci) or (cii) in Lemma 14 fail.
Lemma 20 Let R be a logical function of rank k 2. Suppose that there is a k-compatible assignment t 6 2 R that contains at least two 0. Then f x 6 y]; x _ y]g \ Relation(fRg) 6 = ;. Proof. Let V 0 = fx 1 ; : : : ; x k g be a set of k variables. Let 1 i < j k such that ] 2 f x 6 y]; x _ y]g. Lemma 21 Let R be a logical relation of rank k 3. Suppose that there is a k-compatible assignment t 6 2 R that contains exactly one 0. Then f x_ y _ z]; x 6 y]; x _ y]g \ 9-Relation(fRg) 6 = ;. Proof. For all integers 0 < i k, for all assignments t 2 f0; 1g k , and for every constant b 2 f0; 1g we de ne t b j as the assignment obtained from t substituting the jth element by b.
Let V 0 = fx 1 ; : : :; x k g be a set of k variables. Let x i 2 V 0 be the variable such that t i] = 0. By the k-compatibility of t we have 1 k 2 R and t 0 j 2 R for all j 6 = i.
For all t 0 2 f0; 1g k such that t 0 6 = t and t 0 i] = 0, t 0 can be expressed as t 0 = V j6 =i;t 0 j]=0 t 0 j , then we can assume t 0 2 R, otherwise by Lemma 12 R is not horn and by Lemma 16 f x 6 y]; x _ y]g \ 9-Relation(fRg) 6 = ;.
At this point, we can show that a simple implication (i.e. x ! y] can be generated from R. We study two cases: If there is no t 0 2 R such that t 0 ) (x j _ x l _ x m ).
The following result follows from Lemmas 20 and 21. 
Basic Classes are Polynomially Exactly Learnable
In this section we show positive learnability results for the basic classes.
To show the positive results we prove that in a certain sense each of these classes is embedded in a known learnable class and therefore learnable using the algorithm for the more general class. We start by a formal de nition of embedding between classes and a simple observation:
De nition 25 Let C; C 0 be representations of concepts. We say that C is embedded in C 0 if there exists a polynomial p such that for every concept name u 2 X there exists some concept name u 0 2 X such that ju 0 j p(juj) and K C (u) = K C 0(u 0 ).
Observation 26 Let C be a representation class which is polynomially exactly learnable with equivalence queries in H. For every representation class C 0 embedded in C, C 0 is polynomially exactly learnable with equivalence queries in H.
We only need a list of learnable classes and to prove that every basic class is embedded in any of them. The only learnable classes that we need are:
Theorem 27 In the previous theorems and through the rest of this paper, n denotes the number of variables.
These two classes satisfy another nice property: all elements in these classes have polynomial size in n. Speci cally:
For every u concept in C k?CNF , juj 2 O(n k log n). (The log n factor appears because writing down a variable name requires log n bits).
For every u concept in C Af , juj 2 O(n 2 log n).
If we want to prove that some representation class is embedded in another class that satis es the previous property then we do not need to worry about the length of the representation because this condition is satis ed automatically. From this observation and from Corollary 11 we can derive the following results:
Claim 29 Let S be a nite set of logical relations. The following conditions hold:
If S is bijunctive then C 98-Formula(S) is embedded in C 2?CN F . If S is weakly monotone of degree k then C 98-Formula(S) is embedded in C k?CNF . If S is weakly antimonotone of degree k then C 98-Formula(S) is embedded in C k?CNF . If S is a ne then C 98-Formula(S) is embedded in C Af .
We are now ready for the positive learnability results. From the previous claim and Observation 26 we can derive the following theorem:
Theorem 30 Let S be a nite set of logical relations. The following conditions hold:
If S is bijunctive then C 98-Formula(S) is polynomially exactly learnable with O(n 2 ) equivalence queries in C 2?CN F . If S is weakly monotone of degree k then C 98-Formula(S) is polynomially exactly learnable with O(n k ) equivalence queries in C k?CNF . If S is weakly antimonotone of degree k then C 98-Formula(S) is polynomially exactly learnable with O(n k ) equivalence queries in C k?CNF . If S is a ne then C 98-Formula(S) is polynomially exactly learnable with n + 1 equivalence queries in C Af .
Boolean Circuits are pwm-reducible to Non-basic Classes
Let C BC be the class of boolean circuits with f_;^; :g gates and C MBC the class of monotone boolean circuits, i.e., with no ':' gates. We consider the input variables as gates of fan-in 0. In 3] it is showed that under some cryptographic assumptions boolean circuits are not polynomially predictable with membership queries:
Theorem 31 3] If there exist public key encryption systems secure against CC-attack then C BC is not polynomially predictable with membership queries.
To show the pwm-reduction from boolean circuits to non-basic classes we need the following lemmas:
Lemma 32 (Standard technique) C BC pwm C MBC . Lemma 33 C MBC pwm 9-Formula(fx _ y _ zg) Proof.
Let C be a monotone boolean circuit where m is its number of gates. We can represent each gate j in C by a variable x j and construct the following formula: For all naturals n and s and for every concept representation u 2 C MBC such that juj s, let C be the monotone boolean circuit represented by u and let u 0 be the representation of the boolean formula F formed from C as shown before. We de ne g(s; n; u) = u 0 if the number of input variables in C is n and the representation of the constant formule True otherwise.
For all x 2 X n] we de ne f(s; n; x) = h(s; n; x) = x. Clearly, f, g and h satisfy the conditions (1), (2) and (3) in De nition 1 and therefore de ne a pwm-reduction.
This reduction is very similar to the reduction from the evaluation of monotone boolean circuit problem to the horn satis ability problem, used to show P-completeness of the latter problem ( 10] , pages 167-168).
By duality we have:
Lemma 34 C MBC pwm C 9-Formula(fx_y_zg)
We put the previous lemmas together with Theorems 15 and 31 and we obtain the following result:
Corollary 35 Let S a nite non-basic set of logical relations, then:
a.-The set 9-Formula(S) contains x _ y _ z] or x _ y _ z]. b.-The class C MBC is pwm-reducible to C 9-Formula(S) . c.-The class C BC is pwm-reducible to C 9-Formula(S) . d.-The class C 9-Formula(S) is not polynomially predictable with membership queries under the assumption that public key encryption systems secure against CC-attack exist.
Finally, Theorem 4 follows from Theorem 30 and Corollary 35.
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