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1. Introduction
Let H be a numerical function which can be the Hilbert function of a finite set of points
in Pn. Following work of Macaulay, Hartshorne and others, one has a complete description
of such functions (see, e.g., [16]).
However, for any particular H there are infinitely many different collections of points
which share H as their Hilbert function. For reasons ranging from algebraic to geometric to
combinatorial, there has always been a lively interest in determining what common features
these different sets of points share as a consequence of sharing the same Hilbert function.
One simply stated question of this type, that has been considered, is the following: If X is a
set of points in Pn with Hilbert function H, does X have to have a certain number of points
on a hypersurface of Pn of degree α (see [2])?
There has also always been interest in determining boundary conditions on collections
of points sharing the same Hilbert function. Two simply stated questions of this type are
the following: If X is a set of points in Pn with Hilbert function H, what is the maximal
number of points of X which can lie on a hypersurface of Pn of degree α (see [12,14])?
If X is a set of points in Pn with Hilbert function H, what is the highest degree of a
generator of the ideal of X? (or more generally, how big can the graded Betti numbers of
X be?) (see, e.g., [1,3,8,9,21–23,25,26].)
Another question which has also been considered is the following: Among all the sets
of points in Pn with Hilbert function H is there at least one set X whose coordinate ring
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Gorenstein ring or, more generally, a level ring (see [6,8,10–15,17,19,20,22,23,31])?
Two questions that have interested us a great deal are the following:
(A) If H is a possible Hilbert function for a set of reduced points in Pn, what are all
the possible graded Betti numbers for sets of points X ⊂ Pn which have Hilbert
function H?
(B) What can be the Hilbert function of a level Artinian algebra (see Section 2 for the
definition of a level algebra)?
As for the first question: thanks to work of Bigatti [1], Hulett [21], and Pardue [24], we
know that, given H, there is a unique maximal set of graded Betti numbers which X can
have.
Our contribution to a solution to (A) is given in Section 2, where we define various kinds
of “skew configurations” which one can associate to a given Hilbert function H. Roughly
speaking, skew configurations build a point set having Hilbert function H from smaller sets
of points having Hilbert functions derived from H. These smaller point sets are then put
together carefully and this permits us to also know the minimal free resolution of the union
from the same knowledge for the constituent pieces. We show, with various examples, how
this works in practice.
Unfortunately, these “skew” constructions (as described for Pn in Section 2) do not give
us much information directly on question (B). Thus, inasmuch as (B) is (essentially) a
completely open question in codimension 3, we seek (in Section 3) a different approach.
In Section 3, we use the fact that if a set of points in P2 has level coordinate ring, then
one can break the set up into two subsets and use those subsets to construct a level algebra
of codimension 3—the first case of current interest. So, Section 3 begins by describing an
analog of the “skew” constructions of Section 2, but which avoids the difficulties inherent
in the methods of Section 2.
The more possibilities we can find for the Hilbert functions of subsets of the given level
set of points, the more we can use the level set to make examples. Hence our interest in
special level sets of points in P2 (“general” sets of points tend to have “general” subsets
and, consequently, restricted possibilities for their Hilbert functions).
Thanks to a theorem of Iarrobino [22] we know all the possible Hilbert functions for
level sets of points in P2. Thus, the key result of Section 3 is Theorem 3.12 which shows
how to make special sets of points in P2 with level Hilbert function. We then use these
methods to get a complete list (in codimension 3) of all Hilbert functions of level algebras
of type 2 and socle degree 5.
Our various constructions of special sets of points in Pn with given Hilbert function H
lead us, in the final section, to consider the possibility that, for certain Hilbert functions H,
every set of points with Hilbert function H is special.
After a small discussion (see Example 4.1) we show that this is the case for a very wide
collection of Hilbert functions of points in P2. This is Theorem 4.7. It would be interesting
to find similar such conditions in Pn (n 3).
486 A.V. Geramita et al. / Journal of Algebra 268 (2003) 484–5182. Addition theorems for the Hilbert function and the resolution of a skew
configuration
In [12], we defined special sets of points in Pn (called k-configurations) and showed
how to use them, for example, to construct Gorenstein Artinian rings. In this section we
would like to recall the notion of a k-configuration in Pn and show how their construction
can be substantially generalized (to the notion of a skew configuration). This more general
construction allows us (in general) to produce special sets of points with a given Hilbert
function and different families of graded Betti numbers. The investigation of all the
possibilities inherent in this construction seems a formidable task, which we do not
undertake in this paper. Instead, we indicate a few ways this construction can be used
to generate interesting examples. We also indicate some of the limitations inherent in this
construction.
To understand the idea of a k-configuration, we begin as follows: let Sn be the collection
of all the Hilbert functions of (reduced) point sets in Pn. We have S0 ⊂ S1 ⊂ · · · .
If H ∈ Sn then H (the “first difference” of H) is defined by:
H(t) :=H(t)−H(t − 1).
Definition 2.1 [12]. If H ∈ Sn then
σ(H) := the least integer t for which H(t)= 0,
and
α(H) := the least integer t for which H(t) <
(
t + n
n
)
.
Remark 2.2. Since much of our focus is on the combinatorial properties present in a
Hilbert function, there may be times when we simply refer to the Hilbert function as a
succession of numbers which satisfy Macaulay’s growth condition (see [27,31]). As far
as σ(H) is concerned, there is no problem with this point of view since its definition
is completely “internal” to the sequence H. The number α(H), on the contrary, has an
“external” reference to the number “n”, which is the dimension of the projective space in
which we are considering the points which have Hilbert function H. We thus remind the
reader that α(H) depends on this prescription. The sequence
H : 1 2 3 3 →
always satisfies σ(H)= 3. If we consider H as the Hilbert function of 3 points in P1 we
have α(H) = 3. If, alternatively, we consider H as the Hilbert function of 3 (necessarily
collinear) points in Pn (n 2), then α(H)= 1.
In order not to encumber the notation too much we will always be very clear in
specifying in which Sn we will consider H, especially when we discuss α(H).
We now recall the definition of an n-type vector.
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(1) A 0-type vector will be defined to be T = 1. It is the only 0-type vector. We define
α(T )=−1 and σ(T )= 1.
(2) A 1-type vector is a vector of the form T = (d) where d  1 is a positive integer. For
such a vector we define α(T )= d = σ(T ).
(3) A 2-type vector, T , is T = ((d1), (d2), . . . , (dm)), where m  1, and the (di) are 1-
type vectors. We also insist that σ(di) < α(di+1). For such a T we define α(T )=m
and σ(T ) = σ((dm)) = dm. Clearly, α(T )  σ(T ) with equality if and only if T =
((1), (2), . . . , (m)).
Remark. For simplicity in the notation we usually rewrite the 2-type vector ((d1), . . . , (dm))
as (d1, . . . , dm). In earlier papers, [12] and [17], we refered to this as the alignment char-
acter.
(4) Now let n 3. An n-type vector, T , is an ordered collection of (n− 1)-type vectors,
T1, . . . ,Ts , i.e., T = (T1, . . . ,Ts ) for which σ(Ti ) < α(Ti+1) for i = 1, . . . , s − 1. For
such a T we define α(T )= s and σ(T )= σ(Ts ).
In [12], we proved that there is a 1–1 correspondence
χn :Sn →{n-type vectors},
where if H ∈ Sn then α(H)= α(χn(H)) and σ(H)= σ(χn(H)).
If
ρn : {n-type vectors}→ Sn
denotes the inverse to χn, then we also showed in [11] that if T = (T1, . . . ,Tr ) is an n-type
vector and H= ρn(T ) then setting T˜ = (T1, . . . ,Ts ) and T ′ = (Ts+1, . . . ,Tr ) one has that
T˜ and T ′ are also n-type vectors and if H˜= ρn(T˜ ) and H′ = ρn(T ′) then
H(t)= H˜(t − (r − s))+H′(t). (2.1)
Now, let T = (T1, . . . ,Tr ) be an n-type vector and suppose that T corresponds to
H ∈ Sn. We associate to T (or H) certain sets of points in Pn, called k-configurations
in Pn, which have Hilbert function H. We do this inductively.
Definition 2.4 (k-configuration in Pn, [12]).
S0: The only element in S0 is H := 1→ . It is the Hilbert function of P0, which is a single
point. That is the only k-configuration in P0.
S1: Let H ∈ S1. Then χ1(H) = T = (e) where e  1. We associate to H any set of e
distinct points in P1. Clearly any set of e distinct points in P1 has Hilbert function H.
A set of e distinct points in P1 will be called a k-configuration in P1 of type T = (e).
488 A.V. Geramita et al. / Journal of Algebra 268 (2003) 484–518S2: Let H ∈ S2 and let T = ((e1), . . . , (er))= χ2(H), where Ti = (ei) is a 1-type vector.
Choose r distinct P1’s in P2, i.e., lines in P2, and label them L1, . . . ,Lr . By induction
we choose, on Li , a k-configuration in P1, call it Xi , of type Ti = (ei)—each k-
configuration chosen so that no point of Li contains any point of Xj for j < i .
The set X=⋃Xi is called a k-configuration in P2 of type T .
Sn (n > 2): Now suppose that we have defined a k-configuration of type T˜ ∈ Pn−1, where
T˜ is any (n− 1)-type vector associated to G ∈ Sn−1.
Let H ∈ Sn and suppose that χn(H)= T = (T1, . . . ,Tr ) where the Ti are (n− 1)-type
vectors. Then ρn−1(Ti )=Hi and Hi ∈ Sn−1.
Consider H1, . . . ,Hr distinct hyperplanes in Pn and let Xi be a k-configuration in Hi
of type Ti such that Hi does not contain any point of Xj for any j < i .
The set X=⋃Xi is called a k-configuration in Pn of type T .
An important observation (see [12] and [13] for proofs) is the following: if T is an
n-type vector and T ↔H ∈ Sn then
(i) any k-configuration, X, of type T has Hilbert function H;
(ii) more generally, if X is any k-configuration of type T , then the graded Betti numbers
in the minimal free resolution of the ideal of X are completely determined only by T .
Thus k-configurations are special sets of points which can be constructed for any
permissible Hilbert function.
We would like to generalize the notion of a k-configuration in Pn. Notice that for a
k-configuration the inductive construction used linear hypersurfaces of Pn. We generalize
the idea so as to use hypersurfaces of varying degree.
Let R = k[x0, . . . , xn] =⊕i0 Ri , where Ri is the set of all homogeneous polynomials
in R of degree i . For a closed reduced subscheme V in Pn and a finite set X of points in V,
we put:
α(X) :=min{i |H(X, i) < dimk Ri};
σ(X) :=min{i |H(X, i − 1)=H(X, i)}=min{i |H(X, i)= 0};
αV(X) :=min
{
i |H(X, i) < H(V, i)}.
We now define our generalization of k-configurations.
Definition 2.5. A finite set of points X in Pn is a skew configuration in Pn if X satisfies
the following conditions: there exist subsets X1, . . . ,Xu (u 2) of X and distinct reduced
hypersurfacesV1, . . . ,Vu of degrees d1, . . . , du respectively such that
(1) X is the union of the subsets X1, . . . ,Xu;
(2) X⊂Vi and α(Xi )= di for each i, 1 i  u;
(3) Vi does not contain any points of Xj for any j < i;
(4) σ(Xi )+ α(Xi+i ) αVi+1(Xi+1) for all i < u.
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Remark 2.6. Notice that if X =⋃ui=1Xi is a k-configuration of type T = (T1, . . . ,Tu)
then, considering Xi+1 in Hi+1 we have α(Ti+1)= αHi+1(Xi+1). Since α(Xi+1)= 1, we
have
σ(Xi )+ α(Xi+1) αHi+1(Xi+1).
I.e., k-configuration in Pn are skew configurations in Pn of degree (1, . . . ,1).
Note that, in general, the converse is not true. This is one reason why skew
configurations are very interesting and useful.
Consider the following set of points in P3: Choose two hyperplanes H1 and H2 of
P3 and let X1 ⊂ H1 be 6 points on an irreducible conic curve in H1 and let X2 be 15
points in X2 which do not lie on a quartic curve in that H2 (e.g., 14 points on a unique
quartic and 1 point off the quartic). If we further assume that none of these 15 points are
in H1, then the union of X1 and X2 is a skew configuration of degree (1,1). In this case,
σ(X1)= 4, α(X2)= 1, and αH2(X2)= 5. Clearly this is not a k-configuration in P3.
Proposition 2.7 (Addition Theorem for Hilbert functions). Let X =⋃ui=1Xi be a skew
configuration in Pn. Then
H(X, t)=H
(
X1, t −
u∑
j=2
α(Xj )
)
+H
(
X2, t −
u∑
j=3
α(Xj )
)
+ · · ·
+H(Xu−1, t − α(Xu))+H(Xu, t)
=
u∑
i=1
H
(
Xi , t −
u∑
j=i+1
α(Xj )
)
(2.2)
for all t  0, where H(Xi , j )= 0 for all j < 0.
Proof. We shall prove this by induction on u. If u= 1, we are done. Now suppose u > 1
and let Y=⋃u−1i=1 Xi . ThenY is also a skew configuration in Pn, and so, by induction on u,
we have
H(Y, t)=H
(
X1, t −
u−1∑
j=2
α(Xj )
)
+H
(
X2, t −
u−1∑
j=3
α(Xj )
)
+ · · ·
+H(Xu−2, t − α(Xu−1))+H(Xu−1, t)
=
u−1∑
H
(
Xi , t −
u−1∑
α(Xj )
)
. (2.3)i=1 j=i+1
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H(X, t)=H(Xu, t)+H
(
Y, t − α(Xu)
)
. (2.4)
Hence, from Eqs. (2.3) and (2.4), we obtain Eq. (2.2), as we wished. ✷
Corollary 2.8. Let X=⋃ui=1Xi be a skew configuration. Then
σ(X)= σ(Xu).
Proof. We note that
α(Xi ) αHi (Xi ) σ(Xi )
for all i .
It follows from the definition of a skew configuration that
σ(Xi )+ α(Xi+1) αHi+1(Xi+1),
i.e.,
σ(Xi )+ α(Xi+1) σ(Xi+1)
for all i < u, and hence, summing this for i, i + 1, . . . , u− 1, we get
σ(Xi )+
u∑
j=i+1
α(Xj ) σ(Xu)
for all i < u. Thus, by Proposition 2.7, we have σ(X)= σ(Xu). ✷
Example 2.9. Let C be an irreducible quadratic curve in P2 and X be a finite set of points
on C . One can easily check that
H(X, t)=min{H(C, t), |X|}=min{2t + 1, |X|}.
Hence
σ(X)=max{t | 2t  |X|}+ 1= [|X|/2]+ 1
and
αC(X)=
{ |X|/2 if |X| is even,
(|X| + 1)/2 if |X| is odd.
Let C1, . . . ,Cu be distinct irreducible quadratic curves in P2, and let Xi (1 i  u) be
finite sets of points on Ci such that Ci does not contain any point of Xj for any j < i and
|Xi | + 6 |Xi+1| for any i < u. Then X=⋃ni=1Xi is a skew configuration in P2.
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integers d1, . . . , du such that α =∑ui=1 di , then there is always a skew configuration of
degree (d1, . . . , du) whose Hilbert function is H. Thus, in general, one can find in this way
many special sets of points in Pn whose Hilbert function is exactly H.
To see why this is so, let H↔ T = (T1, . . . ,Tα) and let
T 1 = (T1, . . . ,Td1),
T 2 = (Td1+1, . . . ,Td1+d2),
...
T u = (T
(
∑u−1
i=1 di)+1, . . . ,Tα
)
.
Then each T j is the type vector of an Hj ∈ Sn and by Eq. (2.1), the Hj satisfy the addition
formula in Proposition 2.7.
Let Xj be a set of points having Hilbert function Hj and Vj be a reduced hypersurface
of degree dj which contains Xj . If we further insist that Vj does not contain any points in⋃
i<j Xi , then
⋃u
i=1Xi is a skew configuration with Hilbert function H.
Clearly, the variety of such examples depends on our ability to find Xj ’s and Vj ’s
satisfying the condition above. (There always exists at least one example coming from a
k-configuration.)
Example 2.11. Let L1 be a line in P2 and X1 a set of 3-points on L1. Let C2 be a reduced
quadratic curve in P2 which does not contain the 3-points of X1. LetX2 be a set of 9-points
on C2. Furthermore let C3 be a reduced quadratic curve in P2 which does not contain the
12-points of X1 ∪X2, and let X3 be a set of 17-points on C3. Let L4 be a line in P2 which
does not contain the 29-points of X1 ∪ X2 ∪ X3, and let X4 be a set of 10-points on L4.
Then X=⋃4i=1Xi is a skew configuration in P2. Using Proposition 2.7, we can calculate
the Hilbert function of X. It is:
HX : 1 3 6 10 15 21 27 33 36 39 39 → .
Let IX be the ideal of a finite set X of points in Pn and ν(IX) the number of minimal
generators of IX. Let d1, . . . , dt be the degrees of the minimal generators of IX and let
(IX) denote the multiset {d1, . . . , dt }. Also, for an integer d , we denote by (IX)+ d the
multiset {d1 + d, . . . , dt + d}. In the same way as in the proof of Theorem 2.7 in [13], we
obtain the following theorem.
Proposition 2.12. Let X = ⋃ui=1Xi (u  2) be a skew configuration in Pn and set
Y=⋃u−1i=1 Xi . Then
ν(IX)= ν(IY)+ ν(IXu)− 1 and
(IX)=
{
(IY)+ degVu,
(
IXu
)}
= {(IY)+ α(Xu),(IXu)},
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IXu = IXu/IVu ⊂R/IVu .
Proof. The proof is very similar to that of Theorem 2.7 [13]. ✷
Remark 2.13. One of the important features of k-configurations comes from the fact that
we could always describe the Betti numbers in their minimal free resolutions. That turns
out also to be true for skew configurations and thus we have that skew configurations
can be a source of different examples of special sets of points in Pn with the same Hilbert
function but different graded Betti numbers. First we’ll prove that the graded Betti numbers
of a skew configuration depend completely on the graded Betti numbers of its components.
Then we’ll show how to use this in examples.
Theorem 2.14 (Addition Theorem for Resolutions). Let X =⋃ui=1Xi (u 2) be a skew
configuration in Pn and put Y=⋃u−1i=1 Xi . Let
0→Dn→Dn−1 →·· ·→Dj →·· ·→D1 →R→R/IY→ 0
and
0→ En → En−1 →·· ·→ Ej →·· ·→ E1 → R→R/IXu → 0
be the minimal free resolutions of R/IY and R/IXu , respectively. Then the minimal free
resolution of R/IX is:
0→Fn→Fn−1 →·· ·→Fj →·· ·→F1 → R→ R/IX→ 0,
where
F1 =D1
(−α(Xu))⊕ E1/R(−α(Xu)) and
Fj =Dj
(−α(Xu))⊕ Ej
for all 2 j  n.
Proof. The proof is similar to that of Theorem 3.6 [13]. ✷
Corollary 2.15. Let X and Y be two skew configurations, X=⋃ui=1Xi and Y=⋃ui=1Yi
where α(Xi )= α(Yi ) for all i . Suppose IXu and IYu have the same graded Betti numbers
in their minimal free resolutions and the same is true for IX′ , X′ =⋃u−1i=1 Xi , and IY′ ,
Y′ =⋃u−1i=1 Yi . Then X and Y have the same graded Betti numbers in their minimal free
resolutions.
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configurations of the same degree (but with the same Hilbert function) one can get
different resolutions. Thus skew configurations are an important tool in resolving problems
concerning the possible resolutions consistent with a given Hilbert function (e.g., [3,23,25,
26]).
Consider the following skew configuration in P3 which is NOT a k-configuration. Let
X1 be a complete intersection in P2 of type (2,3) and let V1 be a reduced conic through
the six points. Let X2 be a set of 16 general points in P2 such that V1 ∩ X2 = ∅. Then
X = X1 ∪ X2 is a skew configuration in P2. Since the Hilbert functions of X1 and X2,
respectively, are
HX1 : 1 3 5 6 6 6 → ,
HX2 : 1 3 6 10 15 16 → ,
we have that, by Proposition 2.7, the Hilbert function HX of X is:
HX : 1 4 9 15 21 22 22 → .
Moreover, since the minimal free resolutions of R/IX1 and R/IX2 are
R(−3) R(−1)
⊕ ⊕
0 → R(−6) → R(−4) → R(−2) → R → R/IX1 → 0,⊕ ⊕
R(−5) R(−3)
R3(−7) R8(−6) R(−1)
0 → ⊕ → ⊕ → ⊕ → R → R/IX2 → 0,
R(−8) R(−7) R5(−5)
respectively, we have that, by Theorem 2.14, the minimal free resolution of R/IX
is:
R(−4) R(−2)
⊕ ⊕
R4(−7) R(−5) R(−3)
0 → ⊕ → ⊕ → ⊕ → R → R/IX → 0.
R(−8) R9(−6) R(−4)
⊕ ⊕
R(−7) R5(−5)
On the other hand, the minimal free resolution of R/I , where I is the ideal of a k-
configuration in P3 with Hilbert function HX, is:
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R(−4) ⊕
R(−6) ⊕ R(−3)
⊕ R2(−5) ⊕
0 → R5(−7) → ⊕ → R(−4) → R → R/I → 0.
⊕ R11(−6) ⊕
R(−8) ⊕ R6(−5)
R2(−7) ⊕
R(−6)
Remark 2.17. Notice that all examples constructed using skew configurations X =⋃u
i=1Xi always have in their minimal free resolution
0→Fn→ ·· ·→F1 → R→R/IX→ 0
where rankFn  u.
Thus, even when the Hilbert function H could possibly support a Gorenstein set of
points, it would be impossible to construct such a set directly using skew configurations.
The smallest rank one might hope for is when rankFn = u. This happens if and only if
each Xi is a Gorenstein set of points.
We now wish to investigate how we can use skew configurations with Gorenstein
components to construct special sets of points in Pn whose resolution ends with
rankFn = u. One such a way is to choose, as the components, u complete intersections.
We investigate that construction now.
Definition 2.18. A finite set X is a skew complete intersection configuration (skew ci
configuration for short) in Pn if X = ⋃ui=1Xi , u  2, is a skew configuration and
if, in addition, all the subsets Xi are complete intersections in Pn. In this case, we
denote the number of complete intersection subsets of X by r(X) := u. If Xi is the
complete intersection of hypersurfaces of degrees αi1  · · ·  αin, we write “Xi is a
CI(αi1, . . . , αin).”
As a corollary of Theorem 2.14, we obtain the following.
Corollary 2.19. Let X=⋃ui=1Xi be a skew ci configuration in Pn and let
0→Kin →Ki,n−1 → ·· ·→Ki1 →R→R/IXi → 0
be the Koszul resolution of Xi (1 i  u). Then the minimal free resolution of X is:
0→Fn →Fn−1 →·· ·→F1 → R→ R/IX→ 0,
where
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(−(α(X2)+ · · · + α(Xu)))
⊕ [K21/R(−α(X2))](−(α(X3)+ · · · + α(Xu)))
⊕ [K31/R(−α(X3))](−(α(X4)+ · · · + α(Xu)))⊕ · · ·
⊕ [Ku−1,1/R(−α(Xu−1))](−α(Xu))⊕Ku1/R(−α(Xu))
and, for each i (2 i  n),
Fi =K1i
(−(α(X2)+ · · · + α(Xu)))
⊕K2i
(−(α(X3)+ · · · + α(Xu)))⊕ · · ·
⊕Ku−1,i
(−α(Xu))⊕Kui .
Remark 2.20. From Corollary 2.19, one can easily check that
ν(IX)= rankF1 = (n− 1)u+ 1 and rankFi = u×
(
n
i
)
for all 2  i  n. In particular r(X)= u is the Cohen–Macaulay type of X. Of particular
interest to us is the special case when rankFn = u and Fn =Ru(−t) for some t .
Definition–Proposition 2.21. Let R = k[x0, . . . , xn] and let A = R/I be a Cohen–
Macaulay ring of dimension d . Let
0→Fn−(d−1)→·· ·→F1 → I → 0
be a minimal free resolution of I . Then
(a) If B = B0 ⊕ · · · ⊕ B (B = 0) is an Artinian algebra, then B is level if and only if
B = Ann(B1) (see [6,9] for a discussion).
(b) A is a level algebra if Fn−(d−1) = Rm(−s) for some s > 0; rankFn−(d−1) = Cohen–
Macaulay type of A.
(c) (i) IfX is a non-degenerate set of points in Pn, A=R/IX its coordinate ring, then we
say that  is the socle degree of X if  is the socle degree of the Artinian algebra
B =A/LA, where L is any linear non-zero-divisor of A.
(ii) X is called a level set of points if A = R/IX is a level algebra. In this case, the
socle degree of X is = σ(X)+ n− 1.
(d) If L is a linear non-zero divisor in A = R/I , then A is level if and only if A/LA 
A/(L, IX) is level.
(e) A 0-dimensional differentiable O-sequence (equivalently, an O-sequence whose first
difference is the Hilbert function of an Artinian algebra, see, e.g., [16]) b = {bi}i0
with b1 = n + 1, is called level if there is a level set of points in Pn with Hilbert
function b.
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to construct level sets of points, even in P2, is very limited.
Remark 2.22. Let X be a k-configuration in P2 of type (d1, . . . , dm). Then the minimal
free resolution of R/IX is
0→ R(−(d1 +m))⊕ · · · ⊕R(−(di +m− i + 1))⊕ · · · ⊕R(−(dm + 1))
→ R(−m)⊕R(−(d1 +m− 1))⊕ · · · ⊕R(−(di +m− i))⊕ · · · ⊕R(−dm)
→ R→R/IX→ 0
by Theorem 2.6 in [17] and since σ(X)+ 1= dm + 1. Hence X is level if and only if
d1 +m= · · · = di +m− i + 1= · · · = dm + 1,
that is, if and only if
di+1 − di = 1
for every i = 1, . . . ,m− 1.
For example, if X is a k-configuration in P2 of type (4,5,6,7,8,9), then the minimal
free resolution of R/IX is
0→ R6(−10)→R(−6)⊕R6(−9)→R/IX→ R→ 0.
Remark 2.23. Let X be a CI(α,β) in P2, then the first difference function of H(X, t) has
the following form:
1 2 · · · α − 1 α · · · α α − 1 · · · 2 1 0 · · · ,
where the value α is first reached when t = α−1, the value α−1 is reached for the second
time when t = β , and the value 0 is reached first when t = α + β − 1. In general, if F is a
form of degree α in R = k[x0, . . . , xn] and Z is a CI(α,β,α3, . . . , αn) in Pn, then
n−1H(Z, t): 1 2 · · · α − 1 α
(α−1)th · · · α(β−1)th b · · · ,
where b  α − 1. In particular, if V is a hypersurface of degree α in Pn containing Z, then
αV(Z)= β .
Now we would like to find a necessary and sufficient condition for a skew ci
configuration in P2 to be level.
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CI(αi1, αi2) in P2 and let Vi be a curve of degree αi1 which contains Xi for every
i = 1, . . . , u. Then X is level if and only if{
αi1 = 1 for all 2 i,
αi+1,2 = αi1 + αi2 for all 1 i < u.
Proof. If X is level, then it follows from Corollary 2.19 that
(αi1 + αi2)+ αi+1,1 + · · · + αu1 = (αi+1,1 + αi+1,2)+ αi+2,1 + · · · + αu1 (2.5)
for all 1  i < u. Hence αi+1,2 = αi1 + αi2 for all 1  i < u. Also, since σ(Xi ) +
α(Xi+1) αVi+1(Xi+1), we have
(αi1 + αi2 − 1)+ αi+1,1  αi+1,2 (2.6)
for all 1 i < u by Remark 2.23. Hence
αi+1,1  1
for all 1 i < u. Therefore, since αi1  1, we obtain
αi1 = 1 (2.7)
for all i  2.
The converse also follows from Corollary 2.19. ✷
Remark 2.25. Thus, to form level skew ci configurations X = ⋃ui=1Xi in P2, we can
essentially choose X1 to be any complete intersection CI(a, b), but then X2, . . . ,Xu must
all be of type (1, bj ), 2 j  u, and moreover
b2 = a + b, bj = bj−1 + 1, 3 j  u.
For example, we can make a level skew ci configuration X = X1 ∪ X2 ∪ X3 from X1
a CI(2,2), X2 a CI(1,4), and X3 a CI(1,5). The Cohen–Macaulay type of such an X
is, from Remark 2.20, equal to 3 and the socle degree of X is, in view of Definition–
Proposition 2.21(b) and Corollary 2.8, equal to 5. In fact, from Corollary 2.19 we get that
the graded Betti numbers in a minimal free resolution of such an X are given by
0→ R3(−6)→ R2(−4)⊕R2(−5)→R→ R/IX→ 0.
Unfortunately, even this rather limited construction method for level sets of points in P2
does not extend to Pn, n > 2, as the following Proposition 2.26 shows.
Proposition 2.26. Let X=⋃ui=1Xi be a non-degenerate skew ci configuration in Pn with
n 3. Then X is level if and only if u= 1.
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Now assume u 2. Let X=⋃ui=1Xi be a skew ci configuration in Pn (n 3), where
Xi is a CI(αi1, . . . , αin) in Pn and let Vi be a hypersurface of degree αi1 which contains
Xi for every i = 1, . . . , u. If X is level, then it follows from Corollary 2.19 that(
n∑
j=1
αij
)
+ αi+1,1 =
(
n∑
j=1
αi+1,j
)
(2.8)
for all 1 i < u. Also, since σ(Xi )+ α(Xi+1) αVi+1(Xi+1), we have[(
n∑
j=1
αij
)
− (n− 1)
]
+ αi+1,1  αi+1,2 (2.9)
for all 1 i < u by Remark 2.23. Hence
αi+1,1 + αi+1,3 + · · · + αi+1,n  n− 1
for all 1 i < u. Therefore, since αin  · · · αi1  1, we obtain
αij = 1 (2.10)
for all i  2 and j = 1, . . . , n. Furthermore it follows from (2.8) and (2.10) that
αi+1,2 =
(
n∑
j=1
αij
)
− n+ 2
for all 1 i < u, that is
n∑
j=1
αij = n− 1
for such i since αi+1,2 = 1. But, since αin  · · · αi1  1, we obtain
n
n∑
j=1
αij = n− 1.
This is a contradiction. ✷
The results of this section demonstrate that one can use skew configurations to construct
special sets of points in P2 with the same Hilbert function but with lots of different
collections of graded Betti numbers. However, skew configurations are not so useful for
constructing level sets of points.
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give such a construction only in the case of points in P2 because our main interest is to
construct level Artinian algebras of codimension 3 (the least codimension in which it is
unknown what can be the Hilbert function of a level algebra.)
3. Level sets of points in P2 and Artinian level algebras of codimension 3
In an earlier work [20], one of us was able to use special configurations of points in
P2 to construct Artinian Gorenstein rings of codimension 3. In this section we begin an
exploration of how to use special configurations of points in P2 to construct Artinian level
rings of codimension 3.
Key ingredients in the work of [20] were the notions of a basic configuration and a pure
configuration. We recall those notions here.
Definition 3.1 [20, Definition 3.1].
(a) A finite set X of points in P2 is called a basic configuration of type (d, e) if there exist
distinct elements bj , cj in k such that
IX =
(
d∏
j=1
(x − bj z),
e∏
j=1
(y − cj z)
)
.
We denote X :=B(d, e).
(b) A finite set X of points in P2 is called a pure configuration if there exist finite
basic configurations B(d1, e1), . . . ,B(dm, em) where e1 > · · ·> em, which satisfy the
following three conditions:
(i) B(di, ei)∩B(dj , ej )= ∅ if i = j ,
(ii) X= B(d1, e1)∪ · · · ∪B(dm, em),
(iii) ϕ(B(di, ei))⊃ ϕ(B(di+1, ei+1)) for all 1 i m−1, where ϕ :P2\{(1,0,0)}→
P1 is the map defined by sending the point (x, y, z) to the point (y, z). In this case,
we denote X=⋃mi=1B(di, ei).
Example 3.2. Let
X=

• •
• •
• •
• • • • •
• • • • •
• • • • •
• • • • • • • •
and Y=

• •
• •
• •
• • • • •
• • • • •
• • • • •
• • • • • • • •• • • • • • • • • • • • • • • •
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but Y is NOT a pure configuration in P2 since Y does not satisfy condition (b) (iii) of
Definition 3.1.
Remark 3.3. It is useful to compare the idea of a pure configuration to the other
configurations we have discussed: k-configurations and skew configurations.
Notice that pure configurations in P2, when all dj = 1, are k-configurations. On the
other hand, a k-configuration in P2 of type (r1, . . . , rs) need not be a pure configuration
because of condition (b) (iii) of Definition 3.1.
Note that a pure configuration X ⊆ P2 made up of basic configurations X1 = B(2,3)
and X2 = B(2,4) is not a skew configuration of degree (2,2). In fact,
α(X1)= α(X2)= 2 and σ(X1)= 4.
If V is a curve of degree 2 containing X2, then
αV(X2)= 4,
and hence we have
σ(X1)+ α(X2)= 4+ 2= 6	 4= αV(X2).
On the other hand, a skew ci configuration need not satisfy condition (b) (iii) of
Definition 3.1. Thus, although there are similarities between these constructions, they are
all different.
In [20], there is a formula for the Poincaré series of a pure configuration. We recall that
result here.
Lemma 3.4 [20, Lemma 4.4]. Let X=⋃mi=1B(di, ei ) be a pure configuration in P2. Then
(1) F(X, λ)=∑mi=1 λvi−1 (1−λdi )(1−λei )(1−λ)3 , where v0 = 0 and vi = d1 + · · · + di .
(2) σ(X)=max{ei + vi − 1 | 1 i m}.
Let b = {bi}i0 be a 0-dimensional differentiable O-sequence with b1 = 3. Since {bi}
is an O-sequence with b1 = 2, it follows that
bi =
{
i + 1 for 0 i < α,
α for α  i < θ,
where α :=min{i |bi−1 bi} and θ :=min{i |bi−1 >bi}. Furthermore, we have
α >bθ  · · ·bσ−1 >bσ = 0,
where σ :=min{i |bi = 0}. Hence we get
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{1 for 0 i < α,
0 for α  i < θ,
0 or negative for θ  i  σ.
(3.1)
Let
h(z)= 1+b1z+ · · · +bσ−1zσ−1 = 1+ 2z+ · · · + τzσ−1
where τ =bσ−1. Form the new polynomial
q(z)=
σ+1∑
i=0
qiz
i = h(z)(1− z)2.
Proposition 3.5. With notation as above, the following are equivalent.
(a) h(z), of degree σ − 1, is the h-polynomial of a level Artinian quotient of k[x, y] with
Cohen–Macaulay type (necessarily) τ =bσ−1.
(b) qi  0 for 1 i  σ .
(c) 2bθ 2bθ+1  · · ·2bσ .
(d) If k is a field of characteristic 0, then b = {bi} is a 0-dimensional differentiable level
O-sequence.
Proof. We first learned of the equivalence between (a) and (b) from G. Valla (unpublished).
We won’t include the proof here since we don’t use this equivalence in what follows.
The equivalence between (a) and (c) is due to A. Iarrobino (see Theorem 4.6A of [22]).
Since that equivalence is in print, we omit that proof as well.
(a)⇔ (d) Let I be a homogeneous ideal of k[x, y] such that k[x, y]/I is a level Artinian
ring with the h-polynomial h(z). Then, since k is a field of characteristic zero, it follows
from Theorem 10 in [28] that there exists a radical ideal I∗ ⊂ k[x, y, z], which lifts I . It
follows that the finite setX, of points in P2, defined by I∗ is a level set of points with Hilbert
function b = {bi}. Hence b= {bi} is a 0-dimensional differentiable level O-sequence.
Conversely, let X be a finite set of points in P2 with Hilbert function b = {bi} and
IX ⊂ k[x, y, z] the ideal defining X. We may assume that z is not a zero divisor in the
coordinate ring of X. Then we have that I := (IX, z)/(z) ⊂ k[x, y] is the desired ideal.
This completes the proof of this theorem. ✷
From the addition formula for the Hilbert function of a k-configuration in P2 (see
Proposition 2.7), we can obtain the following proposition.
Proposition 3.6. Let b = {bi} be a 0-dimensional differentiable level O-sequence and let
T = (δ1, . . . , δα) be the 2-type vector associated to b. Then
δi+1 − δi  2
for all i = 1, . . . , α − 1.
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a 0-dimensional differentiable O-sequence with the type vector T = (1,3,4,6). Then
2b: 1 1 1 1 −1 −2 −1 0 → ,
which is not level.
The following proposition is immediate from Lemma 3.4 in [20].
Proposition 3.8. Let X =⋃mi=1B(di, ei) be a pure configuration in P2. Then a minimal
free resolution of X is:
0→
m⊕
i=1
R(−pi)→
m+1⊕
i=1
R(−qi)→ R→ R/IX→ 0,
where
q1 = e1, qi = d1 + · · · + di−1 + ei (2 i m),
qm+1 = d1 + · · · + dm, pi = qi + di (1 i m).
Example 3.9. Let X= B(2,8)∪B(3,5)∪B(2,3) be a pure configuration in P2. Then, by
Proposition 3.8, the minimal free resolution of IX is
0→ R3(−10)→ R2(−7)⊕R2(−8)→ IX→ 0.
Corollary 3.10. Let X=⋃mi=1B(di, ei) be a pure configuration in P2. Then X is level if
and only if
ei − ei+1 = di+1
for all 1 i m− 1.
If b = {bi}i0 is a 0-dimensional differentiable level O-sequence with b1  3 and X is
any level set of points in P2 with Hilbert function b, then the graded Betti numbers in a
minimal free resolution of IX are determined by b and are independent of X. This implies
that there is a unique “degree matrix” associated to b (see [4]). Choosing generic forms
in k[x, y, z] whose degrees are those given by this degree matrix and looking at the ideal
of maximal minors, we will get an ideal whose zero set is a level set of points in P2 with
Hilbert function b. Unfortunately, we cannot (using this procedure) find level sets of points
having subsets with special Hilbert function. Since one of our goals is to use level sets of
points in P2 to construct level Artinian codimension 3 graded k-algebras, this is a serious
defect. Because of that, we now show how, given a level Hilbert function (with b1  3), to
find level pure configurations with that Hilbert function.
First, we need the following lemma.
A.V. Geramita et al. / Journal of Algebra 268 (2003) 484–518 503Lemma 3.11. Let b = {bi} be a 0-dimensional differentiable O-sequence with b1 = 3 and
2bθ 2bθ+1  · · ·2bσ .
Put
m := −2bσ ,
di := σ −min
{
j | θ  j  σ, (2bj)+ i − 1 < 0}+ 1 for all 1 i m,
e1 = θ and ei := ei−1 − di for all 2 i m.
Then ei > 0 for every i = 1, . . . ,m.
Proof. It is obvious that e1 = θ > 0. Let α =min{i | bi <
(
i+2
2
)}. We first show that
α = d1 + · · · + dm.
By definition, di = σ − ji + 1 where θ = j1  j2  · · · jm  σ . Let B be the multiset
{2bθ , . . . ,2bσ }. Then
j2 − j1 = the number of −1’s in the multiset B,
j3 − j2 = the number of −2’s in the multiset B,
...
jm − jm−1 = the number of −(m− 1)’s in the multiset B,
σ − jm + 1= the number of −m’s in the multiset B.
It follows that
α = (j2 − j1)+ 2(j3 − j2)+ · · · + (m− 1)(jm − jm−1)+m(σ − jm + 1)
=−(j1 + · · · + jm)+mσ +m
= (σ − j1 + 1)+ · · · + (σ − jm + 1)
= d1 + · · · + dm.
Hence, for 2 i m, we have
ei = ei−1 − di =
(
e1 − (d2 + · · · + di−1)
)− di
= e1 − (d2 + · · · + di)= θ − (d2 + · · · + di)
 α − (d2 + · · · + di)= (d1 + · · · + dm)− (d2 + · · · + di)
 d1 > 0,
which completes the proof of this lemma. ✷
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Hilbert function b.
Proof. From Corollary 3.10 and Lemma 3.11, X =⋃mi=1B(di, ei) is a level set. So we
need to show that F(b,λ) = F(X, λ), where F(b,λ) :=∑i0 biλi . We use induction
on m. Let m= 1, i.e., 2bj =−1 for all θ  j  σ . Then we have
F(b,λ)= 1+ λ+ · · · + λ
σ−θ − λθ − λθ+1 − · · · − λσ
(1− λ)2 =
(1− λσ−θ+1)(1− λθ )
(1− λ)3
= F (B(σ − θ + 1, θ), λ)= F (B(d1, e1), λ).
Now assume m 2 and we consider the sequence b′ = {b′i} such that
F
(
b′, λ
)= F(b,λ)− F(B(d1, e1), λ)
λd1
. (3.2)
Since
F
(
B(d1, e1), λ
)= (1− λd1)(1− λe1)
(1− λ)3 =
1+ λ+ · · · + λd1−1 − λe1 − · · · − λσ
(1− λ)2
and
F(b,λ)= 1+ λ+ · · · + λ
α−1 +2bθλθ + · · · +2bσλσ
(1− λ)2
= 1+ λ+ · · · + λ
α−1 +2be1λe1 + · · · +2bσλσ
(1− λ)2 (∵ θ = e1),
we have
F(b,λ)− F (B(d1, e1), λ)
= λd1
[
1+ λ+ · · · + λα−1−d1 + (2be1 + 1)λe1−d1 + · · · + (2bσ + 1)λσ−d1
(1− λ)2
]
= λd1
[
1+ λ+ · · · + λα−1−d1 + (2bθ + 1)λθ−d1 + · · · + (2bσ + 1)λσ−d1
(1− λ)2
]
and hence
2b′i =
{
2bi+d1 for i < θ − d1,
2bi+d1 + 1 for i  θ − d1.
It is not hard to see that this description means that b′ is a 0-dimensional differentiable
O-sequence and−2b′ ′ = −(2bσ +1)=m−1 where σ ′ :=min{i |b′ = 0} = σ −d1.σ i
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2b′: 1 · · · 1
(α−d1−1)th
0 · · · 0 2b′θ ′ · · · 2
(σ−θ)thb
′
σ ′ 0 · · · ,
and θ ′  θ − d1. Since
0 >2b′θ  · · ·2b′σ ′
and −2b′
σ ′ =m− 1, by induction on m, we have that
F
(
b′, λ
)= F(m−1⋃
i=1
B
(
d ′i , e′i
)
, λ
)
where
d ′i := σ ′ −min
{
j | θ ′  j  σ ′, (2b′j )+ i − 1 < 0}+ 1 for all 1 i m− 1,
e′1 = θ ′ and e′i := e′i−1 − d ′i for all 2 i m− 1.
Since θ ′  θ − d1 for 1 i m− 1, we have
d ′i = σ ′ −min
{
j | θ ′  j  σ ′, (2b′j)+ i − 1 < 0}+ 1,
= (σ − d1)−min
{
j | θ − d1  j  σ − d1,
(
2bj+d1 + 1
)+ i − 1 < 0}+ 1
= σ −min{j + d1 | θ  j + d1  σ, 2bj+d1 + (i + 1)− 1 < 0}+ 1
= σ −min{j | θ  j  σ, 2bj + (i + 1)− 1 < 0}+ 1= di+1,
and
e′1 =min
{
i |2b′i < 0
}=min{j | θ − d1  j  σ − d1, 2b′j < 0}
= σ ′ − d2 + 1= σ − d1 − d2 + 1= σ − (σ − θ + 1)− d2 + 1
= θ − d2 = e1 − d2 = e2.
Moreover, inductively, we also have that, for i = 1, . . . ,m− 1,
e′i = e′i−1 − d ′i = ei − di+1 = ei+1.
Hence we obtain that
F
(
b′, λ
)= F(m−1⋃ B(d ′i , e′i), λ
)
= F
(
m⋃
B(di , ei), λ
)
.i=1 i=2
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F(b,λ)= F (B(d1, e1), λ)+ λd1F (b′, λ)
= F (B(d1, e1), λ)+ λd1F( m⋃
i=2
B(di, ei ), λ
)
= F(X, λ),
which completes the proof of this theorem. ✷
We now apply Theorem 3.12 to a specific example.
Example 3.13. Let b = {bi} be the 0-dimensional differentiable O-sequence
α θ σ
b: 1 3 6 10 15 21 28 36 44 52 59 64 67 67 →
b: 1 2 3 4 5 6 7 8 8 8 7 5 3 0
2b: 1 1 1 1 1 1 1 1 0 0 −1 −2 −2 −3
Thus we see that (in the notion of Theorem 3.12) α = 8, θ = 10, σ = 13 and
2b10 =−12b11 =−22b12 =−22b13 =−3.
Hence, from Theorem 3.12, we have that
F(b,λ)= F (B(4,10)∪B(3,7)∪B(1,6), λ)
and the pure configuration X = B(4,10) ∪ B(3,7) ∪ B(1,6) is a level set with Hilbert
function b.
If r(A) is the Cohen–Macaulay type of a Cohen–Macaulay standard graded k-algebra
A, and if A =⊕i0 Ai is an Artinian level algebra, then r(A) = dimk Aσ(A)−1, where
σ(A) = min{i | Ai = 0}. If Z =⋃mi=1B(di, ei) is a level pure configuration in P2, then
r(Z)= r(R/IZ)=m.
Lemma 3.14. Let Z be a level set of points in Pn andX a subset of Z. SetY := Z\X. Then
R/(IX + IY) is an Artinian level graded k-algebra with σ(R/(IX + IY))= σ(Z)− 1 and
r(R/(IX + YY)) r(Z).
Proof. This argument is immediate from the mapping cone construction. ✷
As an immediate corollary, we have:
Corollary 3.15. Let Z = ⋃mi=1B(di, ei) be a level pure configuration in P2 and X a
subset of Z. Set Y := Z\X. Then R/(IX + IY) is an Artinian level graded k-algebra with
σ(R/(IX + YY))= d1 + e1 − 2 and r(R/(IX + IY))m.
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Question 3.16. What are the possible Hilbert functions of Artinian level codimension three
algebras constructed by Corollary 3.15?
The question has a very nice answer when m = 1. In this case, IX + IY must be
a Gorenstein ideal and Z must be a basic configuration. We know (thanks to [19])
that all possible Gorenstein Hilbert functions in codimension three can be found using
Corollary 3.15.
One would like to know to what extent this is true for m> 1, e.g., if m= 2.
In this case, by Corollary 3.15, r(R/(IX + IY))= 1 or 2. If r(R/(IX + IY))= 1, then
R/(IX + IY) is Gorenstein and the Hilbert function HR/(IX+IY) is symmetric.
Question 3.17. What are the possible Hilbert functions of Artinian level algebras of
codimension 3 with r(R/(IX + IY))= 2?
Example 3.18. We now consider Questions 3.16 and 3.17 for the cases σ = 3,4,5, and 6.
We begin by recalling a special case of a theorem of Fröberg and Laksov of [8] that if
A is a level Artinian algebra of codimension 3 and type 2 with σ − 1= t , then
H(A, i)min
{(
2+ i
2
)
,2
(
t − i + 2
2
)}
.
σ = 3: There is only one sequence possible, namely
1 3 2 0.
We obtain it as follows: let
U=
{• •
• • ∗
∗ ∗ ∗ .
We then apply Proposition 3.5 to see that U is a level set of points. We then apply
Corollary 3.15 using the decomposition indicated by the different symbols we used to
indicate the points of U.
σ = 4: The only possibilities for the Hilbert functions of level Artinian algebras of
codimension 3 and type 2 are:
1 3 α 2 0 →
where 2 α  6.
We apply the main idea of [15] to show that certain sequences cannot be the Hilbert
function of a level Artinian algebra of codimension 3.
508 A.V. Geramita et al. / Journal of Algebra 268 (2003) 484–518Claim.
(a) There is no level Artinian algebra A having the Hilbert function
H= (1,3,2,2, . . . ,2︸ ︷︷ ︸
s times
) or (1,3, c2, . . . , ct ,2,2, . . . ,2︸ ︷︷ ︸
s times
)
where ci  3 for every i  2 and s  2.
(b) There is no level Artinian algebra A having the Hilbert function HA = (1,3,3,4).
More generally, there are no level Artinian algebras A having Hilbert function of the
form HA = (1,3,3,4, c4, . . . , ct ).
Proof of Claim. (a) First of all, we consider the sequence
HA = (1,3,2,2, . . . ,2︸ ︷︷ ︸
s times
)
with s  2. Let H be a 0-dimensional differentiable O-sequence with H=HA. Then, the
3-type vector of H is T = (1;σ − 1, σ ), and hence, by Theorem 3.2 in [18], the minimal
free resolution of the ideal of k-configurationX in P3 of type T is:
0 → R(−4)⊕R2(−(σ + 2)) → R4(−3)⊕R4(−(σ + 1))
→ R4(−2)⊕R2(−σ) → R → R/IX → 0.
Since σ  4, that is, σ + 1 5 > 4, R(−4) cannot be eliminated from the resolution, and
hence HA cannot be a level O-sequence.
Now suppose
HA = (1,3, c2, . . . , ct ,2,2, . . . ,2︸ ︷︷ ︸
s times
)
with ci  3 for every i  2 and s  2. Let H be the 0-dimensional differentiable O-
sequence such that H = HA and let T = (T1, . . . ,Tα) be the type vector of H, where
Ti ’s are all 2-type vectors. Notice that, since c3  3, α(Tα)  3. The only thing we are
interested in here is the last 2-type vector Tα of T . In fact, Tα is of the form
Tα = (. . . , σ − s − 2, σ − 1, σ )
where σ = σ(HA). Let X be a k-configuration in P3 of type T and let
0→F3 →F2 →F1 →R→R/IX→ 0
be the minimal free resolution of R/IX where
F2 =Rα21(−β21)⊕Rα22(−β22)⊕Rα23(−β23)⊕ · · · ,
F3 =Rα31(−β31)⊕Rα32(−β32)⊕Rα33(−β33)⊕ · · ·
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have that
β21 = σ + 1, β22 = σ − s + 1,
β31 = σ + 2, β32 = σ − s + 2.
So if HA is a level O-sequence, then β21 = β32, that is, σ + 1 = σ − s + 2, then s = 1,
which is a contradiction since s  2. It follows that Rα32(−β32) cannot be deleted fromF3,
and so HA cannot be a level O-sequence.
(b) We consider the sequence HA = (1,3,3,4). Let H be a 0-dimensional differentiable
O-sequence with H = HA. Then, the minimal free resolution of the ideal of a k-
configuration X in P3 with Hilbert function H is:
0→ R(−4)⊕R4(−6)→R3(−3)⊕R9(−5)→ R3(−2)⊕R5(−4)
→ R→R/IX→ 0,
and hence HA = (1,3,3,4) cannot be a level Artinian sequence.
Now consider the sequence HA = (1,3,3,4, c4, . . . , ct ) and let H be a 0-dimensional
differentiable O-sequence with H = HA. Since HA(2) = 3, we have that the type
vector of H is T = (T1,T2) where T1 = (1) and T2 = (d1, . . . , dα(T2)). Moreover, since
HA(3)= 4, we see that α(T2) 4. Let X be a k-configuration in P3 of type T and let
0→F3 →F2 →F1 →R→R/IX→ 0
be the minimal free resolution of R/IX where
F2 =Rα21(−β21)⊕Rα22(−β22)⊕Rα23(−β23)⊕ · · · ,
F3 =Rα31(−β31)⊕Rα32(−β32)⊕Rα33(−β33)⊕ · · ·
with β21 < β22 < β23 < · · · and β31 < β32 < β33 < · · · . Then, by Theorem 3.2 in [18], we
have that
β21 = 3, β22 = α(T2)+ 1,
β31 = 4, β32  6.
So if HA is a level O-sequence then β22 = β31, that is, α(T2)= 3, which is a contradiction.
It follows that Rα31(−4)= R(−4) cannot be eliminated from F3, and so HA cannot be a
level O-sequence, as we wished. ✷
This leaves the sequences
1 3 α 2 0,
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as we did above.
For 1 3 3 2 0 use Z=

• •
• •
∗ • • •
∗ ∗ • •
, for 1 3 4 2 0 use Z=

• •
• •
∗ ∗ • •
∗ ∗ • •
,
for 1 3 5 2 0 use Z=

• •
• •
∗ ∗ • •
∗ ∗ ∗ •
, for 1 3 6 2 0 use Z=

• •
∗ •
∗ • ∗ •
∗ ∗ ∗ •
.
σ = 5: In this case, things are a bit more complicated.
We need, at first, to consider all sequences:
1 3 α β 2 0
which satisfy the Fröberg and Laksov condition: so α  6 and β  6. They are:
1,3,2,2,2, 1,3,3,2,2, 1,3,3,3,2, 1,3,3,4,2,
1,3,4,2,2, 1,3,4,3,2, 1,3,4,4,2, 1,3,4,5,2,
1,3,5,2,2, 1,3,5,3,2, 1,3,5,4,2, 1,3,5,5,2,
1,3,5,6,2, 1,3,6,2,2, 1,3,6,3,2, 1,3,6,4,2,
1,3,6,5,2, 1,3,6,6,2.
We also know β = 2 is not possible by the above claim (a) and hence the remaining cases
are
1,3,3,3,2, 1,3,3,4,2, 1,3,4,3,2, 1,3,4,4,2,
1,3,4,5,2, 1,3,5,3,2, 1,3,5,4,2, 1,3,5,5,2,
1,3,5,6,2, 1,3,6,3,2, 1,3,6,4,2, 1,3,6,5,2,
1,3,6,6,2.
Of these 13 sequences, 1 3 3 4 2 and 1 3 6 3 2 are impossible by results of [15] and 1 3 5 3 2
is impossible by work in [10]. (Here we have used the Type Vector Package of [5].)
The remaining 10 cases can be constructed as follows (using Proposition 3.5 and
Corollary 3.15)
For 1 3 3 3 2 0 use Z=

∗
• ∗
• ∗
• ∗
• •
, for 1 3 4 3 2 0 use Z=

∗
• ∗
• ∗
• •
• •
,• ∗ • ∗
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
•
∗ ∗
∗ •
∗ •
• •
• •
, for 1 3 4 5 2 0 use Z=

∗
∗
∗ ∗ •
• ∗ •
• ∗ •
• ∗ •
,
for 1 3 5 4 2 0 use Z=

∗
∗ ∗
∗ ∗
• •
• •
• •
, for 1 3 5 5 2 0 use Z=

∗
∗
∗ • •
∗ • •
• ∗ •
• ∗ •
,
for 1 3 5 6 2 0 use Z=

• •
∗ •
∗ ∗ • •
∗ ∗ • •
∗ • • •
, for 1 3 6 4 2 0 use Z=

•
•
∗ ∗ •
• • ∗
• • ∗
• ∗ ∗
,
for 1 3 6 5 2 0 use Z=

•
∗
∗ ∗ •
• • •
• ∗ ∗
• ∗ ∗
, for 1 3 6 6 2 0 use Z=

• •
∗ •
∗ ∗ • •
∗ ∗ ∗ •
∗ • • •
.
σ = 6: Now things become considerably more complicated.
We must, at first, consider all sequences
1 3 α β γ 2 0,
where 3  α  6, 3  β  6, and 3  γ  10, which are 79 possible Artinian
O-sequences. However, using the above claim (a), we can eliminate 23 cases where γ = 2.
Applying the results of [15] we can also eliminate 20 cases more among all possible 79
Artinian O-sequences.
Hence the only sequences we really need consider are the ones in Tables 1 and 2.
The sequences in Table 1 are all the possible Hilbert functions of Artinian level
algebras of socle degree 5 and type 2. They can all be constructed using the method of
Corollary 3.15. (The constructions in this case all appear in [11].)
All the sequences in Table 2, however, are not possible as Hilbert functions of Artinian
level algebras. (See [10] for the details on this case.)
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1 3 3 3 3 2 1 3 4 4 3 2 1 3 4 4 4 2 1 3 4 5 4 2
1 3 4 5 5 2 1 3 5 5 4 2 1 3 5 5 5 2 1 3 5 6 4 2
1 3 5 6 5 2 1 3 5 6 6 2 1 3 5 7 5 2 1 3 5 7 6 2
1 3 6 6 4 2 1 3 6 6 5 2 1 3 6 6 6 2 1 3 6 7 4 2
1 3 6 7 5 2 1 3 6 7 6 2 1 3 6 8 5 2 1 3 6 8 6 2
1 3 6 9 5 2 1 3 6 9 6 2 1 3 6 10 6 2
Table 2
1 3 4 5 3 2 1 3 4 5 6 2 1 3 5 4 3 2 1 3 5 5 3 2
1 3 5 5 6 2 1 3 5 7 4 2 1 3 6 4 3 2 1 3 6 5 3 2
1 3 6 5 4 2 1 3 6 5 5 2 1 3 6 6 3 2 1 3 6 8 4 2
1 3 6 10 5 2
4. Decompositions of Points in P2 with prescribed Hilbert functions
Up to this point we have shown how, given the Hilbert function H of a set of points
in Pn, one can construct special sets of points in Pn with those Hilbert functions.
This leaves open the question of whether, for certain Hilbert functions, all sets of points
with that Hilbert function are special.
Let’s illustrate this idea with an example.
Example 4.1. Let H ∈ S2, H : 1 3 5 6 7 → . Then H : 1 2 2 1 1 0 → and by [7] any set
of 7 points with this Hilbert function must consist of 5 points on one line and the remaining
2 on another. This is special! I.e., every set of points in P2 with this Hilbert function can
be simply described.
In this section we describe a large set of Hilbert functions which exhibit similar
behavior.
To set the notation for this section, let H ∈ S2 and suppose the associated 2-type vector
is T = (d1, . . . , dm).
Recall (see the beginning of Section 2), T = χ2(H) and H= ρ2(T ).
Proposition 4.2 (Proposition 3.6 in [12]). For T as above. Then the following are
equivalent.
(1) ρ2(T ) is the Hilbert function of a complete intersection CI(a, b).
(2) di+1 − di = 2 for all i = 1, . . . ,m− 1 and ∑mi=1 di = ab.
In this case, a =m, b = d1 +m− 1 and di = b+ (2i − 1)− a for all i = 1,2, . . . , a.
Definition 4.3. We say that a 2-type vector T = (d1, . . . , dm) is a complete intersection
type vector (ci type vector for short) if m= 1 or di+1 − di = 2 for all i = 1,2, . . . ,m− 1.
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vectors with diri < di+1,1 for all i = 1, . . . , − 1. Then we denote the 2-type vector
T = (d11, . . . , d1r1, . . . , d1, . . . , dr)
by the notation
T =
⋃
i=1
T i ,
and say that
⋃
i=1 T i is a decomposition of T .
Example 4.5. Let T = (3,6,8). Then all the decompositions of T are as follows:
(3,6,8), (3,6)∪ (8), (3)∪ (6,8), and (3)∪ (6)∪ (8).
Proposition 4.6. Let T = (d1, . . . , dm) be a 2-type vector and let T = ⋃i=1 T i be
a decomposition of T such that T i = (di1, . . . , diri ) is a ci type vector. Let Xi be a
CI(ri , di1 + ri − 1), i = 1, . . . , , where IXi = (Fi,Gi) (degFi = ri , degGi = di1 +
ri − 1). Suppose [⋃j<i Xj ] ∩ V (Fi) = ∅, i = 2, . . . , . Then X =⋃i=1Xi is a skew ci
configuration of deg(r1, . . . , r) with Hilbert function ρ2(T ).
Proof. First, we show thatX=⋃i=1Xi is a skew ci configuration of degree (r1, r2, . . . , r).
It is sufficient to show that σ(Xi )+ α(Xi+1)  αHi+1(Xi+1) for all i < , where Hi is a
hypersurface of degree ri containing Xi for every i = 1,2, . . . , . Since Xi = CI(ri, di1 +
ri − 1), we see
α(Xi )= ri, σ (Xi )= 2ri + di1 − 2, αHi (Xi )= di1 + ri − 1.
Hence, noting that di1 + 2ri − 1 di+1,1, we have
σ(Xi )+ α(Xi+1)= 2ri + di1 − 2+ ri+1  di+1,1 + ri+1 − 1= αHi+1(Xi+1).
Next, we show that H(X, t)= ρ2(T )(t) for all t  0. For an integer d > 0, let τ (d) be
the infinite sequence
1 2 · · · d d →
and τ (d)(j)= 0 if j < 0. From the definition of ρ2 (in the proof of Theorem 2.6 in [12]),
we obtain
ρ2(T )(t)= τ (dm)(t)+ τ (dm−1)(t − 1)+ · · · + τ (d1)
(
t − (m− 1))
=
∑[
τ (di1)
(
t − (ri − 1)−
∑
rj
)
i=1 j=i+1
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(
t − (ri − 2)−
∑
j=i+1
rj
)
+ · · · + τ (diri )
(
t −
∑
j=i+1
rj
)]
=
∑
i=1
ρ2
(T i)(t − ∑
j=i+1
rj
)
.
Also, since T i is a ci type vector, it follows from Proposition 4.2 that
ρ2
(T i)(t − ∑
j=i+1
rj
)
=H
(
Xi , t −
∑
j=i+1
rj
)
.
Furthermore, we note that α(Xj )= rj . Hence, from Proposition 2.7, we get
H(X, t)=
∑
i=1
H
(
Xi , t −
∑
j=i+1
α(Xj )
)
=
∑
i=1
H
(
Xi , t −
∑
j=i+1
rj
)
= ρ2(T )(t)
for all t  0. ✷
Our main theorem of this section says that if T = (d1, . . . , dm) is a 2-type vector for
which di+1−di  2 for every i = 1, . . . ,m−1, then all sets of points with Hilbert function
H= ρ2(T ) are special.
Theorem 4.7. Let T = (d1, . . . , dm) be a 2-type vector with di+1 − di  2 for each
i = 1, . . . ,m − 1 and let X be a finite set of points in P2 with Hilbert function ρ2(T ).
Then X=⋃i=1Xi is a skew ci configuration such that
(1) T =⋃i=1 T i is a decomposition of T into ci type vectors T i ,
(2) the Hilbert function of Xi is ρ2(T i ).
Proof. The given 2-type vector T has a decomposition
T =
s⋃
i=1
(di1, . . . , diri )=
(T˜ 1, . . . , T˜ s)
with di,j+1 − di,j = 2 for all i, j and di+1,1 − diri > 2 for all i . By a theorem of Davis
in [7], if X is any set of points with Hilbert function ρ2(T ), then X=⋃si=1 X˜i is a skew
configuration for which the Hilbert function of X˜i is ρ2(T˜ i ).
Thus, it remains to prove the theorem only for s = 1, i.e., we may assume T =
(d1, . . . , dm) with di+1 − di = 2 for all i = 1, . . . ,m− 1. We use induction on m 1.
Let m= 1. Then, since X is d1-points on a line, our assertion is trivial.
Now suppose m  2 and I = IX =⊕i0 Ii . We set β(X) := min{t | height Jt  2},
where Jt is the ideal generated by
⋃t
i=0 Ii .
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Proof of Claim 1. Since X has the Hilbert function of a CI(m,d1 +m− 1), we have
H(X, i)=

i + 1, 0 i < m− 1,
m, m− 1 i < d1 +m− 1,
d1 + 2m− 2− i, d1 +m− 1 i < dm = d1 + 2m− 2,
0, i  dm = d1 + 2m− 2.
(4.1)
Hence, by Proposition 3 in [29], we have
d1 +m− 1 β(X) dm = d1 + 2m− 2.
Set
D := g.c.d{F ∈ IX | F is a form of degree < β(X)} and
Y := {P ∈X |D(P)= 0}. ✷
Claim 2. d := deg(D)= d1 + 2m− 1− β(X).
Proof of Claim 2. Since
H
(
R/(D), t
)=H(R/(D, IX), t)
for every t = 0, . . . , β(X)− 1, we have that
d =H(R/(D),β(X)− 1)=H(R/(D, IX), β(X)− 1).
Hence, by Proposition 14 in [30] and Eq. (4.1) above, we get
d =H(R/(D, IX), β(X)− 1)=H(X, β(X)− 1)=H(X, β(X))+ 1
= d1 + 2m− 1− β(X). ✷
It follows from Claim 1 that 1 d m. Notice that the difference function of X has the
‘tail of a CI(d,β(X))’. Hence, by virtue of the proof of Theorem 12 in [29], we obtain that
X :=Y is a CI(d,β(X)). Let T  be the 2-type vector associated to the Hilbert function of
X = CI(d,β(X)). From Claim 2, we get
σ
(T )= d + β(X)− 1= (d1 + 2m− 1− β(X))+ β(X)− 1= d1 + 2m− 2= dm.
Hence we have that T  = (dm−d+1, . . . , dm). Furthermore, we see from Proposition 3.16
in [14] that HX\Y = ρ2((d1, . . . , dm−d)). So, using the induction hypothesis, it follows
that X \ Y =⋃−1i=1 Xi is a skew ci configuration such that (d1, . . . , dm−d) =⋃−1i=1 T i ,
where T i (1 i  − 1) is the 2-type vector associated to the Hilbert function of a ci Xi .
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αH (X)= β(X)= dm−d+1 + d − 1. Hence, since
σ(X−1)+ α(X)= σ
(T −1)+ α(T )= dm−d + d
= (dm−d+1 − 2)+ d < (dm−d+1 − 1)+ d = αH (X),
we obtain that X=⋃i=1Xi is a skew ci configuration and T =⋃i=1 T i . ✷
Example 4.8. Let T = (1,3,5) and let X be a finite set of points in P2 with Hilbert function
ρ2(T ) : 1 3 6 8 9 9 → . All the decompositions of T are as follows:
(1,3,5), (1,3)∪ (5), (1)∪ (3,5) and (1)∪ (3)∪ (5).
Hence, by Theorem 4.7, we have that
X= CI(3,3), or X= CI(2,2)∪CI(1,5), or
X= CI(1,1)∪CI(2,4), or X= CI(1,1)∪CI(1,3)∪CI(1,5).
Example 4.9. Let T = (1,3,5,8,10)= (1,3,5)∪ (8,10)= T 1 ∪ T 2 and let X be a finite
set of points in P2 with Hilbert function ρ2(T ),
ρ2(T )= 1 3 6 10 15 19 22 24 26 27 27 → .
All the decompositions of T 2 = (8,10) are as follows:
(8,10) and (8)∪ (10)
Let X2 be a finite set of points in P2 with Hilbert function ρ2(T 2). Then, by Theorem 4.7,
we see that
X2 = CI(2,9) or X2 = CI(1,8)∪CI(1,10).
Thus, using Theorem 4.7 again and Example 4.8, we have that X=X1 ∪X2:
1) X= CI(3,3)∪CI(2,9), or
2) CI(2,2)∪CI(1,5)∪CI(2,9), or
3) CI(1,1)∪CI(2,4)∪CI(2,9), or
4) CI(1,1)∪CI(1,3)∪CI(1,5)∪CI(2,9), or
5) CI(3,3)∪CI(1,8)∪CI(1,10), or
6) CI(2,2)∪CI(1,5)∪CI(1,8)∪CI(1,10), or
7) CI(1,1)∪CI(2,4)∪CI(1,8)∪CI(1,10), or
8) CI(1,1)∪CI(1,3)∪CI(1,5)∪CI(1,8)∪CI(1,10).
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1 3 6 10 15 19 22 24 26 27 27 →
has to be of one of the 8 types above.
Notice also that for each type, Corollary 2.19 also gives us the resolution.
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