where 4~ is the Euler p-function. Moreover, it was proved in [8] that & p*(n) log G(n j = (I+ O( 1) j cx log log x as x -+ co, for a certain constant c.
This was established by utilising the following beautiful formula due to Holder [S] . Let V,(n) denote the number of prime divisors of n which are z 1 (mod p). Then for n squarefree. (1) where the inner product runs over prime divisors p of d.
Formula ( 1) has other applications. It will be the essential ingredient in the proofs of the main theorems of this paper. THEOREM 
For n squarefree, G(n) = l2(n'-')
for every E > 0.
Remark.
This theorem shows that the estimate G(n)< q(n) for n squarefree, is nearly best possible. THEOREM 2. For almost all squarefree n, log P log G(n) = (1 + o( 1 ))(log log n) cpjn p -1' or in other words, log G(n) log log n has a distribution function.
Remark.
A weaker version of this result was proved in 171.
The main interest in formula (1) is that it can be utilised in obtaining information concerning the distribution of the values of G(n). To this end, let us define F,Jx) = card(n d x: G(n) = k).
The following theorem shows that G(n) is a power of 2 more often than any other value. (ii) if k = 2", then for c(a) = e-?/a! FLAX) = (c(a) + 4 11)x (log log log x)O+ '.
Remarks.
(1) With a little more care, (i) can be improved to Q(log&x).
(2) It is conceivable that if k= 3, if hopeless, but obvious, conjectures concerning the distribution of primes are assumed. It is too early to predict the behaviour of Fk(x) when k is not a power of 2.
(3) It should be noted that the constants implicit in (i) and (ii) above depend on k.
(4) Spiro has recently found an infinite set S, which includes the Fibonacci numbers, such that for any 8 >O, and any kE S, F,Jx) $>k,E x(log x-". In particular, this holds for k = 3.
AN X2 RESULT FOR G(n)
In this section, we prove Theorem 1. Let N and D be defined by log N= 2 log p, p < x and log D = c log p, p < y where yd x, and x, y shall be chosen later. Utilising the explicit formula (1 ), we find that If we denote by x(x, q), the number of primes p <x, p z 1 (mod q), then it is easily seen that ~pW/W = 4x9 P) -4Y, P).
By elementary estimates, it follows that
We need the following lemmas:
It is easy to see that c log(q-I)= c {4x, p)+Nx, p2)+ ."I log P, y < .li p < .Y where the sum on the left-hand side of the above equation ranges over primes q Q x. Using the trivial estimate, dx, P") d X/P"> we find c c dx, P") log P = 0
On the other hand, by the Brun-Titchmarsh inequality, This estimate now yields the desired result, as
We can now complete the proof of our theorem. We find by Lemma 1, that
Choosing .I' = x1 -&, yields, by Lemma 2,
as x + a. By the prime number theorem, logN=(l +o(l))x, and hence, logG(N)>(l-ce+o(l))logN, as desired.
PROOF OF THEOREM 2
We want to establish that log G(n) has a distribution function for squarefree n. Recall that in [7] , it was shown that for square-free n,
Consider the set
We begin by showing that IL, 1 = o(x). We need Proof. See [3] . log log log x > as desired.
ERDi%,RAMMURTY, ANDKUMARMURTY
We may therefore assume that V,,(n) = 0 for all p ( n, with p > log log n, so that for almost all squarefree n,
Plf, p < loglogn We show next that VP(n) < 2 (log log n)/p for almost all n, uniformly for p < log log n. Uniformly for p < (log log X) ' -', log log X
log log x P-1 is satisfied ,fbr all n <x M'ith at most O(.x/(log log x)~) exceptions, for any A >O.
Proof:
By Lemma 5,
is satisfied for all n < I apart from 0 xexp ( ( -q log log x P )I exceptions. We sum this over p < (log log x)'-& to obtain the desired result.
LEMMA 6. The number of n <x divisible by a prime p in the range (log log x)' ME < p < log log x is U(Ex).
ProoJ The number of such n <x is clearly bounded by where the dash on the sum indicates that p is in the specified range. Using the elementary fact c ~=loglogx+B+O 1
The result follows immediately.
From (2), we find from the preceding that apart from O(EX) squarefree numbers n s x. we have log G(n)< 1 p < (lo~l:gn)~ -1
(1 +o(l))lo;~~logp.
For the lower bound, set d= n p.
With the exception of O(X) of the n <x, c 1 < log log log log n. 41" ~,<ik2Eh3gl?)'-' Therefore, I/,(n/d) = V,(n) + U(log log log log n). Now, by Holder's formula (1) and the corollary to Lemma 5, we get log G(n)> c ( JqnI4 -1) log P Pb ,I C (b$JE,?)'-" + U( (log log log n)(log log log log n)') [2] , it has a c~~ntinuous distribution function. Thus, the same can be said of and of (log G(n))/log log n. This completes the proof of Theorem 2.
AN UPPER BOUKD FOR F,(x)
Let and denote by pII the smallest prime divisor of n. Let E > 0 be arbitrary. Let us write where in S,, pIz < (log log x)'-' and in S,, p,: z (log log x)' -'. We use Brun's method to estimate IS, 1. r,e 1 (modp)
By well-known estimates (see [3] ) it follows that the above is For the sake of convenience, we introduce for every natural number n, the graph of n, denoted by g(n). The vertices of this graph are the prime divisors of n, and two prime divisors p, q of 11 are joined if p I (q -1). If g(n) has connected components given by g(n,), then it follows from Holder's formula that
when n is squarefree.
The fact that V',,(n) < 1, means that for n E S,, g(n) consists of disjoint segments of the type The latter sum is easily seen to be o (log lo;x)1-2" ( > The term C, with the (log q)/q2 term is handled similarly. This completes the proof of (i). By the remarks following the proof of (i), it is clear that we need to establish an asymptotic formula for the number of squarefree n Gx, whose graph g(n) has exactly a connected components of the form together with a finite set of disjoint vertices. The case k = 1, when a = 0, has already been dealt with in Erdos [3] . We begin by considering the case k = 2, corresponding to a = 1. We must enumerate squarefree numbers n <<s of the form n= pqm, where (m, p(m)) = 1, q = 1 (mod p) and (pm, CJJ( pm)) = 1, (qm, rp(qm)) = 1, For any fixed pair of primes p, q, with q z 1 (mod p), let A,,(x) denote the number of squarefree n < x satisfying the above conditions. It is also clear that we need only consider n E S3, by the remarks at the end of the last section. Hence we may take p > (log log x)' -t', and assume that all prime divisors of m are greater than (log log X) ' I:. Pro@ By Lemma 3, we have and this latter sum is O(.y/(log log x)") by an easy computation.
The lemma shows that we may take p satisfying (log log I)'-' < p < (log log X) I+' in the following discussion. We need: LEMMA 
Let p he u prime < (log x) (Ithere c is an arbitrary constant). Then
Proof This is a straight forward consequence of the Siegel-Walfisz theorem and the Brun-Titchmarsh inequality on the number of primes in an arithmetic progression.
Remark. The referee informs us that the result is true without the restriction on p (see, e.g., the paper of Norton mentioned earlier or C. Pomerance, J. Reine Anger. the result follows easily from Lemma 9. We may also take q < < as our next lemma shows.
LEMMA 10. Clearly A,,(x) G xlpq. Since p < (log log x)' + ', the corollary to Lemma 9 implies that the above sum is bounded by c x log log log x p>(loglogr)'-' P2 qe I(modp) p>(loglog\)'-'
=O
We state the following version of Brun's sieve for the sake of convenience. Below, we shall sometimes write f, for log,,,.\-, the m-fold iterate of log X.
LEMMA 12. For (log log x)'-'< p < (log log x)'+~,
,& &W=U +0(l)) ;elyglp,",'p,",", ;
Proof.
By Lemma 11, the number of pqm < x with all the prime factors of no > (log log x)' e-C and no prime factor s < 5 which is s 1 (mod p) is This completes the proof of the lemma.
Proqf of Theorem 3(ii). We can now give the asymptotic formula for Fz(x). Indeed, by Lemma 12, we have xe-'l log log x F2z(x) = C' (1 + 41)) p2 log ,og log x P Xexp(-logrgx)+O(+),
where the dash on the sum indicates that (log log x)' -& < p < (log log X)'+&. In the general case of k = 2", the main contribution comes from squarefree rr < .Y which have the form with q, s 1 (mod p,), (m, q(m)) = 1 and the graph of n is isomorphic to where the last set of disjoint vertices correspond to the prime divisors of m. By the preceding results, we make take (log log x)'-' < pi < (log log x)'+', for 1 < i < a. Furthermore, we may take qi < 5: for 1 < i < a, by the method of proof of Lemma 10. Hence, by Brun's sieve, the number of integers n < x of the form with (m, q(m)) = 1, qi-l(mod p,), 1 < ida, and no other relations in g(n), is (1 +41) (1 t-41))
.ue-"(log log .X)O a! (log log log X)
x(exp( -loglopx(~+ .*. +i))/P:.--PZ),
where the c1! is to take into account the different orderings of the a prime pairs. In order to evaluate the asymptotic behaviour of the sum of this expression over the primes p, in the interval (log log x)'-~ < p> < (log log X)' +i, we again use partial summation to write the sum as a product of a integrals. Each of the integrals is of the type considered in the case a = 1. Applying the same method to each in turn, we find that
(log log log .Y)<'+ ' .
In fact, the above yields ~(a) = e -'/u!, which holds for u 2 0. This completes the proof of Theorem 3(ii). We include here the following curious observation. Suppose the graph of n, g(n) has connected component consisting of a chain of length k. We claim that G(M) = Fk, where E;, denotes the kth Fibonacci number. Indeed, if n = pi ..* pk, then
The second sum is G(n/p,), whereas the product in the first sum vanishes unless d 1 (n/pz). As p, 1 d in the first sum, we find that this sum is G(n/p, p2). An easy induction argument utilising G(n) = G(n/p,) + G(n/p, pz) now gives the result.
CONCLUDING REMARKS
If n is squarefree and G(n) = 3, then it is easy to see that n = pqrm where q = 1 (mod p), r = 1 (mod q), (m, q(m)) = 1 and no other relations hold. If there are at least r,v/(log x)' primes p <x such that 2p + 1 is also prime, then it is easy to see from the preceding discussion that for at least CX (log log x)' -c numbers n dx, we have G(n) = 3. This should not be expected for all values of k.
Concerning the size of G(n) for squarefree n, we ask the following: is it true G(n) = o(qcp(n)) as n runs over squarefree integers? (see the Note added in proof). In this connection, it will be recalled that in [7] , it was shown that if
.m=n (K P-11, Plrl then G(n) <f(n)
for all squarefree n. It is curious to note that G(n) = p(n) can hold only for finitely many squarefree integers. Indeed, from the above, we find that for each p 1 n, (p -1) also divides n in such a case. We claim that n must be composed of 2, 3, 6,43 only and a quick computation yields that II = 2, 6,42, 1806 are the only solutions. To see this, suppose that a prime p # 2, 3, 7, 43 divides such an IZ. Then letting p be the least such prime, we find (p -1) 1 n. But then p -1 must be composed of 2,3, 7 or 43. An immediate check of the corresponding squarefree products gives the result. This elegant elementary result appeared earlier (see Dyer-Bennet [ I]) in a different context. It is likely that our question has an affirmative solution,
We have proved that for n squarefree, log G(n) log log n has a continuous distribution function. The above function has the same distribution as kfb) log log n'
It would be desirable to obtain nontrivial upper and lower bounds for C f(n) II s r and 2 p'(n) G(n). e-s Y
