In this paper, we propose a novel unsupervised model for multi-focus image fusion based on gradients and connected regions, termed as GCF. To overcome the stumbling block of vanishing gradients in applying deep networks for multi-focus image fusion, we design the Mask-Net which can directly generate a binary mask. Thus, there is no need for hand-crafted feature extraction or fusion rules. Based on the fact that objects within the depth-of-field (DOF) have shaper appearance, i.e., larger gradients, we use the gradient relation map obtained from source images to narrow the solution domain and speed up convergence. Then, the constraint of connected region numbers is conductive to finding the more accurate binary mask. With the consistency verification strategy, the final mask can be obtained by adapting the initial binary mask to generate the fused result. Therefore, the proposed method is an unsupervised model without the need of the ground-truth data. Both qualitative and quantitative experiments are conducted on the publicly available Lytro dataset. The results show that GCF can outperform the state-of-the-art in both visual perception and objective metrics.
I. INTRODUCTION
Due to limitations of hardware devices, the digital single-lens reflex camera cannot capture all the information in the scene and some information may be lost inevitably. One specific situation is that the camera cannot capture an image where all the objects are in focus. According to the camera setting, only some of objects can be captured with sharp appearance and these objects are those within the depth-of-the-field (DOF). While for those objects out of the DOF, their appearance is presented in a blurred way. For this reason, by taking images under diverse settings, the sharp appearance of objects within different DOFs can all be captured. However, these images contain a lot of redundant information and the focused region is not clearly marked. The goal of multi-focus image fusion is to extract the focused region of each source image and then merge these regions into a single all-in-focus image. The fused image with more suitable perception can be better applied for subsequent tasks such as image segmentation [1] , image enhancement [2] , object detection and target recognition [3] .
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In the past decades, many researchers have presented various multi-focus image fusion methods. These methods can be roughly classified into two categories: algorithms based on transform domain and those based on spatial domain. The main idea of transform domain-based algorithms is to transform source images into other transform domains, and the fusion process is mainly accomplished in these transformed domains. Some representative methods of this category are laplacian pyramid (LP) [4] , ratio of low-pass pyramid (RP) [5] , gradient pyramid (GP) [6] , discrete wavelet transform (DWT) [7] , curvelet transform (CVT) [8] , nonsubsampled contourlet transform (NSCT) [9] , sparse representation (SR) [10] , etc. In these methods, the selection of the transform domain and the fusion rule determine the visual perception of fused results [11] .
Algorithms based on spatial domain directly select some parts of source images and fuse them into the results according to designed rules, which can be classified into three groups [12] : pixel-based, block-based, and region-based methods. And the gradient information is the commonly used reference information for activity level measurement. The pixel-based methods select the focused regions pixelby-pixel, such as guided filtering-based method (GFF) [13] and dense scale invariant feature transform (DSIFT) [14] . In block-based methods, source images are usually partitioned into many blocks, such as [15] . These blocks can be extended to regions according to different region extraction methods, such as segmentation-based methods [16] , [17] , image matting-based method (IMF) [18] and boundary finding-based method [19] .
To overcome the complexity of manually designing feature extraction and reconstruction rules, with the development of deep convolutional neural networks (CNNs), researchers put forward some deep learning-based methods for multiple image fusion tasks. Initially, Prabhakar et al. proposed an unsupervised CNN-basd framework named DeepFuse [20] for multi-exposure image fusion by applying a no-reference quality metric as the loss function. Inspired by it, Li et al. improved the network architecture and designed the new fusion strategies. This method is called DenseFuse [21] and is proposed for solving the problem of infrared and visible image fusion. Also inspired by DeepFuse, Ma et al. proposed an unsupervised encoder-decoder model, SESF-Fuse [22] , to address multi-focus image fusion problem. It changes the detailed fusion strategy based on the spatial frequency and obtains the initial decision map. The trained decoder is unused and the final decision mask is obtained by consistency verification.
The other important branch of deep learning-based methods are the methods based on generative adversarial networks (GANs). Ma et al. firstly introduced GAN into image fusion by proposing an unsupervised framework Fusion-GAN [23] and its variant [24] for infrared and visible image fusion. Then, Xu et al. adapted it by adding an additional discriminator and improving the architecture to address multi-resolution image fusion problem, which is named as DDcGAN [25] . Also based on GAN, Guo et al. put forward FuseGAN for multi-focus image fusion [12] . The difference is that it is a supervised method with the synthesized dataset as the ground truth. The generator directly generates a binary mask and the discriminator distinguishes between the generated mask and the ground-truth mask. Moreover, also as a supervised deep model, Liu et al. proposed a CNN-based multi-focus fusion methods [26] . It employed the original images as the clear images and those after Gaussian convolution as the blurred images to train a network that can determine whether each pixel is focused.
Although the above-mentioned methods can achieve satisfactory performance, it still exists some some problems to be solved or improved. One is that existing deep learning methods usually employ CNNs to extract features or generate a score map rather than the binary decision mask. Then the mask is usually obtained by some additional manually designed strategies. The other one is that existing methods usually require labels for supervised learning, such as blurred/clear images or the synthesized binary masks. It is even more challenging to solve the above two problems at the same time. In this paper, we propose a novel unsupervised deep model for multi-focus image fusion based on gradients and connected regions, termed as GCF. First, to the best of our knowledge, GCF is the first deep model based on connected regions for multi-focus image fusion. The gradient relation of the source images is used to narrow the solution domain and speed up the convergence. Based on it, the loss function based on connected regions is conductive to finding the more accurate binary mask. Second, it can overcome the stumbling block of directly training a CNN to generate a binary mask by solving the problem of vanishing gradients. Third, it is an unsupervised model without manually synthesized dataset as ground-truth. Moreover, the Mask-Net in the proposed GCF can be trained to generate the mask directly without the need of hand-crafted feature extraction or fusion rules.
II. PROPOSED METHOD
In multi-focus image fusion, the existing mask-based deep learning methods usually train a convolutional neural network to generate a score map. In this score map, each coefficient represents the focus characteristic. Then, it is segmented by a thresh to get the binary map. This common approach can be seen in two ways.
A. MASK-NET: A NETWORK TO GENERATE THE BINARY MASK 1) GRADIENTS OF THE SIGN FUNCTION
One is that, in existing deep learning-based methods, they cannot directly train a CNN to generate a binary mask. The stumbling block is the problem of vanishing gradients. Because the generation of the binary mask from the score map is realized by the Sign function y = Sign(x) during the forward propagation process, which is shown in Fig. 1(a) . Apparently, the derivative of the sign function is zero almost everywhere when the input x does not equal to zero and even does not exist when x is zero. In such a situation, it is impossible to apply back propagation or other more efficient training methods based on gradients. Therefore, in the process of back propagation, it is necessary to redefine the gradients and solve the gradient of the Sign function by relaxation [27] . More concretely, if the gradient of y is assumed as: where C is the objective cost function, the gradient of x, i.e., the derivative of C over x is defined as follows:
The Htanh function is the factor that makes the function differentiable and is defined as:
This function can preserve the gradient and cancel it when x is too large to avoid worse performance, as intuitively shown in Fig. 1(b) . It is applied in both the subsequent network architecture design and the loss function.
By solving the problem of gradient vanishing, we can design a convolutional neural network, termed as Mask-Net, of which the output is the binary mask.
2) NETWORK ARCHITECTURE OF MASK-NET
Given two source images I 1 and I 2 , they are concatenated as the input of Mask-Net, and the corresponding output is a binary mask M I as shown in Fig. 2 . In this mask, each pixel indicates whether the pixel in I 1 is focused or not compared with that in I 2 .
Mask-Net consists of an encoder to extract and fuse features in source images and a decoder to generate the mask by reconstructing the fused features. The architecture of the encoder is shown in Fig. 3 . The three-channel source images are transformed into grayscale images and then concatenated as the input. There are four convolutional layers in the encoder. The output of each convolutional layer is 48 feature maps. All the kernel sizes are set as 3 and the strides are all set as 1. To accelerate the convergence of the model by reducing internal covariate shift [28] , batch normalization is applied after each convolution operation. The activation function used is leaky ReLU. To solve the problem of vanishing gradients and strength feature propagation, short direct connections are built between each layer and all layers in a feed-forward fashion, termed as densely connected layers [29] , as illustrated in the concatenation operation shown in Fig. 3 .
The specific architecture of the decoder is shown in Fig. 4 . It consists of five convolutional layers and gradually reduces the number of feature maps. All the kernel sizes are set as 3. The strides of these layers are all set as 1 with no pooling layers. The first four layers are combined with batch normalization and leaky ReLU as the activation function. While for the last layer, it is activated by the tanh function and generates a map M O with continuous values between 0 and 1. Though the Sign function, we can obtain the initial binary mask M I . 
B. GRADIENTS AND CONNECTED REGIONS-BASED LOSS FUNCTION
The other perspective to view the common approach is that the generation of these score maps requires definite labels, i.e., ground-truth data for supervised learning, such as original clear images and corresponding blurred images [26] , or ground-truth masks [12] . However, the ground-truth data is not directly available. It always takes much time and effort to establish ground-truth data in a manual way. Thus, we want to start from the nature of source images and focus on the activity level measurement to proposed an unsupervised deep model without the need of ground-truth data for supervised learning.
1) GRADIENT RELATION
From the perspective of image appearance, the focused region usually exhibits sharper edges while the de-focused region usually suffers from blurred edges. This difference can be expressed intuitively on the gradient values. As shown in abs(∇I 1 ) and abs(∇I 2 ) in Fig. 2 , where ∇ is the Laplace operator, the focused region shows larger absolute gradient values than the de-focused region. Thus, the absolute gradient values can be used as the basic criteria of activity level measurement. By comparing the pixel values in abs(∇I 1 ) and abs(∇I 2 ), the binary gradient relation map M G can be obtained as follows:
where i and j indicates that the pixel is in the i-th row and j-th column.
Although the map M G contains a lot of noise and cannot locate the focused region accurately as shown in Fig. 2 , it can roughly represent the corresponding relationship between the gradients of source images. We use it as a reference to narrow the solution domain and speed up the process. This constraint is mathematically defined as:
where H and W are the height and width of the source image respectively and F denotes the Frobenius norm. M O is the output of the layer before the Sign function in the decoder of Mask-Net as shown in Fig. 4 . The reason for constraining M O is that the constraint on M O can show better performance on M I because it narrows the solution domain in the previous stage and make it possible to find the relaxation solution of M I in the narrowed domain that meets other constraints better.
2) CONNECTED REGIONS
In order to eliminate the noise and enhance the consistency of the same type of region, i.e., focused or de-focused region, we enhance the connectivity of M I by minimizing the number of connected regions. The smaller the number of connected regions, the stronger the connectivity and the less noise.
The connected region generally refers to the region composed of foreground pixels with the same pixel value and adjacent positions. It is usually analyzed for the binary image. The definition of the connected region is related to the pixel adjacency. In an image, the smallest unit is the pixel, which has eight neighbouring pixels around. In this paper, we choose the eight adjacency to evaluate whether the center pixel is connected with the neighbouring pixels. When at least one of the eight neighbouring pixels have the same value with the center pixel, we consider that the center pixel is connected with them. Considering the repeatability, e.g., the lower right corner neighbouring pixel of pixel a is the upper left corner neighbouring pixel b, we just select four of the eight pixels to determine the connectivity.
In the proposed GCF, the specific calculation of the number of connected regions is realized through the following process. The initial binary mask M I is firstly convoluted with four kernels, which is shown in Fig. 5 , and then summed up to calculate how much it is the same as the four adjacent pixels around it by implementing the following formula:
where w k are the weights of the k-th kernel with no bias. * denotes the convolution operator. The resulting D is a map of size H × W . Each coefficient in D represents the numbers of pixels in the four adjacent pixels that have different values with the center pixel. Eq. (6) can also be simplified as:
Then it is passed through the Sign function to determine whether it is another independent connected region:
τ is a threshold which is set as 0.9 in this paper. In B cr , the value of 1 indicates that it is a separate region while the value of 0 indicates connectivity with adjacent pixels. Thus, the loss of the numbers of connected regions can be defined as follows:
where L con_reg 1 is the loss defined by the pixels with the value as 1 in M I . For other pixels with the value as 0, we also need to take into account their connectivity by introducing another loss function L con_reg 2 . It is defined in the same way as L con_reg 1 except that the input is 1 − M I . By combining these two loss functions, we can obtain the final connected region loss function:
Minimizing L gra alone will make M I more similar with M G but with a lot of noise and mis-classified pixels. While merely minimizing L con_reg will finally cause the Mask-Net to generate M I with pixel values as all zero or all one, and thus lost the meaning of being a mask. So they are combined to make up for each other. With β to control the trade-off, the loss function of Mask-Net can be represented as:
C. CONSISTENCY VERIFICATION
As shown in Fig. 2 , there may be some small mis-classified pixels, lines or burrs in the output of Mask-Net, i.e., the initial binary mask M I because of inappropriate decisions. These adjacent regions are supposed to be combined as a whole region as they are usually pixels from the same object or within the same DOF. To achieve this, we adopt the small region removal strategy. First, each connected region is located. Then, all the pixels in this connected region are added up as the area of the connected region. When the area is smaller than the predefined threshold, pixels in this connected region are set as the opposite value. Considering that there are two types of regions of which the pixel values are 1 and 0 respectively, the small region removal strategy is firstly performed on the regions with values as 1. Then, this strategy is perform again on those with values as 0 to get the final mask M F . In this paper, the threshold is set as H × W /60, where H and W are the height and width of the image. After getting the final mask M F , the fused image can be obtained by stitching the focused regions through the Hadamard product between M F and two source images:
Algorithm 1 Training Process of GCF Parameter Descriptions: θ M Are the Parameters in the Mask-Net to be Trained.
The Function of Mask-Net is Represented as G(·)
In each training iteration:
• Sample m far-focused patches {i 1 f , · · · , i m f } and m corresponding near-focused patches {i 1 n , · · · , i m n }; • Obtain the fused patches generated by Mask-Net: where k denotes the k-th channel of the image. If source images are RGB images, Eq. (12) is performed on R, G and B channels in turn.
III. EXPERIMENTAL RESULTS AND ANALYSIS A. TRAINING DATASET AND DETAILS
We select the first ten far-focused and near-focused image pairs in the publicly available Lytro Multi-focus dataset 1 as the training dataset and the remaining ten image pairs as the test dataset. The image pairs have been accurately aligned, and image registration techniques are required for unaligned images [30] - [32] . The training image pairs are firstly transformed into grayscale images and then cropped into patches of size 106×106. To get more training data, these patches are flipped both horizontally and vertically. Finally, 6656 patch pairs are formed for training. The batch size is 16 and the epoch is set as 4. The set of the hyper parameters is: α = 0.8 and β = 5e − 3. The loss function in Eq. (11) is minimized with the RMSProp optimizer. The learning rate is set as 0.003 with exponentially decaying. The detailed training process is provided in Alg.1.
B. QUALITATIVE EXPERIMENTS 1) INTERMEDIATE RESULTS
To exhibit the effectiveness of the proposed GCF and illustrate the data processing, the intermediate results and the final fused images of four typical image pairs are shown in Fig. 6 .
As mentioned in Sec. II-B.1, there exists much noise in the binary gradient relation maps. We use them as a rough constraint and the number of connected regions as an additional constraint. Thus, the Mask-Net can generate the corresponding initial binary masks. However, there still exists some mis-classified pixels, lines or burrs in them. By removing the small regions of pixels with values as one, the masks through one strategy can be obtained. And by performing the strategy on the pixels with values as zero, the final masks are shown in the penultimate column in Fig. 6 . The focused regions in the far-focused images are assigned with one and those in the near-focused images are assigned with zero. Compared with the initial binary mask, they exhibit more satisfactory visual perception.
2) COMPARISON RESULTS
To further validate the effectiveness of our proposed method, we compare our method with seven state-of-theart fusion methods, including DCTVar [33] , DSIFT [14] , MST_SR [34] , GBM [35] , CNN [26] , DenseFuse [21] and SESF-Fuse [22] . Among them, the first five methods are traditional fusion methods using hand-crafted features. DCTVar is based on the definition of variance calculated in discrete cosine transform (DCT) domain. The source images are transformed into DCT domain to extract features. DSIFT fuse source images with dense scale invariant feature transform (SIFT). The dense SIFT descriptor is first used to measure the activity level of source image patches and match the mis-registered pixles and then the initial decision map is refined with feature matching and local focus measure comparison. In MST_SR, multi-scale transform is firstly performed on source images to obtain the low-pass and high-pass coefficients. Then the low-pass bands are merge with a method based on sparse representation and the high-pass bands are fused using the absolute values of coefficients as activity level measurement. GBM is based on blending the gradients of the luminance components of source images using the maximum gradient magnitude at each pixel location and then obtaining the fused luminance using a Haar wavelet-based image reconstruction technique. The last three methods are deep learning-based methods. More concretely, CNN is a supervised deep model while DenseFuse and SESF-Fuse are unsupervised methods. Among them, DSIFT, CNN and SESF-Fuse methods based on masks.
Four typical groups of fused results of these methods and our GCF are shown in Figs. 7, 9, 11 and 13. As can be seen in the enlarged regions in the red boxes in Fig. 7 , our result shows a clear representation of details. In the results of DCTVar, DSIFT, CNN and DenseFuse, the texture details of the little golf ball are completely lost. And in the results of GBM and SESF-Fuse, the details are blurred compared with the original details in the far-focused image. Another typical example is shown in Fig. 13 , in the results of DSIFT, CNN and DenseFuse, the details on the global are lost to different degrees. In the result of DCTVar, there is an unexpected round spot which affects the visual effect. While in the result of MST_SR, there are obvious pseudo edges around the fingers. In comparison, our result can exhibit more satisfactory detail representation.
In order to illustrate the fusion effectiveness more clearly and intuitively, we also compare the difference between the fused images and the near-focused source image. The difference is represented by the difference image which is defined as: It can show the distortion caused by the fusion process in the near-focused region and highlight the information obtained from the far-focused image. The difference images on pseudo color map of these four image pairs are provided in Figs. 8, 10, 12 and 14. As shown in Fig. 8 and 14 , DCTVar, MST_SR, GBM and DenseFuse introduce a lot of blurred information into the focused region of far-focused image, resulting in some difference values that are not 0 in the focused region. As can be seen from the difference image in Fig. 10 and 12 , both the introduction of blurred information and the mis-classified pixels at the boundary of focused and de-focused regions in our fused images are reduced and thus they can exhibit better consistency.
C. QUANTITATIVE EXPERIMENTS
In addition to the above experiments, we further quantitatively compare the proposed GCF with the competitors on the test dataset, i.e., the rest 10 image pairs from the dataset.
Metrics feature mutual information (FMI), standard deviation (SD) and spatial frequency (SF) are used for evaluation here.
1) Feature mutual information (FMI): This metric eval-
uates the amount of feature information that is transferred from source images into the fused result such as edges, details, and the contrast [36] . It is defined as follows:
whereÍ 1 is the feature map of I 1 and so on. MI x,y denotes the mutual information of x and y. The larger feature mutual information, the more feature information transferred from I 1 and I 2 into I F . 2) Spatial frequency (SF): It measures both the horizontal and vertical gradients distribution of the fused image and is a representation of the details. It is defined as:
The larger spatial frequency indicates that there are more edges and textures in the image. Thus, the image exhibits sharper appearance.
3) Standard deviation (SD): This metric reflects the dis-
tribution and the contrast of the image. A larger SD indicates that the image has a higher contrast and it is easier to attract human attention. Thus, an image with a larger SD has better visual perception. Mathematically, it is defined as:
where µ is the mean value of I F .
4)
Peak signal-to-noise ratio (PSNR): PSNR is the ratio of the peak value power and the noise power which reflects the distortion caused by the fusion operation. It is defined as:
where r is the peak value of the fused image. MSE is defined as MSE = (MSE AF + MSE BF )/2 where MSE AF and MSE BF denote the mean square error between the fused image and far-/near-focused image. The larger PSNR, the less distortion. 5) Visual information fidelity (VIF): It measures the information fidelity of the fused image by building a model to assess the distortion between the fused image and source images. It firstly filters and divides the source images and the fused image into different blocks. Then, the visual information of each block with and without distortion is evaluated. Finally, VIF for each band and the overall VIF are calculated.
The mean values of the eight methods on these metrics on the test dataset are summarized in Table. 1. As can be seen from Table. 1, our GCF can generate the second largest mean values on the metric FMI and only follow behind DSIFT by 0.0003. It demonstrates that a lot of information is transferred from source images into our results, including edges, details and the contrast. As for the metric SF, our method is tied with DSIFT for second place due to the gap of 0.0002. It can be concluded that our method can generate fused images with sharp appearance. Moreover, the third largest average values of our method on metrics SD, PSNR and VIF show that the results of GCF can exhibit comparable visual perception by achieving comparably high contrast, less distortion and high information fidelity.
D. EFFICIENCY COMPARISON
To evaluate the efficiency, we compare the runtime of different methods on the test dataset. The average runtime of different methods is provided in Table 2 . The first five methods are tested on a desktop with 3.4 GHz Intel Core i5-7500 CPU. The last three deep learning-based methods i.e., DenseFuse, SESF-Fuse and GCF, are tested on NVIDIA Geforce GTX Titan X GPU. As shown in the table, our method can achieve comparable efficiency. It follows behind the most efficient method by 0.342. The reason is that in the testing phase, the input of GCF is the whole image rather than cropped patches. Thus, for each image pair, our model is rebuilt according to their size to avoid the possible seam effects caused by cropping images into patches and the distortion caused by resizing images.
IV. CONCLUSION
In this paper, we put forward a gradients and connected regions-based unsupervised model for multi-focus image fusion, termed as GCF. The Mask-Net is trained to directly generate a binary mask where each coefficient indicates whether the pixel is focused or not. The loss functions of the gradients and the connected regions are combined to make the generated mask have the above meaning. Thus, GCF is an unsupervised model without the need of synthesizing ground-truth data. Moreover, by directly generating a binary mask, there is no need for hand-crafted feature extraction or fusion rules. The proposed method is further verified through both visual effect and quantitative evaluation. Results of qualitative and quantitative experiments show that the proposed GCF can outperform the state-of-the-art methods.
HAN XU received the B.S. degree from the Electronic Information School, Wuhan University, Wuhan, China, in 2018, where she is currently pursuing the master's degree with the Multi-Spectral Vision Processing Lab, Electronic Information School. Her current research interests include computer vision and pattern recognition. JUN HUANG received the B.S. and Ph.D. degrees from the Department of Electronic and Information Engineering, Huazhong University of Science and Technology, Wuhan, China, in 2008 and 2014, respectively. He is currently working as an Associate Professor at Electronic Information School, Wuhan University, China. His main research interest is infrared image processing and infrared spectrum processing. VOLUME 8, 2020 
