






























































target  concentrations:  5  and  20% (w/w).  Cutting  notches  into  the  paddle wheel  fingers  did  avoid 27 
disturbances of the NIR signal caused by the rotating paddle wheel fingers and hence allowed better 28 




in NIR  signal  compared  to  curved paddle wheel  fingers.  The  filling degree of  the  feed  frame was 31 





the validated API  concentration  levels  (β was  set at 95%). PLS models  showed  the best predictive 37 









































numerously  [4–8]. NIRS  provides  information  about  both  physical  (e.g.  particle  size,  density)  and 55 
chemical characteristics (e.g. API content) of the observed material (intermediate and end products) 56 
[9,10]. In these studies [4‐8], tablets were sampled and manually measured off‐line or the tablets were 57 
transported  to a  tablet holder  [8] or  conveyer belt  [11]  for automatic off‐line/at‐line NIR  spectral 58 




was positioned  in such a way  that  it measured  the  tablets at  the ejection area  [9] or directly after 63 
ejection  [12]. Measuring all  individual  tablets  limited  the maximum  tablet production speed  to  the 64 
maximal  acquisition  rate  of  the NIR  spectrometer  (80 spectra  per  second  corresponding  to  4800 65 
tablets per minute). 66 
A few studies were published in which the final blend circulating in the feed frame of the press was 67 
monitored by NIRS  [1,3,13,14]. Monitoring blend potency  in  the  feed  frame enables  the ability  for 68 





focused on  the  flow behaviour  inside  the  feed  frame and only briefly discussed API concentration 72 
monitoring  of  the  circulating  blend.  The  performance  of  the  quantification  models  for  API 73 
concentration  monitoring  was  evaluated  by  root  mean  square  error  (RMSE)  values.  No  model 74 
validation was performed. 75 




[3,13,14].  This  could  possibly  be  attributed  to  different  spectrometer  measurement  parameters 80 
(number of scans, integration time, averaging) that impact the spectral quality.  81 
Spectral pre‐processing or (mathematical) averaging is always used in the above mentioned studies to 82 





















for  continuous  API  concentration monitoring  in  the  feed  frame  of  the  tablet  press  via NIRS was 102 


















The  mixture  was  first  blended  without  lubricant  in  a  three‐dimensional  mixer  (Inversina, 119 
Bioengineering  AG,  Wald,  Switzerland)  during  ten  minutes  at  25  rotations  per  minute (rpm). 120 




















The  NIR  spectra  were  collected  in  reflection  mode  with  a  diode  array  spectrometer: 139 
SentroPAT FO (Sentronic, Dresden, Germany).  Spectra were acquired at a  speed of 15  spectra per 140 







distance between probe  and paddle wheel)  (Figure 1b). NIR  spectral acquisition  started  after one 148 




For  the  development  of  the  API  quantification  model,  SIMCA  (Version  13.0.3,  Umetrics,  Umeå, 153 
Sweden)  software  was  used  for  standard  normal  variate  pre‐processing  (SNV),  Savitzky‐Golay 154 
smoothing, principal  components  analysis  (PCA)  and partial  least  squares  analysis  (PLS).  Since API 155 
concentration  is  a  chemical  characteristic,  SNV  preprocessing  could  be  applied  without  loss  of 156 
information. Experimental designs were developed and analysed with MODDE 10 software (Umetrics, 157 
Umeå, Sweden) by means of multiple  linear  regression (MLR). The e.noval software V3.0  (Arlenda, 158 











disturbances  (Figure  2c).  Starting with  the  intact  original  paddle wheel with  eight  curved  fingers 168 
without notches (0‐0), the first notch was cut with a depth of 1 mm deep and a width of 10 mm (1‐10). 169 
The second notch was 1 mm deep and 16 mm wide (1‐16), while the third one was 2 mm deep and 170 




each paddle wheel  finger  (Figure 2b) and was  further  referred  to as  “3‐30”,  in accordance  to  the 175 
dimensions of its notches. 176 
The  probe was  inserted  as  low  as  possible  inside  the  feed  frame,  ensuring  a minimal  clearance 177 
(0.4 mm) between the probe surface and the paddle wheel fingers. This position was defined as the 178 
“base position” of the probe, being the  lowest position possible to  insert the probe  inside the feed 179 
frame, without touching the paddle wheel fingers (Figure 3).  180 
The disturbances  caused by  the paddle wheel  fingers moving underneath  the NIR probe  could be 181 
observed in the raw spectra and by PCA analysis. To observe the effect of the rotating paddle wheel 182 



























actual  concentration  changes  and  as  little  as  possible  by  physical  characteristics  (caused  by  the 208 










of  the  developed  models  for  API  concentration  quantification.  The  standard  deviation  on  the 217 
absorbance was  calculated  at  different wavelengths:  one wavelength  that was  not  influenced  by 218 
concentration fluctuations: 1300 nm, two lactose‐selective wavelengths: 1530 and 1586 nm and one 219 









2.6.  Development  and  validation  of  in‐line NIR model  for  API  content 229 
monitoring 230 
Using  the  optimised  measurement  set‐up,  different  calibration  models  were  developed  for  two 231 
formulations with target concentrations of 5% and 20% (w/w) sodium saccharine (compensated by 232 
MCC/lactose  in a ratio 1:2). 20 preblends  (Table 2) were prepared with different concentrations of 233 





blends.  Calibration  and  validation  spectra were  acquired  during  the  processing  of  these  different 237 
preblends.  238 





started  before  rotation  was  started,  powder  lumps…).  Calibration  models  were  generated  after 244 
different pre‐processing techniques were applied on the spectra (SNV, multiplicative scatter correction 245 
(MSC), second derivatives) and different spectral ranges were evaluated  to develop  the calibration 246 
models.  Because  of  the  notches,  the  use  of mathematical  filters  to  select  and  delete  by  fingers 247 
disturbed  spectra  was  unnecessary.  However,  since  NIR  spectra  were  acquired  in  a  dynamic 248 




predicted  concentrations were  compared  to  the  real  (known)  concentrations  and  the  root mean 253 
square error of prediction  (RMSEP) was calculated according  to equation 1,  to evaluate  the model 254 
performances. 255 
 












For  the 5%  (w/w)  target concentration model, prior  to modelling, SNV pre‐processing was applied, 263 
removing scattering caused by the powder wave behaviour inside the feed frame, on a specific spectral 264 
range of 1640‐2064 nm. For the 20% (w/w) model, the best models were acquired using spectra on 265 




level per day, 3 days, 100 spectra per  repetition) against  the  true saccharine concentration values. 270 
Model 2 was not based on  the original  single  in‐line  corrected  spectra, but on  the  average of 15 271 


















of  the  absorbance  ratio  (A%)  against  the  known  (based  on  weighed  masses)  saccharine/lactose 288 
concentration ratio. A% was calculated using equation 2. 289 
  ܣ% ൌ ܣௌ௔௖௛ െ ܣ஻௅ܣ௅௔௖௧ െ ܣ஻௅   (2) 
 290 
In this equation the baseline‐correction point ABL was the absorbance at 1300 nm, because neither 291 
saccharine,  lactose  or  MCC  displayed  noticeable  absorption  at  this  wavelength,  Alact  was  the 292 
absorbance at 1532 nm  (i.e. wavelength  selective  for  lactose) and Asach was  the absorbance at  the 293 











of  a  measurement  is  the  sum  of  a  systematic  error  (true  bias)  and  a  random  error  (true 305 











Based  on  the  predicted  values,  precision,  accuracy  and  total  error  of  the  measurements  were 313 
calculated. For each concentration level, a two‐sided 95% β‐expectation tolerance limit was calculated 314 
which signifies that 95% of the future measurements will fall between these limits [25,28]. Based on 315 
these  intervals,  the proportion of observations  that will  fall within  the predefined bias acceptance 316 
limits  ‐λ and +λ  could be determined. The  tolerance  limits were  connected and  together with  the 317 
acceptance  limits,  the accuracy profile was  constructed. As  long as  the  β‐expectation  interval was 318 
included between the predefined acceptance limits, the procedure was guaranteed acceptable [24]. 319 










applied  process  settings  changed  the  predictive  capability  of  the  best  ratio  and  PLS  model. 330 












In  this  study,  the  disturbances  in  absorbance  at  one wavelength  (at 1300  nm),  not  influenced  by 341 
concentration fluctuations, were compared for different paddle types (differing in the dimensions of 342 
their notches). In the 0‐0 runs (i.e. original paddle without notches), spectral disturbances were seen 343 














varied  between  the  minimal  and  maximal  setting,  keeping  all  other  factors  constant.  The  95% 356 
confidence intervals indicate the uncertainty of the effects. 357 
It  could be noticed  that  the effects on  stdev were  small, but  still  significant. The  stdev  variability 358 
between  the  different  experiments  (0.00012‐0.0050) was  larger  than  the  stdev  variability  of  the 359 
replicates (0.0012‐0.0026). 360 
Paddle  speed  had  no  significant  effect  on  the  stdev  at  the  different wavelengths.  In  contrast,  a 361 
significant effect was attributed to paddle type. When paddle 2‐16 was used, the stdev value increased. 362 





To  be  able  to  evaluate  the  effect  of  distance‐to‐finger,  the  DOE  experiments  (Supplementary 368 
information:  Table  1)  performed with  paddle  3‐30 were  analysed  separately. A  positive  effect  of 369 
distance‐to‐probe on the stdev at different wavelengths was observed. The factor effect plot (Figure 370 
6)  displays  the  predicted  stdev,  and  the  confidence  intervals  of  these  predictions,  at  a  specific 371 




















The decrease  in absorbance signal could be caused by  the higher  filling degree of  the  feed  frame, 390 
resulting  in a  lower distance to probe, resulting  in a higher reflectance. Another explanation of the 391 
decreasing  absorbance  could  be  the  filling  of  the  feed  frame  with  powder  blend,  having  a  less 392 
absorbing  character.  At  last,  denser  packing  of  material  underneath  the  probe  will  cause  less 393 
scattering,  leading  to an  increase  in  reflection. Similar observations were made by Mateo‐Ortiz et 394 
al.[1].   395 















the  same  if  the  individual  predictions  or  the  averaged  predictions  (n=5)  were  used  for  the 409 
determination of the concentration. The repeatability (per day) and intermediate precision (between 410 





(model 3 and 4). This could be explained by  the  fact  that  for  the development of  the PLS models, 416 
variables (wavelengths) are reduced to PLS components, excluding possible noise in the spectral data, 417 
and hence lowering the model error. 418 





























For  20%  (w/w)  concentration  predictions,  based  on  accuracy  profiles, model  1  showed  the  best 446 
predictive performance. Model 1 and 4 were chosen as best PLS and ratio models, respectively.  447 
3.3 Effect  of  paddle  type,  paddle  speed  and  tableting  speed  on  predictive 448 
performance 449 














rpm  caused  less  variation  in  the  predictions.  This  could  be  due  to  the  consistency  of  sample 462 
presentation (flow behaviour inside the feed frame).  463 

































indispensable  for  feedback  and  feedforward  control,  this  method  represents  an  important  step 493 
towards RTRt and RTR. 494 
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Blend: (in w/w%)  C5‐1  C5‐2  C5‐3  C5‐4  C5‐5  V5‐1  V5‐2  V5‐3  V5‐4  V5‐5 
Sodium Saccharine  3  4  5  6  7  3.5  4.5  5  5.5  6.5 
Avicel PH102  31.00  30.67  30.33  30.00  29.67  30.83  30.50  30.33  30.17  29.83 
FastFlo Lactose  62.00  61.33  60.67  60.00  59.33  61.67  61.00  60.67  60.33  59.67 
Magnesium Stearate  1  1  1  1  1  1  1  1  1  1 
Sodium Starch Glycolate  3  3  3  3  3  3  3  3  3  3 
Blend: (in w/w%)  C20‐1  C20‐2  C20‐3  C20‐4  C20‐5  V20‐1  V20‐2  V20‐3  V20‐4  V20‐5 
Sodium Saccharine  15  17.5  20  22.5  25  16  18  20  22  24 
Avicel PH102  27.00  26.17  25.33  24.50  23.67  26.67  26.00  25.33  24.67  24.00 
FastFlo Lactose  54.00  52.33  50.67  49.00  47.33  53.33  52.00  50.67  49.33  48.00 
Magnesium Stearate  1  1  1  1  1  1  1  1  1  1 














0‐0  0‐0  60‐80  500 
2‐16  2‐16  60‐80  500 
250  3‐30  60‐80  250 
750  3‐30  60‐80  750 
10‐20  3‐30  10‐20  500 
110‐140  3‐30  110‐140  500 






   RMSEP  R²  Slope  Intercept 
5% (w/w)  1 pred  5 pred  1 pred  5 pred  1 pred  5 pred  1 pred  5 pred 
Model 1  0.522  0.304  0.736  0.934  0.797  0.797  1.077  1.079 
Model 2  0.560  0.272  0.736  0.934  0.915  0.915  0.500  0.019 
Model 3  0.607  0.105  0.508  0.780  0.992  0.029 
Model 4  0.784  0.207  0.618  0.832  0.997  0.008 
20% (w/w)  1 spec  5 spec  1 spec  5 spec  1 spec  5 spec  1 spec  5 spec 
Model 1  1.291  0.791  0.799  0.933  0.846  0.845  3.079  3.141 
Model 2  1.452  0.843  0.761  0.919  0.866  0.867  2.498  2.528 
Model 3  1.734  1.009  0.731  0.899  0.999  0.092 







Experiment  Average prediction (%)  stdev (%)  RMSEP (%) 
  Model 1  Model 4  Model 1  Model 4  Model 1  Model 4 
0‐0  19.5  18.9  0.4  1.1  0.6  1.5 
2‐16  20.2  19.9  0.3  0.6  0.3  0.5 
3‐30  20.2  20.1  0.5  0.6  0.5  0.6 
250  20.4  20.1  0.3  0.6  0.5  0.6 
750  20.1  20.0  0.4  0.7  0.4  0.7 
10‐20  20.5  20.8  0.7  1.3  0.8  1.5 
110‐140  20.0  19.8  0.2  0.5  0.2  0.5 
 639 
 640 
 641 
