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DISTORTION OF THE POISSON BRACKET BY THE
NONCOMMUTATIVE PLANCK CONSTANTS
ARTUR E. RUUGE AND FREDDY VAN OYSTAEYEN
Abstract. In this paper we introduce a kind of “noncommutative
neighbourhood” of a semiclassical parameter corresponding to the
Planck constant. This construction is defined as a certain filtered
and graded algebra with an infinite number of generators indexed
by planar binary leaf-labelled trees. The associated graded algebra
(the classical shadow) is interpreted as a “distortion” of the algebra
of classical observables of a physical system. It is proven that there
exists a q-analogue of the Weyl quantization, where q is a matrix
of formal variables, which induces a nontrivial noncommutative
analogue of a Poisson bracket on the classical shadow.
1. Introduction
In the present paper we describe a mathematical construction which
can be perceived as a kind of noncommutative neighbourhood of the pa-
rameter ~ → 0 of the semiclassical approximation of quantum theory
(the Planck “constant”). This construction can be of interest in non-
commutative algebraic geometry, as well as in mathematical physics,
and, informally speaking, it is linked to an idea of a “quantization on
a noncommutative space”.
In quantum mechanics, if we speak about quantization, then this
normally implies that we have a linear map Q : A → B between two
algebras defined over a ring of formal power series C[[~]], where A is
commutative (the classical observables), and B is noncommutative (the
quantum observables). Since the map Q does not need to be an algebra
homomorphism, the multiplication on B induces a noncommutative
associative product ∗~ on A,
f ∗~ g = fg + ~B1(f, g) + ~2B2(f, g) + . . . ,
for f, g ∈ A, where B1, B2, . . . are bilinear maps. The first map B1
gives rise to a Poisson bracket on A,
{f, g} := B1(f, g)−B1(g, f),
1
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and, in fact, “quantization” is always a quantization in the direction of
a given Poisson structure {−,−}cl on A (i.e. one is asked to construct
a map Q such that {−,−} = {−,−}cl).
It is natural to consider a more general case where both algebras A
and B can be noncommutative. Then, in a certain sense, a quantiza-
tion Q : A → B consists in making things “more noncommutative”.
Naively, this might look as a technical generalization of what already
exists, but in reality one runs into a serious conceptual problem here.
How do we define a noncommutative analogue of the Poisson bracket?
Given an arbitrary noncommutative algebra A, if we impose the an-
tisymmetry, the Leibniz rule, and the Jacobi identity (i.e. the usual
axioms of the Poisson bracket), then it can easily turn out that there
are no “interesting” Poisson structures on it [22, 34, 35], and essentially
the only Poisson structure is given by the commutator [f, g] := fg−gf ,
f, g ∈ A. Therefore, there exist different approaches to define a non-
commutative generalization of the Poisson bracket.
One of the possibilities is to modify the axioms by introducing twists
(twisted antisymmetry, twisted Leibniz rule, twisted Jacobi identity),
what is a common practice, for instance, in the theory of coloured Lie
algebras and their representations [16, 33]. Another possibility is to
perceive the problem in terms of homotopy theory and to generalize
the Jacobi identity “up to homotopy” [1, 2, 11, 12, 31]. The Poisson
bracket then gets replaced with an infinite collection of operations
{−,−, . . . ,−}n : A⊗n → A,
of different arity n = 1, 2, . . . , satisfying the L∞-algebra kind of axioms.
The third possibility, which has recently received some additional at-
tention in the literature [4, 5, 9, 13, 32], is to consider the “double
Poisson” bracket,
〈−,−〉 : A⊗2 → A⊗2,
i.e. a bracket with the values in A⊗ A, rather than in A. The latter
seems to be a reasonable approach for the algebras which are “far from
commutative”. For example, there exists a canonical double Poisson
structure on the free noncommutative algebra C〈ξ1, ξ2, . . . , ξn〉 on a
finite number of symbols ξ1, ξ2, . . . , ξn. To keep the story short, the idea
of a noncommutative Poisson bracket leaves some space for creativity.
The main construction of the present paper can be perceived as fol-
lows. If we look at an abstract d-dimensional quantum mechanical sys-
tem with coordinates x̂1, x̂2, . . . , x̂d and momenta p̂1, p̂2, . . . , p̂d, then
we have the canonical commutation relations
[p̂i, x̂j ] = −i~, [p̂i, p̂j] = 0 = [x̂i, x̂j ],
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for i, j ∈ [d] := {1, 2, . . . , d}, where ~ is central. Why do we put the
commutator [p̂i, x̂j] into the centre? If one considers the bracketed
expressions over the generators x̂i, p̂j, i, j ∈ [d], which have a length
of at least three, then this yields just 0, 0, . . . . Essentially, we suggest
to go to another extreme: let us declare every next commutator a new
variable. In other words, let us replace ~ with an infinite collection of
symbols {~̂Γ}Γ, where Γ varies over all finite planar binary trees (i.e. all
possible bracketings) equipped with a leaf labelling from the set [2d],
~ −→ ~̂i, ~̂[i,j], ~̂[[i,j],k], ~̂[[[i,j],k],l], ~̂[[i,j],[k,l]], . . . ,
where i, j, k, l, . . . vary over [2d] := {1, 2, . . . , 2d}. The commutation
relations are as follows:
[~̂i, ~̂j] = ~̂[i,j], [~̂[i,j], ~̂k] = ~̂[[i,j],k], [~̂[i,j], ~̂[k,l]] = ~̂[[i,j],[k,l]], . . . ,
for i, j, k, l, · · · ∈ [2d]. This yields an infinite dimensional noncommu-
tative algebra, which we denote E2d(~) and perceive as a “noncom-
mutative neighbourhood” of ~, having in mind an analogy with the
terminology of [18] for the noncommutative manifolds. One can now
identify the generators corresponding to the coordinates and momenta
with the noncommutative Planck constants ~̂i, i ∈ [2d], corresponding
to the trees with only one leaf:
p̂1 = ~̂1, p̂2 = ~̂2, . . . p̂d = ~̂d,
x̂1 = ~̂d+1, x̂2 = ~̂d+2, . . . x̂d = ~̂2d.
In the present paper, we construct a natural q-deformation E q2d(~) of
the algebra E2d(~) corresponding to a 2d×2dmatrix of formal variables,
q = ‖qi,j‖, qi,i = 1, qi,j = q−1j,i , where i, j ∈ [2d]. In particular, every
commutator [~̂i, ~̂j], i, j ∈ [2d], in the defining relations of E2d(~) gets
replaced with a q-commutator [~̂i, ~̂j]q := ~̂i~̂j − qj,i~̂j~̂i. After that we
consider a series of truncations (E q2d(~))6N , N = 1, 2, 3, . . . , obtained by
factoring out of the ideals in E q2d(~), generated by the symbols ~̂Γ with
the number of leaves |Γ| > N . Note, that the commutation relations
of (E12d)62, where 1 is a 2d × 2d matrix with all entries equal to one,
appears in [6], but in a different context. We prove, that for every
N = 1, 2, 3, . . . , there exists an analogue of the Weyl quantization map
(the q-Weyl quantization), which we define as a linear map
W qN : gr
(
(E q2d(~))6N
)→ (E q2d(~))6N ,
where gr(−) denotes taking the associated graded with respect to a
filtration induced by the degrees of the generators
deg(~̂Γ) := |Γ| − 1.
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It turns out, that this map W qN has an nontrivial property in compar-
ison to the well known Weyl quantization map in quantum mechanics.
For an abstract physical system with two degrees of freedom (d = 2),
the latter is a linear map
QWeyl : C[p, x][~]→ C〈p̂, x̂〉[~]/(p̂x̂− x̂p̂ = −i~),
where one puts an ~-adic filtration on the domain of QWeyl. It is lin-
ear not just over C, but over the ring C[~], so, in particular, we have:
QWeyl(~f) = ~QWeyl(f), for any monomial f in x and p. On the other
hand, if we denote ~Γ the canonical image of ~̂Γ in the associated
graded, and take, for example, a generic monomial u in the variables
~k, k ∈ [2d], and a symbol ~[i,j], where i, j ∈ [2d], i 6= j, then we obtain:
W qN(~[i,j]u) 6= ~̂[i,j]W qN(u), if N > 2. In this sense, the generators ~̂Γ
corresponding to the trees Γ with the number of leaves |Γ| > 2 are
just as good on the role of “observables” as the generators ~̂i, i ∈ [2d].
We suggest to refer to this fact as to distortion of quantization by the
noncommutative Planck constants. If one considers a representation
theory of (E q2d(~))6N , say, for N = 3, then one can define an “observ-
able” which does not have an analogue in quantum theory. Does this
only distort the conventional description of our physical reality, or does
it make some physical sense?
For the Weyl quantization map QWeyl, one can extract the Poisson
bracket on C[x, p][~] as a first semiclassical correction to the multipli-
cation of classical observables:
QWeyl
(
fg − i~
2
{f, g}+O(~2+|f |+|g|)
)
= QWeyl(f)QWeyl(g),
where O(~n) stands for an element of degree n in the ~-adic filtration on
C[p, x][~], deg(~) = 1, deg(p) = 0, deg(x) = 0, and |f | and |g| denote
the degrees of homogeneous elements f, g ∈ C[p, x][~]. This bracket
{−,−} is bilinear not just over C, but over C[~]. In the present paper
we perform a similar extraction of a bracket 〈−,−〉qN from the q-Weyl
quantization map W qN , for N = 1, 2, 3, . . . ,
W qN
(
uv + 〈u, v〉qN +O(2 + |u|+ |v|)
)
=W qN (u)W
q
N(v),
where u, v ∈ gr((E q2d(~))6N) are homogeneous elements of degrees |u|
and |v|, respectively, and O(n), n = 0, 1, 2, . . . , stands for an element
of degree at least n in the filtration induced by the grading. Note, that
this corresponds to considering “semiclassics” with ~→ 0 and q fixed,
which is different from [3, 7]. The distortion of quantization has its
counterpart on the properties of the corresponding bracket 〈−,−〉qN : it
is linear only over C. We call this fact a distortion of the Poisson bracket
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by the noncommutative Planck constants and describe its properties
as of a natural candidate for a noncommutative Poisson bracket (the
“direction” of quantization on a noncommutative geometry).
2. Planar binary trees
It is convenient to realize the collection of all planar binary trees as
follows. Take your favourite singleton {∗} (i.e. ∗ is just a symbol). Set
Y0 := ∅ and Y1 := {∗}. For every n = 2, 3, 4, . . . , define Yn recursively
as a set of all pairs T = (u, v), where u ∈ Yp, v ∈ Yq, p, q > 1, p+q = n.
The tree L(T ) := u is termed the left branch of T , the tree R(T ) := v
is termed the right branch of T , and |T | := n is termed the number of
leaves in T . Denote Y := ⊔∞n=0 Yn.
The planar binary trees Y naturally encode all possible bracketings
over a set of symbols. Suppose we have an alphabet Ω. Consider a word
of length three: w = x1x2x3, where x1, x2, x3 ∈ Ω. The set Y3 contains
two elements, ((∗, ∗), ∗) and (∗, (∗, ∗)). The first element corresponds
to ((x1x2)x3), and the second element corresponds to (x1(x2x3)). The
set Y4 contains already five elements, and if we take, for example,
(∗, ((∗, ∗), ∗)) ∈ Y4 and a word w′ = x1x2x3x4 over Ω, then the cor-
responding bracketed expression is (x1((x2x3)x4)), etc. The number
of elements #Yn = Cn−1, for n = 1, 2, 3, . . . , is given by the Catalan
numbers,
Cm :=
(2m)!
(m+ 1)!m!
,
where m = 0, 1, 2, . . . .
Fix an alphabet Ω. A leaf-labelled planar binary tree can be per-
ceived as a pair Γ = (T, w), where T ∈ Y , and w is a word of length
|T | over Ω. For example, the set Y2 contains only one element (∗, ∗),
and if we take x1, x2 ∈ Ω, then Γ′ = ((∗, ∗), x1x2) is a leaf-labelled tree,
such that the leaf on the left branch is labelled with x1, and the leaf
on the right branch is labelled with x2. Denote Y(Ω) the set of all
leaf labelled planar binary trees over the alphabet Ω. The left branch
of a leaf-labelled tree Γ = (T, w) ∈ Y(Ω), w = x1x2 . . . xn, xi ∈ Ω,
i ∈ [n], is defined as L(Γ) := (L(T ), w′), where w′ = w1w2 . . . wm,
m = |L(T )|, and the right branch is defined as R(Γ) := (R(T ), w′′),
where w′′ = wm+1wm+2 . . . wn.
The set Y of all planar binary trees can be totally ordered as follows.
Let T, T ′ ∈ Y , T 6= T ′. If |T | < |T ′|, then set T ≺ T ′, and if |T | > |T ′|,
then set T ≻ T ′. In case |T | = |T ′|, both trees must have at least two
leaves, since #Y1 = 1, while T 6= T ′. Therefore, one can look at the
left and right branches: T = (L(T ), R(T )) and T ′ = (L(T ′), R(T ′)).
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Set T ≺ T ′, if L(T ) ≺ L(T ′), and T ≻ T ′, if L(T ) ≻ L(T ′). If
L(T ) = L(T ′), then compare the right branches and set T ≺ T ′ if and
only if R(T ) ≺ R(T ′). Since the number of leaves in the branches is
always strictly smaller than the number of leaves in the whole tree, this
defines recursively a total order ≺ on Y .
Assume that there is a total order ≺ on the alphabet Ω (here we over-
load the notation ≺ and denote the total orders on different sets with
the same symbol, assuming the apparent ambiguity is always resolved
by the context). It induces a total order on the words: x1x2 . . . xm ≺
y1y2 . . . yn if and only if (x1 ≺ y1) ∨ (x1 = y1& x2 . . . xm ≺ y2 . . . yn),
where xi, yj ∈ Ω, i ∈ [m], j ∈ [n]. Therefore the leaf-labelled trees
Y(Ω) can be totally ordered as well:
(T, w) ≺ (T ′, w′) :⇔ (T ≺ T ′) ∨ (T = T ′&w ≺ w′),
where (T, w), (T ′, w′) ∈ Y(Ω). If the total number of letters is finite,
i.e. #Ω < ∞, then there is a unique bijection Y(Ω) ≃ Z>0, which
respects the order,
ν : Y(Ω) ∼→ Z>0, Γ ≺ Γ′ ⇔ ν(Γ) < ν(Γ′),
where Γ,Γ′ ∈ Y(Ω). We will use this map later to define the standard
ordering for the monomials in the noncommutative Planck constants
~̂Γ, Γ ∈ Y([2d]). The total order on [2d] is assumed to be <.
Note, that there is a naturally defined operation on Y corresponding
to the concatenation of trees, T ∨ T ′ := T ′′, where T ′′ = (T, T ′) ∈ Y .
Since |T ∨ T ′| = |T | + |T ′|, one has also a concatenation on the leaf-
labelled trees:
(T, w) ∨ (T ′, w′) := (T ∨ T ′, ww′),
for every (T, w), (T ′, w′) ∈ Y(Ω). The latter generalizes naturally to
a composition of trees as follows. If one takes a collection of leaf-
labelled trees Γi = (Ti, wi) ∈ Y(Ω), i ∈ [n], and a leaf-labelled tree
Γ = (T, σ¯) ∈ Y([n]), where σ¯ := (σ(1), σ(2), . . . , σ(n)) is a word over
[n] corresponding to a permutation σ ∈ Sn, then deleting, for every
i ∈ [n], the i-th leave in Γ and inserting in its place the tree Γi, one
obtains a tree T ′ with a labelling w′ = w1w2 . . . wn. Denote the result
Γ′ ≡ (T ′, w′) as Tσ(Γ1,Γ2, . . . ,Γn). If σ = id , then write just Γ′ =
T (Γ1,Γ2, . . . ,Γn). In particular, Γ1 ∨ Γ2 = (∗, ∗)(Γ1,Γ2).
3. The bracketing algebra
Let q = ‖qi,j‖ a 2d × 2d matrix of formal variables qi,j (where d is
a fixed positive integer) satisfying qi,i = 1 and qi,j = q
−1
j,i , i, j ∈ [2d].
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Extend this notation as follows:
qΓ,Γ′ :=
n∏
α=1
m∏
β=1
qiα,jβ ,
for every Γ,Γ′ ∈ Y([2d]), where (i1, i2, . . . , in) is the leaf-labelling of Γ,
n = |Γ| (we write the words over [2d] as sequences separated by com-
mas), and (j1, j2, . . . , jm) is the leaf-labelling of Γ
′, m = |Γ′|. Observe,
that
qΓ,Γ = 1, qΓ,Γ′ = q
−1
Γ′,Γ,
for Γ,Γ′ ∈ Y([2d]).
Denote K
(q)
2d the ring of polynomials with complex coefficients in the
variables {qi,j}i<j and {q−1i,j }i<j , i, j ∈ [2d]. Consider an algebra E q2d(~)
over K
(q)
2d generated by an infinite collection of symbols {~̂Γ}Γ∈Y([2d])
satisfying the relations
[~̂Γ, ~̂Γ′]q := ~̂Γ~̂Γ′ − qΓ′,Γ~̂Γ′~̂Γ = ~̂Γ∨Γ′,
where Γ,Γ′ ∈ Y([2d]). Observe, that the notation implies
~̂Γ∨Γ = 0, ~̂Γ∨Γ′ = −qΓ′,Γ~̂Γ′∨Γ, (1)
for any Γ,Γ′ ∈ Y([2d]). Therefore, one may select a collection of inde-
pendent generators as {~̂Γ}Γ∈Y+([2d]), where the set Y+([2d]) is recur-
sively defined as follows:
Γ ∈ Y+([2d]), if |Γ| = 1,
Γ ∈ Y+([2d]), if L(Γ), R(Γ) ∈ Y+([2d]) &L(Γ) ≺ R(Γ).
Definition 1. The algebra E q2d(~) := K(q)2d 〈{ξΓ}Γ∈Y+([2d])〉/I(q)2d , where
I(q)2d is the ideal generated by the relations [ξΓ, ξΓ′]q = ξΓ∨Γ′, where Γ and
Γ′ vary over Y+([2d]), and Γ ≺ Γ′, is termed the bracketing algebra.
The canonical images ~̂Γ ∈ E q2d([2d]) of the symbols ξΓ, Γ ∈ Y+([2d]),
are termed the noncommutative Planck constants.
Remark 1. Looking for a natural name for the algebra E q2d([2d]), we
came up with the fact that bracketing is also an important concept
in the phenomenological philosophy of Edmund Husserl, which means
something like “suspending of judgement” that precedes a phenomeno-
logical analysis. It is also termed epoche´ (επωχη), so perhaps another
name for E q2d([2d]) could be the “epoche´ algebra”.
It is natural to keep the notational convention (1) for the noncom-
mutative Planck constants ~̂Γ, Γ ∈ Y+([2d]), extending the notation
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~̂Γ to all leaf-labelled trees Γ ∈ Y([2d]). The underlying vector space
of the bracketing algebra is naturally graded as
deg
(
~̂Γ
)
:= |Γ| − 1,
where |Γ| is the number of leaves in Γ ∈ Y+([2d]). Note, that |Γ| − 1
coincides with the number of internal vertices in Γ. The induced de-
creasing filtration respects the multiplication on E q2d(~), so one obtains
an algebra filtration F•E q2d(~),
FnE q2d(~) := 〈{~̂Γ |Γ ∈ Y+([2d]), deg(~̂Γ) > n}〉, (2)
where n = 0, 1, 2, . . . .
Definition 2. The associated graded algebra Aq2d(~) := grF
(E q2d(~))
with respect to filtration (2) is termed the classical shadow of the brack-
eting algebra.
We denote the canonical images of ~̂Γ in the classical shadow as
~Γ ∈ Aq2d(~), Γ ∈ Y([2d]) (i.e. without the hats). Observe, that Aq2d(~)
is nothing else but an infinite dimensional q-affine space,
~Γ~Γ′ = qΓ′,Γ~Γ′~Γ,
for Γ,Γ′ ∈ Y([2d]). A “quantization” should be perceived as a linear
over K
(q)
2d map Q : Aq2d(~)→ E q2d(~). One obtains an example of such a
map as follows. Denote B(Aq2d(~)) the monomial basis in the classical
shadow formed by the monomials of the shape ~Γ1~Γ2 . . .~Γn, where
n =∈ Z>0, Γ1,Γ2, . . . ,Γn ∈ Y([2d]), such that Γ1 < Γ2 < · · · < Γn,
the symbol < means “≻ or =”. For an element w = ~Γ1~Γ2 . . .~Γn ∈
B(Aq2d(~)), set
Q : w 7→ ~̂Γ1 ~̂Γ2 . . . ~̂Γn . (3)
This extends by K
(q)
2d -linearity to the whole Aq2d(~), Q : Aq2d(~) →
E q2d(~). For a pair of basis elements w,w′ ∈ B(Aq2d(~)), define q(w,w′)
by w′w = q(w,w′)ww′. The commutation relations imply that ∆(w,w′) :=
Q(w′)Q(w)−q(w,w′)Q(w)Q(w′) ∈ F |w|+|w′|+1E q2d(~), where |w| and |w′|
are the degrees of w and w′, respectively. Furthermore, there exists a
unique element 〈w,w′〉 ∈ Aq2d(~) of degree |w|+ |w′|+ 1, such that
∆(w,w′) = Q(〈w,w′〉) + Z, (4)
where Z ∈ F |w|+|w′|+2E q2d(~). Extending the notation 〈−,−〉 by K(q)2d -
bilinearity, one obtains a bracket 〈−,−〉 : Aq2d(~) ⊗ Aq2d(~) → Aq2d(~),
where the tensor product is taken over Kq.
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Definition 3. The linear map Q : Aq2d(~) → E q2d(~) defined by (3) is
termed the normal q-quantization on the classical shadow. The bilinear
map 〈−,−〉 : Aq2d(~) ⊗ Aq2d(~) → Aq2d(~) defined by (4) is termed the
normal q-Poisson bracket on the classical shadow.
Remark 2. The normal q-Poisson bracket is a graded map of degree
+1. If we perceive the generators ~Γ corresponding to the trees with a
single leaf, |Γ| = 1, as the analogues of the coordinates and momenta
of a d-dimensional quantum mechanical system, then intuitively 〈−,−〉
corresponds to the Poisson bracket {−,−} multiplied by the semiclas-
sical parameter ~→ 0.
It is worth to point out, that the normal q-quantization map (3)
can be described using the calculus of functions of ordered operators
[25, 27, 26, 19] (the µ-structures). For a monomial w = ~Γ1~Γ2 . . .~Γn ∈
B(Aq2d(~)), Γ1 < Γ2 < · · · < Γn, one has:
Q(w) =
r ν1
~̂Γ1
ν2
~̂Γ2 . . .
νn
~̂Γn
z
,
where J. . .K denotes the autonomous bracket [26], νi := ν(Γi), i =
1, 2, . . . , n, and ν : Y([2d]) ∼→ Z>0 is the numbering described in the
previous section. Basically, the indices νi indicate the “order of action”
of the symbols ~̂Γi , , i ∈ [n], and the symbol with the smallest number is
put in the right most position in the product. For every N = 1, 2, 3, . . . ,
consider the space of smooth complex functions S(RN), which decay
at infinity faster than any power of a polynomial (the Schwartz space).
Suppose we have a noncommutative algebra O described in terms of
generators ξ1, ξ2, . . . , ξm and a finite number of noncommutative poly-
nomial relations R1, R2, . . . , Rk ∈ C〈ξ1, ξ2, . . . , ξm〉,
O := C〈ξ1, ξ2, . . . , ξm〉/(R1, R2, . . . , Rk).
Denote Ai ∈ O the canonical image of ξi, i ∈ [m]. If f(x1, x2, . . . , xN) ∈
S(RN) is a polynomial function in x1, x2, . . . , xN , then there is a well-
defined notation
f̂ =
q
f(
σ(1)
Ai1,
σ(2)
Ai2 , . . . ,
σ(N)
AiN )
y ∈ O,
for every permutation σ ∈ SN , and every collection i1, i2, . . . , iN ∈ [m],
where the indices atop correspond simply to the order of factors in the
products. For example, if N = 3, and f(x1, x2, x3) = x1x
5
2x
7
3, then
f̂ corresponding to a permutation σ(1) = 2, σ(2) = 3, σ(3) = 1 is
going to be A5i2Ai1A
7
i3
, etc. A natural extension of this notation to the
set S := ⊔∞N=1 S(RN) is termed a µ-structure (for a complete list of
axioms, see [26, 19]).
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In [19] the authors consider a problem of quantization (the “asymp-
totic” quantization) in a setting where one is given a family of defining
relations R
(ε)
1 , R
(ε)
2 , . . . , R
(ε)
k ∈ C〈ξ1, ξ2, . . . , ξm〉 containing a “small”
commutative parameter ε → 0. This yields a family of noncommuta-
tive algebras Oε. It can happen, that Oε admits a left regular repre-
sentation, i.e. for every f(x1, x2, . . . , xm) ∈ S(Rm) (recall, that m is
the number of generators ξ1, ξ2, . . . , ξm), and for every j ∈ [m], there
exists a unique gε(x1, x2, . . . , xm) ∈ S(Rm), such that
q j
A
(ε)
j f(
1
A
(ε))
1 ,
2
A
(ε)
2 , . . . ,
m
A(ε)m )
y
=
q
gε(
1
A
(ε)
1 ,
2
A
(ε)
2 , . . . ,
m
A(ε)m )
y
,
where A
(ε)
i is the canonical image of ξi in Oε, i ∈ [m]. If we assume
that ε is specialized to a particular value ε ∈ [0, 1], then this defines
the operators L
(ε)
j : S(R
m) → S(Rm), f 7→ gε = L(ε)j (f), representing
the generators A
(ε)
j ∈ Oε, j ∈ [m]. There is a star product ⋆ε on S(Rm)
defined by
f ⋆ε g :=
q
f(
1
L
(ε)
1 ,
2
L
(ε)
2 , . . . ,
m
L
(ε)
m )
y
g,
for any f, g ∈ S(Rm). A series of examples of such products is consid-
ered in [25]. According to the general philosophy advocated in [25, 19],
one should define the generalized quantum Yang-Baxter equation as a
system of equations
R
(ε)
j (ξi → L(ε)i , i ∈ [m]) = 0, j ∈ [k],
where one replaces to symbols ξi with the operators of the left regular
representation L
(ε)
i , i ∈ [m], in the noncommutative polynomials R(ε)j ∈
C〈ξ1, ξ2, . . . , ξm〉, j ∈ [k].
Being applied to our case, we can connect the classical shadowAq2d(~)
with the bracketing algebra E q2d(~) by a homotopy, modifying the rela-
tions for the noncommutative Planck constants as
~̂Γ~̂Γ′ − qΓ′,Γ~̂Γ′~̂Γ = ε~̂Γ∨Γ′,
where ε ∈ [0, 1], and Γ,Γ′ ∈ Y([2d]). If one reinterprets ε and perceives
it as a formal commutative parameter, i.e. as a central generator for
a central extension of E q2d(~), then it becomes quite natural to con-
sider the problem of quantization in terms of truncations of the Rees
ring corresponding to the filtration F•E q2d(~). In the next section we
describe the corresponding star product ⋆ε explicitly, and this, as a side-
effect, yields a left regular representation of the truncations (E q2d(~))6N ,
N = 1, 2, . . . , on the q-commutative polynomial rings.
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4. Normal noncommutative quantization
In quantum mechanics of a d-dimensional system with canonical
momenta ẑ1 = p̂1, ẑ2 = p̂2, . . . ẑd = p̂d, and coordinates ẑd+1 = x̂1,
ẑd+2 = x̂2, . . . ẑ2d = x̂d, if we have a pair of monomials
f̂ =
r i1
ẑi1
i2
ẑi2 . . .
im
ẑim
z
, ĝ =
r j1
ẑj1
j2
ẑj2 . . .
jn
ẑjn
z
,
where iα, jβ ∈ [2d], α ∈ [m], β ∈ [n], then their product f̂ ĝ can again
be expressed as
f̂ ĝ =
r
(f ∗~ g)
( 1
ẑ1,
2
ẑ2, . . .
2d
ẑ2d
)z
,
where (f ∗~ g)(z1, z2, . . . , z2d) ∈ C[z1, z2, . . . , z2d][~], and ~ is the Planck
constant,
[ẑi, ẑj ] = −i~(δi,j−d − δi−d,j),
where i, j ∈ [2d], ~ is central, and δ is the Kronecker symbol. Ex-
tending by C[~]-linearity, one obtains a noncommutative product on
C[z1, z2, . . . , z2d][~], which is most easily described in terms of the Wick
contractions,
zizj := −i~δi,j−d, (5)
for i, j ∈ [2d]. For the monomials f = zi1zi2 . . . , zim and g = zj1zj2 . . . zjn
as above, we have:
f ∗~ g =
m∑
α=1
n∑
β=1
ziαzjβ (zi1 . . . zˇiα . . . zim) (zj1 . . . zˇjβ . . . zjn),
where the check mark atop denotes that the corresponding symbol in
the product is omitted.
In what follows, it is natural to reinterpret the sum over Wick con-
tractions as a sum over leaf-labelled trees of degree two (i.e. the sym-
bol of the contraction can be perceived as an unlabelled planar binary
tree with two leaves). Consider the epoche´ algebra E q2d(~) around the
semiclassical parameter ~. Recall, that we have defined a numbering
ν : Y([2d]) ∼→ Z>0 on the collection of all leaf-labelled trees, but we
can still use it to define the ordering of factors in the products of the
generators ~̂Γ, Γ ∈ Y+([2d]). Denote B(E q2d(~)) a set of all monomials
of the shape
ŵΓ1,Γ2,...,Γm := ~̂Γ1~̂Γ2 . . . ~̂Γm,
where Γ1 < Γ2 < · · · < Γm, Γi ∈ Y+([2d]), i ∈ [m], m ∈ Z>0.
Proposition 1. The set B(E q2d(~)) is a basis of the underlying vector
space of the epoche´ algebra E q2d(~).
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Proof. The fact claimed is a straightforward consequence of the “di-
amond lemma” [28], based on the observation, that ν([~̂Γ, ~̂Γ′]q) is
always greater that ν(~̂Γ) and ν(~̂Γ′), where Γ,Γ
′ ∈ Y+([2d]), and
the observation, that the length of a monomial ŵ[~̂Γ, ~̂Γ′]qŵ′, where
ŵ, ŵ′ ∈ B(E q2d(~)), is smaller that the length of ŵ~̂Γ~̂Γ′ŵ′.  
Recall now that we have a decreasing filtration F•E q2d(~) induced
by the grading deg(~̂Γ) = |Γ| − 1 of the vector space spanned over
all noncommutative Planck constants ~̂Γ, Γ ∈ Y([2d]). The associated
graded Aq2d(~) (i.e. the classical shadow) has a basis B(Aq2d(~)) formed
by the monomials
wΓ1,Γ2,...,Γm := ~Γ1~Γ2 . . . ~Γm, (6)
where Γ1 < Γ2 < · · · < Γm, Γi ∈ Y+([2d]), i ∈ [m], m ∈ Z>0, and ~Γ
is the canonical image of ~̂Γ, Γ ∈ Y+([2d]). This yields a vector space
isomorphism
ϕq : wΓ1,Γ2,...,Γm 7→ ŵΓ1,Γ2,...,Γm (7)
between the underlying vector spaces of the classical shadowAq2d(~) and
the epoche´ algebra E q2d(~). If we take û, v̂ ∈ B(E q2d(~)), then the basis
property implies, that there exists a unique function cu,v : B(E q2d(~))→
C with a finite support Ω, such that ûv̂ =
∑
ŵ∈Ω cu,v(ŵ)ŵ. Therefore,
we can induce a noncommutative product ⋆ on the classical shadow
Aq2d(~) as follows:
ϕ−1q (û) ⋆ ϕ
−1
q (v̂) =
∑
ŵ∈Ω
cu,v(ŵ)ϕ
−1
q (ŵ),
imposing bilinearity of ⋆ over K
(q)
2d . This star product should be per-
ceived as a natural analogue of the star product ∗~ in quantum mechan-
ics. Of course, if we had considered a central extension of E q2d(~) by a
formal central generator ε, [~̂Γ, ~̂Γ′ ]q = ε~̂Γ∨Γ′, we would had obtained a
product ⋆ε on the extension Aq2d(~)⊗C[ε]. In this sense, ε corresponds
to a semiclassical parameter ~→ 0 in quantum mechanics.
To describe the star product ⋆ : Aq2d(~)⊗Aq2d(~)→ Aq2d(~) explicitly,
we need some notation. In place of the Wick contractions (5), define
~
+
Γ :=
{
~Γ, if Γ ∈ Y+([2d]),
0, otherwise,
(8)
for any Γ ∈ Y([2d]). Recall, that if we have an unlabelled planar
binary tree T ∈ Y with n leaves, |T | = n, then we have a notation
T (Γ1,Γ2, . . . ,Γn) ∈ Y([2d]), for any Γi ∈ Y([2d]), i ∈ [n]. The number
of leaves in Γ = T (Γ1,Γ2, . . . ,Γn) equals |Γ| = |Γ1|+ |Γ2| + · · ·+ |Γn|,
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and the labelling is inherited from the labellings of the arguments. For
a finite sequence Γ˜ = (Γ1,Γ2, . . . ,Γn) of trees Γi ∈ Y([2d]), i ∈ [n], and
a permutation σ ∈ Sn, set
Γ˜σ := (Γσ(1),Γσ(2), . . . ,Γσ(n)).
Define a coefficient q(Γ˜, σ) by
~Γσ(1)~Γσ(2) . . .~Γσ(n) = q(Γ˜, σ)~Γ1~Γ2 . . .~Γn . (9)
In particular, q(Γ˜, id) = 1. Note that q(Γ˜, σ) is just some product of
the entries of the matrix q = ‖qi,j‖i,j∈[2d], and observe that
q(Γ˜, σ ◦ τ) = q(Γ˜, σ)q(Γ˜σ, τ), (10)
for any σ, τ ∈ Sn. Therefore, q(Γ˜, σ)−1 = q(Γ˜σ, σ−1). For a vector of
positive integers (m1, m2, . . . , mp), such that m1 +m2 + · · ·+mp = n,
denote
S(m1,m2,...,mp)n := {σ ∈ Sn | σ(lj + 1) < · · · < σ(lj +mj), j ∈ [p]},
where lj :=
∑j−1
i=1 mi, j ∈ [p]. We need also a notation:
θΓ˜ ≡ θΓ1,Γ2,...,Γm :=
{
1, if Γ1 < Γ2 < · · · < Γm,
0, otherwise,
(11)
where Γ˜ = (Γ1,Γ2, . . . ,Γm), Γi ∈ Y([2d]), i ∈ [m].
Theorem 1. The normal star product ⋆ of a pair of elements of B(Aq2d(~))
in the notation (6), (8), (11) is defined by the formula
wΓ1,Γ2,...,Γm ⋆ wΓm+1,Γm+2,...,ΓN =
N∑
p=1
∑
T1,T2,...,Tp∈Y ,
|T1|+|T2|+···+|Tp|=N
×
×
∑
σ∈S
(|T1|,|T2|,...,|Tp|)
N
(q(Γ˜, σ))−1 θ
G˜(T˜ ,Γ˜,σ) ~
+
G1(T˜ ,Γ˜,σ)
~
+
G2(T˜ ,Γ˜,σ)
. . .~+
Gp(T˜ ,Γ˜,σ)
,
(12)
where Γ˜ = (Γ1,Γ2, . . . ,ΓN) ∈ (Y+([2d]))N , T˜ = (T1, T2, . . . , Tp) ∈ YN ,
and G˜(Γ˜, T˜ , σ) = (G1(Γ˜, T˜ , σ), G2(Γ˜, T˜ , σ), . . . , Gn(Γ˜, T˜ , σ)),
Gj(Γ˜, T˜ , σ) := Tj(Γσ(lj(T˜ )+1),Γσ(lj(T˜ )+2), . . .Γσ(lj(T˜ )+|Tj |)),
where lj(T˜ ) =
∑j−1
i=1 |Ti|, for j ∈ [p].
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Proof. The formula (12) can be proven by induction. Basically it says,
that we should consider a collection Γ˜ = (Γ1,Γ2, . . . ,ΓN) of the leaf
labelled trees Γi, i ∈ [N ], (where Γi < Γi+1, unless i = m), split it in
all possible ways into p ordered subsets of the sizes m1, m2, . . . , mp > 0,
m1 +m2 + · · · +mp = N , where p varies over [N ], and then span all
possible trees T1, T2, . . . , Tp over these groups of arguments, |Ti| = mi,
i ∈ [p]. The notation of the shape θΓ˜ defined in (11) and the notation ~+Γ
from (8) select the terms which appear after the process of reordering of
factors using the commutation relations ~Γ ⋆ ~Γ′ − qΓ′,Γ~Γ′ ⋆ ~Γ = ~Γ∨Γ′,
and q(Γ˜, σ)−1 is the corresponding braiding coefficient.  
Proposition 2. The star product of a pair of elements of the basis
B(Aq2d(~)) in the notation (6) can be expressed as follows:
wΓ1,Γ2,...,Γm ⋆ wΓm+1,Γm+2,...,ΓN = ~Γ1 ⋆ ~Γ2 ⋆ · · · ⋆ ~ΓN . (13)
Proof. One needs to apply the vector space map ϕq : Aq2d(~) ∼→ E q2d(~)
defined by (7) to the left and the right-hand sides of (13), to expand
the definitions (6) of the basis elements on the left hand side, and to
use the fact, that ϕq is an algebra isomorphism (Aq2d(~), ⋆) ∼→ E q2d(~),
by construction.  
The normal star product ⋆ respects the decreasing filtrationF•(Aq2d(~), ⋆)
induced by the grading deg(~Γ) = |Γ| − 1, |Γ| is the number of leaves
in Γ ∈ Y+([2d]). The underlying vector space of Fn(Aq2d(~), ⋆), n =
0, 1, 2 . . . , is spanned by the products ~Γ1 ⋆ ~Γ2 ⋆ · · · ⋆ ~Γp , where p =
1, 2, . . . , and |Γ1|+ |Γ2|+ · · ·+ |Γp|−p = n, Γi ∈ Y+([2d]), i ∈ [p]. The
algebras (Aq2d(~), ⋆) and E q2d(~) are canonically isomorphic as filtered
algebras (by construction), and the classical shadow Aq2d(~) can there-
fore be identified with the associated graded of Fn(Aq2d(~), ⋆). Since
taking a q-commutator increases the filtration degree by one, if we look
at it in the classical shadow, this yields a graded bilinear map 〈−,−〉
(a bracket on Aq2d(~)) of degree +1.
Proposition 3. The q-commutator in F•(Aq2d(~), ⋆) induces a graded
bilinear map of degree +1 on the classical shadow Aq2d(~),
〈−,−〉 : Aq2d(~)⊗Aq2d(~)→ Aq2d(~),
which satisfies the q-Poisson bracket axioms.
Proof. Take a pair of basis elements w = wΓ1,Γ2,...,Γm ∈ B(Aq2d(~)) and
w′ = wΓ′1,Γ′2,...,Γ′n ∈ B(Aq2d(~)). Their degrees are as follows: |w| ≡
deg(w) =
∑m
i=1 |Γi| −m, and |w′| ≡ deg(w′) =
∑n
j=1 |Γ′j| − n. Recall,
that this notation implies Γ1 < Γ2 < · · · < Γm, and Γ′1 < Γ′2 < · · · <
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Γ′n. From the explicit formula (12) for the star product, we have:
w ⋆ w′ = ww′ +
m∑
i=1
n∑
j=1
(
q
(
Γ˜ ∨ Γ˜′, σ(i,j)m,n
))−1
~
+
Γi∨Γ′j
(~Γm . . .~Γi+1×
× ~Γi−1 . . . ~Γ1) (~Γ′n . . .~Γ′j+1~Γ′j−1 . . .~Γ′1) +O|w|+|w′|+2,
where O|w|+|w′|+2 stands for an element of filtration degree |w|+|w′|+2,
Γ˜ ∨ Γ˜′ denotes the concatenation of the lists Γ˜ = (Γm, . . . ,Γ2,Γ1) and
Γ˜′ = (Γ′n, . . . ,Γ
′
2,Γ
′
1), and σ
(i,j)
m,n ∈ Sm+n denotes a permutation
(σ(i,j)m,n (1), σ
(i,j)
m,n (2), . . . , σ
(i,j)
m,n (m+ n)) := (i, j, 1, . . . , i− 1, i+1, . . . , m,
m+ 1, . . . , m+ j − 1, m+ j + 1, . . . , m+ n).
The opposite star product w′ ⋆ w looks totally similar. Taking the
q-commutator [w,w′]⋆q := w ⋆w
′ − q(w′, w)w′ ⋆ w, where q(w′, w) is de-
termined from ww′ = q(w′, w)w′w, one extracts 〈w,w′〉 as the element
of degree |w|+ |w′| + 1 satisfying [w,w′]⋆q = 〈w,w′〉 + O|w|+|w′|+2. It is
straightforward to check, that
〈w,w′〉 = −q(w′, w)〈w′, w〉,
i.e. the first axiom of a q-Poisson bracket (the q-antisymmetry) is
satisfied. If we take another arbitrary element w′′ = wΓ′′1 ,Γ′′2 ,...,Γ′′k ∈
B(Aq2d(~)), then one can establish the other two axioms, i.e. the q-
Leibniz rule
〈w,w′w′′〉 = 〈w,w′〉w′′ + q(w,w′)w′〈w,w′′〉,
and the q-Jacobi identity
〈w, 〈w′, w′′〉〉 = 〈〈w,w′〉, w′′〉+ q(w,w′)〈w′, 〈w,w′′〉〉,
by a straightforward computation. Observe, that with these properties,
the bracket 〈−,−〉 is determined by its values on the generators ~Γ,
which are just 〈~Γ, ~Γ′〉 = ~Γ∨Γ′ , for Γ,Γ′ ∈ Y+([2d]).  
5. Distortion of the Weyl quantization
We are now interested in a q-analogue of the Weyl quantization.
In quantum mechanics of a d-dimensional system, this is basically a
symmetrization map W : A → B, where A = C[z1, z2, . . . , z2d] ⊗
C[h], and B = C〈ξ1, ξ2, . . . , ξ2d〉[η]/I, where I is the ideal generated
by the canonical commutation relations [ξi, ξd+j] = −iη, [ξi, ξj] = 0,
and [ξd+i, ξd+j] = 0, where [−,−] denotes a commutator, and i, j ∈
[d]. The canonical images of ξ1, ξ2, . . . , ξd in B are denoted as ẑ1 =
p̂1, ẑ2 = p̂2, . . . , ẑd = p̂d (the canonical momenta), the canonical images
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of ξd+1, ξd+2, . . . , ξ2d are denoted as ẑd+1 = x̂1, ẑd+2 = x̂2, . . . , ẑ2d = x̂d
(the coordinates), and the canonical image of η is denoted ~ (the Planck
constant). The Weyl quantization map is a linear map W : A → B
defined on the monomials in generators as follows:
W : hmzi1zi2 . . . zin 7→
~m
n!
∑
σ∈Sn
ẑiσ(1) ẑiσ(2) . . . ẑiσ(n) ,
where m ∈ Z>0, iα ∈ [2d], α ∈ [n], n ∈ Z>0. A characteristic prop-
erty of the Weyl quantization which selects W from the other possible
quantizations (like, for example, the normal quantization) is the affine
equivariance. If we take an arbitrary 2d × 2d matrix A over C, then
we can act with it on the column of the generators (z1, z2, . . . , z2d)
T ,
or on the column of their quantized analogues (ẑ1, ẑ2, . . . , ẑ2d)
T , where
(−)T denotes transposition. One can first act, and then quantize, or
first quantize, and then act. The affine equivariance is the property
that the two results coincide for any A:
W ((Az)i1(Az)i2 . . . (Az)in) =
1
n!
∑
σ∈Sn
(Aẑ)iσ(1)(Aẑ)iσ(2) . . . (Aẑ)iσ(n),
(14)
where (Az)i :=
∑2d
j=1Ai,jzj , and (Aẑ)i :=
∑2d
j=1Ai,j ẑj, i ∈ [2d].
We would like to define a q-Weyl quantization map as a linear map
W (q) : Aq2d(~) → E q2d(~), where E q2d(~) is the epoche´ algebra discussed
in the previous sections, and Aq2d(~) is its classical shadow. Suppose
we wish to define it by the formula
W (q) : ~Γ1~Γ2 . . .~Γn 7→
∑
σ∈Sn
C
(q)
Γ1,Γ2,...,Γn
(σ)~̂Γσ(1)~̂Γσ(2) . . . ~̂Γσ(n),
where C
(q)
Γ1,Γ2,...,Γn
(σ) are some coefficients, and Γi ∈ Y+([2d]), i ∈ [n],
n ∈ Z>0, Γ1 < Γ2 < · · · < Γn. Then a natural condition that
W (q)(~Γ1~Γ2 . . .~Γn)− ~̂Γ1 ~̂Γ2 . . . ~̂Γn ∈ Fp+1E q2d(~),
where p = |Γ1| + |Γ2| + · · · + |Γn| − n, and F•E q2d(~) is the filtration
on E q2d(~) described in the previous sections, yields a condition on the
coefficients ∑
σ∈Sn
C
(q)
Γ1,Γ2,...,Γn
(σ)q(Γ˜, σ) = 1,
where Γ˜ = (Γ1,Γ2, . . . ,Γn), and one uses the notation (9). The problem
remains: what is the correct way to define the coefficients C
(q)
Γ1,Γ2,...,Γn
satisfying this condition?
It is natural to generalize the affine equivariance in the quantum
mechanical case (14) into the left and right affine coequivariance. It is
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convenient to consider the truncations (E q2d(~))6N and (Aq2d(~))6N , for
any N ∈ Z>0, since the corresponding sums are going to be in this case
finite. Formally, these truncations can be perceived as setting all the
generators ~Γ and ~̂Γ to zero, if |Γ| > N , Γ ∈ Y+([2d]). Let
Y+6N([2d]) := {Γ ∈ Y+([2d]) | |Γ| 6 N},
and denote ~
(N)
Γ the canonical image of ~Γ, |Γ| 6 N , in the truncation
(Aq2d(~))6N of the classical shadow, Γ ∈ Y+6N([2d]), and denote ~̂(N)Γ the
canonical image of ~̂Γ, |Γ| 6 N , in the truncation (E q2d(~))6N .
Let Mq2d be an algebra of the shape
Mq2d = C
〈{ΛΓ,Γ′}Γ,Γ′∈Y+([2d])〉/I, (15)
where ΛΓ,Γ′ denote the generators written in a matrix form, and I is an
ideal generated by a countable collection of noncommutative polynomi-
als. Denote AΓ,Γ′ the canonical image of ΛΓ,Γ′ in Mq2d. The left affine
coequivariance condition is the following equality inMq2d⊗ (E q2d(~))6N :∑
Γ′1,...,Γ
′
n∈Y
+
6N
([2d]),
σ∈Sn
AΓ1,Γ′1 . . . AΓn,Γ′n ⊗ C
(q,N)
Γ′1,...,Γ
′
n
(σ)~̂
(N)
Γ′
σ(1)
. . . ~̂
(N)
Γ′
σ(n)
=
=
∑
σ∈Sn,
Γ′1,...,Γ
′
n∈Y
+
6N
([2d])
C
(q,N)
Γ1,...,Γn
(σ)AΓσ(1),Γ′1 . . . AΓσ(n),Γ′n ⊗ ~̂
(N)
Γ′1
. . . ~̂
(N)
Γ′n
,
(16)
where Γ1,Γ2, . . . ,Γn ∈ Y+6N([2d]), n ∈ Z>0. This is a condition on a
collection of coefficients C
(q,N)
Γ1,...,Γn
(σ). Similarly, the right affine coequiv-
ariance condition is an equality in (E q2d(~))6N ⊗Mq2d:∑
Γ′1,...,Γ
′
n∈Y
+
6N
([2d]),
σ∈Sn
C
(q,N)
Γ′1,...,Γ
′
n
(σ)~̂
(N)
Γ′
σ(1)
. . . ~̂
(N)
Γ′
σ(n)
⊗ AΓ′1,Γ1 . . . AΓ′n,Γn =
=
∑
σ∈Sn,
Γ′1,...,Γ
′
n∈Y
+
6N
([2d])
C
(q,N)
Γ1,...,Γn
(σ)~̂
(N)
Γ′1
. . . ~̂
(N)
Γ′n
⊗ AΓ′1,Γσ(1) . . . A,Γ′n,Γσ(n),
(17)
where Γ1,Γ2, . . . ,Γn ∈ Y+6N([2d]), n ∈ Z>0. This is another condition
on the coefficients C
(q,N)
Γ1,...,Γn
(σ). These coefficients are supposed to define
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a linear map W
(q)
N : (Aq2d(~))6N → (E q2d(~))6N ,
W
(q)
N : ~
(N)
Γ1
~
(N)
Γ2
. . .~
(N)
Γn
7→
∑
σ∈Sn
C
(q)
Γ1,Γ2,...,Γn
(σ)~̂
(N)
Γσ(1)
~̂
(N)
Γσ(2)
. . . ~̂
(N)
Γσ(n)
,
(18)
and to satisfy ∑
σ∈Sn
C
(q,N)
Γ1,Γ2,...,Γn
(σ)q(Γ˜, σ) = 1, (19)
where Γ˜ = (Γ1,Γ2, . . . ,Γn) ∈ (Y+6N([2d]))n. Let us term the latter
condition the existence of a classical limit for the quantization map.
Observe, that the notation q(Γ˜, σ) defined in (9) can explicitly be de-
scribed as
q(Γ˜, σ) :=
∏
16i<j6n,
σ−1(i)>σ−1(j)
qΓj ,Γi,
where qΓ,Γ′ corresponds to ~Γ~Γ′ = qΓ′,Γ~Γ′~Γ, for Γ,Γ
′ ∈ Y([2d]).
Theorem 2. The conditions of left and right affine coequivariance
(16), (17), in addition to the condition of existence of a classical limit
(19), determine the ideal I in (15) and the coefficients C(q,N)Γ1,Γ2,...,ΓN (σ)
for the quantization map (18),
C
(q,N)
Γ1,Γ2,...,Γn
(σ) =
q(Γ˜, σ)∑
κ∈Sn
(q(Γ˜,κ))2
,
where Γ˜ = (Γ1,Γ2, . . . ,Γn) ∈ (Y+6N([2d]))n, σ ∈ Sn, N ∈ Z>0. The
ideal I is generated by the quantum matrices type relations:
ΛΓ2,Γ′1ΛΓ1,Γ′2 + qΓ′1,Γ′2ΛΓ2,Γ′2ΛΓ1,Γ′1 =
= qΓ1,Γ2
{
ΛΓ1,Γ′1ΛΓ2,Γ′2 + qΓ′1,Γ′2ΛΓ1,Γ′2ΛΓ2,Γ′1
}
,
and
ΛΓ1,Γ′2ΛΓ2,Γ′1 + qΓ1,Γ2ΛΓ2,Γ′2ΛΓ1,Γ′1 =
= qΓ′1,Γ′2{ΛΓ1,Γ′1ΛΓ2,Γ′2 + qΓ1,Γ2ΛΓ2,Γ′1ΛΓ1,Γ′2},
where Γ1, Γ2, Γ
′
1, and Γ
′
2 vary over Y+([2d]).
Proof. Let us first derive another generic fact about the coefficients
C
(q,N)
Γ1,Γ2,...,Γn
(σ). Fix a positive integer N . Take a pair of permutations
σ, τ ∈ Sn and look at the coefficient corresponding to σ ◦ τ ∈ Sn.
On one hand, since ~
(N)
Γτ(1)
. . .~
(N)
Γτ(n)
= q(Γ˜, τ)~
(N)
Γ1
. . .~
(N)
Γn
, where Γ˜ =
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(Γ1, . . . ,Γn), we must have
W
(q)
N (~
(N)
Γτ(1)
. . .~
(N)
Γτ(n)
) = q(Γ˜, τ)
∑
σ∈Sn
C
(q,N)
Γ1,...,Γn
(σ)~̂
(N)
Γσ(1)
. . . ~̂
(N)
Γσ(n)
+ Ẑ,
where Ẑ ∈ Fm+1(E q2d(~))6N , m = |Γ1| + · · · + |Γn| − n. On the other
hand, a straightforward application of the formula for W
(q)
N yields
W
(q)
N (~
(N)
Γτ(1)
. . .~
(N)
Γτ(n)
) =
∑
σ∈Sn
C
(q,N)
Γτ(1),...,Γτ(n)
(σ)~̂
(N)
Γ(τ◦σ)(1)
. . . ~̂
(N)
Γ(τ◦σ)(n)
.
Changing the summation index to σ′ = τ ◦ σ and comparing the two
expressions, one obtains
C
(q,N)
Γτ(1),...,Γτ(n)
(τ−1 ◦ σ) = q(Γ˜, τ)C(q,N)Γ1,...,Γn(σ). (20)
Fix now Γ˜ = (Γ1,Γ2, . . . ,Γn) ∈ (Y+6N([2d]))n, and look at the left affine
coequivariance condition (16). Denote the left hand side LN (Γ˜) and
the right hand side RN(Γ˜). Changing the summation indices in the
expression for LN(Γ˜) to Γ
′′
i = Γ
′
σ(i), i ∈ [n], one obtains
LN(Γ˜) =
∑
Γ′′1 ,...,Γ
′′
n∈Y
+
6N
([2d])
∑
σ∈Sn
AΓ1,Γ′′
σ−1(1)
. . . AΓn,Γ′′
σ−1(n)
⊗
⊗ C(q,N)Γ′′
σ−1(1)
,...,Γ′′
σ−1(n)
(σ)~̂
(N)
Γ′′1
. . . ~̂
(N)
Γ′′n
.
Observe now, that if one has an abstract expression f(Γ˜) depending
on Γ˜ = (Γ1, . . . ,Γn) ∈ (Y+6N([2d]))n and wishes to take a sum over all
tuples Γ˜, then one can do it as follows:∑
Γ˜∈(Y+
6N
([2d]))n
f(Γ˜) =
∑
Γ1,Γ2,...,Γn∈Y
+
6N
([2d]),
Γ1<Γ2<···<Γn
1
wΓ1,Γ2,...,Γn
∑
ρ∈Sn
f(Γ˜ρ),
where wΓ1,Γ2,...,Γn := #{σ ∈ Sn | Γ˜σ = Γ˜}. Hence,
LN(Γ˜) =
∑
Γ′′1 ,...,Γ
′′
n∈Y
+
6N
([2d]),
Γ′′1<···<Γ
′′
n,
σ,ρ∈Sn
1
wΓ′′1 ,...,Γ′′n
AΓ1,Γ′′
(ρ◦σ−1)(1)
. . . AΓn,Γ′′
(ρ◦σ−1)(n)
⊗
⊗ C(q,N)Γ′′
(ρ◦σ−1)(1)
,...,Γ′′
(ρ◦σ−1)(n)
(σ)~̂
(N)
Γ′′
ρ(1)
. . . ~̂
(N)
Γ′′
ρ(n)
.
20 A. E. RUUGE, F. VAN OYSTAEYEN
The same trick applied to RN(Γ˜) yields:
RN(Γ˜) =
∑
σ,ρ∈Sn,
Γ′1,...,Γ
′
n∈Y
+
6N
([2d]),
Γ′1<···<Γ
′
n
1
wΓ′1,...,Γ′n
AΓσ(1),Γ′ρ(1) . . . AΓσ(n),Γ′ρ(n)⊗
⊗ C(q,N)Γ1,...,Γn(σ)~̂
(N)
Γ′
ρ(1)
. . . ~̂
(N)
Γ′
ρ(n)
. (21)
Now, if we look at the products of ~
(N)
Γ in the associated graded and
take the leading term, then the equality LN (Γ˜) = RN(Γ˜) leaves us with∑
σ,ρ∈Sn
AΓ1,Γ′
(ρ◦σ−1)(1)
. . . AΓn,Γ′
(ρ◦σ−1)(n)
C
(q,N)
Γ′
(ρ◦σ−1)(1)
,...,Γ′
(ρ◦σ−1)(n)
(σ)×
× q(Γ˜′, ρ) =
∑
σ,ρ∈Sn
AΓσ(1),Γ′ρ(1) . . . AΓσ(n),Γ
′
ρ(n)
C
(q,N)
Γ1,...,Γn
(σ)q(Γ˜′, ρ),
for every n ∈ Z>0, every Γ˜ = (Γ1,Γ2, . . . ,Γn) ∈ (Y+6N([2d]))n, and every
Γ˜′ = (Γ′1,Γ
′
2, . . . ,Γ
′
n) ∈ (Y+6N([2d]))n, such that Γ′1 < Γ′2 < · · · < Γ′n.
The left hand side of this equality can be simplified, if one takes into
account the property (10), which implies
q(Γ˜′, ρ) = q(Γ˜′, (ρ ◦ σ−1) ◦ σ) = q(Γ˜′, ρ ◦ σ−1)q(Γ′ρ◦σ−1 , σ).
Introducing an index of summation κ = ρ ◦ σ−1 in place of ρ, and
invoking the condition of existence of classical limit (19), one obtains:∑
κ∈Sn
AΓ1,Γ′
κ(1)
. . . AΓn,Γ′
κ(n)
q(Γ˜′,κ) =
=
∑
σ,ρ∈Sn
AΓσ(1),Γ′ρ(1) . . . AΓσ(n),Γ
′
ρ(n)
C
(q,N)
Γ1,...,Γn
(σ)q(Γ˜′, ρ), (22)
Consider now the case n = 2. For every Γ1,Γ2,Γ
′
1,Γ
′
2 ∈ Y+6N([2d]),
such that Γ′1 < Γ
′
2, since q(Γ˜
′, id) = 1, we have
AΓ1,Γ′1AΓ2,Γ′2 + AΓ1,Γ′2AΓ2,Γ′1q(Γ˜
′, (12)) =
= C
(q,N)
Γ1,Γ2
(id)
{
AΓ1,Γ′1AΓ2,Γ′2 + AΓ1,Γ′2AΓ2,Γ′1q(Γ˜
′, (12))
}
+
+ C
(q,N)
Γ1,Γ2
((12))
[
AΓ2,Γ′1AΓ1,Γ′2 + AΓ2,Γ′2AΓ1,Γ′1q(Γ˜
′, (12))
]
,
where id , (12) ∈ S2 are the two elements of the symmetric group S2.
From the classical limit condition (19), one obtains:
C
(q,N)
Γ1,Γ2
(id) + C
(q,N)
Γ1,Γ2
((12))q(Γ˜, (12)) = 1.
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Observe that q(Γ˜, (12)) = qΓ1,Γ2. Express now C
(q,N)
Γ1,Γ2
(id) via C
(q,N)
Γ1,Γ2
((12))
and substitute the result into the previous equality. Cancelling out
C
(q,N)
Γ1,Γ2
((12)), one arrives at[
AΓ2,Γ′1AΓ1,Γ′2 + AΓ2,Γ′2AΓ1,Γ′1qΓ′1,Γ′2
]−
− qΓ1,Γ2
{
AΓ1,Γ′1AΓ2,Γ′2 + AΓ1,Γ′2AΓ2,Γ′1qΓ′1,Γ′2
}
= 0. (23)
Since the level of truncationN is arbitrary, this corresponds precisely to
the first half of the defining relations ofM(q)2d . The second half stems in
a totally similar manner from the right coequivariance condition (17).
We still need to define the coefficients C
(q,N)
Γ1,...,Γn
(σ). Let n ∈ Z>0.
Denote
Ln(Γ˜, Γ˜
′) :=
∑
κ∈Sn
AΓ1,Γ′
κ(1)
. . . AΓn,Γ′
κ(n)
q(Γ˜′,κ),
where Γ˜ = (Γ1, . . . ,Γn) and Γ˜
′ = (Γ′1, . . . ,Γ
′
n) are in (Y+6N([2d]))n.
Note, that Ln(Γ˜, Γ˜
′) is precisely the left-hand side of (22) expressing
the left coequivariance condition (16), so there is also a right analogue
Rn(Γ˜, Γ˜
′) :=
∑
κ∈Sn
AΓ
κ(1) ,Γ
′
1
. . . AΓ
κ(n),Γ′nq(Γ˜,κ),
which corresponds to the right coequivariance condition (17). We claim
that the following properties hold:
Ln(Γ˜σ, Γ˜
′) = q(Γ˜, σ)Ln(Γ˜, Γ˜
′), Rn(Γ˜, Γ˜
′
σ) = q(Γ˜
′, σ)Rn(Γ˜, Γ˜
′), (24)
for any σ ∈ Sn. This can be done by induction in n. Consider Ln(Γ˜, Γ˜′),
for example. If n = 2, then one arrives at (23). If n > 2, then proceed
as follows. Observe, that if the property mentioned holds for some
given σ ∈ Sn and τ ∈ Sn, and for any Γ˜ and Γ˜′, then
Ln(Γ˜σ◦τ , Γ˜
′) = q(Γ˜σ, τ)Ln(Γ˜σ, Γ˜
′) = q(Γ˜σ, τ)q(Γ˜, σ)Ln(Γ˜, Γ˜
′),
and it holds for σ ◦ τ ∈ Sn as well due to (10), Therefore, it suffices to
check it only on the generators of Sn. Rewrite Ln(Γ˜, Γ˜
′) as follows:
Ln(Γ˜, Γ˜
′) =
n∑
m=1
∑
ρ∈Sn−1
AΓ1,Γ′
((mn)◦ρ+n )(1)
. . . AΓ1,Γ′((mn)◦ρ˜)(n−1)AΓn,Γ′m×
× q(Γ˜′, (mn))q(Γ˜′(mn)) =
n∑
m=1
Ln−1(Γ˜6n−1, (Γ˜
′
(mn))6n−1)q(Γ˜
′, (mn)),
where ρ+n denotes the canonical image of ρ ∈ Sn−1 in Sn, such that
ρ+n (n) = n and ρ
+
n (i) = ρ(i), i < n, and the symbol (mn) ∈ Sn denotes
the transposition of m and n, and (−)6n−1 corresponds to a truncation
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of a string of symbols, so that Γ˜6n−1 = (Γ1, . . . ,Γn−1), and, similarly,
for Γ˜′(mn). If one now makes an inductive assumption that (24) holds
for n− 1, then this implies Ln(Γ˜λ+n , Γ˜′) = q(Γ˜, λ+n )Ln(Γ˜, Γ˜′), for all λ ∈
Sn−1. In a totally similar way, isolating the first, but not the n-th factor
in the products, one can show, that Ln(Γ˜µ+1 , Γ˜
′) = q(Γ˜, λ+1 )Ln(Γ˜, Γ˜
′), for
any µ ∈ Sn−1, where µ+1 ∈ Sn is the permutation, such that µ+1 (1) = 1,
and µ+1 (i+ 1) = µ(i), i ∈ [n− 1]. Since the collection of permutations
of the shape λ+n and µ
+
1 , where λ, µ ∈ Sn−1, generate the whole Sn, the
property claimed follows. The second equality in (24) is established in
a similar way.
Return now to the left coequivariance condition LN (Γ˜) = RN(Γ˜),
where Γ˜ = (Γ1, . . . ,Γn) ∈ (Y+6N([2d]))n. Consider first the case where
all Γi = Γ0 ∈ Y+6N([2d]), i ∈ [n]. The commutation relations for the
ideal I (more precisely, those that stem from the right coequivariance
condition), imply an equality AΓ0,Γ′λ(1) . . . AΓ0,Γ′λ(n) = q(Γ˜
′, λ)AΓ0,Γ′1 . . . AΓ0,Γ′n,
for any λ ∈ Sn. Therefore, the requirement LN (Γ˜) = RN(Γ˜) acquires
in this case the shape:∑
Γ′1,...,Γ
′
n∈Y
+
6N
([2d]),
Γ′1<···<Γ
′
n
∑
σ,ρ∈Sn
AΓ0,Γ′1AΓ0,Γ′2 . . . AΓ0,Γ′n ⊗ ~̂Γ′ρ(1)~̂Γ′ρ(2) . . . ~̂Γ′ρ(n)×
×
[
q(Γ˜′, ρ ◦ σ−1)C(q,N)Γ′
(ρ◦σ−1)(1)
,...,Γ′
(ρ◦σ−1)(n)
(σ)− q(Γ˜′, ρ)C(q,N)Γ0,...,Γ0(σ)
]
= 0,
where Γ˜′ := (Γ′1,Γ
′
2, . . . ,Γ
′
n). The existence of the classical limit con-
dition and the fact q(Γ˜(0), σ) = 1 imply
∑
σ∈Sn
C
(q,N)
Γ0,...,Γ0
(σ) = 1. Invok-
ing the property (20), one obtains C
(q,N)
Γ′
(ρ◦σ−1)(1)
,...,Γ′
(ρ◦σ−1)(n)
(σ) = q(Γ˜′, ρ ◦
σ−1)C
(q,N)
Γ′(1),...,Γ′(n)(ρ). Performing the summation over κ = ρ ◦ σ−1 ∈ Sn
yields: ∑
Γ′1,...,Γ
′
n∈Y
+
6N
([2d]),
Γ′1<···<Γ
′
n
∑
σ,ρ∈Sn
AΓ0,Γ′1AΓ0,Γ′2 . . . AΓ0,Γ′n ⊗ ~̂Γ′ρ(1)~̂Γ′ρ(2) . . . ~̂Γ′ρ(n)×
×
[
Z(q)n (Γ˜
′)C
(q,N)
Γ′1,...,Γ
′
n
(σ)− q(Γ˜′, ρ)
]
= 0,
where
Z(q)n (Γ˜) :=
∑
σ∈Sn
(q(Γ˜, σ))2,
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for any Γ˜ = (Γ1, . . . ,Γn) ∈ (Y([2d]))n. If we look at this expres-
sion in the associated graded, i.e. the product ~̂Γ′
ρ(1)
. . . ~̂Γ′
ρ(n)
becomes
~Γ′
ρ(1)
. . .~Γ′
ρ(n)
= q(Γ˜′, ρ)~Γ′1 . . .~Γ′n, then it follows, that the only candi-
date for the coefficients in the case Γ′1 < · · · < Γ′n is just C(q,N)Γ′1,...,Γ′n(σ) =
q(Γ˜′, ρ)/Z
(q)
n (Γ˜′) =: C¯
(q)
Γ˜′
(σ). If we use this expression for all Γ˜′, not
just Γ′1 < · · · < Γ′n, then the property q(Γ˜′, ρ ◦ σ) = q(Γ˜′, ρ)q(Γ˜′ρ, (σ))
implies that C¯
(q)
Γ˜′ρ
(σ) = q(Γ˜′, ρ)C¯
(q)
Γ˜′
(ρ ◦ σ), just what is needed to sat-
isfy (20). It remains to check if the equation LN (Γ˜) = RN(Γ˜), where
Γ˜ = (Γ1, . . . ,Γn) ∈ (Y+6N([2d]))n, is indeed satisfied. Using the prop-
erty of the coefficients C¯
(q)
Γ˜′
(σ) mentioned, one obtains:
LN(Γ˜) =
∑
Γ′1<···<Γn,
ρ∈Sn
1
wΓ˜′
AΓ1,Γ′ρ(1) . . . AΓnΓ′ρ(n)C¯
(q)
Γ˜′
(ρ)⊗H(q)
Γ˜
,
where H
(q)
Γ˜′
:=
∑
κ∈Sn
q(Γ˜′,κ)~̂Γ′
κ(1)
. . . ~̂Γ′
κ(n)
. Now, using a trick of
“inserting a unit”
∑
σ∈Sn
C¯
(q)
Γ˜
(σ)q(Γ˜, σ) = 1, and then invoking the
property Ln(Γ˜σ, Γ˜
′) = q(Γ˜, σ)Ln(Γ˜, Γ˜
′), one arrives at
LN(Γ˜) =
∑
Γ˜′∈(Y+
6N
([2d]))n,
Γ′1<···<Γ
′
n
1
wΓ˜′
A
(q)
Γ˜,Γ˜′
⊗H(q)
Γ˜′
, (25)
where A
(q)
Γ˜,Γ˜′
:=
∑
σ,ρ∈Sn
C¯
(q)
Γ˜
(σ)AΓ1,Γ′ρ(1) . . . AΓnΓ′ρ(n)C¯
(q)
Γ˜′
(ρ). For the right-
hand side RN(Γ˜) in the shape (21), one can first invoke the property
Rn(Γ˜, Γ˜
′
ρ) = q(Γ˜
′, ρ)Rn(Γ˜, Γ˜
′) to obtain
RN(Γ˜) =
∑
Γ′1<···<Γ
′
n,
σ∈Sn
1
wΓ˜′
C¯
(q)
Γ˜
(σ)AΓσ(1),Γ′1 . . . AΓσ(n),Γ′n ⊗H
(q)
Γ˜′
.
Now, inserting the unit
∑
κ∈Sn
C¯
(q)
Γ˜′
(κ)q(Γ˜′,κ) = 1, and using again the
property Rn(Γ˜, Γ˜
′
κ
) = q(Γ˜′,κ)Rn(Γ˜, Γ˜
′), one obtains the same expres-
sion (25) as for LN(Γ˜). Therefore, the left coequivariance requirement
(16) is satisfied, LN(Γ˜) = RN(Γ˜). The right coequivariance is estab-
lished in a totally similar way. 
It is quite remarkable, that the coefficients C
(q,N)
Γ1,...,ΓN
(σ) for the q-Weyl
quantization W
(q)
N : (Aq2d(~))6N → (E q2d(~))6N that emerge in the proof
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do not depend on the level of truncation N . Therefore, we immediately
obtain the projective limit W (q) : Aq2d(~)→ E q2d(~) of W (q)N as N →∞,
W (q) : ~Γ1~Γ2 . . .~Γn 7→
1
Z
(q)
n (Γ˜)
∑
σ∈Sn
q(Γ˜, σ)~̂Γσ(1)~̂Γσ(2) . . . ~̂Γσ(n), (26)
for Γ˜ = (Γ1,Γ2, . . . ,Γn) ∈ Y+([2d]), where the coefficient q(Γ˜, σ) is de-
termined by ~Γ(σ(1))~Γ(σ(2)) . . .~Γ(σ(n)) = q(Γ˜, σ)~Γ1~Γ2 . . .~Γn, and the
“partition function” Z
(q)
n (Γ˜) is just Z
(q)
n (Γ˜) =
∑
σ∈Sn
(q(Γ˜, σ))2.
Definition 4. The map W (q) : Aq2d(~) → E q2d(~) defined by (26) is
termed the q-Weyl quantization map, q = ‖qi,j‖, i, j ∈ [2d].
The map W (q) allows to induce another star product ⊛ on the clas-
sical shadow Aq2d(~),
W (q)(f)W (q)(g) =W (q)(f ⊛ g),
for f, g ∈ Aq2d(~). Recall, that we already have a product ⋆ on Aq2d(~),
stemming from the normal quantization, and an algebra isomorphism
ϕ : (Aq2d(~), ⋆) ∼→ E q2d(~). Denote πm : Aq2d(~)→ FmE q2d(~)/Fm+1E q2d(~)
the canonical projection in them-th component of the associated graded,
m ∈ Z>0, and perceive ϕ as a vector space map. Since for any homo-
geneous element f ∈ Aq2d(~) of degree |f | we have W (f) − ϕ(f) ∈
F |f |+1E q2d(~), it follows that
(πm ◦ ϕ−1)
[
W (q)(f)W (q)(g)−W (q)
(m−1∑
l=0
πl(f ⊛ g)
)]
= πm(f ⊛ g),
where m ∈ Z>0. Applying this formula recursively, one obtains an
explicit expression for every component of f ⊛ g.
Proposition 4. For every f, g ∈ Aq2d(~) and every m ∈ Z>0, the
following holds:
πm(f ⊛ g) = (πm ◦ϕ−1)
m∑
r=0
(−1)r
∑
06l1<l2<···<lr<m
(W (q) ◦πlr ◦ϕ−1) ◦ . . .
· · · ◦ (W (q) ◦ πl2 ◦ ϕ−1) ◦ (W (q) ◦ πl1 ◦ ϕ−1)
[
W (q)(f)W (q)(g)
]
.
Proof. Induction by m = 0, 1, 2, . . . .  
Let us extract the “first semiclassical correction” from the product
⊛ corresponding to the q-Weyl quantization W (q),
〈f, g〉(q) := π|f |+|g|+1(f ⊛ g),
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where f, g ∈ Aq2d(~) are homogeneous elements of degrees |f | and |g|,
respectively.
Definition 5. The linear graded map 〈−,−〉(q) : Aq2d(~) ⊗ Aq2d(~) →
Aq2d(~) of degree +1 is termed the canonical distortion of the q-Poisson
bracket on the classical shadow Aq2d(~).
Look at the q-antisymmetrization 〈f, g〉(q)− := 〈f, g〉(q)−q(g, f)〈g, f〉(q),
where q(g, f) is determined by fg = q(g, f)gf , f and g are homo-
geneous. Extending this bilinearly, one obtains another bracket on
Aq2d(~). In quantum mechanics of a d-dimensional system with coor-
dinates x = (x1, x2, . . . , xd) and the canonically conjugate momenta
p = (p1, p2, . . . , pd), the first semiclassical correction to the Weyl prod-
uct of a pair of classical observables F (x, p) and G(x, p) is of the shape
(−i~/2){F,G}, where {−,−} is the canonical Poisson bracket, while
the antisymmetrization corresponds to −i~{F,G}. Up to a factor
λ = 1/2 independent on F and G, these two results coincide. In the
q-deformed case the two brackets are different, i.e. such λ (possibly,
depending on q) does not exist.
Proposition 5. The canonical distortion 〈−,−〉(q) of the q-Poisson
bracket satisfies the 2-cocycle condition
u〈v, w〉(q) − 〈uv, w〉(q) + 〈u, vw〉(q) − 〈u, v〉(q)w = 0,
for any u, v, w ∈ Aq2d(~). The q-antisymmetrized bracket 〈−,−〉(q)−
yields a q-Poisson structure on Aq2d(~).
Proof. These facts are a straightforward consequence of the associativ-
ity of the q-Weyl product ⊛ on the q-affine space Aq2d(~).  
It is important to point out that the bracket 〈−,−〉(q) stemming from
the the q-Weyl quantization is not bilinear with respect to the gener-
ators ~Γ of degree |Γ| > 2. In this sense, these generators “distort”
already the classical picture (i.e. the Poisson bracket) and should be
perceived as dynamical variables just as ~Γ with |Γ| = 1, which cor-
respond to the classical coordinates x = (x1, x2, . . . , xd) and momenta
p = (p1, p2, . . . , pd).
6. Noncanonical distortions
In this section we would like to discuss briefly some other possibil-
ities to distort the classical Poisson bracket {−,−}. Informally, the
basic idea of “distortion” is to add new variables into the picture and
to extend the bracket in a nontrivial way. We have introduced the
epoche´ algebra E q2d(~) as a kind of noncommutative neighbourhood of
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the semiclassical parameter ~ of a mechanical system with d degrees
of freedom, but, of course, for the mathematical construction the na-
ture of this parameter is not important. One encounters the canonical
commutation and anticommutation relations, for example, in statisti-
cal physics considering the creation and annihilation operators of the
particles constituting a system (different types of bosons and fermions).
Extending these relations with a central parameter g (the interaction
parameter), the generic shape of these relations is as follows:
ψ−i ψ
+
j − εj,iψ+j ψ−i = gδi,j,
ψ−i ψ
−
j − εj,iψ−j ψ−i = 0, ψ+i ψ+j − εj,iψ+j ψ+i = 0
where i, j ∈ Z>0, ψ+i are the creation operators, and ψ−i are the anni-
hilation operators, and εi,j ∈ {−1,+1} depending on the statistics of
a pair of particles associated with the indices i and j. The difference
is that the number of degrees of freedom d is now infinite, but one
can still introduce the analogues of coordinates xi and momenta pi as
ψ±i = (x̂i ∓ ip̂i)/
√
2. In the condensed matter physics, it is a com-
mon practice to consider an asymptotics with respect to g → 0 (the
quasiparticle approximation), and one may consider a noncommutative
neighbourhood around g (this parameter is sometimes termed the ex-
ternal Planck constant). Look at a second quantized observable B̂ of
polynomial type:
B̂ =
∞∑
m=1
∑
i1,i2,...,im∈Z>0,
α1,α2,...,αm∈Z2
B
(α1,α2,...,αm)
i1,i2,...,im
ẑ
(α1)
i1
ẑ
(α2)
i2
. . . ẑ
(αm)
im
,
where only finite number of coefficients B
(α1,α2,...,αm)
i1,i2,...,im
is not zero, and
ẑ
(α)
i = x̂i, if α = 0¯, and ẑ
(α)
i = p̂i, if α = 1¯, i ∈ Z>0, Z2 = {0¯, 1¯}. The
commutation relations between x̂i and p̂j , i, j ∈ Z>0, imply that one can
assume without loss of generality a certain symmetry or antisymmetry
of the coefficients B
(α1,α2,...,αm)
i1,i2,...,im
with respect to the permutations of
indices. This leads to the following construction.
In the definitions of the q-analogues of the Weyl quantization, of the
star product, and of the Poisson bracket, one can restrict oneself to
some subspaces of Aq2d(~) and E q2d(~) described, for example, in terms
of q-symmetrizators and antisymmetrizators. In other words, fix a
projector P : Aq2d(~)→ Aq2d(~), P2 = P, and consider a product f ⊛P
g = P(f⊛g), for f, g ∈ PAq2d(~). This modified product does not need
to be associative, and therefore the corresponding first “semiclassical”
correction 〈f, g〉(q)P = P(〈f, g〉(q)) does not need to be a 2-cocycle. Let us
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write T 〈f1, f2, . . . , fn〉(q)P for a bracketing of (f1, f2, . . . , fn) ∈ (Aq2d(~))n
described by a planar binary tree T ∈ Y with n leaves, |T | = n.
Basically, one obtains a collection of brackets {T 〈−,−, . . . ,−〉(q)P }T∈Y ,
related to each other in a more general way than the q-Jacobi and the
q-Leibniz identities. It might be of interest to describe this collection
in terms of the homotopy theory.
One can consider the construction mentioned not on the whole clas-
sical shadow Aq2d(~), but taking a truncation (Aq2d(~))6N at some level
N ∈ Z>0. As an example to have in mind, take N = 2 (we denote the
generators as ~i and ~i,j in this case, i, j ∈ [2d], i < j), and consider a
linear map P : (Aq2d(~))62 → (Aq2d(~))62,
P : ~i1,j1 . . . ~im,jm~k1 . . .~kn 7→
∑
σ∈Sm
ci1,...,imj1,...,jm(σ)×
× ~i1,jσ(1) . . .~im,jσ(m)~k1 . . .~kn,
where iµ, jµ, kν ∈ [2d], µ ∈ [m], ν ∈ [n], m,n ∈ Z>0, and the coefficients
ci1,...,imj1,...,jm(σ) = b
i1,...,im
j1,...,jm
(σ)/
∑
ρ∈Sm
(bi1,...,imj1,...,jm(σ))
2, where bi1,...,imj1,...,jm(σ) is the
“braiding” factor determined by
ξi1ξjσ(1) . . . ξimξjσ(m) = b
i1,...,im
j1,...,jm
(σ)ξi1ξj1 . . . ξi1ξjm,
for a collection symbols satisfying ξiξj = −qj,iξjξi, like ~i,j = −qj,i~j,i.
Another way to distort the classical Poisson bracket {−,−} would
be to consider more complicated quadratic commutation relations for
the noncommutative Planck constants ~̂Γ, Γ ∈ Y([2d]), such as the
reflection equation algebra relations [14, 15]. One can also think of more
general star products in analogy with the twisted products induced by
a coquasitriangular structure on a Hopf algebra [17, 24, 30]. For a
collection of leaf-labelled trees Γ˜ = (Γ1, . . .Γn) ∈ (Y+([2d]))n, and
I ⊂ [n], I = {i1 < i2 < · · · < ir}, write ~Γ˜I := ~Γi1 . . .~Γir , and set
I¯ := [n]\I. Consider a bilinear product ⊛R on Aq2d(~),
~Γ˜[n]
⊛R ~Γ˜′
[m]
:=
∑
I⊂[n]
∑
J⊂[m]
R(~Γ˜I , ~Γ˜′J
)~Γ˜I¯
~Γ˜′
J¯
,
where Γ˜ ∈ (Y+([2d]))n, Γ˜′ ∈ (Y+([2d]))m, and R is a bilinear map R :
Aq2d(~)⊗Aq2d(~)→ Aq2d(~). If ⊛R is associative, then R is determined
by its restriction R¯ : (~Γ, ~Γ′) 7→ R(~Γ, ~Γ′) to V × V , where V is
the vector space spanned over the generators ~Γ, Γ ∈ Y+([2d]). For
the product ⋆ corresponding to the normal q-quantization, this is a
map which factors through V , R¯ : V × V → V ⊂ Aq2d(~), and it is
a graded map of degree +1 (the grading on V is given by deg(~Γ) =
|Γ|−1). Extending the analogy with the q-Poisson bracket, one may say
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that this R¯ corresponds to a “coquasitriangular structure multiplied by
~”. Denote LΓ(R) the operators of left multiplication on the classical
shadow by ~Γ, LΓ(R) = ~Γ ⊛R −, Γ ∈ Y([2d]). The commutation
relations ~̂Γ~̂Γ′ − qΓ′,Γ~̂Γ′~̂Γ = ~̂Γ∨Γ′ in E q2d(~), where Γ,Γ′ ∈ Y+([2d]),
are translated into a system
LΓ(R)LΓ′(R)− qΓ′,ΓLΓ′(R)LΓ(R) = LΓ∨Γ′(R),
where Γ and Γ′ vary over Y+([2d]), which can be perceived as a gener-
alized quantum Yang-Baxter equation for E q2d(~).
7. Discussion
As has already been pointed out in the introduction, the problem
of quantization on a noncommutative space, as well as the concept of
the/a noncommutative geometry [8, 10, 20, 21, 23, 29] itself, admits
various approaches. In the most simple case, the philosophy described
in the present paper can be expressed as follows. If one starts with
a Poisson bracket {−,−}, say, on an algebra C[x1, . . . , xd, p1, . . . , pd]
of polynomial observables of a classical mechanical system, then what
one should do first of all is to span a vector space V¯ over a collection
of symbols x¯1, x¯2, . . . , x¯d and p¯1, p¯2, . . . , p¯d, and to embed it into a Z-
graded vector space V as a component of degree zero, V¯ ⊂ V . It
is suggested to construct the ambient vector space V as a span over
the symbols ~Γ indexed by the planar binary leaf-labelled trees Γ ∈
Y+([2d]) (the notation is described in the main text), deg(~Γ) = |Γ|−1.
In particular, x¯i and p¯j, i, j ∈ [d], correspond to ~Γ with |Γ| = 1.
Next, one defines a filtered algebra E2d(~) generated by the symbols
~̂Γ, Γ ∈ Y+([2d]) (the noncommutative Planck constants) satisfying the
relations [~̂Γ, ~̂Γ′] = ~̂Γ∨Γ′ , for Γ,Γ
′ ∈ Y+([2d]), where the filtration is
the decreasing filtration induced by the length of polynomials filtration
on the tensor algebra T (V ). A quantization is a linear map
W : A2d(~)→ E2d(~),
where A2d(~) is the associated graded of E2d(~) (the classical shadow),
satisfying the left and right affine coequivariance and the existence of
the classical limit conditions. Conceptually, an analogue of a Poisson
bracket is the first semiclassical correction to the star product ⊛ on
the classical shadow, W (f ⊛ g) = W (f)W (g), described by
〈−,−〉 : A2d(~)⊗A2d(~)→ A2d(~),
which is a graded linear map of degree +1 with respect to the grading
induced by the Z-grading on V .
NONCOMMUTATIVE PLANCK CONSTANTS 29
Intuitively, the algebra E2d(~) is a kind of noncommutative neigh-
bourhood of the semiclassical parameter ~,
~ −→ ~̂i, ~̂[i,j], ~̂[[i,j],k], ~̂[[i,j],[k,l]], . . . ,
where i, j, k, l, · · · ∈ [2d], corresponding to an idea to replace every next
commutator with a new variable. In fact, the nature of the parameter
~ is not important, and one can consider the same construction around
λ−1, where λ→∞ is the rescaling parameter for renormalization. The
advantage of our approach is that it admits a natural Hopf algebraic
deformation (in this paper we describe the q-deformation E q2d(~), where
q is a 2d × 2d matrix of formal variables). It would be of interest to
study this in more detail, but we leave it for another paper.
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