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Abstract. We describe a notebook in Mathematica which, taking as in-
put data a homological model for a ﬁnite group G of order |G| = 4t,
performs an exhaustive search for constructing the whole set of cocyclic
Hadamard matrices over G. Since such an exhaustive search is not practi-
cal for orders 4t ≥ 28, the program also provides an alternate method, in
which an heuristic search (in terms of a genetic algorithm) is performed.
We include some executions and examples.
Nowadays, most of Computer Algebra Systems (CAS) begin to be concerned
with the computation of homological information. This is the case of Gap [13],
MAGMA [17]. In a parallel way, some speciﬁc softwares for achieving calcula-
tions in homological algebra are being developed, as it is the case of Kenzo [7]
and Hap [15]. However none of them are concerned with the explicit calculation
of Hadamard cocyclic matrices. In spite of that, some researchers have developed
their own computations, working on diﬀerent systems [6,11,12,14,2].
In this paper we present a notebook [1] in Mathematica 4.0, which implements
the homological reduction method described in [4]. When exhaustive search is
not feasible, the notebook provides a second routine for performing an heuristic
search, which corresponds to the implementation of the genetic algorithm in [3].
The interested reader is referred to these papers for the theoretical background.
Another non exhaustive method for ﬁnding out Hadamard cocyclic matrices is
described in [5], in terms of image restorations.
The notebook takes as input data a homological model φ:B¯(ZZ[G])
f
⇀↽
g
(hG, d)
for a ﬁnite group G of order |G| = 4t. The term homological model refers to a
contraction φ:B¯(ZZ[G])
f
⇀↽
g
hG from the reduced bar construction of the group G
(i.e. the reduced complex associated to the standard bar resolution [18]) to a
diﬀerential graded module of ﬁnite type hG, so that H∗(G) = H∗(hG) and the
homology of hG may be eﬀectively computed by means of Veblen’s algorithm [19]
(involving the Smith’s normal forms of the matrices representing the diﬀerential
operator).
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In order to construct a basis for 2-coboundaries, the program needs to know
the group law on G. To this end, the user must ﬁx an ordering on the elements
of G, say G = {g1 = 1, . . . , g4t}. Now, a matrix P representing the group law in
G may be constructed at once, so that P (i, j) = k if and only if gigj = gk.
The only additional information which is needed is that of the diagrams
B¯1(ZZ[G])
f−→ B1
↓ Q
B¯1
B¯2(ZZ[G])
f−→ B2
↓ Q
B¯2
That is, the matrices M2 and M3 representing the diﬀerentials operators d2
and d3 of hG, as well as the matrices F1 and F2 representing the maps f1 :
B¯1(ZZ[G]) → B1 and f2 : B¯2(ZZ[G]) → B2.
In these circumstances, we may now determine exactly what the input and
output data are.
Input data
– The matrices P , Mi+1, Fi representing the group law, di+1 and fi, 1 ≤ i ≤ 2.
– The searching method to use: introduce 1 for an exhaustive search, anything
else for a heuristic search.
Output data
– A full basis for normalized 2-cocycles over G.
– In case that an exhaustive search was chosen, the whole set of Hadamard
cocyclic matrices over G. Otherwise, a few Hadamard cocyclic matrices,
obtained from the heuristic search.
All the executions and examples included below have been worked out with
aid of the Mathematica 4.0 notebook which we have described here, running
on a Pentium IV 2.400 Mhz DIMM DDR266 512 MB. Since some calculations
obtained from the heuristic search are provided in [3], we focus on calculations
obtained from an exhaustive search.
In the sequel, the elements of a product A × B are ordered as the rows of a
matrix indexed in |A| × |B|. For instance, if |A| = r and |B| = c, the ordering is
< a1b1, a1b2, . . . , a1, bc, a2b1, a2b2, . . . , a2bc, . . . , arb1, . . . , arbc >
We assume ZZk = {0, 1, . . . , k − 1} with additive law. Next we include a table
with the number of cocyclic Hadamard matrices that we have found in each case.
t ZZ4t ZZ2 × ZZ2t ZZ4 × ZZt ZZ22 × ZZt D4t ZZ2t×fZZ2 (ZZt×fZZ2)× χZZ2
1 2 6 2 6 6 6 6
2 0 16 16 168 32 16 168
3 0 24 0 24 72 0 72
4 0 96 192 1984 768 0 272
5 0 120 0 120 2200 120 2200
Calculating Cocyclic Hadamard Matrices in Mathematica 421
Here f denotes the 2-cocycle f(gi, gj) =
{  t2 + 1 if gi = gj = 1
0 otherwise and χ denotes
the dihedral action χ(a, b) =
{−b if a = 1
b if a = 0
The computing time required in all cases was practically of the same order:
less than 3 seconds for 1 ≤ t ≤ 3, a couple of minutes for t = 4 and about 30
minutes for t = 5. The black entries correspond to new results, as far as we know
(the case of G55 = D4·5 is included, since the computation of Flannery in [16],
2380, diﬀers from ours, 2200).
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