In previous work, we have proposed a constructive methodology for temporal data learning supported by results and prescriptions related t o the Takens-Ma% theorem and using the Singular Spectrum Analysis in order to reduce the effects of the possible discontinuity of the signal. In this paper we present some new results concerning the application of this approach to the forecasting of the individual rainfall intensities series collected by 135 stations distributed in the Tiber basin.
Introduction
Learning a mapping on the basis of a (possibly small) data set of examples is an ill-posed inverse problem [4] . Concerning temporal time series learning, noise, ambiguity of the mapping, and discontinuity of the signal affect the generalization performance of the learning machines. A popular way t o reduce ill-posedness in temporal data learning consists in assuming an input scale [3] suitable to alleviate the mapping ambiguity problem. To this aim we should find the optimal dimension of the input vector and the time lag between its elements.
After the setting of the mapping input vector and of other design issues, the temporal data can be learned by a machine. In particular, accurate learning of a continuous mapping is supported by the Universal Function Approximation property holding for some classes of learning machines including, e.g., Multi Layer Perceptrons, Radial Basis Functions Nets, and Fuzzy Basis Functions Nets [2, 9, 141. However, for small data set, simple learning machines exhibit better generalization capabilities [12] .
In [lo, 81, a constructive framework for the design of time series learning machines has been proposed. In particular, it has been suggested to apply results and prescriptions related to the delay-embedding theorem [ll, 61 to the design of learning machines of continuous mappings of temporal data. In [8, 71 a decompositive ensemble method based on the Singular-Spectrum Analysis (SSA) [13] has been applied in order to extend the constructive approach to the learning of discontinuous and/or intermittent signals.
The proposed toolbox has been successfully applied to the design of Multi Layer Perceptrons and Neuro-Fuzzy systems for simulated non-linear and chaotic signal prediction [lo] , system identification [8] , and daily rainfall forecasting [7] .
The latter application concerns the learning of the data set of the daily rainfall intensities series collected by 135 stations located in the Tiber river basin (see Fig. 1 In [7] , we obtained a Mean Square Error (MSE) of .95 mm of rain on the daily prediction of the series of the Mean Station (MS), defined as the average of all 135 rainfall intensity series.
In this paper we extend this work t o the daily rainfall prediction of the individual stations. The preliminary results give MSE of about 2 mm of rain for the daily prediction of the individual stations.
The paper is structured as follows. In the next section we summarize the main aspects of the constructive approach to temporal data learning. Sect. 3 presents the experimental results obtained for the MS and for the series of individual stations, while the section of conclusions summarizes the main results of this work.
Constructive Approach to Time Series Learning
The input layer of the Multi Layer Perceptron (MLP) predictor can be sized as the embedding dimension of the dynamical system computed, e.g., using the Global False Nearest Neighbors (FNN) method [l] , while the time lag of input can be selected as the first minimum of the average mutual information of the signal [l] .
As shown by Studer and Masulli [lo] , the estimation for the time lag based on mutual information is not supported from theory, and must be validated experimentally. On the other hand, for limited data sets, the best generalization can be obtained with learning machines of limited complexity [12] , leading, sometime, to select MLP with input layers smaller that the embedding dimension of the dynamical system. Anyway, the FNN technique gives a reasonable starting point for the search of the optimal structure of the predictor.
Even if this constructive approach has been successfully applied to many cases [lo, 81, it can not be directly applied to forecasting discontinuous or intermittent signals, such as the rainfall signal that is the target of this study, as the universal function approximation theorems for neural networks 221 and fuzzy systems [14] require the continuity of the function to be approximate.
In [7] , we extended to the case of discontinuous or intermittent signals, by implementing an ensemble method based on the Singular-Spectrum Analysis (SSA) [l3].
The cornerstone of SSA is the Karhunen-Loke expansion or Principal Component Analysis (PCA) that is based on the eigenvalues problem of the lagged covariance matrix. Concerning the application of SSA to prediction, it is supported by the following argument:
Since the principal component (PC) are filtered version of the signal and typically band-limited, their behavior is more regular than that of the raw series, and hence more predictable.
In our approach [7] , in order to reduce the computational costs, the raw series is decomposed in reconstructed waves (RWs) corresponding to SSA subspaces equivalent to similar explained variance and we predict them using Multi-Layer Perceptrons combined with independent evaluation of time lag using the first minimum of mutual information and embedding dimension using False Nearest Neighbors method [l] . The prediction of the original series can be recovered as the sum of those of all the individual series components.
In [lo, 8, 8 Then, in order to reduce the effects of the discontinuities, we applied the SSA to the first 3000 samples of the MS series. We shall consider in the following the results obtained with an SSA using a window length M = 182 days.
Using the method illustrated in Sect. 2, from the original MS series we obtain 10 waves (RW1, ..., RW10)
reconstructed from 10 disjoint sub-spaces, each of them representing a 10% of the explained variance (see Tab. 1). 
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The best results for each RW have been obtained using as inputs windows of 5 consecutive elements and two hidden layers with dimensions shown in Tab. 2.
As each wave contains 3652 daily samples, in our case for each wave we obtained a data set of 3646 associative couples, each of them consisting of a window of 5 consecutive elements, as input, and the next day rainfall intensity, as output.
Each MLP was trained using the first 2000 associative couples (training sets} and error back-propagation algorithm with momentum and batch presentation of samples. The following 1000 associative couples (validation sets) were used in order to implement an early stopping of the training procedures. The remaining 646
were used for measuring the quality of the forecasting of the reconstructed waves (test sets).
Results and Discussion. Using a window of
182 days for the SSA, the best prediction results were obtained using MLPs with five inputs and two hidden layers. Details on the size of hidden layers and on the prediction results are given in Tab. 2. The sum of the predictions of the 10 waves at 1 day ahead is very satisfactory, as the resulting MS prediction on the test set has a Mean Square Error (MSE) of only .95 mm of rain. We report also that the Maximum Absolute Error is 6.47 mm (see Fig. 3 ). Note that the predicted signal is clamped t o zero. Approach A : Design of a single neural predictor for each station, sizing of its input layer using the measurement of the average mutual information and the method of Global False Nearest Neighbors.
Approach B:
Implementing the unsupervised decompositive ensemble method based on SSA for each station, following the same approach previously presented for the MS.
Approach C Decomposing the series of a station using the SSA already performed on the MS, calculating the RCs, aggregating the RCs in 10 RWs following Tab. 1, and then training one MLP for each RW. The prediction of the station's series will be the sum of the predictions of the 10 RWs.
Approach D Decomposing the series of a station using the SSA already performed on the MS, calculating the RCs, aggregating the RCs in 10 RW following Tab. 1. The prediction of the station's series will be the sum of the predictions of the 10 RWs obtained using the MLPs trained for the MS. Like for the MS station, the Approach A is unable to give useful results for any individual station.
The Approach B, while is the most computationally expensive, at the same time leads to poor results, that we could ascribe to ill-conditioning in the SSA due to the significant presence of noise in the series of an individual station.
The Approaches C and D give similar good results.
The obtained MSEs were about 2 mm of rain for all the stations we have considered, as shown in Tab. 3.
In Fig. 4 we present the absolute errors and the scatter that is the less correlated with MS.
Conclusions
In order to design a predictor for rainfall forecasting in the Tiber basin we applied a constructive methodology proposed in [7, 8, 101 that leads to the design of efficient predictors even for complex signals, such as discontinuous or intermit tent signals.
The approach followed by us t o design the rainfall forecaster is an ensemble method that combines an unsupervised and a supervised step:
Unsupervised decomposition: The original signal is decomposed in reconstructed waves (RWs), using the Singular Spectrum Analysis.
Supervised learning: For each RW we design and train a MLP predictor using suggestions from dynamical systems theory.
In the operational phase the prediction of the original signal is obtained as the sum of the predictions of individual RWs.
The daily rainfall predictions of MS are very satisfactory, with a Mean Square Error equal to .95 mm of rain. Good results have been also obtained for the individual stations, where the Mean Square Errors are about 2 mm of rain.
