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Abstract
Human-computer and multimodal interaction are increasingly used in everyday life.
Machines are able to get more from the surrounding world, assisting humans in
different application areas. In this context, the correct processing and management
of signals provided by the environments is determinant for structuring the data.
Different sources and acquisition times can be exploited for improving recognition
results. On the basis of these assumptions, we are proposing a multimodal system that
exploits Allen’s temporal logic combined with a prevision method. The main object
is to correlate user’s events with system’s reactions. After post-elaborating coming
data from different signal sources (RGB images, depth maps, sounds, proximity
sensors, etc.), the system is managing the correlations between recognition/detection
results and events in real-time to create an interactive environment for the user. For
increasing the recognition reliability, a predictive model is also associated with the
proposed method. The modularity of the system grants a full dynamic development
and upgrade with custom modules. Finally, a comparison with other similar systems
is shown, underlining the high flexibility and robustness of the proposed event
management method.
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1Chapter 1
Introduction
Actions recognition is a complex field in computer science and still presents numerous
open problems. It usually exploits specific devices designed for avoiding unnatural
movements. These devices can be cameras, wearable sensors, microphones and each
non-constrictive capture method. In fact, the main focus of this human-computer
interaction (HCI) topic is to provide a high degree of freedom to the user. However,
there are some limits that should be considered. First, this kind of interaction is
harder to manage than a standardized one: a gesture performed with an arm is
more difficult to identify than a tap on a touch-screen. It means that a proper
classification of events requires both a higher computational power and more refined
techniques. Ambiguity is an often underestimated obstacle that needs to be properly
managed. During the years, new systems are developed for facilitating the natural
interaction. For example, according to [119], in virtual and augmented reality the
natural user interfaces (NUI) are extremely important for providing the immersion
effect. Moreover, in this application area, different types of devices were proposed,
from the simplest to the most advanced ones. They can be grouped according to
the technology of the input device involved. The haptic devices are among the
oldest and most restrictive ones. They usually provide very accurate information but
oblige the user to use them according to their degrees of freedom. On the contrary,
wearable devices are not so constrictive in movements, but require the touch of the
user, compromising the hygienic factor. Moreover, they both are usually designed
for specific interaction with body parts only. The vision-based devices are some of
the most advanced ones for natural interaction, even though they require numerous
shrewdnesses. Occlusions, illuminations, colours, shapes and a considerable amount
of other noises could affect the results. On the contrary, there are minimal bonds
for the user while interacting with the machine. Multimodal systems try to find
solutions for improving recognition quality. They increase input source number
and type, merging data for obtaining a single decision. According to Bourguet’s
definition, the term "multimodal interaction" consists in "interacting with the virtual
and physical environment through natural modes of communication" [17]. Then, he
underlines the multi-input characteristics and how to treat them properly. There
are numerous approaches that use different techniques for specific aims [52], however
there are some common elements between them: a lower bound of two input sources,
a fusion method and a classification method. Concerning sources, the involved
2sensors are related to each sub-problem for each study case. The collected data are
obtained from different sources in each capture. In particular, the system considers
specific features from each raw information and should use them for fusion and
classification functions. The fusion can be applied before or after a first classification
or a computation on each single feature [8]. According to [65] some factors are
critical for allowing a fusion of different input type:
• Noncommensurability: A natural outcome is that the raw measurements
may be represented by different types of physical units that do not commute;
• Different Resolutions: A scale factor to normalize different data;
• Incompatible Size: Different number of samples from different sources for
each instance;
• Alignment and Registration: Registration is the task of aligning several
data sets, usually images, on the same coordinate system;
• Noise: Each sensor can have a noise and it can influence the merged data;
• Balancing Information From Different Origins: Input data can have
different confidence levels, reliability or information quality;
• Conflicting, Contradicting, or Inconsistent Data: Avoid conflicts be-
tween different sources data that can generate misunderstandings while merging
and classifying;
• Missing Values: Avoid lack of data in an instance.
Classification usually consists in a data normalization process [53] by which a common
scale can be used for fusing and classifying instances [81]. The results are related to
the accuracy at each step of the system. In fact, if a sub-module is not accurate, its
errors propagate and influence the final results according to its error percentage. In
Figure 1.1, a generic architecture of a multimodal system is shown. Sequence steps
are horizontally disposed.
Figure 1.1. High level multimodal module architecture.
A more specific architecture is shown in Figure 1.2 according to [87]. This
scheme is showing an example of steps that a dual modal (speech and gesture
based) system should implement for a correct data flow management. In particular,
3multimodal integration module is critical. It comprehends some focus operations
such as temporal and semantic filtering, a hot topic in this field. Numerous works,
described in the next chapter, present different approaches for optimizing the results
of this module, adapting its algorithm according to the problem to solve and the
environmental factors.
Figure 1.2. Complete logic architecture of a gesture and speech based multimodal system.
The multimodal integration step is one of the most difficult and important phases to
manage.
Some considerations in [86] support the effectiveness and the dynamism of
multimodal systems in different scenarios. However, more than into the highlighted
problems, the developer can get into other obstacles that can decrease the effectiveness
of the system. As a consequence, a preliminary analysis is critical and requires
a focus on sensor types, data normalization, fusion and classification methods for
solving a specific problem. The context, the actors and the equipment involved in
the scene must be clear to the developer and the researcher. The event recognition
problem is strictly related with multimodal interaction. In fact, in the majority
of the cases, multimodal systems are specifically designed for recognizing actions
performed by a human. However, in biometry, multimodal systems are used for
acquiring multiple information and merging them for increasing the identification
accuracy [112]. Despite the different aims, data acquisition and merging techniques
are usually shared between multimodal systems. Numerous examples of that are
described in literature [16] [52]. Event recognition is an extremely wide topic and
is linked to numerous other areas. It is used in different application contexts such
as behavioral biometrics, content-based video analysis, security and surveillance,
interactive applications, animation and synthesis [117]. It means that there is a wide
range of variables that should be considered when deploying an event recognizer.
Trajectories, gestures or poses can provide useful visive feedbacks for the system.
But also speech, touch and other input methods can be associated to specific triggers.
One of the most complete application area that involves multimodal system and
numerous related topics is the medical rehabilitation. For its completeness, it is
largely treated in the next chapter to explore the panorama of all possibilities
in multimodal systems. It is also possible to associate inputs with semantic or
temporal logic rules in these systems. A semantic rule is concerned with the
relationship between signifiers and what they stand for [73]. One of the most
important challenges in semantic connection discovery is concept disambiguation. It
consists in contextualizing words according to the desired meaning. If we apply this
concept to multimodal applications, a very complex and wide range of possibilities
issues. In fact, the combination of different input types adds information to the
4scene. If there is an incorrect management of these data, the disambiguation could
be more difficult. On the contrary, classification can be more accurate analyzing
merged data according to a correct policy. It means that multimodal systems could
not be the solution for every natural interaction problem. In this context, the
temporal logic algebra [2] could be an improving factor in complex event recognition.
It is principally used in model checking and concurrent systems [24], however it
can be used also in multimodal contexts because of application similarities. For
example, some inputs of the same type can occur at the same time, generating
concurrency. The developer could also need to log occurring events in time-space
and evaluate them according to the registered sequence. Moreover, sometimes a
temporal relation between events is needed for monitoring events in specific time
intervals. The possible applications are numerous and various. However, we have to
consider an important aspect of these systems: the final precision is always related
to the precision of each sub-module that composes the entire system. This fact
implies that temporal logic management is strictly related to multimodal classifier
outputs. It is possible to introduce some techniques for increasing precision using
probabilities. In this context, we are presenting a multimodal framework based on
temporal logic rules. It allows to manage the application environment, the involved
devices, the associated actions and the temporal logic rules with input and output.
In particular, a custom grammar for managing rules is presented. This grammar is
exploited by the user to properly configure the interactive environment according
to his/her needs. Some prediction algorithms are also included in the computation
for reducing ambiguities. Moreover, we present some study cases with sample sub-
modules for testing the effectiveness of the system. The modules are some of the
most commonly used in multimodal systems: gesture recognition, speech recognition,
re-identification, trajectory recognition and quantity of motion. The involved sensors
are RGB cameras, depth cameras and microphones. Output devices are speakers,
micro-controllers and displays. We tested the effectiveness of the system evaluating
the results obtained with two methods: comparing the performance of detectors
and proposed classifier and comparing features and results with similar systems. In
the first case, we performed some tests with users in two realistic scenarios and we
evaluated the performances of the system according to the classification accuracy. We
also collected personal judgments from the involved users for retrieving information
about usability and interaction quality. The second test involves other systems. In
particular, we compared the proposed framework with other similar ones, according
to accuracy and features. The final results are promising. They encourage to improve
the idea with future developments, discussed at the end of this document. The
thesis is structured as follows. Section 2 summarizes related works in multimodal
interaction and temporal logic algebra. A small section of it is also dedicated
to gesture recognition and re-identification due to the fact that a sub-module for
each one of them has been implemented. These two topics are some of the most
discussed ones in computer science of last years. Section 3 presents the framework,
its structure and the implemented sub-modules. Section 4 presents temporal logic
algebra details, the used grammar and the proposed prediction method. In section
5 the experimental environments and the results are presented. We divided this
section according to the previously mentioned categorization. Finally, in section 6
conclusions and future works are presented.
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Related works
Nowadays, multimodal systems are various and heterogeneous. Even if they could
seems similar, they can be used for completely different tasks. It is almost impossible
to define a common thread among all systems. Referring to [52], multimodal human
computer interaction (MMHCI) systems can be categorized according to involved
sensors. For example, in human-centered vision we can divide systems in large-scale
body movements, hand gestures, and gaze. Also the fusion methods follow different
approaches divided in early, intermediate and late. They can provide decisive changes
in classification results [66]. However, the design of the system is always linked to
the aim of the developer or the researcher. In fact, the architecture and the sensors
are strictly related with the involved environments and the scenarios. For example,
in [23] [102] ideas on how to exploit smartphones sensors for obtaining information
on user’s actions and classifying the performed activity are shown. In this case, the
consideration of which sensors are embedded in the device and its dimensions is
critical. On the contrary, in [79] a gesture recognition system based on machine
learning and a multi-sensor camera (RGB and depth) are shown. In this case, the
system is not portable and the device is not wearable. So, the usability context
is completely different from the first example. A recent work [96] shows how a
multimodal (video and audio) system can remotely provide a speech-to-text service.
The relocation of elements of the system is a progress towards the distributed system
concept, a technique used always more often for reducing computational costs. In
fact, according to [25] a distributed application is compliant with the modularization
principles, increasing the efficiency of the entire system. However, synchronization
problems should be properly managed during data merge.
An important application area that is suitable for using multimodal systems is the
medical one. In particular, body rehabilitation requires specific movements to be
effective and multimodal systems can improve interaction (and capture) quality
during exercises execution. Recently, the growing computational power of computers
is supporting the use of machine learning (ML) and, specifically, deep learning
approaches for solving problems. They are increasing systems’ performances and also
the multimodal ones. It means that an overview on rehabilitation multimodal systems
using machine learning approaches can provide an enough accurate perspective on the
entire panorama of possibilities. In this chapter, all the named topics are presented
in detail, divided by category.
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2.1 Temporal Logic and Events Management
Temporal logic algebra is usually linked to event recognition and management.
Allen’s logic is one of the most representative algebras for describing events in time
interval-based relations [2]. In fact, this grammar allows to describe relationships
between couples of events in defined temporal windows. In [14] the authors propose
an improvement of this logic in two dimensional space called propositional spatio-
temporal logic (PSTL), increasing the expressiveness of the language. Concerning
probability, the work in [132] explores possible links between temporal logic and finite
state machines. Dynamic Bayesian Networks are used for calculating probabilities
among the states according to the events’ temporal relationships. This kind of
network is called Interval Algebra Network (IAN). Machine learning and Allen’s logic
are also combined in [22] using Markov Logic Networks (MLN)[100]. These networks
are composed of undirected graphs and a set of potential functions. A potential
function is a nonnegative real-valued function of the state of the corresponding clique
(of the graph itself). This work is also connected to the gesture recognition topic, that
is treated in the next chapter. In fact, temporal logic is usually applied on different
contexts for solving problems not directly related to it. MLN are also used in one
work of Song [113] for managing temporal logic, finite state machine and probabilities
together. In [72] authors try to integrate multimodal inputs in accordance to spatial,
temporal and semantic constraints. The visual state chart language is used in
combination with an incremental and parallel parsing approach, allowing to manage
continuous and discrete interactions. In this context, more complex systems can
be involved. Frameworks allow to integrate multiple functionalities. They can be
considered an upgrade of standard systems. In a recent work [28] a framework for
activity recognition is presented. It uses intermediate semantic representation of
concepts, always referring to Allen’s algebra. For managing ambiguities, an ontology
language and a probabilistic approach are introduced. During tests, researchers
also evaluated the overall speed performances of the system. A synchronization
was required among all components. This factor is often critical when real-time
interactions are required. In this way, the delay of the system is reduced. The
usability in a system based on interactive events management is extremely important.
This work is one of the most similar to our own and the numerous common factors
allowed us to compare some aspects at the very end of the document. In [15] a
different approach is shown. Instead of Allen’s logic, the authors proposed a method
that is similar to a propositional logic grammar for describing events. In particular,
the presented modal logic is related to multimodal scenarios, so they introduced a
multi-dimensional logic. The described 2D modal logic is optimized for reducing
expressive limits and improving overall performances with other methods such as
modal conjunctive normal forms or continuous motion management.
From this complex and wide panorama, we can denote that the majority of forms
exploit Allen’s temporal logic algebra for successfully managing events.
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2.2 Gesture Recognition and Pointing
Gesture recognition is linked to computer vision for its intrinsic characteristics.
The body of a person can provide direct and indirect information. For example,
an explicit gesture is different from a pose acquired without the user’s awareness.
However, the captured data are more ambiguous than using other acquisition
methods: haptic sensors are more accurate but more constrictive for the users.
These characteristics bring researchers and developers to create more complex
systems for managing information in the right way. According to [76], in Figure
2.1 the high level architecture of most common gesture recognition systems based
on computer vision is shown. In the initialization phase the preliminary steps are
performed, then the tracking method is applied according to the chosen policy. It
can consist in single snapshots or in sequences of data. The pose estimation consists
in associating a manikin or an avatar to the tracked body according to the user’s
movements. It could consists in stick-figures, a group of primitive geometrical forms
(3D or 2D), a cloud of points or complex silhouettes. Finally, the recognition is
performed to allow, for example, the pose identification.
Figure 2.1. A general structure for systems analyzing human body motion.
There are numerous approaches in literature for gesture recognition. The Hidden
Markov Model (HMM) is one of the oldest a still used methods for gesture recogni-
tion. Since the first applications [129], HMM provided great results. For example,
the system described in [101] is focusing on performing silhouette extraction with
HMM and a discrete cosine transformed representation of the images. The statistical
methods are largely used [75] and application modalities can be completely different
from each others. For example [19] shows how to obtain inference from sequences
and uses finite state machines for reducing ambiguity. In fact, one of the most
difficult challenges in this application area is related to the management of a high
number of variables. It can be reduced to a disambiguation problem. HMM can also
be applied for body parts and to support the accomplishment of more specific tasks.
The works of Starner [1, 115] are the first dedicated to gesture recognition for sign
language recognition based on HMM. Numerous other techniques were introduced,
often combining computer vision methods with machine learning principles [50]. The
latter is always more often used also in this application area due to the fact that
nowadays the machines are powerful enough to perform very complex calculations, as
mentioned before. In fact, literature in the last years is presenting hundreds of deep
learning based systems for gesture recognition [7]. The performances are better than
classical machine learning based and not-machine learning based works. For example,
in [91] a Convolutional Neural Network (CNN) based algorithm is presented for
gesture recognition from Red Green Blue (RGB) videos. According to the results, the
precision percentage denotes the incomparability with systems that do not use deep
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learning. Moreover, not optimized or not combined methods are obsolete. In fact,
in sign language gesture [71], pose recognition [82] and action recognition [120], also
in the wild. Due to the nature of the topic, the majority of the approaches involve
data sequences, using Long-Short Time Memory (LSTM) networks. The gesture
recognition is such an actual topic that also industries are developing new devices,
such as [84], every year. A sub-category of gesture recognition topic is dedicated
to pointing management. It is still studied in recent years. In [63] the authors
developed a robot-robot communication system based on a probabilistic pointing
gesture recognizer. Differently from classical gesture recognition, this application
area always involves the entire environment for allowing to identify the targets. The
system presented in [92] is one of the most representative and recent works that
comprehend both multimodal and gesture recognition. It uses hypothesis-dependent
grammar to forecast possible actions that users could perform according to a scor-
ing method. Concerning Allen’s Logic in combination with gesture recognition, a
work of Wan’s team tries to merge these two topics with an inference engine [122].
However, the application of temporal logic based systems in combination with ges-
ture recognition is very rare because these two topics are usually individually treated.
A field that can be representative for exploring the gesture recognition field from
multiple points of view is the rehabilitation. It needs high accuracy and dynamism
due to the requirements of the field. Numerous approaches have been proposed
during years. In [31] a cluster of wearable sensors is used to capture body movements
information of a patient while performing exercises. This kind of systems represents
the new starting point for therapists and patients: the former can acquire more
accurate data and the latter can increase their motivational factor. An increasing
number of works is supporting human-computer and virtual/augmented reality
principles for improving overall performances, expanding the cross-topic range. In
fact, in recent years, virtual reality (VR) based systems are setting a new paradigm
of immersive interaction. The systems supporting it can be categorized according
to their involved capture devices. Vision based sensors are some of the most used,
complex and versatile ones, so it is important to describe some of them according to
their main characteristics. Regarding natural user interfaces (NUIs), the Kinect, a
Microsoft multi-sensor composed by an RGB and depth camera and a microphone,
is one of the most representative device. The authors in [108] proposed an effective
rehabilitation system with an attractive game environment to increase the motivation
and attention of patients. The system is composed of four exercise routines to train
the patient’s body balance and limb impairment. In [56], the authors developed a
tele-rehabilitation system for stroke patients by using several devices. The Kinect
device is used to measure the movements, while a 3D display is used to present 3D
images by using binocular parallax. The acquired data is stored and supplied to the
hospital by a Backend-as-a-Service cloud computing service. In [9], a system for
developing serious games focused on body rehabilitation is proposed. The system
acquires the patient’s data by a Kinect and provides a feedback by using a 2D
monitor. Authors in [109] proposed an upper body rehabilitation system based on a
touchless interface. Designed specifically for hands, the patients can interact with
objects in a virtual environment provided by a 3D monitor. In [104] and [114], two
different full body touchless rehabilitation systems based on Kinect are proposed.
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Table 2.1. Main characteristics of state-of-the-art systems
Works Interaction type Feedback type Disease Dedicated device
Gargantini et al. [41] Head movement 3D glasses Amblyopia No
Munroe et al. [77] Arm gesture HMD Cerebral palsy No
Mavs et al. [68] Head movement HMD Stroke No
Knight et al. [61] Entire body Visual on projected images Upper limb prosthetic training Yes
Sen et al. [108] Entire body 2D screen Stroke No
Kato et al. [56] Entire body 3D screen Stroke No
Avola et al. [9] Entire body 2D screen Stroke No
Shiratuddin et al. [109] Hands 2D screen Stroke No
Saini et al. [104] Entire body 2D screen Stroke No
Sosa et al. [114] Entire body 2D screen Multiple sclerosis No
García-Martínez et al. [40] Hands with specific controller 2D screen Stroke Yes
Pei et al. [89] Entire body 2D screen Stroke No
In detail, in [104] a minimal customization of pre-built exercises is allowed, and the
system implements a bio-feedback mechanism to evaluate the patients' performances.
In [114], instead, the patients' performances are measured by the response time,
velocity, and range of motion of neck, shoulder, elbow, hip and knee joints. Finally,
another system that uses a Kinect device is reported in [89]. The authors proposed
a system in which a 3D environment is presented to a patient by a 2D monitor. The
rehabilitation training is evaluated with the Fugl-Meyer scoring method, which uses
human body joints, in particular their angles, to evaluate the impairment of a patient.
Concerning works that do not use NUIs, the authors in [41] proposed a system for
patients suffering of amblyopia. The system is composed by a mobile application and
a Google Cardboard, i.e., a low cost device able to reproduce virtual reality by means
of a smartphone. In [77], the Myo armband [97] is used to perform home-based
neurorehabilitation, by an augmented reality game, for children with cerebral palsy.
In some contexts, the VR systems are independent from the used devices, as in [68].
In this work, a mobile VR application for rehabilitation programs of post-stroke
patients is designed to work with different VR peripherals. Another interesting
work is reported in [40], where a framework for designing rehabilitation exercises is
described. As case study, the authors presented a game for hand rehabilitation by
using a hand-grip sensor. Finally, there are works based on real advanced multimodal
devices, as the CAREN system that performs upper limb prosthetic training and
rehabilitation [61]. This system consists of 10 real-time motion capture cameras,
with a double-belted instrumented treadmill and a 180 degree cylindrical screen
projection device. This last kind of systems are very effective. Despite this, they are
also extremely expensive and require wide rooms and dedicated devices. Moreover,
they cannot be used in home environments for long duration rehabilitation. In Table
2.1, a summary of the main characteristics of the state-of-the-art systems is reported.
Compared to the others, the proposed system is one of the most versatile in terms
of motor rehabilitation (i.e., body and hands). Moreover, it is very cheap and does
not require equipped rooms or dedicated devices. Finally, it is the only one that
uses a deep learning algorithm to train and evaluate serious games.
Multimodal systems can also be associated with biometry [32]. A multimodal
biometric system exploits more than a single biometry to identify the person. In
particular, involved sensors are related to natural marks of users that provide
biometric measurements. Gait, infrared thermogram, odor or hand geometry are
example of personal marks that can be captured without asking to perform a specific
action. It means that some marks can be captured without the user really noticing
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it. Biometry is also linkable to reidentification problem, treated below.
2.3 Person Re-identification
Person re-identification is one of the open problems in computer vision. However,
numerous approaches were proposed over the years for increasing the accuracy of
the systems. In fact, this application area is affected by a multitude of factors that
can completely fake the results: light conditions changes, occlusions, environmental
changes, etc. However, the problem is related to the matching between models.
According to [12], in Figure 2.2 the generic high level architecture diagram of
re-identification systems is shown.
Figure 2.2. General re-identification systems diagram.
The main characteristic of this topic consists in allowing the identification of
a subject among multiple devices. This process is very hard to manage due to
numerous factors that alter the images, such as background, light, point of view
(POV) of the camera, etc. It is usually applied in forensic and surveillance systems
??. According to that, appearance and biometrics features are the most used to
perform a re-identification of a human being. One of the most relevant works
proposed for re-identifying a person is [35]. It shows a method based on RGB
cameras images analysis for comparing human figures according to their relevant
features: chromatism, regions of colors and local motifs with entropy. However,
nowadays all of the most innovative and performing techniques expect machine
learning algorithms appliance [12]. For example, the ranking-based methods are
used in some recent works with different learning and classification methods [94, 39].
The first work is implementing an improved version of classical support vector
machine (SVM) with ranking features, the second one instead is a more complex
system that exploits information from ranking correlations and contexts. In [21], the
authors propose a novel approach for optimizing cross-view visual data. In particular,
they designed a method for correlating common information from different sources
according to features augmentation principles. The new adaptive space results more
accurate than the single ones or other combination methods that are compared
with it. A different approach is described in [130] where a privilege-based learning
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method is described. It exploits both trained and raw data for providing a more
accurate distance metrics while classifying. It is scalable and allows the multi-view
of the scene. The authors in [125] tried to solve another problem related to machine
learning based systems: information transferring. When a system is trained in a
specific environment and the model is used into another one, the results are usually
poor. They proposed a novel technique to exploit desirable common features among
all RGB camera sensor systems. These features are called identitydiscriminative.
It allows to directly re-identify people in an unknown environment, furthering the
unsupervised re-identification methods. In [124], the authors proposed a machine
learning method based on Mahalanobis distance for re-identifying people among a
network of cameras. Class data separation is the first step of their method, minimizing
intra-classes distances and maximizing differences between class instances. Then, a
simplex is generated and a matching phase is executed to associate a probe to the
nearest vertex of it through least-square regression. As shown in this chapter, the
state of the art of re-identification is nowadays based on machine-learning methods
and it is still in continuous evolution.
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Chapter 3
System architecture
In this chapter the architecture of the framework is presented. In Figure 3.1 the
high level structure of the system is shown. The scope of the system is to allow a
developer to autonomously build and manage an interactive environment for multiple
purposes. Concerning the latter, some sample scenarios are presented in the next
chapters. Due to the complexity of the project, it is subdivided into multiple simpler
tasks according to logical steps. First, the developer should provide information
about the environmental structure, such as the dimensions of the involved area and
the position of the objects inside it. Then, the temporal logic rules are needed. A
section of the framework is specifically designed for allowing their planning. Finally,
an actuator uses the information provided by the first two modules (Layout Builder
and Rules Builder) for starting the interaction with the users. It is based on the
parameters obtained according to the settings.
So, the framework is composed by 3 main parts, one for each specific aim:
• First step - Layout Builder
• Second step - Rules Builder
• Third step - Rules Actuator
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Figure 3.1. Framework architecture, overview.
This structure is specifically designed for simplifying the setup phase. In fact, the
developer could not be able to set some parameters without related preparatory
information. In the next sections, details of these 3 modules will be presented.
3.1 Layout Builder
The setup process starts from the planimetry of the involved scenario. In particular,
dimensions and proportions are extremely important in this phase. The environmen-
tal layout is necessary for defining rules that link items and behaviors according to
user’s interactions. In [106], some specific functions are needed for allowing a simple
customization of the environment without information loss or too high restrictions:
• Translation: the item in the scene can be moved on the three axes;
• Rotation: the item in the scene can be oriented modifying pitch, yaw and
roll;
• Resize: the item in the scene can be resized (likely keeping aspect ratio).
However, for real implementations, some limits must be set anyway. For meeting
the needs of developers and users, the following features are necessary:
• Item descriptor: the item inserted inside the scene should be identified with
a unique ID. It avoids ambiguity;
• Item type: due to the fact that the system is multimodal, different sensor
types should be considered. Input data and potential behaviors are related to
that. In fact, the sensor type allows to categorize items and correctly treat
interactions with other items or the user according to the item’s possibilities.
More in deep, the item type involves:
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– Input type: it is specified only when the output type is omitted. The
input type is a bound for the developer and the framework while setting
up the input methods for the environment.
– Output type: it is specified only when the input type is omitted. The
output type is a bound for the developer and the framework while setting
up the output methods for the environment.
– Category: the item can be categorized according to its typology. More-
over, multiple sub-categories can be deployed for a more granular subdi-
vision of characteristics.
– Added bonds: the items can have some specific bonds related to their
typology. These bonds can be completely different from each other.
• Specific item bonds: differently from item’s type bonds, these limitations
are related to the specific item. In fact, the developer could need to add some
unique restrictions while building the environment layout.
The layout building phase is the first step of the data flow. The information retrieved
at the end of the layout deployment are used in the next step of the framework.
3.2 Rules Builder
The rules builder is the second step of the data flow. It associates temporal operation
to the items inserted in the environment. It is based on Allen’s temporal logic [2]
and some added functions. In particular, the rules building system is dedicated
to the development of temporal logic formulas according to a specifically designed
grammar and syntax. It allows to manage every kind of interaction that involves
the environment and the users.
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Figure 3.2. Allen’s temporal logic algebra applied on events (X and Y). Each formula con
be negated.
In Figure 3.2 the Allen’s temporal logic algebra operations are shown. The first
column refers to the verbose form of the possible operations that can be performed.
In the last column, a timeline in which events X and Y are correlated is shown.
Each formula can be negated. This kind of problem is related to parallelism and
multi-threading due to the fact that, in real cases, the events can overlap. Moreover,
the multimodal approach increases the challenge. The involved parameters that the
developer can use for building a complete rule are:
• Involved items: the items are the sources from where to capture information
and produce output. It means that for each rule at least an input and an
output device must be selected;
• Involved event: each item is linked to an input or an output event. Con-
cerning the input, the developer can specify which kind of event he/she wants
to be recognized by a specific device. The output is produced according to
the characteristics and the availability of the item’s types. Events can also be
composed by multiple sub-events;
• Temporal relations: two events can be correlated together with a temporal
relation, according to Allen’s algebra. The developer can insert an arbitrary
number of temporal relations and events in the conditional section of the
formula, however, the temporal comparison is always performed between two
contiguous elements and produces a boolean result. More details are provided
in the following chapter;
• Temporal interval: Between event recognition and output generation the
developer can set a temporal interval;
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• Involved persons: Events can involve specific persons. The rule builder
should allow the developer to indicate the system to produce different outputs
if a well-known or unknown user is involved in a relevant event.
The rules builder offers the developer the tools for creating complex formulas using
these elements. However, the scalability of the grammar allows to introduce new
expressions when needed (if there are no conflicts with current grammar elements).
The developer has a wide range of possibilities, enough to cover the most common
human activities. The syntax is defined as following:
TemporalOperation1{ItemInputIDa (inputb, [personInvolvedc]) ,
ItemInputIDd (inpute, [personInvolvedf ])}
∧ TemporalOperation2{ItemInputIDg (inputh, [personInvolvedi]) ,
ItemInputIDj (inputk, [targetl (itemm)])}...
→ [IntervalBeforeOutput]
→ ItemOutputIDn (outputo) [IntervalBetweenOutputs1]
ItemOutputIDp (outputq) ...
(3.1)
where ItemInputID refers to the identifiers of the input devices inside the scene,
input is the input to recognize, personInvolved is the possible person involved in
the event, TemporalOperation is the operation that correlates the previous and the
following events, IntervalBeforeOutput is the time interval before producing the
output specified with output produced by ItemOutputID. Temporal logic rule can
be linked with AND ( ∧ ) or OR ( ∨ ) operators. The subscripted alphabet letters
are only used for distinguish each element. The arrow separates the two parts of the
formula. The first one can be considered the hypothesis and the second part the
thesis. If not satisfied, the hypothesis condition is the "conditio sine qua non" the
thesis, so the output, is not involved. According to this notation, the user is able to
manage almost every kind of temporal event that can occur in the environment.
In other words, the proposed grammar is a formalization of sentences that the
developer could express in normal language: "If the sensor X is recognizing event
A and at the same time sensor X is detecting that person P is in the scene, then
actuator Z produces output O."
Moreover, a logical connection between rules is provided. This function collaborates
in identifying consequences among all possible rules. This operation is deeply
explained in the next chapter.
3.3 Rules Actuator
This module is the core of the system. The prior inserted information are necessary
for setting up the virtual environment. The collected data are finally treated
according to the Rule Actuator. It consists in an infrastructure specifically designed
for monitoring the status of the system and acting when necessary. In particular, it
checks the completeness of the hypothesis of each rule according to the incoming
recognized events. In Figure 3.3 input, the architecture of the actuator is summarized.
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Figure 3.3. Actuator’s logical data flow.
A timer synchronizes the input carrier threads and a specific window size is applied
to each one of them. It implies that the system can be treated like a timed finite
state machine. The finite state machines are structures of the family of graphs and
belong to the automata theory [62]. These structures allow to track the status of a
system and design the possible paths between a state and another. More details are
explained in the next section.
3.3.1 Sub-modules
The rules actuator’s scalability allows to insert and remove any number of sub-
modules. These correspond to features or operations that the system can execute.
The Temporal Logic Module is the only one that can not be removed because it
corresponds to the "rules checker" box of the Figure 3.3.
Temporal Logic Module
According to [4], we can infer that four types of interactions can be identified in
computer science application area: peer-to-peer (P2P), machine-to-peer (M2P),
peer-to-machine (P2M) and machine-to-machine (M2M). Considering the aim of the
proposed framework, only two of these interactions should be managed, the P2M and
the P2P. The first one is compliant with the concept of event recognition. In fact, the
interaction between two users can be captured by a sensor and processed for analyzing
their behavior. Obviously, it requires a minimum number of two actors in the scene.
On the contrary, the second and the third interactions are the most common ones.
In these cases, the interaction types can be divided in two classes: when the user
wants to interact with the machine, the interaction can be classified as "direct". On
the contrary, when a user just performs some actions and the machine autonomously
identifies them, the interaction is "undirected". Both cases should be considered
while exploring the entire range of possible interactions. That being so, the temporal
logic is specifically designed for managing incoming events distinctly from source
types and numbers. It tracks the relevant past identified actions performed and
detected. The surrounding information, like the ones related to specific persons, type
of actions and time intervals support the system’s status identification, according to a
"finite state machine" representation. In the next chapter the temporal logic method
is described in detail, underlining the link between events and probabilities. The
next presented modules are samples of possible modules that can be implemented
and connected to the temporal logic module.
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Gesture Recognition
The gesture recognizer is one of the possible modules that can be integrated into the
proposed framework. The vision-based sensor type that is considered is the depth
one. In this case, the information of each frame is collected in a depth map. It is
generated calculating the distances of the surfaces from the POV of the sensor. The
resulting image indicates the depth levels in greyscale, with darker (or lighter) shades
based on the distance. This technique is very useful when shapes and foreground
elements should be detected. The analysis criteria is based on the use of the depth
maps created by the depth sensor. For detecting the human figure inside the scene,
body parts are derived from the depth information. The algorithm is based on
[110] and is composed by three steps: training, rendering of fictitious data and
applying a randomized decision forest for identifying body parts. The latter passage
is crucial for allowing to take intermediate and final decisions while random questions
are selected in a pool of about 2000. These questions are related to a comparison
between pixel normalization, for identifying offsets. The resulting body parts are
shown in Figure 3.4.
Figure 3.4. Association between depth map (images on the left) and body patches (images
on the right right) generated during human body detection phase. Image from [110].
The foreground shape detection allows to proceed to the next steps: the representation
of intermediate body parts and their skeletal transformation. It is done using mean
shift algorithm [26] with a weighted Gaussina kernel. The density estimator per
body part is defined in [110] with the formula 3.2:
fc (xˆ) ∝
N∑
i=1
ωicexp
(
−
∥∥∥∥ xˆ− xˆibc
∥∥∥∥2
)
(3.2)
where xˆ is a coordinate in 3D space, N is the number of image pixels, ωic is a pixel
weighting, xˆi is the reprojection of image pixel xi into the scene space given depth
dI (xi) and bc is a learned pre-part bandwidth. The pixel weighting ωic is defined
according to formula 3.3:
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ωic = P (c|I, xi) · dI (xi)2 (3.3)
where c is a body part and P (c|I, xi) is a posterior probability that can be applied
over a small set of parts. The skeletal map generated in this way is defining
a "stickman" with human structure which junction points are almost completely
covering the real ones. It means that the generated model is accurate enough to
allow the management of full body movements. The entire structure of joints and
connections is show in Figure 3.5.
Figure 3.5. Joints map created by Kinect SDK 2.0.
Starting from this model, we developed a machine learning structure able to exploit
those joints for identifying gestures and poses.
Figure 3.6. Representation of a LSTM block having one cell
The retrieved skeletal structure is the ground information for the machine learning
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module. The proposed gesture recognition system is, in particular, using the deep
learning principles of LSTM[47]. In general, a Recurrent Neural Network (RNN) is a
neural network in which there is a feedback loop that produces a recurrent connection,
thus allowing the RNN to model the contextual information of a temporal sequence
[7, 131]. Considering an input sequence x = (x0, . . . , xT−1), the hidden states of a
layer h = (h0, . . . , hT−1), and the output of a single RNN layer y = (y0, . . . , yT−1),
this last can be computed as follows:
ht = H(Wxhxt +Whhht−1 + bh) (3.4)
yt = O(Whoht + bo) (3.5)
where, Wxh, Whh, and Who are the weights of the connections among input, hidden
layer, and output layer. While bh and bo are the bias vectors, finally, H(·) and O(·)
are the activation functions of the hidden and output layers.
Even if the RNNs are able to handle long term dependencies, different works have
highlighted that the training of these networks is a hard task due to the vanishing
gradient problem, as reported in [13]. For this reason, in the proposed system, the
LSTM networks, which are a particular kind of RNNs, are used. To overcome the
RNNs limits, the LSTMs are explicitly designed to learn long-term dependencies.
This is why they are usually used for handwriting recognition, speech recognition
and translation and, in general, for propagating data over time [111]. In detail, a
LSTM block is designed to replace the non-linear units within a traditional RNN. In
Figure 3.6 a LSTM single-cell memory block is shown. Notice that it contains one
self-connected memory cell, denoted as ct, and three units called gates. These gates
are used for storing and accessing the previous contextual information of a temporal
sequence (t represents the reference to the time), they are of three types: input
gate, forget gate and output gate. In Figure 3.6, they are referred as it, f t, and ot,
respectively. The activations of the LSTM components are defined as follows:
it = σ(Wxixt +Whiht−1 +Wcict−1 + bi) (3.6)
f t = σ(Wxfxt +Whfht−1 +Wcfct−1 + bf ) (3.7)
ct = f tct−1 + tanh(Wxcxt +Whcht−1 + bc) (3.8)
ot = σ(Wxoxt +Whoht−1 +Wcoct−1 + bo) (3.9)
ht = ottanh(ct) (3.10)
where, σ(·) is the sigmoid function, and all the W.. are the matrices of the connection
weights between two units. For the learning architecture, we obtained a deep LSTM
network by stacking two LSTM layers. In this way, the features from a given time
instant are processed by a single non-linear unit before contributing to the output
[105]. This submodule is exploiting LSTM improved technique to classify gestures,
poses and actions performed with the entire body.We proposed a performing solution
according to literature of machine learning in gesture recognition [118]. It consists
in the combination of RGB, depth and retrieved skeletal data. The first passage was
the definition of a correct window size for the image sequence of a gesture. The topic
is largely treated [10] and we can’t find a standard value. However, the time range
interval is between 1 and 7 seconds in the majority of the publications. It depends on
contexts and gesture types. During experiments we denoted that the middle value
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of 4 seconds is enough for completing some of the slowest actions (in the proposed
experimental scenarios). However, we adapted it to the different tested dataset
sequences dimension. The RGB and Depth data are treated with Convolutional
Neural Networks (CNN) in sequences, according to the approach described in [134].
It is based on 3D-CNNs [116] that are specifically designed for preserving temporal
information of input signals (images), resulting in output volumes. Following the
approach described in [134], processing phase is divided into three steps: each group
of frame of RGB and depth sequence is processed into a convolutional LSTM, then a
spatial pyramid polling is applied for reducing the dimensionality and finally the fully
connected layer of the net learns from the generated feature maps. For improving
the fusion of scores, a method shown in [36] is applied. The two networks’ features
are fused in a middle convolutional layer and a single net ends the computation.
As previously mentioned, the obtained output is combined with the result of the
skeleton analysis. The latter operation is inspired by another method, described in
[67]. The spatio-temporal LSTM (ST-LSTM) structure allows to easily track joints
of the skeleton during the time. We used a stacked architecture of three ST-LSTM.
The features are selected according to the most relevant body parts involved in
common gestures. In experimental phase we tuned and finalized them. The Table
3.1 shows the list of features, categorized per distances, angles, orientations and
speeds.
Table 3.1. Skeleton features for gesture recognition.
Distance Featurs Angle Features Speed Features Orientation Features
Distances between hands and spine base
Distances between wrists and spine base
Distances between elbows and spine base
Distances between shoulders and spine base
Distance between neck and spine base
Distance between head and spine base
Angles between wrists, elbows and shoulders
Angles between elbows, shoulders and spine shoulder
Angles between shoulders, spine shoulder and spine base
Angle between head, neck and spine shoulder
Speeds of hands
Speeds of wrists
Speeds of elbows
Speeds of shoulders
Speed of head
Speed of spine shoulder
Orientations of hands
Orientations of wrists
Orientations of elbows
Orientations of shoulders
Orientation of head
Orientation of spine shoulder
In this way, two networks were trained over three different data sources. For
classifying an instance, the final step consists in a late fusion. After softmax function,
the probability values of each class from both vectors is summed, obtaining the
final score. In this way we avoided the early fusion due to possible inconsistent
characteristics [83] between nets. The entire process is summarized in Figure 3.7.
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Figure 3.7. Logical architecture of the proposed gesture recognizer.
Pointing Recognition
The pointing action is one of the most used when the body is involved in a natural
interaction. This gesture is commonly performed in multiple situations, so, we
decided to implement the proposed pointing recognition module in our framework
for testing its behavior in combination with the other modules. Since in this case
there are numerous background information, the implementation of this module
is based on stored environmental data. The majority of well-known methods for
analyzing pointed direction [63, 27] start from different situations, usually with none
or minimal information of the scene. This allows us to achieve better results with
lower computational weight.
Figure 3.8. Pointing recognition module: logical architecture and it’s communication
method with the Gesture Recognizer. When the recognizer identifies a pointing action
the target analysis starts. The process provides an item as output of the module. This
information is exploited by Temporal Logic Module to verify the status of the system.
The proposed method is based on the depth data provided by the depth map. In
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Figure 3.8 the logical structure of the module is shown. The first step requires
that the gesture recognition module identifies a pointing action performed by the
actor in the scene. When this trigger is activated, the target identification starts.
Background information allows to avoid point cloud processing for retrieving data
of the dimensions of the objects, reducing computational cost. The same happens
for the distances. Considering the fact that the camera is the referring point of
the scene, some operations are needed for identifying the exact position inside the
environment of a captured element. Considering the POV of a generic depth camera
placed in horizontal position, the most common one, the environmental reference
system is different from the one related to this POV. It means that a translation
function is needed when the camera is detecting an object inside its field of view
and its coordinates should be identified inside the environmental system coordinates.
In Figure 3.9 an example of third person view (a) and first person view (FPV) from
the POV of the camera (b) is shown. This scenario corresponds to the simplest
one: the camera has the same reference system as the environmental one. However,
when the camera is rotated on the Y axis (green), the reference systems become
different. Due to the fact that the majority of depth cameras correctly work when
they are frontally placed in respect of the human figure, we do not consider the fact
that it can be rotated also on X axis (red). The rotation on Z axis (blue) has no
application too.
(a) (b)
Figure 3.9. (a) Side view of sample 3D environment. The depth camera (white camera on
the left) has a field of view defined by the transparent conic shape. The reference system
is expressed according to the Y axis (green), X axis (red) and Z axis (blue) shapes. The
sphere represents a sample object inside the field of view of the camera. (b)First person
view (FPV) of the depth camera in the sample scene shown in figure a. The reference
system is defined according to the X (red) and Y (green) axis of the image, width and
height respectively. The Z axis (blue) is the depth one, indicating the distance of an
object from the POV of the camera. Due to the fact that the environmental reference
system is fixed, if the camera is rotated on Y axis, a coordinate translation method is
required for calculating the real position of an object in the scene when it is identified
only by the camera.
Considering the fact that the main reference system is always the environmental one,
from now we will consider only 2D images from top view of the scene, because the Y
axis always corresponds to the camera’s reference system one. This approach helps
the geometrical analysis of the proposed translation problem. If θ is the orientation
of the camera (on Y axis), (Kx,Ky,Kz) is the coordinates vector of the camera and
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(Jx, Jy, Jz) is the coordinates vector of a point in 3D space, the translation function
can be applied according to the following formulas, one for each axis:
Tx := Kx + (cos (θ)× Jx) + (sin (θ)× Jz) (3.11)
Ty := Ky + Jy (3.12)
Tz := Kz + (cos (θ)× Jz) + (sin (θ)× Jx) (3.13)
where (Tx, Ty, Tz) is the coordinates vector of translated position of the 3D point
into the main reference system. The latter is shown in Figure 3.10a. The camera
is oriented with the environment, so θ = 0°. A point can be easily translated with
the defined formulas in the main reference system in the simplest case, as shown in
Figure 3.10b and in more complex ones, as shown in Figure 3.10c.
(a) (b)
(c)
Figure 3.10. (a) Sample environment from top view. The camera is oriented according to
θ = 0°. (b) Sample environment from top view in which a point should be translated.
The camera is oriented according to θ = 0°. c Sample environment from top view in
which a point should be translated. The camera is oriented according to θ = 45°.
In a common reference system the calculation of pointing direction and targeted
objects is easier. However, the techniques that allow to perform this task are
numerous. We decided to use a probabilistic approach. Before calculating the target,
we need to cast the ray. Also in this case, it is possible to use different information
for applying distinct procedures: exploiting fingers [38], the entire arm [95, 37, 27]
or other naive approaches [57]. The most common and supported method, according
to the considered scenario, is the second one for the following reasons:
• Physical limits: the depth sensors, like the Kinect for XBOX One used in our
experiments, are not able to distinguish tiny object, such as fingers, at medium
distance yet,
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• General performances: it provides the best results among all approaches,
• Minimal control: it is also effective in scenes "in the wild".
In particular, the proposed method exploits elbow and wrist of the dominant arm
(specified when the person is registered in the system, otherwise the right arm is
assumed as dominant). When a human points an object with his/her arm, the
pointed direction can be easily approximated with a ray starting from the elbow
and passing through the wrist. The method is considered reliable also when the arm
is flexed. For casting the ray, it is sufficient to apply a simple coordinates vector
subtraction between wrist and elbow vectors. The result is a line that defines the
pointed direction. The last steps consist in filtering the object according to a logical
approach in order to avoid ambiguity. In this phase multiple factors are introduced
to reach the goal. The first step consists in calculating the ray passing on each object
centroid and the elbow of the user. This operation allows to identify distances (the
distance in 3D space between the centroid and the elbow joint for each object) and
angles between the ray casted by the user and the ones generated for each object.
The angle is calculated after normalizing the coordinates vector between elbow and
object and finally applying a scalar product between the generated and the casted
ray. The entire operation can be summarized in the following steps:
• Trace the ray passing through user’s elbow and wrist. It can be defined as
vector −→D ,
• For each object i, trace a ray passing through its centroid and the user elbow.
It can be defined as vector −→Oi,
• Normalize each vector −→Oi,
• For each item i calculate the angle cosine with the following formula:
cos (αi) =
−→
Oi ×−→D (3.14)
• For each item i calculate the angle with the reverse trigonometric formula:
αi = arcocos (αi)×
(180
pi
)
(3.15)
Each angle α is defining the distance between the pointed direction and the position
of the object in the space. A threshold is needed for starting the final phase: the filter
over the object. According to the experimental results and the other probability-
based systems [37], the best threshold aperture angle is 30°. It means that the area
of candidate objects is defined by a cone with 30°vertex angle; the vertex starts from
the wrist of the user and the height of the cone is parallel to the ray casted by the
user. In Figure 3.11 a sample scenario of the pointing action is shown. The points
Ep and Wp are the elbow and wrist of the user, the conic area is colored in red. The
candidate objects are O1 and O2.
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Figure 3.11. Sample scenario of pointing action from top view. The points Ep and Wp are
the elbow and wrist of the user. Each element labeled with O is an object. The conic
selection area is colored in red. O1 and O2 are the candidate objects.
The last step consists in the target selection. Three variables are involved: α, the
distance between the centroid object and the perpendicular to −→D and the dimensions
of the object. The distance d is calculated with the following formula:
dci = (disci − dimci)× α (3.16)
where, for each candidate item ci, dis is the minimum distance between the centroid
of the item and the ray −→D according to [127], dim is the dimension of the item
considering it as a sphere (and it corresponds to its radius). The lowest value is the
nearest object to the casted ray, so the pointed one.
However, for our specific integration in the proposed framework, a percentage value
of probability is required for each item. It means that a proportion is performed,
according to the following formula:
xitem = 100− [
(
100× ditemci
)
/
∑
dci] (3.17)
where xitem is the percentage value for the item and ditemci is the value dci of the
item. Then, the higher value is indicating the most probable pointed item and is
selected as "target".
We have to underline the fact that the strategy of using a conic area is specifically
chosen for reducing both research area dimension and computational cost.
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Person Identification and Re-identification
A person can be identified and re-identified inside an environment when his body is
detected. Each term is referring to a specific function: the first one is the process that
allows the machine to recognize an already known user; the second operation is the
identification of the same person from different sources, usually between a short time
period. In our proposed methods, both these functions share a section of the approach
but are not the same. In fact, the identification process is usually based on the
physical features of the user, such as biometrical information. The re-identification,
instead, can also involve "temporary" features, such as clothes, due to the fact that
the comparison between the instances is performed in a short time period. We
focused on RGB and Depth also in this module. Concerning identification method,
it is limited by the application environment. In fact, in literature the most common
systems are tested in controlled environments [78, 6, 121, 30], considerably decreasing
the challenge level. It implies that, in our case, an effective approach in uncontrolled
scenarios is needed. In a [88] an interesting re-identification system is shown. In
particular, one of the operation performed is involving the skeleton of the human (the
same structure described in Gesture Recognition section of this document). Some
anthropometric measurements are introduced. They are considered "soft biometrics"
due to their inaccuracy in comparison with other more robust approaches, such
as fingerprint, face recognition or iris scan. However, differently from those listed
methods, anthropometric measures can be acquired from a distant sensors. The
distances are the following:
• d1 = distance between floor and head;
• d2 = ratio between torso and legs;
• d3 = height (distance between the highest body silhouette point and the floor
plane);
• d4 = distance between floor and neck;
• d5 = distance between neck and shoulder;
• d6 = distance between torso centre and shoulder;
• d7 = distance between torso centre and hip;
• d8 = arm length (sum of the distances between shoulder and elbow, and
between the elbow and wrist);
• d9 = leg length (sum of the distances between hip and knee, and between knee
and ankle).
These measures can be respectively compared for identifying the similarity between
the probe subject and the ones stored in dataset. The first step consists in capturing
these measures in fair conditions. In fact, the uncontrolled environment allows a
high freedom level for the user and, usually, it means that if not correctly managed
the captures can be inaccurate. For avoiding that, we set two threshold distances
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that indicate the optimal capture interval. These two values depend on the sensors
characteristics. Finally, we denoted that only one capture can be not precise enough
for identifying a person due to possible temporary glitches, bugs, occlusions or
other noise factors. So, we propose a method for stemming the problem: the
average among multiple captures. It allows to reduce the error and is largely used
in biometric multimodal systems [54]. The entire process is composed by a second
step, the comparison method. It is based on a simple difference and an algorithm
for calculating the scores. The complete scheme of steps is shown in Algorithm 3.1:
Function CaptureFunction(captureFramesV ector):
captureV ector ← 0;
foreach anthropometric measure di do
captureV ector ← calculate z-score value of di according to each
capture in captureFramesV ector;
end
Function findPerson(captureV ector):
resultsV ector ← 0;
foreach person k in dataset do
foreach anthropometric measure di in captureV ector do
resultsV ector[k][i]← difference between k(di) and
captureV ector(di);
end
end
foreach person p in resultsV ector do
similaritiesV ector[p]←MajorityV oting(resultsV ector[p]);
end
return userID according to the highest score in similaritiesV ector;
Function findPerson(vectorOfFeatures):
execute algorithm for each item i in vectorOfFeatures;
return vector with scores;
Algorithm 3.1: Person identification pseudo-code algorithm
where the MajorityV oting algorithm correspond to the one described in [103].
More in depth, the majority voting is executed on the entire list of measures and
ambiguities can occur. In fact, two or more scores can have the same values. In
this case, the sum of differences of each measure is performed and the lowest value
is chosen. The probability of obtaining the same values is very low, however, if it
happens again, the system treats the associated events as they are performed by
all the retrieved persons. However, as soon as possible, the system could retries
to identify the user, repeating the process from the beginning. The introduced
method is partially used also in re-identification step. Always using RGB and depth
data, we designed a combined method that increases the precision of the module.
Concerning RGB, we refers to a work of Martinel’s team [70] that exploits dense
histogram features, warp functions and finally classifies with random forests. It is
integrated with information retrieved by depth data, in particular, we used the same
approach described for identification: the use of anthropometric measures. Also
in this case, the conditions of appliance are the same, it means that some bounds
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of optimal distances based on sensor performances are required. The combination
decision is based on a priority-based method. Due to the fact that anthropometric
measures retrieved by the proposed method are weaker then the RGB analysis for
re-identifying a person, we suggest giving a different weight to each output. The
first operation consists in transforming the scores obtained with majority voting
procedure in percentage values. It can be done summing all the values and dividing
each one of them by that sum. In this way, we obtain percentage values from both
classifiers. Then, the weights are applied. Therefore, the final score is retrieved
according to the following formula:
fs = highestV alue ([percentageV alue (similaritiesV ector)]× a′, randomForestPercentages× a′′)
(3.18)
where highestV alue() function is providing the highest value among all the
values of two vectors, comparing them by index, percentageV alue() is retrieving
the scores in a vector in percentage (as previously described), similaritiesV ector
and randomForestPercentages are the vectors of results obtained over depth and
RGB and finally the values a′ and a′′ are the assigned weights. In our specific case,
they correspond to 80% for RGB and 20% for depth. These values are retrieved in
experimental phase.
Figure 3.12. Re-identification module: logical architecture. The dataset block is used with
temporary data registered during the first capture when the re-identification function is
invoked. On the contrary, permanent information are stored in depth data dataset for
the identification and the RGB frames are ignored.
Other modules
We provide some added modules in the framework, however they implement classical
approaches. It means that they do not bring innovation to the state of the art. They
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are only used for testing the completeness of the proposed framework and will be
presented in experiment chapter of this document.
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Chapter 4
Probabilistic temporal logic
finite state machines
4.1 Temporal Logic Rules Management
The accuracy of a multimodal system is often related to each single mode, but
some tunings can be applied at merge phase for improving performances. We are
describing a method for enhancing disambiguation of events.
The temporal logic rules management module corresponds to the "Rules Checker"
block in Figure 3.1. As previously mentioned, it is the core of the Rules Actuator
and also the linker between input and output. It means that this module is the most
important one of the entire framework.
In this chapter we explain the theory behind the proposed management method,
underlining the defined grammar, the event correlation and the probability factors.
In a common scenario, events are continuously occurring. The system should
constantly listen to the sensors and keep track of the flowing time. When an
event is recognized, a timestamp can be associated for defining an effective timeline.
Considering single events in a monomodal environment, the interactions management
is very simple. For each trigger, starting and ending time should be considered in
order to chose if a condition is satisfied or not. In the same context, we can consider
a multiple event case. There are two possible situations that can occur: when a single
listener is involved and when multiple ones are. In the first scenario, each event can
be separated or contiguous to another. The system can not recognize two overlapped
events, even if the user interrupts an action for starting a new one. The second
scenario instead manage the case of multiple events occurring simultaneously. It
means that also overlaps are allowed. This scenario can be contextualized according
to Allen’s algebra. Before explaining the proposed method for managing events, we
need to analyze this algebra grammar. According to Figure 3.2, 7 cases and relative
negations can occur:
• X before Y: in this case the two events are completely independent. There
are no links between them. It requires at least a minimum time range that
separates the end of the first event from the beginning of the second.
• X meet Y: the events are contiguous. The end of the first event corresponds
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to the beginning of the second. In this case, it is important to consider that
the theoretical concept requires specific tunings to be correctly implemented
in real cases.
• X overlaps Y: in this case the events are overlapping according to specific
rules. The end of the first event should income during the second event. The
beginning of the second event should income during the first event. None of
the beginnings or the ends should occur contemporary to another begin or
end.
• X during Y: the first event is occurring during the second one. It is important
that the beginning of both starts at the same time and the end of the first
event is occurring before the end of the second.
• X starts Y: the first event is occurring during the second one. In this case
both end and beginning of the first event should occur during the second event.
• X finishes Y: the first event is occurring during the second one. The ends of
both events are synchronized, but the beginnings are not.
• X equal Y: the first and the second event are occurring at the same time,
with both beginnings and ends synchronized.
This grammar provides any possible combination between two events. There
are numerous factors that should be considered when categorizing pairs of events
according to this temporal logic. In fact, there could be ambiguities during both
event recognition and temporal relation. The accuracy of the sensors derives from
their quality and the method used for the designed aim. For example, a high quality
camera could provide good quality images but if the algorithm used for completing
a task is poorly designed, the overall performances could be low. The same could
happen in the inverse situation.
In this theoretical example we are assuming that there are no delays among involved
sensors, recognition methods and classifiers.
4.1.1 Event Representation and Management
The proposed framework is designed for managing almost every kind of event. It
implies a generalization of the system for allowing full integration with modules
and functionalities. The proposed logic is based on contexts and involved sensors.
In fact, the only way to communicate with the system is to interact with an input
device. We can assume that at least one sensor is always required when an event
should be recognized. When two sensors collaborate to recognize the same event, it
could be not necessary to consider the combination of single results. The proposed
grammar is inspired by other multimodal spatio-temporal logic based frameworks
[123, 15]. A rule is composed by two main sections: the condition and the actuation.
If the condition is satisfied, the output is produced according to the actuation. The
rules are designed following a specific semantic, designed for allowing the maximum
degree of freedom to the user. The method is based on a dynamic vocabulary that is
composed by sensors, events, persons, temporal operations, time intervals, actuators,
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interactive objects and implications. Temporal correlations are a fixed number: the
Allen’s logic provide the entire range of possible combination between events. So,
the complete grammar is composed by the following elements:
• s: is the sensor involved. It can be found only in a condition, the first part of
a rule.
• a: is the actuator involved. It can be found only in an actuation, the second
part of a rule.
• to: is the temporal operation. It can be found only in a condition, the first
part of a rule.
• e: is the event.
• p: is the person involved. It can be found only in a condition, the first part of
a rule.
• o: is an interactive object. It can assume multiple functions, like a target of a
pointing action or a trigger when the user comes closer to it, etc.
• ti: is the time interval. It is an optional parameter related to temporal
operations to, to the delay time between the satisfaction of a condition and
the actuation of the output (the symbol →) and, finally, to the actuators a.
• lo: is a logical operator. It can be an AND ( ∧ ) or an OR ( ∨ ) operator. The
AND can be correlated with a time interval.
• →: implication that separates the condition from the actuation of a rule. It
can be sided by a time interval ti.
In particular, s ∈ Σinput where Σinput is the dictionary of available input sensors,
a ∈ Σoutput where Σoutput is the dictionary of output actuators and o ∈ Σobject
where Σobject is the dictionary of interactive objects. These three dictionaries are
populated according to the settings of the Layout Builder. to ∈ ΣAllen where ΣAllen
is the Allen’s logic dictionary, without negations, e ∈ Σevents where Σevents is the
dictionary of all possible events. The latter are divided according to sensors or
actuators. Moreover Σevents is populated according to possible events that the system
is able to recognize. For example, it contains classes of instances for datasets of each
Rules Actuator sub-module. p ∈ Σpersons where Σpersons includes all the persons to
recognize or re-identify. In the first case, the information are permanently stored in a
dataset. In the second, instead, user’s data are only temporary memorized. Finally,
i ∈ N due to the fact that a time interval must be not-negative. Some elements are
composed by multiple attributes. In particular:
• The sensor s is composed by:
– inputPosition (x, y, z): the location in 3D space.
– inputOrientation (α, β, γ): the orientation according to the three com-
ponents of pitch (α), yaw (β) and roll (γ), on respective x, y and z
axis.
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– inputType: the sensor type, for allowing to dynamically classify it.
– inputDomain: it consists in the group of events that the sensor is able
to recognize.
• The actuator a is composed by:
– outputPosition (x, y, z): the location in 3D space.
– outputOrientation (α, β, γ): the orientation according to the three com-
ponents of pitch (α), yaw (β) and roll (γ), on respective x, y and z
axis.
– outputType: the actuator type, for allowing to dynamically classify it.
• The event e is composed by:
– timeInterval event recognition time. It contains the starting and ending
time of an event.
Some elements are not involved in the logical analysis of the proposed semantic.
However, they are useful in the practical appliance of a rule in a real usage case.
Concerning the semantic, it is defined according to logical dependences among all
the taxonomic terms. The following bonds define them:
• The atomic elements of a rule are the sensor for the condition section and the
actuator for the actuation.
• Each rule must have at least one sensor s in the condition, an implication →
and an actuator a in the actuation.
• Each rule can be linked to the others. This relation is used for the disambigua-
tion of future recognitions.
• The sensor s must always recognize a single event e. It can be defined with
the following structure: s (e). The complexity of the event is related to the
module designed for its recognition.
• The sensor s can involve also a person p and an object i. They can be defined
according to the following structure: s (e, p, t).
• A temporal operation to always involves two sensors s. It can be defined with
the following structure: to (s1, s2).
• Any temporal operation to can be associated to a time interval ti. It can be
defined with the following structure: to (s1, s2, ti).
• Only temporal operations to that are not specifying contemporaneity can be
associated to time intervals ti.
• Between two temporal logic operations there is always a logical operator lo.
It can be defined with the following structure: to (s1, s2) ∨ to (s3, s4). The
logical operator ∧ can be correlated with a time interval that is expressed in
4.1 Temporal Logic Rules Management 35
"windows". It means that it is possible to delay the check of the following
events according to the needs. A wait time of two windows is defined with the
following structure: ∧2.
Figure 4.1. Allen’s temporal logic algebra and the symbolism applied in the proposed
system.
The symbolism applied in the proposed system is shown in Figure 4.1. The following
example shows how to manage a rule with three different sensors that should recog-
nize three separated events. They are linked with two temporal logic operations, the
first is referring to "X equal Y" and the second to "X meets Y". It is important to
underline that both temporal operations can not be associated to a time interval
due to the fact that a contemporaneity is required. On the contrary, if a "X before
Y" is used, the time can be specified. Finally, an output is produced by a single
actuator. It can be translated as:
toXeY (s1 (e1) , s2 (e2)) ∧ toXmY (s3 (e3))→ a1
More than two events are managed as if they are a sequence of linked pairs. The
condition can be analyzed according to a sliding window of size 2. For example, in a
condition composed by 3 events linked with 2 temporal logic relations we can have:
to1 (s1 (e1) , s2 (e2)) ∧ to2 (s3 (e3))
In this case, if we consider that the result of to1 (s1 (e1) , s2 (e2)) can only be a
boolean, true or false, we can say that at least a section of the condition could be
satisfied. We are obtaining a partial result. In the same way, moving the windows to
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the next couple of the group, we are considering to2 (s2 (e2) , s3 (e3)) that will always
provide a boolean result. So, the formula can be decomposed in:
b1 = to1 (s1 (e1) , s2 (e2))
b2 = to2 (s2 (e2) , s3 (e3))
then, with a simple logical AND operation on b1 and b2 we obtain the complete
result of the condition, that is always a boolean.
4.1.2 Probabilistic Finite State Machines
The output of each rule is generated only when a condition is satisfied. In this
section of the document we explain details about the optimization and tuning of this
process. As a first approach we introduce the theory of finite state machines [42]. We
applied this theory to the proposed semantic for temporal logic rules development.
According to literature, a deterministic finite state machine is composed by these
elements:
(Σ, S, s0, δ, F ) (4.1)
where Σ is the input alphabet (a finite, non-empty set of symbols), S is a finite,
non-empty set of states, s0 is an initial state, an element of S, δ is the state-transition
function ( δ : S × Σ→ Sδ : S × Σ→ S ) and F is the set of final states, a subset of
S.
These elements can be associated to the ones that compose the temporal logic rules
in the proposed method. In particular:
• Σ: is the alphabet related to the possible input that the rule can present, based
on sensors and events that can be recognized.
• S: when a condition is satisfied we can assume that, according to the finite
state machine theory, the related state is reached. Each event recognized by a
specific sensor can be the trigger for switching state and approaching to the
completion of the entire conditional section.
• s0: is represented by the starting point, in which no conditions are satisfied
yet.
• δ: corresponds to the correlation created by the rule’s conditional section
itself. In fact, if the states are defined according to the conditions, an event
(recognized exploiting a specific sensor) that satisfies the condition is the
transition function that allows to move from a state to another one.
• F : is the completion of the conditional section. It corresponds to a single state
f0 in the proposed case.
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From s0 to the final state f0 in F each intermediate state corresponds to a partial
completion of the entire conditional state. It means that the structure of the
automaton is a complete tree due to the fact that each trigger event contributes in a
transition to reach the final state at any time. An example can be more explicative
than a theoretical formalization. Consider this scenario: two sensors s1 and s2 that
should recognize two events e1 and e2 and are correlated with a temporal operation
to1. Then, we have other two sensors s3 and s4 that must recognize two events
e2 (this is the same event named before) and e3 and are correlated according to
a temporal operation to2. The two temporal operations are in AND. We can say
that for completing the conditional section the entire following formula must be
accomplished:
to1 (s1 (e1) , s2 (e2)) ∧ to2 (s3 (e2) , s4 (e3)) = TRUE (4.2)
In this case, we can say that the states are 3, one for each event to be recognized. For
correctly managing the temporal operations, a new middle state is introduced. If,
for example, e1 and e2 are recognized but the correlation to1 is wrong, it is not true
that both events are discarded because e2 is also involved in the second correlation
to2. So, the conditional section can still be satisfied, depending on the value of to1.
In fact, if to1 is "X before Y", the event e2 can satisfy the condition only during the
following iteration. This specific case can be considered a "middle satisfaction state"
due to a partial completion of the condition.
A new factor is introduced due to spatio-temporal events: the temporization. The
timed automata theory [5] can provide the correct approach to manage this crucial
factor. We must consider that the events are associated to the temporal window in
which they occur. It means that for satisfying the conditions it could be necessary
to check the involved window and the adjacent ones. Moreover, there is a validity
time of the recognized event. It is correlated to the temporal operation, if one is
engaged. In Table 4.1 the link between temporal windows, event validity and Allen’s
temporal operations is shown.
Table 4.1. Correlation between temporal windows, event validity and Allen’s temporal
operations. In particular the Time-To-Live (TTL) of the events is expressed in iterations,
that corresponds to a temporal window. In some cases is impossible to define the sliding
windows and the TTL of an event a priori, due to the fact that the temporal operation
can involve multiple contiguous windows.
Temporal Logic Operation Temporal Windows involved while recognizing the second event First Event TTL (expressed in iterations)
XbY Previous (based on the time interval), Current based on the time interval
XmY Previous, Current 2
XoY Previous, Current 2
XdY Current, Following 2
XsY Previous (based on the time interval), Current based on the time interval
XfY Previous (based on the time interval), Current based on the time interval
XeY Current 1
We denote that the events’ Time-To-Live (TTL) is exclusively related to the corre-
lated temporal operation. In particular, when none of them is involved, the trigger is
always executed without any other additional condition. On the contrary, when an
operation in which a variable time interval (based on the set range) is required, the
recognized events should be available since the end of the time set. Concerning the
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interval, it is defined according to the homonym parameter plus the event duration.
Using the timer for automaton we can keep an optimized history of passed events.
It is extremely important in continuous event recognition due to the fact that the
challenge is higher than with discrete models [3].
With the proposed method events and operations can be easily managed. How-
ever, some ambiguities can occur. The improvement we adopted is related to the
probability while multiple rules are involved. We can say that each event is linked
to the recognition probability P (e) provided by the assigned module for the task.
Considering that the events correspond to the states of the machine, we can say
that the automaton can assume probabilistic functions. So, we can use Markov
Chains [58] instead of classical finite state machines. They are used principally in
probabilistic calculation and statistics, however can be applied to numerous contexts.
Markov chains are similar to finite state automaton but also provide a probability
value to the transition function.
A Markov chain is a sequence X0, X1, X2, ... or arbitrary variables that satisfy the
rule of conditional independence. The latter is called Markov property and is
described according to the following probability formula:
P (Xn = in|Xn−1 = in−1) = (4.3)
= P (Xn = in|X0 = i0, X1 = i1, ..., Xn−1 = in−1) (4.4)
where n ∈ Z and i0, i1, ... are possible states of the variables. It requires information
of previous state probability for calculating the new ones. Moreover, for keeping
track of this, the Markov chains exploit some matrices called transition matrices. A
transition matrix Pt of a Markov chain X at a certain time t contains information
about the probability of transitioning between states. In particular, an element of
that matrix Pt is defined according to the following formula:
(Pt)i,j = P (Xt+1 = j|Xt = i) (4.5)
where i and j are the respective row and column positions. In this way, the rows of
the matrix correspond to probability vectors and the sum of their entries is always 1.
With this structure it is possible to describe each probability related to the condition
of a rule. We can outline the system in this way:
• Each row corresponds to a rule condition section. It means that the number
of rows i is equal to the number of rules r.
• Each element corresponds to a probability that a specific rule is involved at a
certain column. The columns are related to events. It means that the number
of columns j is equal to the longest condition section among all the rules r.
So, we can say that the generated transition matrix can be read from left to right to
obtain a parallelism with rules’ events, according to the proposed grammar. Each
column position is overlapped with the related event of a certain rule. Moreover,
the transition probabilities are calculated on the number of shared events between
rules and temporal logic operations involved. However, some shrewdnesses must be
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applied.
Let us consider the following 3 rules conditional sections:
toXmY (s1 (e1) , s2 (e2)) ∧ toXmY (s3 (e3) , s4 (e4))∧
toXdY (s5 (e5) , s6 (e6))
(4.6)
toXeY (s3 (e3) , s2 (e1)) ∧ toXfY (s3 (e3) , s2 (e2)) (4.7)
toXmY (s1 (e1) , s4 (e4)) ∧1 s5 (e5) (4.8)
Allen’s chronological ordering is based on the ending point of each event. It means
that the first element of the two involved in a temporal operation could occur after
the beginning of the second one. So, the initial step consists in chronologically
ordering the beginning of each pair of events defined by a temporal operation. The
relations which, according to that, are not respecting the chronological ordering are
two: "X starts Y" and "X finishes Y". Both require the starting point of X after
the one of Y. This preliminary step is necessary for creating the transition matrix
and treating the conditional section of a rule according to the proposed algorithm 4.1.
Function firstTransitionMatrixUpdateEasy():
Initialize variables;
foreach chronological window w do
escore = # of occurrences of each event e;
end
foreach chronological window w do
foreach condition c in Rules[ ] do
scorecw = sum the scores escore of each event in the slot w
involved in c;
end
end
totalOccurrencesScore = sum of each scorecw ;
create the transition matrix TM [ ][ ] where the # of rows = r and the #
of columns = w. Each cell contains the result of
Pcw = scorecw/totalOccurrencesScore for each condition and window ;
return TM [ ][ ] ;
Algorithm 4.1: Probability assignment for the first transition matrix. It is
important to consider that each delay, named timer interval ti, can generate time
shifts of events.
It is based on three main steps. The first one consists in counting the occurrences of
all events e for each time slice w (temporal window). The occurrences are the "scores"
of the events. The second step consists in associating events and rules. For each rule,
we sum the score of events based on their occurrences in the rule for each temporal
window. At the end of this process, the sum of all obtained scores is calculated,
providing the total occurrences score. Finally, in the third step, the transition matrix
is calculated. The cells are filled according to the proportion between scores obtained
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for each rule and temporal window and the total occurrences score. In this way,
each row represents a rule and each column a temporal window. The cells contains
the probability that a rule is involved at a certain temporal window.
We can provide an example of the algorithm execution on the previously mentioned
sample conditions (4.6) (4.7) (4.8). In Figure 4.2 their schematization is shown.
Figure 4.2. Temporal scheme of possible events that can occur in the following conditions:
Condition 1 (4.6), Condition 2 (4.7) and Condition 3 (4.8). The vertical axis corresponds
to the temporal intervals divided in windows (w). The horizontal axis denotes the
parallelism of each potential event.
It is graphically describing how the events are managed, according to their possible
occurrence. The vertical axis indicates the temporal windows w, so the "timeline"
of the system. On the horizontal axis the possible events that can occur at each
temporal slice are placed. As shown, all the AND and OR operations generate
parallelism of the involved temporal logic relations or events, excluding the ∧1 in
the third condition that is indicating a time interval ti shift of 1 window. The XfY
has been reversed due to the preliminary step of the algorithm.
Starting from this scheme, we can count the occurrences of each event. For an easier
analysis, we consider and complete the first temporal window before proceeding with
the second. We can see that the following occurrences for the first interval can be
identified:
• e1 = 3;
• e3 = 3;
• e5 = 1;
• e6 = 1;
• e2 and e4 can’t occur in the first time window;
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Table 4.2. Transition matrix of conditions (4.6) (4.7) and (4.8) generated by the proposed
algorithm.
w1 w2
Condition 1 0.44 0.46
Condition 2 0.39 0.27
Condition 3 0.17 0.27
These values are summed according to the number of occurrences of the events in
each condition. The scores are calculated as follows:
• scorec1w1 = 3 + 3 + 1 + 1 = 8;
• scorec2w1 = 3 + 3 + 1 = 7;
• scorec3w1 = 3;
These values are the weights of each condition, used for the probability calculation.
The sum of them is 18. This value is used for generating the proportions and
consequently the probabilities as follows:
• Pc1w1 = 8/18 ≈ 0.44;
• Pc2w1 = 7/18 ≈ 0.39;
• Pc3w1 = 3/18 ≈ 0.17;
So, the first column of the transition matrix is composed by these values. It means
that, the first condition has the highest probability to be involved during the first
temporal window. Repeating the process for the second time slice, we obtain the
following results:
• Pc1w2 = 5/11 ≈ 0.45;
• Pc2w2 = 3/11 ≈ 0.27;
• Pc3w2 = 3/11 ≈ 0.27;
The transition matrix, when no event has occurred yet, is shown in Table 4.2.
The second step of the method provides a selective update of the transition matrix
due to the fact that one or more events could occur. The algorithm 4.2 shows how
the transition matrix is updated according to an event ei recognized in a certain
temporal window wi.
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Function nextTransitionMatrixUpdateEasy(wi previous temporal
window,Events[ ] recognized events):
Initialize variables;
InvolvedEvents [ ] ← initialize ;
foreach chronological window w next to wi do
foreach condition c in Rules[ ] do
foreach event ei in Events[ ] do
if the temporal operations to in c contains ei on their first
member then
increment occurrence counter of the event e that is the
second memeber of the temporal operation to;
add e to InvolvedEvents [ ] ;
end
end
end
foreach event e in InvolvedEvents [ ] do
scoree = occurrences of e / the total occurrences ;
end
foreach condition c in Rules[ ] do
if a to has an event from Events[ ] as first memeber and an event
from InvolvedEvents[ ] as second memeber then
weigth wc = wc + scoree, where e is the second member of the
temporal operation to ;
end
update the value of each row r with the average value between the
current probability and the weight wc, where j correspond to the row.
If for a row there is no modification weight, the weight is considered 0 ;
return TM [ ][ ] ;
Algorithm 4.2: Probability update for transition matrix. It is important to
consider that each delay, named timer interval ti, can generate time shifts of
events.
It consists in a method that increments or decrements the probability of future
possible events based on history. We can summarize the process as follows:
• Among all the possible temporal operations to in each rule condition, the ones
which have the recognized event e as first operator are selected;
• The occurrences of each event v as second operator of each involved to are
calculated;
• A weight of each event v is calculated according to the ratio between its
occurrences and the total occurrences of all events;
• The weights are associated to each rule condition summing them according to
the occurrences of events v in the temporal window wi;
• The transition matrix is updated according to the average value between weight
calculated for each condition rule and the current probability value for the
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Table 4.3. Transition matrix of conditions (4.6) (4.7) and (4.8) updated by the proposed
algorithm.
w1 w2
Condition 1 0.44 0.475
Condition 2 0.39 0.135
Condition 3 0.17 0.385
temporal window wi. If there is no weight for a certain row, the weight is
considered 0 (and the average is normally calculated).
If we apply this process to the previous example, we should consider a trigger
condition: let’s say that the system recognizes the event e1 in the first temporal
window. From this starting state, we can look for every temporal logic operation
lo that involves e1 as first operator. There are one match in (4.6) and one in (4.8).
The second operator of these temporal logic operations are respectively e2 and e4
and the total occurrences of events is 2. So, we can say that the weigh associated
to each one of the events is 0.5 due to the fact that we consider the ratio between
the single occurrences and the total ones. Finally, we can calculate how many times
the temporal logic operations involve e1 as first operator and e2 and e4 as second
operators. We can see that rules 1 and 3 present in their conditions only 1 occurrence
of the proposed cases. So, in temporal window 2, the weights of first and third row
of the transition matrix are modified according to a weight of 0.5. Due to the fact
that we have to proportionally modify the transition matrix, the second row will be
updated with a weight of 0, because 0.5 + 0.5 + 0 = 1. The final transition matrix,
after the average between the current values on column 2 and the weights, is shown
in Table 4.3.
The algorithm 4.2 can be tuned with an important additional information: the
relation between rules. Let’s consider that a condition is satisfied. When it happens,
the transition matrix is partially or totally re-initialized, bringing the state of the
system to its starting phase (for that rule). However, it could be possible that, after
completing a task, a user would more probably execute a certain action instead of
others. For example, someone who is asking "What is that?" pointing to an object
would probably approach it during the system’s answer. We can simulate a human
intuition thanks to this method and the proposed associated grammar. In fact, if a
logical connection is specified during the rule creation, the probabilities should be
modified for taking care of it. In particular, if a condition of a rule is satisfied we
could increase the probability of the other linked rules. A weight factor is required.
The algorithm 4.3 is showing how this parameter is calculated and applied to each
probability of the rules. It is important to notice that the links could be more than
one.
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Table 4.4. Transition matrix of conditions (4.6) (4.7) and (4.8) updated according to the
algorithm 4.3 if (4.6) and (4.8) are linked and (4.6) is satisfied.
w1 w2
Condition 1 0.37 0.405
Condition 2 0.33 0.133
Condition 3 0.23 0.515
Function nextRulesTransitionMatrixUpdate(actuated rule r, transition
matrix TM [ ][ ]):
Initialize variables;
weightFactor = numberofruleslinkedtor/numberofrules ;
distributedWeight = weightFactor/numberofrulesnotlinkedtor ;
foreach rule s in Rules [ ] do
foreach event e in condition c in s do
if s is linked to r then
update probability of e in TM [ ][ ] adding wightFactor
percent value to it ;
else
update probability of e in TM [ ][ ] subtracting
distributedWeight percent value to it ;
end
end
end
return TM [ ][ ] ;
Algorithm 4.3: Probability update for transition matrix after a rule condition
is satisfied.
We can make an example starting from the previous one. If we set a link between
(4.6) and (4.8) and the first condition is satisfied we can apply the proposed up-
date algorithm. In this case the rules are 3 and there is only one link, so the
weightFactor is 1/3 ≈ 0.33. The not involved rules are the first and the second,
so we can say that the distributedWeight value is weightFactor/2 ≈ 0.16. Then,
for each event, we can calculate the new probability modifying its value with the
corresponding percentage value. For example, the event e1 in the first temporal
window and the first condition (row 1, column 1) probability is updated subtracting
the distributedWeight percentage value because the first rule is not linked with
itself. So, the result is 0.44− 16% of 0.44 ≈ 0.44− 0, 07 ≈ 0, 3. The probability of
the event e1 of the first temporal window and the third condition (row 3, column
1) is updated summing the weightFactor percentage value to it because the rule is
linked to the satisfied one. So, the result is 0.17 + 33% of 0.17 ≈ 0.17 + 0.06 ≈ 0.23.
Updating all the values according to the links, we obtain the new transition matrix
shown in table 4.4.
However, in the proposed example the approximation factor is decreasing the
proportionality between probabilities, so the sum of each column could be not 1.
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The proposed conditions management method is designed also for compensating
the inaccuracy of sensors and their related modules. We can consider that some
operations can be more confident than others: a gesture recognized with a camera is
less precise than a proximity sensor that should detect if a certain threshold is reached
or not. The proposed approach supports the predictive function of the framework.
Finally we can say that this method is perfectly integrable with additional features,
such as semantical correlations [29] or other techniques.
Events that are not expressed in the rules conditions are not recognized at all.
4.1.3 Events Reinforcement and Final Probability Update
As mentioned above, the generated transition matrix can be used for modifying the
decision of the system when some events can be mistaken. In fact, the proposed
method is useful when there is a probability value related to each potential event.
We are supposing that each sensor accuracy is below 100%, like in real case. It
means that the system is not sure about the result of its detection and this is
the reason why a recognition probability could be assigned to each event. The
most representative example could be provided by a gesture recognizer: if the user
performs an ambiguous movement, some elements could be associated to an event
and some other to another one, causing indecision to the system. We can create
a transition matrix that contains an event per row and a temporal window per
column. In particular, each raw will contain the occurrences of that event in the
relative temporal window divided by the total number of events in the same slot.
So, after the generation of this transition matrix and the detection of an incoming
event in a certain temporal window, the recognition is performed and the following
technique can be applied. The method is based on maintaining proportions between
the transition matrix and the probability recognition after detection. The algorithm
4.4 is showing this update process.
Function ruleEventsProbabilityUpdate(events and associated
probabilities Pevents[ ], temporal window wi, transition matrix TMj[ ][ ]):
Initialize variables;
NewProbabilitiesw ← initialization ;
Modifiers[ ] ← values of TMj [ ][wi] ;
foreach probability p in Pevents[ ] do
if Modifiers[ ] contains event e associated to p then
mod← probability in Modifiers[ ] corresponding to e ;
modifiere = p+ {[(100− p) /100] ∗mod} ;
add modifiere to NewProbabilitiesw ;
end
return NewProbabilitiesw[ ] ;
Algorithm 4.4: Potential events probability update based on transition matrix.
The main idea consists in adding a proportional amount of probability score. It is
performed calculating the difference between 100 and the probability score, obtaining
the remaining percentage value. Then, its percentage is calculated according to
the transition matrix corresponding value. Finally the probability is updated with
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the added value. In this way we can reinforce the results with a low probability
rate with respect to the highest ones according to the expectations. An example
could clarify this aspect. Let’s consider the previous mentioned rules (4.6), (4.7)
and (4.8). The relative first generated transition matrix is shown in table 4.2. If e1
and e3, that can be both recognized by s1, could be easily mistaken due to possible
similarities. Let’s consider that the related module, after recognizing the occurring
event, provides some percentage value of probability of matching with the events in
dataset. Let’s consider that the following values are provided:
• e1 = 83%
• e3 = 87%
• e4 = 81%
if we apply the algorithm 4.4 considering wi the current temporal window, we obtain
the following new values:
• e1 = 83%+(37.5% of 17)≈ 83 + 6.37 = 89.37%
• e3 = 87%+(37.5% of 13)≈ 87 + 4.87 = 91.87%
• e4 = 81%
In this case, due to the fact that the occurrences of e1 and e3 are the same, the
proportion is respected and the result is unchanged. However the results could
drastically change if the number of occurrences of an event is higher than the others.
The event e4 is not involved in the first temporal window so there is no modification
of his probability. Then, for improving the results we can use the transition matrix
related to the rules. In fact, it can provide a second reinforcement of the event based
on condition’s probability. The procedure is similar: for each event, if present in a
condition, we calculate the difference between 100 and the current percentage value,
then we calculate the percentage of it based on the value of the condition in the
rules’ transition matrix and finally this value is summed to the current percentage
value of the event. The algorithm 4.5 corresponds to a modified version of 4.4 that
involves the rules’ transition matrix.
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Function ruleEventsProbabilityUpdate(temporal window wi, transition
matrix TM [ ][ ], events and associated involved probabilities Pevents[ ]):
Initialize variables;
NewProbabilitieswr ← initialization ;
Modifiers[ ] ← values of TM [ ][wi] ;
foreach probability p in Pevents[ ] do
if TM [wi][ ] contains event e associated to p then
mod← probability in TM [wi][x] where x corresponds to the
index of e in TM [ ][ ] ;
modifiere = p+ {[(100− p) /100] ∗mod} ;
add modifiere to NewProbabilitieswr ;
end
return NewProbabilitieswr[ ] ;
Algorithm 4.5: Potential events probability update based on transition matrix.
Applying the algorithm on the previous example, we can say that event e1 in the
first temporal window is involved in condition 1, 2 and 3. Then, we can find e3 in
condition 1 and 2 in the same slot. For each one of them we can apply the algorithm
and we obtain the following percentage value update:
• e1 in Condition 1 ≈ 89.37%+( 44% of 0.10 )= 89.37% + 4.4% = 93.77%
• e1 in Condition 2 ≈ 89.37%+( 39% of 0.10 )= 89.37% + 3.9% = 93.27%
• e1 in Condition 3 ≈ 89.37%+( 17% of 0.10 )= 89.37% + 1.7% = 92.07%
• e3 in Condition 1 ≈ 91.87%+( 44% of 0.08 )= 91.87% + 3.5% = 95.37%
• e3 in Condition 2 ≈ 91.87%+( 39% of 0.08 )= 91.87% + 3.1% = 94.87%
Then we chose the highest percentage value of each event. The process is analogue
for each temporal window.
48
Chapter 5
Experiments and results
In this section we provide experimental scenarios and results, focusing on each
proposed module and the overall framework effectiveness. The entire structure is
so dynamic that could be used in almost any application area, so we tested it in
a rehabilitation, a security and a generic interactive environment. We provide a
sample scenario in a museum that could provide a fully functional overview of the
framework. Then, we describe the experimental setup and environments for each
section of the framework. Finally, we performed evaluations based on subjective and
objective results. The tests are mainly executed on self evaluating effectiveness of
the framework, however some comparisons are also performed according to similar
systems in same and different application areas.
5.1 Sample Scenario: Interactive Museum
This example provides an application scenario that clarifies the interaction between
the users and the system in a real scenario. A museum director wants to improve its
structure using new technologies. The proposed system can satisfy this requirement.
A developer is chosen for configuring it. Then, a team of psychologists and historians
trained by the developer on the possibilities of the system decides which kind
of actions would be performed inside two interactive rooms of the museum, also
designing the system’s responses and the relations between events. When the entire
operative plan is defined, the developer decides where to place sensors and actuators
for providing the required result. If necessary, the involved modules are trained with
sample data of specific actions, for example a series of gestures captured by a depth
camera. Finally, the system is tested and eventually tuned for providing the best
result. The development phase is over. The system is ready to be used with the
users, that is to say the museum’s visitors. Now, we analyze the scene from their
point of view. A tourist enters the first room and the lights around each find are
turned on. Then, a video on a monitor is played: an assistant, "Giorgia", appears
and offers her help to the visitor. She also underlines which kind of actions could
be performed, showing a mini-tutorial. After that, she asks him his name and the
visitor answers "Paolo". Then, Paolo, moving towards the monitor, asks information
of a find, pointing at it and saying "What is that?". After some instants, Giorgia
starts speaking about the targeted item. Then, Paolo gets closer to it and the lights
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of the other finds in the room start to lose intensity. Then, Paolo tries to touch it
and Giorgia drastically stops speaking for saying "Please, don’t touch anything in
the room". Then, Paolo says "Sorry" and moves towards another item, while the
lights of the room turn completely on again. Giorgia starts speaking about the find
that Paolo is looking. Then, he says "Ok, thanks Giorgia." and uses his right arm
for performing a "Stop" gesture. Giorgia stops speaking. Then Paolo goes out from
the room and enters the following one. While executing this action, the lights in the
first room are turned off and the ones in the second are turned on. Giorgia appears
on another monitor and says "Welcome, Paolo, did you enjoy our first room?". Paolo
answers "Yes" and asks "Can you please tell me where the bathroom is?". Giorgia
starts explaining where to go while the lights in the room become brighter around
the exit door. Paolo says "Thanks", goes out and comes back in the room while
Giorgia says "Welcome back, Paolo. Would you like to take a tour of the entire
room? You have seen nothing till now.". Paolo says "Yes." and the programmed
tour starts, lighting the finds while Giorgia explains everything. At a certain point,
Paolo stops Giorgia because she has said something related to a find in the first
room and he is not sure to have noticed it. So, he goes back and Giorgia, appearing
again on the screen says "Welcome back in the first room, Paolo.". Then Paolo asks
"Hey, Giorgia, which finds do I have seen right now in this room?" and Giorgia lights
them. So, Paolo can see that the focus item is not lighted and he asks information
about it to Giorgia. Finally he says "Thanks" and goes out from both rooms while
Giorgia says "Goodbye, Paolo".
5.2 Physical Architecture of the Framework
This section of the document describes the physical setup used for testing the
framework. The hardware involved comprehends a CPU Intel Core i7-5930k, an
Asus Rampage V Extreme motherboard (that provides 12 USB on back panel, useful
when numerous sensors are needed), a GPU NVidia GTX 1070, 16 GB DDR4 RAM
memory and a Samsung 850 Pro SSD of 256GB. The machine is a high-end desktop
due to the requirements: multiple threads and numerous sensors involved at the
same time.
5.2.1 Layout Builder
The layout builder is based on a 3D environmental editor. Three.js 1 is a WebGL
library that allows to do that. It is based on javascript language and is very versatile
due to its compatibility with all the most common web browsers. This is one of the
most important reasons why it was selected among the possible choices. Starting
from an existing project 2, the layout builder has been integrated with models
generated with Blender 3 and some important functions have been introduced. In
Figure 5.1 an example of 2D layout building phase is shown. In this step, the walls
and the proportions are inserted.
1https://threejs.org/
2https://github.com/furnishup/blueprint3d
3https://www.blender.org/
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Figure 5.1. Layout Builder: planimetry designer.
The items management is show in Figure 5.2. The environment is displayed in 3D
space.
Figure 5.2. Layout Builder: overview of 3D editor for managing items in the scene.
Each item’s dimension, position and orientation can be modified according to the
set boundaries: collisions and ground object/wall object. The last named function
limits the position of an item on the ground or on the wall, for avoiding to wrongly
place it. An example of 3D editor for the layout builder is shown in Figure 5.3.
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Figure 5.3. Layout Builder: 3D editor in detail. The items can be dropped in any allowed
location and can also be resized and oriented.
As previously mentioned, each sensor that could be inserted into the 3D environment
has been modeled in Blender and exported in three.js importable format. In this
phase, dimensions and proportions are significantly important to manage. The scale
must be kept from one to the other system. An example of exported model after
creation in shown in Figure 5.4.
Figure 5.4. Layout Builder: JS items models (three.js jason format) created with Blender’s
exporter 2.7.
When the new items are imported, they are displayed in a list of available objects
that can be inserted into the environment. The view of this section is shown in
Figure 5.5.
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Figure 5.5. Layout Builder: addable items list. The modularity of the system allows to
create new items in any moment according to the needs.
Finally, after deploying the environment, the system can export all the information.
The Figure 5.6 shows the output file that can be parsed by the Rules Builder. This
process promotes the modularity of the framework.
Figure 5.6. Layout Builder: output data file. Exported information are related to walls
and items, with all their variables.
5.2.2 Rules Builder
This second system is developed in Java. It parses the file produced by Layout
Builder and shows a top view of the environment, underlining the name of each
item in a unique form. It allows to avoid ambiguity. The user can define the rules
following the previously mentioned syntax. There is no length limit. If the format is
wrong, the system notifies the error and does not allow to proceed to save the rules
file. Concerning connection between rules, the system allows to select which rules
should be linked to the one that the user is writing. Besides allowing to use the
Allen’s temporal logic form, it also provides a list of preregistered users that could
be involved in specified events. Moreover, if a parametric form is introduced, such as
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"person1" or "p1", the system will call the reidentification feature. If a rule presents
a variable with the same name of a previously encountered one, a reidentified user
is needed for that event. This operation and all the others related to the rules are
performed by the Rules Actuator.
Figure 5.7. Rules Builder: GUI of the system. The user should follow the syntax proposed
on the top of the image for creating rules. The buttons are dynamically generated
based on the Layout Builder output and previously registered users. For using the
reidentification features, the person can be parametrically specified.
In Figure 5.7 the GUI of the Rules Builder is shown. After completing to write a
rule, the user can store it. At the really end of the process he/she can save the rules
on a file that comprehends all the information, also the environmental one. This file
is finally loaded by the Rules Actuator for starting the on-line phase.
5.2.3 Rules Actuator
The system is developed in C# due to a compatibility factor. In fact, for some
submodules, we used the Microsoft Kinect for XBOX One sensor [69] and a Microsoft
Windows powered computer is suggested. A WPF application is deployed starting
from a powerful software named Vitruvius 4. It allows us to easily interact with
Microsoft Kinect V2 SDK. Moreover, we integrate the system with compatible
libraries, such as Microsoft Cognitive Toolkit [107] (CNTK) and Aforge.net [60] for
adding machine learning functions. The main computer vision library involved in
4https://vitruviuskinect.com/
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camera-based functions is EMGUCV 5, a wrapper for OpenCV [18] library, that
is fully compatible with C# programming language. In particular, we exploited
version 3.2.0.2682 with CUDA. The gesture recognizer is managed with CNTK 6. It
is a Microsoft open source library and allows to introduce some modifications to its
internal functions.
For each module we used different sensor types. The involved ones are:
• 2x Microsoft Kinect V2: used by gesture recognition, re-identification and
identification modules;
• 2x MB1414 USB-ProxSonar-EZ1: used in a simple proximity calculator
module;
• 2x Webcam Microsoft: LifeCam HD 3000: used by motion detection
module;
• 2x USB Sound Tech CM-1000USB omni-directional microphones:
used by speech recognition module.
However, this system is only a container that should implements a method for
checking if the rules’ conditions are satisfied or not. It means that it is possible
to integrate external modules just considering them like black boxes. The only
needed inputs consist in percentage values of every possible event for each sensor. It
allows distributed computation and also the use of networks when long distances
are involved.
Added Module: Pedestrian Tracker and Motion Detector
The framework involves the previously described pointing calculation, gesture recog-
nition, re-identification and identification modules. However, for experimental
purposes, we inserted some more added modules that allow to integrate the frame-
work with more functionalities. In particular, we used some methods that are well
known in literature. We used two RGB cameras and those devices could be easily
exploited for identifying pedestrian and tracking them. We combined HOG and
Linear SVM [33] for detecting if human figures are present in the scene. OpenCV
implements a pre-trained detector that, opportunely tuned, can provide the required
functionality. Then, the barycenter of the bounding box around the pedestrian is
tracked, for evaluating trajectory. The latter are simply classified in 4 directions,
one for each cardinal point, where up and down are referring to the distance from
the sensor. More in detail, if the trajectory of a pedestrian is going from left to right,
the user is moving to the right of the scene in front of the sensor. It is analogue
for the left. Up and down, instead, means that the user is going farther or closer
to the sensor, because the camera’s view direction is parallel to the ground. We
also provide a relatively simpler function related to cameras: a motion detector.
It exploits DBSCAN [34] and optical flow [49] for identifying the dimension of the
elements that are moving inside the scene. The sum of the area of each cluster
5http://www.emgu.com/wiki/index.php/Main_Page
6https://docs.microsoft.com/en-us/cognitive-toolkit/
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determines the motion intensity. For this algorithm we used a limited number of
frames for each temporal window due to the computational weight.
Also in these cases each output class is associated to a percentage value according
to the following scheme:
• Pedestrian trajectory: each movement of the user is expressed in quantity of
translation in each of the four directions and a proportion is generated. If a
user is going 250 pixels "right" and 100 pixels "up", the percentage values are
calculated according to the following proportions:
xright = (100× 250) / (250 + 100) ≈ 71, 42 (5.1)
xup = (100× 100) / (250 + 100) ≈ 28, 57 (5.2)
xleft0 = 0 (5.3)
xdown = 0 (5.4)
so, left and up percentage values are respectively 71,42 % and 28,57 %. The
other directions are not involved. This calculation derives from 3.17.
• Motion quantity: we empirically set three thresholds for defining zero, minimal,
medium and high quantity of motion. These values can be closer or farther
from the calculated value according to the sensor. We simply calculate the
distances of each one of them from the detected value and proportionally
distribute them in a percentage scale. For example, if the thresholds are set to
2, 4 and 6 respectively, from lower to higher motion quantity, and a score of
3,4 is detected the distances are calculated as follows:
dzero = |0− 3, 4| = 3, 4 (5.5)
dminimal = |2− 3, 4| = 1, 4 (5.6)
dmedium = |4− 3, 4| = 0, 6 (5.7)
dmaximum = |6− 3, 4| = 2, 6 (5.8)
and the sum of distances is sd = 8. The proportions are calculated according
to the following formulas:
xzero = 100− (100× dzero) / (sd) = 52, 5 (5.9)
xminimal = 100− (100× dminimal) / (sd) = 82, 5 (5.10)
xmedium = 100− (100× dmedium) / (sd) = 92, 5 (5.11)
xmaximum = 100− (100× dmaximum) / (sd) = 67, 5 (5.12)
the applied formula is the same of 3.17.
Added Module: Speech Recognition
Due to the fact that the voice is one of the most used interaction method in multi-
modal system, we provide also a speech-to-text module to our framework. It is
based on Microsoft Speech Platform SDK 11 7 and its dictionary filtered according
7https://cdn.rawgit.com/Microsoft/Cognitive-Speech-STT-Windows/master/docs/SpeechSDK/html/db803a8f-
b4c1-a049-00c7-4bf3472fc8cc.htm
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to the keywords defined in the rules. With this method we reduce the errors that
the system can commit. Moreover, the confidence value allows to determine the
accuracy of the recognition, providing percentage score in comparison with possible
alternative (similar) words.
5.3 Sub-modules Tests
Before testing the entire framework we decided to estimate the effectiveness of the
proposed modules: pointing, gesture recognition and re-identification. Each module
has been tested in a different context, based on suitability. Finally, we tested the
entire framework in a real scenario involving all the previously listed modules.
5.3.1 Gesture Recognition: Experiments
In order to show the effectiveness of this module, we tested its reliability in a critical
application area: rehabilitation. In fact, the accuracy of systems used in medicine is
usually higher than the majority of other topics. Moreover, the system presented in
this paper is an improvement of the work described in [9]. It requires the cooperation
of three low-cost devices: a HMD supported by positional sensors, a Microsoft Kinect
v2 (as Tof camera) for the body, and a Leap Motion Controller (as 3D camera) for
the hands. The combination of these devices allows patients a complete immersive
experience with a high fidelity in acquiring data and tracking movements. The
system is developed for supporting patients and therapists at the same time. In
Figure 5.8 a graphical architecture is shown, highlighting the differences between
the two sides (therapist/patient).
Figure 5.8. An overview of the proposed architecture. The patient side (left) highlights
the used devices, while therapist side (right) points out the framework adopted to create,
to monitor, and to customize the different serious games
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Figure 5.9. Combination of the Kinect and Leap Motion Controller models. Point A
belongs to the Leap Motion Controller model, while point B belongs to the Microsoft
Kinect model. The computed point C represents the best anchor point for combining
the two models
As depicted in Figure 5.8, the system is composed by two logical layers: patient
side and the therapist side. In the patient side, the Virtual Environment module
manages input/output data from/to sensors. In detail, during the rehabilitation
sessions the ToF and 3D cameras capture patients' data, i.e, hands and body, which
are processed in real-time and stored for further elaborations. The type of acquired
data (e.g., angles of the joints, positions of the joints) depends on the performed
specific exercise. By the HMD, instead, the Virtual Environment module offers a
VE with which the patients interact during the rehabilitation sessions. Like for
the acquired data, the features of the interactive objects within the VE depend on
the performed specific exercise. Moreover, the Virtual Environment module also
provides a corresponding 3D model (i.e., an avatar) for a patient whose movements
are fitted in it, thus allowing a real interactive experience.
In the therapist side, three modules are present: Rehabilitation Monitor, Exercise
Builder, and Deep Learning. The first module receives data (i.e., video stream and
models) from the Virtual Environment module and allows the therapist to monitor
the patient's status during the execution of the rehabilitation exercise. The Exercise
Builder allows the therapist to create (including training), modify, and delete the
exercises within the system. For the management of the serious games, we inherited
the method described in [9]. In detail, once the 3D environment is created by a
skilled user, the therapist can add, modify, or delete elements of the environment
and objects (including their parameters) by an eXtensible Markup Language (XML)
file specifically formatted (this not a focus of the present paper, details are reported
in [9]). Finally, the Deep Learning module is used in two different phases. In the
first, it is used to learn the features of a new exercise added to the system. In the
second, it is used to monitor and evaluate the performance of a patient during a
rehabilitation session.
Combination of the models
The merging of the models provided by the Kinect and Leap Motion Controller
is based on the union of selected joints. More specifically, we enable the Kinect
to handle all the patient's skeleton joints except for those that concern hands and
elbows. These last are taken from the Leap Motion Controller, due to its greater
precision in modelling and tracking the hands. Since the elbow joints are in common
between the representations provided by the two devices, they are used to merge
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the two models. To know the optimal point where to anchor the model of the Leap
Motion Controller on the model of the Kinect, the linear interpolation, shown below,
between the two elbows points is computed:
interpX = x1 +
i
n
(x2 − x1) (5.13)
interpY = y1 +
i
n
(y2 − y1) (5.14)
interpZ = z1 +
i
n
(z2 − z1) (5.15)
where, x1, y1, z1 and x2, y2, z2 are the coordinates of the elbow joints, n is the number
of interpolated points, and i is the selected position. The more i is big, the more
the point is near to the elbow point of the Kinect. By empirical tests, the following
optimal configuration has been set: n = 5 and i = 3. In Figure 5.9, a graphical
representation of this approach is shown.
The overall precision of the system in tracking the movements of the body and the
articulation of the hands is mainly based on the precision of the used sensors. For
this reason, we have adopted two of the consumer devices, i.e., Microsoft Kinect
v2 and Leap Motion Controller, with the highest level of accuracy [126, 44]. In
addition, since the elbow joints are in common between the models produced by the
two devices, the precision of the tracking is also linked to the interpolation. In detail,
the interpolation can be interpreted as a way to weight the combination of the two
models. To prevent a wrong tracking of a patient, the system also implements a
mechanism for the inference of the positions [133]. More specifically, if the Leap
Motion Control loses the tracking of the hands, the Kinect can continue to support
the movements. Likewise, if the sensors that assist the HMD fail, then the Kinect
acts once again to support the movements. In this way, some levels of protection that
react in case of accidental momentary faults have been implemented. Anyway, these
are very infrequent events. In order to facilitate the interaction between therapists
and system, we have implemented the functionalities and the interface of the system
according to the most common usability criteria, i.e., the set of Nielsen's rules [80].
We have also tested the proposed system by the System Usability Scale (SUS) [20],
obtaining a value of 83, which is better than the average. Summarizing, the main
features that have contributed to develop a system with a good rank of usability
are: a minimal interface, a simple customization of the exercises, and an adherence
to the standards. To facilitate the interaction between patients and system, we have
taken inspiration from the most common console games based on NUIs, taking into
account the importance of achieving a clear goal in the most intuitive possible way.
So, we used five patients affected by stroke or Parkinson’s disease (hereinafter, PD)
as case studies. The patients were distributed among three exercises commonly used
in PD treatment [46, 59, 64, 90, 74]. The exercises included mixed hands and body
rehabilitation tasks. The 3D environment was developed with Unity3D [85]. Notice
that, all the parameters of the exercises, such as duration, number of obstacles,
speed of the objects, and so on, can be modified by the therapist.
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Figure 5.10. Deep learning architecture. For each serious game defined in the system, a
RNN-LSTM is used to estimate the patient's performance. The data are acquired by
the Kinect and Leap Motion Controller during the execution of the exercise and they
are also supplied to the network (Sensor Data). Then, the latter processes the received
data (Data Processing) and provides the patient's performance with respect to a set of
healthy subjects (Patient's Impairment Estimation)
LSTM-RNN parameters
In this section, some considerations about the training of the network are reported.
The first step to find the optimal network configuration was to try different numbers
of stacked LSTM layers, maintaining constant the number of epochs, to observe how
the accuracy changes. In Figure 5.11(a), the accuracy obtained with a fixed number
of 800 epochs is shown. With 5 and 6 layers, we had a decrease in accuracy due to
the few epochs with respect to the number of layers. This led us to a second stage,
which consisted in augmenting the epochs for layer 5 and 6 up to 1600 and 2000,
respectively. As shown in Figure 5.11(b), the accuracy has begun to converge to
the accuracy value obtained with 4 layers. Notice that, with 4 layers we obtained
the highest accuracy, but this was not a suitable solution due to the high time
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Figure 5.11. LSTM-RNN accuracy with respect to the number of layers: (a) shows the
accuracy obtained by using the same number of epochs for training, (b) shows the
accuracy obtained by increasing the epochs for 5 and 6 layers
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Figure 5.12. Number of days needed for training the network with respect to the number
of layers. The blue line is the time needed when the number of epochs is fixed to 800,
while the orange line is the time needed when the epochs are augmented to 1600 and
2000 for a 5 layers and 6 layers network, respectively
requested for the training. Between 2 and 3 layers there is a small difference in
accuracy (i.e., about 0.3%), while the time needed to train a 3 layer network is
higher. For these reasons, the use of 2 layers seemed a good compromise between
accuracy and training time. In Figure 5.12, the number of days needed to train
the network in consideration of the number of layers is reported. Concerning other
training parameters, we found that a learning rate of 0.001 and a batch size of 5 has
given the best results with the adopted video sequences.
Experimental protocol
All the serious games were performed by 20 healthy subjects, aged between 19 and
28 years. Their data were used to train three different LSTM-RNNs (i.e., one for
each exercise). During the users' rehabilitation sessions, their data were acquired
and, at the end of each session, they were given as input to the linked LSTM-RNN.
The output of each obtained network was stored to enable the monitoring of the
patients. In the proposed experiments, all users performed the same number of
rehabilitation sessions, and each session had a duration between 45 and 60 minutes.
The exercises proposed in this paper were taken from the medical literature according
to the suggestions given by a set of five therapists. In order to correctly train the
LSTM-RNNs, the therapists had also driven the selected healthy subjects during
the execution of the exercises. In Table 5.1, the features per device used in the
rehabilitation exercises are reported. To provide these features to the LSTM-RNNs,
they are stored inside a vector as follows:
(LeftKnee(x,y,z), RightKnee(x,y,z), v) (5.16)
(LeftKneeAvgSpeed, RightKneeAvgSpeed, LeftF ingersAvgSpeed, RightF ingersAvgSpeed) (5.17)
(αankle, βankle, d) (5.18)
Concerning Leap Motion Controller data, the normalization is not required since the
device uses only relative values (i.e., not absolute positions in 3D space). Instead, the
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Table 5.1. Features used to estimate patients' performance with respect to the performed
exercise
Used Features
Exercise Kinect Leap Motion
1 Positions (x,y,z) of knees Pinch strength, between 0.01 and 1.00
2 Average speed value of the
knees
Average speed value of the fingertips
3 Angle between toe/heel and
ankle,
distance between hand and
sphere center of mass
N/A
Figure 5.13. VE of the exercise 1. The bigger image shows the point of view of the user
while performs the raise the knee and pinch with your fingers exercise
Kinect data were normalized by translating the skeleton of the user to the XZ plane.
This is performed by using the skeleton centre of mass joint as anchor. During the
experiments, at least a therapist and a software engineer were present to evaluate
both the usability of the system and the effectiveness of the rehabilitation exercises.
Exercise 1: Raise the knee and pinch with your fingers
The first exercise proposed consists in raising the knee for avoiding obstacles and,
at the same time, pinching with fingers of the hand opposite to the knee. Figure
5.13 shows how the exercise is seen by the patient through the HMD. The patient's
3D model is placed on a conveyor belt and some obstacles appear on the left and
right side of the path. To avoid the collision, the patient has to raise the knee at
Table 5.2. Exercise 1: Average data collected from patients
Obstacle ID null 0 1 2 3 4
Left pinch strength 0 0.82 0 0.88 0.9 0
Right pinch strength 0 0 0.96 0 0 0.98
Left knee height -0.77 -0.29 -0.76 -0.27 -0.45 -0.73
Right knee height -0.74 -0.78 -0.32 -0.79 -0.77 -0.28
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Table 5.3. Exercise 1: Average data collected from healthy subjects
Description Rest position Right obstacle Left obstacle
Left pinch strength 0 0.98 0
Right pinch strength 0 0 1.00
Left knee height -0.76 -0.25 -0.76
Right knee height -0.74 -0.75 -0.26
Figure 5.14. VE of the exercise 2. The bigger image shows the point of view of the user
while performs the march and grasp exercise
the right moment. At the same time, the patient must keep the hands in front of
the face and pinch with fingers of the hand on the opposite side of the raised knee
(e.g., right knee left hand and vice versa). In Table 5.2 and Table 5.3, the average
data collected during the exercise execution for patients and healthy subjects are
shown. By having the data of the healthy subjects, the therapists can set a threshold
value for knee raise and pinching action according to the Kinect and Leap Motion
Controller measure units. Kinect calculates joint translation in meters, while Leap
Motion Controller shows pinching strength in percentage, where 1 is the maximum
pinching power and 0 is the minimum. The threshold value for pinching action was
set on >0.8 and <-0.4 for knee raise.
Figure 5.15. VE of the exercise 3. The bigger image shows the point of view of the user
while performs the get up on heels or toes and cut with hands exercise
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Table 5.4. Data collected from patients during the execution of the exercise 3 and their
personal judgements
System Estimation
Patient's Judgement Patient 1 Patient 2 Patient 3 Patient 4 Patient 5
Sphere 1 Hit\Hit Hit\Hit No Hit \No Hit No Hit\No Hit No Hit \No Hit
Sphere 2 Hit\Hit Hit\Hit No Hit\Hit Hit \Hit No Hit \No Hit
Sphere 3 Hit\Hit No Hit\Hit No Hit \No Hit Hit \Hit No Hit \Hit
Sphere 4 Hit\Hit No Hit\No Hit Hit \Hit Hit \Hit Hit\Hit
Sphere 5 No Hit\No Hit Hit\No Hit Hit \No Hit No Hit \Hit Hit \Hit
Sphere 6 No Hit\Hit Hit\Hit Hit \Hit Hit \Hit Hit \Hit
Sphere 7 Hit\Hit No Hit\Hit No Hit \Hit No Hit\Hit No Hit \Hit
Sphere 8 No Hit\Hit Hit\Hit Hit \No Hit No Hit \Hit No Hit\No Hit
Sphere 9 No Hit\No Hit No Hit\No Hit Hit \Hit Hit \Hit Hit \No Hit
Table 5.5. Comparison between the capabilities of the proposed system and similar systems
at the state-of-the-art
Realtime Exercise
Personalization
Full Body
Detection
Sensor Type Non-Haptic Calibration Immersion
Proposed System Yes Yes Yes Kinect v2, Oculus
Rift, Leap Motion
Yes Not needed Full
Avola et al. [9] Yes Yes No Kinect Yes Not needed No
Shiratuddin et al. [109] Yes No No Kinect (hands
only)
Yes Not needed No
Saini et al. [104] Yes No No Kinect Yes Not needed No
Sosa et al. [114] Yes No No Kinect Yes Needed No
García-Martínez et al. [40] Yes No No Custom tactile
controller
No Not needed No
Pei et al. [89] Yes Yes Yes Kinect Yes Not needed No
Exercise 2: March and grasp
Figure 5.14 reports the second exercise, which consists in marching in place and
grasping with the hands. Both movements must be synchronized. The VE presents
a butterfly to the patient, and the more the hands are quickly closed, the more the
butterfly flaps its wings rapidly. If any movement is stopped (e.g., march or grasp)
the butterfly slowly falls.
Exercise 3: Get up on heels or toes and cut with hands
The third exercise consists in cutting spheres, with the hands, that appear randomly
in front of the patient. The patient's fingers must be clenched and the hands opened.
A cut is performed only when the hand of the 3D patient model collides with a
sphere. Randomly, the system asks the patient to get on heels or toes, and when this
action is performed, the system returns to the cutting part. This is an asynchronous
exercise, that is to say that the focus of the patient is on a single task at time. In
Figure 5.15 the execution of the exercise is shown. We asked the patients to declare
if a collision between their avatars and the sphere occurs during the exercise. In
Table 5.4, the comparison between what the patients stated and what the system
detected is reported. Analysing the data, all the therapists (and engineers) affirmed
that the system had made no mistakes, the mismatches were due to the perception
of the patients, for this reason it could be treated as another parameter to monitor
their progresses.
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Figure 5.16. Patients' performances of the exercise 1 during rehabilitation sessions
Table 5.6. Comparisons between the average estimation proposed by the therapists and
the system, respectively, for the exercise 1
Therapist Estimation
System Estimation Patient 1 Patient 2 Patient 3 Patient 4 Patient 5
Therapist 1 60.00\58.72 10.00\13.24 20.00\23.45 30.00\29.86 15.00\8.80
Therapist 2 60.00\58.72 15.00\13.24 25.00\23.45 30.00\29.86 10.00\8.80
Therapist 3 60.00\58.72 15.00\13.24 25.00\23.45 25.00\29.86 10.00\8.80
Therapist 4 55.00\58.72 9.00\13.24 25.00\23.45 35.00\29.86 15.00\8.80
Therapist 5 55.00\58.72 20.00\13.24 20.00\23.45 25.00\29.86 5.00\8.80
5.3.2 Gesture Recognition: Results
In Table 5.5, a comparison of the capabilities of the proposed system with the current
works at the state-of-the-art is reported [9, 109, 104, 40, 114, 89]. As shown, the
proposed system is the only one that combines different devices to provide a fully
immersive rehabilitation system, that does not require configuration and allows
patients completely free movements during the rehabilitation sessions. Moreover,
the system presents high levels of accuracy and reliability, thanks to the selected
devices. The system also supports the creation and customization of complex serious
games. Differently from other computer science fields, there are no datasets for
rehabilitation. This is due to the fact that each patient is a unique case, and it is
very difficult to find two patients with the same clinic history.
In Figure 5.16, Figure 5.17 and Figure 5.18 the predictions of the proposed algorithm
are shown. For each exercise both the average performance of healthy subjects and the
performance of each patient are reported. The performances of the healthy subjects
were obtained by acquiring new data on them, as if they were patients. Despite
their good physical conditions, the system detected some small impairments due to
the impossibility, for the users, to perform exactly the same gestures. Depending
on the freedom of movements allowed by the exercises, the system detected that a
healthy subject had an impairment between 2% and 8%. So a patient who has an
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Figure 5.17. Patients' performances of the exercise 2 during rehabilitation sessions
Table 5.7. Comparisons between the average estimation proposed by the therapists and
the system, respectively, for the exercise 2
Therapist Estimation
System Estimation Patient 1 Patient 2 Patient 3 Patient 4 Patient 5
Therapist 1 55.00\59.09 15.00\12.15 20.00\23.69 30.00\29.09 5.00\8.87
Therapist 2 60.00\59.09 10.00\12.15 25.00\23.69 30.00\29.09 10.00\8.87
Therapist 3 60.00\59.09 10.00\12.15 20.00\23.69 35.00\29.09 5.00\8.87
Therapist 4 60.00\59.09 15.00\12.15 30.00\23.69 25.00\29.09 10.00\8.87
Therapist 5 55.00\59.09 15.00\12.15 20.00\23.69 30.00\29.09 15.00\8.87
impairment in that range, at the end of the therapy, can be considered as a healthy
subject. The charts also highlight the overall conditions of the patients. The lower is
the patient's starting performance, the more is the impairment. Regarding exercises
1 and 2, the extraction of the features was occurred without issues. In exercise 3,
instead, some problems were found in detecting them when patients got up on heels
or toes. This is due to the fact that the joints involved in the action are difficult to
track, so the results of the exercise 3 were underestimated.
To verify if the estimation produced by the system was reliable, the five therapists
that designed the exercises were consulted for a blind verification. In detail, we asked
them how much, in their opinion, the impairment of a patient was after each session.
Then, we compared their feedbacks with the results of the proposed algorithm. In
Table 5.8. Comparisons between the average estimation proposed by the therapists and
the system, respectively, for the exercise 3
Therapist Estimation
System Estimation Patient 1 Patient 2 Patient 3 Patient 4 Patient 5
Therapist 1 60.00\56.57 10.00\12.87 20.00\21.41 25.00\28.72 15.00\10.84
Therapist 2 55.00\56.57 15.00\12.87 15.00\21.41 25.00\28.72 10.00\10.84
Therapist 3 55.00\56.57 20.00\12.87 20.00\21.41 30.00\28.72 10.00\10.84
Therapist 4 60.00\56.57 15.00\12.87 20.00\21.41 30.00\28.72 10.00\10.84
Therapist 5 50.00\56.57 10.00\12.87 15.00\21.41 25.00\28.72 10.00\10.84
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Figure 5.18. Patients' performances of the exercise 3 during rehabilitation sessions
Table 5.6, Table 5.7, and Table 5.8, the estimation values are reported. While
the opinions of the therapists can be considered a qualitative measure, the results
provided by the system can be considered a quantitative measure based on real data
acquired from healthy subjects. If the estimations given by the therapists may vary
among them, thus leading to different diagnosis, the proposed method provides a
value that is closer to the patient's real conditions. The therapists strongly pointed
out the benefits deriving from the proposed monitoring system. The data of the
patient's rehabilitation history can be extremely important over time for creating
ad-hoc exercises and more detailed reports about the healing process. Although there
is already a large literature highlighting how these serious games increase patient's
motivation and although similar works ensure that this kind of rehabilitation is
widely accepted by the patients [55, 98, 45, 48, 93, 9, 109, 104, 40, 114, 89], we have
also investigated the opinions of the patients about the system (with a detailed
questionnaire). Summarizing, they considered it better than the classical approaches.
In fact, patients really appreciated the immersion within the VE. They also expressed
this preference according to their first experience with VR, which was something
completely new for them. Moreover, they appreciated the opportunity to set targets
and objectives of the games according to their capabilities. However, it is possible
that, for very long sessions, they suffer of motion sickness effect, thus leading to a
momentary interruption of the rehabilitation session. Anyway, judgments about this
interaction technology are linked to personal feeling and predisposition.
The shown results prove that the proposed method is effective enough for using this
system as gesture recognizer in the entire framework.
5.3.3 Pointing: Experiments
Due to the restrict topic and the lack of datasets, we tested the gesture recognizer
with a self-testing strategy in a specifically designed environment. The aim of the
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Figure 5.19. Pointing action performed by the user and recognized by the system. The
pointed object is the camera itself.
proposed test consists in calculating the accuracy of the module considering different
pointed directions and positions of the user in the sample environment. The designed
room is based on a possible real scenario and, at the same time, a case in which the
Kinect sensor is oriented in a specific direction. In Figure 5.20 the planimetry (a)
and the 3D view of the room (b) with interactive objects are shown. The image is
generated with the Layout Builder. The Kinect device is placed on the right-top
corner, the 7.0" long one, over the TV. This location is chosen for providing the
worst case, for increasing the challenge of coordinates translation function. Then,
we selected some target items to be pointed. The chosen ones are the lamp, the
black sofa and the red chair. The user was placed in two different positions, the first
one is in front of the Kinect, in the middle of the room; the second is in front of
the white door, at the maximum distance allowed for the sensor to still recognize
the skeleton. After assuming the pose of pointing, the user confirms it rising the
other arm and the system applies the algorithms. In Figure 5.19 the recognized
pointing gesture is shown, according to the skeletization algorithm. The tests are
executed repeating the pointing actions 10 times for each items and arm and with
5 different users. We collected the results as average values for each combination
of users and tries. Three.js ratio metrics are calculated according to the following
rule: 1 meter = 100.2917 Three.js units. This parameter keeps the right proportions
between virtual and real environment.
5.3.4 Pointing: Results
The results collected after executing the tests are shown in tables 5.9 and 5.10, one
for each position of the users in the room. The values underline the accuracy of
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Figure 5.20. Planimetry (a) and top view (b) layout of the room used for testing the
pointing recognizer. On the right wall, barely visible, there is a microphone.
the proposed method, with an average precision around 93,5% of correct identified
targets. Moreover, we have to consider that there are two main noise factors. The
first one is related to the sensor, in fact, the Kinect V2 is a low cost device that
often causes the generation of a flickering skeletal model of the user. The second
noisy factor involves occlusions. Let’s consider the last column of the table 5.9. In
this case, the unfair position of the arm of the user causes lack of precision. In fact,
the skeleton joints are inferred due to the occlusion generated by the body of the
user.
Table 5.9. Accuracy results collected during point recognizer module tests. This table is
referring to the first position of the users, in the middle of the room.
Lamp Sofa Chair
User 1 100% 100% 80%
User 2 100% 100% 90%
User 3 100% 90% 80%
User 4 100% 100% 70%
User 5 100% 100% 90%
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Table 5.10. Accuracy results collected during point recognizer module tests. This table is
referring to the second position of the users, in front of the door.
Lamp Sofa Chair
User 1 100% 90% 90%
User 2 90% 100% 100%
User 3 90% 90% 90%
User 4 100% 90% 90%
User 5 100% 100% 90%
However, the results are quite satisfying, according tho this preliminary test.
Comparisons can not be performed due to numerous factors: low interest of the
scientific community in this specific application, exiguous number of techniques in
literature, lack of specific datasets, specific testing environments for each similar
work.
We underline that this module is not the main focus of the work. Moreover, a not
so high precision of the recognition is helpful for testing the entire framework.
5.3.5 Person Reidentification: Experiments
In order to test the reidentification module, we introduced a new environment.
Due to its suitability, surveillance application area is particularly indicated for our
purpose. So, we exploited a Microsoft Kinect V2.0 device for monitoring three
different rooms in the same building. Then, we asked 32 persons to move into each
room 12 times. Every 4 times, we changed the light conditions in each room. The
result is an original dataset of 32 subjects captured by 3 different cameras in 3
distinct light conditions. It has been used for preliminary testing purposes. RGB
images and skeleton data are stored. The latter consists in joints’ positions for each
frame. Inspired by methods described in [43], we divided the dataset according to the
cameras: data associated to the first and the second is related to the train and the
frames acquired by the third populated the test set. Then, we used a random frame
from each sequence in test set for calculating the one-shot person reidentification
accuracy.
Then we tested the system on KinectREID [11], one of the compliant dataset that
are specifically designed for reidentifying persons with RGB-D cameras. We used
the same approach shown in [99]. The dataset contains 483 videos of 71 persons
in different rooms of the same building. Each sequence is composed by RGB,
depth and skeleton information, acquired with Microsoft Kinect SDK. We randomly
selected 20 sequences of different people and used all frames for training the system.
The remaining sequences are used as test set. As usual in human reidentification
research area, cumulative matching characteristic (CMC) is calculated for providing
performances’ results. Always referring to [99], we repeated experiments 10 times and
calculated the average value of accuracy for obtaining the final results. Concerning
the threshold distances, we skipped this passage due to the nature of this test.
However, in real scenarios and using a Kinect for XBOX One, we set a minimum
value to 1.3m and the maximum to 1.8m.
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5.3.6 Person Reidentification: Results
We performed tests on own personal dataset before comparing the effectiveness of
the system with a similar one. The CMC results, shown in Figure 5.21, denote that
the rank-1 rate is around 97% and grows to 99% at rank-4.
Figure 5.21. CMC of proposed method on generated dataset.
CMC tests performed on KinectREID and compared with [99] are shown in Figure
5.22. The results are similar, however the score is lower.
Figure 5.22. CMC of proposed method and Ren’s one[99] on KinectREID dataset.
The Table 5.11 shows that the results are lower than one of the best method in
literature. We have to denote that this related work is based on deep learning
principles, so it requires a higher computational power.
The combination of RGB and anthropometrical measures derived from Depth is crit-
ical for obtaining these results. Single channels provide extremely low performances
instead.
However, we underline that this module is not the core of the study. We wanted to
implement an innovative and competitive function for testing the entire framework.
We suppose that this aim has been reached. Moreover, a less precise method could
be more helpful then more accurate ones. In fact, the main topic of the document is
related to the effectiveness of the proposed probabilistic method for improving the
precision of each involved module.
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Table 5.11. Accuracy comparison between the proposed method and state of the art ones
on the entire KinectREID dataset.
Method Rank-1 Rank-5 Rank-10
SGTrP3 + Score level [51] 76.6 / 99.4
DVCov + SKL [128] 71.7 88.4 /
MMUDL [99] 76.7 87.5 96.1
Proposed Method 74.4 83.1 90.8
5.4 Entire System Test
Due to the uniqueness of the proposed framework, we designed some custom tests for
rating the grade of effectiveness of the system, underlining the recognition accuracy.
In our first step we designed a likely and various environment, that involves all
the proposed sensors and modules. Then, we created some related rules that could
produce mistakes due to ambiguous events.
We designed an intelligent domotic environment. It is composed by two rooms with
the following sensors and related modules:
• Room 1:
– Kinect V2: placed in front of the entrance of the room. It is associated
to the gesture recognition and motion detection modules;
– A microphone: it consists in a panoramic microphone placed near the
Kinect device. It is associated to the speech recognition module;
– Two proximity sensors: one for each door in the room. It is associated to
a simple proximity detection module.
• Room 2:
– Kinect V2: placed over the tv, on north wall of the room. It is associated
to the gesture recognition and motion detection modules;
– A microphone: it consists in a panoramic microphone placed near the
entrance. It is associated to the speech recognition module;
– A proximity sensors: it is placed near the entrance door. It is associated
to a simple proximity detection module.
The output devices are:
• Room 1:
– A speaker: placed in front of the entrance;
– A tv: placed in front of the entrance;
– A light: placed on the east of the room.
• Room 2:
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– A speaker: placed on the north wall of the room;
– A tv: placed on the north of the room;
– A light: placed on the north-west of the room.
In Figures 5.23 5.24 5.25, the top and side views of the layout of the environment
are shown. On the right there is the Room1 and on the left the Room2. The entrance
is located in the Room1, on the south wall. The rooms are communicating through
a door on the west wall of Room1 and on the east wall of Room2. In Figure 5.26 a
panoramic photo of the real Room 2 is shown. It is important to underline that the
added furniture is not influencing the experiment due to the fact that none of the
sensors is occluded.
Figure 5.23. Planimetry of the testing environment. On the right, Room1, on the left,
Room2. The entrance is on south wall of Room1.
Figure 5.24. Top view of the testing environment with objects. In the image the commu-
nication door is not visible due to a prospective occlusion. However, it is located on the
west wall of Room1 and on the east wall of Room2.
The involved rules are logically designed for reflecting some usual actions that
can be performed in the proposed environment. Semantically, the rules can be
summarized in the following way:
• Enters the loft (Figure 5.27) and greets -> turn on the light and the speaker
in the room 1;
• Asks for turning on the light after walking to some object -> turn on the
nearest light;
• Asks information about a pointed object -> turn on the nearest light and the
speaker in the involved room only. This rule is linked to the previous one
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Figure 5.25. Side 3D view of the testing environment. (a) the point-of-view is watching
from south-east to north-west. (b) the point-of-view is watching from north-west to
south-east.
Figure 5.26. Panoramic photo of the real Room 2 environment. As shown, there is also
some not relevant furniture. However, it does not influence the experiment.
due to the fact that the user could go near the pointed object after asking
something about it;
• Stops music and turns off tvs -> turn off speakers and TVs in both rooms. It
is most probable after some other rule completion turns on these devices;
• When moving from a room to another -> the speaker reproduces an audio
with the name of the re-identified person;
• While sitting on the sofa asks for some music -> turn on the speaker in room
2;
• While sitting on the sofa asks for turning on tv -> turn on the tv in the room2;
• While sitting on the sofa asks for turning off everything -> turn off everything
in room2. This rule is linked to the previous two due to the fact that the
speaker or the tv could be turned off while still sitting on sofa;
• While sitting on the chair asks for some music -> turn on the speaker in
room 2 only if authorized. Persons that can perform this tasks are
p1,5,8,10,11;
• While sitting on the chair asks for stopping the music -> turn off the speaker
in room 2. This rule is linked to the previous one;
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• After moving from a room to another asks for turning on some music -> turn
on the speaker in the target room;
• After moving from a room to another asks for turning on the tv -> turn on
the tv in the target room;
• Greets and exit the loft -> turn everything off;
Figure 5.27. User entering in Room 2.
The authorization is linked to the identification module. The gesture recognizer
has been trained for recognizing the following actions:
• Greet (Figure 5.28): rising the left or right arm and slightly moving it;
• Point (Figure 5.29): extending the right or left arm in front of the body for a
few seconds;
• Sit on chair (Figure 5.30): the action is composed by the standing position,
the movement and the final pose;
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• Sit on sofa (Figure 5.31): the action is composed by the standing position, the
movement and the final pose. It is different from the previous action due to a
different movement and final pose caused by the sofa conformation;
• Stops the speaker: rising the left or the right arm and holding it in position
for a few seconds;
(a) (b)
Figure 5.28. Frames from "greet" sequence.
Figure 5.29. The user performing a pointing action.
The speech recognizer is providing the following dictionary:
• Greet: "hello", "goodbye", "hi" and synonyms;
• Turn on music: "turn on some music", "switch on the speaker" and similar
phrases involving "turn on" or "switch on" and "speaker" or "music" keywords;
• Turn on tv: "turn on the tv", "switch on the television" and similar phrases
involving "turn on" or "switch on" and "tv" or "television" keywords;
• Turn on the light: "turn on the light", "switch on the lamp" and similar phrases
involving "turn on" or "switch on" and "light" or "lamp" keywords;
• What is: "what is this", "what is that" and similar questions that involve
"what" or "which" keywords;
• Stop music: "stop the music", "turn off the music" and similar phrases involving
keywords "stop", "switch off" or "turn off" and "music";
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Figure 5.30. The user performing a sitting action on the chair.
Figure 5.31. The user performing a sitting action on the sofa.
• Stop tv: "turn off the tv", "switch off the television" and similar phrases
involving "turn off" or "switch off" and "tv" or "television" keywords;
• Stop: "turn off everything", "stop that" and other similar phrases involving
"stop", "turn off" or "switch off" keywords and phrases that do not contain
words such as "speaker" or "television" because are linked to another command;
In these cases we could denote some similarities. The sitting action. We have two
different locations for allowing the user to rest, a chair and a sofa. Both are linked to
separate gestures. Considering the fact that the position of the user is deliberately
not tracked in this phase, the system can identify which action is executed only
exploiting the performed gesture. The posture acquired by the user when sitting
on both of them is slightly different due to the height and the tilt of the back. At
the same time, also the speech recognizer is challenged, for example considering
similarities between "turn on" and "turn off" sentences. All these cases are obviously
located in the same temporal window, producing a disambiguation need.
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5.4.1 Experiments
Tests of the system are performed with 13 different persons and an arbitrary number
of randomic actions to execute in the rooms. The users were trained with a developer
on events that the system can recognize. Then, they had between 10 to 15 minutes
for testing interactions with the system and learning how the temporal windows are
timed. The information about the involved persons are the following:
• Age: between 20 and 40;
• Skill in using technological devices: middle-high;
• Gender: 10 males, 3 females;
• Clothes: almost the upper body is slightly different from each other. For
example, three shirts were colored with a different gradation of red;
The time provided to the users for executing the task is 2 minutes, however they
could get out from the loft before the end.
The involved sensors are translated in the following variables:
• s1 = Proximity sensor at entrance door;
• s2 = Kinect in Room 1;
• s3 = Microphone in Room 1;
• s4 = Proximity sensor between Room 1 and 2;
• s5 = Kinect in Room 2;
• s6 = Microphone in Room 2;
The conditions are turned in rules, according to the specifications of the frame-
work, as follows:
• R1: Enters the loft and greets = toXmY (s1 (e1) , s2 (e2))∨
toXbY (s1 (e1) , s2 (e2))∨
toXoY (s1 (e1) , s2 (e2)) ;
• R2: Asks for turning on the light after walking to some object =
toXbY (s2 (e3) , s3 (e4))∨
toXmY (s2 (e3) , s3 (e4)) ;
• R3: Asks information about a pointed object = toXeqY (s2 (e5) , s3 (e6))∨
toXoY (s2 (e5) , s3 (e6))∨
toXeqY (s5 (e5) , s6 (e6))∨
toXoY (s5 (e5) , s6 (e6)) ;
• R4: Stops music and turns off tv in both rooms = toXeqY (s2 (e7) , s3 (e8))∨
toXeqY (s5 (e7) , s6 (e8)). Linked to R7, R8, R12, R13, R14 and R15;
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• R5: When moving from a room to another (Room1 to Room2) = toXeqY (s2 (e9) , s4 (e1))∨
toXmY (s2 (e9) , s4 (e1))∨ // toXoY (s2 (e9) , s4 (e1)) ;
• R6: When moving from a room to another (Room2 to Room1) = toXeqY (s5 (e9) , s4 (e1))∨
toXmY (s5 (e9) , s4 (e1))∨ // toXoY (s5 (e9) , s4 (e1)) ;
• R7: While sitting on the sofa asks for some music = toXeqY (s5 (e10) , s6 (e11))∨
toXsY (s6 (e11) , s5 (e10))∨
toXdY (s6 (e11) , s5 (e10))∨
toXsY (s6 (e11) , s5 (e10))∨
toXfY (s6 (e11) , s5 (e10)) ;
• R8: While sitting on the sofa asks for turning on tv = toXeqY (s5 (e10) , s6 (e12))∨
toXsY (s6 (e12) , s5 (e10))∨
toXdY (s6 (e12) , s5 (e10))∨
toXsY (s6 (e12) , s5 (e10))∨
toXfY (s6 (e12) , s5 (e10)) ;
• R9: While sitting on the sofa asks for turning off everything = toXeqY (s5 (e10) , s6 (e8))∨
toXsY (s6 (e8) , s5 (e10))∨
toXdY (s6 (e8) , s5 (e10))∨
toXsY (s6 (e8) , s5 (e10))∨
toXfY (s6 (e8) , s5 (e10)). Linked to R7 and R8;
• R10: While sitting on the chair asks for some music = toXeqY (s5 (e13, p1,5,8,10,11) , s6 (e11))∨
toXsY (s6 (e11) , s5 (e13, p1,5,8,10,11))∨
toXdY (s6 (e11) , s5 (e13, p1,5,8,10,11))∨
toXsY (s6 (e11) , s5, p1,5,8,10,11 (e13))∨
toXfY (s6 (e11) , s5 (e13, p1,5,8,10,11)) ;
• R11: While sitting on the chair asks for stopping the music = toXeqY (s5 (e13) , s6 (e8))∨
toXsY (s6 (e8) , s5 (e13))∨
toXdY (s6 (e8) , s5 (e13))∨
toXsY (s6 (e8) , s5 (e13))∨
toXfY (s6 (e8) , s5 (e13)). Linked to R7, R12 and R13 ;
• R12: After moving from a room to another asks for turning on some music
(Room1 to Room2) = toXmY (s2 (e9) , s4 (e1))∧
s6 (e11) ∨ toXeqY (s2 (e9) , s4 (e1))∧
s6 (e11) ∨ toXoY (s2 (e9) , s4 (e1))∧
s6 (e11) ;
• R13: After moving from a room to another asks for turning on some music
(Room2 to Room1) = toXmY (s5 (e9) , s4 (e1))∧
s3 (e11) ∨ toXeqY (s5 (e9) , s4 (e1))∧
s3 (e11) ∨ toXoY (s5 (e9) , s4 (e1))∧
s3 (e11) ;
• R14: After moving from a room to another asks for turning on the tv (Room1
to Room2) = toXmY (s2 (e9) , s4 (e1))∧
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s6 (e12) ∨ toXeqY (s2 (e9) , s4 (e1))∧
s6 (e12) ∨ toXoY (s2 (e9) , s4 (e1))∧
s6 (e12) ;
• R15: After moving from a room to another asks for turning on the tv (Room2
to Room1) = toXmY (s5 (e9) , s4 (e1))∧
s3 (e12) ∨ toXeqY (s5 (e9) , s4 (e1))∧
s3 (e12) ∨ toXoY (s5 (e9) , s4 (e1))∧
s3 (e12) ;
• R16 Greets and exit the loft = toXmY (s2 (e2) , s1 (e1))∨
toXbY (s2 (e2) , s1 (e1))∨
toXoY (s2 (e2) , s1 (e1));
There was no time limit for performing the task, however each run took less than
7 minutes due to the timing of temporal windows. When the desired output is not
obtained, the users could decide to ignore or repeat the command from the beginning
of the rule after waiting some seconds. The collaboration of users is necessary for
obtaining unconcerned results.
All tests were executed on a single machine with multiple sensors. It was composed
by an Intel i7 5930k, 16GB DDR4 of RAM, a Samsung 850 Pro SSD 250GB, a
Nvidia GTX1070 8GB and a motherboard Asus Rampage Extreme V, the most
important component due to the numerous USB connections needed. Moreover, a
Corsair 850RM power supply is used for avoiding loss of energy while all sensors
were on. Multiple Kinect sensors are managed as follows: one is directly used inside
the main operating system, while the second is managed by a virtual machine that
provides information in real-time to the main program through a "http" server-client
protocol. The slight delay is avoided subtracting its calculated value to the events’
timestamps. However, the user experience was less addictive.
5.4.2 Results
Results have been collected counting occurrences of events successfully identified
among all users and runs. In Table 5.12 the accuracy values are shown.
It is important to underline that numerous rules have been completed thanks to
the proposed increase method of probability value of involved events. The average
accuracy of the entire system, according to this test, is around 94,12%. However, this
result could not be enough satisfying for proving the effectiveness of the probabilistic
temporal logic finite state machine method. So, we recorded the input received by
each sensor and we executed again the tests disabling this module. Obtained results
are shown in Table 5.13. We can denote that some rules’ conditions completion has
been missed due to mistakes performed during disambiguation phase. In fact, the
involved ones are related to sofa’s and chair’s actions.
The average retrieved accuracy is around 85,01%, providing a difference of 9,10
percentage points with the proposed method. Concerning single events, we collected
information about their recognition performances. The Graph 5.32 is showing the
probability related to each event based on the performed experiment. We can
highlight that events not involved in reinforcement of probabilistic temporal logic
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finite state machine module are acting as follows: if the base recognition rate is
high (like a proximity sensor that is near 100% of precision) there are no changes,
but if the accuracy is low, the results are worst then other events (with the same
sensor). In fact, we can see that the event e5 is less accurate than e8. However,
considering for example the Kinect sensor, the differences between single gestures
involved can slightly distort the results. So, we created a graph, shown in Graph 5.33,
for comparing the same events. The difference between e7, e8 and e9 is noticeable.
It confirms the theory that the ambiguous events are adequately treated by the
proposed method.
Figure 5.32. Recognition rate for each event based on the proposed experiment. We can
see that the majority of errors are evident in isolated events, that are not involved in
disambiguation functions.
Figure 5.33. Recognition rate for each event based on the proposed experiment after
disabling the probability module. Results are worst on ambiguous events.
Due to the fact that there are no dataset that can be used in the specific
treated case, we decided to compare the system with other similar ones based
on functionalities and used methods. In Table 5.14 these differences are shown.
Most of them start from Allen’s algebra grammar. Semantic relations provide high
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performances and are also used in framework-like systems. However, the use of
semantic connections is compatible with the proposed method. In fact, both ours
and semantic relation methods calculated the probabilities according to different
approaches that are not conflictual. This and all the mentioned factors create
numerous divergences between all these systems and don’t allow to compare them
according to conventional methods.
Table 5.14. Features comparison between proposed method and the most similar works in
literature.
Base Grammar Method System
Bennett [15] Spatial language Region Connection Calculus (RCC-8) and Interval Temporal Logic \
Zhang [132] Allen’s algebra Interval algebra network (IAN) Not framework like (RGB video analyzer)
Crispim-Junior [28] Allen’s algebra Semantic fusion Framework like
Mehlmann [72] Allen’s algebra Semantic networks + Incremental parsing and fusion Framework like
Song [113] Allen’s algebra Events encoded in Markov logic Framework like
Proposed system Allen’s algebra Probabilistic temporal logic finite state machines Framework like
In conclusion, we can say that the idea behind the proposed framework is
promising. The accuracy difference between the results obtained with probabilistic
method and without it highlights that the reinforcement is acting exactly where
it is more needed. Mistakes are considerably decreased, improving disambiguation
performances.
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Chapter 6
Conclusions
In recent years, interactive environments have become a hot topic in numerous
computer science application areas. This fact is supported by exponential hardware
upgrades and advanced computation techniques. However, there are still some open
problems that require improvements. In particular, when multimodal environments
are involved, the accuracy of sensors could be managed with enhancing methods.
They are most commonly related to fusion techniques, however there are some
exceptions for special or unusual cases. According to that, in this document we
proposed a framework whose core system is based on temporal logic events’ boost.
It is divided into 3 different sections with specific tasks: the first module (Layout
Builder) allows the administrator to plan the environment, creating a virtual clone
of a real one. The second module (Rules Builder) is exploiting data received from
the planimetry for granting the administrator to develop some temporal logic rules.
It is based on a specific grammar and semantic that includes a wide range of
possibilities. The third module actuates the rules, if their conditions are satisfied.
It can integrates multiple autonomous functions, such as re-identification, gesture
or speech recognition. A forecasting method is provided, exploiting a probabilistic
technique over state machine theory. It is based on the occurrences of each event
defined in rule’s condition. The method works with transition matrix-like structures
and updates their internal values at each step. The obtained scores are used as
weights for improving events’ probability provided by single functions, decreasing
the ambiguity. The system is tested in a real environment with multiple sensors and
related functions. The results are promising, proving that the probability of each
event is correctly improved by the proposed method. We can underline that this
technique can be integrated with complementary functionalities. In fact, according
to the majority of similar works in literature, the contextualization of event is largely
used and seems to provide great results. It could improve the performances of the
proposed method due to the fact that there are no conflicts between them. At the
same time, our system can be integrated in almost every multimodal framework for
events management. So, we can say that the dynamism provided by the proposed
method allows multiple appliances and improvements in future tasks and works.
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