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In this Brief Report the extended Bose-Hubbard model with local two- and three-body interactions
is studied by the exact diagonalization approach. The shapes of the first two insulating lobes are
discussed and the values of the critical tunneling for which the insulating phase loses stability for
repulsive and attractive three-body interactions are predicted.
PACS numbers: 03.75.Lm,67.85.Hj
Experimental progress on trapping and manipulating
ultracold atoms confined in optical lattices has opened
new perspectives for controlling many-body states of dif-
ferent quantum systems [1, 2]. In the simplest case, when
atoms interact mainly via two-body contact interactions,
such systems are described in the context of the Bose-
Hubbard (BH) model characterized by one free parame-
ter only–the ratio of tunneling amplitude J to the on-site
two-body contact interaction strength U . For such sys-
tems the quantum phase transition from superfluid (SF)
to Mott insulator (MI) has been predicted and observed
[3, 4]. Depending on the physical realization there are
many different extensions of standard BH models pre-
dicting the existence of novel quantum phases [5–8]. One
of the possible extensions of the BH model originates in
taking into account not only two-body but also higher
many-body interactions. It is highly nonintuitive how
many-body terms can appear in a description of systems
in which all mutual interactions are purely two-body in-
teractions. One should note however that direct inter-
actions between particles are introduced as an effective
description in the limit of low energy. Therefore, it is
theoretically possible that in some particular experimen-
tal scenarios higher many-body terms can significantly
change the properties of the system. One such scenario
was proposed for polar molecules in optical lattices. As it
is shown in [9, 10], it is possible to control two- and three-
body interactions between molecules independently. An-
other source of many-body terms in the presence of an
optical lattice potential comes from the fact that mutual
interactions can excite atoms to higher orbital states and
modify the shape of the single-particle wave functions.
This phenomenon can be effectively taken into account in
the model by adding three-body interaction terms. In the
case of repulsive forces, the single-atom wave functions
are essentially broadened and therefore effective three-
body terms become attractive [11–13].
In this Brief Report, the ground state of the one-
dimensional (1D) extended Bose-Hubbard model describ-
ing atoms interacting locally via two- and three-body in-
teractions is studied. Such a model was previously dis-
cussed in the mean-field regime [14, 15] and in the two-
dimensional case [16]. Additionally, the first lobe of the
insulating phase, i.e. when the average number of parti-
cles per lattice site ρ = 1, was recently studied for the 1D
case with density-matrix renormalization group (DMRG)
methods [17]. (The 1D model without three-body terms
was studied in detail in [18, 19].) Here we investigate a
physically more interesting region of the phase diagram
when three-body interactions directly influence the prop-
erties of the ground state, i.e., when ρ = 2. It is clear
that in such a case, in contrast to the ρ = 1 case, any
tunneling process which leads to destruction of the in-
sulating phase has to compete not only with two-body
interactions but also with three-body ones. Moreover,
in all previous analysis only repulsive three-body terms
were taken into account. In the light of recent experi-
ments [13] it is clear that the attractive case is probably
more realistic and therefore I study also this case here.
From now on I assume that higher orbital interactions
can be effectively taken into account by adding a three-
body interaction term. Therefore, I restrict myself to the
lowest band of the optical lattice and then the system of
N bosons confined in a chain of L lattice sites with pe-
riodic boundary conditions is described by the following
extended Bose-Hubbard Hamiltonian
H = −J
L∑
i=1
(aˆ†
i
aˆi+1 +H.c.) +
U
2
L∑
i=1
nˆi(nˆi − 1)
+
W
6
L∑
i=1
nˆi(nˆi − 1)(nˆi − 2). (1)
The bosonic operator aˆi (aˆ
†
i
) annihilates (creates) a par-
ticle at site i, J is the nearest-neighbor hopping ampli-
tude, and U is the on-site two-body repulsion energy be-
tween bosons. The additional term proportional to W
describes the on-site three-body interaction. For conve-
nience, I introduce particle number operators nˆi = aˆ
†
i
aˆi
and average occupation parameter ρ = N/L where N is
the total number of particles in the system. Note that
the additional three-body term can be viewed as the first
occupation-dependent correction to the on-site two-body
2interaction in the standard Bose-Hubbard Hamiltonian
U˜(n) = U +
W
3
(n− 2) + · · · (2)
Occupation dependence comes from the fact that for
higher filling of the lattice site the lowest Wannier func-
tion does not properly describe the localized orbital. Sim-
ilarly, the ground-state wave function of a harmonic os-
cillator does not resemble the ground-state solution of
the Gross-Pitaevskii (GP) equation for large condensate
fraction in the harmonic trap. Then, instead of ex-
panding the ground-state solution in the basis of the
trap potential, one can find the effective occupation-
dependent frequency for which the harmonic oscillator
ground-state mimics the GP solution. In the case of BH
systems one can still use the lowest Wannier state but
with occupation-dependent interactions and with appro-
priate renormalized interaction potential [11–13].
The Hamiltonian (1) is studied for repulsive three-
body interactions (W > 0) as well as for attractive ones
(W < 0). In the second case, it is necessary to take into
account also four-body repulsive interactions,
δH =
Q
24
L∑
i=1
nˆi(nˆi − 1)(nˆi − 2)(nˆi − 3), (3)
to prevent the system collapsing. The value of the four-
body interaction amplitude Q does not affect the po-
sitions of the critical points, provided that it is large
enough to prevent collapse. The critical value Qc of the
four-body amplitude for which the studied system is sta-
ble can be easily determined. A sufficient condition is
that the energy of any configuration with n > 3 parti-
cles occupying a chosen lattice site must be larger than
the energy of a configuration with three particles at that
site. It is worth noticing that the value of Qc depends on
an average filling ρ since one has to compare the ener-
gies of whole lattice configurations instead of comparing
on-site energy only. Its value for ρ = 1 and ρ = 2 are
presented in Fig. 1. In further analysis the value of Q
has been chosen very close to the critical value. In ad-
dition it was checked that the positions of critical points
are insensitive to the precise value of Q.
In this Brief Report, the diagram of quantum phases in
the presence of the three-body interactions is studied the-
oretically. The numerical approach is based on the exact
diagonalization of the Hamiltonian (1) and follows the
approach discussed first by Elesin et al. [20], adopted
later to more sophisticated numerical techniques. The
method draws on the observation that, for an infinite-
size system, the MI phase, in contrast to the SF, has a
nonzero energy gap∆ for adding or subtracting a particle
to or from the system. Therefore, in principle one can de-
termine insulating lobes in the phase diagram by finding
ground-state energies of systems differing by one particle.
It was shown by Fisher et al. [21] that for models consid-
ering on-site interactions only, the insulating phase can
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FIG. 1: The critical value of the amplitude of repulsive four-
body interactions, Qc, for which the system becomes stable
when attractive three-body interactions are present in the sys-
tem. The exact value of Qc depends on the filling (dashed
line for ρ = 1 and solid line for ρ = 2) and it is obtained from
the condition that the energy of n > 3 particles occupying
a chosen lattice site must be larger than the energy of the
three-particle state at that site.
occur only for integer ρ. In such a case, the MI phase can
be stable for nonzero hopping amplitude J . It can be eas-
ily shown with direct arguments that in the limit J → 0
the energy gap of the first lobe (ρ = 1) is not affected by
three-body terms and it is equal to ∆ = U . In contrast,
the second lobe (ρ = 2) is highly influenced by three-
body interactions and its width is equal to ∆ = U +W
for J = 0. To find the energy gap ∆ for an infinite sys-
tem for given parameters U , W , and nonzero tunneling
amplitude J , we follow a simple procedure. First, we
perform exact diagonalization of the Hamiltonian for a
finite size L and a fixed number of particles, N . In this
way we find the ground state of the system |G〉, as well
as the ground-state energy E(L,N). Then we define the
upper (µ+) and lower (µ−) limit of the insulating phase
as follows
µ+(ρ, L) = E(L, ρL+ 1)− E(L, ρL), (4a)
µ−(ρ, L) = E(L, ρL)− E(L, ρL− 1) (4b)
These quantities strongly depend on the size of the lat-
tice. Since we are interested rather in their values in the
limit of an infinite system, we diagonalize the Hamilto-
nian for different lattice sizes (in our calculations we take
L = 5, . . . , 8). The diagonalization is performed without
truncation in the full many-body basis; i.e. each lattice
site can be occupied with 0, . . . , L particles. Then we
plot µ+ and µ− as functions of 1/L, and we extrapo-
late the data to the point 1/L = 0. In this limit we
define the energy gap of insulating phase ∆ as a differ-
ence ∆ = µ+ − µ−. To show how this method works in
practice we present in Fig. 2 an example for W = U and
J/U = 0.2 in two cases ρ = 1 and ρ = 2. As is seen,
both µ’s depend almost linearly on 1/L and therefore
a linear data extrapolation gives quite good predictions.
To test the accuracy of the obtained energy gap ∆ we
fit also higher-order polynomials in 1/L and compare the
resulting values. The predicted values of ∆ for linear,
quadratic, and cubic polynomial fits are presented in Ta-
3Polynomial ∆/U
order ρ = 1 ρ = 2
1 6.95 × 10−2 2.55 × 10−1
2 7.16 × 10−2 2.85 × 10−1
3 7.10 × 10−2 2.75 × 10−1
TABLE I: The energy gap of the insulating phase in the limit
of an infinite system size obtained for different fitting proce-
dures. These values are calculated for the specific parameters
of the Hamiltonian (W = U and J/U = 0.2) discussed as an
example.
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FIG. 2: The upper µ+ and lower µ− limits of the insulating
phase as a function of the inverse of the system size, 1/L,
for two densities ρ = 1 (left) and ρ = 2 (right) (Hamiltonian
parameters are W = U and J/U = 0.2). The solid lines
are linear fits to the numerical data points. Extrapolation to
infinite system size 1/L → 0 gives the energy gap ∆ of the
insulating phase in the limit of infinite systems.
ble I. It is seen that the differences between the obtained
values of the energy gap are about 2% for ρ = 1 and
about 10% for ρ = 2. Therefore, for further calculations
the validity of a linear dependence of the limiting µ’s and
∆ on 1/L is assumed.
With the procedure described above, one can find the
insulating gap ∆ for different parameters of the Hamil-
tonian and different densities (left panel of Fig. 3). The
transition point from the MI to the SF phase occurs when
∆ becomes equal to zero. Technically it is very hard
to adopt this definition directly since ∆ has some nu-
merical uncertainty. In this Brief Report it is assumed
that this uncertainty comes mainly from the extrapo-
lating procedure and it is equal to 5 × 10−3U . As a
consequence, we estimate the position of the transition
point as the hopping amplitude for which the insulating
gap becomes smaller than this uncertainty. These points
are marked with open circles in Fig. 3. The phase di-
agrams in the right-hand were obtained by plotting µ±
as functions of tunneling amplitude J . Additionally, in
the background a density plot of the correlation func-
tion Φ = 〈G|a†
i
ai+1|G〉/N is shown. The meaning of this
quantity is explained below.
For W = 0 we recover the well-known phase diagram
for the standard Bose-Hubbard model (top of Fig. 3).
The transition points for the first and second MI lobes
occur for Jc ≈ 0.29U and Jc ≈ 0.17U , respectively. These
values are in good agreement with previous calculations
[22, 23]. For positive (negative) W we observe that the
transition point for the first MI lobe moves slightly to-
wards larger (smaller) hopping amplitudes J and smaller
(larger) chemical potential µ. Additionally, the energy
gap ∆ in the limit of vanishing tunneling is equal to U
for any W . This is quite obvious since in this limit every
lattice site is occupied by exactly one boson and therefore
three-body interactions can be completely neglected. In
this way we confirm observations based on DMRG meth-
ods [17]. The situation is quite different for the second
insulating lobe. In this case, for repulsive three-body in-
teractions (W > 0), the SF phase occurs for larger tun-
neling amplitudes. It comes from the fact that tunneling,
which destroys the insulating phase, has to overcome an
energy barrier increased by W . In the opposite case, for
attractive three-body interactions (W < 0) the destruc-
tion of the MI phase should be much easier, since then
the energy of a three-body configuration is decreased by
W . It is very simple to show that in the limit of van-
ishing J the energy gap ∆ (the width of the MI lobe in
the phase diagram in the µ direction) should be equal to
U +W . This means that in the limit W → −U a van-
ishing of the second insulating lobe should be observed.
Numerical results fully confirm all these predictions (Fig.
3). In Fig. 4 we show the dependence of critical hopping
amplitude on the strength of the three-body interactions.
As was suspected, the critical tunneling Jc is much more
sensitive to three-body interactions for the second lobe
than for the first one.
The exact diagonalization method gives quite a nice
confirmation that the MI phase can occur only for inte-
ger fillings. One can calculate the correlation function
Φ = 〈G|a†
i+1
ai|G〉/N which describes hopping of parti-
cles between neighboring sites, and it might be viewed
as a number-conserving analog of the mean field. Due
to translational invariance this quantity does not depend
on the index i. From numerical calculations for finite
lattices we find that for vanishing tunneling amplitudes
J this quantity drops exactly to zero only for integer fill-
ings. In other cases it remains nonzero even in the limit
J → 0. Moreover, the critical tunneling Jc determined
previously from the energy-gap arguments occurs when
Φ (for integer filling) starts to decay much faster than
for surrounding noninteger fillings. In Fig. 5(a), values
of Φ for different fillings and three-body interactions are
presented (the number of lattice sites is L = 8). Addi-
tionally, in Fig. 3 the density plot of Φ is visualized in the
background of appropriate phase diagrams. The darker
areas correspond to smaller values of Φ. In these cases,
Φ is calculated by exact diagonalization of the grand-
canonical Hamiltonian H−µN in a truncated basis with
L = 8. The insulating lobes predicted this way match
the lobes determined by energy-gap boundaries.
Finally, let me note that the standard one-dimensional
Bose-Hubbard model has totally different properties than
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FIG. 3: (Color online) Properties of the system for differ-
ent values of the three-body interaction strengths: W = 0
(top), W/U = −0.5 (middle) and W/U = 1 (bottom). On
the left is the energy gap ∆ of the first (ρ = 1) and the sec-
ond (ρ = 2) MI lobe as a function of hopping amplitude J .
On the right the phase diagrams of systems considered are
presented. Dotted lines represent values of µ− and µ+ for an
infinite system obtained by extrapolation from finite system
properties. Open circles are markers of the transition points,
defined as the points where ∆ is close to zero at the level of
significance. In the background of each phase diagram the
density plots of the correlation function Φ are visualized. As
was expected for ρ = 1, the insulating phase does not change
significantly, but for ρ = 2 the size of the MI phase crucially
depends on the three-body interaction parameter.
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FIG. 4: Values of the critical tunneling as a function of the
three-body interaction parameterW for ρ = 1 (left) and ρ = 2
(right). In the first case, the position of the critical point in
the phase diagram remains almost unchanged as was previ-
ously predicted [17]. In the second case, the position of the
critical point depends strongly on the three-body interactions.
those predicted by the mean-field approximation [24].
This originates from the fact that at the tip of the Mott
lobe the one-dimensional BH model belongs to the uni-
versality class of the XY spin model. This means that
the phase transition from the MI to the SF phase is of
the Kosterlitz-Thouless (KT) type. It is characterized by
the exponential decay of the correlation length [25]. In
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FIG. 5: (a) The correlation Φ = 〈G|a†
i+1ai|G〉/N as a function
of tunneling amplitude J for different Hamiltonian parame-
ters and fillings (system size L = 8). It is seen that for integer
fillings (bold solid lines), in contrast to other noninteger ones
(dashed and thick solid lines), the function Φ decays to zero
in the limit J → 0. The transition tunneling Jc predicted by
the other method occurs when the Φ curve for integer filling
detaches from the curves for fractional fillings. This behavior
is universal for repulsive (W > 0) as well as for attractive
(W < 0) three-body interactions. Note that for legibility a
nonlinear scaling has been used. (b) The decay of the energy
gap ∆ in the neighborhood of the critical point for repul-
sive (top) and attractive (bottom) three-body interactions.
In chosen variables the data points fit the linear predictions
of the Kosterlitz-Thouless phase transition.
other words, the energy gap ∆ decays exponentially in
the neighborhood of the critical point; i.e., ln(∆/U) is a
linear function of 1/
√
1− J/Jc for J < Jc. Numerical
results based on an exact diagonalization method show
that this behavior does not depend on the three-body
interactions and the KT transition occurs in the system
also in the case when three-body interactions (attractive
as well as repulsive) are taken into account. Example
results for W = −0.5U and W = U are presented in Fig.
5(b). The numerical predictions fit almost perfectly to
5the theoretical predictions of KT phase transition.
To conclude, in this Brief Report the extended Bose-
Hubbard model with additional local three-body interac-
tions was studied. To find the critical behavior of the sys-
tem, exact diagonalization of the Hamiltonian was used.
In this way, the phase diagrams for repulsive and at-
tractive three-body interactions were obtained. It was
shown that the shape of the second insulating lobe (for
two bosons per lattice site on average), in contrast to the
first one, depends crucially on the three-body interac-
tions. Additionally, it was checked that local three-body
interactions do not change the characteristic properties
of the phase transition.
The author thanks M. Gajda and P. Deuar for fruit-
ful comments and suggestions. This research was funded
by the National Science Center from Grant No. DEC-
2011/01/D/ST2/02019 and the EU STREP NAME-
QUAM.
[1] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys.
80, 885 (2008).
[2] M. Lewenstein et al., Adv. Phys. 56, 243 (2007).
[3] D. Jaksch, C. Bruder, J.I. Cirac, C. W. Gardiner, and P.
Zoller, Phys. Rev. Lett. 81, 3108 (1998).
[4] M. Greiner et al., Nature (London) 415, 39 (2002).
[5] T. Lahaye, C. Menotti, L. Santos, M. Lewenstein, T.
Pfau, Rep. Prog. Phys. 72, 126401 (2009).
[6] A. Mering, M. Fleischhauer, Phys. Rev. A, 83, 063630
(2011).
[7] O. Dutta, et. al., New J. Phys. 13, 023019 (2011).
[8] T. Sowiński et. al, Phys. Rev. Lett. 108, 115301 (2012).
[9] H. P. Büchler, A. Micheli, and P. Zoller, Nat. Phys. 3,
726 (2007).
[10] K. P. Schmidt, J. Dorier, and A. M. Läuchli, Phys. Rev.
Lett. 101, 150405 (2008).
[11] P. R. Johnson, E. Tiesinga, J.V. Porto, and C.J.
Williams, New J. Phys. 11, 093022 (2009).
[12] M. J. Mark et. al, Phys. Rev. Lett. 107, 175301 (2011).
[13] S. Will, et al., Nature 465, 197 (2010).
[14] B. L. Chen, X. B. Huang, S. P. Kou, Y. Zhang, Phys.
Rev. A 78, 043603 (2008).
[15] K. Zhou, Z. Liang, Z. Zhang, Phys. Rev. A 82, 013634
(2010).
[16] A. Safavi-Naini et al., arXiv:1202.3054 (2012).
[17] J. Silva-Valencia, A. M. C. Souza, Phys. Rev. A 84,
065601 (2011).
[18] T. D. Kühner, S. R. White, H. Monien, Phys. Rev. B 61,
12474 (2000).
[19] S. Ejima et. al, Phys. Rev. A 85, 053644 (2012).
[20] V. F. Elesin, V. A. Kashurnikov, L. A. Openov, JETP
Lett. 60, 174 (1994).
[21] M. P. A. Fisher et al., Phys. Rev. B 40, 546 (1989).
[22] G. G. Batrouni, R.T. Scalettar, and G. T. Zimanyi, Phys.
Rev. Lett. 65, 1765 (1990).
[23] S. Ejima, H. Fehsje, and F. Gebhard, Europ. Phys. Lett.
93, 30002 (2011).
[24] T. Giamarchi, Quantum Physics in One Dimension, Ox-
ford Univ. Press., Oxford (2004).
[25] T. D. Kühner and H. Monien, Phys. Rev. B 58, R14741
(1998).
