Anti-phishing aims to detect phishing content/documents in a pool of textual data. This is an important problem in cybersecurity that can help to guard users from fraudulent information. Natural language processing (NLP) offers a natural solution for this problem as it is capable of analyzing the textual content to perform intelligent recognition. In this work, we investigate state-of-the-art techniques for text categorization in NLP to address the problem of antiphishing for emails (i.e, predicting if an email is phishing or not). These techniques are based on deep learning models that have attracted much attention from the community recently. In particular, we present a framework with hierarchical long short-term memory networks (H-LSTMs) and attention mechanisms to model the emails simultaneously at the word and the sentence level. Our expectation is to produce an effective model for anti-phishing and demonstrate the effectiveness of deep learning for problems in cybersecurity.
INTRODUCTION
Despite being one of the oldest tactics, email phishing remains the most common attack used by cybercriminals [2] due to its effectiveness. Phishing attacks exploit users' inability to distinguish between legitimate information from fake ones sent to them [9, 33, 34, 32] . In an email phishing campaign, attackers send emails appearing to be from wellknown enterprises or organizations directly to their victims or by spoofed emails [35] . These emails try to lure victims to divulge their private information [17, 33, 32] or to visit an impersonated site (i.e., a fake banking website), on which they will be asked for passwords, credit card numbers or other sensitive information. The recent hack of a high profile US politician (usually referred as "John Podesta's hack") is a famous example of this type of attack. It was all started
Copyright is held by the author/owner. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee. by a spoofed email sent to the victim asking him to reset his Gmail password by clicking on a link in the email [1] . The technique of email phishing may seem simple, yet the damage it makes is huge. In the US alone, the estimated cost of phishing emails to business is half a billion dollars per year [3] .
Numerous methods have been proposed to automatically detect phishing emails [7, 11, 4, 14] . Chandrasekaran et. al proposed to use structural properties of emails and Support Vector Machines (SVM) to classify phishing emails [8] . In [4] , Abu-Nimeh et. al evaluated six machine learning classifiers on a public phishing email dataset using proposed 43 features. Gupta et. al [14] presented a nice survey on recent state-of-the-art research on phishing detection. However, these methods mainly rely on feature engineering efforts to generate characteristics (features) to represent emails, over which machine learning methods can be applied to perform the task. Such feature engineering is often done manually and still requires much labor and domain expertise. This has hindered the portability of the systems to new domains and limited the performance of the current systems.
In order to overcome this problem, our work focuses on deep learning techniques to solve the problem of phishing email detection. The major benefit of deep learning is its ability to automatically induce effective and task-specific representations from data that can be used as features to recognize phishing emails. As deep learning has been shown to achieve state-of-the-art performance for many natural language processing tasks, including text categorization [12, 19] , information extraction [28, 27, 29] , machine translation [5] , among others, we expect that it would also help to build effective systems for phishing email detection.
We present a new deep learning model to solve the problem of email phishing prediction using hierarchical long shortterm memory networks (H-LSTMs) augmented with supervised attention technique. In the hierarchical LSTM model [37] , emails are considered as hierarchical architectures with words in the lower level (the word level) and sentences in the upper level (the sentence level). LSTM models are first implemented in the word level whose results are passed to LSTM models in the sentence level to generate a representation vector for the entire email. The outputs of the LSTM models in the two levels are combined using the attention mechanism [5] that assigns contribution weights to the words and sentences in the emails. A header network is also integrated to model the headers of the emails if they are available. In addition, we propose a novel technique to supervise the attention mechanism [24, 21, 22] at the word level of the hierarchical LSTMs based on the appearance rank of the words in the vocabulary. Experiments on the datasets for phishing email detection in the First Security and Privacy Analytics Anti-Phishing Shared Task (IWSPA-AP 2018) [10] demonstrate the benefits of the proposed models, being ranked among the top positions among the participating systems of the shared task (in term of the performance on the unseen test data).
RELATED WORK
Phishing email detection is a classic problem; however, research on this topic often has the same limitation: there is no official and big data set for it. Most previous works typically used a public set consists of legitimate or "ham" emails 1 and another public set of phishing emails 2 for their classification evaluation [11, 7, 6, 15, 38] . Other works used private but small data sets [8, 4] . In addition, the ratio between phishing and legitimate emails in these data sets was typically balanced. This is not the case in the real-world scenario where the number of legitimate emails is much larger than that of phishing emails. Our current work relies on larger data sets with unbalanced distributions of phishing and legitimate emails collected for the the First Security and Privacy Analytics Anti-Phishing Shared Task (IWSPA-AP 2018) [10] .
Besides the limitation of small data sets, the previous work has extensively relied on feature engineering to manually find representative features for the problem. Apart from features extracted from emails, [20] also uses a blacklist of phishing webistes to get an additional feature for urls appearing in emails. Some neural network systems are also introduced to detect such blacklists [26, 23] . This is undesirable because these engineered features need to be updated once new types of phishing emails with new content are presented. Our work differs from the previous work in this area in that we automate the feature engineering process using a deep learning model. This allows us to automatically learn effective features for phishing email detection from data. Deep learning has recently been employed for feature extraction with success on many natural language processing problems [28, 27] .
PROPOSED MODEL
Phishing email detection is a binary classification problem that can be formalized as follow.
Let e = {b, s} be an email in which b and s are the body content and header of the email respectively. Let y the binary variable to indicate whether e is a phishing email or not (y = 1 if e is a phishing email and y = 0 otherwise). In order to predict the legitimacy of the email, our goal is to estimate the probability P (y = 1|e) = P (y = 1|b, s). In the following, we will describe our methods to model the body b and header s with the body network and header network respectively to achieve this goal.
Body Network with Hierarchical LSTMs
For the body b, we view it as a sequence of sentences b = (u1, u2, . . . , uL) where ui is the i-th sentence and L is the number of sentences in the email body b. Each sentence ui is in turn a sequence of words/tokens ui = (vi,1, vi,2, . . . , vi,K ) with vi,j as the j-th token in ui and K as the length of the sentence. Note that we set L and K to the fixed values by padding the sentences ui and the body b with dummy symbols.
As there are two levels of information in b (i.e, the word level with the words vi,j and the sentence level with the sentence ui), we consider a hierarchical network that involves two layers of bidirectional long short-term memory networks (LSTMs) to model such information. In particular, the first layer consumes the words in the sentences via the embedding module, the bidirectional LSTM module and the attention module to obtain representation vectors for every sentence ui in b (the word level layer). Afterward, the second network layer combines the representation vectors from the first layer with another bidirectional LSTM and attention module, leading to a representation vector for the whole body email b (the sentence level layer). This body representation vector would then be used as features to estimate P (y|b, s) and make the prediction for the initial email e.
The Word Level Layer
Embedding In the word level layer, every word vi,j in each sentence ui in b is first transformed into its embedding vector wi,j. In this paper, wi,j is retrieved by taking the corresponding column vector in the word embedding matrix We [25] that has been pre-trained from a large corpus: wi,j = We[vi,j] (each column in the matrix We corresponds to a word in the vocabulary). As the result of this embedding step, every sentence ui = (vi,1, vi,2, . . . , vi,K ) in b would be converted into a sequence of vectors (wi,1, wi,2, . . . , wi,K ), constituting the inputs for the bidirectional LSTM model in the next step.
Bidirectional LSTMs for the word level This module em-
ploys two LSTMs [16, 13] that run over each input vector sequence (wi,1, wi,2, . . . , wi,K ) via two different directions, i.e, forward (from wi,1 to wi,K ) and backward (from wi,K to wi,1). Along with their operations, the forward LSTM generates the forward hidden vector sequence (
These two hidden vector sequences are then concatenated at each position, resulting in the new hidden vector sequence (hi,1, hi,2, . . . , hi,K ) for the sentence ui in b where hi,
The notable characteristics of the hidden vector hi,j is that it encodes the context information over the whole sentence ui due to the recurrent property of the forward and backward LSTMs although a greater focus is put at the current word vi,j.
Attention In this module, the vectors in the hidden vector sequence (hi,1, hi,j,2, . . . , hi,K ) are combined to generate a single representation vector for the initial sentence ui. The attention mechanism [37] seeks to do this by computing a weighted sum of the vectors in the sequence. Each hidden vector hi,j would be assigned to a weight αi,j to estimate its importance/contribution in the representation vector for ui for the phishing prediction of the email e. In this work, the weight αi,j for hi,j is computed by:
in which
Here, Watt, batt and wa are the model parameters that would be learnt during the training process. Consequently, the representation vectorûi for the sentence ui in b would be:
After the word level layer completes its operation on every sentence of b = (u1, u2, . . . , uL), we obtain a corresponding sequence of sentence representation vectors (û1,û2, . . . ,ûL). This vector sequence would be combined in the next sentence level layer to generate a single vector to represent b for phishing prediction.
The Sentence Level Layer
The sentence level layer processes the vector sequence (û1,û2, . . . ,ûL) in the same way that the word level layer has employed for the vector sequence (wi,1, wi,2, . . . , wi,K ) for each sentence ui. Specifically, (û1,û2, . . . ,ûL) is also first fed into a bidirectional LSTM module (i.e, with a forward and backward LSTM) whose results are concatenated at each position to produce the corresponding hidden vector sequence (ĥ1,ĥ2, . . . ,ĥL). In the next step with the attention module, the vectors in (ĥ1,ĥ2, . . . ,ĥL) are weighted and summed to finally generate the representation vector r b for the email body b of e. Assuming the attention weights for (ĥ1,ĥ2, . . . ,ĥL) are (β1, β2, . . . , βL) respectively. the body vector r b is then computed by:
Note that the model parameters of the bidirectional LSTM modules (and the attention modules) in the word level layer and the sentence level layer are separate and they are both learnt in a single training process. Figure 1 shows the overview of the body network with hierarchical LSTMs and attention.
Once the body vector r b has been computed, we can use it as features to estimate the phishing probability via:
where Wout and bout are the model parameters and σ is the logistic function.
Header Network
The probability estimation in Equation 5 does not consider the headers of the emails. For the email datasets with headers available, we can model the headers with a separate network and use the resulting representation as additional features to estimate the phishing probability. In this work, we consider the header s of the initial email e as a sequence of words/tokens: (xi, x2, . . . , xH ) where xi is the i-th word in the header and H is the length of the header. In order to compute the representation vector r s for s, we also employ the same network architecture as the word level layer in the body network using separate modules for embedding module, bidirectional LSTM, and attention (i.e, Section 3.1.1). An overview of this header network is presented in Figure 2 .
Once the header representation vector r s is generated, we concatenate it with the body representation vector r b obtained from the body network, leading to the final representation vector r = [r b , r s ] to compute the probability P (y = 1|b, s) = σ(W sub r + b sub ) (W sub and b sub are model parameters). In order to train the models in this work, we minimize the negative log-likelihood of the models on a training dataset in which the negative log-likelihood for the email e is computed by:
The model we have described so far is called H-LSTMs for convenience.
Supervised Attention
The attention mechanism in the body and header networks is expected to assign high weights for the informative words/sentences and downgrade the irrelevant words/sentences for phishing detection in the emails. However, this ideal operation can only be achieved when an enormous training dataset is provided to train the models. In our case of phishing email detection, the size of the training dataset is not large enough and we might not be able to exploit the full advantages of the attention. In this work, we seek for useful heuristics for the problem and inject them into the models to facilitate the operation of the attention mechanism. In particular, we would first heuristically decide a score for every word in the sentences so that the words with higher scores are considered as being more important for phishing detection than those with lower scores. Afterward, the models would be encouraged to produce attention weights for words that are close to their heuristic importance scores. The expectation is that this mechanism would help to introduce our intuition into the attention weights to compensate for the small scale of the training dataset, potentially leading to a better performance of the models. Assuming the importance scores for the words in the sentence (vi,1, vi,2, . . . , vi,K ) be (gi,1, gi,2, . . . , gi,K ) respectively, we force the attention weights (αi,1, αi,2, . . . , αi,K ) (Equation 1) to be close to the importance scores by penalizing the models that render large square difference between the attention weights and the importance scores. This amounts to adding the square difference into the objective function in Equation 6:
where λ is a trade-off constant.
Importance Score Computation In order to compute the importance scores, our intuition is that a word is important for phishing detection if it appears frequently in phishing emails and less frequently in legitimate emails. The fact that an important word does not appear in many legitimate emails helps to eliminate the common words that are used in most documents. Consequently, the frequent words that are specific to the phishing emails would receive higher importance scores in our method. Note that our method to find the important words for phishing emails is different from the prior work that has only considered the most frequent words in the phishing emails and ignored their appearance in the legitimate emails.
We compute the importance scores as follow. For every word v in the vocabulary, we count the number of the phishing and legitimate emails in a training dataset that contain the word. We call the results as the phishing email frequency and the legitimate email frequency respectively for v. In the next step, we sort the words in the vocabulary based on its phishing and legitimate email frequencies in the descending order. After that, a word v would have a phishing rank (phishingRank(v)) and a legitimate rank (legitimateRank(v)) in the sorted word sequences based on the phishing and legitimate frequencies (the higher the rank is, the less the frequency is). Given these ranks, the unnormalized importance score for v is computed by:
The actual important scores of the words we use in Equation 7 are normalized for each sentence.
The rationale for this formula is that a word would have a high importance score for phishing prediction if its legitimate rank is high and its phishing rank is low. Note that we use the ranks of the words instead of the frequencies because the frequencies are affected by the size of the training dataset, potentially making the scores unstable. The ranks are less affected by the dataset size and provide a more stable measure. Table 1 demonstrates the top 20 words with the highest unnormalized importance scores in our vocabulary. The H-LSTMs model augmented with the supervised attention mechanism above is called H-LSTM+supervised in the experiments.
Training
We train the models in this work with stochastic gradient descent, shuffled mini-batches, Adam update rules [18] . The gradients are computed via back-propagation while dropout is used for regularization [36] . We also implement gradient clipping to rescale the Frobenius norms of the non-embedding weights if they exceed a predefined threshold.
EVALUATION 4.1 Datasets and Preprocessing
The models in this work are developed to participate in the First Security and Privacy Analytics Anti-Phishing Shared Task (IWSPA-AP 2018) [10] . The organizers provide two datasets to train the models for email phishing recognition. The first dataset involves emails that only have the body part (called data-no-header ) while the second dataset contains emails with both bodies and headers (called data-fullheader. These two datasets translate into two shared tasks to be solved by the participants. The statistics of the training data for these two datasets are shown in Table 2 .
The raw test data (i.e, without labels) for these datasets are released to the participants at a specified time. The Datasets #legit #phish data-no-header 5092 629 data-full-header 4082 503 Table 2 : Statistics of the data-no-header and datafull-header datasets. #legit and #phish are the numbers of legitimate and phishing emails respectively.
participants would have one week to run their systems on such raw test data and submit the results to the organizers for evaluation.
Regarding the preprocessing procedure for the datasets, we notice that a large part of the text in the email bodies is quite unstructured. The sentences are often short and/or not clearly separated by the ending-sentence symbols (i.e, {. ! ?}). In order to split the bodies of the emails into sentences for our models, we develope an in-house sentence splitter specially designed for the datasets. In particular, we determine the beginning of a sentence by considering if the first word of a new line is capitalized or not, or if a capitalized word is immediately followed by an endingsentence symbol. The sentences whose lengths (numbers of words) are less than 3 are combined to create a longer sentence. This reduces the number of sentences significantly and expands the context for the words in the sentences as they are processed by the models. Figure 3 shows a phishing email from the datasets. 
Baselines
In order to see how well the proposed deep learning models (i.e, H-LSTMs and H-LSTMs+supervised) perform with respect to the traditional methods for email phishing detection, we compare the proposed models with a baseline model based on Support Vector Machines (SVM) [8] . We use the tf-idf scores of the words in the vocabulary as the features for this baseline [8] . Note that since the email addresses and urls in the provided datasets have been mostly hidden to protect personal information, we cannot use them as features in our SVM baselines as do the previous systems.
We employ the implementation of linear and nonlinear SVM from the sklearn library [30] for which the tf-idf representations of the emails are obtained via the gensim toolkit [31] .
Hyper-parameter Selection
As the size of the provided datasets is small and no development data is included, we use a 5-fold stratified cross validation on the training data of the provided datasets to search for the best hyper-parameters for the models. The hyper-parameters we found are as follows.
The size of word embedding vector is 300 while the cell sizes are set to 60 for all the LSTMs in the body and header networks. The size of attention vectors at the attention modules for the body and header networks are also set to 60. The λ coefficient for supervised attention is set to 0.1, the threshold for gradient clipping is 0.3 and the drop rate for drop-out is 0.5. For the Adam update rule, we use the learning rate of 0.0025. Finally, we set C = 10.0 for the linear SVM baseline. The nonlinear version of SVM we use is C-SVC with radial basis function kernel and (C, γ) = (50.0, 0.1).
Results
In the experiments below, we employ the precision, recall and F1-score to evaluate the performance of the models for detecting phishing emails. In addition, the proposed models H-LSTMs and H-LSTMs+supervised only utilize the header network in the evaluation on data-full-header.
Data without header
In the first experiment, we compare the proposed models with the SVM baselines in two different settings when the email headers are not considered (the first shared task). In particular, in the first setting, we use datano-header as the training data and perform a 5-fold stratified cross-validation to evaluate the models. In the second setting, data-no-header is also utilized as the training data, but the bodies extracted from data-full-header (along with the corresponding labels) are employed as the test data. The results of the first setting are shown in Table 3 while the results of the second setting are presented in Table 4 . As we can see from the tables, the two versions of hierarchical LSTMs (i.e, H-LSTMs and H-LSTMs+supervised) outperform the baseline models in both experiment settings.
Models
The performance improvement is significant with large margins (up to 3% improvement on the absolute F1 score in the first experiment setting). The main gain is due to the recall, demonstrating the generalization advantages of the proposed deep learning models over the traditional methods for phishing detection with SVM. Comparing H-LSTMs+supervised and H-LSTMs, we see that H-LSTMs+supervised is consistently better than H-LSTMs with significant improvement in the second setting. This shows the benefits of supervised attention for hierarchical LSTM models for email phishing detection. Finally, we see that the performance in the first setting is in general much better than those in the second setting. We attribute this to the fact that text data in datano-header and data-full-header is quite different, leading to the mismatch between data distributions of the training data and test data in the second experiment setting.
In the final submission for the first shared task (i.e, without email headers), we combine the training data from datano-header with the extracted bodies (along with the corresponding labels) from the training data of data-full-header to generate a new training set. As H-LSTM+supervised is the best model in this development experiment, we train it on the new training set and use the trained model to make predictions for the actual test set of the first shared task.
Data with full header In this experiment, we aim to evaluate if the header network can help to improve the performance of H-LSTMs. We take the training dataset from datafull-header to perform a 5-fold cross-validation evaluation. The performance of H-LSTMs when the header network is included or excluded is shown in Table 5 . From the table, we see that the header network is also helpful for H-LSTMs as it helps to improve the performance of H-LSTMs for the dataset with email headers (an 0.7% improvement on the F1 score).
In the final submission for the second shared task (i.e, with email headers), we simply train our best model in this setting (i.e, H-LSTM+supervised) on the training dataset of datafull-header.
The time for the training and test process of the proposed models is shown in the Table 6 . Note that the training time of H-LSTMs+headers+supervised is longer than that of HLSTMs+supervised since the first model's training data includes both the original training data of the first task and the extracted bodies from the training data of the second task. The test data of the first task with H-LSTMs+supervised is also larger than that of the second task with H-LSTMs+headers+supervised.
Comparision with the participating systems on the actual test sets Tables 7 and 8 show the best performance on the actual test data of all the teams that participate in the shared tasks. Table 7 reports the performance for the first shared task (i.e, without email headers) while Table As we can see from the tables, our systems achieve the best performance for the first shared task and the second best performance for the second shared task. These results are very promising and demonstrate the advantages of the proposed methods in particular and deep learning in general for the problem of email phishing recognition.
CONCLUSIONS
We present a novel deep learning model to detect phishing emails. Our model employs hierarchical attentive LSTMs to model the email bodies at both the word level and the sentence level. A header network with attentive LSTMs is also incorporated to model the headers of the emails. In the model, we propose a novel supervised attention technique to improve the performance using the email frequency ranking of the words in the vocabulary. Several experiments are conducted to demonstrate the benefits of the proposed deep learning model.
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