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Abstract
Let D ⊂R2 be a disk, and let f ∈ C3. We assume that there is a ∈R such that f (a) = 0 and f ′(a) > 0.
In this article, we are concerned with the Neumann problem
u+ λf (u) = 0 in D, ∂νu = 0 on ∂D.
We show the following: There are unbounded continuums consisting of non-radially symmetric solutions
emanating from the second and third eigenvalues. If f (u) = −u + u|u|p−1 (a = 1) or if f is of bistable
type, then the unbounded branches emanating from non-principal eigenvalues are unbounded in the positive
direction of λ. The branch emanating from the second eigenvalue is unique near the bifurcation point up to
rotation. The main tool of this article is the zero level set (the nodal curve) of uθ and ux .
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Let D ⊂ R2 be a disk centered at the origin with radius 1, and let f ∈ C3. Throughout the
present article, we assume that
there is a ∈R such that f (a) = 0 and f ′(a) > 0. (A0)
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u+ λf (u) = 0 in Ω, ∂νu = 0 on ∂Ω, (BPΩ )
where λ > 0. In order to specify the dependence of the problem on the domain we put the index Ω
as above. Because f ′(a) > 0 and the change of the variable f ′(a)λ → λ does not affect the form
of the equation in (BPΩ ), we can assume without loss of generality that f ′(a) = 1.
The following are examples of f :
There are a−, a+ ∈R such that a− < a < a+, f (a−) = f (a+) = 0,
f < 0 in (a−, a), and f > 0 in (a, a+), (A1)
f (u) = (−u+ u|u|p−1)/(p − 1) (p > 1), and a = 1. (A2)
The problem (BPΩ ) with (A2) is equivalent to the problem
ε2u− u+ u|u|p−1 = 0 in Ω, ∂νu = 0 on ∂Ω, (1.1)
where ε = √(p − 1)/λ.
Since, for any λ > 0, u ≡ a is a solution of (BPΩ ), we call u ≡ a a trivial solution (or a trivial
branch). In this article, we study branches of non-radially symmetric solutions to (BPD) bifur-
cating from the trivial branch.
Let X be a functional space to which the solution u of (BPΩ ) belongs. We call (λ∗, a) ∈R×X
is a bifurcation point if for any neighborhood U ⊂R×X of (λ∗, a) there is a non-trivial solution
(λ,u) in U . A brief statement of our main results is
Theorem A. Let N denote the Laplacian with the Neumann boundary condition, and let μ1(D),
μ2(D) be the second and third eigenvalue of N on D without counting multiplicities, respec-
tively. Then (BPD) has bifurcation points (μ1(D), a) and (μ2(D), a) from which unbounded
branches consisting of non-radially symmetric solutions emanate. When (A1) or (A2) holds, the
unbounded branches are unbounded in the positive direction of λ. The branch emanating from
(μ1(D), a) is unique near the bifurcation point up to rotation if f ′′′(a) 
= 0.
A rotation of a solution to (BPD) is a solution. Hence, a branch is actually a sheet provided
that the branch consists of non-radially symmetric solutions.
The precise statements are in Theorems 3.1, 3.5, 3.6, and 4.1 and Corollaries 3.8 and 4.2.
In the proof of the main results, we use a celebrated work of Rabinowitz [33] called the
Rabinowitz alternative. This theorem says that, for a large class of nonlinear eigenvalue problems,
a continuum C bifurcates from a characteristic value (eigenvalue) of odd (algebraic) multiplicity,
and the continuum either (1) is unbounded or (2) meets another characteristic value (eigenvalue).
For a precise statement of this theorem, see Proposition 2.1 of the present article.
In order to prove the existence of unbounded branches, one must exclude the case (2). Several
methods were developed. For methods that are not used in this article, see the introduction of [14].
In our proof the main tools to show that (2) does not occur are the zero level set (the zero curve
or the nodal curve) and the non-zero level set (the nodal domain), which are intensively used
in [16,17].
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uxx + λf (u) = 0 in I := (0,π), ux = 0 at x = 0 and π, (BPI )
where f satisfies f (0) = 0 and f ′(0) = 1. This problem is a simplified problem of an example
given in [33, (2.1)] as an application of the abstract theory in [33]. We will show a sketch of
the proof of the existence of unbounded branches emanating from a trivial solution u ≡ 0. The
Sturm–Liouville theory says that every eigenvalue of the associated eigenvalue problem
ϕxx + λf ′(0)ϕ = κϕ in I, ϕx = 0 at x = 0 and π (1.2)
is simple hence of odd (algebraic) multiplicity. It follows from the Rabinowitz alternative that
if 0 is an eigenvalue of (1.2), i.e., λ = n2 (n  1), then (λn,0) is a bifurcation point, where
λn := n2. There is a continuum Cλn consisting of non-trivial solutions of (BPI ) and emanating
from (λ,u) = (λn,0). If (λ,u) ∈ Cλn is near the bifurcation point (λn,0), then u is close to the
nth eigenfunction, C0 cos((n−1)x) (C0 is small), in the C1-sense. Therefore u has exactly n−1
simple zero(s) in I . Moreover the number of the zeros of u does not change along the branch.
If not, then u must have a degenerate zero for some λ in order to change the zero number,
because u continuously depends on λ. By the uniqueness of solutions of ODEs u should be 0,
which indicates that Cλn does not meet other bifurcation points and that Cλn and Cλm (n 
= m) do
not meet each other. Thus (2) does not occur and the branch Cλn is unbounded. The key of this
argument is the uniqueness of solutions to ODEs.
Let us consider the Dirichlet problem in a ball B ⊂RN centered at the origin with radius 1
u+ λf (u) = 0 in B, u = 0 on ∂B. (1.3)
If we restrict ourselves to consider only the positive solutions, then it follows from Gidas, Ni and
Nirenberg [13] that all the positive solutions of (1.3) are radially symmetric. Hence (1.3) can be
reduced to the ODE
urr + ur
r
+ λf (u) = 0 in (0,1), ur(0) = 0, u(1) = 0. (1.4)
Although one has to modify the method of the 1D case mentioned above to overcome the techni-
cal difficulty coming from the singularity at r = 0, a similar argument is applicable to (1.4), and
we can show the existence of unbounded branches. In this setting, detailed analysis can be done.
Among others, see [25] for the bistable type nonlinearity, [30,31] for a class of nonlinearities
including f (u) = u(u− b)(c− u) (0 < 2b < c) and f (u) = up − uq (1 <p < q), [11,19,28,39]
for f (u) = eu, and [10] for a nonlinearity having an S-shaped bifurcation curve.
The Neumann problem tends to have more solutions than the Dirichlet problem, as pointed out
by Shi [37]. In fact, the Neumann problem can have a positive non-radially symmetric solution
when the domain is a ball. We cannot reduce (BPD) into an ODE. When the spatial dimen-
sion is 2 or larger, the multiplicity of the eigenvalues may not be 1. Therefore the theory of
Crandall and Rabinowitz [8], which studies the bifurcations from simple eigenvalues, cannot be
directly applied. Even if one can show that u near a bifurcation point is close to an eigenfunc-
tion in some sense, we cannot argue a high-dimensional case similarly in the 1D case, because
(I) Courant’s nodal domain theorem does not give the one-to-one correspondence, which is given
by the Sturm–Liouville theory in 1D cases, between the index of an eigenvalue and the number
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can change along the branch in contrast to 1D cases, and (III) the analysis of the changes of
the topology seems to be difficult. Then to avoid these difficulties we restrict the domain of the
problem (BPD) to (1.5) below.
In this article, we also consider the Neumann problem (BPDn ), where
Dn :=
{ {(r, θ); 0 < r < 1, 0 < θ < π/n} if n ∈ {1,2,3, . . .},
D if n = 0. (1.5)
Here (r, θ) is a polar coordinate of R2 centered at O . In Sections 3 and 4, we show that (BPDn )
(n = 1,2) has a branch consisting of non-trivial solutions such that −∂θu 0 in Dn (n = 1,2),
where
∂θ := −y∂x + x∂y.
Then proving the non-negativity (or the non-positivity) of uθ and ux along the branch is much
easier than the analysis of the changes of the topology. The difficulties (II) and (III) can be
avoided. Since the sign of uθ does not change and uθ satisfies uθ + λf ′(u)uθ = 0 with mixed
boundary condition, uθ is the first eigenfunction of the problem
ϕ + λf ′(u)ϕ = μϕ in Dn, ϕ = 0 on ∂Dn\∂D, ∂νϕ = 0 on ∂Dn ∩ ∂D.
Assume that the branch meets another eigenvalue. Although Dn (n = 1,2) has corner points
where the interior sphere condition is not satisfied, we can show that uθ has a zero in Dn by
analyzing the local behavior of the solution near a corner point (Remark 2.5). If uθ 
≡ 0 in Dn,
then we obtain a contradiction, which means that the branch does not meet another eigenvalue.
When uθ ≡ 0 in Dn, this method cannot exclude the possibility where the branch meets an
eigenvalue having a radially symmetric eigenfunction. In this case we use the zero level set of ux ,
and argue similarly. Then we obtain a contradiction. See the proofs of Theorems 3.1 and 4.1 for
the detail of this argument. Even if the one-to-one correspondence stated in (I) does not exist,
we can exclude the possibility (2) as far as the branch emanating from the first eigenvalue of the
restricted problem is concerned.
There are a vast amount of literature on the Neumann problem of semilinear elliptic equa-
tions in a high-dimensional domain. However, there are few articles proving the existence of
unbounded branches from a viewpoint of the bifurcation theory. Ni and Takagi in [29] prove the
existence of unbounded branches in a domain of the type
RN := [0, a1] × [0, a2] × · · · × [0, aN ],
where 1/a21,1/a
2
2, . . . ,1/a
2
N are independent over Q. (1.6)
It follows from this condition that every eigenvalue of N is simple. Shi in [37] considers (BPΩ )
in a rectangle, proves the existence of unbounded branches consisting of non-one-dimensional
solutions, and studies the shape of solutions when λ is large. When the domain is not a rectan-
gle, few results are known about the existence of unbounded branches consisting of non-trivial
solutions of the Neumann problem.
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unbounded branch emanating from the second eigenvalue, and the branch goes toward a bound-
ary spike as λ → +∞. Refs. [27,40–42] study this phenomenon for several classes of nonlinear-
ities. In the case of high-dimensional domains, it is expected that the same phenomenon occurs.
However, there is a technical difficulty. We discuss this point later (Remark 3.9).
In spite that the changes of the zero number (or the lap-number in the sense of [22]) for solu-
tions to 1D parabolic equations have been studied much [1,2,22,26], a little is known about the
zero curve and the changes of the topology of the nodal domains except the theory of Carleman,
Hartman and Wintner [5,18]. The author hopes that this article sheds light on the zero curve and
that techniques analyzing the changes of the topology are developed in future. Watanabe [43]
studies the changes of the topology of the zero level set of the solutions to the heat equation in
a planar domain. Specifically, he gives necessary conditions when the topology does not change.
Although [43] is not directly related to our problem, [43] may give hints of analysis of the zero
curve.
This article consists of four sections. In Section 2, we state known results about the Rabi-
nowitz alternative and a theory of Crandall and Rabinowitz (Subsection 2.1), the eigenvalues and
the eigenfunctions of the Neumann Laplacian in a disk (Subsection 2.2), and the zero level set of
eigenfunctions (Subsection 2.3). We give some extension of known results about the shape of the
solution near a bifurcation point (Subsection 2.4). In Subsection 2.4 we prove the existence of an
unbounded branch for an arbitrary domain with smooth boundary. In Section 3, we study the ex-
istence of unbounded branch emanating from the second eigenvalue (Theorem 3.1), the shape of
solutions near the bifurcation point (Theorem 3.5), and the direction of the unbounded branches
(Theorem 3.6). In Section 4, we establish the existence of an unbounded branch emanating from
the third eigenvalue (Theorem 4.1).
2. Preliminaries
2.1. Bifurcation from an eigenvalue with odd multiplicity
Let X be a real Banach space with norm ‖ · ‖, and let F :R × X → X be a compact and
continuous mapping. We consider the equation
u = F(λ,u) (λ ∈R, u ∈ X). (2.1)
We assume that F(λ,u) = λLu + F0(λ,u), where F0(λ,u) = o(‖u‖) (‖u‖ → 0) uniformly on
bounded λ intervals and L is a compact linear map on X. In our case, L = −1 and X = {u ∈ C2;∫
(u − a)dx = 0}. Since {(λ,0); λ ∈ R} is a solution of (2.1), we call the solution a trivial
solution. Let σ(L) be the set of the characteristic values (eigenvalues) of L, i.e., for λ∗ ∈ σ(L),
there exists 0 
= v ∈ X such that v = λ∗Lv. The next proposition is one of the main results of [33].
Proposition 2.1. (See [33, Theorem 1.3].) If λ∗ ∈ σ(L) is of odd (algebraic) multiplicity, then
there exists a continuum C consisting of non-trivial solutions of (2.1) and emanating from (λ∗,0)
such that C either
(1) is unbounded in R×X, or
(2) meets (λˆ,0), where λ∗ 
= λˆ ∈ σ(L).
Here the algebraic multiplicity of λ∗ ∈ σ(L) is the dimension of ⋃∞ ker((I − λ∗L)j ).j=1
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theory to study the shape of the solutions near a bifurcation point.
Proposition 2.2. (See [8, Theorem 1].) Let F be as (2.1). Suppose F ∈ C2(R×X,X). Let λ∗ be
a characteristic value of L. If the following hold:
(a) there is u∗ ∈ X such that ker(I −Fu(λ∗,0)) = span〈u∗〉, hence dim ker(I −Fu(λ∗,0)) = 1,
(b) Ran(I − Fu(λ∗,0)) is closed,
(c) codim Ran(I − Fu(λ∗,0)) = 1,
(d) Fu,λ(λ∗,0)u∗ /∈ Ran(I − Fu(λ∗,0)), where u∗ is defined in (a),
then λ∗ is a bifurcation point. In addition the closure of the set of non-trivial solutions of (2.1)
is, near (λ∗,0), a unique C1-curve.
2.2. Eigenvalues and eigenfunctions of N on Dn
We recall known results on the eigenvalues and the eigenfunctions of N on Dn (n 0). Let
us consider the eigenvalue problem
u+μu = 0 in Dn, ∂νu = 0 on ∂Dn. (EVPLDn )
To begin with, we consider the case where the domain is D0(= D). We use a separation of
variables. Let u(x, y) = ξ(r)η(θ). Here (r, θ) is a polar coordinate of D. Then it is well known
that if ξ(r)η(θ) is in C2(D), then, for some integer m 0, ξ and η satisfy
ξrr + ξr
r
+
(
μ− m
2
r2
)
ξ = 0 and ηθθ = −m2η.
Since u(x, y) = ξ(r)η(θ) is of class C2 at the origin, the solution of these equation should be
ξ(r) = C0Jm(√μr) (0 r < 1), η(θ) = C1 cos(mθ)+C2 sin(mθ) (0 θ < 2π).
Here Jm(r) (m 0) is the Bessel function of the first kind of order m. Specifically,
Jm(r) =
(
r
2
)m ∞∑
j=0
(−1)j (r/2)2j
j !(m+ j)! .
See [6,38] for more details of calculations of eigenvalues of the Laplacian on a disk. Since ξ
satisfies the Neumann boundary condition at r = 1, J ′m(√μ) = 0. Hence μ = p2m,l , where pm,l
(l  1,m 0) is the lth positive zero of J ′m(·). Therefore,
Jm(pm,lr) cos(mθ) and Jm(pm,lr) sin(mθ) (l  1,m 0)
consist of all the eigenfunctions of (EVPLD) and p2m,l is the eigenvalue corresponding to these
eigenfunctions.
Let {μ(0)j }j0 denote the set of the eigenvalues of (EVPLD) without counting multiplicities,
i.e., 0 = μ(0) < μ(0) < μ(0) < · · · . Then {μ(0)}j0 becomes the set {0} ∪ {p2 }l1,m0 sorted0 1 2 j m,l
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μ
(0)
0 = 0, μ(0)1 = p21,1 ≈ 3.390, μ(0)2 = p22,1 ≈ 9.328,
μ
(0)
3 = p20,1 ≈ 14.681, μ(0)4 = p23,1 ≈ 17.650.
Next, we consider the case where the domain is Dn (n  1). In this case, in order to satisfy
the Neumann boundary condition on ∂Dn, u should be
(
φ
(n)
m,l(r, θ) :=
)
Jmn(pmn,lr) cos(mnθ) (0 < r < 1, 0 < θ < π/n) (l  1, m 0).
Therefore p2mn,l (l  1,m  0) is an eigenvalue corresponding to this eigenfunction. Let
{μ(n)j }j0 denote the set of the eigenvalues of (EVPLDn ) without counting multiplicities. Then
{μ(n)j }j0 becomes the set {0}∪{p2mm,l}l1,m0 sorted in increasing order. (We remove the same
values if there are.)
The set D can be considered as
D =
2n−1⋃
j=0
Rπj/nDn,
where
Rθ is the counterclockwise rotation with center O and angle θ. (2.2)
For example, Rπj/nDn := {(r, θ); 0 < r < 1, πj/n < θ < π(j + 1)/n}. Let u be a solu-
tion to (BPDn ), and let u˜ be the extended function of u with even reflections. Specifically, for
r ∈ [0,1) and θ ∈ [0,2π),
u˜(r, θ) :=
{
u(r, θ − π
n
[nθ
π
]) if θ ∈⋃n−1j=1[ 2πjn , (2j+1)πn ],
u(r, π
n
− θ + π
n
[nθ
π
]) if θ ∈⋃n−1j=1[ (2j+1)πn , (2j+2)πn ]. (2.3)
Then u˜ is in C2(D) and it satisfies (BPD). φ˜(n)m,l(r, θ) satisfies (EVPLD) with μ = p2mn,l , i.e.,
φ˜
(n)
m,l is an eigenfunction. Hence each set of the eigenvalues of (EVPLDn ) (n 1) is a subset of
the eigenvalues of (EVPLD).
We state facts in this subsection as Proposition 2.3 in order that we refer easily.
Proposition 2.3. Let {μ(n)j }j0 (n  0) be the eigenvalues of (EVPLDn) without counting
multiplicities. Then {μ(0)j }j0 (respectively {μ(n)j }j0 (n  1)) is the set {0} ∪ {p2m,l}l1,m0
(respectively {0} ∪ {p2mn,l}l1,m0) sorted in increasing order.
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Let Ω ⊂ R2 be an open set with piecewise smooth boundary, and let V ∈ C1(Ω). In this
subsection, we study the local behavior of the zero level set of the solution to linear elliptic
equations near zeros. Let p0 = (x0, y0) ∈ Ω and let α = (α1, α2) (α1  0, α2  0) be a multi-
index with length |α| = α1 +α2. We say that p0 is a degenerate zero of order (at least) n (n 2),
if (∂αu)(p0) = 0 for all |α| n− 1, where ∂α := ∂α1x ∂α2y . When u(p0) = 0, we say that p0 is not
a degenerate zero of u if ux(p0) 
= 0 or uy(p0) 
= 0. The following is the main proposition in this
subsection:
Proposition 2.4. Let V (x, y) ∈ C1(Ω), and let u(x, y) be a function such that u + V u = 0
in Ω . Then u ∈ C2(Ω). Furthermore, u has the following properties:
(i) If u has a zero of any order at p0 in Ω , then u ≡ 0 in Ω .
(ii) If u has a zero of order (exactly) l at p0 in Ω , then the Taylor expansion of u is
u(p) = Hl(p − p0)+O
(|p − p0|l+1),
where Hl is a real valued, non-zero, harmonic, homogeneous polynomial of degree l. There-
fore, {u = 0} has exactly 2l branches at p0.
(iii) If u has a zero of order (exactly) l at p0 on ∂Ω and if u satisfies the Neumann (respectively
Dirichlet) boundary condition, then
u(p) = C0rl cos(lθ)+O
(
rl+1
)
for some non-zero C0 ∈R, where (r, θ) is a polar coordinate of p = (x, y) around p0. The
angle θ is chosen so that the tangent to the boundary at p0 is given by the equation sin θ = 0
(respectively cos θ = 0).
(i) and (ii) are first proved by Carleman [5] and generalized by Hartman and Wintner [18].
The statement of this proposition is taken from [15].
Remark 2.5. Applying Proposition 2.4(iii) to the solution extended by the reflection, we can
analyze the local behavior of the solution near a corner point more in detail than Serrin’s corner
point lemma [36, Lemma 1]. However this method is applicable for a planar domain.
Next, we study the zero level set of u in the whole domain. Let p0 ∈ Ω be a zero of u. If p0
is not a degenerate zero, then (ux(p0))2 + (uy(p0))2 
= 0, hence the equation u(x, y) = 0 can be
solved locally with respect to x or y by the implicit function theorem. Thus the zero level set
of u near p0 is a C1-curve, and the zero curve can be extended locally at p0. If the curve cannot
be extended at p0 and if p0 /∈ ∂Ω , then p0 should be a degenerate zero of order at least 1. In
that case, it follows from Proposition 2.4(ii) that p0 should be an intersection point among zero
curves of u. We have obtained the following:
Proposition 2.6. Let u(
≡ 0) be as in Proposition 2.4. Then the zero level set of u consists of
C1-curves and intersection points among those curves. Moreover if several curves meet at an
interior point, then the number of the curves that meet at the point should be even, say 2l (l  1),
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Proposition 2.4(iii) holds when the intersection point is on the boundary.
Several authors use the zero curve to prove interesting properties of solutions of elliptic equa-
tions in a planar domain. For example, Ref. [32] shows that the first eigenfunction of the Dirichlet
Laplacian in a planar convex domain has exactly one critical point. The author [23] shows that if
the solution of the Neumann problem u+f (u) = 0 in a disk has a critical point inside the disk,
then the Morse index of u is 2 or larger. See also [4] for other applications of the zero curve.
In this paper, we consider (BPΩ ). The nonlinearity f in (BPΩ ) is not necessarily of the type
f (u) = f0(u)u. Hence we cannot directly apply Proposition 2.4 to u. However, we can ap-
ply the proposition to uθ (and ux ), because uθ (respectively ux ) satisfies the linear equation
uθ + λf ′(u)uθ = 0 (respectively ux + λf ′(u)ux = 0). In Sections 3 and 4, we use the zero
level set of uθ and ux .
2.4. The shape of solutions near the bifurcation points
In this subsection, we study the shape of non-trivial solutions near the bifurcation points. Let
Ω ⊂ RN be a bounded domain with piecewise smooth boundary. We consider the Neumann
problem
u+ g(λ,u) = 0 in Ω, ∂νu = 0 on ∂Ω, (2.4)
where g is of class C2. We assume that there is a ∈ R such that, for any λ ∈ R, g(λ, a) = 0.
Since, for any λ ∈ R, u ≡ a is a solution to (2.4), we call this solution a trivial solution (or
a trivial branch).
We consider the bifurcation problem (2.4). In this article, we restrict ourselves to bifurcations
from constant solutions. This restriction reduces technical complexities, for example gu(λ, a)
and gλu(λ, a) are constants. Let Lλ :=  + gu(λ, a). It is well known that if the operator Lλ
with the Neumann boundary condition is an isomorphism between certain functional spaces,
then (λ, a) ∈ R × C2(Ω) is not a bifurcation point. Therefore, candidates of the bifurcation
points are points (λ, a) satisfying that 0 is an eigenvalue of Lλ. Let λ∗ be one of them. If 0 is
a simple eigenvalue of Lλ∗ , and if certain other conditions are satisfied, then [8, Theorem 1.7]
(Proposition 2.2 of this article) says that there are exactly two branches near (λ∗, a). However,
in our case, dim kerLλ∗ may be 2 or larger. This makes the next lemma less trivial than it looks.
Lemma 2.7. Let Ω ⊂ RN be a bounded domain. Suppose that (λ∗, a) ∈ R× C2(Ω) is a bifur-
cation point of (2.4), i.e., there exists a set C ⊂ R× C2(Ω) consisting of non-trivial solutions
of (2.4) such that C has at least one sequence converging to (λ∗, a). Let {(λj , uj )}j1 ⊂ C be
such a sequence. If gλu(λ∗, a) 
= 0, then there are a subsequence {(λjk , ujk )}k1, {tk}k1 ⊂ R
converging to 0, a sequence {vˆk}k1 ⊂ C2(Ω), and v∗ ∈ kerLλ∗\{0} such that
ujk = a + tkv∗ + vˆk, where ‖vˆk‖C2 = o(tk) as k → ∞.
In particular,
ujk − a
‖ujk − a‖
k→∞−−−→ v∗‖v∗‖ in C
2. (2.5)
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Remark 2.8. Refs. [3] and [21] study the local bifurcation of (BPΩ ) in an abstract setting, where
Ω ⊂RN is an arbitrary bounded domain with smooth boundary. See [34, Theorem 11.4] or [35]
for a precise statement of this result. Let {μj (Ω)}j0 be the set of eigenvalues of N on Ω
without counting multiplicities. Using this result, one can show that, for every non-principal
eigenvalue μn(Ω) (n 1), there are at least two (local) continuums consisting of non-constant
solutions of (BPΩ ) and emanating from (μn(Ω),1). As far as (BPΩ ) is concerned, every eigen-
value is a bifurcation point.
An immediate consequence of this lemma is the following:
Corollary 2.9. Let {ujk }k1, {tk}k1, {vˆk}k1, and v∗ be as in Lemma 2.7. The following hold:
(i) Let Ω ⊂R2 be a bounded domain with piecewise smooth boundary. Then
∂θujk
‖ujk − a‖
k→∞−−−→ ∂θv∗‖v∗‖ in C
1, and
∂xujk
‖ujk − a‖
k→∞−−−→ ∂xv∗‖v∗‖ in C
1.
(ii) Let Ω ⊂RN be a bounded domain with smooth boundary. If any v ∈ kerLλ∗\{0} has a zero
in Ω , then, for large k, ujk − a has a zero in Ω .
Roughly speaking, Corollary 2.9 indicates that if u is near the bifurcation point, then the zero
level set of ∂θu is close to that of ∂θv∗, where v∗ is an eigenfunction of L. We will later use
the nodal properties of ∂θu and ∂xu to show that Proposition 2.1(2) does not occur for certain
bifurcation problems.
Proof of Corollary 2.9. (i) is a direct consequence of Lemma 2.7. We will prove (ii). Since
v(
≡ 0) has a zero in Ω and v + gv(λ∗, a)v = 0, it follows from the strong maximum princi-
ple that 0 is not the maximum or minimum value. Hence the sign of v changes in Ω . By the
C2-convergence (2.5) we see that ujk − a = 0 has a zero in Ω provided that k is large. 
We give a simple example (Corollary 2.10) for which Corollary 2.9 is applied. We use Corol-
lary 2.9(ii) in order to show that the branch emanating from the first eigenvalue does not meet
any other eigenvalue.
Corollary 2.10. Let Ω ⊂ RN be a bounded domain with smooth boundary. Assume that
guλ(λ
∗, a) 
= 0, gu(λ∗, a) = 0, and gu(λ, a) 
= 0 for all λ ∈ R\{λ∗}. Then there exists an un-
bounded continuum of non-trivial solutions to (2.4) in R×C2 which meets (λ∗, a).
Proof. Let Lλ∗ := +gu(λ∗, a). Since gu(λ∗, a) = 0, 0 is the principal eigenvalue of Lλ∗ , hence
the eigenvalue 0 is simple which is of odd (algebraic) multiplicity. Applying the Rabinowitz
alternative (Proposition 2.1), we see that there is a continuum C, which consists of non-trivial
solutions, emanating from (λ∗, a). We will exclude (2) of Proposition 2.1 by contradiction.
Let (λ˜, a) be a bifurcation point different from (λ∗, a). Because of the assumption, 0 is not
the first eigenvalue of L˜ :=  + gu(λ˜, a). Therefore, for any v ∈ kerL˜ \{0}, the sign of vλ λ
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tinuum B := {(λ(s), u(λ(s)))}0s1 of C ∪ {(λ∗, a), (λˆ, a)} such that (λ(0), u(λ(0))) = (λ∗, a),
(λ(1), u(λ(1))) = {(λˆ, a)}, and {u(λ(s))}0<s<1 does not contain the trivial solution. It follows
from Corollary 2.9(ii) that, for some small s > 0, u(λ(s))− a does not have a zero in Ω . On the
other hand, u(λ(s)) − a has a zero in Ω for some s near 1, because of Corollary 2.9(ii). Since
(λ,u(λ)) ∈ B is continuous in λ, there is (λ0, u0) ∈ B such that u0 − a does not change its sign,
u0 
≡ a in Ω , and u0 = a for some point on Ω . Let
V :=
{
(g(λ0, u0)− g(λ0, a))/(u0 − a) if u0 
= a,
gu(u0, a) if u0 = a,
and let w := u0 −a. Then w satisfies w+Vw = 0 in Ω , ∂νw = 0 on ∂Ω . 0 is the maximum or
minimum value of u0. It follows from the strong maximum principal that w ≡ 0 in Ω , since Ω
satisfies the interior sphere condition. Since u0 
≡ a, we obtain a contradiction. Hence C does not
meet (λ˜, a), and C is unbounded. 
Example 2.11. Let us consider
u+ λu− u2 in Ω, ∂νu = 0 on ∂Ω.
Let g(λ,u) = λu − u2. Then gλu(0,0) = 1, gu(0,0) = 0, and gu(λ,0) = λ. Therefore the as-
sumptions in Corollary 2.10 are satisfied. Hence there is an unbounded branch emanating from
(λ,u) = (0,0), which is u ≡ λ.
A similar result holds for a Dirichlet problem. See [33, Theorem 2.12] for a problem on a do-
main satisfying the interior sphere condition. Even if the interior sphere condition is not satisfied,
there is a similar result for a Dirichlet problem [17, Corollary 1.5] under certain symmetry as-
sumptions on the nonlinearity and the domain.
Proof of Lemma 2.7. The proof is almost the same as one of [8, Lemma 1.12]. However, we
have to modify that proof, because the multiplicity of the eigenvalue may not be 1.
Without loss of generality, we can assume that a = 0. Then g(λ,0) = 0 for all λ ∈ R. Let
{vj }j1 ⊂ kerL and {wj }j1 ⊂ (kerL)⊥ be sequences of functions such that uj = vj + wj .
We consider the sequence vj /‖vj‖. Since dim kerL < ∞, there are a subsequence {vjk }k1
and v∗ ∈ kerL\{0} such that vjk /‖vjk‖ → v∗ (k → ∞) and ‖v∗‖ = 1. Note that v∗ 
≡ 0. Let
tk := ‖vjk‖, v˜jk := (vjk /‖vjk‖ − v∗). Then ‖v˜jk‖ → 0 (k → ∞), and we can rewrite u as
u = tkv∗ + tkv˜jk +wjk .
It is enough to show that
‖tkv˜jk +wjk‖C2+γ = o
(|tk|) as k → ∞. (2.6)
Hereafter, we omit the suffixes jk and k for simplicity. Let G(η,u) = u + g(λ∗ + η,u) :
R × C2+γ → Cγ . Then G(η,0) = 0 for all η ∈ R. Here we assume that there is c > 0 such
that
c
(|tη| + ‖w‖) ∥∥Gu(0,0)[t v˜ +w] + ηGηu(0,0)[tv∗]∥∥. (2.7)
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Using (2.7), we prove (2.6). We have
0 = G(η, tv∗ + t v˜ +w) = G(η, tv∗ + t v˜ +w)−G(η, tv∗)+G(η, tv∗)−G(η,0)
= (G(η, tv∗ + t v˜ +w)−G(η, tv∗)−Gu(η, tv∗)[t v˜ +w])
+ (Gu(η, tv∗)[t v˜ +w] −Gu(0,0)[t v˜ +w])
+ (G(η, tv∗)−G(η,0)−Gu(η,0)[tv∗])+ (Gu(η,0)[tv∗] − ηGηu(0,0)[tv∗])
+ (Gu(0,0)[t v˜ +w] + ηGηu(0,0)[tv∗])
=: I1 + I2 + I3 + I4 + I5.
On the other hand, we have
‖I1‖ = o
(‖t v˜ +w‖), ‖I2‖ = o(‖t v˜ +w‖), ‖I3‖ = o(|t |), and ‖I4‖ = o(|tη|).
Using these estimate and (2.7), we have
c
(|tη| + ‖w‖) ∥∥Gu(0,0)[t v˜ +w] + ηGηu(0,0)[tv∗]∥∥= ‖I5‖
 ‖I1‖ + ‖I2‖ + ‖I3‖ + ‖I4‖ = o
(‖t v˜ +w‖)+ o(|t |)+ o(|tη|).
When |tη| is small, there is c′ > 0 such that c′(|tη| + ‖w‖)  o(‖t v˜ + w‖) + o(|t |). When |t |,
|η|, ‖w‖, and ‖v˜‖ are small, we have
c′‖t v˜ +w‖ + c′|tη| c′‖t v˜‖ + c′‖w‖ + c′|tη|
 c′‖t v˜‖ + o(‖t v˜ +w‖)+ o(|t |).
Since c′‖t v˜‖ = o(|t |),(
c′ + o(1))‖t v˜ +w‖ (c′ + o(1))‖t v˜ +w‖ + c′|tη| o(|t |),
which proves (2.6).
We will prove (2.7) which is left. As used in [8, (1.9)], we also use the mapping
H(t, η, v˜, z) :=
{
t−1G(η, t (v∗ + v˜ + z)) if t 
= 0,
Gu(η,0)[v∗ + v˜ + z] if t = 0.
Note that Hη and Hz are continuous in (t, η, z) and that H(0,0, v˜,0) = Gu(0,0)[v∗ + v˜] = 0.
The Fréchet derivative of the map H˜ (η, z) := H(0, η,0, z) at (η, z) = (0,0) is
(∂(η,z)H˜ |(η,z)=(0,0))[η∗, z∗] = η∗Gηu(0,0)[v∗] +Gu(0,0)[z∗]
= αη∗v∗ +Lz∗,
where α(= Gηu(0,0)) is non-zero constant. Since v∗ ∈ kerL and L is invertible as an operator
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∂(η,z)H˜ |(η,z)=(0,0) :R× (kerL)⊥ ∩C2+γ → span〈v∗〉 × RanL∩Cγ
is invertible, hence the inverse is bounded. Therefore there is c > 0 such that
c
(|η| + ‖z‖C2+γ ) ∥∥ηGηu(0,0)[v∗] +Gu(0,0)[z]∥∥. (2.8)
Since Gu(0,0)[t v˜] = L[t v˜] = 0, Gu(0,0)[z] = Gu(0,0)[t v˜ + z]. Substituting this equality
into (2.8) and replacing η by tη, we obtain (2.7).
We prove (2.5). First, we will show that∣∣∣∣ 1‖u− a‖ − 1|t |‖v∗‖
∣∣∣∣ o(1)|t |‖v∗‖ . (2.9)
Since u− a = tv∗ + vˆ, we have
‖u− a‖ = ‖tv∗ + vˆ‖ |t |‖v∗‖ + ‖vˆ‖ = |t |‖v∗‖
(
1 + o(1)).
On the other hand, since ‖tv∗‖ = ‖u− a − vˆ‖ ‖u− a‖ + ‖vˆ‖, we have
‖u− a‖ |t |‖v∗‖ − ‖vˆ‖ = |t |‖v∗‖
(
1 − o(1)).
Therefore,
1
(1 + o(1))|t |‖v∗‖ 
1
‖u− a‖ 
1
(1 − o(1))|t |‖v∗‖ .
Subtracting these inequalities from 1/(|t |‖v∗‖), we have
o(1)
(1 + o(1))|t |‖v∗‖ 
1
‖u− a‖ −
1
|t |‖v∗‖ 
o(1)
(1 − o(1))|t |‖v∗‖ .
We obtain (2.9).
Second, we will show that ∥∥∥∥ u− a|t |‖v∗‖ − v∗‖v∗‖
∥∥∥∥= o(1). (2.10)
Dividing u− a = tv∗ + vˆ by |t |‖v∗‖, we have (2.10).
Using (2.9) and (2.10), we have∥∥∥∥ u− a‖u− a‖ − v∗‖v∗‖
∥∥∥∥= ∥∥∥∥ u− a‖u− a‖ − u− a|t |‖v∗‖ + u− a|t |‖v∗‖ − v∗‖v∗‖
∥∥∥∥
 ‖u− a‖
∣∣∣∣ 1‖u− a‖ − 1|t |‖v∗‖
∣∣∣∣+ ∥∥∥∥ u− a|t |‖v∗‖ − v∗‖v∗‖
∥∥∥∥
 |t |(1 + o(1))o(1)|t |‖v∗‖ + o(1) = o(1).
The proof of Lemma 2.7 is complete. 
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Let Xn := C2+γ (Dn) (0 < γ < 1, n  0). As stated in Subsection 2.2, if u ∈ Xn (n  1) is
a solution to (BPDn ), then u˜, which is defined by (2.3), becomes a solution to (BPD). We work
on X1 mainly.
We consider the bifurcation problem (BPDn ) (n 1). The candidate of the bifurcation points
of (BPDn ) is a pair (λ, a) such that 0 is an eigenvalue of
ϕ + λf ′(a)ϕ = κϕ in Dn, ∂νϕ = 0 on ∂Dn. (EVPDn )
Since f ′(a) = 1, λ = μ(n)j (j  1) is a candidate, where μ(n)j is defined in Proposition 2.3.
First, we prove the existence of an unbounded branch emanating from (μ(1)1 , a). In this sec-
tion, let Γ1 := {(cos θ, sin θ); 0 < θ < π}, Γ2 := {(x,0); −1 < x < 1}, O = (0,0), P := (1,0),
and Q := (−1,0).
Theorem 3.1. There is an unbounded continuum of (BPD), C˜1, emanating from (μ(0)1 , a) and
consisting of non-radially symmetric solutions such that, for any (λ,u) ∈ C˜1, u is symmetric with
respect to {y = 0},
−uθ > 0 in D1 ∪ Γ1, and ux > 0 in D1\{P,Q}. (3.1)
Hence P and Q are the maximum and minimum points of u in D, respectively.
We consider (BPD1 ). Then μ(1)1 = p21,1 = μ(0)1 . Since μ(1)1 is a simple eigenvalue of (EVPLD1 ),
0 is a simple eigenvalue of (EVPDn ) when λ = μ(1)1 . Using the Rabinowitz alternative (Propo-
sition 2.1), we see that there exists a continuum C1 ⊂ R × X1 emanating from (μ(1)1 , a) and
consisting of non-trivial solutions of (BPD1 ).
Next, we will show by contradiction that C1 is unbounded. Assume that C1 is not unbounded.
Proposition 2.1(2) should occur, i.e., C1 meets (μ(1)n , a) for n  2. Thus it is enough to show
that C1 does not meet (μ(1)n , a) for n  2. Let B := {(λ(s), u(s))}0s1 be a subcontinuum
of C1 ∪ {(μ(1)1 , a), (μ(1)n , a)} such that (λ(0), u(0)) = (μ(1)1 , a), (λ(1), u(1)) = (μ(1)n , a), and{u(s)}0<s<1 does not contain the trivial solution. Moreover, by Remark 3.7 below we see that the
branch emanating from a non-principal eigenvalue cannot touch a constant solution except the
trivial one. We can assume that {u(s)}0<s<1 does not contain a constant solution.
Before proving Theorem 3.1, we need two lemmas.
Lemma 3.2. Let B := {(λ(s), u(s))}0s1 be as above. Then the following hold:
(i) There is s0 > 0 such that
−∂θu(s0) > 0 in D1 ∪ Γ1, and ∂θu(s0) = 0 on Γ2 ∪ {P,Q}.
(ii) If, for some s1 ∈ (s0,1), ∂θu(s1) has a zero in D1, then there is s2 ∈ (s0, s1] such that
∂θu(s2) ≡ 0 in D1.
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to μ(1)1 , and let ψ := ∂ϕ. We have
ψ = −J1(p1,1r) sin θ < 0,
∂yψ = −p1,1J ′1(p1,1r) sin2 θ −
1
r
J1(p1,1r) cos
2 θ. (3.2)
We have
∂yψ = −1
r
J1(p1,1r) on Γ2 ∪ {P,Q}.
Since J1(r) = r/2 +O(r3), we see that −J1(p1,1r)/r < −δ < 0 on r ∈ [0,1]. Hence
∂yψ < −δ < 0 on Γ2 ∪ {P,Q}. (3.3)
We also have
ψ = 0 on Γ2 ∪ {P,Q} and ∂θu = 0 on Γ2 ∪ {P,Q}. (3.4)
Using (3.2)–(3.4), and the C1-convergence in Corollary 2.9(i) with simplicity of μ(1)1 , we see
that (i) holds.
We will prove (ii). Let s0 ∈ (0,1) be as in (i). Suppose that there is s1 ∈ (s0,1) such that
∂θu(s1) has a zero in D1. Because of (i) and the continuous dependence of u(s) on s, there is
s2 ∈ (s0, s1] such that −∂θu(s2) 0, and one of the following occurs:
(1) ∂θu(s2) = 0 at p0 ∈ D1,
(2) ∂θu(s2) = 0 at p0 ∈ Γ1,
(3) ∂y∂θu(s2) = 0 at p0 ∈ Γ2,
(4) ∂y∂θu(s2) = 0 at P or Q.
Assume that (1) occurs. Since p0 is a maximum point of ∂θu in D1 and ∂θu satisfies ∂θu+
f ′(u)∂θu = 0, it follows from the maximum principle that ∂θu ≡ 0 in D1. If (2) occurs, then
p0 is a maximum point. Since the interior sphere condition is satisfied at p0, it follows from
Hopf’s boundary point lemma that ∂ν∂θu 
= 0 at p0 provided that ∂θu 
≡ 0. It contradicts that ∂θu
satisfies the Neumann boundary condition at p0. Thus ∂θu ≡ 0. If (3) occurs, then ∂θu satisfies
the Neumann boundary condition at p0. Since p0 is a maximum point of ∂θu, it follows from
Hopf’s boundary point lemma that ∂y∂θu 
= 0 provided that ∂θu 
≡ 0. It means that ∂θu ≡ 0.
Assume that (4) occurs. Then ∂θ u˜ is a solution to
∂θ u˜+ λf ′(u˜)∂θ u˜ = 0 in D, ∂ν∂θ u˜ = 0 on ∂D,
where u˜ is defined by (2.3). Since ∂θu = ∂x∂θu = 0 at P (or Q), P (respectively Q) is a degener-
ate zero of order at least 2, because ∂y∂θu = 0 at P (respectively Q). Since {y = 0} ⊂ {∂θ u˜ = 0},
the order is 3 or larger (Proposition 2.4(iii)). Therefore the sign of ∂θu changes in D1. We obtain
a contradiction. It follows that ∂θu ≡ 0.
All the cases are verified. The proof is complete. 
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radially symmetric. Then the following hold:
(i) There is s0 ∈ (0,1) such that ∂xu(s0) > 0 on D1\{P,Q}.
(ii) If, for some s1 ∈ (s0,1), ∂xu(s1) has a zero in D1, then there is s2 ∈ (s0, s1] such that
∂xu(s2) ≡ 0 in D1.
Proof. We will prove (i). Let ϕ(:= φ(1)1,1) := J1(p1,1r) cos θ be an eigenfunction corresponding
to μ(1)1 , and let ψ := ∂xϕ. We have
ψ = p1,1J ′1(p1,1r) cos2 θ +
1
r
J1(p1,1r) sin2 θ > 0 in D1\{P,Q}. (3.5)
We easily see that
ψ = 0 at P and Q and ∂xu = 0 at P and Q, (3.6)
∂xψ = p21,1J ′′1 (p1,1) =
(
1 − p21,1
)
J1(p1,1) < 0 at P. (3.7)
Here we use J ′′1 (r) = −J ′1(r)/r − (1 − 1/r2)J1(r). By a similar calculation we see that ∂xψ > 0
at Q. Using (3.5)–(3.7), and the C1-convergence in Corollary 2.9(i), we see that (i) holds.
We will prove (ii). Let s0 ∈ (0,1) be as in (i). Suppose that there is s1 ∈ (s0,1) such that
∂xu(s1) has a zero in D1. Because of (i) and the continuous dependence of u(s) on s, there is
s2 ∈ (s0, s1] such that ∂xu(s2) 0, ∂xu(s2) 
≡ 0 in D1, and one of the following occurs:
(1) ∂xu(s2) = 0 at p0 ∈ D1,
(2) ∂xu(s2) = 0 at p0 ∈ Γ1,
(3) ∂xu(s2) = 0 at p0 ∈ Γ2,
(4) ∂x∂xu(s2) = 0 at P or Q.
If (1) occurs, then we can obtain a contradiction by an argument similar to one of (1) in the
proof of Lemma 3.2. We omit the details. If (2) occurs, then ∂yu = 0 at p0, because ∂xu =
∂νu = 0 at p0. Hence ∂θu = 0 at p0. We see by Proposition 2.4 that there is a nodal curve of ∂θu
emanating from p0 and that the sign of ∂θu changes in D1. This is a contradiction. If (3) occurs,
then ∂xu = 0 at p0 ∈ Γ2. By Proposition 2.4 we see that there is a nodal curve of ∂xu emanating
from p0 and that the sign of ∂xu changes in D1, which indicates that ∂xu ≡ 0 in D1. If (4) occurs,
then P (or Q) is a minimum point of ∂xu˜ which satisfies
∂xu˜+ λf ′(u˜)∂xu˜ = 0 in D.
Since ∂D satisfies the interior sphere condition at P (respectively Q), it follows from Hopf’s
boundary point lemma that ∂ν∂xu˜ 
= 0 at P (respectively Q) which contradicts that ∂x∂xu = 0
at P (respectively Q).
We have checked all the cases. The proof is complete. 
Proof of Theorem 3.1. Let B = {(λ(s), u(s))}0s1 be as above, and let A := B\{(μ(1)1 , a),
(μ
(1)
n , a)}. We will show by contradiction that B does not meet any other eigenvalue. We divide
the possibilities into two cases.
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Because of (i) of Lemma 3.2, for some s0 > 0,
∂θu(s0) = 0 on Γ2 ∪ {P,Q} and −∂θu(s0) > 0 in D1 ∪ Γ1. (3.8)
Let ϕ be an eigenfunction corresponding to μ(1)1 . Let L1 :=  + μ(1)n f ′(a) (n  2). Since
ψ(∈ kerL1) satisfies
ψ +μ(1)n f ′(a)ψ = 0 in D1, ∂νψ = 0 on ∂D1,
ψθ satisfies
∂θψ +μ(1)n f ′(a)∂θψ = 0 in D1, ∂ν∂θψ = 0 on Γ1, and ∂θψ = 0 on Γ2.
Multiplying this equation by ∂θϕ and integrating it over D1, we have
μ(1)n f
′(a)〈∂θψ, ∂θϕ〉 = −
∫
D1
∂θψ∂θϕ dx
= −
∫
∂D1
∂ν∂θψ∂θϕ dS +
∫
D1
∇∂θψ · ∇∂θϕ dx
= −
∫
∂D1
∂θ∂θψ∂θϕ dS −
∫
∂D1
∂θψ∂ν∂θϕ dS −
∫
D1
∂θψ∂θϕ dx
= −
∫
∂D1
∂ν∂θψ∂θϕ dS −
∫
∂D1
∂θψ∂ν∂θϕ dS +μ(1)1 f ′(a)〈∂θψ, ∂θϕ〉,
where we use Green’s formula. Because ∂ν∂θϕ = ∂ν∂θψ = 0 on Γ1 and ∂θϕ = ∂θψ = 0 on Γ2,∫
∂D1
(∂ν∂θψ∂θϕ + ∂θψ∂ν∂θϕ)dS = 0. Since μ(1)1 
= μ(1)n (n 2), we have
〈∂θψ, ∂θϕ〉 = 0. (3.9)
From the assumption of the contradiction we assume that B meets (μ(1)n , a) for n 2. It follows
from Lemma 2.7 that there are ψ ∈ kerL1\{0} and a sequence {uj }j0 such that
uj − a
‖uj − a‖
j→∞−−−→ ψ‖ψ‖ in C
2.
We divide Case 1 into two cases.
Case 1-1: ψ is not radially symmetric.
Then ∂θψ 
≡ 0. Because of (3.9), ∂θψ has a zero in D1. Moreover by Proposition 2.4(ii) we
see that the sign of ∂θψ changes in D1. Therefore, for large j , ∂θuj has a zero in D1. It follows
from Lemma 3.2(ii) that ∂θuj ≡ 0 in D1, which is a contradiction.
Case 1-2: ψ is radially symmetric.
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∂xu(s0) > 0 in D1\{P,Q} and ∂xu(s0) = 0 at P and Q. (3.10)
Since ψ 
≡ 0 is radially symmetric, ∂xψ 
≡ 0 and ∂xψ = 0 on {x = 0} ∩ D1. Proposition 2.4
says that the sign of ∂xψ changes in D1. It follows from Corollary 2.9(i) that there is (λ(s), u) ∈ B
near (μ
(1)
n , a) such that ∂xu has a zero in D1. By Lemma 3.3(ii) we see that ∂xu(s2) ≡ 0 in D1 for
some s2 ∈ (0,1) near 1. u(s2) satisfies the Neumann boundary condition, hence u(s2) is constant.
This is a contradiction.
Case 2: A contains a radially symmetric solution.
Since the set {s ∈ (0,1); u(s) is not radially symmetric} is open, there is s0 ∈ (0,1) such
that u(s) (0 < s < s0) is not radially symmetric and u(s0) is radially symmetric. Let v := u(s0).
Then u → v in C2 (s ↑ s0). Since v is radially symmetric, we can argue similarly in Case 1-2.
Specifically, we assume that B meets a radially symmetric solution. Since ∂xv 
≡ 0 and ∂xv has
a zero in D1, if u is close to v, u should be constant (Lemma 3.3). We obtain a contradiction.
Case 2 also does not occur.
We have checked all the cases. Then the branch C1 is unbounded.
It is clear from the proof that the property (3.1) holds. 
We study the shape of solutions to (BPD) near the bifurcation point (μ(0)1 , a).
Lemma 3.4. (See [24, Lemma 4.1].) Let u be a solution of (BPD). If λf ′(u) < μ(0)2 (= p22,1) in
the range of u, then u is symmetric with respect to a line containing the origin.
This lemma is already known. However we prove the lemma for the readers’ convenience.
Proof. Let u be a solution to (BPD), and let S be the reflection with respect to the x-axis, i.e.,
(x, y) → (x,−y). We define u(θ)(x, y), u¯(θ)(x, y) by
u(θ)(x, y) := (Rθu)(x, y), u¯(θ)(x, y) = (SRθu)(x, y),
namely u(θ)(x, y) := u(x cos θ + y sin θ,−x sin θ + y cos θ) and u¯(θ) := u(x cos θ − y sin θ,
−x sin θ − y cos θ). We define w(θ) by
w(θ) := u(θ) − u¯(θ). (3.11)
Then w(θ)(x,−y) = −w(θ)(x, y), hence the set {w(θ) = 0} is symmetric with respect to the
x-axis. Moreover w(θ) satisfies that
w(θ) + Vw(θ) = 0 in D, ∂νw(θ) = 0 on ∂D,
where
V (x, y) :=
{
λf (u(θ)(x,y))−λf (u¯(θ)(x,y))
u(θ)(x,y)−u¯(θ)(x,y) if u
(θ)(x, y) 
= u¯(θ)(x, y),
′ (θ) (θ) (θ)λf (u (x, y)) if u (x, y) = u¯ (x, y).
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ϕ + V ϕ = κϕ in D, ∂νϕ = 0 on ∂D, (3.12)
provided that w(θ) 
≡ 0 in D. It follows from (3.12) that, for any θ ∈ [0,2π), w(θ) = 0 on
D ∩ {y = 0}. In particular, w(θ)(0,0) = w(θ)x (0,0) = 0. Since w(θ)y (0,0) = 2(ux(0,0) sin θ +
uy(0,0) cos θ), there exists θ0 ∈ [0,2π) such that w(θ0)y (0,0) = 0. It follows from Proposi-
tion 2.4(ii) that either w(θ0) ≡ 0 in D or {w(θ) = 0} has at least four branches at (0,0).
We will show by contradiction that w(θ0) ≡ 0 in D. If we prove this, then u(θ0)(x, y) ≡
u¯(θ0)(x, y) in D. Therefore Rθu is symmetric with respect to the x-axis, hence the proof is
complete.
Suppose the contrary. Since {w(θ0) = 0} is symmetric with respect to the x-axis, {w(θ) = 0}
has at least one branch in each side of D\{y = 0} and the branch should divide each side into at
least two subdomains. Thus w(θ0) has at least four nodal domains. By Courant’s nodal domain
theorem we see that there is an integer n0  3 such that κn0 = 0, where {κj }∞j=0 is the set of the
eigenvalues of (3.12) counting multiplicities. In particular, the forth eigenvalue is 0 is larger.
On the other hand, the forth eigenvalue of the eigenvalue problem
ψ +μ(0)2 ψ = ζψ in D, ∂νψ = 0 on ∂D (3.13)
is 0. Because of the assumption of the lemma, V < μ(0)2 . It follows from the comparison prin-
ciple of the eigenvalues of linear elliptic partial differential operators that the forth eigenvalue
of (3.12) should be strictly less than the forth eigenvalue of (3.13). Let {ζn}∞n=0 be the set of the
eigenvalues of (3.13). When we count multiplicities of the eigenvalues of (3.13), we have that
ζ0 = μ(0)2 , ζ1 = μ(0)2 − μ(0)1 , and ζ2 = ζ3 = 0. Hence the forth eigenvalue of (3.13) is 0. This is
a contradiction, because the forth eigenvalue of (3.12) is 0 or larger. 
The second result in this section is the symmetry of solutions near the bifurcation point
(μ
(0)
1 , a).
Theorem 3.5. Let C be a continuum consisting of non-trivial solutions to (BPD) and emanating
from (μ(0)1 , a). Then there is a neighborhood U0 ⊂R×X of (μ(0)1 , a) such that if (λ,u) ∈ C ∩ U0,
then u is symmetric with respect to a line containing the origin. Moreover if f ′′′(a) 
= 0, then C
is unique up to rotation near (μ(0)1 , a). Specifically, there is a neighborhood U1 ⊂ R × X of
(μ
(0)
1 , a) such that if (λ0, u), (λ0, v) ∈ C ∩ U1, then u = Rθv for some θ ∈ [0,2π).
Proof. We can choose U0 such that, for any (λ,u) ∈ U0, λf ′(u) < μ(0)2 , since μ(0)1 f ′(a) =
μ
(0)
1 <μ
(0)
2 . The assertion of the first part follows from Lemma 3.4.
We will prove the uniqueness of the branch near the bifurcation point.
Let (λ,u) ∈ C be a pair near the bifurcation point (μ(0)1 , a). Then u is symmetric, hence u
can be considered as a solution to (BPD1 ). We study the solutions of (BPD1 ) near (μ(1)1 , a).
Note that μ(1)1 (= μ(0)1 ) is a simple eigenvalue. We can check the assumptions of Proposition 2.2
[8, Theorem 1] from the assumptions of this theorem. Applying Proposition 2.2, we see that there
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Moreover it is well known that when 〈ϕ,f ′(a)[ϕ,ϕ]〉 = 0, the curve can be described as
u = ±
(
λ−μ(1)1
b
)1/2
ϕ +O(λ−μ(1)1 ), (3.14)
where ϕ is a normalized eigenfunction corresponding to μ(1)1 , i.e.,
ϕ = J1(p1,1r) cos θ/
∥∥J1(p1,1r) cos θ∥∥L2
and b = −μ(1)1 〈ϕ,f ′′′(a)[ϕ,ϕ,ϕ]〉/〈ϕ,f ′(a)[ϕ]〉(
= 0). Hence, for each λ 
= μ(1)1 near μ(1)1 , there
are exactly two solutions near u ≡ a. Moreover, u(−x, y) 
= u(x, y), because of (3.14). Therefore
u(x, y) and u(−x, y) are different solutions, Thus the two solutions obtained by Proposition 2.2
should be u(x, y) and u(−x, y), which indicates that a solution to (BPD1 ) near (μ(1), a) is unique
up to the reflection (x, y) → (−x, y). Hence a solution of (BPD) near (μ(0)1 , a) should be unique
up to rotation. 
The third result is the direction of unbounded branches. The next result holds for general
domains.
Theorem 3.6. Let Ω ⊂ RN be a bounded domain with smooth boundary, and let {μj (Ω)}j0
denote the set of the eigenvalues of N . Suppose that (A1) holds. If (BPΩ ) has an unbounded
continuum C emanating from (μn(Ω), a) (n 1), then C is unbounded in the positive direction
of λ. Hence the branch of (BPD) obtained in Theorem 3.1 is unbounded in the positive direction
of λ.
Proof. First, we recall the well-known fact that
the solution u of (BPD) is trivial if sup
p∈Ω
λf ′
(
u(p)
)
<μ
(0)
1 . (3.15)
Since f ′(a) = 1, if λ > 0 is small, (BPΩ ) has no non-trivial solution, hence there is no bifurcation
point for small λ > 0. For this property, see [7] and [12].
Second, we will show by contradiction that, for any (λ,u) ∈ C,
there is p ∈ Ω such that u(p) = a. (3.16)
Suppose the contrary. Then there is (λ1, u1) ∈ C such that minΩ u1 > a or maxΩ u1 < a. More-
over there are an integer n 1 and a subcontinuum B := {(λ(s), u(s))}0s1 of C ∪{(μ1(Ω), a)}
such that (λ(0), u(0)) = (μ1(Ω), a), (λ(1), u(1)) = (λ1, u1), and B\{(μ1(Ω), a), (λ1, u1)} does
not have the trivial solution. Note that B cannot meet (μ0(Ω), a). Since μ1(Ω) is not the
principal eigenvalue, we see by Corollary 2.9(ii) that there is small s > 0 such that u(s) − a
changes its sign. Because of the continuous dependence of u(s) on s, there is s1 ∈ (0,1) such
that min u(s1) = a or max u(s1) = a. Since Ω satisfies the interior sphere condition and 0Ω Ω
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to w which satisfies
w + Vw = 0 in Ω, ∂νw = 0 on ∂Ω,
where
V :=
{
λf (u(s1))−λf (a)
u(s1)−a if u(s1) 
= a,
λf ′(a) if u(s1) = a.
The solution w should be identically equal to 0, hence u(λ(s1)) ≡ a, which is a contradiction.
Third, we show by the contradiction that, for any (λ,u) ∈ C,
a− < u< a+. (3.17)
Suppose the contrary. There is (λ2, u2) ∈ C such that u does not satisfy (3.17). Using the same
argument as above, we see that if there is subcontinuum B0 meeting (λ2, u2), then B0 should
contain u ≡ a+ or u ≡ a− which contradicts to (3.16).
Combining (3.15) and (3.17), we see that the branch C should be unbounded in the positive
direction of λ. 
Remark 3.7. The bound (3.17) does not immediately follow from the existence of an upper
solution u ≡ a+ and a lower solution u ≡ a−. Let us consider the equation
u+ u
(
u− λ− 1
2 − λ
)
(1 − u) = 0 in Ω, ∂νu = 0 on ∂Ω,
where Ω ⊂ RN is a bounded domain with smooth boundary. We easily see that u ≡ 0,
(λ − 1)/(2 − λ), 1 are solutions. The solution uλ := (λ − 1)/(2 − λ) bifurcates from u ≡ 0
at λ = 1, and 0 < uλ < 1 if 0 < λ< 3/2. However, uλ → +∞ as λ ↑ 2.
This example and the proof of Theorem 3.6 indicate that the branches emanating from a
non-principal eigenvalue cannot touch solutions above or below the trivial solution and that the
branches emanating from the principal eigenvalue can go through those solutions.
We consider the case where (A2) holds. Ni and Takagi [29] obtain a priori estimates of solu-
tions to (BPΩ ) with (A2). Let (λ,u) be a non-negative solution to (BPΩ ) with (A2). Then there
is a positive increasing function β(p) such that u satisfies
‖u‖Cγ (Ω)  C max
(
1, λβ(p)
) (3.18)
for some γ ∈ (0,1) and C > 0 independent of u and λ. They show that
if λ > 0 is small, then (BPΩ ) with (A2) has no non-trivial solution. (3.19)
Using (3.18) and (3.19), they show that (BPRN ) with (A2) has branches emanating from the
trivial branch {(λ,1)} and that these branches are unbounded in the positive direction of λ. Here
RN is defined in (1.6).
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emanates from a non-principal eigenvalue, we see by the same argument in the proof of Theo-
rem 3.6 that, for any (λ,u) ∈ C, u > 0 in D. Using (3.18) and (3.19), we obtain
Corollary 3.8. Suppose that (A2) holds. Then the branch of (BPD) obtained in Theorem 3.1 is
unbounded in the positive direction of λ.
Remark 3.9. Let us consider (1.1). Let uε be a positive solution to (1.1) such that uε satis-
fies (3.1). Moreover, we suppose that uε satisfies
lim sup
ε↓0
ε−1Iε[uε] < ∞, (3.20)
where
Iε[ϕ] :=
∫
D
(
ε2
2
|∇ϕ|2 + ϕ
2
2
− ϕ
p+1
p + 1
)
dx.
Then we can show that uε (ε ↓ 0) is the boundary one-spike layer, using the so-called blow-
up argument. However, proving (3.20) seems to be difficult, as Dancer [9] pointed out. Other
methods to show that the branch C˜1 consists of boundary one-spike layers seem to be unknown
when the spatial dimension is 2 or larger.
4. Bifurcation from the third eigenvalue
We establish the existence of an unbounded branch emanating from the third eigenvalue. Our
goal of this section is to prove
Theorem 4.1. There is an unbounded continuum of (BPD), C˜2, emanating from (μ(0)2 , a) and
consisting of non-radially symmetric solutions such that if (λ,u) ∈ C˜2, then u is symmetric with
respect to {x = 0} and {y = 0},
uθ > 0 in Rπ/2D2 ∪R3π/2D2, and uθ < 0 in D2 ∪RπD2,
where Rθ is defined by (2.2).
Combining Theorems 4.1 and 3.6, (3.18), and (3.19), we immediately obtain the following:
Corollary 4.2. Suppose that (A1) or (A2) holds. Then the branch C˜2 of (BPD) obtained in
Theorem 4.1 is unbounded in the positive direction of λ.
Hereafter we are devoted to prove Theorem 4.1. We consider (BPD2 ). We easily see that
μ
(0)
2 = p22,1 = μ(2)1 and that μ(2)1 is a simple eigenvalue of (EVPLD2 ). All the assumptions in
Proposition 2.1 are satisfied. Thus (BPD2 ) has a continuum C2 of non-trivial solutions emanat-
ing from (μ(2)1 , a). We show by contradiction that Proposition 2.1(2) does not occur. Suppose
the contrary. C2 meets (μ(2)n , a) (n  2). There is a subcontinuum B := {(λ(s), u(s))}0s1
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In the proof of Theorem 4.1 we see that ∂θu and ∂xu are not enough to exclude the possibility
of the connection to any other eigenvalues. Specifically, ∂θφ(2)0,1 ≡ 0, and ∂xφ(2)0,1 does not have
a zero in D2. Hence we cannot exclude the possibility where C2 meets (p20,1, a). Then we use
∂αu, where ∂α := (−∂x + ∂y)/
√
2. (4.1)
∂αφ
(2)
0,1 has a zero in D2.
Before proving Theorem 4.1, we need three lemmas. From now on, let Γ1 := {(cos θ, sin θ);
0 < θ < π/2}, Γ2 := {(x,0); 0 < x < 1}, Γ3 := {(0, y); 0 < y < 1}, O = (0,0), P = (1,0), and
R = (0,1).
Lemma 4.3. Let B := {(λ(s), u(s))}0s1 be as above. Then the following hold:
(i) There is s0 > 0 such that
−∂θu(s0) > 0 in D2 ∪ Γ1, and ∂θu(s0) = 0 on Γ2 ∪ Γ3 ∪ {O,P,R}.
(ii) If, for some s1 ∈ (s0,1), ∂θu(s1) has a zero in D2, then there is s2 ∈ (s0, s1] such that
∂θu(s2) ≡ 0 in D2.
Proof. We will prove (i). Let (λ,u) ∈ B, and let ϕ := ∂θ u˜. Then ϕ satisfies
ϕ + λfu(u)ϕ = 0 in D2, ∂νϕ = 0 on ∂D2,
and {x = 0} ∪ {y = 0} ⊂ {ϕ = 0}. Suppose that λ(s) is close to μ(2)1 . It follows from Corol-
lary 2.9(i) that ϕ 
≡ 0. 0 is an eigenvalue and ϕ is a corresponding eigenfunction provided that
ϕ 
≡ 0. Since μ(2)1 (= p22,1) is the fourth eigenvalue of N on D counting multiplicity and the
multiplicity of this eigenvalue is 2, the number of the nodal domains of ϕ should be 5 or smaller
provided that λ(s) is near μ(2)1 . If ϕ has a zero in D2, then ϕ has at least 2 nodal domains in D2,
hence ϕ has at least 8 nodal domains in D. This is a contradiction. Thus when s0 > 0 is small,
−∂θu(s0) > 0 in D2. (i) is proven.
We will prove (ii). Let s0 be as in (i). Suppose that there is s1 ∈ (s0,1) such that ∂θu(s1) has
a zero in D2. Because of (i), there is s2 ∈ (s0, s1] such that −∂θu(s2) 0 and one of the following
occurs:
(1) ∂θu(s2) = 0 at p0 ∈ D2,
(2) ∂θu(s2) = 0 at p0 ∈ Γ1,
(3) ∂ν∂θu(s2) = 0 at p0 ∈ Γ2 ∪ Γ3,
(4) ∂θ∂θu(s2) = 0 at R or P ,
(5) ∂θu(s2) = o(r2) near O . (Otherwise ∂θu(s) = A(λ(s))xy + o(r2) and A(λ(s)) < 0 if s is
close to s2. Thus ∂θu(s) < 0 near O if s is close to s2.)
If (1), (2), or (3) occurs, then we can see by a way similar to one used in the proof of
Lemma 3.2 that ∂θu(s2) ≡ 0 in D2.
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∂yϕ = 0 at R. Since ∂θϕ = −∂xϕ = 0 at R, R is a degenerate zero of ϕ order at least 2. Since ϕ
satisfies the Neumann boundary condition and {x = 0} ⊂ {ϕ = 0}, we see by Proposition 2.4(iii)
that the order of the degeneracy at R should be 3 or larger. Therefore there is a nodal curve
of ϕ in D2 emanating from R and ϕ has a zero in D2. Hence ∂θu also has a zero in D2. Since
∂θu(λ(s2)) 0, ∂θu(s2) ≡ 0 in D2. Otherwise the sign of ∂θu(s2) changes in D2, which is a con-
tradiction.
We consider the case (5). Since {x = 0} ∪ {y = 0} ⊂ {ϕ = 0} and ∂θu = o(r2) near O , the
order of the degeneracy of ϕ at O should be 4 or larger. Therefore ϕ has a zero in D2 (Proposi-
tion 2.4(iii)). Since ∂θu(s2) 0, ∂θu(s2) ≡ 0 in D2.
We have checked all the cases. The proof is complete. 
Lemma 4.4. Let B := {(λ(s), u(s))}0s1 be as above. Suppose that, for λ ∈ (0,1), u(s) is not
radially symmetric. Then the following hold:
(i) There is s0 ∈ (0,1) such that ∂xu(s0) > 0 in D2 ∪ Γ1 and ∂xu(s0) = 0 on Γ3 ∪ {O,P,R}.
(ii) If, for some s1 ∈ (s0,1), ∂xu(s1) has a zero in D2, then there is s2 ∈ (s0, s1] such that
∂xu(s2) ≡ 0 in D2.
Proof. Let ϕ(:= φ˜(2)1,1) = J2(p2,1r) cos 2θ . We study the shape of ψ := ∂xϕ near {x = 0}. We
have
∂xψ = p22,1J ′′2 (p2,1r) cos2 θ cos 2θ +
4
r
J ′2(p2,1r) sin θ cos θ sin 2θ
+ p2,1
r
J ′2(p2,1r) sin2 θ cos 2θ −
4
r2
J (p2,1r) sin θ cos θ sin 2θ
− 4
r2
J2(p2,1r) sin2 θ cos 2θ.
Using −J ′2(r) = −J1(r)+ 2J2(r)/r , we have
∂xψ |θ= π2 = −
p2,1
r
J ′(p2,1r)+ 4
r2
J2(p2,1r) = p2,1
r
J1(p2,1r)+ 2
r2
J2(p2,1r).
Using
J2(r) = r
2
8
+O(r4), J ′2(r) = r4 +O(r3), J ′′2 (r) = 14 +O(r2), (4.2)
we see that
∂xψ > δ > 0 on Γ3 ∪ {O,R}, (4.3)
where we use the fact that J1(p2,1r) > 0 for r ∈ [0,1].
We have
∂xψ = p22,1J ′′(p2,1) =
(
4 − p22,1
)
J2(p2,1) < 0 at P, (4.4)
where we use J ′′(r) = −J ′(r)/r − (1 − 4/r2)J2(r).2 2
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∂xu = ψ = 0 on Γ3 ∪ {O,P,R}. (4.5)
Next we will show that
ψ > 0 on D2. (4.6)
Suppose that ψ has a zero in D2. Because of (4.3) and (4.5), there is no degenerate zero of u on
Γ3 ∪ {O,P,R}. We easily see that ψ > 0 on Γ1 ∪ Γ2. Therefore {ψ = 0} does not connect to
the boundary and should have a loop. However, {ψ = 0} does not have a loop, because ψ +
μ
(0)
2 ψ = 0 (see [20]). Thus (4.6) holds.
Using (4.3)–(4.6) and the C1-convergence in Corollary 2.9(i), we see that (i) holds.
We will prove (ii). Let s0 be as in (i). Suppose that there is s1 ∈ (s0,1) such that ∂xu(s1) has
a zero in D2. Because of (i), there is s2 ∈ (s0, s1] such that ∂xu(s2)  0 in D2 and one of the
following occurs:
(1) ∂xu(s2) = 0 at p0 ∈ D2,
(2) ∂xu(s2) = 0 at p0 ∈ Γ1,
(3) ∂xu(s2) = 0 at p0 ∈ Γ2,
(4) ∂ν∂xu(s2) = 0 at p0 ∈ Γ3,
(5) ∂x∂xu(s2) = 0 at R,
(6) ∂x∂xu(s2) = 0 at O or P .
If (1) occurs, then it follows from the maximum principle that ∂xu ≡ 0 in D2. Suppose that (2)
occurs. Since ∂νu = 0 at p0, ∂xu = ∂yu = 0 at p0. Hence ∂θu = 0 at p0. By (2) in the proof
of Lemma 4.3 we see that ∂θu ≡ 0 in D2. It contradicts that u(s2) is not radially symmetric.
If (3) occurs, then p0 is a (degenerate) zero of order at least 1. Since ∂xu satisfies the Neumann
boundary condition on Γ2, we see by Proposition 2.4(iii) that ∂xu has a zero in D2. Since ∂xu 0,
∂xu ≡ 0 in D2. If (4) occurs, then by Hopf’s boundary point lemma we see that ∂xu ≡ 0 in D2.
If (5) occurs, then by (4) in the proof of Lemma 3.2 we see that ∂θu ≡ 0, which is a contradiction.
Suppose that (6) occurs. The proofs of the cases for O and P are similar. We consider only the
case for O . ϕ(:= ∂xu˜(s2)) is a solution of
ϕ + λf ′(u)ϕ = 0 in D2 ∪R−π/2D2 ∪ Γ2.
Since ϕ = 0 at O and O is a minimum value of ϕ, we see by Hopf’s boundary point lemma that
ϕ ≡ 0 in D2.
We have checked all the cases. The proof is complete. 
Lemma 4.5. Let ∂α be as defined by (4.1). Let B := {(λ(s), u(s))}0s1 be as above. Suppose
that {u(s)}0<s<1 does not contain a radially symmetric. Then the following hold:
(i) There is s0 > 0 such that
∂αu(s0) > 0 in D2\{O,P,R} and ∂αu(s0) = 0 at O,P, and R.
772 Y. Miyamoto / Journal of Functional Analysis 256 (2009) 747–776(ii) If, for some s1 ∈ (s0,1), ∂αu(s1) has a zero in D2, then there is s2 ∈ (s0, s1] such that
∂αu(s2) ≡ 0 in D2.
Proof. We change the coordinates to make notation simple. Specifically, we rotate (EPD2 )
by −π/4 and consider
uˆ+ λf (uˆ) = 0 in D̂2, ∂νuˆ = 0 on D̂2,
where D̂2 := R−π/4D2 and uˆ = R−π/4u. The second eigenfunction of N on D̂2 is
−J2(p2,1r) sin 2θ . ∂α is transformed to ∂y . Let ϕ := −J2(p2,1r) sin 2θ , P̂ := R−π/4P , R̂ :=
R−π/4R.
We will prove (i). To begin with, we study the shape of ψ := ∂yϕ. We have
ψ = −p2,1J ′2(p2,1r) sin θ sin 2θ −
2
r
J2(p2,1r) cos θ cos 2θ.
We see by direct calculation that
ψ < 0 in D̂2\{O, P̂ , R̂} and ψ = 0 at O, P̂ , and R̂. (4.7)
We will obtain the derivative of ∂yϕ at O , P̂ , and R̂. We have
∂rψ = −p22,1J ′′2 (p2,1r) sin θ sin 2θ −
2p2,1
r
J ′2(p2,1r) cos θ cos 2θ
+ 2
r2
J2(p2,1r) cos θ cos 2θ,
∂θψ = −p2,1J ′2(p2,1r)(cos θ sin 2θ + 2 sin θ cos 2θ)
+ 2
r
J2(p2,1r)(sin θ cos 2θ + 2 cos θ sin 2θ).
Using the asymptotics (4.2), we have
∂rψ |(r,θ)=(0, π4 ) = ∂rψ |(r,θ)=(0,− π4 ) = −
p22,1
4
√
2
,
∂rψ = −
p22,1√
2
J ′′2 (p2,1)(> 0) at P̂ , ∂θψ = −
4√
2
J2(p2,1)(< 0) at P̂ ,
∂rψ = −
p22,1√
2
J ′′2 (p2,1)(> 0) at R̂, ∂θψ =
4√
2
J2(p2,1)(> 0) at R̂.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
(4.8)
Here we use J ′′(p2,1) = (1 − 4/p22,1)J2(r2,1) > 0. We see
∂yuˆ = 0 at O, P̂ , and R̂. (4.9)
Using (4.7)–(4.9), and the C1-convergence in Corollary 2.9(i), we see that (i) holds.
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a zero in D̂2. Then there is s2 ∈ (s0, s1] such that ∂yuˆ(s2)  0 in D̂2 and one of the following
holds:
(1) ∂yuˆ(s2) = 0 at pˆ0 ∈ D̂2,
(2) ∂yuˆ(s2) = 0 at pˆ0 ∈ Γ̂1, where Γ̂1 := R−π/4Γ ,
(3) ∂yuˆ(s2) = 0 at pˆ0 ∈ Γ̂2 ∪ Γ̂3, where Γ̂2 := R−π/4Γ2 and Γ̂3 := R−π/4Γ3,
(4-1) ∂r∂yuˆ(s2) = 0 at P̂ ,
(4-2) ∂θ∂yuˆ(s2) = 0 at P̂ ,
(4-3) ∂β∂αu(s2) = 0 at P , where ∂β denotes a unit inward derivative at P ,
(5-1) ∂r∂yuˆ(s2) = 0 at R̂,
(5-2) ∂θ∂yuˆ(s2) = 0 at R̂,
(5-3) ∂β∂αu(s2) = 0 at R, where ∂β denotes a unit inward derivative at R,
(6-1) ∂x∂αu(s2) = 0 at O ,
(6-2) ∂y∂αu(s2) = 0 at O ,
(6-3) ∂β∂yuˆ(s2) = 0 at O , where ∂β denotes a unit inward derivative at O .
If (1) occurs, then it follows from the strong maximum principle that ∂yuˆ(s2) ≡ 0 in D̂2.
Suppose that (2) occurs. Since ∂νuˆ = 0 at pˆ0, ∂xuˆ = ∂yuˆ = 0 at pˆ0. Therefore ux = uy = 0
at p0, where p0 := Rπ/4pˆ0. We see that ∂θu = 0 at p0. (2) in the proof of Lemma 4.3 oc-
curs. Thus ∂θu ≡ 0 in D2, which is a contradiction. We consider the case (3). Suppose that
∂yuˆ = 0 at pˆ ∈ Γ̂2. Then ∂αu = 0 at p0. Therefore ∂xu = ∂yu = 0 at p0. (3) in the proof
of Lemma 4.4 occurs, and u(s2) is constant, which is a contradiction. The proof of the case
where ∂yuˆ = 0 at pˆ0 ∈ Γ̂3 is similar. We consider the case (4). If (4-1) occurs, then ∂x∂αu(s2) =
1/
√
2∂x(−∂x + ∂y)u(s2) = 0 at P . On the other hand, ∂r∂θu(s2) = ∂x∂yu(s2) = 0 at P . Hence
∂x∂xu(s2) = 0 at P . (6) in the proof of Lemma 4.4 holds. Thus u(s2) is constant, which is
a contradiction. If (4-2) occurs, then ∂θ∂αu(s2) = 1/
√
2∂θ (−∂r + ∂θ )u(s2) = 0 at P . Since
∂θ∂ru(s2) = 0 at P , ∂θ∂θu(s2) = 0 at P . (4) in the proof of Lemma 4.3 holds. Thus u(s2) is
radially symmetric, which is a contradiction. Suppose that (4-3) holds. Since −∂ru(s0) < 0 and
∂θu(s0) < 0 at P , by the continuous dependence of u(s) on s we can assume that
−∂r∂yu(s2) < 0 at P and ∂θ∂yu(s2) < 0 at P. (4.10)
Otherwise, there is s3 ∈ (s0, s1] such that −∂r∂yu(s3) = 0 at P or ∂θ∂yu(s3) = 0 at P . Thus (4-1)
or (4-2) occurs. Because of (4.10), we see that ∂β∂yu < 0 at P , which is a contradiction.
The proof of the case (5) is similar to one of the case (4). We omit the proof.
We consider the case (6). If (6-1) holds, then 1/√2∂x(−∂x + ∂y)u = 0 at O . Since ∂u∂xu = 0
at O , ∂x∂xu = 0 at O . We see by (6) in the proof of Lemma 4.4 that u is constant, which is
a contradiction. If (6-2) occurs, then 1/√2∂y(−∂x + ∂y)u(s2) = 0 at O . Since ∂y∂xu(s2) = 0
at O , ∂y∂yu(s2) = 0 at O . We can see by the same argument as the case of ∂xu(s2) that u(s2) is
constant, which is a contradiction. If (6-3) holds, then we can obtain a contradiction by the same
argument as the case (4-3). We omit the details.
We have checked all the cases. The proof is complete. 
Proof of Theorem 4.1. It is enough to show that C2, which is the branch of (BPD2 ) defined
above, is unbounded. If we can prove this, then we easily see that, for any (λ,u) ∈ C2, u˜ satisfies
all the properties stated in Theorem 4.1. Hence C˜2 := {(λ, u˜); (λ,u) ∈ C2} is a desired branch.
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u(s))}0s1 be as defines above, and let A := B\{(μ(2)1 , a), (μ(2)n , a)} and L :=  + μ(2)n f ′(a)
(n 2). By Proposition 2.7 we see that there are ψ ∈ kerL\{0} and a sequence {tj }j1 converg-
ing to 0 such that
u(tj )− a
‖u(tj )− a‖
j→∞−−−→ ψ‖ψ‖ in C
2.
We divide the possibilities into two cases.
Case 1: A does not contain a radially symmetric solution.
We divide this case into two cases.
Case 1-1: ψ is not radially symmetric.
Let ϕ be an eigenfunction corresponding to μ(2)1 . Then by a calculation similar to one used in
the proof of (3.9) we see that 〈∂θψ, ∂θϕ〉 = 0. Since ∂θϕ does not change sign in D2, ∂θψ changes
the sign in D2 and ∂θψ has a zero in D2. Therefore ∂θu(s) has a zero in D2 if s is close to 1. It
follows from Lemma 4.3(ii) that there is s1 ∈ (0,1) such that ∂θu(s1) ≡ 0 in D2. It contradicts
that A does not contain a radially symmetric solution.
Case 1-2: ψ is radially symmetric.
Since ψ is radially symmetric, μ(2)n = p20,l for some l  1. First, we will show that B does not
meet (p20,l , a) (l  2). Suppose that B meets (p20,l , a) (l  2) and that there is a sequence {tj }j1
converging to 1 such that
∂xu(tj )
‖u(tj )− a‖
j→∞−−−→ ∂xψ‖ψ‖ in C
2.
Since ψ = φ(0)0,l (l  2), ψx has a zero in D2. Therefore, for large j > 0, ∂xu(tj ) has a zero in D2.
It follows from Lemma 4.4(ii) that, for some s1 ∈ (0,1), ∂xu(s1) ≡ 0 in D2. Since u(s1) satisfies
the Neumann boundary condition, u(s1) should be constant. This contradicts that A does not
contain a radially symmetric solution.
Second, we will show that B does not meet (p20,1, a). Suppose that B meets (p20,1, a). Let
ψ := φ(2)0,1. There is a sequence {tj }j1 converging to 1 such that
∂αu(tj )
‖u(tj )− a‖
j→∞−−−→ ∂αψ‖ψ‖ in C
2.
Here ∂αψ has a zero in D2, hence, for large j  1, ∂αu(tj ) has a zero in D2. It follows from
Lemma 4.5(ii) that there is s1 ∈ (0,1) such that ∂αu(λ(s1)) is constant. This is a contradiction.
Case 2: A contains a radially symmetric solution.
The proof of Case 2 is similar to the one of Case 1-2. Let s0 := inf{s ∈ (0,1); u(s) is radially
symmetric}. ∂αu(s0) has a zero in D2, hence, for some s1 ∈ (0, s0), ∂αu(s1) has a zero in D2.
Thus there is s2 ∈ (0, s1) such that u(s2) is constant in D2. This contradicts the definition of s1.
We have checked all the cases. B does not meet other eigenvalues. Thus C2 is unbounded. 
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