Abstract. This paper develops two probabilistic methods that allow the analysis of the maximum data structure size encountered during a sequence of insertions and deletions in data structures such as priority queues, dictionaries, linear lists, and symbol tables, and in sweepline structures for geometry and Very-LargeScale-Integration (VLSI) applications. The notion of the "maximum" is basic to issues of resource preallocation. The methods here are applied to combinatorial models of file histories and probabilistic models, as well as to a non-Markovian process (algorithm) for processing sweepline information in an efficient way, called "hashing with lazy deletion" (HwLD). Expressions are derived for the expected maximum data structure size that are asymptotically exact, that is, correct up to lower-order terms; in several cases of interest the expected value of the maximum size is asymptotically equal to the maximum expected size. This solves several open problems, including longstanding questions in queueing theory. Both of these approaches are robust and rely upon novel applications of techniques from the analysis of algorithms. At a high level, the first method isolates the primary contribution to the maximum and bounds the lesser effects. In the second technique the continuous-time probabilistic model is related to its discrete analog--the maximum slot occupancy in hashing.
1. Introduction. The size attained by data structures is fundamental to issues of resource allocation, yet, until recently little was known about analyzing the maximum size attained over a period of time, which is important for preallocating resources. A possible explanation of this deficiency is that classical methods of analysis with generating functions and recurrences cannot be applied readily for the maximum function. In this paper we develop two asymptotic methods to study the distribution of the maximum size of data structures. The methods are robust in that they apply to several different combinatorial and probabilistic models. We also study a nonMarkovian process called hashing with lazy deletion (HwLD), which corresponds to an efficient way of processing sweepline information in computational geometry and Very-Large-Scale-Integration (VLSI) layout applications [14] .
One of the motivations for our study is the need to develop and analyze practical space-efficient plane-sweep algorithms. Some work in this area has been done by Van Wyk and Vitter [14] ; Morrison, Shepp, and Van Wyk [11] ; Mathieu and Vitter [9] ; and Ottmann and Wood [12] , but as the latter point out: "Surprisingly there has been little theoretical investigation of space-economical plane-sweep algorithms even though such algorithms have significant practical applications." Ottmann and Wood [12] do not investigate the maximum data structure size (that is, the maximum number of items cut by the sweepline); they express the running times of their algorithms in terms of the maximum size. Our approach in this paper is to examine the distribution of the maximum data structure size, based upon several popular input models, and in addition to show that the HwLD algorithm introduced is optimum simultaneously for both average running time and preallocated space. Data structures process a sequence of items over time; at time the data structure stores the items that are "living" at time t. Let us think of the ith item as being an interval [si, ti] in the unit interval, containing a unique key k of supplementary information. The ith item is "born" at time si, "dies" at time t, and is "living" when [si, ti] . The data structure also handles dynamic queries over time. Let us denote the data structure size at time by Size(t). If we think of the items as horizontal intervals, then Size(t) is just the number of intervals "cut" by the vertical line at position t. In a typical planesweep application, having to do with VLSI artwork analysis, we might have 106 intervals in the time range [0, 1] , with E(Size)= 103; that is, only square roots of the total number of items tend to be present at any given time [13] . Thus, for space efficiency, it is important to use a dynamic data structure whose size follows the growth rate of Size(t).
In HwLD, items are stored in a hash table of H buckets, based upon the hash value of the key. The distinguishing feature of HwLD is that an item is not deleted as soon as it dies; the "lazy deletion" strategy deletes a dead item only when a later insertion accesses the same bucket. The number H of buckets is chosen so that the expected number of items per bucket is small. HwLD is thus more time-efficient than dOing "vigilant-deletion," at a cost of storing some dead items.
To model insertions, deletions, and queries, we consider two classes of models: combinatorial models and probabilistic models. The combinatorial models are the discrete-time models of file histories introduced in [4] , [5] to model the evolution of several classical types of dynamic data structures, such as priority queues, dictionaries, stacks, and linear lists. The second class of models consists of probabilisitic continuoustime models in equilibrium, in which the birthtimes of items are independent and form a Poisson process with birth rate A. Various models of lifetime are considered. Not only does our approach work for these models, but it can also be adapted to handle models in which lifetimes are not independent, such as the M/M/1 probabilistic model and the non-Markovian models corresponding to HwLD.
We denote by Use(t) the number of items stored at time in the HwLD data structure. The lazy deletion strategy means that Use(t)>-Size(t). Let t* be any time that maximizes E(Size(t)). (For the probabilistic models, E(Size(t)) is the same for all t.) Van Wyk and Vitter [14] compute E(Size(t*)) and show, via generating function and approximation techniques, that E(Use(t*))---E(Size(t*))+H for the combinatorial model of priority queues and for the M/M/ probabilistic model. Big-oh bounds on E(maxtO.l{Size(t)}) and E(maxtO.ll{Use(t)}) were only recently obtained by Mathieu and Vitter [9] under certain assumptions for the M/G/o probabilistic model. Exact formulas were also developed for several combinatorial and probabilistic models that could be used to compute the distribution of max,O.l {Size(t)} numerically, but they do not seem to give any asymptotic information. However, the fact that the relevant transform in each case was expressed simply as the ratio of consecutive classical orthogonal polynomials gave informal evidence that some common asymptotic method(s) might exist to analyze the different models.
In this paper we develop general asymptotic methods using techniques from analysis of algorithms to settle the open problems posed in [14] , [11] , and [9] .
We derive asymptotically exact expressions for E(maxt[o,1] {Size(t)}) and E (maxt[o,1] { Use(t)}) for several combinatorial and probabilistic models. In particular we show that HwLD is asymptotically optimal in terms ofpreallocated storage. The gist of our first method is to concentrate on the primary contribution to the maximum and to show via probabilistic techniques that the rest of the contribution is negligible. The hard part is coping with the inherent lack of independence of the size as a function 809 of time. We show exactly when the expected maximum size is asymptotically more than the maximum expected size and when they are equal. The second method we use, for the continuous-time probabilistic models, is a discrete counterpart having to do with the maximum slot occupancy in hashing. This approach offers another illustration of the strong connections between discrete and continuous models in the analysis of algorithms.
2. Analysis of combinatorial models. File histories, as introduced in [4] , [5] As an introduction to our first method, let us consider the combinatorial model of file histories corresponding to the size of priority queues (PQ). An equivalent formulation, as considered in [14] , is to generate the 2n birthtimes and deathtimes of the n items as independent uniform random variates in the unit interval [0, 1] . The ith item is born at time min {si, ti} and dies at time max {si, t}. The average priority queue size E(Size(t))= 2nt(1-t) varies parabolically in the unit interval and attains its maximum n/2 when t-1/2, as shown in Fig. 1 .
This "peak" in the value of E(Size(t)) suggests that the value max, [o,1] {Size(t)} should be achieved in a neighborhood of 1 / 2 and thus should be ---n/2. This was conjectured in [14] . In this section we introduce our first method and use it to prove the conjecture. The method will be developed further in the next section for the probabilistic models, where the expected values in question are fiat and have no peaks like the ones considered in this section. Proof of Theorem 2.1. First we prove Theorem 2.1 for priority queues. Since we have E(maxttO, ll {Size(t)}) >-E(Size(1/2)) n/2, our main problem is to show the other direction, namely, that E(maxttO, ll {Size(t)}) < E(Size(1/2)).
We consider the neighborhood V= (1/2-e, 1/2+ e) of 1/2, where e n -1/6, as pictured in Fig. 1 . We shall prove that with high probability the maximum M of Size (t) is reached for .L et v denote the number of births and deaths in interval .I f the maximum is reached inside , then its value is at most Size(1/2)+ v; thus we have (2.1)
The first two terms are clearly equal to n/2 +4he---n/2. All that remains is to prove that Pr {M reached outside } o(1). By symmetry, this probability can be bounded by (2.2)
The problem is that the values of Size(t) at two different are clearly not independent.
In order to get around this problem, we divide [0, 1/2-e] into n(1/2-e) equal-sized
intervals [ti, ti+l] , with endpoints ti=i/n, for O<-i<-l. Let a=n/2-n 26/5 and a'= n/2-2n 26/. We have Pr ::It_-<--e, Size(t) > Size We analyze each term separately. For fixed t, the distribution of Size(t) is well known. It is binomially distributed with parameter t(1-t)"
Pr Size < 2 n 26/50 < n o (1). 2 4 As for the next term, we have
The terms of the sum form a decreasing sequence, and the ratio between two successive terms is at most n/2+2n/s 1--2e +2n
The sum can thus be replaced by a geometric sum, and after computing its asymptotics using Stirling's formula, we find that =o(. The condition In A o(A//z) is typically met in practice in geometry applications, as in [13] . Similar results for E(maxto,{Use(t)}) hold as for Cases 2 and 3 of and hence E(maxtto, l {Size(t)})---h/tx.
From now on, we assume that A--> and that/x-> a for some positive constant a. First we derive the upper bounds for E (maxttO, ll {Size(t)}). We use the basic identity (3.1) E(maxto,l{Size(t)})=kl Pr{t o,max11 {Size(t)}>-k}"
The probabilites in the sum form a decreasing sequence. We are going to show that maxto,l {Size(t)} has a distribution concentrated near some value V (to be specified later). We trivially have (3.2) E(max {Size(t)})<-_V(l+2e)+ Pr { max {Size( t)} >-k}. The motivation for our choice of interval size is to have enough births and deaths in each interval so that the values of Size(t) at the endpoints are "sufficiently independent." Let P,(t) denote Pr{Size(t)=nlSize(O)=j_l}. We define the generating function P(s, t)= P(t)s", which is equal to (3.13) P(s, t) e-(1-s)(1-e')(1 -(1 s) e-It) ji-1 (cf. Feller [1] ). The conditional probability term in (3.12) is Pi(1/hl-) (sJi)P(s, 1/AI-). By extracting the coefficient of s j' in (3.13) and using asymptotic approximations, we find that there is "sufficient independence"" (3.14)
for k<=((lnA)/lnlnA)(1-e). By letting e-0 at an appropriate rate, we prove our goal (3.11) , which completes the proof.
Proof of Theorem 3.2. The lower bound here is easy: E max {Use(t)} >-E(Use(O))=--+H. 
(3.18) pm,(t)
A e -'-Pr {Size(x) m + n 1 and n deaths in (x, t)} dx.
We assume that x > x/7; the lower part of the integral is negligible. We have (3.19) Pr {Size(x) m + n 1}---e -"/"
(re+n-I)!" Let B(x) be the distribution of the service time. The probability that there are n deaths in (x, t) can be split into two terms, depending on whether the element born at time x dies before time or not. The probability that a given element, alive at time x, dies before time is equal to
Thus we find that Pm,.(t) is asymptotically equal to A e--e-/"
With standard asymptotics, we get Pr {Use(t)= s}= Y Pm,n(t) It is worthwhile noting that Theorem 3.1 derives results in queueing theory, using non-queueing theory techniques from the analysis of algorithms. By a simple change of scale, we can extend the range over which we take the maximum from the unit interval [0, 1] It is interesting to note the close correspondence between the above formulas and the formulas for the maximum bucket occupancy in hashing, given in Kolchin, Sevast'yanov, and Chistyakov [8] (cf. 4). The Results similar to those in cases 2 and 3 of Theorems 4.1 and 4.2 also hold for E(max,to,11 {Use(t)}-max,to,1 {Size(t)}), except that the conditions are more complicated.
An approach called "time hashing" was introduced in [9] to give optimum bounds to within a constant factor for E(max,to.{Size(t)}) when f(a,/z)0 and E(maxtto, { Use( t)}-max,to,1 {Size(t)}) when H >_-(In A) 1+, for constant e > 0. The approach we use here to show that the constant factors are in fact 1 is the "inverse" of the approach used in [9] , so a brief explanation of the former technique is called for. If/x-0, then the result follows immediately, as noted in 3. So we assume that -oe and/x 12(1). We "invert" the process used in [9] to prove the big-oh bound, as shown in Fig. 2 Proof The slot occupancy N(j) of the jth slot is equal to the sum of two independent quantities: the number of items living at time (j-1)/(g/x) plus the number of items born during the time interval ((j-1)/(g/x),j/(g/x)]. These two quantities are Poisson-distributed with means A//X and A/(g/x), respectively. Hence, N(j) is Poissondistributed with mean (A//x)(1 +(l/g))= n/m. D
The following lemma is useful for studying the maximum slot occupancy in time hashing, because the random variables X are not required to be independent.
LEMMA 4.3 [9] . theory.
In our first method we isolate the primary contribution to the maximum and bound the lesser effects. Our second technique, which we use for a continuous model, takes advantage of the close connections between the model and its discrete analog, namely, the maximum slot occupancy in hashing. These methods can be used to get estimates of second-order terms and higher moments of the expected maximum, as well as estimates of the shape of the distribution of the maximum. The techniques also appear directly applicable to the study of the maximum size of other dynamic data structures, such as quad trees, k-d trees, and radix-exchange tries.
