Abstract-This paper addresses the problem of reliably multicasting Web resources across wireless local area networks (WLANs) in support of collaborative computing applications. An adaptive forward error correction (FEC) protocol is described, which adjusts the level of redundancy in the data stream in response to packet loss conditions. The proposed protocol is intended for use on a proxy server that supports mobile users on a WLAN. The software architecture of the proxy service and the operation of the adaptive FEC protocol are described. The performance of the protocol is evaluated using both experimentation on a mobile computing testbed as well as simulation. The results of the performance study show that the protocol can quickly accommodate worsening channel characteristics in order to reduce delay and increase throughput for reliable multicast channels.
INTRODUCTION
T HE large-scale deployment of wireless communication services and advances in portable computers are quickly making ubiquitous computing into a reality. One class of applications that can benefit from this expanding and varied infrastructure is collaborative computing. Examples include computer-supported cooperative work, computer-based instruction, and mobile operator support in industrial installations. Given their synchronous and interactive nature, collaborative applications are particularly sensitive to heterogeneity among the computing devices and the network connections used by participants. Pavilion [1] is an object-oriented framework for developing collaborative Web-based applications. Pavilion provides a suite of proxy-based services and protocols that help to mitigate differences among networks and devices. This paper describes a study of reliable multicasting across wireless local area networks (WLANs) to support collaborative applications. The main contribution of this work is a new reliable multicast protocol, implemented as a Pavilion proxy service, that dynamically adjusts the level of forward error correction (FEC) in response to channel loss behavior. The protocol is based on block erasure codes [2] , [3] , due to their ability to correct uncorrelated packet losses among multiple mobile receivers. The results of a performance study, involving both experimentation and simulation, demonstrate that the protocol can quickly accommodate dynamic channel characteristics in order to reduce delay and increase throughput.
The remainder of the paper is organized as follows: Section 2 provides background information on the Pavilion middleware framework and its operation. Section 3 discusses the relevant issues in reliable multicasting across WLANs. Section 4 describes the architecture and implementation of the FEC proxy, including details of the new multicast protocol. Sections 5 and 6, respectively, present the results of an experimental study and a simulation study of the protocol. Related work is discussed in Section 7, and Section 8 summarizes the results and discusses future directions.
PAVILION FRAMEWORK AND THE WBRM PROTOCOL
This section presents the context for this study by reviewing the design and operation of the Pavilion framework. Pavilion is written in Java2 and supports collaboration using off-the-shelf browsers such as Netscape Navigator and Microsoft Internet Explorer. In default mode, Pavilion operates as a collaborative Web browser, as depicted in Fig. 1a . A member of the group acquires leadership through the leadership protocol. On the leader's system, shown on the left in Fig. 1a , the browser interface monitors the activities of the Web browser. The interface is notified whenever a new URL is loaded by the browser, and it reliably multicasts this URL to all other participants. The Web resource itself and any embedded/linked files are reliably multicast by the leader's proxy server to the proxy servers of the other group members. At each receiving system, the browser interface requests the local Web browser to load the new URL. The target Web browser will subsequently initiate retrieval of the files, via its proxy, which will return the requested items. While browsing, the collaborating users can speak with each other through realtime audio channels [4] . In addition to supporting collaborative browsing, Pavilion components can be reused and extended in order to construct new collaborative applications. For example, Pavilion has been used to develop VGuide [5] , a collaborative virtual reality application. VGuide enables a user to select a VRML (Virtual Reality Modeling Language) file from the Internet and lead a group of users through that virtual world. Fig. 1b shows two photographs of VGuide running on a wired desktop workstation and two wireless laptop computers.
Reliable multicasting in Pavilion is provided by the WebBased Reliable Multicast (WBRM) protocol [6] , an application-level protocol that implements reliability atop UDP/IP multicast. The WBRM protocol is a receiver-initiated, or NAK-based, protocol: a receiver notifies the sender only when it misses a packet in the stream [7] . Fig. 2 shows the WBRM protocol architecture. Both the sending and receiving components of the protocol comprise a set of Java threads and data structures. Flow Control in WBRM is extensible and user configurable. The default method is rate-based and is similar to that of the RAMP protocol [8] : the delay between packets is a function of the ratio of the total number of packets sent during an interval to the number of NAKs received during the same interval. Details of the operation and performance of the WBRM protocol on wired networks can be found in [6] , [1] . The study presented in this paper, investigates how to provide better support for wireless hosts.
ISSUES IN WIRELESS RELIABLE MULTICAST
Reliable multicast services for wireless channels must address several challenging problems. First, the packet loss rates are highly dynamic and location-dependent [9] . For example, Fig. 3a shows the results of a short excursion, using a laptop computer, in the wireless testbed used in this study. Moving away from the wireless access point can quickly produce low signal-to-noise (SNR) ratios and high packet loss rates. Even near the access point, the performance of reliable multicasting can suffer if flow control is not handled properly. Fig. 3b shows the results of a set of experiments where the WBRM protocol was used to reach multiple wireless receivers, all with high SNR values. In these tests, the interpacket delay values used in the ratebased flow control method were fixed. While the protocol can achieve a throughput of approximately 1.6 Mbps on the 2 Mbps link, 1 the value drops dramatically when the sending rate is too high, due to buffer overflow at the wireless access point.
Second, the loss characteristics of a WLAN are very different from that of a wired network. In a wired domain, losses occur mainly due to congestion, which can be addressed with flow control. In wireless domain, however, losses are often due to external factors such as interference and antennae alignment. Fig. 4 shows a sample of the burst error behavior, gathered from two locations in the testbed. Location 1 is just outside the room containing the access point, and Location 2 is approximately 10 meters down a hallway. While some large bursts occur, the majority are under three packets long, and most "burst" errors comprise a single packet loss. Such results are encouraging because they imply that a relatively small amount of redundant information in the data stream might correct most errors, with retransmissions necessary only for long burst errors, which are less common.
Third, the 802.11b CSMA/CA MAC layer provides RTS/ CTS signaling and link-level acknowledgements for unicast frames, but not for multicast frames [10] . The result is a higher packet loss rate as observed by applications using UDP/IP multicast. Finally, since the wireless channel is a shared broadcast medium, it is important to minimize the amount of feedback from receivers. Simultaneous responses from multiple receivers can cause channel congestion and burden the access point, thereby hindering the forward transmission of data frames. Thus, it is desirable to minimize the number of NAKs sent by receivers.
PROXY ARCHITECTURE AND OPERATION
To address the lower bandwidth and higher error rates of wireless channels, we constructed a Pavilion proxy service that lies between the wireless nodes and the rest of the wired network [9] . Fig. 6 shows the physical configuration of the proxy in serving three mobile hosts. The proxy executes two instances of the WBRM protocol, one for the wired network and the other for the wireless network, enabling the WBRM flow control algorithm to tune itself independently for each network segment. Moreover, any requests for retransmissions by the wireless receivers can be handled by the proxy which, due to its proximity to the receivers, can usually respond more quickly than the original data source.
The overall throughput of the multicast connection is limited by the bandwidth of the wireless channel. However, the typical mismatch in speeds between the wired and wireless networks means that the proxy may have to perform temporary buffering for large files. Since the Pavilion proxy is typically a dedicated workstation, the in-memory WBRM cache can be quite large (several megabytes), and it automatically grows into secondary storage, as needed. 1. All performance results presented in this paper are for a 2 Mbps WaveLAN network. We are currently conducting follow-on studies using an 11 Mbps Cisco/Aironet WLAN.
Forward Error Correction
One way to address the high loss rates of wireless channels is to insert redundant information into the data stream, enabling a receiver to correct some losses without contacting the sender for retransmission. This study focuses on erasures of packets resulting from CRC-based detection of errors at the data link layer. As shown in Fig. 7 , an (n; k) block erasure code [2] converts k source packets into n encoded packets, such that any k of the n encoded packets can be used to reconstruct the k source packets. These codes have gained popularity recently due to an efficient implementation by Rizzo [11] . Each set of n encoded packets is referred to as a group. This study uses only systematic (n; k) codes, meaning that the first k packets in a group are identical to the original k data packets. The remaining n À k packets are referred to as parity packets.
The advantage of using block erasure codes for reliable multicasting is that a single parity packet can be used to correct independent single-packet losses among different receivers [11] . Hence, sending parity packets with data packets reduces the number of NAKs sent by receivers. Moreover, when receivers do require additional parity packets, the sender can respond to NAKs from different receivers with a single set of parity packets, rather than a different set for each receiver. Fig. 8 shows the design of the Pavilion FEC proxy. For clarity, only those components used in the wired-towireless direction are shown. Most of the proxy components are written in Java and comprise one or more threads. The lone exception is the FEC Encoder, which uses Rizzo's public domain C implementation [3] . With minor modifications, this code is invoked from the proxy code using the Java Native Interface [12] .
Proxy Architecture
Several proxy components are reused directly from the original WBRM protocol, while other components (shaded) were designed for this study. The WBRM Receiver is reused without modification. It receives multicast data packets over the wired network and delivers a reliable output stream of these packets to the Packet Buffer. The remaining components implement the sending half of the proxy, which we refer to as the wireless WBRM (W-WBRM) protocol. The FEC Group Filter collects the data packets into FEC data blocks of size k and places them in the Dispatcher Queue. The FEC Encoder monitors the Dispatcher Queue. When it detects that a group of k packets is full, it invokes the encoding routines and produces the n À k parity packets. Depending on the current proactive rate, discussed below, some number of these parity packets are placed in the Dispatcher Queue to be sent proactively with the data packets. The remaining parity packets are stored and used to respond to NAKs from receivers. The Packet Dispatcher is reused from WBRM and simply uses UDP/IP multicast to transmit the packets in the Dispatcher Queue. If a receiver detects that it has received fewer than k packets from a particular group, then it informs the proxy by sending a NAK message (under the constraints of local and global NAK suppression, which are discussed later). Based on received NAKs, the NAK Processor signals the Dispatcher to send additional parity packets. If the parity packets for a group are exhausted, then the protocol will begin retransmitting the parity packets. If n < 2k, the protocol will retransmit data packets as well. In all the experiments reported here, n ! 2k. 
Need for Adaptive FEC
For a given packet group, after sending the k data packets, the W-WBRM protocol could send all n À k parity packets immediately. However, in many situations, not all of these packets will be needed, and their transmission will consume bandwidth unnecessarily. Instead, the level of redundancy is determined by the value of a proactive parameter, . For each group of n encoded packets, the proxy immediately sends dkð1 þ Þe packets (the ceiling function is ignored in the remaining discussion). Any receiver that loses fewer than k of these packets can recover from the losses locally, while a receiver that loses more than k packets will send a NAK to the proxy requesting additional parity packets. The NAK format includes fields to identify G, the packet group, and L, the number of packets required by this receiver to reconstruct the original k data packets in group G. It is important to emphasize that in the W-WBRM protocol is applied to all transmissions, including transmission of requested parity packets. Hence, in response to a NAK, the NAK Processor makes available to the Dispatcher Lð1 þ Þ additional parity packets for transmission.
To study the effects of the different values on the performance of the protocol for different loss rates, a set of experiments was conducted; a sampling of the results is shown in Fig. 9 . The plots show the results for reliably multicasting to three wireless laptop receivers under various loss rates: 5 percent, 10 percent, and 20 percent. In order to control the error rate, random packet losses are emulated on all the hosts (experimental loss conditions are discussed later). An FEC packet size of 1; 400 bytes was used to transfer a 4 MB file to wireless receivers. The FEC parameters ðn; kÞ were ð60; 20Þ, that is, 40 parity packets are computed for each group of 20 data packets. Hence, if ¼ 1:0, then 20 data packets are sent, followed by 20 proactive parity packets. The remaining 20 parity packets reside at the proxy and are used to respond to NAKs. Fig. 9 demonstrates two important results about the throughput for the wireless receivers. First, as expected, the ideal value for varies with network conditions. Specifically, the value at which throughput is maximized, increases with the packet loss rate. Therefore, the W-WBRM protocol should update the value of in response to changing loss rates among receivers. Second, all the curves follow a similar pattern: a relatively steep ascent prior to the optimal value, and a gradual descent beyond this value. This behavior suggests that sending more parity packets than is necessary is better than relying on feedback in the form of NAKs from receivers. However, sending too many unneeded parity packets will eventually reduce throughput.
Given these observations, the W-WBRM protocol adjusts the value of dynamically in response to packet loss behavior. As shown in Fig. 8 , a plug-in component to the NAK Processor called the Packet Loss Monitor collects information on NAKs and forwards it to the Adaptive FEC Control plug-in, which adjusts the value of the accordingly. Two functions, inc and dec , are used to increase and decrease , respectively. The next two sections describe a series of experiments and simulations that attempt to determine which definitions of these functions are most effective, to which values their parameters should be set, and how they interact with other aspects of the W-WBRM protocol.
EXPERIMENTAL PERFORMANCE EVALUATION
To evaluate the performance of the W-WBRM protocol, experiments were conducted on a mobile computing testbed. The testbed comprises conventional workstations connected by a 100 Mbps Fast Ethernet switch, various WLANs (Lucent WaveLAN, Proxim RangeLAN2, and Cisco/Aironet), and several mobile computer systems. All tests reported here were conducted on the Lucent Wave-LAN network, which uses direct sequence spread spectrum signaling and has a raw bit rate of 2 Mbps. The sender, proxy, and receivers were configured as shown in Fig. 6 . The sender and proxy were executed on dual-processor 400/450 MHz desktop workstations, while the mobile nodes were 300 MHz laptops equipped with WaveLAN network interface cards. The WaveLAN access point and the participating wired stations were located in our laboratory, while the locations of the mobile nodes were varied.
Evaluating Adaptive Parameters. The first set of experiments is designed to evaluate the effects of different inc and dec functions on the behavior of the W-WBRM protocol. Initially, is increased in an additive manner, that is, the adaptive FEC control plug-in sets ¼ þ inc , where inc is based on observation of NAK behavior for each group. Specifically, ð inc ¼ M Ã L=kÞ, where L is the requested number of parity packets, and M is a small integer (specific values are discussed later). This approach is intentionally conservative, since the results in Fig. 9 indicated that it is less costly to overestimate than to underestimate it. Different receivers may request additional parity packets for the same group, so the NAK Processor collapses these requests by comparing the L values in NAKs for the same packet group that are received within a given window of time. This operation, called parity packet suppression, attempts to avoid both unnecessary transmission of parity packets and overly large increases in the value of .
The dec function prevents from remaining high, relative to the needed level of redundancy. If no NAKs have arrived at the proxy in a window of W groups, the value of is reduced using the function dec . In this set of experiments, dec ¼ 0:02. Therefore, in the absence of NAKs, the value of is reduced periodically by 2 percent. Eventually, becomes low enough that the receivers produce one or more NAKs. At this point, is again increased by an amount relative to the number of requested packets, and the process repeats. When used to support a Pavilion collaborative session, the objective is to keep the the number of proactive parity packets "hovering" slightly above the number actually needed to decode the data packets. Fig. 10 shows a sample of the results, in which a 4MB file is sent repeatedly via the proxy to a single wireless receiver. The FEC parameters are ð60; 20Þ and as before, losses are emulated by dropping packets randomly. The packet size is 1,400 bytes and the mean packet loss rate in all cases is set to 20 percent. Each plot contains three curves that illustrate the behavior of the protocol as the experiment progresses. The Required Parity curve shows, for each group in the file, the maximum number of parity packets needed by a receiver to decode the source packets of the group. The Proactive Packets curve shows, for each group, the total number of parity packets proactively sent by the proxy. The NAK Response curve in the graph shows the total number of parity packets actually sent by the proxy in response to (all) NAKs from the receivers. Whenever the number of proactive packets is less than the required number of parity packets, feedback is received in the form of a NAK (indicated by the spikes in NAK Response curve), and the proactive parameter is bumped to a higher value. Clearly, the values of parameters M and W directly affect the NAK behavior of the protocol. When M ¼ 2 (that is, inc ¼ 2 Ã L=k), as shown in Fig. 10a , the proactive rate is increased in response to a NAK, but the receivers often require additional parity packets in subsequent groups, producing many NAKs. Increasing M to 3 improves the situation, as shown in Fig. 10b , but with the window size W set to 3 groups, decreases too quickly, producing many situations in which additional parity packets must be sent in response to NAKs. By increasing W to 10, as shown in Figs. 10c and 10d, the protocol limits this behavior. As shown in Fig. 10c , however, if the value of M is too large (4 in this case), the protocol may transmit too many unneeded parity packets. In the remainder of the experiments reported in this section, M is set to 3, although additional values are used in the simulations in Section 6.
Varying Loss Rate. Fig. 11 shows the behavior of the W-WBRM protocol when multicasting to three wireless laptop computers under different (emulated) packet loss conditions: 5 percent, 10 percent, and 20 percent. In these tests, M ¼ 3 and the FEC parameters are ð60; 20Þ. The value of dec is set to 0:02 and W ¼ 10, so will decrease by 0.02 every 10 groups (in the absence of NAKs). The protocol does a reasonable job of keeping the proactive rate above, but not too far above, the packet loss rate. However, since the update of is based on instantaneous perceived loss rate corresponding to NAKs, rather than the average error rates, the result is occasionally higher or lower than the required value. For example, the graph for a 5 percent loss rate shows a initial surge in the proactive packets based on a relatively large loss suffered in the first packet group. Although the protocol eventually recovers from the over-estimation, one might be tempted to use a "smoothing function" of NAK response behavior when increasing . However, given the earlier results indicating that an excess of parity packets is less detrimental to performance than a shortage thereof, the approach used here is to increase quickly in response to negative conditions. Fig. 11d plots the resulting throughput when using adaptive FEC in the W-WBRM protocol, compared to the original WBRM protocol (no FEC) and W-WBRM with a fixed-rate, or static, FEC. The adaptive protocol improves throughput by approximately a factor of 2 for all situations involving packet loss. Handling Bursty Losses. In addition to random packet losses, the study also evaluated the W-WBRM protocol under bursty losses, which are common in wireless LANs. Designing inc and dec for burst error situations is probably most effective for small groups of receivers, where the aggregate loss patterns of the group are also very bursty. Fig. 12a shows an example of this behavior. A 4MB file was multicasted repeatedly to a laptop as it was moved within the area covered by the accesss point. The resulting packet loss behavior shown in Fig. 12a , as well as that in the other subfigures, exhibits a bifurcation between 1) relatively large burst errors and 2) random single-packet losses. For such environments, it might be desirable to decrease faster than linear. Figs. 12b, 12c, and 12d show results for the W-WBRM protocol when dealing with real (as opposed to emulated) packet losses. Three laptop receivers were involved; two remained near the access point and one was carried by a user who traversed a nearby hallway. In Fig. 12b , dec ¼ 0:02, as in earlier tests. While the proactive parity packets handle most of the losses, the overhead is quite large. In Fig. 12c , dec is modified so that decreases exponentially. In this case, the protocol correctly predicts several large losses and handles them. However, the lower bound on is 0, and many single-packet losses produce NAKs. In Fig. 12d , the same exponential function is used, but the protocol always sends at least one proactive packet. In this case, the NAK feedback is reduced considerably.
SIMULATION RESULTS
To explore configurations and conditions not available on the experimental testbed, a simulation study was conducted. The study used MX [13] , a simulation tool that enables unmodified application programs to be executed atop a simulated network. In MX, a file written in a configuration description language describes the characteristics of the network components: host computers, routers, network interface cards, etc. A socket-level API enables application code to be linked with the simulator; both Java and C++ interfaces are currently supported. Protocol modules can be linked together to form a protocol stack; supported modules include TCP, UDP, IP, 802.3, and 802.11.
The MX simulator was used to determine whether and how the proposed methods might need to be tuned for larger numbers of receivers. Other than the number of nodes, the simulated environment is similar to the experimental testbed, comprising an Ethernet domain and a WaveLAN domain connected via a wireless access point. The sender node and proxy node, with 500MHz processors, are located in the Ethernet domain. Up to 25 wireless nodes, each with a 300 MHz processor, are located in the WaveLAN domain. The channel bandwidth is 100Mbps for Ethernet domain and 2Mbps for WaveLAN domain.
Local NAK Suppression. The W-WBRM protocol uses local NAK suppression (LNS), whereby a receiver that has sent a NAK for group G will not send another NAK for G until a minimum period of time has elapsed. This technique gives the proxy a fair chance to respond to the NAK, reducing the number of redundant NAKs. The first issue addressed through simulation concerns this local NAK suppression timer. Even though the proxy may respond immediately to a NAK by sending additional parity packets, those packets may be buffered for considerable time at the access point before being transmitted on the wireless channel. If the LNS value is too small, then a repeated NAK will be generated by the receiver before the proxy has a chance to respond. To address this problem, the LNS timer was increased from its initial value of 10 msec to 100 msec. The disadvantage of doing so is that a lost NAK or lost retransmission will not be responded to in a timely manner, however, in all simulation runs, this modification reduced the number of NAKs significantly.
Global NAK Suppression. To further reduce the probability of NAK implosion at the proxy, the simulation study also assessed the merits of global NAK suppression (GNS) [14] in the wireless environment. In this approach, each receiver listens for NAKs from other receivers and cancels any pending NAKs that are subsumed by other NAKs. Implementing GNS in W-WBRM required two modifications to the protocol. First, all NAKs are multicast instead of unicast. Second, when a node determines that it needs more parity packets for a given group, it sets a timer to a random value between 0 and GNS MAX milliseconds. If the node observes a NAK that subsumes its own NAK before the timer fires, then the node cancels the NAK request. Multicasting NAKs provides little advantage for small numbers of receivers. However, for larger numbers of receivers, the simulations showed that combining GNS and LNS improves throughput by approximately 30 percent. Fig. 13a summarizes the results of adding GNS to W-WBRM. Perhaps the most important observation is that the throughput is relatively constant from 1 to 25 receivers, indicating that the algorithm scales reasonably well, even in the presence of 20 percent packet losses. Increasing the Proactive Rate. Finally, even though the above methods reduced the number of NAKs, the simulations revealed that the value of sometimes grows to be large due to NAKs from different groups arriving at the proxy at approximately the same time. Since GNS operates on a per-group basis (a NAK is suppressed only by a NAK associated with the same group), uncorrelated losses can still yield active NAKs for different groups. Since they are from different groups, none will cancel the other (parity packet suppression) and the proxy will respond to all of them. Using the original formula ( ¼ þ inc ) causes to increase quickly under these conditions. To address this problem, is adjusted based on the number of parity packets already being sent in the same group, referred to as P ðGÞ. The resulting formula is ¼ maxð; P ðGÞ=k þ inc Þ. As shown in Fig. 13b , this approach improves performance by 10-15 percent under conditions of high loss.
Sample Traces. Fig. 14 shows four sample traces that illustrate the issues discussed above. Fig. 14a shows a sample trace file for 5 percent losses on 25 receivers, using the new formula and an LNS timer value of 100 msec, but without GNS. Fig. 14b shows a sample trace file for 20 percent losses on 10 receivers, using the new formula with GNS, with the LNS timer set to only 10 milliseconds. Fig. 14c shows a sample trace file for 20 percent losses on 25 receivers, using the old formula but with GNS, and an LNS timer of 100 milliseconds. In all three cases, the proactive rate can increase very quickly and remain relatively high. These unneeded parity packets delay the transmission of data packets in subsequent groups, and throughput suffers. Fig. 14d shows a sample trace file for 20 percent losses on 25 receivers, using the new formula and GNS, with the LNS timer set to 100 msec. As shown, the proactive rate does not exhibit the erroneous behavior of the earlier combinations. Indeed, this combination resulted in the best overall performance.
RELATED WORK
In recent years, numerous groups have addressed the problem of reliable data delivery over wireless networks. Areas of study related to the work presented here include error control for wireless unicast connections [15] , [16] , [17] , [18] and link-layer support for reliable multicasting [19] , [20] , [21] , [22] . In this section, we focus on user-level FECbased reliable protocols that do not require new link-layer support. Although several such protocols have been proposed [23] , [3] , [24] , [25] , [26] , we discuss three that are most closely related to W-WBRM.
First, the RMDP protocol proposed by Rizzo and Vicisano [3] is an FEC-based reliable multicast protocol to be used over the MBone and wireless mobile networks with asymmetric communication channels. RMDP is a hybrid FEC+ARQ protocol that uses several operating parameters that are set according to the type of network. One such parameter, D, the expansion factor, is the rate at which parity packets are sent unconditionally with the data packets. The protocol uses global NAK suppression by multicasting NAKs and staggering their transmission randomly, as in SRM [27] . The parameter in the W-WBRM protocol is similar to D in RMDP, except that is applied to all transmissions, including sets of of parity packets sent in response to NAKs. In RMDP, apparently D is fixed for a given environment, but the authors do discuss adaptability in terms of changing the value of n at the encoder. By allowing the parameter to adapt to loss conditions, the W-WBRM protocol quickly tunes the level of redundancy to match the needs of receivers.
Nonnenmacher et al. [24] present an extensive analysis of the relative merits of using an integrated FEC+ARQ protocol, compared to using a separate FEC layer beneath an ARQ-based protocol. The authors describe an integrated FEC-based multicast protocol, NP, for multicast data delivery in the Internet. The NP protocol tries to keep the number of packets transmitted to a minimum at the expense of latency, and does not send more parity packets than requested. However, the protocol uses pipelining of groups to improve throughput: the sender transmits data packets of group i þ 1 while waiting for NAK(s) for group i. NAKs are multicast, and SRM-like global NAK suppression is used to reduce feedback from receivers. The approach in W-WBRM protocol is more aggressive than that of NP, with a goal of achieving low latency for relatively small resources and good throughput for large ones. Like NP, W-WBRM pipelines the transmission of groups, but uses proactive packets on both data and parity-only transmissions, instead of global NAK suppression alone.
Gemmell et al. [25] describe two FEC-based reliable multicast protocols to be used in one-to-many tele-presentations over the Internet. One of these, FCAST, is intended for bulk transfer of session-persistent data and does not involve sender feedback, but rather uses an FECbased carousel. The other protocol, ECSRM, is closer in design to W-WBRM and is intended for multicasting dynamic data during a session. The ECSRM protocol uses both FEC and global NAK suppression. The parity packet suppression method of W-WBRM, used to avoid sending redundant parity packets in response to multiple NAKs, is similar to the method used in ECSRM. However, the ECSRM protocol does not use proactive transmission of parity packets, and does not adapt to changing loss conditions in the network. Since ECSRM is designed for large groups on the Internet, with long round-trip delays, such adaptation may not be effective. W-WBRM, operating on a proxy in a wireless LAN environment, can make better use of a proactive adaptive mechanism.
CONCLUSIONS AND FUTURE WORK
This paper has described a study in the use of proxy services to support Web-based collaboration when some of the participants are located on wireless LANs. An FEC proxy was constructed by extending the WBRM protocol to include adaptive FEC. Experiments and simulations showed that a proactive approach to sending parity packets can reduce feedback by dynamically adapting the rate of redundancy in response to changes in packet loss rate. Topics of our ongoing and future work include: additional analysis and experimentation of various W-WBRM parameters, including inc and dec ; simulation studies to determine parameter settings for faster wireless networks and larger numbers of receivers; investigation of methods to differentiate queueing losses from propagation losses; and a performance study of the W-WBRM protocol as used in Pocket Pavilion, a collaborative application for wireless handheld computers.
Further Information. 
