becomes Noetherian (cf. §4 of our paper). But they have not mentioned the solvability for the second class, and their method shown there concerning the solvability for the first class does not work for the second and third classes.
In the present paper we assume that A(x, D x ) is strongly elliptic and that the vector field v is tangent to F of finite order, and we shall study mainly, for each class, the unique solvability of the problem with a parameter /^(^O):
2 ) du dv = g on However, we add the Dirichlet condition u\ ro to (0.2) in the first class as well as Egorov and Kondrat'ev have done and the coboundary condition B^(p®<5 ro ) in the second class, because the problem (0.2) has an infinite-dimensional kernel in the first class and an infinite-dimensional cokernel in the second class (see §4 and §5). In order to solve uniquely (0.2), we construct the similar regularizer to that of by modifying the method in Visik-Grusin [10] . In short, their method can be stated as follows. Then, T: h *-*-"-(0>h)\ r is an operator acting on F 9 and the solvability of the problem (0.1) can be reduced to that of T. \ Eskin [3] , Visik-Grusin [10] , etc. have considered more general boundary value problems than ours, and have stated that the problems are Noetherian. However, they have not studied the unique solvability. Maz'ja [8] has studied the unique solvability of the similar problem to ours by the method different from ours. His results imply that there exists a unique solution u of (0.2) for any (/, g) in some spaces, but the mapping u »->(/, g) is not continuous. In our paper we show that the mapping u •-»(/, g) is a topological isomorphism between two spaces with^ome appropriate norms when ju is sufficiently large. 
H S (G).
Now, let Q be a bounded open set in R" (n ^ 3) with a connected C°° smooth boundary T. We assume that F is separated into two con-nected components F_ 9 F + by an (n -2)-dimensional C°° submanifold F 0 . Let v be a C°° smooth non-vanishing real vector field. We assume that v is tangent to F just on F 0 and not tangent to F 0 there. We denote by F + the part of the two components which is on the positive side for the direction v on F 0 , and the other by F_ (see Figure (1) ). We decompose v into the two components:
where v t is tangent to F and V M is perpendicular to F (the interior direction is positive). Then we see that three cases (2) k is odd and ^f-(0, j)>0; (3) k is even.
From now on, we shall study the boundary value problem
Here \JL is a parameter (^0), and A(x, D x ) is a second order differential operator in Q with coefficients belonging to C°°(0) (O is the closure of ]Q) and independent of u. .9) is {0}. We decompose H^.^R 1 ) into K*_! and its orthogonal complement
Here, put p 0 = /-^ g s-i)s-i
Hence the cokernel of (2.9) is {0}. The estimate can be obtained in the same way as in Theorem 2.1. The corollary is proved.
Remark 2.1. We have proved Theorem 2.1, 2.2 and 2.3 (also Lemma 3.1, 4.1 and 5.1) in the same way as in Grusin [4] , [5] , Visik-Grusin [10] .
Otherwise, representing the solution of p(t, D t )v=f:
we can verify them as well as Eskin [3] has done.
At the end of this section we shall state an interpolational inequality which is often used later. Combining this inequality and (2.11), we see that (2.10) is valid when k = k 0 + l. Therefore, the proposition is proved. §3, The Third Class
In this section we shall consider the problem (1.2) where the vector field v is of third class. In this case we obtain the same results as in the coercive case by introducing the weighted Sobolev space (see Theorem 3.2).
We set (for geH s (G)) The similar inequality
is also valid where -i^j^s and the constant C(s) does not depend on \JL. We define
where s^l and ju>0). When \JL is fixed, obviously the norms and |||h|||£* R «-i are equivalent to the norm ||D t fc|| s _ liHB -î Furthermore, the problem is Noetherian in the above spaces (cf. VisikGrusin [10] ).
To begin with, we shall present several lemmas and propositions. Let Xj(j = l,... 9 N) be points in F 0 and fix a diffeomorphism cp stated in Proposition 1.1 for each Xj under (1.5). Let {<pj}j=i tm .. tN denote a partition of unity near F 0 , and assume that each supp(<pj) is sufficiently small and contains Xj. For the function /(x) we set For a non-negative integer / we define = {n(f, y, (The norm |||wl||^ differs from (3.4)). Obviously ||M||{*ij is equivalent to the norm ||/) ( ii) Suppose <p, ^ e ^^(R' 1 ) and supp(f/?) n supp(i//) = 0, ^/zen we?
constant C 2 is independent of ju. belong to 5^ and Sj^2 respectively (S'j^ is defined in Appendix). Therefore, if supp(i//') n supp((p') = </», the estimate is derived for any 5, s f e R from Theorem A.2 and A. 3 in Appendix.
Proof. Let us prove i). In virtue of ii) of Proposition
The lemma is proved. we obtain i) 7%ere w a constant C l independent of e and ^ such that Therefore, we obtain the estimate for S}(/, g). Next let us examine Finally let us prove iii). We fix ^ (^0) arbitrarily, and assume that w is a solution of (
We can write v'(t, y) = (-jL-\+v' n (t, y)(-^) . Set
obviously w is a solution of the equation In this section we shall consider the problem (1.2) where the vector field v is of first class. In this case the problem (1.2) has an infinitedimensional kernel (see Remark 4.2). But, adding the Dirichlet condition u\ ro to (1.2), we obtain the same results as in the third class (see Theorem 4.2).
To begin with, we shall investigate P M (f, D t , D y ) as we have done in § 3. Theorem 2.2 implies that the operator
Pfi, D t , D y ): H
has an infinite-dimensional kernel. But, adding the Dirichlet condition /j| f=0 ==y 0 (/?), the kernel and the cokernel are both {0} ( , which is stated in Theorem 4.1). Therefore, we consider the problem 
Pi (t, D t ) = -^ + aŵ here 1 is a parameter (>0), k is odd and a satisfies (0<)M t gRefl, |a|^M 2 . Then, for a real number s (5:0) there is a constant C independent of a and A such thai
By means of Corollary of Theorem 2.2, the lemma is proved in the same way as in Lemma 3.1.
The following theorem is the main result in this section, which corresponds to Theorem 3.2. The proof is similar to that of Lemma 3.7. §5, The Second Class
In this section we shall consider the problem (1.2) where the vector field v is of second class. In this case the problem (1.2) has an infinitedimensional cokernel (see Remark 5.3) . But, adding a coboundary condition (cf. [3] , [5] , [10] ) to (1.2), we obtain the results in Theorem 5.2.
To begin with, we shall investigate Pfo, D t , D y ) as we have done in §3 and §4. Theorem 2.3 implies that the operator has an infinite-dimensional cokernel. This fact suggests that the problem (1.2) has also an infinite-dimensional cokernel (, which is proved in Remark 5.3). Therefore, adding the coboundary condition £^(p® (5 ro (k is a positive integer; cf. Definition 5.1).
Definition A.2. We say that a C°° -function p^(x 9 £) on R; x RJJ with the parameter ju belongs to S'j^ (m £ R) when for any multi-index a and ft we have where the constant C a/? does not depend on /«.
We set m,i= sup 
