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Abstract 
The current U.S. Air Force’s 30-year plan (America’s Air Force: A Call to the Future, July 2014) identifies Capability 
Development as a key area where existing practices fall short and need to be transformed in order to keep pace with new threats 
and the evolving operational environment. The strategy recognizes that traditional DoD methods of requirements development, 
acquisition oversight, and especially systems engineering are inadequate to produce results in the desired timeframe, in a manner 
that is receptive to more frequent decision points and opportunities to change direction. In order for these types of systems to 
evolve and support the type of distributed participation and flexibility that the strategy envisions, they must be designed and 
(more importantly) specified to expose the necessary interfaces and exhibit sufficient modularity to allow for future growth. This 
adoption of an open-systems architecture approach represents a potentially significant engineering investment that must be 
accounted for in acquisition processes, and be made a first-class citizen in planning and scheduling activities. We believe that in 
order for the U.S. Air Force (and the defense community in general) to truly realize the benefits that come with implementation 
of agile Capability Development as outlined in the strategy, program offices must: 1) Strive to gain deep, technical knowledge of 
the system modularity; 2) Specify the critical interfaces to a level of detail to allow capability developers to implement 
functionality in software; 3) Be able to act as a system integrator to verify and validate that potential component implementations 
can interoperate successfully within the overall system to accomplish the desired mission. In this paper, we outline a systems 
engineering approach using a dynamic, executable Model-Based Engineering methodology that we believe can help the 
government create the systems engineering environment required to implement agile capability development and finally reap its 
benefits. 
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1. Introduction 
The current U.S. Air Force’s 30-year plan (America’s Air Force: A Call to the Future, July 2014) identifies 
Capability Development as a key area where existing practices fall short and need to be transformed in order to keep 
pace with new threats and the evolving operational environment. 
In an environment where rapid change is a fact of life, our current capability development paradigm is 
inadequate. Large, complex programs with industrial-era development cycles measured in decades may become 
obsolete before they reach full-rate production. - U.S. Air Force 30 Year Strategy 
At the crux of the strategy is the realization of the need for greater agility in capability development and 
acquisition, since faster deployment of new capabilities translates directly into warfighter benefit. The strategy 
recognizes that traditional DoD methods of requirements development, acquisition oversight, and especially systems 
engineering are inadequate to produce results in the desired timeframe, in a manner that is receptive to more 
frequent decision points and opportunities to change direction. 
To the extent that our current policies and regulations can be modified to change the paradigm from large, 
complex programs rife with crippling interdependencies to programs with simple, severable components, open 
architectures, and more distributed participation, we will enact those changes. - U.S. Air Force 30 Year Strategy 
Many recent, large development efforts undertaken by the U.S. Air Force involve heavily software intensive 
systems whose functions span a broad spectrum of tasks such as battle management, processing of sensor data, 
decision support, and communications. In order for these types of systems to evolve and support the type of 
distributed participation and flexibility that the strategy envisions, they must be designed and (more importantly) 
specified to expose the necessary interfaces and exhibit sufficient modularity to allow for future growth. This 
adoption of an open-systems architecture approach represents a potentially significant engineering investment that 
must be accounted for in acquisition processes, and be made a first-class citizen in planning and scheduling 
activities. Too often these activities and system attributes are discounted in order to reduce perceived risk or to meet 
aggressive schedule or cost targets, ultimately at the expense of future system adaptability. 
The new disciplines required of our Air Force are that of integrator and synchronizer – directing how and when 
the elements must fit together. - U.S. Air Force 30 Year Strategy 
We believe that in order for the U.S. Air Force (and the defense community in general) to truly realize the 
benefits that come with implementation of agile Capability Development as outlined in the strategy, program offices 
must: 
 
x Strive to gain deep, technical knowledge of the system modularity 
x Specify the critical interfaces to a level of detail to allow capability developers to implement functionality in 
software 
x Be able to act as a system integrator to verify and validate that potential component implementations can 
interoperate successfully within the overall system to accomplish the desired mission 
 
In this paper, we outline a systems engineering approach using dynamic, executable Model-Based Engineering 
methodology that we believe can help the government create the systems engineering environment required to 
implement agile capability development and finally reap its benefits. 
2. A framework for owning the technical baseline 
In this section we propose a systems engineering framework that prescribes tools, techniques, and processes that 
result in products of the level of detail and specificity required to glean the insight of system interfaces and 
dynamics that would allow a stakeholder to avoid some of the acquisition pitfalls driving the need for reform. 
2.1. Model based systems engineering 
A central technique to the framework is one we have termed Model Based Engineering, which generally 
encompassed several key concepts: 
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x Early systems engineering 
x Analysis through system models 
x Accurate models are better 
x Dynamic analysis is key 
 
And adopts the use of several technologies to implement these principles: 
 
x Unified Modeling Language (UML) 
x Business Process Modeling (BPM) 
x Automatic code generation 
x Executable architectures 
 
With the goal of developing a single electronic repository of design information that can be examined from 
different perspectives to provide insight to various stakeholders. 
 
x Structural – Indicates the system decomposition into coherent functional pieces that collaborate to provide 
capability, the structural decomposition is what defines the system’s interface points and can greatly influence 
how well the system accommodates evolution 
x Behavioral – Each member of the structural decomposition makes certain business logic assumptions of clients 
and providers, which must be reflected in the system model; executable architectures provide a simulation of this 
behavior which can participate in integration testing 
x Deployment – How the system is allocated to processing nodes and is physically distributed 
x Usage – Indicates the principle methods which the system interacts with external stakeholders, be they users or 
other systems 
x Specification – Connects the design information with the requirements and constraints flowed down from 
acquisition processes 
 
 
Fig. 1. Unified Modeling Language (UML) Model. 
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UML is an industry-standard graphical notation for describing software systems, maintained by the Object 
Management Group – a non-profit technology standards consortium. OMG maintains a wealth of information 
related to UML on their website: http://www.uml.org. In the following sections, we describe targeting the various 
concepts in UML to contain the type of engineering details required for owning the technical baseline. 
2.1.1. Recommended model organization 
Using a standard set of packages to organize a system model has the advantage of promoting familiarity across 
models for different systems and allowing for automated extraction of design information from the model, which is 
particularly useful in developing an executable architecture. The list below gives the framework’s recommended 
package structure.  
 
x Requirements - The Requirements package shall contain a UML representation of the system requirements, 
derived from the system specification, which are typically maintained in an electronic database. 
x Structure - The Structure package shall contain the functional decomposition of the system into modules that 
present coherent portions of functionality. The structure may itself be presented at several layers of abstraction 
using the UML composition relationship. 
x Interfaces - The Interfaces package shall contain two main types of information. A number of UML events that 
specify the types of information that can traverse interfaces; and a set of Interface classes that specify reception 
operations for one or more events. 
x Data - Contains UML representations of application-specific data formats that are used in defining system 
interfaces. A critical aspect of the data objects are that they should provide a method for accessing all of the 
attendant details and fields of a given format along with methods for marshalling and un-marshalling an actual 
instance of the data object from its wire representation to a UML object. 
x Use Cases - The Use Cases package contains definitions of cross-cutting threads, which involve the collaboration 
of several structural piece of the system to accomplish some business case. The output of performing a use case 
within the executable architecture can then be used for analysis and comparison of proposed solutions. 
2.1.2. Interface definition 
Interface classes contained in the Interfaces package collect groups of related event reception operations that 
describe incoming or outgoing information whose communication across the interface is used to accomplish or 
support some system-related operation. The interfaces themselves define only what information is exchanged, they 
do not define how the information is physically exchanged or in what direction the information flows; these roles are 
handled by the port that exposes the interface (which is described in Section 2.1.4). However, care should be taken 
to select the right set of messages to group into an interface as the following restrictions apply: 
 
x All messages in the interface must travel in the same direction; that is to say that all messages defined by the 
interface are exposed as either incoming or outgoing. 
x All interfaces exposed by a given port are subject to the same physical exchange requirements as defined by the 
port. 
 
Creating a new system interface involves adding a new interface class to the Interfaces package and populating it 
with event reception operations. The associated events should be defined with arguments that represent the 
application-specific data elements that are received or sent over the interface. For example, consider an event named 
Alert with a single argument that is of type OperatorNotification, a data object. By convention, an event will contain 
only a single argument, whereas the interface class may be used to group multiple related events together. However 
multiple event arguments are permitted in the specific instance where messages must arrive or be generated 
packaged together as a single unit. 
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2.1.3. Structure classes 
The classes contained in the Structure package serve several main purposes: 
 
x Act as anchors for requirements linkages 
x Expose sets of related system interfaces 
x Define ports through which the interfaces are exposed 
x Define high-level business logic that will be passed on to implementations 
 
Each structural class may be specialized from a base class name defined in the Structure package; which contains 
some high-level information common to all parts of the system such as an identifier, name, and status indicator 
along with a state chart which constrains the behavior of the derived classes to conform to the general service states 
defined by a given platform or open-systems standard adopted by the system. 
2.1.4. Interface ports 
A port that belongs to a structural class is used to express a physical information exchange in accordance with 
one or more exposed system interfaces. The set of interfaces exposed by a port are collectively referred to as the 
port’s contract. There are two methods in which a port may expose an interface: 
 
x Provided interfaces represent incoming messages 
x Required interfaces represent outgoing messages 
 
Each port may expose any number of provided or required interfaces; however the individual event receptions 
defined by any one interface cannot be split between the provided and required sides of the port’s contract. The 
graphical UML notation of a port shows the contract’s provided interfaces (which appear as a lollipop shape), 
required interfaces (which appear as a socket shape), and the port’s name. The items that appear beneath the exposed 
interface are the event reception operations defined by the interface. By convention, a single port may not define 
both provided and required interfaces, but it may define any number of interfaces of the same kind (provided or 
required). 
2.1.5. Physical exchange characteristics 
As previously mentioned, all of the interfaces contracted by a given port share the same physical characteristics 
for receipt or transmission. Each port that defines an interface is marked with one or more UML stereotypes that 
denote a separate data exchange methodology required by the ICD. A data exchange methodology defines the 
technical details of how data is received by the implementer of the interface. The stereotype adds a number of UML 
tags onto the port that contain metadata about how the data exchange method is configured. The tags accumulate as 
multiple stereotypes are applied to the port representing the separate ways in which the service provider receives the 
data exchange. For example; consider the port which provides an interface named Definition and its associated 
events via both a SOAP and REST-style data exchange, indicated by two exchange stereotypes. The set of available 
exchange stereotypes is collected in a UML profile that contains a standard set of data exchanges and also can be 
extended to represent other application-specific methods of information exchange that might be given in an adopted 
standard or open systems specification. 
2.1.6. Business logic/use case execution 
The structural classes also contain some level of behavior (i.e. business logic) that describes, at a high-level, the 
processing required in order to support the desired use cases or execution threads through the system. This behavior 
is captured in a state chart diagram that belongs to the class and fits within the constraints provided by the base 
class. Use cases are the mechanism by which several structural classes can be instantiated and connected together to 
exchange information via ports in order to exercise a business-case thread and analyze the resulting information 
exchanges and message processing given by the behavior. All use cases in the model must also inherit from a base 
use case named RunUseCase.  This base use case contains general logic to determine the pieces of model structure 
involved and create the necessary runtime objects and linkages between ports to support execution of the model. In 
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addition, the base use case allows the ability to read the data exchange stereotypes from the interface ports and 
implement the necessary scaffolding to allow external stimuli (as defined by the particular exchange method) to be 
realized and modelled as UML events within the executing architecture. 
3. Core principles 
Equally important to the framework described in section 2.1 is fostering a culture within both the acquisition and 
capability development communities that engenders shared engineering ownership of the system under 
development. And while section 2.1 presents a framework for applying executable UML, it is the concepts of 
creating developer-level interface definitions and encoding business logic to enable component-level integration that 
is truly important. The choice of whether to represent these concepts in UML, Business Process Execution Language 
(BPEL), or with another technology should be made within the context of a particular development program with an 
eye to the unique attributes of the organizations involved.  
 
x Developer Focused  
x Agile, Iterative 
x Dynamic Verification and Validation  
x Traceability 
4. Best practices 
Section 2 provides a general framework of an MBE approach we have found effective in the systems engineering 
phase of complex software-intensive systems. The core principle of Developer Focus is what we have found to be 
the most important. If the model of the system does not provide representations of concepts like APIs, detailed 
message formats, or schemas then its ability to capture the design is weakened. Further the model should be able 
execute and interface with proposed implementations created by capability providers for the purpose of verification 
and validation of the integrated system (and creating attendant business leverage for program management during 
system evolution). Generating software from the model of the interfaces helps capture the details of how the 
resulting implementation will interact with the larger system. This code can be used in the final product and will 
assure consistency with design. There is always a challenge with taking concepts from theory to application and 
sustaining them over the course of a project. Model Based Engineering is particularly challenging because it 
requires a fair amount of upfront training and resources. There is often pressure to shed any practice that is 
considered heavy when schedule or cost pressure increases. Our experience with large system of systems programs 
indicates that short-term decisions to abandon engineering discipline often have greater negative long-term impacts. 
Here we explore a set of practices that have worked well for large acquisition and development programs that 
involve numerous stakeholders and participants.   
4.1. Tool chain 
Embracing the MBE approach requires developers to commit to a tool-based process. Hence selecting a modeling 
tool chain is very important. As stated earlier the UML provides a rich set of concepts to represent the design and 
interactions of complex systems of systems. It is also important the tool be able to generate source code from the 
design and allow source code to be incorporated into it. Drawing only tools in our opinion can allow creation of 
design artifacts but cannot guarantee consistency with implementation. Generating some amount of the code base 
from the model is that linkage. 
4.2. Process 
The MBE process is very well suited for iterative or spiral development. That translates into successive releases 
of the design model that provide more fidelity and complex execution. Beyond the standard practices that work for a 
particular development culture, there are a number of things we find important that are specific to the Model Based 
Engineering process. 
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x Establish a modeling tool team  
x Establish a base SW and HW configuration for development workstation  
x Decide the decomposition of System of Systems into multiple models  
x Establish a contingency plan to continue development outside of MBE process 
x Define fidelity of components and behaviors within the model 
4.3. Integrated approach 
As stated earlier it is very important to have the software executing the design be able to comminucate with other 
software or a system integration laboratory (SIL) environment. The integrated approach is critical if the system 
under design is required to interface with legacy systems or already developed products. For example if there is a 
detailed model that represents a Service Orientated Architecture (SOA) implementation of a system. Following our 
best practices, all the details of messages exchanged between components are captured in the model. If an upgrade 
of the system requires replacement of a software component the developer of the replacement component can 
dynamically verify and validate that it can interface with the system by integrating and testing it against the 
executing model.  Since the model contains all interfaces and business logic, the interations with the replacement 
component can be compared using visualization tools in the modeling environment such as UML sequnce diagrams. 
The “integrated approach” is all about using as much actual software as possible to validate new design in the model 
or new components that must interface with the system/model. The model should also be considered a central 
repository for all the information that an organization would need to interface with the system implmented in the 
model. This would include: 
 
x Interface Control Documents 
x Service contracts 
x Links to requirements 
x Test plans 
 
It will require an investment to make sure the process of generating documentation is automated and configrable. 
For example, our document generation selects the messages required for each component and how they should be 
contructed from the XML schemas imported into the model. This makes for a concise interface control document 
that allows developers to be more effective. 
4.4. Distributed Engineering Environment, Distributed Systems Integration Lab (SIL) 
Constructing a distributed SIL where collaborating engineering teams execute their additions/modifications to the 
model on the limited hardware and infrastructure has been an efficient way to facilitate progress. Future systems 
design is focusing on well designed interfaces and modular decomposition so technology can be easily inserted. 
With a distributed enviroment the government can define and implement reference acrhitectures and contractors can 
experiment on integrating with them continously. Further there may be new hardware designs that could be 
integrated and tested earlier in the development cycle. Model Based Engineering is well suited for distributed 
environments. An executable model that can be interfaced with COTS software and government legacy systems is a 
very effective way to represent the reference architecture. The distributed engineering enviroment provides the 
access and rigor to allow multiple parties to collaborate. We have had success with this process during system 
acquistion and development. 
4.4.1. Multi-Party Configuration Control and Collaborative Analysis 
Model Based Engineering provides great opportunity to exchange design material between multiple development 
organizations cooperating on a design. The model artifacts are the key currency to exchange for design reviews and 
program milestones. We have participated in several large multi-party MBE development programs and find the 
following steps important for ensuring all parties are able to work in parallel. 
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x The program’s configuration management and issue tracking repository should be made accessible to program 
management and capability providers. 
x All parties collaborating on the design have received proper internal security approval to access the collaborative 
configuration management site. 
x All parties collaborating should be using the same modeling software and the tools that are the same version.  
x Attempt to minimize teams working on the same components in the model. This minimizes the need for complex 
merges. The ideal environment is for every party to develop their own model for the component of the system 
they are developing. 
x Revision control capability must be enforced via the configuration management site so changes can be tracked 
and version rollbacks done. We have had good success with the Git tool in the multi-party environment.  
x Analysis products from model execution should be controlled and shared via the configuration management 
repository.  
4.5. Challenges 
Model Based Engineering, like any methodology, has aspects of the process we have found challenging to 
achieving successful outcomes. This approach requires discipline and commitment to the long term. We have found 
that the value of design documentation staying accurately aligned with the system implementation grows in value as 
the system ages and there is churn in engineers familiar with the system. This is one of the key benefits of the MBE 
process, but to realize the benefits the challenges identified here should be understood and addressed.  
 
x Tool Vendor Lock – As stated earlier in this section the commercial market for robust tools in this space are 
limited.  
x Model Bloat – Care must be taken so the size and detail in the model do not cause the tool to be a performance 
issue during loading and execution. 
x Round Tripping – When changes are made in the code base generated from the model care must be taken that 
change is reflected in model as well. 
x Short Cuts – Schedule pressure is often the greatest threat to successful implementation of an MBE methodology  
x Learning Curve – There is a learning process required to use these tools and training is important.  We have also 
found non-software people can struggle with our bias on making models and interactions software developer 
centric. 
5. Results 
A key benefit to the practices described here is the ability to measure if key architectural choices for the design 
are correct. For example, based on testing and integration done with the executable design for a system we were able 
to determine that the Service Oriented Architecture approach being utilized for that system brought more complexity 
and cost than would be tolerable for the benefits it provided.  Reversing direction or detecting architectural missteps 
after large scale development is underway is painful in both cost and schedule impacts. The MBE approach and 
commitment to integration and execution help drive down risk and cost with early validation and allow for 
evaluation of alternatives.  
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