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RÉSUMÉ.Cet article présente une approche permettant d’évaluer la similarité entre deux concepts
décrits avec la logique de descriptionsALE . Une telle approche peut être utilisée dans de
nombreuses situations, et spécialement pour le classement de réponses à une requête. Dans
plusieurs applications pratiques, en particulier pour le Web sémantique, des concepts peuvent
être organisés dans une hiérarchie. Une originalité de notre travail est de compléter une hié-
rarchie de concepts donnée éventuellement en entrée en un treillis de concepts complet. Par la
suite, un chemin entre concepts dans le treillis est utilisé pour évaluer la similarité entre deux
concepts.
ABSTRACT.This paper presents an approach for evaluating likeness between two concepts rep-
resented within theALE description logics. This can be used in a number of situations, and
mainly for retrieving documents according to a given point of view (e.g. the content of the doc-
ument). In many practical applications, especially for Semantic web applications, concepts are
organized within a hierarchy. One originality of the present work on likeness is first to complete
the input concept hierarchy into a complete concept lattice. Then, a path between concepts in
the lattice is established and is used for setting the likeness between two concepts. Contrasting
other existing similarity measures, the present distance takes advantage of the complete lattice
organization of concepts, providing a reified path between concepts. This kind of path is based
on a set of intermediate concepts that are members of the complete lattice, and that, in case, can
give a qualitative rather than numerical explanation on the similarity between two concepts.
MOTS-CLÉS :Logique de descriptions, mesure de similarité, distance sémantique, classement de
concepts, treillis,...
KEYWORDS:Description logics, similarity measure, semantic distance, concepts ranking, lat-
tice,...
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1. Introduction
Le classement de réponses est un élément important dans la qualité d’un moteur
de recherche sur le Web. Les utilisateurs ne veulent pas seulement obtenir des res-
sources qui correspondent à leurs requêtes, mais aussi que les documents les plus
pertinents soient classés dans les premières positions. Ainsi, la position de leader de
Google est principalement due à l’utilisation de sa formule de classement des pages
Web (“PageRank”) dans le moteur de recherche. Cette formule utilise les liens hyper-
textes pour déterminer l’importance des pages Web et pour les classer dans un ordre
plus ou moins pertinent par rapport à la requête utilisateur. Les méthodes de classe-
ment dans les moteurs de recherche actuels exploitent une combinaison de critères
tels que : la présence de mots clés, les liens hypertextes, la position des mots clés dans
les titres, la fréquence des mots clés dans un document et dans l’ensemble de tous les
documents... Cependant, ces méthodes avant tout syntaxiques ou structurelles ne sont
pas réellement suffisantes pour des applications du Web Sémantique, où l’accès par le
contenu est nécessaire. Pour cela, des ontologies (qui regroupent en quelque sorte les
connaissances d’un domaine) pour définir la sémantique des concepts et leurs relations
sont utilisées, et les ressources sont annotées avec des descriptions de concepts. Une
méthode de recherche qui s’appuie sur le contenu des documents qui sont considérés
fournira un classement des ressources plus pertinent par rapport à la requête d’un uti-
lisateur. Une telle méthode de classement, fonction des connaissances d’un domaine,
permet à un moteur de recherche de classer les résultats d’une requête pour tout type
de ressources, par exemple les documents textuels, les images et les vidéos. Elle peut
être exploitée dans tout type d’application offrant une fonction de recherche comme
les sites d’enchères, d’offres d’emploi, de vente en ligne, etc.
Les processus peuvent s’appuyer sur une mesure de similarité (dont la valeur aug-
mente avec la ressemblance entre les concepts) ou bien sur une distance (dont la valeur
décroît avec la ressemblance entre les concepts) pour classer les ressources par rap-
port à une requête tenant compte d’un ensemble de contraintes. Plusieurs mesures
de similarité ou de distance ont été proposées pour évaluer les ressemblances entre
concepts organisés dans une hiérarchie. La plupart permettent d’évaluer la similarité
entre des concepts atomiques organisés dans une hiérarchie arborescente. Par exemple,
sur la figure 1, la similarité entre deux aspects du concept “engineer” peut être éva-
luée en fonction des concepts les liant dans une telle hiérarchie. Une approche qui
exploite aussi les connaissances d’un domaine pourrait utiliser un chemin comprenant
les concepts de la hiérarchie actuelle, mais aussi des concepts supplémentaires générés
si c’est nécessaire. Les éléments de connaissances liés aux concepts peuvent ainsi être
utilisés pour expliquer la similarité entre deux concepts (par exemple “aeronautical
engineer” et “aerospace engineer” sont deux concepts proches).
Cet article introduit une “distance sémantique” entre des concepts définis avec la
logique de descriptionsALE [BAA 03], qui tire parti des connaissances d’un domaine
incluses dans une ontologie ou un thésaurus. Cette distance sémantique est calculée
grâce à une structure de treillis complet généré automatiquement et contenant l’en-
semble de toutes les constructions de concepts possibles avecALE et un ensemble
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Figure 1. Fragment de Wordnet
donné de concepts et de rôles primitifs. La mesure de ressemblance entre concepts
permet d’évaluer la “proximite”’ entre concepts et peut être considérée soit comme
mesure de similarité (croissance avec la ressemblance) soit comme une distance (dé-
croissance avec la ressemblance).
Cet article est organisé comme suit : le paragraphe 2 présente les logiques de des-
criptions ainsi que les notions de concept subsumant le plus spécifique et de concept
subsumé le plus général. Le paragraphe 3 donne un aperçu sur quelques mesures de
similarité existantes. Le paragraphe 4 définit la notion de treillis de concepts complet.
Le paragraphe 5 présente des propriétés souhaitables pour une distance sémantique.
Une nouvelle distance est introduite dans le paragraphe 6. Un algorithme implémen-
tant cette distance est présenté dans le paragraphe 7.
2. Quelques rappels sur les logiques de descriptions
Ce paragraphe n’introduit que brièvement le formalisme des logiques de descrip-
tions et les notions de concept subsumant le plus spécifique (SPS) et de concept
subsumé le plus général (SPG). Pour plus de détails, le lecteur peut se référer à
[BAA 03]. Les notions de SPS et SPG sont introduites pour évaluer la distance entre
deux concepts définis enALE . Cette distance se voit attribuer une valeur qui dépend
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de la longueur du chemin entre les deux concepts, chemin qui passe soit par les SPS
soit par les SPG.
2.1. Définitions de base
Les logiques de descriptions (LDs) forment une famille de langages de représen-
tation des connaissances [BAA 03]. Les éléments importants du domaine sont dé-
crits par des descriptions de concepts, c’est-à-dire, des expressions établies à partir de
concepts atomiques (relation unaire) et des rôle atomiques (relations binaires) et d’un
ensemble de constructeurs comme :> (concept le plus général),⊥ (concept le plus
spécifique), ¬C (négation), ∀r.C (quantification universelle),∃r.C (quantification
existentielle),CuD (conjonction),CtD (disjonction), (≥n r) et (≤n r) (cardinalités
sur les rôles).
À l’instar de la logique classique, une sémantique est associée aux descriptions
des concepts et des rôles : les concepts sont interprétés comme des sous-ensembles
d’un domaine d’interprétation∆I et les rôles comme des sous-ensembles du produit
∆I×∆I . Une interprétationI= (∆I ,.I ) est la donnée d’un ensemble∆I appelé do-
maine de l’interprétation et d’une fonction d’interprétation.I qui fait correspondre à
un concept un sous-ensemble CI de∆I et à un rôle un sous-ensemble rI de∆I ×∆I .
Les LDs introduisent la notion de satisfiabilité d’un concept : un concept C est
satisfiable si et seulement s’il existe une interprétationI telle queCI 6= ∅ ; C est non
satisfiable sinon. La subsomption est la relation d’ordre partiel qui permet d’organiser
les concepts en hiérarchie : C est subsumé par D (noté Cv D) si l’interprétationCI
de C est incluse dans l’interprétationDI de D pour toute interprétationI (ou si toutes
les instances de C sont nécessairement des instances de D) [BAA 03]. Les LDs offrent
des modes de raisonnement comme la classification et l’instanciation. L’algorithme de
classification permet de déterminer les concepts les plus généraux et les concepts les
plus spécifiques d’un concept. Le test d’instantiation permet de vérifier qu’un individu
a est instance d’un concept C dans une base de connaissances. Ce test permet, d’une
manière plus précise, de trouver les concepts les plus spécifiques dont l’individu est
une instance. Les axiomes sont de la formeE1 v E2 où E1 et E2 sont des expressions
conceptuelles. Un axiome sert à introduire un concept ou encore à établir une “règle”
entre concepts ou expressions conceptuelles.
Dans ce papier, notre étude se limite à l’étude des concepts définis avec la lo-
gique de descriptionsALE [BAA 03], qui repose sur les constructeurs>,⊥, C u
D,∀r.C,∃r.C,¬A (la dernière négation ne porte que sur les concepts atomiques).
2.2. Les SPS et les SPG de concepts dans les logiques descriptions
Ce paragraphe introduit les notions du concept subsumant le plus spécifique (SPS,
en anglaisLCSpour least common subsumer) et du concept subsumé le plus général
(SPG, en anglaisMGSpourmost general subsumee) pour une collection de concepts.
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Le SPS d’une collection de conceptsC1,...,Cn est le concept le plus spécifique D
qui subsumeC1,...,Cn tel queCi v D pour i=1,..,n ; et siCi v E pour i=1,..,n alors
D v E.
Le SPG d’une collection de conceptsC1,...,Cn est le concept le plus général D qui
est subsumé parC1,...,Cn tel queD v Ci pour i=1,..,n ; et siE v Ci pour i=1,..,n
alorsE v D.
Dans [BAA 04b], la borne supérieure de deux concepts pour la logique de descrip-
tionsALE se définit comme suit : le conceptC est laborne supérieuredes concepts
C1 et C2 si C1 v C et C2 v C, et si C est le plus petit concept vérifiant cette propriété,
c’est-à-dire que si un conceptC′ vérifie C1 v C′ et C2 v C′, alors C v C′.
Un algorithme élémentaire pour calculer la borne supérieure de deux concepts
lcs(C1, C2) dansALE est le suivant :
– si C = A1 u A2 et D = A3 u A4 alors lcs(C, D) = >, où les Ai sont primitifs et
(tous) différents,
– si C = A1 u A2 et D = A1 u A3 alors lcs(C, D) = A1, où les Ai sont primitifs et
différents,
– si C = ∀r.C′ et D = ∀r.D′ alors lcs(C, D) = ∀r.lcs(C′, D′),
– si C = ∃r.C′ et D = ∃r.D′ alors lcs(C, D) = ∃r.lcs(C′, D′).
Le SPG de deux concepts A et B définis enALE est le concept AuB.
Par exemple dans la figure 2, le SPS et le SPG des conceptsA et B calculés selon
l’algorithme de [BAA 04b] sont :
A ≡ Technician u ∃competency.(Java u Network)
B ≡ Engineer u ∃competency.Java
SPS(A, B) = ∃competency.Java
SPG(A, B) = Technician u ∃competency.(Java u Network) u Engineer
Après avoir introduit la logique de descriptionsALE qui est le formalisme utilisé
pour décrire les concepts dont on va calculer la proximité, nous présentons dans la
section suivante un bref état de l’art sur les mesures de similarité.
3. Un bref état de l’art sur les mesures de similarité
3.1. La mesure de Wu et Palmer
La longueur de chemin entre deux concepts dans une hiérarchie est une mesure
intuitive pour calculer la similarité. C’est une mesure utile et facile à implémenter en
même temps. Une mesure qui est fonction de la longueur de chemin est proposée par
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Figure 2. Exemple de chemins entre deux concepts avec leur SPS et leur SPG
[WU 94], qui s’appuie sur la longueur du chemin entre deux concepts d’une même
hiérarchie. Cette mesure est définie comme suit :
sim(C1, C2) =
2∗depth(C)
depthC(C1)+depthC(C2)
où C est le subsumant commun le plus spécifique, depth(C) est la longueur du
chemin entre C et la racine de la hiérarchie,d pthC(Ci) est le nombre d’arcs entreCi
et la racine en passant par C. Cette mesure est facile à implémenter mais elle ne tient
pas compte des descriptions de concepts.
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3.2. La mesure de Resnik
La notion de contenu informationnel (CI) a été utilisée par [RES 99], qui définit la
pertinence d’un concept dans un corpus. La fréquence d’un concept est calculée pour
déterminer le CI (les fréquences des concepts dans une hiérarchie sont estimées en
utilisant la fréquence des termes dans un corpus) :
CI(c) = −log(P(c))
P(c) = frequency(c)
N
où P(c) est la probabilité d’un conceptc et où N est le nombre total de concepts).
[RES 99] définit une mesure de similarité entre deux concepts par la quantité d’infor-
mation qu’ils partagent. Cette similarité est calculée par :
sim(c1, c2) = CI(lcs(c1, c2))
où lcs(C1, C2) est le subsumant commun le plus spécifique deC1 et C2 dans la
hiérarchie.
3.3. La mesure de Lin
[LIN 98] propose une définition théorique d’une mesure de similarité applicable
à partir du moment où l’on dispose d’un modèle de probabilité. Cette similarité est
définie comme le rapport des informations partagées par A et B sur les informations
nécessaires pour décrire d’une façon complète A et B. Cette mesure est définie par :
sim(A, B) = logP(common(A,B))
logP(description(A,B))
où common(A, B) est l’ensemble des caractéristiques communes deA et B, et
description(A, B) est l’union de toutes les caractéristiques deA t B. Cette mesure
est applicable dans plusieurs domaines et elle a montré sa bonne correspondance avec
les jugements humains.
3.4. Une mesure reposant sur l’interprétation de concepts
Les auteurs dans [D’A 06] ont proposé une mesure de similarité pour des concepts
décrits avec la logique de descriptionsALC [BAA 03] définie de la façon suivante :
s : `× `→ [0..1] :
s(C, D) = |(CuD)|
I
|C|I+|D|I−|(CuD)|I ∗ max(
|(CuD)|I
|C|I ,
|(CuD)|I
|D|I )
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où (.)I est une fonction d’interprétation et|.| représente le cardinal d’un ensemble.
Cette mesure est proche de la mesure de similarité proposée par [TVE 77] à un
coefficient près. Cette mesure est intéressante parce qu’elle vérifie des propriétés sé-
mantiques comme : la similarité entre deux concepts équivalents (C ≡ D) est égale à
1, la similarité entre deux concepts incompatibles est nulle.
3.5. Discussion
La plupart des mesures existantes calculent la proximité pour des concepts ap-
partenant à une même hiérarchie prédéfinie (hiérarchie de concepts atomiques don-
née comme entrée) ([WU 94], [LIN 98],[JIA 97]). [D’A 06] calcule la similarité entre
concepts définis avec la logique de descriptionsALC. Les mesures de similarité dé-
veloppées pour des logiques de descriptions expressives nécessitent des informations
supplémentaires : un modèle de probabilité ou une base d’instances. Dans plusieurs
applications pratiques, un modèle de probabilité (ou bien des probabilités d’appari-
tions de concepts) n’est pas fourni avec une hiérarchie de concepts. Les mesures de
similarité utilisant une base d’instances pour le calcul de similarité, comme [D’A 06],
présentent certains inconvénients : par exemple s’il n’existe pas une instance satis-
faisant un concept requête, la similarité entre une requête et les ressources proches
sera nulle et le moteur de recherche ne sera pas capable de retourner des résultats
approchés.
Pour surmonter ce genre de limitations, cet article propose une nouvelle distance
permettant d’évaluer les ressemblances entre deux concepts définis enALE . De plus,
cette distance ne nécessite pas obligatoirement une hiérarchie prédéfinie de concepts
atomiques (mais peut la prendre en compte si elle existe) ni d’autres informations sup-
plémentaires (modèle de probabilité, base d’instances,...). Le principe de la distance
proposée est de générer automatiquement un treillis de concepts complet à partir de la
donnée d’un ensemble de concepts et de rôles primitifs ou bien en complétant une hié-
rarchie prédéfinie de concepts atomiques si elle existe. La distance entre deux concepts
est évaluée en calculant la longueur de chemins entre les concepts dans le treillis com-
plet généré. De plus, la structure d’un treillis complet permet de résoudre le problème
des hiérarchies ayant une densité hétérogène à cause de la régularité de sa structure.
La nouvelle distance que nous proposons peut être vue comme une distance d’édi-
tion entre deux concepts définis enALE . Il existe des mesures de similarité ou des dis-
tances qui sont développées pour les arbres avec des distances d’édition : [BUN 94].
L’approche est similaire à la notre mais s’appuie sur un formalisme différent. Une dis-
tance d’édition évaluant la proximité entre deux éléments dans un formalisme donné
sur la base d’un chemin minimal de transformations entre éléments est intuitive et na-
turelle. Cependant, à notre connaissance cette approche n’a pas encore été appliquée
entre concepts définis dans une logique de descriptions commeALE .
Dans le paragraphe suivant nous introduisons la notion de treillis de concepts com-
plet, structure qui nous permet de calculer la distance entre deux concepts.
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4. Treillis de concepts
Un treillis (L,≤) est un ensemble ordonné par une relation d’ordre partiel tel que
pour tout couple d’éléments dev1, v2 deL une borne inférieureinf(v1, v2) et une
borne supérieuresup(v1, v2) existent et sont uniques [DAV 02], [BAR 70].
Pour une LD donnéeL munie d’un ensemble de constructeursκ, un ensemble C
de concepts primitifs et un ensemble R de rôles primitifs, soitSL(C,R) l’ensemble
de toutes les descriptions qui peuvent être construites avecκ, C et R, qui est appelé
ensemble complet de concepts. Nous définissons un “treillis de concepts complet” (ou
“treillis complet”) comme le treillis obtenu en classifiant les concepts deSL(C,R) en
prenant compte les relations d’équivalence et de subsomption.
Pour certaines LDs, l’ensemble complet de concepts est un treillis. Si une LD
contient le constructeuru alors la borne inférieureinf(C1, C2) = C1 u C2 est
unique. Pour la LDALE , la borne supérieuresup(C1, C2) est unique est unique pour
un couple de concepts, comme cela est démontré dans [BAA 04b] :sup(C1, C2) =
SPS(C1, C2) et inf(C1, C2) = C1 u C2. par suite, l’ensemble complet de concepts
SL(C,R) dansALE est un treillis.
La figure 2 introduit l’exemple d’un fragment de treillis complet construit entre les
conceptsA et B de la façon suivante :
A ≡ Technician u ∃competency.Java u Network
B ≡ Engineer u ∃competency.Java
Cet extrait de treillis complet contient l’ensemble complet de tous les concepts
possibles entreA et B, SPS(A, B) et et SPG(A, B), lorsque l’ensemble des concepts
primitifs est {Technician, Engineer, Java, Network}, et l’ensemble des rôles est
{competency}, et les constructeurs sont{u,∃}.
Il faut encore remarquer que dans un treillis complet de concepts représentés en
ALE , les longueurs de tous les plus courts chemins entre deux concepts A et B sont
égales. En outre, le SPS et le SPG de deux concepts dans un treillis de concepts com-
plet définis enALE sont uniques. Les preuves de ces propriétés sont données en détail
dans le rapport [MAA 07] (voir aussi [BAA 04a]).
5. Propriétés souhaitées pour une distance sémantique
Notre objectif est de fournir une distance sémantiqued applicable dans une LD ex-
pressive commeALE , qui ne nécessite pas la donnée d’informations supplémentaires
(modèle de probabilité, base d’instances...). La donnée d’une hiérarchie de concepts
atomiques si elle existe, ou encore la simple donnée d’un ensemble de concepts et de
rôles primitifs, peuvent être suffisantes pour calculer la distance entre n’importe quel
couple de concepts définis enALE .
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Une distanced est ditesémantiquesi et seulement si elle vérifie les propriétés
suivantes, appeléespropriétés sémantiques:
1) si A≡B alors d(A,B) = 0 : la distance entre deux concepts équivalents est nulle.
2) si A v B v C alors d(A,B)≤ d(A,C) : la distance entre un concept avec un
subsumant direct est inférieure à sa distance avec n’importe quel autre subsumant.
3) si Au Bv ⊥ alors d(A,B) =∞ : la distance entre deux concepts incompatibles
est infinie.
Cette distanced est sémantique car elle permet d’exprimer certaines relations sé-
mantiques intuitives entre les concepts, relatives à la ressemblance entre les concepts,
comme le fait que la distance entre deux concepts équivalents est nulle. Nous voulons
qu’une telle distance sémantique soit aussi une distance mathématique et elle doit
alors vérifier les axiomes suivants :
– d(A,B) = 0⇔ A = B (séparation)
– d(A,B) = d(B,A) (symétrie)
– d(A,C)≤ d(A,B) + d(B,C) (inégalité triangulaire)
6. Une proposition de distance sémantique pourALE
Dans ce paragraphe, nous introduisons une distanced dansALE vérifiant toutes
les propriétés sémantiques et les axiomes d’une distance mathématique, avec :
v_arc(A,⊥) =∞ où A subsume directement ⊥
d(A, B) = n_arc(A, SPS(A, B)) + n_arc(B, SPS(A, B))
= n_arc(A, SPG(A, B)) + n_arc(B, SPG(A, B))
oùv_arc est la valeur d’un arc séparant deux concepts (v_arc(A,B) est égale à 1 sauf
pour les concepts subsumant directement⊥) et n_arc(A,B) représente le nombre
d’arcs entre A et B dans un treillis de concepts complet à travers leur SPS, c’est à dire
le chemin minimal de A à B en passant par leur SPS, ou à travers leur SPG (de même
c’est le chemin minimal entre A et B en passant par leur SPG) en prenant en compte
de la valeur des arcs entre eux (le SPS et le SPG de deux concepts dans un treillis de
concepts complet définis enALE sont uniques).
Pour calculer la longueur d’un chemin entre deux concepts, une méthode simple
consiste à compter le nombre d’arcs intermédiaires qui existent entre eux dans un
treillis de concepts complet. L’algorithme dans la section 7 explique la façon de trou-
ver les concepts intermédiaires entre deux concepts. Cette distance qui permet de cal-
culer la proximité entre deux concepts définis enALE possède l’avantage d’être à la
fois une distance sémantique et une distance mathématique.
La longueur de chemin entre A et B calculée par notre distance est analogue à la
mesure proposée par [WU 94]. Cependant, ici il est possible d’évaluer la similarité
entre deux concepts définis enALE et non seulement entre concepts atomiques d’une
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hiérarchie prédéfinie. La distance peut ne pas être calculée en tenant compte du SPS
de deux concepts, à cause de la complexité de son calcul dansALE , mais elle peut
être calculée en prenant en compte leur SPG.
Les preuves que notre distance est sémantique et mathématique sont données en
détail dans le rapport [MAA 07].
7. Une distance entre concepts définis enALE
Nous présentons un algorithme permettant de générer les concepts intermédiaires
entre deux concepts A et B codés enALE et leur SPG. Le calcul des concepts inter-
médiaires entre (A, SPG(A,B)) et (B, SPG(A,B)) est utile pour pouvoir les compter et
déterminer ainsi la distance entre eux. Comme SPG(A,B) dansALE est équivalent à
(A u B) alors les concepts entre A et (Au B) sont de la forme (Au D) où D subsume
B : le concept (Au D) est plus spécifique que A et plus général que (Au B). De
même, les concepts intermédiaires entre B et (Au B) sont de la forme (Bu E) où E
subsume A. Par exemple, dans la figure 2, nous obtenons les résultats suivants, pour
les conceptsA et B :
A ≡ Technician u ∃competency.(Java u Network)
B ≡ Engineer u ∃competency.Java
SPG(A, B) = Technician u ∃competency.(Java u Network) u Engineer
Y = Engineer u ∃competency.Java u ∃competency.Network
Tous les concepts intermédiaires entreA et B sont des la formeB u D où D est
un subsumant deA. En effet, le conceptY est plus spécifique queB et plus général que
SPG(A, B), et Y est de la formeBu∃competency.Network où ∃competency.Network
est un subsumant deA.
Le calcul des concepts intermédiaires entreA, B et leur SPG, se fait selon l’algo-
rithme suivant :
– calculer les subsumants de A et les subsumants de B,
– construire le concept Au B (concept correspondant à SPG(A,B)),
– construire les concepts de la forme (Au D) où D subsume B et les classer entre
A et SPG(A,B) (ceci permet de construire tous les concepts intermédiaires entre A et
SPG(A,B)),
– construire les concepts de la forme (Bu E) où E subsume A et les classer entre
B et SPG(A,B) (après cette étape les concepts intermédiaires entre A, B et leur SPG
sont alors tous construits).
Le calcul des subsumants d’un concept défini enALE (nécessaires pour la construc-
tion de concepts intermédiaires entre deux concepts) se fait comme suit. Soit A un
concept défini enALE et γ(A) l’ensemble des subsumants de A.γ(A) est construit
12 1re soumission àLMO.
de la façon suivante :
– γ(A) ← {A,>} si A est un concept atomique ou la négation d’un concept
atomique etA 6= ⊥.
– γ(A)← {C ′ uD′} oùC ′ ∈ γ(C) etD′ ∈ γ(D) si A = C uD etA 6= ⊥.
– γ(A)← {
i
∃r.Ci} oùCi ∈ γ(C) si A = ∃r.C etA 6= ⊥.
– γ(A)← {∀r.C ′} oùC ′ ∈ γ(C) si A = ∀r.C etA 6= ⊥.
Ces règles sont appliquées jusqu’à saturation (il n’est plus possible d’appliquer
aucune règle). Par exemple, l’application de cet algorithme sur le conceptA permet
d’engendrer l’ensembleS de tous les subsumants deA :
A ≡ Technician u ∃competency.(Java u Network)
S = {Technician,
∃competency.Java,
∃competency.Network,
∃competency.Java u Network,
∃competency.Java u ∃competency.Network,
Technician u ∃competency.Java,
Technician u ∃competency.Network,
Technician u ∃competency.Java u ∃competency.Network,
∃competency.>,
Technician u ∃competency.>,
>}
L’algorithme général implémentant notre distance est très simple et fait appel à
l’algorithme permettant de générer les concepts intermédiaires entre deux concepts
A et B, puis compte le nombre d’arcs entre les concepts, tout en tenant compte des
valeurs des poids des arcs (voir section 6).
8. Conclusion et perspectives
Cet article a proposé une distance sémantique entre deux concepts définis avec la
logique de descriptionsALE . La distance entre deux concepts correspond à la lon-
gueur d’un chemin dans un treillis de concepts complet, généré automatiquement, à
partir des SPS et des SPG des concepts considérés. Contrairement au travaux existants,
la distance entre deux concepts ne nécessitent pas des informations supplémentaires
(modèle de probabilité, base d’instances,...).
Dans des futurs travaux, nous voulons étendre notre distance pour prendre en
compte une logique de descriptions plus expressive. Dans un premier temps, nous
voulons introduire le constructeur “t”. Cependant, l’ajout de ce constructeur en-
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traîne un nombre infini de subsumants pour tout concept et donc un nombre infini
de concepts entre chaque couple de concepts A et B tel que AvB. Par exemple,
∃r.A v . . . v ∃r(A t ∃r) v . . . v ∃r.A t (∃r.A t (∃r.A t (∃r . . .))) v ∃r.>.
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