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a b s t r a c t 
Background: Worldwide, hospitals face pressure to reduce costs. Some respond by working with a reduced 
number of nurses or less qualified nursing staff. 
Objective: This study aims at examining the relationship between mortality and patient exposure to shifts 
with low or high nurse staffing. 
Methods: This longitudinal study used routine shift-, unit-, and patient-level data for three years (2015–
2017) from one Swiss university hospital. Data from 55 units, 79,893 adult inpatients and 3646 nurses 
(2670 registered nurses, 438 licensed practical nurses, and 538 unlicensed and administrative personnel) 
were analyzed. After developing a staffing model to identify high- and low-staffed shifts, we fitted logistic 
regression models to explore associations between nurse staffing and mortality. 
Results: Exposure to shifts with high levels of registered nurses had lower odds of mortality by 8.7% 
[odds ratio 0.91 95% CI 0.89–0.93]. Conversely, low staffing was associated with higher odds of mortality 
by 10% [odds ratio 1.10 95% CI 1.07–1.13]. The associations between mortality and staffing by other groups 
was less clear. For example, both high and low staffing of unlicensed and administrative personnel were 
associated with higher mortality, respectively 1.03 [95% CI 1.01–1.04] and 1.04 [95% CI 1.03–1.06]. 
Discussion and implications: This patient-level longitudinal study suggests a relationship between regis- 
tered nurses staffing levels and mortality. Higher levels of registered nurses positively impact patient 
outcome (i.e. lower odds of mortality) and lower levels negatively (i.e. higher odds of mortality). Contri- 
butions of the three other groups to patient safety is unclear from these results. Therefore, substitution 
of either group for registered nurses is not recommended. 
© 2021 The Authors. Published by Elsevier Ltd. 











hat is already known 
• For more than three decades, researchers have investigated the
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cross-sectional design; a design that does not allow causal in-
ference. 
• It is not clear from previous studies whether observed im-
provements in patient outcomes resulted from increased nurse
staffing or from systemic differences between high- and low-
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n  hat this paper adds 
• By its rich granularity, our study contributes to the understand-
ing of the association between nurse staffing and patient mor-
tality, looks at three groups of nurses as independent vari-
ables and explores high/low nurse levels on different shifts and
weekdays/weekends. 
• By reducing confounding from unmeasured differences between
different centers (e.g. different support infrastructures, leader-
ship and work environment factors), the study adds to the ev-
idence of a potentially causal link regarding the hypothesized
relationship between the number of registered nurses and pa-
tient mortality. 
• The findings reported here suggest that even in a healthcare
system offering high quality of care, with relatively high staffing
levels in comparison to other European countries patients still
benefit from high registered nurse staffed shifts. Furthermore,
we found exposure to low registered nurse staffed shifts in-
creasing the risk of mortality. 
. Introduction 
Hospitals are challenged to provide nurse staffing levels ad-
quate to ensure patient safety while maintaining reasonable
osts. For decades, the association between nurse staffing and pa-
ient outcomes has been of interest. As a result, nurse staffing
nd/or poor skill mixes have been correlated, for example, with
alls, nosocomial infections, and various complications linked more
pecifically to nursing care ( Driscoll et al., 2018 ; Kane et al., 2007 ).
ne of the most commonly analysed relationships is the one with
ortality clearly defined and available in routine data ( Van den
eede et al., 2007 ). 
The key driver of nurse workload variation is patient need,
hich fluctuates during the day and varies between units. It de-
ends largely on the patient-to-nurse ratio, which changes in
urn with patient turnover (admissions, discharges and trans-
ers between units) ( Blay et al., 2017 ). However, turnover af-
ects nurse workload not only in terms of patient numbers but
lso regarding the tasks associated with each admission and dis-
harge ( Aiken et al., 2013 ; Jennings et al., 2013 ). Both high pa-
ient turnover and high patient-to-nurse ratios are linked to a
igher likelihood of hospital-related mortality ( Driscoll et al., 2018 ;
ane et al., 2007 ). 
Although many studies have shown an association between
urse staffing and patient mortality, our understanding of that
ssociation remains incomplete. Several reasons have been de-
cribed, for example, the use of aggregated data over time or the
act that most studies use cross-sectional designs, which preclude
ausal inferences ( Griffiths et al., 2016 ; Twigg et al., 2011 ). Further,
y aggregating data at the hospital level or using mean patient-
o-nurse ratios, researchers have commonly ignored variation be-
ween units, between patients, and over time. Not accounting for
his variation might have diluted the association of nurse staffing
nd patient outcomes. Similarly, previous studies could not esti-
ate individual patient exposure to nurse staffing ( Twigg et al.,
011 ). This lack of detail limited the understanding of the asso-
iation between nurse staffing and patient mortality. 
As nurse-patient relationships occur on an individual level, ex-
osure to nurse staffing varies between patients on different shifts,
ays and units. To date, few nurse staffing studies have considered
ome or all of the following elements: (1) longitudinal designs;
2) shift-, unit-, and patient-level analysis; and (3) the contribu-
ions of nursing staff other than registered nurses (RNs) as inde-
endent variables ( Griffiths et al., 2018 ; Needleman et al., 2011 ;
eedleman et al., 2019 ). In a recent study, we analyzed fluctuations in patient count
nd nursing staff longitudinally at 30-minute intervals, 24 h per
ay over a period of three years in a large University Hospital
 Musy et al., 2020 ). Our findings indicated that, viewed on its own,
he considerable variability of the patient count throughout the
ay challenges the nursing staff to provide safe, reliable care. In
umerous other ways, that study’s descriptive analysis detected
nd described variability patterns for nurses, patients, and patient-
o-nurse ratios. For the current study, we have linked the same
taffing data to patient outcomes to explore mortality based on pa-
ients’ exposure to shifts with low and high numbers of RNs and/or
ursing assistants. Using a novel approach which models the devi-
tion of the long-term shift level nurse staffing, the analysis pro-
ides a perspective on what optimal staffing levels might consti-
ute. Furthermore, unlike previous studies, we will also examine
he effects of staffing between shifts and between weekdays and
eekends. 
. Methods 
.1. Study design and setting 
This is a retrospective, observational study using routinely col-
ected data from the one of the five Uni versity Hospital in Switzer-
and, which treats around 48,0 0 0 inpatients annually. Data of three
ears (2015–2017) were available for all departments, excluding
aediatrics and Maternity & Gynaecology as those populations have
ifferent nursing care requirements and complexities. The final




Our inclusion criteria targeted the following patients: 1) inpa-
ients; 2) adults (18 years old or older); 3) had no part of their
tay on any units not included in the study; 4) had no emergency
tays after their first day; and 5) whose records included complete
emographic and hospitalization information (see details in Fig. 1 ).
.2.2. Nurses 
To select our nurse sample, we divided the entire staff pro-
iding direct or indirect nursing care into three groups: 1) regis-
ered nurses (RNs), including those in supervisory positions (3–4
ears of tertiary/professional or university-based education); 2) li-
ensed practical nurses (LPNs) (3 years of secondary-level profes-
ional training); and 3) others , including unlicensed staff, for exam-
le, nursing aides (minimal education/training) and administrative
ersonnel. For further details, see Musy et al. (2020) . 
.3. Data sources and variables 
We collected data from two sources: (1) The tacs® nurse
taffing system, which records information on nurses’ direct and
ndirect care, patient turnover, working hours and unit: and (2)
edical discharge data, which includes patient demographics, ad-
ission and discharge details, diagnoses, and mortality. For further
etails on the merging process and variables relating to these data,
ee Musy et al. (2020) . In the final dataset, all patients, nurses and
nits were deidentified, leaving only department names. 
.3.1. Nurse staffing per unit-shift 
For this analysis, the number of nurses on key time points cor-
esponding to the night, morning, and evening shift were used.
his decision was made in order to avoid the high peaks of
urses during shift changes, thereby representing the number
S.N. Musy, O. Endrich, A.B. Leichtle et al. / International Journal of Nursing Studies 120 (2021) 103950 3 




































p  f nurses actually present on the shift (for further details see
usy et al. (2020) ). 
.3.2. Patient counts and turnover 
We computed the number of patients present for each shift for
ach unit across the full three years of data. The number of ad-
issions, discharges, and transfers (in and out) were calculated for
very unit at 30 min intervals. In order to represent the amount
f patient turnover for a full shift, the patient turnover values
ere summed individually for each shift and unit as follows: (1)
ight shift (22:30–06:00); (2) morning shift (06:30–14:00); and
3) Evening shift (14:30–22:00). As units have various shift times,
e decided to choose key time points (02:0 0, 10:0 0, and 18:0 0)
epresenting the middle of the shift, then to treat every shift
s an 8-hour period. The results represented all patient turnover
or each shift, day and unit. Admissions and inbound transfers
ere summed as entries, discharges and outbound transfers as
xits. .3.3. Patient characteristics 
We used the following patient characteristics to adjust for mor-
ality risk: (1) age (in years) at admission; (2) gender; (3) residence
efore hospital admission (home, home with home care, other hos-
ital (acute care), and other); (4) type of admission (emergency,
lanned, transfer within 24 h, and other); (5) decision-maker re-
arding admission (own volition/relatives, rescue service (police,
mbulance), physician, and other); (6) stay in Intensive Care –
resented two ways, i.e., hours spent in Intensive Care and di-
hotomized as a yes/no variable; (7) stay in emergency (presented
n the same two ways as the stay in Intensive Care) ; (8) length of
verall hospital stay; (9) number of transfers within the hospital;
nd 10) number of ICD-10-GM diagnoses (up to 50 were possible).
CD-10-GM stands for the “International Statistical Classification
f Diseases And Related Health Problems, 10th revision, German
odification” and is used in Switzerland to encode diagnosis. Elix-
auser comorbidity indices – calculated for the ICD-10-GM codes
sing the weighted summary score developed by van Walraven –
roved superior to simple co-morbidity counts ( Thompson et al.,




















































































































s  015 ). They have shown to improve the predictions of mortality,
urther details can be found elsewhere ( Elixhauser et al., 1998 ;
enendez et al., 2014 ; van Walraven et al., 2009 ). 
.3.4. Inpatient mortality 
At hospital discharge, each patient’s vital status (deceased or
live) was recorded, allowing creation of a binary variable: for our
urposes, each deceased patient was encoded with ‘1 ′ ; otherwise,
0 ′ . 
.4. Statistical analyses 
All statistical analyses were conducted using R, version 3.5.3 for
ac OS and Linux ( R Core Team, 2017 ). 
.4.1. Descriptive analysis 
For each department, unit-, daily-, and shift-level median and
nterquartile ranges were calculated for the raw numbers and
atient-to-nurse ratios regarding patients, RNs, LPNs, and Others.
s we expected dependencies between the three nurse groups,
e calculated unit- and shift-level Spearman’s rank correlation co-
fficients (results presented in Online supplemental file 1). The
trongest positive correlation ( ρ > 0.50) was observed between
Ns and Others for mornings; LPNs and Others had the strongest
egative correlation at night ( ρ < −0.80). Based on these depen-
encies, we chose a multivariate model for nurse staffing. Finally,
haracteristics of patients who survived and those who died were
ompared using Cohen’s d ( Austin, 2011 ). 
.4.2. Mortality model 
A two-step approach was used. First, for each of the 55 units,
ased on the number of patients, the shift (morning = reference),
he day of the week (Monday = reference), the number of entries
nd exits, and the median Elixhauser index value per weekday and
hift, a multivariate Poisson model was used to calculate the ex-
ected number of nurses (RNs, LPNs, and Others) on duty. To cal-
ulate the observed-over-expected ratio (O/E) for each shift, unit,
ay of the week, and group of nurses, we divided the actual num-
er of nurses present (observed) by the expected value. An O/E be-
ow 1 indicates fewer nurses present than expected; an O/E above
 indicates more. 
The main advantage of the O/E ratio is that, because it is based
n unit characteristics, a chosen threshold is comparable across
nits. We used it to estimate low or high staffing shifts. As no
onsensus exists on what is low or high, we chose arbitrary cut-
ffs of O/E median plus half for high staff and minus half for low
taff, which was also used in our descriptive analysis ( Musy et al.,
020 ). 
For every patient’s stay, cumulative counts of high and low RNs,
PNs, and Others were computed for each unit, day type (week-
ay/weekend) and shift, leading to 6 staffing variables. To explore
ssociations with mortality, we applied logistic regression to ev-
ry patient’s demographics, clinical data, and those 6 variables. We
etermined the best fitting model by backward selecting variables
ased on the Akaike information criterion (i.e. as low as possible)
nd the variable’s contribution to the model quality (i.e., decreas-
ng residual deviance). The variables with the lowest contribution
o the model quality were dropped until an appropriate model
as found. As a sensitivity analysis, we developed two other mod-
ls for the first 5 days of each patient stay (using similar thresh-
lds to those used in previous longitudinal studies) ( Griffiths et al.,
018 ; Needleman et al., 2011 , 2019 ) and for the highly detailed 36
taffing variables (high and low for the three nurse groups for the
hree shifts and for weekday/weekend). .5. Ethical considerations 
Based on Swiss legislation on research with humans, data ac-
uisition from the Inselspital (University Hospital of Bern) for this
ype of research was outside the purview of the Cantonal Ethics
ommission of Bern (Req-2016–00618). All data involving patients,
urses, and units were deidentified. 
. Results 
.1. Participants 
Fig. 1 shows the number of cases corresponding to each patient
riterion. Of 128,484 inpatient cases, 79,893 (62.2%) were finally
ncluded, along with 3646 nurses (2670 RNs (73.2%), 438 LPNs
12.0%), and 538 Others (14.8%)) across 55 units. 
.2. Descriptive analysis 
.2.1. Overview 
Table 1 provides an overview of the departments and units in-
luded (see also Online supplemental file 1 for each unit). The me-
ian number of nurses per unit decreased through the day (highest
n the morning and lowest at night), with a corresponding increase
n the patient-to-nurse ratio. Patient-to-RN ratios ranged between
.3 and 2.2, between 2.0 and 3.7, and between 3.7 and 11.0 re-
pectively for the morning, afternoon, and night shifts. The lowest
atient-to-nurse ratios were observed in Intensive Care, with values
pproaching 1.0. LPNs and Others had a median of 0.0–1.0 nurse
or almost all shifts; therefore, the patient-to-nurse ratio ranged
etween indeterminate (denominator of 0.0 nurses) and 10.5. 
.2.2. Comparison between patients’ demographics variables of alive 
nd mortality cohort 
Table 2 shows the results of our comparison between pa-
ients who were discharged alive ( n = 77,663) and those who
ied ( n = 2230) during their hospitalization. The number of de-
eased patients represents 2.9% of the total patient population
 n = 79,893). Large differences were observed for the type of
dmission, stay in ICU (yes/no), number of diagnosis, and Elix-
auser comorbidity score. In comparison to patients discharged
live, those who died were on average 10 years older, were admit-
ed predominantly (70%) from emergency, stayed on average two
ays longer in hospital, had around twice the mean number of di-
gnoses, stayed longer in ICU, and had double the mean Elixhauser
omorbidity score. Patients who died were overall exposed to more
hifts with low nurse staffing (0.69) than patients alive (0.44) at
ischarge. 
.3. Mortality predictive model 
The staffing models with detailed unit-level coefficients are dis-
layed in Online supplemental file 2. Fig. 2 displays the percent-
ges of low and high shifts for each department and nurse group
RNs, LPNs, Others). The percentages ranged from 0.9 to 9.2% and
.7–16.2% for RNs for low and high, respectively. For LPNs, it ranges
rom 4 to 14.4% and 10.8–21.6% for low and high, respectively. Fi-
ally, for Others, both have similar ranges from 8.1% to 17.8%. On-
ine supplemental file 3 displayed the same results on unit- and
hift-level. 
The mortality model in Table 3 presents only the staffing vari-
bles (see Online supplemental file 4 for patients’ demograph-
cs). High RN staffing was associated with lower odds of mortal-
ty ( −8.7%), whereas low staffing was associated with higher odds
f mortality ( + 10%). Findings for LPNs and Others were not con-
istent. However, both high and low LPN staffing were associated
S.N. Musy, O. Endrich, A.B. Leichtle et al. / International Journal of Nursing Studies 120 (2021) 103950 5 
Table 1 
Median and interquartile ranges for the numbers of nurses and patients, as well as unit- and shift-level patient-to-nurse ratios for each department. 
Units Shifts PRR PLR POR Patients (N) 
Internal Medicine 6 Morning 2.0 [1.6–2.5] 6.0 [0.0–11.0] 8.2 [5.0–13.0] 13.0 [11.0–16.0] 
Evening 3.5 [2.5–5.0] 0.0 [0.0–10.0] 3.7 [0.0–12.0] 13.0 [11.0–15.0] 
Night 9.0 [6.0–12.0] 0.0 [0.0–0.0] 0.0 [0.0–0.0] 13.0 [11.0–16.0] 
Cardiology & Cardiovascular Surgery 11 Morning 1.3 [1.0–1.8] 0.0 [0.0–6.0] 5.0 [3.0–7.0] 8.0 [5.0–10.0] 
Evening 2.0 [1.2–3.3] 0.0 [0.0–0.0] 5.0 [1.5–8.0] 7.0 [5.0–9.0] 
Night 3.7 [2.0–7.0] 0.0 [0.0–0.0] 0.0 [0.0–7.0] 7.0 [5.0–9.0] 
Intensive Care 8 Morning 0.6 [0.5–0.8] 0.0 [0.0–4.0] 2.5 [1.7–3.5] 5.0 [4.0–6.0] 
Evening 0.7 [0.5–1.0] 0.0 [0.0–0.0] 3.5 [2.0–5.0] 5.0 [4.0–6.0] 
Night 1.0 [0.8–1.5] 0.0 [0.0–0.0] 5.0 [0.0–6.0] 6.0 [4.0–6.2] 
Neurology, Neurosurgery, Otolaryngology, Head 
and Neck Surgery, & Ophthalmology 
10 Morning 2.2 [1.6–3.0] 5.5 [0.0–10.0] 7.0 [3.7–11.0] 12.0 [9.0–15.0] 
Evening 3.5 [2.2–5.0] 0.0 [0.0–9.0] 5.5 [0.0–11.0] 11.0 [8.0–14.0] 
Night 8.0 [4.5–12.0] 0.0 [0.0–0.0] 0.0 [0.0–11.0] 11.0 [9.0–14.0] 
Visceral Surgery and Medicine, Gastroenterology, 
Thoracic Surgery, & Pulmonology 
5 Morning 2.0 [1.6–2.6] 6.3 [1.4–10.5] 8.5 [5.7–13.0] 15.0 [10.0–18.0] 
Evening 3.6 [2.6–5.0] 0.0 [0.0–7.0] 10.5 [6.0–15.0] 14.0 [10.0–17.0] 
night 7.0 [5.0–8.5] 0.0 [0.0–0.0] 0.0 [0.0–14.0] 14.0 [10.0–17.0] 
Haematology & oncology 4 morning 2.2 [1.7–3.0] 7.0 [0.0–10.5] 6.3 [3.0–9.0] 10.0 [6.0–17.0] 
Evening 4.7 [2.8–6.0] 2.0 [0.0–9.0] 8.0 [0.0–15.0] 10.0 [6.0–16.0] 
Night 7.0 [3.8–9.0] 0.0 [0.0–0.0] 0.0 [0.0–4.0] 10.0 [6.0–16.0] 
Orthopaedics & Plastic Surgery 5 Morning 2.0 [1.6–2.5] 5.0 [0.0–11.0] 9.0 [5.0–12.0] 12.0 [11.0–14.0] 
Evening 4.0 [3.0–5.5] 0.0 [0.0–0.0] 10.0 [6.0–12.0] 11.0 [9.0–13.0] 
Night 11.0 [7.0–13.0] 0.0 [0.0–0.0] 10.0 [0.0–13.0] 12.0 [10.0–13.0] 
Dermatology, Urology, Rheumatology, & 
Nephrology 
6 Morning 2.1 [1.6–3.0] 5.0 [2.3–8.0] 6.0 [3.0–11.0] 12.0 [7.0–15.0] 
Evening 3.7 [2.5–5.5] 0.0 [0.0–7.0] 6.0 [0.0–12.0] 11.0 [6.0–14.0] 
Night 7.0 [5.0–12.0] 0.0 [0.0–2.0] 4.0 [0.0–12.0] 11.0 [6.0–15.0] 






































































p  ith lower odds of mortality −2.7% and −1.5%, respectively. For
thers, both high and low were linked to higher mortality odds
 + 2.6% and + 4.4%, respectively). A sensitivity analysis using logis-
ic modeling for the first five days of patients’ stays, as well as 36
taffing variables (for shift and weekdays/weekends) provided sim-
lar results (see Online supplemental file 4). 
. Discussion 
.1. Main results 
For RNs, we found consistent results: shifts with high RN lev-
ls were associated with decreased odds of mortality, shifts with
ow RN levels with increases. Findings for LPNs and Others were
ot consistent, with effects going in different directions (i.e., both
igher and lower staff levels appeared to be associated with both
ower and higher odds of mortality). Our results support and
dd detail to those of previous studies to use longitudinal de-
igns and shift-/daily-, unit-, and patient-level analyses of nurse
taffing ( Griffiths et al., 2018 a; Needleman et al., 2011 , 2019 ). All
hree reported similar findings regarding the effects of low RN
taffing on mortality. The three studies used Cox regression models
hazard of mortality increased by 2% −3%) ( Griffiths et al., 2018 a;
eedleman et al., 2011 , 2019 ). In our study, we found higher odds
f mortality ( + 10%) for lower staffed shifts, but also lower odds of
ortality for better staffed shifts ( −8.7%). Although our effect sizes
annot be compared directly with the aforementioned studies, the
esults reflect the same trend: a higher number of RNs is associ-
ted with lower rates of mortality. 
We found a positive effect of more nurses on mortality in
his Swiss hospital. Switzerland is known internationally to offer
igh quality of care, with relatively high-staffed hospitals com-
ared to most other European countries ( Fullman et al., 2018 ;
ermeus et al., 2011 ). Our approach used the median number of
urses present over the three years and investigated the devia-
ions from it. This means that if “more” RNs than usual is improv-ng mortality, the hospital has certain shifts where the long-term
arget (OE = 1) seems to be too low. 
We focused not only on RNs, but also LPNs and Others as
ndependent variables in order to consider each group’s poten-
ial contributions to patient mortality ( Griffiths et al., 2018 a;
eedleman et al., 2019 ). To our knowledge this is the first study
onsidering shifts with not only low, but also high staffing allow-
ng us to explore whether the current staffing levels are appropri-
te and whether increases in staffing might be linked with lower
ortality. Compared to Needleman et al. (2019 ), we also analyzed
ne additional nursing staff category, as we did not combine LPNs
ith Others. This is of high relevance as it provides a perspec-
ive on shifting of tasks to less qualified staff groups. As LPNs and
ther associate degrees are a growing staffing group in healthcare
ystems worldwide, their effects are of high interest not just in
witzerland ( Saudi Patient Safety Center and International Council
f Nurses, 2019 ). 
LPNs and Others provided inconsistent results. For example,
hifts with high numbers of LPNs were negatively associated with
ortality, but also for shifts with low numbers. Similarly, high
nd low staffing of Others (including unlicensed and administra-
ive personnel) correlated respectively with higher mortality. In the
vening, mortality may increase because the least qualified nurse
roup, unlicensed personnel will less likely detect subtle signs of
ealth deterioration in patients ( Brown et al., 2014 ; Subbe et al.,
017 ; Vincent et al., 2018 ). Our findings are in line with previous
tudies that confirmed RNs’ beneficial impact on patient mortality
 Buchan et al., 2017 ; Griffiths et al., 2018 ). The ongoing lack of con-
lusive data regarding LPNs’ and Others’ indicate a need both for
urther research as independent variables and for caution in their
eployment. 
Unlike previous researchers, we used an intermediate step to
alculate low and high staff variables. Also, instead of nurse hours
er patient day ( Griffiths et al., 2018 a; Needleman et al., 2011 ,
019 ), we used actual numbers of nurses to gage high or low
taffing. The O/E ratio is commonly used elsewhere for provider
rofiling, i.e., comparing quality of care, use of resources among
6 S.N. Musy, O. Endrich, A.B. Leichtle et al. / International Journal of Nursing Studies 120 (2021) 103950 
Table 2 
Comparison between patients’ demographics variables of alive and mortality cohort. 
Alive cohort ( n = 77,663) Mortality cohort ( n = 2230) Cohen’s d 
Age (mean (SD)) 60.41 (17.63) 70.31 (14.69) 0.61 
Gender female (%) 41 41.3 0.01 
Stay before admission to hospital (%) 0.37 
Home 81.2 65.2 
Home with home care 0.7 2.3 
Other hospital (acute care) 15.4 28.3 
Other 2.7 4.2 
Type of admission (%) 0.93 
Emergency 38.9 70.2 
Announced/planned 49.2 11.0 
Transfer 11.1 18.5 
Other 0.8 0.3 
Source of referral (%) 0.62 
Own volition/relatives 10.6 6.4 
Rescue service (police, ambulance) 11.9 37.4 
Physician 77.2 56.1 
Other 0.2 0.1 
Stay in ICU, hours (mean (SD)) 6.06 (38.35) 52.21 (120.14) 0.52 
Stay in ICU = yes (%) 10.9 60.5 1.21 
Stay in emergency, hours (mean (SD)) 1.73 (3.44) 2.88 (5.97) 0.24 
Stay in emergency = yes (%) 40.6 74.3 0.73 
LOS (mean (SD)) 5.95 (7.42) 8..05 (11.01) 0.22 
Number of intra-hospital transfers (mean (SD)) 0.70 (1.07) 1.24 (1.70) 0.38 
Number of ICD-10-GM diagnoses (mean (SD)) 7.73 (6.01) 14.04 (8.98) 0.83 
Elixhauser comorbidities by van Walraven (mean (SD)) 6.40 (8.11) 15.51 (10.45) 0.97 
Cumulative count of shifts with…
low RN (mean (SD)) 0.44 (1.21) 0.69 (2.27) 0.14 
high RN (mean (SD)) 2.28 (3.01) 2.33 (3.88) 0.02 
low LPN (mean (SD)) 1.40 (2.26) 1.70 (3.06) 0.11 
high LPN (mean (SD)) 3.05 (5.88) 3.71 (5.73) 0.11 
low Other (mean (SD)) 2.08 (3.45) 3.19 (5.64) 0.24 
high Other (mean (SD)) 2.60 (3.54) 3.89 (5.66) 0.27 
Interpretation of Cohen’s D: 0.2 = small difference, 0.5 = medium difference, and 0.8 large difference. RN = registered nurse; LPN = licensed practical nurse; Other = unli- 
censed and administrative personal. 
Table 3 
Staffing variables in the mortality model split by nurse group with odds ratios and 95% confidence intervals, p-values, and percentages. 
Coefficients [95% CI] P value Difference in odds of death 
Cumulative count of shifts with low/high numbers of staff
RN Low 1.10 [1.07–1.13] < 0.001 + 10% 
High 0.91 [0.89–0.93] < 0.001 −8.7% 
LPN Low 0.99 [0.96–1.01] 0.235 −1.5% 
High 0.97 [0.96–0.99] < 0.001 −2.7% 
Other Low 1.04 [1.03–1.06] < 0.001 + 4.4% 












































edical providers and to reflect overall performance ( Galvan-
urner et al., 2015 ; Ibáñez et al., 2009 ). It is also a simple statistical
ethod for standardization ( MacKenzie et al., 2015 ; Manda et al.,
012 ). In our case, we needed to standardize the expected num-
er of nurses (RNs, LPNs, and Others) based on unit characteris-
ics. As the number of nurses is often unit-specific, our model in-
luded separate calculations for each unit’s ratio (hence the ab-
ence of a multilevel approach). The O/E ratio describes what
s the usual expected nurse staffing level given the unit’s char-
cteristics. We used the deviation from the expected number
f nurses in order to see the impact of more and less nurses
han the median. Finally, an explicit O/E staffing model is also
exible in integrating additional workload indicators, while pro-
iding results comparable to those reported elsewhere in this
eld. 
Concerns have been raised that the association of mortal-
ty to nursing care may be overstated, since the hospital envi-
onment is a multidisciplinary collaboration and thus mortality
s the result of several elements not only due to nursing care.
uch effects might be relatively small in the given design since
taffing variability in this study is over-time rather than between
ites. .2. Limitations 
While our study has several noteworthy strengths, including its
ongitudinal design and shift-, unit-, and patient-level analysis, it
lso has some limitations. One was the choice of cut-off thresh-
lds of double and half of the median O/E. As no consensus ex-
sts regarding how optimal staffing levels are defined ( Saville et al.,
019 ), we chose these based on our experience conducting an ear-
ier descriptive study ( Musy et al., 2020 ). Numerous cut-off thresh-
lds have been used elsewhere, including the mean, target level
nd 75% below the median ( Fagerström et al., 2018 ; Griffiths et al.,
018 ; Needleman et al., 2011 , 2019 ). This variation indicates a
eed for a standard method of determining a level appropriate to
chieve optimal patient outcomes ( Needleman and Shekelle, 2019 ).
s noted above, we have no evidence that our chosen thresholds
ere optimal. And it is possible that a different cut-off thresh-
ld should be used for each nurse group, unit, or shift. Further-
ore, the median value of O/E, depends on the observed number
f nurses. If a unit is continually under- or overstaffed, the O/E
edian and cutoff thresholds would be skewed accordingly. How-
ver, this problem assumes an empirical process of deriving those
hresholds. 









































































Orthopaedics & Plastic Surgery Visceral Surgery and Medicine, Gastroenterology,Thoracic Surgery, & Pulmonology
Internal Medicine Neurology, Neurosurgery, Otolaryngology, Head andNeck Surgery, & Ophthalmology
Haematology & Oncology Intensive Care
Cardiology & Cardiovascular Surgery Dermatology, Urology, Rheumatology, & Nephrology



























Level Unusually high Normal range Unusually low











Regarding the groups of nurses, two points should be high-
ighted. First, as the Others group represented a combination of
nlicensed and administrative personnel, we could not attribute
hich group has which effect. Splitting the Others variable would
ave offered added value, but was not possible given our sam-le’s scarcity of data in this staff group. Second, as the sam-
le unit staffs generally included few external nurses or students
three-year daily median: 0), and as (for administrative reasons)
ur datasets included no working time data for them, these groups
ere excluded even from our descriptive analysis. 

















































































































Another limitation was that we did not use interaction terms.
ue to the number of staffing variables, meaningful incorporation
f interactions was challenging. Nevertheless, future studies should
xplore interactions. Needleman et al. (2019) – treating low RN
taffing and low nursing support as a single variable – might be
orthwhile to explore ( Needleman et al., 2019 ). 
Finally, the study was undertaken in a single hospital, further
nvestigations will thus be needed. 
. Conclusion 
This high-granularity longitudinal study indicates a possible
elationship between high RN staffing levels and improved pa-
ient mortality ( Driscoll et al., 2018 ; Fagerström et al., 2018 ;
riffiths et al., 2018 ; Kane et al., 2007 ; Needleman et al., 2011 ,
019 ). It also eliminates alternative explanations for the associa-
ion between nurse staffing and mortality, making a causal link
ore likely ( Shekelle, 2013 ). Including this study, four longitudi-
al studies using shift-/daily, unit-, and patient-level analysis have
onsistently linked low RN staffing levels with increases in mor-
ality. Nevertheless, uncertainty remains concerning the outcomes
ost directly linked to the quality of nursing care (e.g. pressure
lcers). Understanding such outcomes is imperative to accurately
uantify nurses’ contribution to patient care. To our knowledge,
he current study is the first to examine the association of nurse
taffing with mortality in Switzerland. Knowing the high quality
f Swiss hospital environments, the findings suggest that even in
he Swiss system, patients both benefit from high RN-staffed shifts
nd suffer (i.e., higher risk of death) from low RN staffing. As noted
bove, while results for LPNs and Others need further research, one
lear implication is that substituting them for RNs is not advisable.
inally, research about what constitutes appropriate nurse staffing
s urgently needed. 
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