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Abstract. Testing the joint independence of variables and equality of covariance
matrix has long been an interesting issue in statistics inference. To overcome the
sparseness of data points in high-dimensional space and deal with the general cases,
we suggest several projection pursuit type statistics. Some results on the limiting
distributions of the statistics are obtained. Some properties of Bootstrap approxi-
mation are investigated. furthermore, for computational reasons an approximation
for the statistics the based on Number theoretic method is applicated. Several
simulation experiments are performed.
1. Introduction
Suppose that $n$ multivariate observations $\mathrm{z}_{1},\ldots,$ $\mathrm{z}_{n}$ are collected, and that
$\mathrm{z}_{i}=(\mathrm{z}_{i}^{(1)}, \ldots, \mathrm{z}_{i}^{(d)})$ , where $\mathrm{z}_{i}^{(j)},$ $j=1,$ $\ldots,$ $d$ , are made up of $p_{j}$ components
respectively and $\sum_{j=1}^{d}p_{j}=p$ . A common issue is to test the joint independence
of $d$ sets of variables $\mathrm{z}_{i}^{(1)},\ldots,\mathrm{z}_{i}(d)$ . Several tests based on the empirical measure
have been $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{p}_{0}\mathrm{s}\mathrm{e}\mathrm{d}\vee$ When $p=2$ and $p_{1}=p_{2}=1$ , for instance, the chi-square
test is available. In general case, Blum, Kiefer and Rosenblatt (1961) proposed a
nonparametric distance test(B-K-R test). They suggested using
(1.1) $D_{n}= \sqrt{n}\sup_{t\in R^{p}}|\frac{1}{n}\sum_{i=1}^{n}I(\mathrm{z}_{i}\leq \mathrm{t})-\prod_{=j1}^{p}(\frac{1}{n}\sum^{n}Ii=1(Zi(j)\leq t^{(j)}))|$ ,





the $\mathrm{u}\mathrm{n}\mathrm{d}.\mathrm{e}\mathrm{r}1- \mathrm{y}\mathrm{i}\mathrm{n}\mathrm{g}\mathrm{d}\mathrm{i}\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{b}\mathrm{u}\mathrm{t}\mathrm{i}_{0}\mathrm{n}backslash \cdot \mathrm{o}\mathrm{f}..\mathrm{z}$ has a density
function.
Clearly a similar version of B-K-R test can be applied to treat the problem of
testing the joint independeItce of $\mathrm{z}^{(j)},$ $j=1,$ $\ldots,$ $d$ . However, when the dimension
$p$ is large, then sparseness problem.of the sample points in high-dimensional space
will be encountered unless the size of sample is gigantic. $0$’ne can refer to Huber
$\backslash (1985)$ and references therewith. , $\mathrm{A}\mathrm{s}$ projection pursuit technique is a very useful
tool for overcoming such a problem of sparseness of sample points, our aim in
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this paper is to develop some tests based on the eempirical measure and projection
pursuit technique. :
$-$
On the other hand, in order to determine the critical values, one need to know
the properties of the samplin$\mathrm{g}$ or limiting distributions of the test statistics pro-
posed. Similar to B-K-R test, accurate expressions of the samplin$\mathrm{g}$ and limiting
distributions of our test statistics depend on the underlying distribution of $\mathrm{z}$ and
are not tractable. In this paper, we use the bootstrap method introduced by Efron
(1979) to estimate the null distributions of the test statistics.
Furthermore, th..e exact critical value of the test statistics, similar to that of
B-K-R test, may be difficult to obtain because the test statistics proposed are the
supremum and integration of function based on sample over uncountable sets in
the .Euclidean s.pace, and may be hard to compute. Instead, one may. have to
resort to compute the values over a finite number of search sets. As in Beran and
Miller (1986), a stochastic approximation can be used. We in this chapter also
suggest another approximation derived by Number-theoretic method (e.g. Fang
and Wang (1994) $)$ . This section is organized in such a way: Section 2 presents
the construction of the test statistics. The bootstrap approximation is discussed
in the same section. Number theoretic method is described in Section 3. Section
4 contains some simulation experiments and a real-life example to which the new
tests are applied. Section 5 are Tests of Elliptical symmetry of Distribution.
2 Construction of Tests and Bootstrap Approximations
2.1 Test statistics and their asymptotic properties
Let $F_{l}(\mathrm{t})$ be the distribution function of $\mathrm{z}$ and let $F_{l^{(j)}}(\mathrm{t}^{(\mathrm{j})}),$ $j=1,\ldots,$ $d$ , be the
distribution function of $\mathrm{z}^{(j)}.\dot{\mathrm{A}}\mathrm{s}$ is $\mathrm{k}\mathrm{n}\dot{\mathrm{o}}\mathrm{w}\mathrm{n},$ $\mathrm{Z}^{(},jj$) $=1,$ $\ldots,$ $d$ , arejointly independent
if and only if $F_{\mathrm{z}}( \cdot)\equiv\prod_{j=1}^{d}F_{l^{(j)}}(\cdot)$ . This is the basis of constructing B-K-R test.
In order to construct our tests via $\mathrm{p}\mathrm{r}\mathrm{o}\mathrm{j}\mathrm{e}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\prime \mathrm{n}$ pursuit technique, we give another
version of necessary and sufficient condition of the joint independence of $\mathrm{z}^{(j)}’ \mathrm{s}$ .
Define
(2.1) $S_{j}=\{\mathrm{a}_{j} : ||\mathrm{a}_{j}||=1, \mathrm{a}_{j}\in R^{p_{\mathrm{j}}}\}$ , $j=1,$ $\ldots,$ $d$ , .
where the notation $||\cdot||$ stands for the Euclidean norm in $R^{p_{j}}$ .
LEMMA 2.1. $\mathrm{z}^{(1)},$ $\ldots,$ $\mathrm{z}^{(d)}$ are join$tlx$ independent of each other if and on$ly$ if
$\mathrm{a}_{1}^{\mathcal{T}}\mathrm{z}^{(}1),$
$\ldots$ , $\mathrm{a}_{d}^{T}\mathrm{z}^{(}d$) arejointly independent of each other for all $\mathrm{a}_{j}\in S_{j},j=1,$ $.-$. $.d’$ .
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Proof. The necessity is obvious. We now show the sufficiency. Let $\varphi \mathrm{a}_{j}^{\tau}\mathrm{z}^{(}j\rangle$ $(h\mathrm{j})$
and $\varphi_{\mathrm{g}}(j)(\mathrm{h}j)$ be, respectively, the characteristic functions of $\mathrm{a}_{j}^{\tau}\mathrm{z}^{(j}$ ) and $\mathrm{z}^{(j)}$ . It
is easy to see that $\varphi \mathrm{a}_{j}\mathrm{z}\tau(\mathrm{j})(hj)=\varphi_{\mathrm{z}^{(j)}}(hj\mathrm{a}_{j})$ for $j=1,$ $\cdots,$ $d$. Furthermore, let
$\varphi_{\mathrm{a}_{1}^{\tau}}\mathrm{z}^{(1)},\cdots,\mathrm{a}_{d}^{\tau}\mathrm{z}(d)(h_{1}, \cdots, h_{d})$ and $\phi_{\mathrm{z}^{(1)}},\cdots,\mathrm{g}(d)(\mathrm{h}1, \cdots, \mathrm{h}_{d})$ be the $\mathrm{c}\mathrm{h}\mathrm{a}\mathrm{r}\mathrm{a}\mathrm{c}\mathrm{t}\mathrm{e}\mathrm{r}\dot{\mathrm{i}}\mathrm{S}\mathrm{t}\mathrm{i}\mathrm{c}$ func-
tions of $(\mathrm{a}_{1}^{\mathcal{T}}\mathrm{Z}^{(}1),$ $\cdots$ , $\mathrm{a}_{d}^{T}\mathrm{z}^{(d}$)) and $(\mathrm{z}^{(1)}, \cdots , \mathrm{z}^{(d)})$ respectively. We can al.so $\mathrm{g}$.et that
(2.2) $\varphi_{\mathrm{a}_{1^{\mathrm{Z}\mathrm{a}_{d}^{\tau(}}}^{T(1}}),\cdots,\mathrm{z})d(h_{1}, \cdots, h_{d})=\varphi_{\mathrm{z}^{(1)},\cdots,\mathrm{g}^{(}}d)(h_{1}\mathrm{a}1, \cdots , h_{d}\mathrm{a}_{d})$ .
All we need to do is $\dot{\mathrm{t}}\mathrm{o}$ prove that, for showing the sufficieIicy,
(2.3) $\varphi_{l^{(1}}.\cdot),\cdots,\mathrm{z}(d-:)(\mathrm{h}_{1}, \cdots, \mathrm{h}_{d})=\prod_{j=1}^{d}\varphi_{\mathrm{Z}}..(j)(\mathrm{h}_{j})$ .





Based on the above discussion, we can derive that
(2.5) $\varphi_{\mathrm{g}^{(1)}\mathrm{z}},\cdots,(d)(h1\mathrm{a}1, \cdots, h_{d}\mathrm{a}d)=$
.
$j=1\square d\varphi_{\mathrm{z}}(j)(h_{j}\mathrm{a}_{j})$
holds for every group of $\mathrm{a}_{j},$ $j=1,$ $\cdots,$ $d$ . Note that $\mathrm{h}_{j}$ can be expressed as $||\mathrm{h}_{j}||$ .
$\mathrm{h}_{j}/||\mathrm{h}_{j}||$ where $\mathrm{h}_{j}/||\mathrm{h}_{j}||\in S_{j}$ . Hence (2.3) is showed, which completes the proof.
Based on this fact, we can construct the tests for the joint independence of
$\mathrm{z}^{(j)},$ $j=1,$ $\ldots,$ $d$ . Denote by $F_{n\mathrm{a}_{j}}(t_{j})$ the empirical distribution determined by
$\mathrm{a}_{j1}^{\tau}\mathrm{z}^{(j}),$
$\ldots,$
$\mathrm{a}_{j}^{r}\mathrm{z}_{n}(j)$ and let $F_{n\mathrm{a}}(t_{1}, \ldots, t_{d})$ be the empirical distribution based on
$\mathrm{a}\mathrm{z}_{1},$
$\ldots,$
$\mathrm{a}\mathrm{z}_{n}$ , where $\mathrm{a}\mathrm{z}_{*}=$ $(\mathrm{a}_{1}^{\tau}\mathrm{z}_{i}(1), \ldots , \mathrm{a}_{d}^{\tau}\mathrm{z}_{i}^{(d)})$. and $\mathrm{a}=(\mathrm{a}_{1}\sim’\ldots, \mathrm{a}_{d})$ . Furthermore,
let $\mathrm{t}=(\mathrm{t}_{1}, \ldots, t_{d})$ and $\mathrm{S}=S_{1}.\otimes,$ $\cdots,$ $\otimes S_{d}\sim.\cdot$ A. B-.K-R $\mathrm{t}\mathrm{y}\mathrm{P}\mathrm{e}$. test $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}_{\mathrm{S}\mathrm{t}}\mathrm{i}\mathrm{C}.\mathrm{i}_{\mathrm{S}}$
(2.6) $I \mathrm{f}S_{n}=\sup_{\mathrm{a}\in \mathrm{S},\mathrm{t}\in R}d|I\zeta_{n}(\mathrm{a}, \mathrm{t})|=\sqrt{n}\sup_{\mathrm{a}\in \mathrm{s},\mathrm{t}\in R^{d}}|F_{n\mathrm{a}}(\mathrm{t})-\prod^{d}j=1F_{n\mathrm{a}}j(\mathrm{t}_{j})|$.
Two other test statistics are the following Cramer-Von Mises type tests;
$\mathrm{P}$
(2.7) $CVS_{n}= \sup_{\mathrm{a}\in \mathrm{S}}\int_{R^{d}}(K_{n}(\mathrm{a}, \mathrm{t}))2\square j=d1dF_{n}\mathrm{a}_{j}(t_{j})$,
and
(2.8) $CVA_{n}= \int_{\mathrm{S}}\int_{R}d(Kn(\mathrm{a}, \mathrm{t}))^{2}\prod_{j\overline{\sim}1}^{d}dFn\mathrm{a}_{j}(t_{\mathrm{j}})\prod_{1j=}d\mu jd(\mathrm{a}_{j})$ ,
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where $\mu j\cdot(\cdot)$ is the uniform.distribution on $S_{j}$ . $\cdot$ $.–$
.
In view of th.e. construction procedure above, the $\mathrm{t}^{\vee}\mathrm{e}\mathrm{s}\mathrm{t}\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{S}\mathrm{t}’1\mathrm{C}\mathrm{s}$ are based on the
low-dimensional projection of high-dimensional data. This is available for over-
coming the $\mathrm{s}\mathrm{p}\mathrm{a}\mathrm{r}\mathrm{s}\backslash \mathrm{e}\mathrm{n}\mathrm{e}\mathrm{S}\mathrm{s}$ of data in high-dimensional space. One can refer to Huber
(1985) for details.
In order to present the asymptotic behavior of the test statistics, we define
several centered continuous Gaussian processes $\mathrm{W}=$ { $W(\cdot,$ $\mathrm{a},$ $\mathrm{t})$ : a $\in \mathrm{S},$
$\mathrm{t}\in R^{d}$ }




1) each sample path of $W(\cdot, \mathrm{a}, \mathrm{t})$ is bounded and uniformly continuous with
respect to the metric induced by the $L^{2}(P)$-semi-norm on $S=\{f=I(\mathrm{a}\mathrm{z}\leq \mathrm{t})$ :
$\mathrm{a}\in \mathrm{S},$ $\mathrm{t}\in R^{d}\}$ ;
2) the covariance function of $W(\cdot, \mathrm{a}, \mathrm{t})$ is of the form
$E \{W(\cdot, \mathrm{a}, \mathrm{t})W(\cdot, \mathrm{b}, \mathrm{S})\}=\int I(\mathrm{a}\mathrm{Z}\leq \mathrm{t})I(\mathrm{b}\mathrm{z}\leq \mathrm{S})dP$
(2.9) $- \int I(\mathrm{a}\mathrm{Z}\leq \mathrm{t})dP\int I(\mathrm{b}\mathrm{z}\leq \mathrm{s})dP$ ;
3) each sample path of $W_{j}$ } $\cdot,\mathrm{a}_{j},$ $\_{j}$ ) is bounded and uniformly continuous with
respect to the metric induced by the $L^{2}(P^{(j)})$-semi-norm on $\mathrm{f}\mathrm{f}_{j}=\{f=I(\mathrm{a}_{j}^{\tau_{\mathrm{Z}^{(}}}j)\leq$
$t_{j})$ : $\mathrm{a}_{j}\in S_{j},t_{j}\in R^{1}$ };
4) the covariance function of $W_{j}(\cdot, \mathrm{a}_{j},\_{j})$ is of the form




where $P$ and $P^{(j)}$ are the probability measures of $\mathrm{z}$ and $\mathrm{z}^{(j)}$ respectively, and
$F_{\mathrm{a}_{\mathrm{j}}}(t_{\mathrm{j}})$ stands for the distribution function of $\mathrm{a}_{j}^{r}\mathrm{z}^{(j)}$ .
We now present the asymptotic behavior $\mathrm{o}\mathrm{f}_{r}$ the test stati.stics defined in (2.6),
(2.7) and (2.8). For the simplicity of notation, let
(2.11)
$\cdot$.




THEOREM 2.1. Suppose $\dot{t}\mathrm{h}at\overline{a}\mathit{1}\dot{\mathit{1}}F_{\mathrm{a}_{\mathrm{j}}}(t_{j}),$ $j=1,$ $\ldots,$ $d$ , and $F_{\mathrm{a}}(\mathrm{t})$ , the distribution
of $\mathrm{a}\mathrm{z}$ , are continuous with respec $t$ to a and $\mathrm{t}$ . If $\mathrm{z}^{(1)},$ $\ldots,$ $\mathrm{z}^{(d)}$ are joint$\mathrm{J}y$ indepen-
dent of each other, then





$CVS_{n} \Rightarrow\sup_{\mathrm{a}\in \mathrm{S}}\int_{R^{d}}(\overline{W}(\cdot, \mathrm{a}, \mathrm{t}))2\prod_{j=1}^{d}dF_{\mathrm{a}_{j}}(t_{j})$ ,
..
and
(2.14) $CVA_{n} \Rightarrow\int_{\mathrm{S}}\int_{R^{d}}(\overline{W}(\cdot, \mathrm{a}, \mathrm{t}))2j=\prod^{d}d1F\mathrm{a}\mathrm{j}(t_{j})\prod_{j=1}^{d}d\mu j(\mathrm{a}_{j})$,
where the $notati_{on’\Rightarrow}$”$’$ means the weak convergence. If the $\mathrm{n}\mathrm{u}l\mathrm{J}$ hypothesis is
false, then the above three $s\mathrm{t}$atistics tend to infinity with probability one as $narrow\infty$ .
For simplicity of the $\mathrm{n}\mathrm{o}\mathrm{t}\mathrm{a}\dot{\mathrm{t}}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{S}$ , we consider $d=2$ . The general case can be
proved in the same way.
Proof of Theorem 2.1. $\mathrm{U}\sin_{\mathrm{l}}\mathrm{g}$ the $\mathrm{m}\mathrm{o}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{t}\mathrm{h}:.\mathrm{e}\mathrm{o}\mathrm{r}\mathrm{y}$ of $\mathrm{e}.\mathrm{m}$pirical processes, we
can show
(2.15) $S, \mathrm{t}R^{d}\sup_{\mathrm{a}\epsilon\epsilon}|\sqrt{n}(F_{n\mathrm{a}}(\mathrm{t})-F_{\mathrm{d}}(\mathrm{t}))|\Rightarrow\sup_{\mathrm{a}\in s,\iota\in R^{d}}|W(\cdot, \mathrm{a}, \mathrm{t})|$ , $a.s$ .
and
(2.16)
$\mathrm{a}_{\mathrm{j}}\in S_{j},t\mathrm{j}\epsilon\sup_{1}- R,|\sqrt{n}(F_{n\mathrm{a}_{\mathrm{j}}}(tj)-F_{\mathrm{a}_{\mathrm{j}}}(tj))|\Rightarrow \mathrm{a}_{j}\epsilon\in\sup_{S_{\mathrm{j}},t_{\mathrm{j}}R^{1}}|W_{j}(\cdot, \mathrm{a}_{j}, t_{i})|$
, $a.s$ .
where $F_{\mathrm{a}}(\mathrm{t})$ and $F_{\mathrm{a}_{\mathrm{j}}}(t_{j})$ are the distribution functions of az $=(\mathrm{a}_{1’ 2}^{\prime()\prime(2}\mathrm{z}\mathrm{a}\mathrm{Z}))1$
and of $\mathrm{a}_{j}^{\prime(j)}\mathrm{z}$ respectively, $F_{n\mathrm{a}}(\mathrm{t})$ and $F_{n\mathrm{a}_{j}}(t_{j})$ are the corresponding empirical
distributions, and $W(\cdot, \mathrm{a}, \mathrm{t})$ and $W_{j}(\cdot, \mathrm{a}_{j}, t_{j})$ are the centered continuous Gaussian
processes defined in Section 2 associated with the covariance functions in (2.9) and




The formulas $(2.12)-(2.14)$ are the direct consequence of (2.15) and (2.16) when
the null hypothesis is true, namely, $F_{\ }(\mathrm{t})-F\mathrm{a}_{1}(t_{1})F\mathrm{a}_{2}(t_{2})\equiv 0$ . If the null is false,
then $\sqrt{n}\sup_{\mathrm{a},\mathrm{t}}|F_{\mathrm{a}}(\mathrm{t})-F_{\mathrm{a}_{1}}(t_{1})F\mathrm{a}_{2}(t_{2})|arrow\infty$ . This leads that three statistics in




In previous subsection, we construct the test statistics and present the asymp-
totic behavior. A serious problem is that neither the sampling nor limiting distri-
bution of the statistics is tractable because they depend on the underlying distri-
bution of $\mathrm{z}$ . This problem leads up to that the critical values may be difficult to
be determined. We now apply the bootstrap tests to solve this problem.
Let $\mathrm{z}_{1*}^{(j)},$ $\ldots$ , $\mathrm{z}_{n*}^{(j)}$ be bootstrap samples drawn from the empirical marginal distri-
bution $F_{n}^{(j)}(\cdot)$ based on $\mathrm{z}_{1}^{(j)},$ $\ldots,$ $\mathrm{z}_{n}^{(\mathrm{j})}$ , $j=1,$ $\ldots,$ $d$ , and let $\mathrm{z}_{i*}=(\mathrm{z}_{i*}(1), \ldots, \mathrm{z}_{i*}^{(d)})$ ,
that is, $\mathrm{z}_{1*},$ $\ldots,$ $\mathrm{z}_{n*}$ is the bootstrap sample drawn from $\prod_{j=1}^{d}F_{n}^{(j)}(\cdot)$ . Similar to
the definition of $F_{n\mathrm{a}}(\mathrm{t})$ and $F_{n\mathrm{a}_{j}}(t_{j})$ , let $F_{n\mathrm{a}}^{*}(\mathrm{t})$ and $F_{n\mathrm{a}_{j}}^{*}(t_{j}),$ $j=1,$ $\ldots,$ $d$ , be $\dot{\mathrm{t}}\mathrm{h}\mathrm{e}$
empirical distributions determined $\mathrm{b}.\mathrm{y}.\cdot\{\mathrm{a}\mathrm{Z}_{1*}-, \ldots, \mathrm{a}\mathrm{z}_{n*}\}$ and, $\{\mathrm{a}_{j}^{\tau_{\mathrm{Z}_{1*}}}(j..).’. .\wedge\cdot, \mathrm{a}_{j}^{\tau}\mathrm{Z}_{n*}\}(j)$
respectively. Define
(2.17) $I \zeta_{n}^{*}(\mathrm{a}, \mathrm{t}|\mathrm{z}\mathrm{l}, \ldots , \mathrm{z}_{n})=\sqrt{n}(F*(n\mathrm{a})\mathrm{t}-\prod_{j=1}^{d}F_{n}^{*}\mathrm{a}_{\mathrm{j}}(\mathrm{t}_{j}))$ .
The bootstrap test statistics are defined by




$CVs_{n}^{*}( \mathrm{Z}_{1}, \ldots,\mathrm{z}_{n})=\sup_{\mathrm{a}\epsilon \mathrm{S}}\int Rd(Kn*(\mathrm{a}, \mathrm{t}|\mathrm{Z}_{1}, \ldots, \mathrm{z}_{n}))^{2}\square dF_{n}*(\mathrm{a}jt_{j}j=d1)$,
and
(2.20)
$CVA_{n}^{*}( \mathrm{Z}_{1}, \ldots, \mathrm{z}_{n})=\oint_{\mathrm{s}}\int_{R}d(K*(n|\mathrm{a}, \mathrm{t}\mathrm{Z}_{1}, \ldots, \mathrm{z}_{n}))^{2}\prod_{=j1}dF_{n}*(\mathrm{a}_{j})\_{j}\prod ddj=1d\mu j(\mathrm{a}_{j})$ .
The following theorem shows that the test statistics and their bootstrap versions
have the same limit if the null hypothesis is tr.ue.
THEOREM 2.2. If the $n\mathrm{u}ll$ hypothesis holds, then; with probability one,
(2.21) $KS_{n}^{*}(\mathrm{z}_{1}, \ldots, \mathrm{z}_{n})\Rightarrow$ $\sup$ $|\overline{W}(\cdot, \mathrm{a}, \mathrm{t})|$ ,
$\mathrm{a}\in \mathrm{s},\iota\epsilon R^{d}$
(2.22) $CVs_{n}^{*}( \mathrm{z}_{1}, \ldots, \mathrm{z}_{n})\Rightarrow\sup_{\mathrm{a}\in \mathrm{S}}\int_{R^{d}}(\overline{W}(\cdot, \mathrm{a}, \mathrm{t}))^{2}\prod_{j=1}^{d}dF_{\mathrm{a}_{j}}(t_{j})$,
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(2.23) $CVA_{n}^{*}( \mathrm{Z}_{1)}\ldots, \mathrm{z}_{n})\Rightarrow\int_{\mathrm{S}}\int_{R^{d}}(\overline{W}(\cdot, \mathrm{a}, \mathrm{t}))^{2}\prod_{1=}dF_{\mathrm{a}}(\mathrm{j}tj)\prod_{j=1}d\mu j(\mathrm{a}_{j})jdd$ .
If th$\mathrm{e}n\mathrm{u}ll$ hypothesis is false, the above three statistics $s$till converge weakly to the
maximum or integration $f\mathrm{u}n$ctionals..ofcertain Gaussian processes, with probability
one.
Proof of Theorem 2.2. First recall that the $\mathrm{b}\mathrm{o}\mathrm{o}\mathrm{t}\mathrm{s}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{P}$
. sample $(\mathrm{z}_{1*}, \ldots, \mathrm{z}_{n*})$
is an i.i.d. sample from the distribution $\prod_{j=1}^{2}P_{n}^{(}j$ ) $(\cdot)$ , and the components of $\mathrm{z}_{i*}$
are conditionally independent of each other, given $\{\mathrm{z}_{1}, \ldots, \mathrm{z}_{n}\}$ , where $P_{n}^{(j)}(\cdot)$ is
the probability measure based on $(\mathrm{z}_{1}^{(j)}, \ldots, \mathrm{z}_{n}^{(j)})$ . Note that
$(2.24)\backslash$ .
$F_{n\ }^{*}( \mathrm{t})-\square F_{n\mathrm{a}_{j}}*(t_{j})=\{F_{n\ }^{*}j=12( \mathrm{t})-j=\dot{\square }Fn\mathrm{a}.j(t_{j}).\}21*-\{\prod_{j=1}^{2}F^{*}(n\mathrm{a}_{j}tj)-j=\square 21F_{n}\mathrm{a}_{\mathrm{j}}(t_{j})\}$ .
Now we apply Corollary 2.7 of Gin\’e and Zinn $(1991, \mathrm{p}.771)$ to obtain the asymptotic
distribution of the first term in the right hand side of (2.24). To check the conditions
there, first notice that $S$ is a measurable finitely uniformly pregaussian class (see
Gin\’e and Zinn (1991, p.761 and p.778) $)$ . Next, let $\mathrm{f}\mathrm{f}’=\{f-g : f, g\in S\}$ ,
$(\mathfrak{F}’)^{2}=\{(f-g)^{2} : f, g\in S\}$ and $\emptyset=S\cup \mathfrak{F}’\cup(S’)^{2}$ . Then it turns out that
(2.25) $\sup_{g\in\emptyset}|\prod_{1j=}^{2}.P_{n}^{(}j)(g)-.\prod_{j=1}2P(j)(g)|arrow 0$ , $a.s$ .
where $P^{(j)}(\cdot)$ is the associated probability measure of the distribution $F_{\mathrm{z}^{(j)}}(\cdot)$ ,
since the metric entropy of $\emptyset$ (Gin\’e and Zinn (1986, p.53)) is finite. Consequently
it follows from Corollary 2.7 of $\mathrm{G}$
,
in\’e an.d $\mathrm{Z}\mathrm{i}\mathrm{n}.\mathrm{n}(1991)$ . that, wit.h probability one,
$\sqrt{n}(F_{n\mathrm{a}}^{*}(\mathrm{t})-\prod^{2}j=1F_{n}\mathrm{a}\mathrm{j}(tj))\Rightarrow W^{*}(\cdot, \mathrm{a}, \mathrm{t})$ ,
where $W^{*}(\cdot, \mathrm{a}, \mathrm{t})$ is a Gaussian process with the zero mea.n. and -covariance kernel:.
$E \{W^{*}(\cdot, \mathrm{a}, \mathrm{t})W^{*}(\cdot, \mathrm{b}, \mathrm{S})\}=\prod_{j=1}^{2}\int I(\mathrm{a}’j\mathrm{z}^{(}j)\leq t_{j})I(\mathrm{b}\prime \mathrm{z}j(j)\leq s_{j})dP^{(}j)$
$- \prod_{j=1}^{2}F\mathrm{a}_{j}(tj)\prod_{j=1}^{2}F_{\mathrm{b}}(jS_{j})$ ,
for $\mathrm{a}=(\mathrm{a}_{1}, \mathrm{a}_{2}),$ $\mathrm{b}--(\mathrm{b}_{1}, \mathrm{b}_{2})$ with $\mathrm{a}_{j},$ $\mathrm{b}_{j}\in S_{j}$ and $\mathrm{t}=(t_{1}, t_{2}),$ $\mathrm{s}=(s_{1}, s_{2})$ , with
real numbers $t_{j}’ \mathrm{s}$ and $s_{j}’ \mathrm{s}$. Comparing this covariance kernel with the one of $W$
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in (2.11), it is clear that, when the null hypothesis is true, $W^{*}$ is just $W$ in (2.11).
Also note that the term inside the second curly parenthesis in (2.24) equals
$F_{n\mathrm{a}_{1}}^{*}(t_{1})(F_{n\mathrm{a}}*(2 2)-F_{n}\mathrm{a}_{2}(t\mathit{2}))+F_{n}\mathrm{a}_{2}(\mathrm{t}_{2})(F_{n}*(\mathrm{a}1t1)-Fn\mathrm{a}_{1}(t_{1}))$.
Invoking again Corollary 2.7 of Gin\’e and Zinn (1991) and checking the condi-
tions there, we can derive that the bootstrap empirical process associated with
$F_{n\mathrm{a}_{1}}(t_{1})F_{n}\mathrm{a}_{2}(t_{2})$ converges weakly to a process associated with the second term in
(2.11). Then when the null hypothesis is true, we have :. $\cdot$
(2.26) $K_{n}^{*}( \mathrm{a}, \mathrm{t}|\mathrm{Z}1,.\cdot’ \mathrm{Z}_{n})’..\cdot.\sim...=\sqrt{n}(F_{n}^{*}(\mathrm{a})\mathrm{t}-\prod F_{n\mathrm{a}}*(j..tj=12j))\Rightarrow\overline{W.}(\cdot, \mathrm{a}, \mathrm{t})$.
On the other hand, if the null is false, the bootstrap empirical process still converges
weakly to $W^{*}\langle.\cdot,$ $\mathrm{a},$ $\mathrm{t}$ ) $- \sum j=1\prod_{i}^{2}2\neq jF_{\mathrm{a}}*\cdot(t_{i})W_{j}(\cdot, \mathrm{a}_{j}, t_{j})$ . The formulas $(2.21)-(2.23)$
are the direct consequence of (2.26), which completes the proof.
3 The Approximations for The Bootstrap Test
In view of the $\mathrm{b}\acute{\mathrm{o}}\mathrm{o}\mathrm{t}\mathrm{S}\mathrm{t}\mathrm{r}\mathrm{a}\mathrm{p}\tilde{\mathrm{t}}\mathrm{e}\mathrm{S}\mathrm{t}_{\mathrm{S}}\mathrm{t}\mathrm{a}\mathrm{t}i\mathrm{S}\iota \mathrm{i}\mathrm{c}\mathrm{S},$ $\mathrm{t}\mathrm{h}\mathrm{e}\backslash \mathrm{y}$ are the $\mathrm{s}\mathrm{u}\mathrm{p}\check \mathrm{r}\overline{\mathrm{e}}$mum or the integration
over the ..Euclidean space. For the computational reason, one may have to resort
to compute $K_{n}^{*}(\mathrm{a}, \mathrm{t}|\mathrm{z}_{1}, \ldots, \mathrm{z}_{n})$ over a finite number of points. For given $\mathrm{a}_{i}^{1},$ $.$ . . ,




(3.1) $KS_{n}^{*}( \mathrm{z}_{1}, \ldots, \mathrm{z}_{n})=\max$ sup
$\mathrm{S}^{f}$ t
$|I\mathrm{f}_{n}^{*}(\mathrm{a}, \mathrm{t}|\mathrm{z}\mathrm{l}, \ldots, \mathrm{z}_{n})|$,
: : . ${ }$... $-$





$CVA_{n}^{*}(_{\mathrm{Z}_{1}}, \ldots, \mathrm{Z}_{n})\iota=\frac{1}{m^{d}}\sum \mathrm{S}f\int_{R^{d}}(I\mathrm{f}_{n}*(\mathrm{a}, \mathrm{t}|\mathrm{Z}1, \ldots, \mathrm{z}_{n}))^{2}\dot{.}\prod^{d}dF^{*}=1n\mathrm{a}_{i}(t_{i})$,
where $\mathrm{S}^{f}=$ {a $=(\mathrm{a}_{1},$ $\ldots,$ $\mathrm{a}_{d})$ : $\mathrm{a}_{i}\in\{\mathrm{a}_{i}^{1},$ $\ldots,$ $\mathrm{a}_{i}^{m}\}\in S_{i}$ ; $i=1,$ $\ldots,$ $d$}. On the
above definition, maximum and summation are taken over all different sets of $S^{f}$ . A
stochastic approximation (cf. Beran and Miller (1986)) is, of course, a choice. That
is, let $\mathrm{a}_{i}^{1},$ $\ldots$ , $\mathrm{a}_{i}^{m},$ $i=1,$ $\ldots,$ $d$ , be i.i.d. unit random vectors distributed uniformly
on $S_{i}$ . We know that the uniformity of $\{\mathrm{a}_{i}^{1}, \ldots,\mathrm{a}_{i}^{m}\}$ on $S_{i}$ is important for this
kind of approximation. We now suggest another method of choosing $\{\dot{\mathrm{a}}_{i}^{1}, \ldots,\dot{\mathrm{a}}_{i}^{m}\}$
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, the Number-theoretic method (NTM) (e.g. Hua and Wang (1981), or Fang and
Wang.(1994) $)$ . It is well known that the Kolmogorov distance for $\{\mathrm{a}_{i}^{1}, \ldots, \mathrm{a}_{i}^{m}\}$ is
evaluated as
$-$ . $\cdot$ $\sup_{\delta\in\Delta}|\frac{1}{m}\sum^{m}I(\mathrm{a}_{i}k=1k\in\delta)-\mu(\delta)|--O_{p}(m-1/2)$,
. $-$
where $\Delta--\{\delta\langle \mathrm{v}) : \mathrm{v}\in[0,1]^{p_{i}1}-\}$ and $\delta$ is a set of the form
$\delta(v_{1}, \ldots, v_{p_{i}-1})=\{\mathrm{a}_{i}=[\cos(f_{1}(u_{1})),$ $\sin(f_{1}(u_{1}))\cos(f2(u_{2})),$ $\ldots$ ,
: ..
$( \prod_{j=1}^{p.2}\sin(-..f_{j}(u_{j})))\cos(2\pi:.u-1)p_{i}’(\prod^{p.-2}\sin j=1(f_{j}(u_{j})).)\sin(2_{T}upi-1\rangle$]:
$0\leq u_{j}\leq v_{j}\leq 1$ , $j=1,$ $\ldots,p_{i}-1\}$
and $f_{j}(u)=F_{j}^{-1}(u),$ $j=1,$ $\ldots,$ $p_{i}-2$ . Here $F_{j}(y)$ is the distribution with
the density function $g_{j}(y)=c(j)(\sin y)^{p-j-1}:$ , where $y\in[0, \pi]$ and $c(j)$ being
a normalized constant. In the sense of the Kolmogorov distance, $\{\dot{\mathrm{a}}_{i}^{1}, \ldots,\dot{\mathrm{a}}_{i}^{m}\}$ ,
chosen by Number-theoretic method will e.njoy. better uniformity on $S_{i}$ than that
of the above set of random vectors $\{\dot{\mathrm{a}}_{i}^{1}, \ldots, \mathrm{a}_{i}^{m}\}$ , that is,
$\sup_{\delta\in\Delta}|\frac{1}{m}\sum_{=k1}I(\dot{\mathrm{a}}_{i}mk\in\delta)-\mu(\delta)|=O(m^{-}1(\log m)p:-1)$ .
Recently, Fang and Wang (1994) gave a systematic study on application of NTM in
Statistics and gave the corresponding algorithm that is so-called TFWW algorithm.
They pick up the good lattice point (glp)method, one of NTM, to generate an NT-
net on $[0,1]^{p}:-1$ as follows: For given integer $m$ larger than $p_{i}-1$ , choose an
integer vector $\mathrm{h}=(h_{1}, \ldots, h_{p:-1})$ satisfying $1\leq h_{j’}\leq m$ , $h_{j}\neq h_{l}$ for $j\neq l.$ ,
Denote $c_{kj}=\{(2kh_{j}-1)/2m\}$ and $\mathrm{c}_{k}=(c_{k1}, \ldots, c_{k(p_{i}-}1))^{\tau}$ for $k=1,$ $\ldots,$ $m$
and $j=1,$ $\ldots,p_{i}-1$ , where $\{x\}$ denotes the fraction part of $x$ . A choice of
$\mathrm{h}=(h_{1}, \ldots, h_{p_{*}-1}.)$ can be found in the appendix of Hua and Wang (1981) or
Fang and Wang (1993). We can use the TFWW algorithm to generate the desired
points $\{\dot{\mathrm{a}}_{i}^{1}, \cdots,\dot{\mathrm{a}}_{i}^{m}\}$ on $S_{i}$ corresponding to $\{\mathrm{c}_{1}, \ldots, \mathrm{c}_{m}\}$ .
4 Simulations and an Example
To demonstrate the power of the proposed test for the joint independence of
variables, we in this section apply it to several simulated data sets and a real-life
example. In simulation experiments, we consider that $\mathrm{z}$ is 6-dimensional and both
$\mathrm{z}^{(1)}$ and $\mathrm{z}^{(2)}$ are 3-dimensional, that is, $\mathrm{z}=(\mathrm{z}^{(1)}, \mathrm{z}^{(}\rangle 2)$ . It is expected that our
tests would be also pow.erful in higher dimensional cases. The first we consider
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$\mathrm{z}^{(1)}\sim \mathrm{U}_{3},\mathrm{z}^{(2)}\sim \mathrm{U}_{3}$ and $\mathrm{z}^{(1)}$ and $\mathrm{z}^{(2)}$ are independent, where U3 is 3-dimensional
distribution with i.i.d. marginal distributions each having the uniform distribution
for $[0,1]$ . Several simulated data sets are generated from the multivariate normal
distributions with different covariance matrices. For these distributions, the var-
ious sample sizes, say $n=20$ and $n=30$ , are investigated. In each case, 5 and
7 projection directions are chosen by Number-theoretic method and 1000 replica-
tions are performed. In order to simulate the critical values under the significance
level 1%, 5%, 10%, 500 bootstrap samples are generated for each replication. Let
$N(\mathrm{O}, \mathrm{v}_{6}^{(i)})$ be the normal distribution with mean zero and covariance matrix $\mathrm{V}_{6}^{(i)}$
The $\mathrm{f}\mathrm{o}.11_{0}\mathrm{W}\mathrm{i}\mathrm{n}\mathrm{g}\mathrm{v}\mathrm{s}6(i)$
, are considered, and $\mathrm{V}_{6}^{(9)}$ and $\mathrm{V}_{6}^{(10)}$ are concerned with the
real example. The simulation results are summarized in the Tables 2.0, 2.1, 2.2,
and 2.3 below. In the tables, the notation (($dir$” stands for the number of projective
directions.
$\mathrm{V}_{6}^{(1)}=(_{0}^{0}0001$ $00000\dot{1}$ $000001$ $000001$ $000001$ $000001$ ),
$\mathrm{V}_{6}^{(2)}=(_{0}^{0_{0}^{1}5}00^{\cdot}$ $0_{0}^{1}.\cdot 50_{0}50$ $0_{0}^{0}.5001$ $0_{0}^{1}.5000$ $\mathrm{o}^{0}\mathrm{o}^{1}\mathrm{o}_{5}\mathrm{o}_{5}.$
.
$\mathrm{o}_{1}^{0}\mathrm{o}_{5}\mathrm{o}\mathrm{o}.$),
$\mathrm{V}_{6}^{(3)}=(_{0}^{0_{0}^{1}5}00^{\cdot}$ $0_{0}.50.5001$ $0..5\mathrm{o}_{0}^{1}\mathrm{o}_{5}0$ $\mathrm{o}^{0}\mathrm{o}_{0}^{1}\mathrm{o}_{5}..5$ $0_{1}^{0}0^{\cdot}.50_{5}0$ $\mathrm{o}_{1}^{0}\mathrm{o}\mathrm{o}\mathrm{o}_{5}.$),
$\mathrm{V}_{6}^{(4)}=(_{0}^{0_{0}^{1}5}0_{0}^{\cdot}.5$ $0.\cdot.50_{0}50_{0}51$ $0..\cdot 50.5\mathrm{o}^{1}\mathrm{o}^{5}\mathrm{o}^{5}$ $00_{1}^{0}..50.50.55$ $\mathrm{o}_{1}\mathrm{o}_{5}^{0}0^{\cdot}..50_{5}$ $0^{\cdot}.50_{1}^{0}0051$ ,
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$\mathrm{V}_{6}^{(5)}=(_{0}^{0_{0}^{1}5}0.\cdot 50.5$ $0.\cdot 50.50_{0}^{1}0.55$ $0.\cdot 50.50^{1}50.50.5$ $0.\cdot.50^{1}50.500.55$ $0.\cdot.50.5\mathrm{o}_{1}^{5}\mathrm{o}_{5}^{0}$ $\mathrm{o}\mathrm{o}_{1}0.\mathrm{o}_{5}\mathrm{o}_{5}.\cdot 5$ ),
$\mathrm{V}_{6}^{(6)}=’(_{0}^{0^{1}5}\mathrm{o}^{5}\mathrm{o}.\cdot..50.55$ $\mathrm{o}^{5}\mathrm{o}^{5}\mathrm{o}_{5}\mathrm{o}^{1}..\cdot.50.5$ $\backslash 0.\cdot.500_{5}^{1}0.50.55$ $0.\cdot.5\mathrm{o}^{1}\mathrm{o}.\tilde{5}00.555.0.\cdot 50.50_{1}50.50.5$ $0^{\cdot}.\cdot.\cdot 50_{11}0\mathrm{o}^{5}\mathrm{o}_{5}55.$ ,
$\mathrm{V}_{6}^{(7)}=.(00..\cdot.5000.515^{4}5^{3}5^{2}5$ $\mathrm{o}\mathrm{o}00_{5}^{1}..\cdot.\cdot 50_{5^{4}}5^{2}53$ $0.\cdot.5^{3}0.5^{2}\mathrm{o}_{0.5}\mathrm{o}^{1}552$ $\mathrm{o}\mathrm{o}00^{1}.\cdot..\cdot 50_{5^{2}}^{5^{2}}553$ $0.\cdot.\cdot 50.5^{3}0_{0}5^{4}0^{1}552$ $0.\cdot..5^{2)}0.50_{0}5^{4}0_{1}5^{5}53$ ,
$\mathrm{V}_{6}^{(8)}=(_{0}^{\mathrm{o}^{1}}0.\cdot.\cdot 670_{5}^{8}0.9$ $0.\cdot 60.70.80^{1}0.99$ $0.\cdot.70^{9}0.80_{8}^{1}0.9$ $0.\cdot 80.90.90.80_{1}7$ $0.\cdot 90.90_{1}80.70.6$ $0.\cdot.90.80\mathrm{o}_{11}^{5}\mathrm{o}.76$ ,
$\mathrm{V}_{6}^{(9)}=(_{0}^{0.4}0^{3}..\cdot.4470_{486}80^{6}681866$ $.0.\cdot 4170.40^{6}0.6300.48571836$ $0.\cdot.5580..500.850_{68}67812071$ $0.\cdot 60.3450.681030.36616367$ $0.\cdot.\cdot 80^{4}00_{5}0.4431452200308$ $0.\cdot 80.36700.4170.486558120)$
$\mathrm{V}_{6}^{(10)}=(_{0}^{\mathrm{o}}0.\cdot.\cdot 440^{676}760.547371830$ $0.440.3920.30.\dot{6}270.7313967$ $0.\cdot 4400.40.400.62767614741$ $0.\cdot.\cdot 530.4\mathrm{o}\mathrm{o}^{476}\mathrm{o}_{44}33915251$ $0.\cdot 660.39204520.40.4814733$ $0.\cdot 600.40.40.5354016340456)$
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TABLE 2.1 Proportion of rejecting $H_{0}(dir=5, n=20)$
TABLE 2.2 Proportion of rejecting $H\mathit{0}(dir=5, n=20)$
TABLE 2.3 Proportion of rejecting $H_{0}(dir=5, n=30)$
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TABLE 2.4 Proportion of rejecting $H_{0}(dir=7, n=20)$
In view of the Tables 2.1, 2.3, and 2.4, we can find that the performances of
the tests proposed are encouraging. At first, the tests hold their level very well.
For the cases of $\mathrm{V}_{6}^{(3)}$ , the powers are poor because two vectors, $\{Z_{1}, Z_{2}, Z_{3}\}$ and
$\{z_{\triangleleft}, z_{5}, z6\}$ have very weak correlation. As the correlation between two sets of
variables increases according as $\mathrm{V}_{6}^{(4)}$ through $\mathrm{V}_{6}^{(6)}$ , we enjoy higher power. Another
finding is that, a little bit surprise, the performance of $I\mathrm{f}S_{n}$ is the worst among
three tests. In intuition, it would be the most powerf.u1. On the con.trary, $CVA_{n}$
seems to be the most recommendable test among the tests here. For the case of
$\mathrm{V}_{6}^{(7)}$ , the situation is similar to the weak correlation cases. For $\mathrm{V}_{6}^{(8)}$ , the power
is good. On the other hand, the tests have, in natural, higher power with larger
size of sample. However it will involve heavy computational work-load. The cases
where the covariance matrices are $\mathrm{V}_{6}^{(9)}$ and $\mathrm{V}_{6}^{(10)}$ , concern with a real-life example
in which the new tests are employed. The data set p.ertains to the derivation of
standardization of dress of Chinese men in 1976, and is taken from Fang, Yuan and
Bentler (1992). There are 12 measurements of the body, including $x_{1}$ : above the
waist, $x_{2}$ : under the waist, $x_{3}$ : height, $y_{1}$ :arm length, $y_{2}$ : the front waist length,
$y_{3}$ : the back waist length. We now want to know whether or not $\mathrm{z}_{1}=(x_{1,2,3}xx)$
and $\mathrm{z}_{2}=(y_{1}, y_{2}, y_{3})$ ar.e independent. $\mathrm{A}_{\mathrm{P}}\mathrm{p}1.\mathrm{y}\mathrm{i}\mathrm{n}.\mathrm{g}\mathrm{t}\mathrm{h}\mathrm{e}_{l}\mathrm{n}$. ew tests to. this example, the
conclusion ”rejected” is obtained. Similarly, put $x_{4}$ : bust, $x_{5}$ : waist, $x_{6}$ : buttocks,
$y_{4}$ : shoulder length, $y_{5}$ : the front part of chest, $y_{6}$ : the back part of chest, and
$\mathrm{z}_{3}=(x_{4}, x_{5,6}x)$ , $\mathrm{z}_{4}=(y_{4}, y_{5}, y\epsilon)$ All three bootstrap tests reject the null
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hypothesis which is that Z3 and $\mathrm{z}_{4}$ are independent. Clearly, the above mentioned
two results correspond to objective reality.
5. Application: Test of Elliptical symmetry of Distribution
5.1. Introduction
It is well known that the class of elliptically sym$\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{r}\mathrm{i}_{\mathrm{C}\mathrm{d}}\mathrm{i}_{\mathrm{S}\mathrm{t}\mathrm{r}}\mathrm{i}\mathrm{b}\mathrm{u}$
-
$\mathrm{i}_{\mathrm{o}\mathrm{n}}\mathrm{t}\mathrm{s}$( elliptical
distribution for short) has played important roles in statistical theory and applica-
tions. Many kinds of distributions belong to this class. For example, multivariate
normal, $t$ -distributions. A random vector $x$ has a $p$-dimensional elliptical distribu-
tion if there exist a non-singular matrix $\Sigma$ and a constant vector $\mu$ such that
(5.1) $\Gamma\Sigma^{-1/2}(x-\mu)=\Sigma-1\mathit{1}^{2}(\mathrm{d}\mathrm{g}-P)$
for every orthogonal matrix $\Gamma$ , where the notation $”=\mathrm{d},$, means that two sides of the
equality have the same distribution. We $\mathrm{c}\mathrm{a}\mathrm{l}\mathrm{l}\Sigma$ and $\mu$ the shape matrix and location
vector of distribution respectively. In order to describe conveniently the following
problem, we denote
$\mathcal{F}_{0}=$ { $P$ : (5.1) holds for both known shape matrix and location vector};
Without loss of generality, we consider $\Sigma$ and $\mu$ , in $\mathcal{F}_{0}$ , are identical matrix and
zero vector respectively. Thus given a high-dimensional distribution $P(\cdot)$ , one is
often required to test the following hypothesis:
(5.2) $H_{0}$ : $P(\cdot)\in \mathcal{F}_{0}$ versus $H_{1}$ : $P(\cdot)\not\in \mathcal{F}_{0}$ ,
Throughout this paper, the boldface symbols will represent vector or matrix if no
special mentioning. In the following the notation $‘(|$ $|$ ” stands for the Euclidean
norm. Naturally if $x$ is real-valued, $|x|$ is the absolute value of $x$ . In order to
present in the next section the proposed tests we now introduce two properties of
a spherical distribution which will be the basis for constructing tests.
LEMMA 5.1. $x$ has a $p$-dimensional $sph$erical distribu tion if and only if
$|x|$ and $x|x|^{-}1$ are in $d$ependent and $x|x|^{-}1$ is uniformly distribu $ted$ on $S^{p-1}=$
$\{\dot{a}:a\in R^{p}, |a|=1\}$ .
For convenience, we present a necessary and sufficient condition for Lemma 5.1.
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LEMMA 5.2. That both $|\mathrm{r}|$ and $x|x|^{-1}$ are independent each other, and $x|x|^{-1}$
is uniformly distributed on $S^{p-1}$ if and only if for every $a\in S^{p-1},$ $|x|$ and $a^{\tau}x|x|^{-}1$
are independent, and. $a^{\tau}X|\mathrm{g}|^{-1_{S}}$’ have the same distribu tion $A(\cdot)$ with the density
function
(5.3) $f(y)= \frac{\Gamma(p/2)}{\mathrm{r}((p-1)/2)\pi^{1}/2}(1-y^{2})1\mathrm{L}^{-}3\Delta 2$ , $-1\leq y\leq 1$ .
Lemma 5.2 is a direct consequence of the well known result (e.g. see Watson
(1983) or Fang, Kotz and Ng, 1990, Theorem 2.2.5).
5.2. The Construction of the Statistics
Suppose that we have collected the i.i.d. $p$-dimensional sample $\{x_{1}, \cdots,x_{n}\}$ .
Denote by $P_{n}$ the empirical measure based on $\{x_{1}, \cdots,x_{n}\}$ . For convenience $P_{n}f$
will stand for the expectation value $\int fdP_{n}$ for function $f$ on $R^{p}$ , and $I(C)$ will
mean the indicator function of set $C$ .
Consider $\mathrm{p}\mathrm{p}$-sample, $a^{\tau}x_{1},$ $\cdots$ , $a^{\tau}x_{n}$ , where $a\in S^{p-1}$ . By making the use of
Lemma 5.2, one can apply the following statistics for (5.2).
$IC_{n} \sim=\sup_{a\in s\mathrm{p}1}-\sup_{t,s}\sqrt{n}|Ic_{n}(\sim a, t, s)|$
(5.4) $= \sup_{a,t,s}\sqrt{n}|PnI(|\mathrm{g}|\leq t)I\langle a^{\tau}x|X|^{-1}\leq s)-P_{n}I(|X|\leq t)A(s)|$ ,
where $A(\cdot\rangle$ is the distribution defined in (5.3), and
(5.5) $\tilde{V}_{n}=\int\tilde{K}_{n}^{2}(a, t, s)dH_{n}(t)dA(s)d\mu(0)$ ,
where $H_{n}(t)$ is the empirical distribution based on $\{|x_{1}|, \cdots , |x_{n}|\}$ .
5.3. Asymptotics of Statistics
We in this section investigate the asymptotic behavior of statistics which in-
cludes all of the Kolmogorov type statistics and Cramer-von Mises type statistics
in subsection 5.2. We do not consider the other statistics because we meet, unfor-
tunately, some technical difficulties in mathematics. These should be considered in
further research.
For considering the asymptotics of $I\mathrm{f}_{n}\sim$ and $\tilde{V}_{n}$ , let $\tilde{W}=\{W_{p}(a, t, s)$ : $(a,t, s)\in$




$\tilde{R}((a, t, s), (b, t_{1,1}s))=E\{\overline{W}p(a,f, S)\overline{W}p(b,t1, s1)\}$
$=PI(|x|\leq t)I(|x|\leq t_{1})I(a^{\tau}x|X|^{-1}\leq s)I(b^{\tau_{X}}|X|-1\leq s_{1})$
(5.6) $-HI(|x|\leq t)HI(|X|\leq t_{1})PI(a\tau_{X|x}|^{-1}\leq s)PI(\iota^{\mathcal{T}}\mathrm{g}|x|^{-1}\leq s_{1})$ ,
and sample paths being uniformly bounded, where $H(\cdot)$ is the distribution of $|x|$ .
Denote by $B$ the Brownian bridge.
$-$
THEOREM 5.1. Suppose that the distribution $of|x|$ is continuous. Then under $H_{0}$
in (5.2)
(5.7) $\tilde{K}_{n}\Rightarrow\tilde{K}=\sup|\overline{W}_{p}(b,t, \mathit{8})-B(t)A(_{\mathit{8})|}$ ,
$:(5.8)$
$\tilde{V}_{n}\Rightarrow\tilde{V}=\int\int^{b,t_{S}}’\int(\overline{W}_{p}(b, t, S)-B(t)A(_{\mathit{8}}))^{2}dH(t)dA\sim\backslash A’\cdot\wedge\cdot(_{S})d\mu(\iota)$ .
$\cdot$ .
5.4. Bootstrap $\mathrm{A}_{\mathrm{P}\mathrm{P}^{\mathrm{r}}}\mathrm{o}\mathrm{x}\mathrm{i}\mathrm{m}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$
According to those results presented in subsection 5.3, we see $\mathrm{t}\mathrm{h}\dot{\mathrm{a}}\mathrm{t}$ the distribu-
tions and the asymptotic distributions of the statistics depend on the unknown dis-
tribution $P$ , which is the population distribution of sample, and are not tractable.
Hence bootstrap approximations of the statistics are available for choosing criti-
cal values of the tests. Since we are here testing for the spherical symmetry of a
distribution, a procedure for resampling data is suggested below. Let $U_{1},$ $\cdots,U_{n}$
come from the uniform distribution on the unit sphere which can be generated by
computer and $y_{i}=|x_{i}|w$ . Let $G_{n}$ be the empirical distribution based on $y’:\mathrm{s}$ and $y_{i^{*}}$
come from $G_{n}$ as the bootstrapping sample. Denote $P_{n}^{*}$ empirical measure based
on $\{t_{1}, \cdots,f_{n}\}$ . The bootstrap approximations of the proposed statistics are as
follows.
$\tilde{K}_{n}^{*}(l_{1}, \cdots,x_{n})=\sup_{\mathrm{n},ts1}\sqrt{n}|\tilde{K}*(n0, t, s,x_{1}, \cdots,x_{n})|$
$= \sup_{sa,,t},\sqrt{n}|P_{n}*.I(|y^{*}|\leq. t)I(a^{\tau}y. |*y^{*}|.\leq. S)-G_{n}I(|y!\leq t)$
. $I(a^{\tau}U\leq s)-(P_{n}^{*}I(|y^{*}|\leq t)A(S)-GnI(|y|\leq t)A(s))|$ .
$\tilde{V}_{n}^{*}(x_{1}, \cdots,x_{n})=n\iiint(I\mathrm{f}_{n}^{*}(0t, \mathit{8}x_{1}\sim,,, \cdots,x_{n}))^{2}dG_{n}(t)dA(S)d\mu(a)$ .
In practical implementation, for each set of $\{U_{1}, \cdots,U_{n}\}$ generated by computer,
generate $B$ groups of $\{y_{1}^{*}, \cdots,y_{n}^{*}\}$ . Calculate, respectively, $B$ values of $I\mathrm{t}_{n}’\sim*$ and $\tilde{V}_{n}^{*}$ ,
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and then get the corresponding $(1-\alpha)$-quantile values, $I\zeta_{\alpha}^{*}\sim$ and $\overline{V}_{\alpha}^{*}$ say. Repeat
this procedure $c$ times to get $\{\tilde{K}_{\alpha 1}^{*}, \cdots,\tilde{K}_{\alpha c}^{*}\}$ and $\{\tilde{V}_{\alpha 1}^{*}, \cdots , \tilde{V}_{\alpha c}^{*}\}$ . Finally, use the
sample means $MI \mathrm{f}_{\alpha}^{*}\sim=\frac{1}{c}\sum_{j=1j}^{c}I\sim c_{\alpha}*$ and $M \tilde{V}_{\alpha}^{*}=\frac{1}{c}\sum_{j=1}^{c}\tilde{V}_{\alpha j}*$ as the critical values.
By making the use of result of Gine and Zinn (1990), we can easily derive the
following result.
THEOREM 5.2. Under the same $co\mathrm{n}$ditions $i\mathrm{m}$posed in Theorem. 5.1 $I^{\sim}\zeta^{*}n(X_{1})\ldots$ , $x_{n}$ )
and $\tilde{V}_{n}^{*}$ $(x_{1}, \cdots , x_{n})$ have, in the almost $s\mathrm{u}re$ sense, the sam$e$ asymptotic distribu-
tions as those of $I\zeta_{n}$ .and$\tilde{V}_{n}\sim$ respectively.
5.5 Simulations
Further insight into the applicability of four statistics, we conduct some simu-
lations using the sample from 3-dimensional distributions. The samples are gen-
erated by Monte Carlo method. The $l_{n}$ points $\{a_{1}, \cdots,a_{l_{n}}\}$ on $S^{2}$ are chosen by
Number-theoretic $.\mathrm{m}\mathrm{e}\mathrm{t}\mathrm{h},\mathrm{o}\mathrm{d}$. We here, $\mathrm{c}\mathrm{h}_{\mathrm{o}\mathrm{O}\mathrm{S}}.\mathrm{e}$ the sample size $n=100$ and $l_{n}=21$ .
The simulation experiments are performed for the tests $\overline{I\mathrm{f}}_{n}$ , and $\overline{V}_{n}$ concerning the
hypothesis (5.2). The critical values of tests are obtained by the bootstrap approx-
imation. For each case, 500 replications of bootstrap samples are independently
generated for determining the critical values. Furthermore, the basic experiment
was replicated 1000 times for each case. The proportion of the statistic values
exceeded the 95th percentile of the bootstrap statistic values in all cases studied
here were recorded.
. Since computation is intensive, we here only conduct simulation experiments
concerning 3-dimensional cases. It is expected that the proposed tests should be
powerful for higher dimensions and for more alternatives.
The simulated results are listed in the tables below. The data sets are generated
from the following different distributions, where
1. $N_{l}$ : the standard normal distribution $N(\mathrm{O},I_{l})$ .
2. $T_{3}$ : the multivariate $\mathrm{t}$-distribution in $R^{3}$ with the density function
$c_{3}(1+ \frac{x^{\tau}x}{10})^{-}(10+3/2)$
where $c_{3}$ is the normalizing constant.
3. $E\iota:l$-dimensional distribution with iid marginal distributions each having
the standard exponential distribution.
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4. $\chi_{l}^{2}$ : $l$ -dimensional distribution with iid marginal distributions each having
the chi-square distribution with degrees two of freedom.
5. $U_{3}$ : the uniform distribution on the 3-dimensional unit sphere surface.
6. $B_{3}$ : the beta distribution with parameters 3 and 1 respectively.
Furthermore, $FG$ means that this distribution has two independent marginal
distributions $F$ and $G$ For example, $\chi_{2}^{2}B_{1}$ means that the distribution has the
independent marginal distributions $\chi_{2}^{2}$ and $B_{1}$ respectively.
For the hypothesis (5.2), we consider that the location vectors $\mu$ and the shape
matrices $A$ are known in the investigated distributions below. Hence we can make
a transformation to get zero location and identical shape matrix. The simulation
results are presented in the table 5.1.
TABLE 5.1 Proportion of Rejecting the Null Hypothesis (5.2)
Statistic $N_{3}$ $T_{3}$ $U_{3}$ $\chi_{2}^{2}B_{1}$ $\chi_{3}^{2}$ $E_{3}$ $B_{3}$
$I\mathrm{f}_{n}$ 0.047 0.035 0.038 1.000 1.000 1.000 1.000
$V_{n}$ 0. $\cdot$ 045 0.032 0.038 1.000 1.000 1.000 1.000
In view of the tables, we can see that the proportion of rejecting the null are
encouraging for the investigated cases here. On the other hand, the Cramer-von
Mises type tests have the better power than the Kolmogorov type tests. On the
other hand, in prectical use, there is a problem how many projection directions are
chosen. This deserves further study.
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