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Resume 
La dimension d'un essai se calcu le d'apres un objectif de 
puissance. Or, la puissance d'un essai multilocal est rarement 
connue, aussi bien pour la detection des interactions traitements-
lieux que pour celle des effets principaux. Apres un rappel de la 
finalite des essais multilocaux, du modele et de la methode 
d'analyse, sont donnees les formules de calcul de la puissance 
des reseaux d'essais en blocs complets. Le modele est a effets 
lieux aleatoires et a effets traitements fixes. Dans le cas d'essais 
a 3 objets, les courbes de puissance des differents tests sont 
tracees et commentees . Un exemple d'optimisation economique 
est ensuite presente. Pour la detection des effets principaux sur le 
rendement coton-graine, un gain de puissance substantiel peut 
etre obtenu en remplac;ant les blocs disperses par des dispositifs 
a 2 OU 3 repetitions par lieu. 
MOTS-CLES : coton, essais multi locaux, essais en milieu paysan, puissance, analyse de variance, regionalisation, interaction, optimisation. 
Introduction 
But 
Le but d'une experimentationmultilocale estd' eprouver 
une ou plusieurs innovations (varietales, culturales, 
phytosanitaires) dans di verses conditions de milieu ( climat, 
sol, paysan). A l'issue de cette epreuve, !'innovation peut 
etre acceptee ou rejetee en fonction de criteres qualitatifs 
decisifs : port d'une variete, sensibilite aux carences, 
toxicite d'un produit phytosanitaire, acceptabilite par 
l' agriculteur ... Le choix de l' un ou l' autre des objets testes 
peut etre aussi determine par des criteres quantitatifs, tels 
que mesure des infestations, qualite de la fibre etrendement, 
en ce qui conceme la culture cotonniere. Ce sont ces 
criteres quantitatifs qui nous interessent ici. 
L'innovation, seule ou en concurrence avec d'autres, 
est le plus sou vent comparee a un temoin. On cherche alors 
a savoir si elle apporte un gain economique sur l' ensemble 
de la zone couverte par le dispositif multilocal ( ce qui ne 
veut pas dire que le bilan de !'innovation soit positif pour 
chacun des cultivateurs de la zone). Pour etre adoptee, il 
faut que !'innovation: 
- soit apporte un gain dans toutes les situations possibles 
(cas A); 
- soit apporte des gains suffisants dans la plupart des 
situations pour que, sur l' ensemble du territoire couvert, 
d'eventuelles pertes soient plus que compensees (cas B). 
On ne cherche pas a tirer parti des particularites locales. 
Modele 
Pour pouvoir faire de !'inference sur !'ensemble du 
territoire etudie, il faut conduire une experimentation sur 
un echantillon de sites representatif des situations possibles, 
sur lesquels on va mesurer une variable quantitative y. En 
l' absence de connaissances prealables mieux adaptees au 
phenomene etudie, on represente la realite par un modele 
lineaire assez general : 
m est l' effet moyen 
ai est l' effet de l' obj et i (fixe) i = 1..p objets 
Bj est l' effet du lieu j (al ea to ire) j = 1..q lieux 
(aB)ij est l' interaction obj et x lieu (al ea to ire) 
cjk est l' effet du bloc k du lieu j (fixe) k = 1 .. r blocs/lieu 
Eijk est I' erreur residuelle (al ea to ire) 
On suppose que les erreurs residuelles suivent une loi 
normale d' esperance nulle, qu' ell es sont independantes et 
partout de meme variance, et qu' il en est de meme pour les 
termes d'interaction. De plus, les erreurs et les interactions 
sont supposees independantes entre elles. 
\ 
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Analyse de variance 
Les buts qu'on a decrits plus haut se ramenent a la 
detection d' effets princi paux et d' interactions, que l' on 
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realise par des tests statistiques. L' analyse de variance 
nous permet de calculer des carres moyens dont les 
esperances et les degres de liberte sont donnes au tableau 
1. 
TABLEAU I 
Esperances des carres moyens de l'analyse de variance d'un essai multilocal. 
Mean square (CM) expectations for the analysis of variance for a multisite experiment. 
Carre moyen Esperance 
p 
a2 E + rcr2 aB + rq I 
i= I 
a2 + rpcr2 E B 
2 2 CT E + rCT aB 
a2 
E 
(p - 1) 
D.d.l. 
(p - 1) 
(q - 1) 
(p - 1) (q - 1) 
q (p - I ) ( r - 1 ) 
De meme que cr2 E est la variance des erreurs Eijk' cr2 aB 
est la variance des termes d'interaction (aB)ij· Ces termes 
sont supposes suivre une loi normale. 
Quand la variance d'interaction vaut 100, en moyenne 
50 % de ces (aB)ij depassent en valeur absolue 0,675 x 
1100 = 6,75 et 5 % depassent 1,960 x f10o = 19,6. 
Quand cette variance est nulle, les effets des objets et 
des lieux sont strictement additifs : les differences entre 
objets sont les memes dans chaque lieu, aux erreurs 
residuelles pres. 
Remarquons que le carre moyen de !'interaction n'est 
pas egal a la variance d' interaction. Si on veut es timer cette 
variance a partir des resultats d'un essai, on utilise 
l' estimateur sans biais : 
CMa8 -CME 
r 
Interaction 
Traitement x Lieu ? 
NON 
I 
On suppose l'absence d'interaction : 
Figure 1 
Test de l'effet 
traitement par 
F=--- (2) 
Conduite des tests, demarche classique. 
Conventional test procedure. 
F = --- (1) 
QUI 
Regionalisation de la reponse 
Test de l'effet 
traitement par 
F= --- (3) 
E. Ooze 
Conduite des tests 
Cornme indique figure 1, quand aucune interaction 
n'est detectee, on en conclut habituellement l'absence 
d'interaction. Le gain eventuel apporte par !'innovation est 
al ors suppose le meme pour tousles lieux. Le test de l' effet 
traitement se fait en formant le rapport CM/CME. 
En revanche, en presence d' interaction, on peut de teeter 
un effet moyen sur l'ensemble de la zone concemee par 
l' experimentation en formant le rapport CM/CMaB : c' est 
ce que l' on appelle la regionalisation de la reponse. 
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Le probleme qu'on se propose d'etudier ici est de 
determiner le nombre d' essais et le nombre de blocs 
necessaires pour maximiser les chances de detection de 
!'interaction et des effets principaux, avec le minimum de 
moyens. 
Dans un test statlst1que, la probabilite de rejeter 
l' hypothese nulle (ici de detecter un effet) est appelee 
puissance (voir a ce sujet PHILIPPEAU, 1984 ou 
DA GNELIE, 1973). Elle depend de l' importance de l' ecart 
entre realite et hypothese nulle et aussi des qualites du 
terrain, des mesures, et du dispositif experimental. 
Puissance du test de I' eff et traitement, en I' absence d 'interaction 
Sous I 'hypo these d' absence d' interaction, les esperances 
des carres moyens concernes par le test (2) (fig. 1 ), ainsi 
que leurs degres de liberte, ne dependent que du nombre 
total de parcelles elementaires par traitement et, bien 
entendu, des effets principaux (tabl. 2). 
TABLEAU 2 
Esperances des carres moyens de l'analyse de variance d'un essai multilocal, en l'absence 
d'interaction lieux traitement. 
Mean square expectations for the analysis for variance for a multisite experiment in the absence of 
a site x treatment interaction. 
Carre moyen Esperance 
p 
CM a cr2E + rq I, 
i = 1 
CME a2 E 
Le moins cofiteux serait alors de concentrer tout l'essai 
dans un meme lieu, et done de ne plus faire d'essai 
multilocal. Toutefois, il est bien clair que si on met en place 
des essais multilocaux, c' est qu' on ne peut ecarter a priori 
D.d.l. 
a.2 
I 
(p - 1) 
(p - 1) 
q (p - 1) (r - 1) 
l' existence d' une interaction. On ne peut done pas envisager 
d' optimiser le dispositif multilocal en negligeant 
l' interaction. 
Puissance du test de detection de I 'interaction 
Le rapport (CMaB/CME) qui permet de tester l' existence 
d'une interaction traitement x lieu, suit une loi de Fisher-
Snedecor a u 1 etu2 degres de liberte (d.d.l.), multipliee par 
la constante : 
2 
a aB 
1 + r -- (PEARSON et HARTLEY, 1976), 
a2 
E 
avec u 1 = (p-1) (q-1) 
et u 2 = q (p-1) (r-1) 
Avec un test au niveau a, l'interactionestdetecteequand 
ce rapport (CMaB/CME) depasse le quantile 1- a de la loi 
de Fisher a u 1 et u 2 d.d.l. On peut done facilement calculer 
la puissance du test a partir de la fonction de repartition de 
cette loi de Fisher. Elle dependra du niveau a, du nombre 
d'objets (p), de lieux (q), de repetitions par lieu (r), et du 
rapport de la variance d' interaction a la variance residuelle. 
* Exemple : en se referant a l' analyse du rendement 
coton-graine dans des essais genetiques coton en milieu 
paysan au Togo, on fixe p = 3 traitements compares et 
crE = 160 kg/ha pour l 'ecart-type residue!, ce qui est une 
valeur courante. Supposons qu'on veuille detecter des 
interactions qui depasseraient 150 kg/ha dans 5% des 
combinaisons lieux x varietes. L'ecart-type d'interaction 
vaudrait 15011,960 ,,,, 75 kg/ha. Le rapport variance 
d'interaction I variance residuelle vaut environ (751160)2 
,,,, 0,2. On represente (figures 2 et 3) la puissance du test en 
fonction de q et de r, et pour deux valeurs du rapport de 
variances cr2aB/cr2E: 0,2 et 0,5, correspondant a des 
situations vraisemblables dans les essais multilocaux. 
En se reportant a la figure 2, pour 7 lieux, 2 blocs par 
lieu, et un rapport de variances cr2 aB/cr2 E = 0,2, la puissance 
du test vaut environ 14 %. Pour 17 lieux et 2 blocs par lieu, 
elle n'atteint que 24 %. Le passage a 3 blocs par lieu fait 
cro!tre la puissance a 26 et 48 % respectivement, ce qui est 
encore peu. 
Dans les essais en milieu controle, avec un ecart-type 
residue} de 110 kg/ha, cr2 aB/cr2 E,,,, 0,5, le testdel'interaction 
atteint une bonne puissance (80 % ) si on prevoit 4 lieux et 
7 blocs par lieu (fig. 3). 
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Figures 2 et 3 
Puissance du test de I' interaction traitement x lieu, en fonction du nombre de lieux et du nombre de blocs par lieu ; 
risque a = 0,05 ; 3 traitements. 
Fig. 2 : variance de I 'interaction traitement x lieu : variance residuelle = 0,2 ; 
Fig. 3: variance de l'interaction traitement x lieu: variance residuelle = 0,5. 
Power of the treatment x site interaction test, as a function of the number of sites and the number of blocks per site; risk 
a= 0.05; 3 treatments. 
Fig. 2 : treatment x site interaction variance: residual variance = 0.2; 
Fig. 3: treatment x site interaction variance: residual variance= 0.5. 
E. Goze 
Dans les essais en milieu paysan, il est rarement 
envisageable de porter a 4 OU 5 le nombre de repetitions par 
lieu pour atteindre une puissance de 80 %. Compte tenu 
des contraintes pratiques, le nombre d'essais menes a leur 
terme ne pourrait etre suffisant pour atteindre cet objectif 
de puissance. 
fl n 'est done pas toujours possible de bien tester 
!'existence d'une interaction avec les moyens dont on 
dispose. 
Aussi, le resultat negatif du test d'interaction n 'est pas 
toujours probant. Or, dans l' esperance du carre moyen 
objets, intervient non seulement l' effet des traitements, 
mais aussi l' interaction obj et x lieu ; le test de l' effet principal 
par le rapport CM/CME peut done etre positif a caused' un 
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effet des traitements, mais aussi a cause d'une interaction 
qui n'aurait pas ete detectee par le test precedent. Par 
consequent, il est prudent de toujours tester l 'effet principal 
a !'aide de F=CM/CMaB' meme si il n'a pas ete detecte 
d 'interaction. 
Quand ce test est positif, nous ne pourrons done affirmer 
qu'un effet moyen de !'innovation, sans garantir qu'il soit 
le meme dans toutes les situations. fl convient d'etre 
d 'autant plus vigilant sur la representativite des 
implantations. 
C' est dans cette perspective de regionalisation de la 
reponse que nous avons calcule la puissance du test de 
l' eff et principal. 
Puissance du test de l' eff et principal quand la reponse est regionalisee 
Le test de l' effet traitement se fait ici en comparant les 
carres moyens CMa et CMaB' dont les esperances ont ete 
donnees dans !'introduction. 
Le carre moyen CMa est une somme de variables 
normales non centrees, puisque les effets ai ne sont pas 
nuls. 11 suit une loi de x2 non centrale, multipliee par la 
Constante cr2 aB. 
Le rapport (CM/CMaB) suit une loi de Fisher non 
centrale a u 1 et u2 d.d.l., 
avec u 1 = (p-1) 
et U2 =(p-l)(q-1), 
et de parametre de non-centralite "A (PEARSON et 
HARTLEY, 1976) 
L. a.2 
I 
"A =rq --- -
2 2 
<J E + r.cr aB 
Avec un test au niveau a, l' effet traitement est mis en 
evidence quand le rapport ( CM/CMaB) depasse le quantile 
1- a de la loi de Fisher ( centrale) a U 1 et u2 d.d.l. 
On peut ainsi calculer la puissance de ce test, qui va 
dependre du niveau a, de cr2E' cr2aB' L. a?, p, q et r. 
En premiere approximation : 
- si cr2 aB est grand devant cr2 E (forte interaction ou grande 
precision de chaque resultat elementaire ), al ors le terme 
cr2 E disparai't devant m 2 aB. La puissance ne depend plus 
que du nombre d' essais. On aurait alors interet a ne faire 
qu'une repetition par lieu, ce que l' on est amene a eviter 
pour d' autres raisons (impossibilite de recouper localement 
les resultats) ; 
- si cr2 aB est petit devant cr2 E' le terme rcr2 aB disparai't 
(car rest faible) devant cr2 E; l' esperance de CMa ne depend 
plus que du nombre total de parcelles elementaires (rq). 
Toutefois, q intervient aussi dans le nombre de degres de 
liberte du denominateur, l' optimum theorique n' est plus la 
concentration de tout l' essai dans un meme lieu, comme 
c'etait le cas pour CM/CME (2) (fig. 1). 
Si on fixe le nombre et les effets des traitements, ainsi 
que la variance residuelle, c' est done la variance 
d'interaction qui va determiner le nombre optimal de 
lieux. 
Fixons ces parametres pour calculer la puissance, en se 
referant aux memes essais genetiques du Togo : p = 3 
varietes, cr2E = 25 000 kg2/ha2, soit cr2 z 160 kg/ha. 
Supposons que les effets des varietes soient respectivement 
-100, 0, et + 100 kg/ha, ce qui est assez considerable pour 
devoir etre detecte. Etudions alors les variations de la 
puissance en fonction du nombre de lieux et du nombre de 
blocs par lieu, pour differentes valeurs de la variance 
d'interaction : 0, 5 000 et 12 500 kg2/ha2, soit des ecart-
types d'interaction d' environ 0, 70et110 kg/ha (fig.4 a 6). 
Ces graphes montrent des caracteristiques assez simples : 
- la puissance decroi't quand la variance d'interaction 
croi't; 
- la puissance croi't quasi-lineairement en fonction du 
nombre de lieux, jusqu'a environ 70 % ; 
- la puissance augmente sensiblement de 1 repetition par 
lieu (blocs disperses) a 2, puis 3 repetitions par lieu. Le 
gain est d'autant moins fort que la variance d'interaction 
est elevee, mais il demeure substantiel meme pour des 
valeurs elevees de la variance d'interaction. 
Compte tenu d'un cofit marginal assez faible d'une 
repetition supplementaire, par rapport a celui d'un lieu 
supplementaire dans la situation etudiee, le passage de 1 a 
2 puis 3 repetitions par lieu estjustifie, pour autant que les 
conditions experimentales le permettent. 
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Figures 4, 5 et 6 
Puissance du test de I' effet traitement, en fonction du nombre de lieux et du nombre de blocs par lieu ; risque a= 5 % ; 
3 traitements compares d 'eff ets -100, 0 et + 100 ; variance residuelle = 25 000. 
Fig. 4 : variance d 'interaction traitement x lieu = 0 ; 
Fig. 5: variance d'interaction traitement x lieu= 5 000; 
Fig. 6: variance d'interaction traitement x lieu= 12 500. 
Power of the treatment effect test, as a function of the number of sites and the number of blocks per site ; risk a= 5% ; 
3 treatments effects -100, 0and+100; residual variance= 25,000. 
Fig. 4: treatment x site interaction variance = O; 
Fig. 5: treatment x site interaction variance = 5,000; 
Fig. 6: treatment x site interaction variance = 12,500. 
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Figures 7, 8 et 9 
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Puissance du test de I' effet traitement, en fonction du cofit et du nombre de blocs par lieu; risque a= 5 % ; 3 traitements 
compares d'effets -100, 0 et +100; variance residuelle = 25 000. 
Fig. 7 : variance d 'interaction traitement x lieu = 0 ; 
Fig. 8 : variance d 'interaction traitement x lieu = 5000 ; 
Fig. 9: variance d'interaction traitement x lieu= 12 500. 
Power of the treatment effect test, as a function of cost and of the number of blocks per site; risk a= 5%; 3 treatments, 
effects -100, 0 and +100, residual variance= 25,000. 
Fig. 7: treatment x site interaction variance = O; 
Fig. 8: treatment x site interaction variance = 5,000; 
Fig. 9: treatment x site interaction variance = 12,500. 
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Exemple d 'optimisation economique pour le test de l 'eff et principal 
11 reste a moduler cette affirmation, en fonction du coGt 
relatif des lieux, des blocs et de l' importance de l' interaction, 
pour trouver, en fonction des moyens mis en oeuvre, la 
meilleure combinaison (nombre de lieux, nombre de blocs 
par lieu), en supposant que ces nombres ne soient pas 
limites par des contraintes autres que budgetaires. 
11 nous faut pour cela faire une hypothese sur les coGts : 
nous considererons ici, a titre d'exemple, que la mise en 
place d'un lieu supplementaire coGte 6 fois plus cher que 
celle d'un bloc supplementaire dans un lieu quelconque. 
Le coGt global de !'experimentation est 
alors proportionnel a (6+r)q. 
La meilleure valorisation des moyens mis en jeu est 
atteinte quand, pour un coGt donne, on atteint la meilleure 
puissance. Le probleme n'est pas tres simple a resoudre, 
meme numeriquement, car les nombres de lieux et de blocs 
par lieu sont forcement entiers : on ne peut done envisager, 
en se fixant un coGt, tous les nombres de lieux possibles. 
On determine l' optimum graphiquement, comme si les 
nombres de lieux et de blocs par lieu pouvaient varier 
continGment, puis on arrondit la solution trouvee. Cette 
option est possible car la puissance est une fonction 
strictement croissante de chacun de ces parametres. 
Les figures 7 a 9 sont des courbes de puissance a coGt 
constant, fonction du nombre de repetitions par lieu. Pour 
chaque courbe, quand le nombre de blocs par lieu croit, le 
nombre de lieux decroit, puisque le coGt est constant. Les 
nombres de lieux figment en italique sur les courbes. 11s 
sont donnes simplement a titre indicatif, car ils ne 
correspondent pas toujours a un nombre entier de blocs par 
lieu ( cette contrainte ne permettrait pas de tracer des 
courbes a cout constant et de determiner par ce moyen les 
optima). 
Pour utiliser ces courbes, on determine le budget dont 
on dispose et on choisit la courbe correspondant au coGt le 
plus proche. On deduit al ors le nombre optimal de repetitions 
par lieu, qu'il faut arrondir a la plus proche valeur entiere. 
On peut trouver aussi le nombre approximatif de lieux. Le 
nombre de lieux definitif doit etre recalcule en fonction du 
nombre ( entier) de repetitions par lieu pour ne pas depasser 
le budget initial. 
Comme on peut s'y attendre, le nombre optimal de 
blocs par lieu s'abaisse quand la variance d'interaction 
s'accroit: en absence d'interaction, il depasse 6 blocs par 
lieu (fig. 7), pour atteindre 3 blocs par lieu quand 
l' interaction devient forte (CT aB = 110 kg/ha, fig. 9). 
Dans le meme temps, I' optimum de puissance devient 
moins marque. Quand la variance d'interaction est faible, 
l' optimisation a coGt constant peut donner des gains de 
puissance de 35 % ; quand !'interaction est forte, les gains 
potentiels sont beaucoup plus modestes (10 a 15 %), ceci 
etant aussi a relier a une baisse generale de la puissance. 
Par rapport aux dis positifs habituellement mis en place 
a l'IRCT, pour l'etude du rendement coton-graine, quelle 
que soit la variance d'interaction envisagee ici, quand la 
puissance potentielle correspond a un objectif raisonnable 
(70 %), il est toujours payant d'augmenter le nombre de 
blocs par lieu, au moins jusqu' a 3. Les blocs disperses, en 
particulier, representent, pour un cout donne, une perte de 
puissance importante par rapport aux essais a 2 ou 3 
repetitions par lieu. 
Discussion 
L'utilisation pratique de ces resultats suppose : 
- de connaitre la variance residuelle ; 
- d'admettre que !'interaction est repartie suivant une loi 
normale, et de connaitre aussi sa variance. 
D'autre part, on n'a envisage ici qu'une seule variable 
a etudier, ce qui n' est pas le cas general. 
Le premier point n' amene que la difficulte de reunir les 
resultats d'essais deja realises dans les memes conditions 
pour estimer la variance residuelle OU, a defaut, d'en 
donner une valeur raisonnable. 
Le second est sans doute le plus delicat : 
- l'hypothese de normalite est verifiee quand plusieurs 
causes independantes d'interaction viennent ajouter des 
effets de meme ordre de grandeur. Ellene l'est pas en cas 
de separation en zones tres contrastees (types de sols, par 
exemple ), ou encore en cas de gradient (de pluviometrie, 
par exemple ). La regionalisation de la reponse n' intervient 
al ors qu' a pres modelisation convenable de l' interaction, 
pour en eliminer les composantes majeures (DENIS, 
VINCOURT, 1982); 
- la variance d'interaction peut etre fixee a un seuil 
jusqu' auquel les disparites entre situations locales sont 
tolerables. La taille du reseau est alors calculee pour 
detecter les interactions superieures ace seuil, et pour que 
les effets principaux soient mis en evidence quand 
l' interaction est inferieure a ce meme seuil. 
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Le choix de celui-ci est determinant pour la forme d'un 
reseau : tolerer une forte interaction conduit a mettre en 
place de nombreux essais a peu de repetitions, au risque 
d'une depense injustifiee si !'interaction est en realite 
faible. Au contraire, miser sur une faible interaction amene 
a concentrer les essais dans quelques lieux, au risque de 
rater son objectif de puissance si !'interaction est plus 
elevee que prevu. 
Enfin, !'optimisation d'un reseau pour l'etude de 
plusieurs variables peut etre decomposee de la fa<;on 
suivante: 
- pour chacune des variables, on se fixe un objectif de 
puissance, auquel correspond un ensemble de situations 
acceptables (nombre q de lieux, nombre r de blocs par 
lieu) ; 
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- toutes les fonctions de puissance etant croissantes en 
fonction de q et de r, ces ensembles admettent forcement 
une intersection non vide ; 
- dans cette intersection, on recherche al ors la combinaison 
de cofit minimum qui donne le nombre d' essais a mettre en 
place et le nombre de repetitions par essai. Ces nombres 
etant en tiers, la mise en oeuvre informatique des operations 
d' intersection et de recherche du minimum est assez simple ; 
- pour chacune des variables ou l' objectif de puissance est 
depasse, on peut ensuite diminuer les cofits de prise 
d' echantillons en eliminant des repetitions. Si le co fit de la 
mesure est determinant, on peut regrouper dans un meme 
echantillon plusieurs prelevements d'un meme lieu. 
Conclusion 
La decision de diffuser une innovation se fait apres un 
essai multilocal que l' on peut considerer comme un sondage. 
Par ce sondage dans une region supposee homogene, on 
verifie l' a vantage comparatif global de l' innovation 
proposee. On peut admettre que cet avantage ne soit pas 
constant dans toute la region, en tolerant une interaction 
objet x lieu,jusqu'a uncertain niveau. 
Aussi bien pour la mise en evidence de cette interaction 
que pourcelle de l' effet global, on peut, a partir d'hypotheses 
simples, determiner la dimension d'un reseau d'essais. 
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Determining the size of multisite experiments 
E. Goze 
Abstract 
The size of an experiment is calculated using a power target. 
However, the power of a multisite experiment is rarely known, 
either for detecting treatment-site interactions or the main effects. 
A reminder of the aim of multisite experiments, the model and the 
analysis methods is followed by the formulae for calculating the 
power of a series of complete-block experiments. The model uses 
random site effects and fixed treatment effects. In the case of trials 
with 3 treatments, the power curves for the different tests are 
drawn up and commented on. An example of economic optimization 
is then given. To detect the main effects on seed cotton yields, a 
substantial increase in power can be achieved by replacing scattered 
blocks with designs comprising 2 or 3 replicates per site. 
KEY WORDS: cotton, multisite experiments, smallholder experiments, power, analysis of variance, regionalization, interaction, optimization. 
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Introduction 
Aim 
The aim of multisite experiments is to test one or more 
innovations (varieties, crop techniques, phytosanitary 
measures) under various environmental conditions (climate, 
soil, smallholders). The innovation may be accepted or 
rejected after such an experiment, depending on decisive 
qualitative criteria: growth habit of a variety, sensitivity to 
deficiencies, toxicity of a phytosanitary product, degree of 
acceptability to farmers, etc. The choice of one or other of 
the treatments tested can also be governed by quantitative 
criteria, such as measurement of infestations, fibre quality 
and yields, as far as cotton is concerned. We shall be 
looking at these quantitative criteria here. 
The innovation, either alone or in comparison with 
others, is generally compared with a control. The aim is to 
determine whether it represents an economic gain over the 
whole of the zone covered by the multisite experiment 
(which does not mean that the innovation will have a 
positive effect for all the farmers in the zone). If it is to be 
adopted, the innovation has to: 
- represent a gain in every possible situation (case A); 
- or provide sufficient gains in most situations for possible 
losses to be more than compensated for over the zone as a 
whole (case B). The aim is not to make use of local 
differences. 
Model 
In order to draw conclusions for the whole of the zone 
studied, experiment has to be carried out at a sample of 
sites representative of the possible situations, for which a 
quantitative variable - y - is measured. In the absence of 
existing information better suited to the phenomenon 
studied, the true situation is represented by a fairly general 
linear model: 
where 
m is the mean effect 
is the effect of treatment i (fixed), i=l..p treatments 
Bj is the effect of site j (random), j=l..q sites 
(aB)ij is the treatment x site interaction (random) 
cjk is the effect of block k at site j (fixed) k= l..r blocks/site 
Eijk is the residual error (random) 
It is assumed that the residual errors are normally 
distributed about a zero expectation, that they are 
independent, that their variance is the same everywhere, 
and that the same goes for the terms of interaction. 
Moreover, errors and interactions are assumed to be 
independant of one another. 
Analysis of variance 
The aims described above boil down to the detection of 
the main effects and interactions, which is done using 
statistical tests. The analysis of variance makes it possible 
to calculate mean squares, whose expectation and degrees 
of freedom are given in table 1. These mean squares are 
quoted MS in the text and CM in the tables and figures. 
Just as cr2E is the variance of errors Eijk• cr2 aB is the 
variance of the terms of interaction ( aB \j, and these terms 
are assumed to be normally distributed. 
If this variance is nil, the effects of the treatments and 
the sites are strictly additive: the differences between the 
objects are the same at each site, apart from residual errors. 
If the variance of the interaction is 100, 50% on average 
of these (aB\j exceed 0.675 x "100 = 6.75 as an absolute 
value and 5% exceed 1.960 x '\/100 = 19.6. 
It is worth noting that the mean square for the interaction 
is not equal to the variance of the interaction. To estimate 
this variance based on the results of an experiment, the 
unbiased estimator is used: 
a2 aB = 
r 
Tests 
As shown in figure 1, if no interaction is detected, it is 
concluded that there is none. Any gains made as a result of 
the innovation will therefore assumed to be the same for all 
the sites. The treatment effect test is carried out using the 
ratio MS/MSE. 
However, if there is an interaction, a mean effect can be 
detected over the whole of the zone covered by the 
experiment, using the ratio MS/MSa8 : this is known as 
regionalizing the response. 
The problem we propose to look at here is how to 
determine the number of trials and blocks required to 
maximize the chances of detecting the interaction and the 
main effects, using as few resources as possible. 
In a statistical test, the probability of rejecting the null 
hypothesis (in this case of detecting an effect) is known as 
thepower(seePHILIPPEAU, 1984orDAGNELIE, 1973). 
It depends on the extent of the difference between the true 
situation and the null hypothesis, and also on the quality of 
the land, measurements, and experimental design. 
