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Résumé – Dans le domaine de la chasse aux mines sous-marines, l’objet détecté peut être caractérisé par son
ombre portée sur le fond. L’approche classique est séquentielle : l’image sonar est tout d’abord segmentée afin
d’obtenir une image binaire partageant les pixels entre la zone d’ombre et la zone de réverbération de fond, puis
des attributs caractéristiques sont extraits de la silhouette 2-D correspondant à l’ombre segmentée lesquels
servent à classifier l’objet en fin de traitement. A chacune des étapes sont généralement associés des pré- et/ou
post-traitements visant à éviter qu’une erreur intervenant à un instant donné de la chaîne de traitement se
répercute jusqu’au résultat final. Afin d’optimiser la procédure de classification en se concentrant sur l’objectif
ultime de la chaîne de traitement, nous avons mis en œuvre un processus dynamique pour caractériser le contour
de l’ombre à partir de l’image sonar brute en offrant en outre la possibilité de classifier l’objet détecté. Cette
approche innovante fait appel aux notions de modèles déformables, modèles statistiques et algorithmes
génétiques.
Mots clés – image sonar, classification de mine, algorithme génétique, discrimination de contours, descripteurs
de Fourier, modèles statistiques.
2Abstract- In the context of mine warfare, detected objects can be classified from their cast shadow. A standard
solution consists in segmenting the image at first (we obtain binary from grey-level image giving the label zero
for pixels belonging to the shadow and the label one elsewhere), and then in performing classification from
features extracted from the 2D-shape of the segmented shadow. Other pre- or post-processings are generally
used to make each step more robust by avoiding a mistake to be propagated through the following steps. In this
paper, to focus on the actual goal, we propose a novel approach where a dynamic segmentation scheme is fully
classification-oriented. Actually, classification is performed directly from raw image data. The approach is based
on the combination of deformable models, genetic algorithms, and statistical image models.
Key words – sonar image, mine classification, genetic algorithm, contour discrimination, Fourier descriptors,
statistical models.
1 Introduction
- La chasse aux mines
Les systèmes de chasse aux mines utilisent des sonars de deux types. Caractérisé par une
portée relativement grande et une résolution faible, le sonar détecteur permet de repérer
l’objet par son écho. Grâce à une meilleure résolution et à une plus courte portée, le sonar
classificateur fournit une image interprétable sur laquelle l’ombre portée de l’objet se détache.
figure 1 : Sonar de coque et sonar propulsé de l’avant
3La faiblesse des moyens militaires face aux mines marines de nouvelle génération apparut au
début des années 90 lors des événements intervenus dans le golfe Persique : une
modernisation des équipements vise depuis à faire face à ces mines dites furtives (petite taille,
géométrie et structure étudiées présentant un index de cible réduit) [PUYH-00]. Les progrès
technologiques de ces dix dernières années permettent de faire de l’imagerie des fonds marins
avec une très haute résolution. La guerre des mines a tout naturellement exploité les
performances des sonars classificateurs haute fréquence pour saisir les petits détails et
finement caractériser les contours des ombres portées des objets immergés. Sur l’image
obtenue apparaît l’ombre acoustique caractérisée par l’absence de réverbération de fond du
fait de la présence de l’objet. La figure 2 illustre la similitude des ombres obtenues par voie
acoustique et par voie optique (vue de dessus en éclairage rasant).
 
figure 2: image sonar haute résolution d’une mine cylindrique et d’une mine sphérique et
image vidéo de synthèse de la même scène.
- La classification sur ombre classique
La classification sur ombre est un problème classique de reconnaissance de formes. La notion
de forme englobe la région intérieure de l’ombre segmentée et son contour. Le processus
classique de classification sur ombre d’un objet immergé consiste en trois étapes successives :
segmentation ® extraction d’attributs ® classification
4La segmentation extrait les régions d’intérêt dans l’image, i.e., dans le cas de la classification
sur ombre d’images sonar, partage les pixels de l’image en deux classes : la classe ‘ombre’
comprenant les pixels de la zone d’ombre et la classe ‘fond’ comprenant à la fois les pixels de
la zone de réverbération de fond et de l’écho. A partir de l’image binaire obtenue, des
paramètres discriminants ou attributs caractéristiques sont calculés sur la forme de l’ombre ou
uniquement son contour, et regroupés dans un vecteur caractéristique. L’information
disponible est ainsi réduite à un nombre restreint de paramètres discriminants. Enfin, le
vecteur caractéristique introduit dans le module de classification doit permettre d’affecter en
finalité l’objet à une classe d’objets. La classification est faite de manière automatique, i.e.
sans intervention de l’opérateur, et de manière supervisée nécessitant un nombre conséquent
d’éléments représentatifs de chacune des classes dont on peut rapprocher l’élément à
classifier. A chacune des étapes du processus séquentiel ci-dessus sont associés des pré- et/ou
post-traitements superflus au regard de l’objectif final de classification. Il s’agit par exemple
du détail exigé sur le contour à l’étape de segmentation. Il s’agit aussi de préparer l’image
pour l’étape qui suit et d’éviter qu’une erreur intervenant à un instant donné ne se répercute
jusqu’au résultat final sans rétroaction possible.
- Approche proposée
Nous proposons une alternative novatrice qui consiste en processus dynamique de
« segmentation orientée classification » coordonné par un algorithme génétique. En se
concentrant sur l’objectif ultime de la chaîne de traitement, une segmentation discriminante
du contour est effectuée à partir des données sonar brutes. Outre l’économie de traitements
superflus au vu de l’objectif visé, ce traitement « orienté solution » évite la propagation
d’erreurs préjudiciables. Le résultat est double : tout en caractérisant le contour de l’ombre, on
offre la possibilité de classifier l’objet détecté à partir d’une population réduite d’individus.
L’exploration de l’espace des solutions est menée par un algorithme génétique. Cet
5algorithme manipule des solutions caractérisées par un ensemble de descripteurs de Fourier
décrivant chacune un contour, sur lesquelles agissent des opérateurs génétiques classiques et
nouveaux. L’évolution est réglée par un paramétrage adéquat des opérations génétiques et de
l’opération de sélection des solutions. La sélection est basée sur l’adaptation du contour dans
l’image au sens d’un critère statistique basé sur la modélisation du phénomène de
réverbération. Il en résulte un partage des données sonar au sens du maximum de
vraisemblance.
Le paragraphe suivant présente le problème et la spécificité de l’image sonar. Le troisième
paragraphe explicite les contraintes sur l’objectif à atteindre et justifie le choix de l’algorithme
d’optimisation. On rappelle le principe des algorithmes génétiques au paragraphe 4. La mise
en œuvre de la segmentation orientée classification est détaillée au paragraphe 5 puis illustrée
par quelques résultats sur images réelles et simulées au paragraphe 6.
2 problème et spécificités associées
2.1 problème posé: classification de mines marines à partir d’images sonar
Les sonars actifs émettent un signal sur la zone de fond à prospecter. La réception s’effectue
sur une antenne et les signaux captés passent dans la chaîne de traitement sonar pour former
l’image sonar. De par leur conception, les antennes favorisent certaines directions d’arrivée
du signal et par extension, localisent précisément la cible. Dans le cas particulier de la
classification sur ombre, le système sonar équipant les navires de chasse aux mines est
composé d’un sonar détecteur et d’un sonar classificateur. Dans un premier temps, la
recherche d’objets sur le fond ou dans le volume d’eau est effectuée par le sonar détecteur.
Dans un second temps, le sonar classificateur fournit une image suffisamment résolue
permettant de classer l’objet à partir de l’ombre acoustique portée sur le fond.
6La caractérisation d’objets posés sur le fond marin est faite au moyen de sonars
classificateurs à haute résolution, c’est-à-dire dont les dimensions de la cellule de résolution
en distance et en gisement sont inférieures aux dimensions des objets recherchés (cf.
paragraphe 2.2.2). Sur l’image obtenue apparaît l’ombre acoustique que porte l’objet sur le
fond, laquelle est souvent plus révélatrice de sa géométrie que son écho du fait de la
complexité des lois de la diffusion acoustique qui régissent ce dernier et du revêtement
anéchoïque de certaines mines furtives. La présence ou l’absence de réverbération de fond
sert à délimiter la zone d’ombre associée à l’objet ciblé. Ce principe de classification sur
ombre est illustré figure 3 où l’on visualise l’évolution de l’amplitude du signal reçu dans une
direction donnée (voie formée par le sonar) en fonction du temps [BOUV-92].
figure 3 : Principe de classification sur ombre
2.2 spécificités statistique et géométrique de l’image sonar








7La réverbération est source d’information pour la classification sur ombre. Ce phénomène
propre à tous les systèmes d’imagerie cohérente apparaît lorsque la longueur d’onde incidente
est grande devant la dimension des aspérités de la surface illuminée [GOOD-76]. De ce fait,
l’onde réverbérée par le milieu (eau de mer ou fond) est le résultat de la combinaison tantôt
destructive tantôt constructive des ondes rétrodiffusées mais déphasées aléatoirement.
L’amplitude résultante de la somme de ces ondes complexes reçues par un capteur suit alors
une loi de Rayleigh [PAPO-84] caractéristique d’un bruit multiplicatif appelé chatoiement ou
speckle [MAIT-01]. Deux types de réverbération nous intéressent : la réverbération de
volume et la réverbération de fond générées par la somme des multiples rétrodiffusions dues,
respectivement, aux inhomogénéités de l’eau (particules, bulles) et aux irrégularités du fond
(micro-relief). Un chatoiement de fort niveau moyen constitue ainsi le signal utile pour la
zone du fond et contraste avec un chatoiement de faible niveau moyen pour la réverbération
de volume prépondérante dans la zone d’ombre. Dans la présente étude, nous négligeons une
dégradation parfois observée à la frontière de la zone d’ombre. Celle-ci est causée par la
remontée du niveau de bruit dû à la présence de lobes secondaires associés à la fonction de
directivité de l’antenne.
figure 4 : Mélange des deux distributions de Rayleigh associées aux zones ‘ombre’ et ‘fond’





8La formation de l’image sonar consiste à enregistrer et représenter les données sonar
(ondes acoustiques réfléchies) dans le plan oblique. La dimension effective du pixel dépend à
la fois des paramètres sonar et du traitement des données. D’une part, les paramètres sonar,
caractéristiques de l’antenne et du signal émis, fixent la dimension de la cellule de résolution,
c’est-à-dire l’écart minimal suivant l’axe de propagation de l’onde (distance) et angulairement
(gisement) devant séparer deux points pour qu’on puisse les distinguer [SOME-93] [BLON-
97]. Le traitement des données permet de passer des données sonar brutes à l’image en
niveaux de gris illustrant la variation de la pression acoustique reçue par les capteurs de
l’antenne et proportionnelle à la puissance du signal rétrodiffusé (c’est-à-dire en direction du
sonar). Le niveau de gris d’un pixel de l’image représente ainsi l’amplitude de la somme des
ondes réfléchies vers le sonar par les points du fond (diffuseurs) appartenant à la cellule de
résolution. La juxtaposition au fil du temps des enregistrements obtenus dans chacune des
voies pointées permet de former une carte bidimensionnelle de la zone insonifiée. En général,
la dimension du pixel est plus petite que celle de la cellule de résolution (dans le cas contraire,
on perd de l’information). Elle dépend de plusieurs paramètres tels que la fréquence
d’échantillonnage temporel, l’échantillonnage spatial effectué lors de l’opération de formation
de voies, la pondération de l’antenne,… Ces opérations induisent un suréchantillonnage plus
ou moins important de la zone insonifiée qui n’apporte pas d’information supplémentaire
mais améliore la visualisation.
Par ailleurs, une distorsion géométrique classiquement observée en imagerie sonar est
l’élongation des ombres en fonction de la rasance. Cette dernière désigne l’angle formé
entre le plan oblique, i.e. le plan de collectage des données sonar, et le fond (cf. figure 3).
3 justification de l’approche proposée
Le problème de la classification sur ombre est un problème classique de reconnaissance de
formes qui nécessite tout d’abord la modélisation du contour solution. Le problème peut alors
9être considéré comme un problème inverse résolu par l’optimisation d’un critère basé sur les
caractéristiques statistiques des données sonar partagées par ce contour. Outre la spécificité
statistique, la prise en compte de la spécificité géométrique de l’imagerie sonar apporte de la
robustesse au traitement. La solution optimale est alors obtenue par un algorithme itératif
opérant sur un espace de recherche étendu de solutions potentielles dont les contours évoluent
dans l’image sonar brute sans segmentation préalable.
3.1 modélisation du contour [WALL-80] [MITC-83] [ARBT-89] [HENO-93]
Parmi les multiples procédés utilisés par les traiteurs d’images pour décrire un contour, nous
avons retenu la décomposition en série de Fourier pour trois raisons :
1. Les descripteurs de Fourier ont l’avantage de décrire le contour de manière synthétique.
On dispose d’une représentation multirésolution offrant la possibilité de lisser un contour
bruité par transformation inverse limitée aux descripteurs d’indice inférieur ou égal à K.
En ce sens, la décomposition en série de Fourier s’apparente à la décomposition
multirésolution par ondelettes de l’image observée appliquée aux images sonar par Collet
et al. : cette dernière permet de s’affranchir en partie du bruit de speckle en associant
opération de décimation spatiale et filtrage [COLL-98].
2. La normalisation des descripteurs par rapport au point de départ sur le contour garantit
une caractérisation unique des contours offrant la possibilité de discriminer les formes 2-D
correspondantes.
Les solutions recherchées sont caractérisées par les descripteurs de Fourier qui décrivent un
contour. kX  et kY  désignent les transformées de Fourier effectuées distinctement sur les
abscisses xi et les ordonnées yi des N points de contour équirépartis. En notant iii jyxz += , on
a la relation kkk jYXC += , où kC  est la transformée de Fourier effectuée sur les coordonnées
complexes. Les descripteurs normalisés pour les deux coordonnées des points de contour sont
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obtenus en suivant un procédé introduit par Arbter [ARBT-89] (cf. annexe 1). Pour un degré
























































3. Une homothétie des descripteurs de Fourier se concrétise par une homothétie des points
de contour. Cette propriété nous permet d’adapter la taille des contours manipulés par
simple factorisation des descripteurs de Fourier par un facteur d’échelle déduit des
paramètres sonar et de sa rasance (cf. la taille équivalente du pixel définie au paragraphe
3.3). En effet, les solutions potentielles proviennent d’images simulées sous des
conditions (paramètres sonar, position du sonar) propres qui peuvent différer de celles de
l’image à segmenter.
3.2 critère à optimiser et contrainte
La recherche du contour de l’ombre à partir des données observées est guidée par
l’optimisation d’un critère statistique basé sur la modélisation du phénomène de
réverbération. Cette optimisation s’accompagne d’une contrainte sur la structure du contour.
3.2.1 critère à optimiser (attache aux données)
Deux hypothèses importantes concernent la distribution des pixels [FIGU-97] :
F les niveaux de gris des pixels de l’image sont indépendamment distribués
F les deux régions, l’une extérieure au contour recherché, i.e. la réverbération de fond, et
l’autre intérieure, i.e. l’ombre, sont homogènes ce qui implique que la probabilité
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conditionnelle associée à chacun des pixels dépend uniquement de sa localisation dans
l’une ou l’autre des régions
En d’autres termes, tous les pixels appartenant à la zone d’ombre (resp. de réverbération de
fond) suivent une distribution commune de paramètre fin (resp. fout). La fonction de
vraisemblance à maximiser peut donc s’écrire, avec f = [fin, fout] [FIGU-97][CHES-99] :



















I(i,j) désigne l’intensité du pixel (i,j), O (resp. R) la zone d’ombre (resp. de réverbération de
fond). La frontière (contour) entre ces deux zones est caractérisée par le vecteur )(Kq  des
descripteurs de Fourier d’indice inférieur ou égal à K fixé.
L’objectif visé est celui d’une segmentation non supervisée c’est-à-dire l’estimation, sans
connaissance a priori, pour K fixé, de )(Kq  à partir de l’image observée seule en maximisant
la fonction de vraisemblance ci-dessus. Dans le cas des images sonar, la distribution des
niveaux de gris des pixels est généralement modélisée par une loi de Rayleigh. On a donc
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regiona  est appelé facteur d’échelle.













avec Nrégion le nombre de pixels appartenant à la région.
On cherchera à maximiser la fonction log-vraisemblance :
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3.2.2 régularisation
La recherche d’informations à partir des données observées ne peut généralement se faire sans
l’apport de contraintes de régularité (problème inverse mal-posé au sens d’Hadamard
[HADA-23]). La régularisation classique consiste à imposer des contraintes sur la solution
recherchée sous la forme d’un terme additionnel pondéré. Dans notre cas, il n’y a pas de
terme additionnel de régularisation car les déformations du contour sont implicitement
pénalisées par limitation du degré K de décomposition en série de Fourier. Il en résulte une
estimation au sens du maximum de vraisemblance opposée à une estimation au sens du
maximum a posteriori qui consiste à minimiser une énergie composée de deux termes : terme
de régularisation et terme d’attache aux données (modèle de bruit).
3.3 prise en compte de la spécificité géométrique des images sonar
 Du fait du principe de formation des images sonar explicité au paragraphe 2.2.2, une
normalisation des images est nécessaire de manière à pallier la faible rasance et la faible
précision en gisement entraînant des ombres généralement disproportionnées. Elle opère donc
sur deux fronts conjoints :
§ rendre les pixels de l’image représentatifs de la surface réelle du sol observé :
Il existe une distorsion entre la taille du pixel (habituellement carré) de l’image et l’aire
effective qu’il représente sur le sol. Ce phénomène provient du principe d’acquisition des
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systèmes sonar qui, pour des raisons technologiques, amènent généralement à une plus grande
précision en distance qu’en gisement.
§ normalisation en rasance de façon à ce que la longueur des ombres soit indépendante de
celle-ci :
L’angle choisi pour la normalisation en rasance doit permettre de comparer facilement des
formes géométriques associées au même type d’objet en apportant de la robustesse à la
classification. La rasance choisie de 45 degrés entraîne théoriquement une longueur de
l’ombre visible sur l’image sonar (suivant la distance oblique) égale à la hauteur de l’objet
multipliée par 2 .
 La résolution du pixel dépend initialement des paramètres sonar mais est modifiée à la
présente étape de normalisation. La taille équivalente du pixel finalement imposée, identique
suivant les deux axes, dépend ainsi à la fois des paramètres sonar et de la normalisation de
l’image.
Nota Bene : cette manipulation des données sonar est transparente pour l’évaluation des
grandeurs statistiques qui s’effectue sur les données sonar initiales préalablement stockées.
3.4 choix de l’algorithme d’optimisation
Les modèles déformables ont été diversement appliqués à la reconnaissance de formes, la
segmentation, le suivi d’objet en mouvement,… [COHE-93] [KERV-94] [JAIN-96] [BOSS-
97] [ZHON-98] [LAM-98] [CHES-99] [MIGN-00]. Ce procédé est utilisé dans deux
approches largement discutées en traitement d’images : les modèles déformables
paramétriques et les contours actifs.
D’une part, le principe des modèles déformables paramétriques est de disposer d'une
base de modèles prototypes ou gabarits (‘templates’) décrits par un nombre donné de
paramètres auxquels on associe un ensemble de déformations. Le choix de tels modèles est
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donc fortement conditionné par les connaissances a priori sur les objets susceptibles
d'apparaître. Le modèle linéaire interagit de manière dynamique avec les particularités de
l’image en faisant varier ses paramètres : son degré de liberté correspond au nombre de
paramètres utilisés. Leur estimation au sens du maximum a posteriori est obtenue en associant
au modèle une densité de probabilité a posteriori conditionnellement aux observations (en fait
la carte de segmentation en deux classes ombre/réverbération de fond). La règle de Bayes
nous permet de distinguer deux termes : le premier intègre les connaissances a priori qui
comprennent la description du modèle et l’ensemble des déformations admissibles (densité de
probabilité a priori) tandis que le second a pour effet d’attirer le modèle vers les traits
remarquables de l’image (vraisemblance des observations conditionnellement aux
déformations).
Le contour actif est d’autre part un modèle élastique dont les contraintes a priori de
régularité sont basées sur la théorie de l’élasticité. Le contour de l’objet est alors représenté
par une courbe ayant des propriétés mécaniques de type membrane/plaque mince. Le modèle
général de contours actifs se présente donc sous la forme d’une courbe (fermée ou non), dont
l’initialisation est située à proximité du contour recherché et dont l’évolution s’effectue selon
un processus itératif de déformation contrôlé par un test de convergence. Le critère selon
lequel le processus de déformation fait évoluer le contour a été initialement associé à la
recherche d’une minimisation d’une fonctionnelle [KASS-88]. Celle-ci est généralement
constituée de deux termes d’énergie qui doivent s’équilibrer : l’un est un terme de
régularisation caractérisant le comportement mécanique de la courbe, soit la rigidité et la
tension (énergie interne), l’autre attire la courbe vers les structures pertinentes de l’image que
l’on recherche (énergie externe). Jain et al. montrèrent que, d’un point de vue bayésien, les
énergies interne et externe peuvent respectivement s’apparenter à une densité de probabilité a
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priori et à une vraisemblance comme dans le cas des modèles déformables paramétriques
[JAIN-98].
La méthode proposée tire profit des avantages des deux approches décrites ci-dessus. Les
modèles déformables, d’une part, permettent de classifier la forme segmentée en l’approchant
d’un prototype connu a priori. Les contours actifs, d’autre part, visent à segmenter la forme en
recherchant son contour à partir de l’image brute en niveaux de gris. Nous proposons une
technique originale utilisant la déformation simultanée de plusieurs contours pour effectuer
une segmentation orientée classification. En d’autres termes, le domaine des solutions
possibles est limité mais supposé représentatif des cas susceptibles de se présenter,
moyennant des déformations du même type que celles rencontrées pour les modèles
déformables. L’exploration de ce domaine a pour finalité de proposer la solution la mieux
adaptée aux données sonar brutes. Une stratégie d’optimisation appropriée à ce problème est
le développement d’un algorithme génétique qui exploite les données brutes sans devoir
passer par une étape préliminaire et irréversible de segmentation. Cette approche
s’oppose à l’approche classique séquentielle ‘segmentation ® extraction des attributs ®
classification’ comme l’explicite la figure 5. L’ultime étape de classification intervient dans le
rapprochement de la solution avec une version étendue du domaine des solutions possibles
initial.
Le Tableau 1 synthétise les caractéristiques des trois approches énoncées. Il apparaît bien
que notre approche est intermédiaire entre les modèles déformables paramétriques et les
contours actifs. Sans idée précise de la nature de l’objet ciblé (comme pour les contours
actifs), on fait l’hypothèse qu’il appartient à un ensemble connu d’objets (équivalents des
prototypes énoncés utilisés pour les modèles déformables paramétriques) dont on a établi un
panorama des contours des ombres portées pour différents points de vue soient un total de Np
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solutions ou individus. De plus, comme dans le cas des contours actifs, on travaille
directement avec les données brutes.
figure 5 : Segmentation orientée classification opposée au processus de segmentation
classique séquentiel
Tableau 1
Type de traitement Modèles déformables Approche proposée Contours actifs
Données image segmentée en
deux classes : ombre /
réverbération de fond
image brute image brute
Espace des solutions
possibles



















    

















































Les algorithmes génétiques sont des méthodes d’exploration stochastique fondées sur les
mécanismes de la sélection naturelle et de la génétique. Elles en tirent leurs principales
caractéristiques : principe de survie des individus les mieux adaptés (par évaluation de la
‘performance’ d’un descendant donné) et échanges d’informations pseudo-aléatoires entre
individus (par opérations génétiques). Ainsi, à chaque génération, de nouveaux individus sont
créés par le processus de sélection des parents compte tenu de leur adéquation au problème et
de leur reproduction selon les principes généraux de la génétique que sont les croisements et
les mutations.
4.2 terminologie
Les algorithmes génétiques procèdent de manière itérative à travers l’évolution d’une
population de génération en génération. Chaque individu symbolise une solution de l’espace
de recherche. Il est caractérisé par son chromosome constitué d’une liste finie de gènes
(paramètres) pouvant prendre des valeurs dans un alphabet donné. A chaque génération
(itération), une fonction d’adaptation juge de l’adéquation de chaque individu aux données.
Cette fonction constitue le critère de sélection pour la reproduction. Les individus les mieux
adaptés sont soumis à deux types d’opérations génétiques : les croisements et les mutations.
Dans l’opération élémentaire de croisement, les chromosomes sont regroupés par paire et les
chaînes ainsi appariées sont recombinées. La mutation, accidentelle mais nécessaire afin de
diversifier le matériel génétique, résulte classiquement d’une modification aléatoire de faible
probabilité de la valeur d’un caractère de la chaîne. Dans notre cas, il nous a paru utile
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d’introduire en outre une mutation opérant une transformation globale du chromosome (cf.
§5.1.5). La figure 6 présente le principe général des algorithmes génétiques.
Initialisation de la population
Décodage des chaînes pour l’évaluation des performances
Calcul de la fonction d’adaptation
critère d’arrêt atteint ?
Sélection des chaînes codées pour la reproduction
Génération de la nouvelle population par Copie-Croisement-Mutation
figure 6 : principe général des algorithmes génétiques
En somme, la mise en œuvre d’un algorithme génétique nécessite la détermination de sept
points fondamentaux que nous détaillerons au §5 :
Ä la représentation chromosomique
Ä la création de la population initiale
Ä la définition de la fonction d’adaptation
Ä le critère de sélection
Ä les opérateurs génétiques réglant la reproduction
Ä la réinsertion







Une stratégie d’optimisation appropriée à notre problème est le développement d’un
algorithme génétique qui possède les propriétés suivantes [DAVI-91] [PAL-96] [GUER-98] :
F parallélisme : cette technique d’exploration stochastique (indépendante de l’initialisation)
a l’avantage d’optimiser massivement plusieurs chaînes de paramètres (individus) à la
différence de la technique du recuit simulé qui optimise une seule chaîne en évaluant ses
configurations voisines. Par ailleurs, à une génération donnée, le potentiel de la population
ne se résume pas à la solution représentée par chaque individu : leur combinaison par
opérations génétiques est source de multiples autres solutions sous-jacentes.
F par un paramétrage des opérations de sélection et des opérations génétiques, un
compromis est réalisé entre une exploitation des meilleures solutions et une exploration
aléatoire de l’espace de recherche [MICH-94].
F Rapidité :
- les descripteurs sont optimisés conjointement (contrairement au recuit simulé qui
optimiserait un seul descripteur)
- le nombre d’itérations est fonction du problème à optimiser (cas où le critère d’arrêt est
fonction de l’optimisation) et non d’un paramètre fixé a priori tel la température pour le
recuit simulé [DAVI-87]
- l’élaboration d’opérateurs génétiques spécifiques à l’information portée par les
chromosomes augmente la rapidité de convergence par une prise en compte de la
spécificité des données traitées (Dans notre application, il s’agit des distorsions
caractéristiques des ombres acoustiques, de la limitation des possibilités de croisements
entre chaînes chromosomiques pour éviter la prolifération d’individus non viables…)
4.3.2 travaux antérieurs
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Les algorithmes génétiques ont déjà été utilisés pour diviser l’image en plusieurs régions
[SEET-91] [HASE-99]. A cette segmentation par région, nous préférons une approche par
contour. Dans notre cas en effet, la segmentation, limitée à deux régions, n’est pas une fin en
soi mais doit permettre in fine de classifier l’objet ciblé par une analyse discriminante de la
frontière entre ces régions. Cette frontière correspond au contour de l’ombre acoustique portée
et peut être décrite de manière unique par des descripteurs de Fourier normalisés estimés par
l’algorithme génétique. L’information région constitue l’attache aux données prise en compte
par l’intermédiaire du critère d’adaptation fondé sur la statistique des pixels de l’image. A la
différence de la classification des ombres portées en imagerie sonar également proposée par
Mignotte et al., l’optimisation vise ici à estimer le contour qui se rapporte à un type de mine
parmi les cinq types possibles et non estimer les seules déformations qui affectent un type de
mine donné [MIGN-00].
4.4 environnement de mise en œuvre
Le développement algorithmique a été facilité par l’utilisation de la boîte à outils nommée
GAOT pour Genetic Algorithms for Optimization Toolbox codée en langage Matlab [HOUC-
95]. Grâce à sa modularité, les modules de bases ont été enrichis de nouvelles routines
spécifiques à notre problème.
5 segmentation orientée classification
5.1 segmentation par optimisation génétique
Conformément au principe des algorithmes génétiques, nous partons d’un ensemble
d’individus ou contours prototypes constituant la population initiale. Chaque individu (ou
contour) est caractérisé par 2K descripteurs de Fourier normalisés qui constituent son
chromosome.
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Grâce à un critère énergétique décrit au paragraphe 3.2.1, l’estimation du contour peut
s’effectuer sur les données de l’image sonar brute (sans traitement préliminaire) présentant
l’ombre portée d’un objet immergé. L’algorithme génétique vise à optimiser cette énergie
(fonction d’adaptation), c’est-à-dire estimer les descripteurs de Fourier associés au contour
qui correspond à une segmentation optimale.
5.1.1 représentation chromosomique
5.1.1.1 généalogie
Outre la caractérisation intrinsèque de l’individu au moyen des descripteurs de Fourier qui
lui sont associés, une information extrinsèque relative à l’arbre généalogique de l’individu
peut être résumée dans C gènes particuliers relatifs aux C classes considérées. En effet, les
descendants héritent du patrimoine génétique des parents lesquels sont eux-mêmes issus de la
génération précédente. Alors que nous connaissons a priori la nature de chacun des individus
de la population initiale, cette information n’est plus évidente aux générations suivantes.
Néanmoins, elle peut être récupérée à chaque génération par incrémentation d’un compteur
CccN ...1, =  pour chacune des classes (cf. §5.1.5).
5.1.1.2 composition du chromosome
La figure 7 montre un chromosome constitué de la manière suivante (coefficients pour
{ }Kk ,...,1Î ) :
¨ 2´K gènes représentant 2´K réels (parties réelle et imaginaire) pour K descripteurs de
Fourier complexes kX
~
 résultant de la transformée de Fourier appliquée aux abscisses des
pixels du contour
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¨ 2´K gènes représentant 2´K réels (parties réelle et imaginaire) pour K descripteurs de
Fourier complexes kY
~
 résultant de la transformée de Fourier appliquée aux ordonnées des
pixels du contour
¨ 2 gènes permettant de localiser le contour, c’est-à-dire les réels 0X  et 0Y
¨ C gènes (pour C classes d’objets) relatifs à la généalogie de l’individu
Remarque (cf. §3.2.1) : l’image observée est divisée en deux zones de frontière caractérisée
par le vecteur ( ) ( ) { }T KkkkK YX ,...,1~,~ Î=q
Re(X1) Re(XK) Im(X1) Im(XK)
Re(Y1) Re(YK) Im(Y1) Im(YK) X0 Y0 N1 N2
figure 7 : Définition du chromosome
5.1.2 population initiale
La population initiale de taille Np doit couvrir l’ensemble des classes. Le choix des
classes tient compte de l’évolution de la menace en guerre des mines. Alors que la plupart des
mines à orin sont sphériques ou oblongues (cylindre vertical), les mines de fond ont des
formes variées et complexes. A la classique mine cylindrique s’ajoutent de nouveaux types de
mines dites furtives du fait de leur revêtement anéchoïque, de petites tailles et de formes
particulières.
Cinq classes sont donc considérées : cylindres (classe C1), sphères (classe C2), mines
Manta (classe C3), mines Sigeel (classe C4) et mines Rockan (classe C5). Les mines Manta et
Sigeel sont toutes deux tronconiques mais de dimensions différentes, tandis que la mine
Rockan présente un profil particulièrement plat [JANE].
La population initiale doit être représentative des différentes configurations susceptibles
de se présenter. En particulier, du fait de la géométrie complexe des mines Rockan et
gène 1 gène K gène K+1 gène 2K
gène 3K+1gène 2K+1 gène 4K C gènes
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cylindriques, la forme associée à l’ombre portée dépend du point de vue considéré. En outre,
si les mines tronconiques et Rockan ont des dimensions fixes, il n’en est pas de même pour
sphères et cylindres.
Ces remarques montrent que la population initiale doit comporter un nombre plus
important d’exemplaires pour les objets complexes et/ou de dimensions multiples. Notons en
outre que cette population peut à tout moment être enrichie de nouveaux prototypes pour
anticiper les menaces futures.
La figure 8 montre quelques exemplaires ‘prototypes’ reconstruits à partir de leurs
descripteurs de Fourier issus de cette population initiale qui correspondent aux mines
illustrées figure 9.
figure 8 : exemples d’individus de la population initiale : contours d’ombres acoustiques
segmentées
  
figure 9 : mines Manta, Sigeel et Rockan, sphère et cylindre
cylindre (par le travers) sphère Manta Sigeel
Rockan (de face) Rockan (de côté) cylindre (de biais)
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5.1.3 fonction d’adaptation
Le terme E défini au paragraphe 3.2.1 correspond à une énergie (désignée par énergie
externe dans la théorie des contours actifs) et constitue pour notre application de l’algorithme
génétique la fonction d’évaluation ou d’adaptation.
Pour calculer cette énergie, le traitement appliqué à chaque individu de la population à chaque
génération est le suivant :
1) positionnement du marqueur (barycentre approché de l’ombre portée) sur l’image
observée
La reconstruction du contour s’effectue autour du pixel dont les coordonnées sont les
coordonnées moyennes des points de contour de l’ombre détectée c’est-à-dire ( )00 ,YX .
La recherche de ce point ou marqueur n’est pas triviale dans le sens où nous ne
connaissons justement pas le contour exact de cette ombre. Pratiquement, la recherche
du marqueur est effectuée au voisinage (limité à plus ou moins dix pixels dans chacune
des directions) d’un point initial et guidée par la valeur de l’énergie obtenue pour
chacune des positions du contour dans l’image. Les coordonnées du marqueur
correspondent à une localisation optimale du contour au sens du critère statistique choisi
(cf. paragraphe 3.2.1) [GUER-99]. A la première génération, les coordonnées du point
initial sont fixées par l’utilisateur. La position optimale du marqueur (au sens de
l’évaluation choisie) est ensuite transmise et peut être modifiée de génération en
génération comme les autres gènes mais suivant un processus d’évolution notablement
différent. L’individu a la capacité de s’auto-adapter : avant un calcul définitif de la
fonction d’adaptation, il augmente ses chances de survie en jouant sur deux gènes
portant les coordonnées du marqueur. En quelque sorte, ces gènes particuliers se
réfèrent à l’acquis par opposition à l’inné contenu dans les autres gènes.
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2) lecture des K coefficients de Fourier, capital génétique de l’individu (cf. §5.1.1)
3) reconstruction de la silhouette associée à l’individu par Transformée de Fourier Inverse




































où *kk XX =- , 
*
kk YY =- , et N désigne le nombre de points de contour.
4) calcul de la fonction d’adaptation E (cf. §3.2.1)
- si toutes les coordonnées des pixels du contour reconstruit sont inférieures aux
dimensions de l’image :
22 lnln RROO NNE aa --= ,
- sinon, on pénalise fortement un contour dont une partie sort du cadre de l’image en
considérant l’image comme une seule région i.e. :
2ln imageimageNE a-=
Remarque : afin de diminuer le temps de calcul, nous utilisons l’histogramme de chaque
région plutôt que l’ensemble des pixels de l’image. En effet, la contribution d’un pixel à la
fonction d’adaptation dépend uniquement de son niveau et de la région à laquelle il appartient
(et non de ses coordonnées). On passe ainsi d’une double somme sur les lignes et les colonnes
à une simple somme sur les 256 niveaux de gris.
5.1.4 critère de sélection
L’étape de sélection consiste à choisir les parents de la génération suivante et se situe donc
avant les opérations génétiques. Classiquement, une probabilité de sélection Pi est attribuée à
chaque individu i, reflétant son adaptation au milieu. Supposons que l’on souhaite
sélectionner Na individus, Na nombres aléatoires un,n=1…Na Î [0,1] sont alors générés et
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, iÎ[1,Na]. Pour chaque entier n de
1 à Na, on sélectionne l’individu i tel que ini CuC £<-1 .
Diverses réalisations de Pi sont possibles. Une des plus répandues, dite ‘roue de loterie’,
attribue à l’individu une probabilité proportionnelle à son adaptation au milieu. Son principal
défaut est de supprimer à coup sûr les individus les plus faibles au risque de converger vers
une solution sous-optimale. Par contre, les méthodes de tri et de sélection en fonction du rang,
dites ‘ranking methods’, sont plus souples et plus robustes [GOLD-91]. Ces méthodes
attribuent une probabilité fonction du rang r(i) de l’individu i lorsque toutes les adaptations
ont été classées par ordre décroissant. Houck et Joines ont ainsi développé un algorithme









Avec r(i) le rang de l’individu où 1 désigne le meilleur,
Np la taille de la population,
q la probabilité de sélection du meilleur individu.
Pour une population de 100 individus par exemple, nous visualisons les probabilités Pi
obtenues en fonction du rang pour q allant de 0.05 à 0.2 par pas de 0.02, i.e. 8 courbes. La
figure 10 met en évidence une courbure de plus en plus forte i.e. une sélection de plus en plus
sévère lorsque q augmente. Il s’agit donc d’effectuer le compromis entre une sélection trop
sévère (q trop important) qui mettrait en danger la diversité génétique et une sélection trop
large (q trop faible) qui augmenterait les temps de calcul.
27
figure 10 : Allures Pi = f(r) pour différentes valeurs de q
5.1.5 opérateurs génétiques
5.1.5.1 définitions
Les parents sélectionnés vont se reproduire par croisement et subir des mutations. Nous
avons introduit des routines originales qui exploitent la nature des descripteurs de Fourier en
utilisant leurs propriétés et l’interprétation qui peut en être faite.
On note ci (resp. pi) les chromosomes des descendants obtenus (resp. des parents).
Ø croisement (entre deux parents) :
Par principe, l’individu issu du croisement génétique doit ‘ressembler’ à ses parents. En
terme de contour, on doit donc visuellement rapprocher le nouveau contour créé des contours
parentaux. Ceci impose des contraintes qui limitent les opérations admissibles entre les
chaînes chromosomiques. Les trois routines suivantes sont basées sur la moyenne des











Lorsque q augmente, la courbure devient de
plus en plus forte i.e. une sélection de plus en
plus sévère.
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La moyenne concerne tous les descripteurs, le barycentre de la silhouette inclus, telle que








parallèlement, l’information généalogique est transmise par
( ) ( ) ( )CKKpCKKpCKKc +++++++=+++ 34,...,3434,...,3434,...,34 211
Afin de maintenir le même nombre d’individus à chaque génération, un deuxième descendant,
copie conforme du parent le mieux adapté, est formé.
Routine crois2
Une moyenne pondérée est effectuée de manière à ce que les descendants ressemblent plutôt à
l’un ou l’autre des parents i.e.
( ) ( ) ( )























et parallèlement, l’information généalogique conformément au ‘poids héréditaire’ est
transmise par
( ) ( ) ( )












Les seuls coefficients de degré 1 sont pris en compte. Ils caractérisent les axes principaux de
l’ellipse approchant au mieux le contour. c1 est obtenu suivant la même opération de moyenne
que pour crois1 mais limitée à ce seul coefficient. Les autres coefficients conservent leur
valeur. c2 est une copie conforme du parent le mieux adapté.
Routine crois4
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Pour garantir la diversité, une quatrième routine crois4 permet de créer deux individus
complémentaires dont les coefficients de Fourier sont choisis par tirage aléatoire entre les
chaînes chromosomiques des deux parents.
Prenons le cas K=5. Un exemple est illustré figure 11 pour lequel le tirage aléatoire attribue


















































































figure 11 : Echanges aléatoires entre deux chaînes
Les points moyens retournés sont identiques pour c1 et c2 i.e.








et parallèlement, l’information généalogique est transmise par
( ) ( ) ( )CKKpCKKpCKKc iii +++´++++´=+++ 34,...,3434,...,3434,...,34 2211 pp
où i1p  (resp. 
i
2p ) représente la proportion de gènes reçus de p1 (resp. p2) par le descendant ci.
p1 p2 c1 c2
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Ø mutation (s’applique à un seul parent) :
Remarque : ces opérations ne concernent que les 4K premiers gènes c’est-à-dire les
descripteurs de Fourier.
Routine mut1
Un bruit blanc gaussien est ajouté à l’un des descripteurs de Fourier. Ce bruit est de moyenne
nulle et d’écart-type égal à la valeur maximale admissible pour ce descripteur divisée par 10.
Routine mut2
Cette routine utilise la propriété de linéarité de la décomposition en série de Fourier calculée
distinctement sur les abscisses et les ordonnées des points de contour.
















































































Cette décomposition en série de Fourier du contour est donc linéaire.
Réciproquement, une transformation géométrique des descripteurs se traduit par une
transformation affine des points de contour. On dispose donc d’un modèle paramétrique
linéaire de degré 4 correspondant aux quatre paramètres de la matrice M.
Par mutation, on peut donc modifier le contour de manière globale en lui affectant une
transformation affine aléatoire (la translation exceptée). Grâce à cette opération, un seul
individu possède un patrimoine génétique qui peut servir à constituer d’autres solutions.









M  sont possibles :















M , avec [ ] { }0\4.0;4.0 +-Îa  par tirage aléatoire










M , avec [ ] { }0\4.0;4.0 +-Îa  par tirage aléatoire











M , avec [ ] { }0\4.0;4.0 +-Îa  par tirage aléatoire
§ la rotation qui agit sur toutes les composantes telle que
( ) ( )











avec [ ] { }0\9;91 oo
iter
+-Îa  par tirage aléatoire










M , avec [ ] { }0\1.0;1.01 +-Î
iter
a  par tirage aléatoire











M , avec [ ] { }0\1.0;1.01 +-Î
iter
a  par tirage aléatoire
Pour les trois dernières possibilités, iter désigne l’itération de sorte que l’amplitude
admissible des rotations et des biais diminue au fil des générations. L’amplitude du paramètre
a a été fixée de manière empirique de manière à éviter des transformations trop importantes
qui créeraient des individus non viables.
32
En modifiant ainsi la forme de manière globale (mut2), on simule une déformation affine qui
peut être due à l’angle de prise de vue, à la différence de taille entre la mine ciblée et la mine
prototype, voire aux artéfacts de traitements préliminaires de formation et de normalisation en
rasance de l’image sonar. La nature de la silhouette n’est donc pas altérée. A l’opposé, une
modification partielle voire ponctuelle de la chaîne des descripteurs (mut1) modifie
intrinsèquement la silhouette en modifiant sa nature.
Les deux séries d’opérations génétiques sont complémentaires : les croisements exploitent les
informations existantes en les recombinant, tandis que les mutations explorent plus largement
l’espace des solutions. Ces opérations et les paramètres associés ont été choisis pour leur
signification physique, en dépit du fait que les algorithmes génétiques bénéficient d’une
robustesse inhérente vis-à-vis du paramétrage. On épargne ainsi du temps de calcul en évitant
de générer des contours de forme complètement inadaptée au problème.
5.1.5.2 taux d’occurrence des opérations génétiques [PAL-96]
Le choix des taux de croisements et de mutations ainsi que celui de la taille de la
population initiale n’est pas trivial :
- accroître le taux de croisements revient à augmenter le nombre de recombinaisons mais
dissocie en contrepartie les bons chromosomes,
- accroître le taux de mutations risque de transformer la recherche en une exploration
aléatoire de l’espace des solutions, mais permet en outre de réintroduire une partie du
matériel génétique perdu (par mut1) ou de diversifier la population (grâce à mut2),
- augmenter la taille de la population accroît sa diversité mais augmente les temps de calcul.
Les taux que nous avons choisis dépendent des opérateurs (cf. §6.1) et de la taille de la
population. Ainsi, pour une petite population, on est amené à autoriser davantage d’opérations
génétiques de manière à pallier un manque de diversité. Ceci justifie un fort taux d’occurrence
33
pour les mutations par transformation affine qui ne vise pas à réintroduire de l’information
perdue (contrairement à la mutation accidentelle d’un gène) mais vise à augmenter la diversité
d’une population de petite taille. Par ailleurs, la taille de notre population initiale est fortement
conditionnée par l’objectif visé qui consiste à segmenter des ombres relatives à des objets
connus que l’on souhaite classifier. On souhaite ainsi rapprocher l’ombre détectée d’un
ensemble de cas répertoriés et préalablement segmentés (cf. §5.1.2).
5.1.6 réinsertion
L’étape de sélection réarrange la population de sorte que les individus les plus faibles sont
éliminés au profit d’individus plus forts ayant une probabilité de sélection plus grande. On
maintient à chaque génération le même nombre d’individus de sorte que Na=Np (cf. §5.1.4).
Ensuite, les opérations de croisements prennent chaque fois deux parents pour renvoyer deux
descendants. Les mutations, d’un autre côté, ne concernent qu’un individu à la fois, remis en
place après transformation. Quels que soient le choix des routines et leur occurrence (fonction
des taux de croisement et de mutation choisis), à l’issue des opérations génétiques, Np
descendants doivent être transmis. Deux cas peuvent se présenter :
· Si le nombre de descendants est supérieur à Np, on ne réinsère que les individus les
mieux adaptés,
· Sinon, les descendants remplacent les individus de la génération précédente les
moins bien adaptés.
5.1.7 critère d’arrêt
La fonction de terminaison est appelée à la fin de chaque itération c’est-à-dire lorsque la
nouvelle génération est obtenue. Nous choisissons d’arrêter l’optimisation lorsque l’un des
cas suivants est rencontré :
34
- la population des descendants est homogène c’est-à-dire l’écart entre les
évaluations des individus le mieux et le moins bien adaptés est inférieur à une
petite valeur,
- il n’y a pas eu d’amélioration pour trois itérations consécutives,
- le nombre maximum de générations admissible est atteint.
5.2 module de classification
Estimation faite des descripteurs de Fourier associés au contour le mieux adapté à l’image
observée, il s’agit de déterminer la classe correspondante à cet « individu ». Pour ce faire,
nous décidons de rapprocher les descripteurs estimés avec les descripteurs caractérisant les
c
pN  exemplaires associés à chacune des C=5 classes d’une population de référence,
représentative des cas susceptibles d’apparaître, et plus étendue (c’est-à-dire plus diverse) que
la population initiale (i.e. p
c
p NN > ).
Compte tenu de l’unicité des descripteurs de Fourier normalisés, nous introduisons un
critère de classification fondé sur le principe des k-plus-proches-voisins (k-ppv) qui permet
d’attribuer à un individu la classe majoritaire parmi les k voisins les plus proches au sens
d’une distance définie ci-dessous.
La distance dj peut être calculée à partir des gènes de l’individu à classifier et de ceux du





















( ) Kiig 4....1~ =  sont les gènes estimés
( ) Kijig 4....1= , les gènes du chromosome du jième individu de la population de référence
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Chaque indice j réfère à un prototype spécifique dont on connaît la classe. L’indice
{ } jNj dArgj cp...1
min
Î
=  est en particulier relatif au plus proche prototype.
Les k-ppv consistent à trouver les k distances les plus faibles puis à déterminer la classe
associée aux individus correspondants.
L’algorithme de classification est décrit sur la figure 12. Deux cas se présentent :
- plusieurs classes sont concurrentes,
- une classe seule est majoritairement représentée parmi les k voisins.
- Trouver les k indices j pour lesquels les distances dj sont les plus faibles
- Répartir les individus correspondants par classe CccC ...1, = ,














Deux cas possibles :
Ø Si plusieurs classes sont concurrentes, c’est-à-dire si elles bénéficient chacune du nombre
maximal de représentants Cccc N ...1,max =  parmi les voisins













= , classe majoritaire parmi les k voisins les plus proches
figure 12 : Algorithme de classification
Prise en compte des gènes relatifs à la généalogie :
Cet algorithme des k-ppv est enrichi de l’hérédité portée par l’individu. Sans la considérer
comme un moyen à part entière de le classifier, elle constitue une information supplémentaire




Une reconstruction lissée du contour peut être obtenue en fixant K à 5 tout en préservant la
forme globale de la silhouette qui permet donc de la discriminer.
La population initiale doit couvrir l’ensemble des C=5 classes (cf. §5.1.2). La proportion
des exemplaires par classe dépend des propriétés de symétrie et de la taille (fixe ou multiple)
des objets :
- les cylindres et les sphères ont des dimensions variées et doivent donc être représentés
par un nombre d’exemplaires supérieur à celui des mines à taille fixe
- du fait de la géométrie des mines Rockan et cylindriques, la forme associée à l’ombre
portée dépend du point de vue considéré : ces deux classes doivent comporter
l’ensemble des configurations possibles.
Par simulation, différents points de vue sont acquis le long d’une trajectoire semi-circulaire
du sonar autour de l’objet. La population initiale est de Np=41 individus répartis entre les cinq
classes en fonction de leur dispersion (diversité des tailles et des formes possibles de l’ombre)
comme suit :
à pour la classe C1, Ncyl=19 en prenant 3 tailles de cylindres et 19 points de vue différents,
à pour la classe C2, Nsph=10 en prenant 3 tailles de sphères,
à pour les classes C3 et C4, Nman=Nsig=3, car les mines tronconiques sont de taille constante
et ont la propriété de symétrie radiale,
à pour la classe C6, Nrock=6 en prenant 6 points de vue représentatifs.
La taille de la population initiale nous amène à fixer q à 0.25 pour la sélection des
individus. Selon la formule et les considérations du paragraphe 5.1.4, la probabilité de
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sélection Pi est alors inférieure à 0.001 (ce qui équivaut à une sélection improbable) pour la
moitié des individus.
La population de référence pour la classification est environ trois fois plus importante pour
pouvoir fixer le nombre de voisins à k=3 dans le module de classification.
Le taux de croisements est fixé à 10% pour chaque opérateur de moyenne et à 20% pour
l’échange aléatoire entre chaînes chromosomiques. Pour la mutation par modification
ponctuelle d’un gène, on effectue une seule opération par génération. Par contre, un taux de
50% a été choisi pour la mutation par transformation affine afin de multiplier les
différentes configurations en termes de format et de point de vue des ombres potentielles
associées aux individus sélectionnés. Ce taux diminue au fil des générations de sorte que pour
une génération ou itération donnée iter, le taux est de 50/iter% (cf. §5.1.5).
Enfin, le nombre maximal d’itérations est 20.
6.2 illustrations
Les figures 13 à 17 illustrent les résultats obtenus sur deux images réelles acquises par un
traitement ‘antenne synthétique’ et sur trois images simulées [BILL-98].
Pour chaque image testée, on affiche la classe Cc attribuée selon l’algorithme de la figure
12 et le taux kNc  associé. L’information apportée par les C gènes relatifs à la généalogie de
l’individu solution de l’algorithme d’optimisation est une aide à l’opérateur. Il accordera
d’autant plus de confiance au résultat issu du module de classification que la proportion
d’individus de même classe que la classe attribuée sera élevée dans l’hérédité.
Sur les figures 18 et 19, à l’histogramme de l’image observée, on superpose les histogrammes
estimés des zones ‘ombre’ et ‘réverbération de fond’ résultant de la segmentation de l’image.
Nota Bene : pour améliorer la visibilité et faciliter la comparaison, nous avons imposé le
même niveau de gris moyen des pixels pour les images réelles et les images simulées.
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figure 13 : Résultat sur image réelle (ombre portée d’une mine Manta)
figure 14 : Résultat sur image réelle (ombre portée d’une mine sphérique)
          
figure 15 : Résultat sur image simulée (ombre portée d’une mine Sigeel)
figure 16 : Résultat sur image simulée (ombre portée d’une mine cylindrique vue par le bout)
Objet classé ‘cylindre’ par k-ppv







Objet classé ‘mine Sigeel’ par k-ppv
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figure 17 : Résultat sur image simulée (ombre portée d’une mine Rockan)
figure 18 : Résultat de l’optimisation sur image simulée (ombre portée d’une mine Rockan) et
le résultat de l’estimation des lois de répartition des niveaux de gris des pixels
Objet classé ‘mine Rockan’ par k-ppv
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figure 19 : Résultat de l’optimisation sur image simulée (ombre portée d’une mine
cylindrique) et le résultat de l’estimation des lois de répartition des niveaux de gris des pixels
6.3 performances
Nous avons évalué notre algorithme sur une base d’images simulées composées des 5
types de mines précédemment décrites. Le nombre d’images par classe dépend des propriétés
de symétrie et de la taille (fixe ou multiple) des objets. Ainsi, les objets à symétrie complexe
(cylindres et mines Rockan) sont davantage représentés du fait de la variété des
configurations possibles.
La base est constituée comme suit :
- 30 séquences de 19 images pour 3 tailles de cylindres i.e. 1710 images
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- 30 séquences de 10 images pour la mine Manta i.e. 300 images
- 30 séquences de 10 images pour la mine Sigeel i.e. 300 images
- 30 séquences de 19 images pour la mine Rockan i.e. 570 images
Le Tableau 2 donne la matrice de confusion obtenue.
Tableau 2 – matrice de confusion (taux moyen de bonne classification de 97.4%)
C1 C2 C3 C4 C5
Cylindres 97.4 2.6 0 <0.1%
Sphères 0 100 0 0 0
Mines Manta 0 0 100 0 0
Mines Sigeel 0 1.7 0 98.3 0
Mines Rockan 0 0 8.9 0 91.1
La plus forte confusion intervient pour la mine Rockan dont l’un des points de vue est
systématiquement associé à la classe des mines Manta de par la forme trapézoïdale de l’ombre
portée (cf. figure 20).
figure 20 : point de vue ambigu de la mine Rockan
7 conclusion
Dans le contexte de la chasse aux mines, les informations que nous possédons sur les
différents objets susceptibles de représenter une menace nous permettent d’accélérer les
traitements en travaillant initialement avec un nombre réduit de solutions potentielles. La
technique proposée consiste à explorer le domaine des solutions possibles par algorithme
génétique. L’initialisation permet de se positionner dès le départ dans un contexte favorable,
ensemble d’individus dont les caractéristiques sont parfaitement connues. Au fil des
générations, ces individus montrent une forte capacité d’adaptation à l’image observée en
42
convergeant vers une solution optimale au sens d’un critère statistique d’évaluation. Des
opérateurs génétiques ont été spécifiquement développés pour tirer profit des propriétés des
descripteurs de Fourier codant les individus. Les tests effectués sur images réelles et simulées
ont montré que, par sa flexibilité, l’algorithme génétique proposé estimait correctement les
descripteurs de Fourier décrivant au mieux le contour de l’ombre portée. En outre, on classifie
aisément l’objet ciblé en rapprochant la chaîne chromosomique estimée des chaînes des
individus d’une population de référence.
En travaillant directement à partir des données sonar brutes, nous nous affranchissons des
étapes intermédiaires (segmentation et extraction d’attributs caractéristiques) intervenant dans
le traitement séquentiel classiquement mis en œuvre pour la reconnaissance de formes. A
travers les générations successives, l’ensemble des contours codés dans les chromosomes des
individus évoluent suivant les lois de la génétique. Il en résulte un processus dynamique de
classification de l’ombre. Remarquons enfin que la mise en œuvre de cet algorithme ne
nécessite pas un apprentissage sur une base de données étendue et s’adapte donc aisément à la
menace par l’introduction de nouveaux individus dans la population initiale.
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Annexe 1 : description du contour
Etant donné le contour d’une silhouette sous forme d’une liste de coordonnées de pixels,
on rééchantillonne le contour de manière à construire un contour de vélocité uniforme de N
points équidistants. Une transformée de Fourier est alors effectuée distinctement sur les








































































L’information ‘contour’ de la silhouette est réellement contenue dans les descripteurs d’indice
non nul. Le point ( )00 ,YX  permet uniquement de la localiser la silhouette, il s’agit de son
barycentre. La reconstruction s’effectue alors autour de ce point. Les abscisses et les
ordonnées étant réelles, leur transformée de Fourier est nécessairement symétrique i.e.
*
kk XX =-  et 
*
kk YY =- . La seule connaissance des coefficients d’indices positifs suffit donc à
définir complètement la transformée.
Afin de caractériser le contour de manière unique, il convient d’effectuer une
normalisation des descripteurs de Fourier pour assurer l’invariance par rapport au point de
départ sur le contour. En effet, la paramétrisation du contour conditionne le résultat de la
transformée de Fourier : soient 0kC  et kC , deux descriptions du même contour décrit par N














On peut s’affranchir de la dépendance en t en s’inspirant des travaux de Arbter, i.e. en







































kkkk CC FF= . Dans le cas le plus simple, l0=1 et 1+k1l1=0, soit par exemple,





























Pour une décomposition suivant lignes et colonnes, sachant kkk jYXC += , on a donc les
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