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Aplikasi Metode Seasonal Autoregressive Integrated Moving Average Dan 
Winter’s Exponential Smoothing Untuk Meramalkan Omzet Koperasi Al-
Kautsar Universitas Islam Negeri Sunan Ampel Surabaya. 
ABSTRAK 
 
Dalam pengembangan usaha koperasi, hal yang perlu diperhatikan adalah 
omzet. Hal ini disebabkan omzet memiliki pengaruh yang positif terhadap usaha, 
sehingga penting untuk mengetahui kemungkinan yang terjadi di masa yang akan 
datang sebagai dasar dalam menentukan kebijakan koperasi dengan melakukan 
suatu proses peramalan. Penelitian ini bertujuan untuk mengetahui model 
peramalan jumlah omzet Koperasi Al-Kautsar dengan metode Seasonal ARIMA 
dan Winter’s Exponential Smoothing serta mengetahui perbandingan hasil model 
peramalan dari kedua metode tersebut. Hasil penelitian ini menunjukkan bahwa 
model Seasonal ARIMA untuk peramalan omzet koperasi adalah model 
(1.1.0)(0.1.1)12 dengan nilai MAPE sebesar 22,63% dan MSE sebesar 
103013419. Sedangkan peramalan dengan metode Winter’s Exponential 
Smoothing menghasilkan 𝛼 = 0.5, 𝛽 = 0.1, 𝛾 = 0.1, model peramalan 𝐹𝑡+𝑚 =
(𝐴𝑡 +  𝑚𝑇𝑡)𝑆𝑡−12+𝑚 dengan nilai MAPE sebesar 31,55% dan MSE sebesar  
93145926,21. Peramalan jumlah omzet  Koperasi Al-Kautsar lebih tepat 
menggunakan metode Seasonal ARIMA karena menghasilkan nilai MAPE dan 
nilai MSE yang lebih kecil daripada nilai MAPE dan nilai MSE yang dihasilkan 
oleh metode Winter’s Exponential Smoothing.  
Kata Kunci : Seasonal ARIMA, Winter’s Exponential Smoothing, Peramalan. 
  



































Application Method Seasonal Autoregressive Integrated Moving Average 
And Winter’s Exponential Smoothing To Predict Turnover Cooperative Al-
Kautsar State Islamic University Sunan Ampel Surabaya. 
ABSTRACT 
In developing cooperative business, sales turnover is really an important 
thing. Because it has positive impact to bussiness, so it’s important to know the 
possibility of sales in the future as foundation to determine the policy of 
cooperative by forecasting. This study aims to determine the forecasting model of 
the sales turnover of Al-Kautsar Cooperative with Seasonal ARIMA method and 
Winter’s Exponential Smoothing, then to know the comparison of forecasting 
model results from both methods. The results of this study indicate that ARIMA 
Seasonal model for forecasting of cooperative turnover is model (1.1.0)(0.1.1)12 
with MAPE value of 22,63%, MSE value of 103013419 and forecasting with 
Winter’s Exponential Smoothing method results 𝑎 = 0.5, 𝛽 = 0.1, 𝛾 = 0.1, 
forecasting model 𝐹𝑡+𝑚 = (𝐴𝑡 +  𝑚𝑇𝑡)𝑆𝑡−12+𝑚 with MAPE value of 31.55%, 
MSE value of 93145926.21. Based on the result, forecasting the turnover amount 
of Al-Kautsar Cooperative is better using Seasonal ARIMA method because it 
produces smaller MAPE value and MSE value than MAPE value and MSE value 
generated by Winter’s Exponential Smoothing method. 
Keywords : Seasonal ARIMA, Winter’s Exponential Smoothing, Forecasting. 
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A. Latar Belakang  
Menurut Undang-Undang Dasar 1945 pasal 33 ayat 1 disebutkan bahwa 
perekonomian disusun sebagai usaha bersama berdasarkan asas kekeluargaan, 
sehingga koperasi merupakan soko guru perekonomian nasional. Koperasi 
memiliki peran untuk mewujudkan masyarakat yang makmur dalam 
perekonomian. Koperasi memiliki tujuan untuk menyejahterakan anggotanya, 
sehingga koperasi berusaha untuk meningkatkan usahanya. 
Di dalam koperasi terdapat permasalahan yaitu pertama, terdapat hal-hal 
yang tidak pasti dan perubahan ekonomi yang terjadi terus menerus, kedua, 
kurangnya pengetahuan mengenai keadaan masa depan, dengan seorang 
pengurus mengetahui keadaan masa depan maka dapat mengadakan 
penyusunan strategi, ketiga, terbatasnya dana dari pendapatan sehingga 
menghambat kegiatan, kebutuhan koperasi, dan tidak dapat melakukan 
pemeliharaan fasilitas. Untuk memenuhi semua kebutuhan koperasi maka 
harus mendapatkan pendapatan yang cukup, sehingga dapat melakukan 
perencanaan untuk masa depan. Perencanaan merupakan proses perumusan 
mengenai apa yang harus dikerjakan, kapan mengerjakannya, dan siapa yang 
mengerjakan. Perencanaan akan digunakan sebagai penentuan atau untuk 
mengambil keputusan dan penyusun rangkaian tindakan di masa mendatang. 



































Pertumbuhan koperasi semakin meningkat dari waktu ke waktu yang 
dibuktikan dengan pertumbuhan koperasi pada tahun 2016 yang mencapai 
1,26 persen (BPS Pusat, 2016). Macam-macam koperasi di Indonesia adalah 
koperasi mahasiswa, koperasi pegawai, koperasi simpan pinjam, dan 
beberapa jenis koperasi lainnya. Salah satu contoh koperasi di lingkungan 
UIN Sunan Ampel Surabaya adalah Koperasi Al-Kautsar. 
Koperasi Al-Kautsar merupakan salah satu pasar swalayan yang berjenis 
minimarket. Keberadaan Koperasi Al-Kautsar sudah ada sejak berdirinya 
IAIN Sunan Ampel Surabaya. Koperasi Al-Kautsar termasuk jenis koperasi 
pegawai yang berada di antara ruang Fakultas Usuluddin. Perkembangan dari 
IAIN Sunan Ampel Surabaya hingga menjadi Universitas Islam Negeri Sunan 
Ampel Surabaya berpengaruh terhadap perkembangan koperasi sehingga 
dapat memenuhi kebutuhan anggotanya. Dalam mengembangkan usaha, 
maka perlu diperhatikan beberapa hal seperti pendapatan atau omzet yang 
diperoleh. Omzet atau pendapatan memiliki pengaruh positif terhadap usaha. 
Apabila terjadi penurunan omzet maka akan mempengaruhi usaha yang 
dijalankannya sehingga tidak dapat mengembangkan usahanya dan tidak 
dapat memenuhi kebutuhan anggotanya. Oleh karena itu, peramalan 
mengenai jumlah omzet koperasi penting karena suatu badan usaha dalam 
memenuhi kebutuhan usahanya perlu melihat omzet yang diperoleh, dan 
dituntut untuk meningkatkan omzet agar kegiatan operasional dan kebutuhan 
dapat terjamin. Dengan mengetahui omzet yang diperoleh di masa yang akan 



































datang maka akan dapat memperhitungkan besar persedian (stock) barang 
yang akan dijual.  
Untuk meramalkan variabel tunggal berdasarkan data masa lalu dan saat 
ini (time series data), dapat menggunakan beberapa metode diantaranya 
adalah ARIMA dan Exponential Smoothing. Beberapa penelitian yang telah 
dilakukan diantaranya oleh Tias S., Nurkaromah D., & Sugiman (2017) 
mengenai perbandingan peramalan menggunakan metode Exponential 
Smoothing Holt-Winter’s dan ARIMA, untuk meramalkan kedatangan 
wisatawan mancanegara ke Bali Ngurah Rai Tahun 2010-2015, menghasilkan 
nilai MSE dan MAPE untuk metode Exponential Smoothing Holt-Winter 
sebesar 1436553590 dan 8,86198%, begitu juga metode ARIMA 
menghasilkan nilai MSE 1353169319 dan MAPE 9,40981%. Menurut 
penelitian tersebut metode Exponential Smoothing Holt-Winter’s lebih baik 
daripada ARIMA (Safitri, Dwidayati, & Sugiman, 2017). Huda A.M., 
Choiruddin A., Budiarto O., & Sutikno (2012) yang berjudul peramalan data 
curah hujan dengan Seasonal Autoregressive Integrated Moving Average 
(SARIMA) dengan deteksi outlier sebagai upaya optimalisasi produksi 
pertanian di Kabupaten Mojokerto. Dari penelitian tersebut menghasilkan 
nilai MSE sebesar 1443 (Huda, Choiruddin, Budiarto, & Sutikno, 2012). 
Ridho Denanda Putra, A.B. Tjandrarini, & Sulistiowati (2014) mengenai 
rancang bangun aplikasi peramalan permintaan barang dengan metode 
pemulusan Exponential Winter pada PT. Supramedika Prima menghasilkan 
kesalahan rata-rata dari hasil peramalan sebesar 13,2%, sedangkan tingkat 



































keberhasilan penerapan metode Winter sebesar 85,7% (Putra, Tjandrarini, & 
Sulistiowati, 2014). Fuzzy Time Series dalam meramalkan data seasonal pada 
data omzet Koperasi Mahasiswa Padang Bulang UIN Maulana Malik Ibrahim 
yang dilakukan oleh Adika Setia Brata (2016). Pada penelitian tersebut 
menghasilkan MSD (Mean Square Deviation) sebesar 998645388, MAD 
(Mean Absolute Deviation) sebesar 20940, dan MAPE (Mean Absolute 
Percentage Error) sebesar 15,87% (Brata, 2016). 
Dalam melakukan pemilihan metode yang akan digunakan dalam suatu 
penelitian maka perlu diperhatikan jenis atau kriteria dari data yang 
digunakan. Dalam penelitian ini data yang digunakan adalah data omzet 
Koperasi Al-Kautsar. Data tersebut merupakan data yang berpola musiman. 
Oleh karena itu, untuk meramalkan omzet Kopersi Al-Kautsar UIN Sunan 
Ampel Surabaya di masa mendatang yang berpola musiman dapat 
menggunakan metode Seasonal ARIMA dan Winter’s Exponential 
Smoothing. Seasonal ARIMA digunakan apabila pola data menunjukkan pola 
musiman. Winter’s Exponential Smoothing merupakan metode yang serupa 
dengan Holt Exponential Smoothing dengan tambahan satu persamaan untuk 
mengatasi pola data musiman. Metode Seasonal ARIMA dan Exponential 
Smoothing digunakan untuk peramalan jangka pendek. Sehingga dalam 
penelitian ini untuk meramalkan omzet Koperasi Al-Kautsar menggunakan 
metode Seasonal ARIMA dan Winter’s Exponential Smoothing. 



































B. Rumusan Masalah  
Berdasarkan latar belakang di atas, terdapat beberapa permasalahan yang 
muncul antara lain: 
1. Bagaimana membangun model peramalan jumlah omzet Koperasi Al-
Kautsar UIN Sunan Ampel Surabaya dengan menggunakan Seasonal 
ARIMA dan Winter’s Exponential Smoothing? 
2. Bagaimana menghitung akurasi hasil peramalan jumlah omzet Koperasi 
Al-Kautsar UIN Sunan Ampel Surabaya? 
3. Bagaimana perbandingan model peramalan jumlah Omzet Koperasi Al-
Kautsar UIN Sunan Ampel Surabaya dengan menggunakan Seasonal 
ARIMA dan Winter’s Exponential Smoothing? 
C. Tujuan Penelitian  
Berdasarkan rumusan masalah, maka tujuan yang ingin dicapai adalah 
sebagai berikut: 
1. Untuk mendapatkan model peramalan omzet Koperasi Al-Kautsar UIN 
Sunan Ampel Surabaya dengan menggunakan Seasonal ARIMA dan 
Winter’s Exponential Smoothing. 
2. Untuk mengetahui akurasi hasil peramalan jumlah omzet Koperasi Al-
Kautsar UIN Sunan Ampel Surabaya. 
3. Untuk mengetahui perbandingan model peramalan jumlah Omzet Koperasi 
Al-Kautsar UIN Sunan Ampel Surabaya dengan menggunakan Seasonal 
ARIMA dan Winter’s Exponential Smoothing. 
 



































D. Batasan Masalah  
Batasan masalah dalam penelitian ini adalah  
1. Data yang digunakan adalah omzet Koperasi Al-Kautsar UIN Sunan 
Ampel Surabaya. 
2. Data  yang digunakan 84 bulan terakhir dari bulan Januari 2011 sampai 
Desember 2017. 
E. Manfaat Penelitian  
Hasil penelitian ini diharapkan dapat memiliki manfaat sebagai berikut: 
1. Bagi peneliti  
Menambah pengetahuan mengenai penerapan statistika dalam bidang 
penjualan. 
2. Bagi koperasi 
Dengan mengetahui nilai peramalan jumlah omzet Koperasi Al-Kautsar 
UIN Sunan Ampel Surabaya dapat diperhitungkan besar persediaan barang 
yang akan dijual, sehingga dapat dijadikan sebagai acuan atau pegangan 
oleh pengurus koperasi dalam menentukan dan pengambilan kebijakan. 
3. Bagi universitas 
Supaya dapat memenuhi referensi bagi penelitian selanjutnya dan 
diharapkan dapat dijadikan sebagai referensi bagi pihak perpustakaan 
Universitas Islam Negeri Sunan Ampel Surabaya. 






































A. Omzet Penjualan  
Penjualan merupakan usaha seseorang untuk menyampaikan barang atau 
jasa kepada orang yang membutuhkan dengan memberikan uang sesuai harga 
yang telah disepakati sebagai imbalan (Sutamto, 1997). Pendapat lain 
menyatakan bahwa penjualan merupakan proses seorang produsen dalam 
memuaskan keinginan konsumen agar mencapai kesepakatan antara penjual 
dan pembeli yang menguntungkan kedua belah pihak (Winardi, 1991). 
Berdasarkan pendapat tersebut maka dapat dikatakan bahwa penjualan 
merupakan kegiatan memberikan barang atau jasa kepada orang lain dan 
menukarkannya dengan uang sebagai alat tukar yang berlaku, sehingga kedua 
belah pihak diuntungkan. Tujuan dari penjualan adalah untuk mencapai 
volume penjualan dan mendapat keuntungan atau laba. Menurut Swasta 
dalam bukunya yang berjudul Manajemen Pemasaran Modern (2000), 
beberapa faktor yang mempengaruhi penjualan antara lain:  
1. Kondisi dan kemampuan penjual 
Untuk meyakinkan pembeli agar dapat membeli barang atau jasa 
yang ditawarkannya maka penjual harus memahami barang yang 
ditawarkannya seperti jenis produk atau jasa, harga, keadaan barang atau 
jasa. Penjual yang memahami barang atau jasa yang ditawarkan kepada 



































konsumen secara detail maka penjual akan mudah untuk menarik 
konsumen untuk membeli produk yang dihasilkannya. 
2. Kondisi pasar  
Faktor-faktor yang perlu diperhatikan dalam kondisi pasar adalah 
jenis pasar, jumlah pembeliannya, keinginan pembeli dan kebutuhan 
setiap orang. Salah satu faktor yang penting dalam penjualan adalah 
kondisi pasar karena dengan mengetahui produk atau jasa yang banyak 
dicari atau dibutuhkan oleh konsumen maka dapat meningkatkan 
pendapatan.  
3. Modal  
Penjual memerlukan beberapa usaha dalam menawarkan barangnya 
seperti tempat, alat transportasi, promosi dan lain sebagainya. Hal 
tersebut dapat dipenuhi jika penjual memiliki modal yang cukup. Oleh 
karena itu, modal merupakan suatu hal yang penting dalam proses 
penjualan, tanpa adanya modal yang cukup maka kegiatan penjualan 
tidak akan dapat berjalan dengan baik dan dapat menghambat dalam 
proses penjualan.  
4. Kondisi organisasi  
Pada perusahaan besar terdapat bagian tersendiri dalam menangani 
masalah termasuk dalam masalah penjualan, sedangkan pada perusahaan 
kecil masalah penjualan ditangani oleh orang-orang yang juga 
melaksanakan fungsi-fungsi lain.  
 



































5. Faktor lain   
Faktor lain yang mempengaruhi penjualan adalah periklanan, 
kampanye, diskon, dan pemberian hadiah.  
Koperasi Al-Kautsar merupakan suatu badan usaha yang independen, yang 
berada di jalan A. Yani 117 Wonocolo Surabaya, yang telah disahkan oleh kepala 
kantor wilayah Departemen Koperasi PK & M Provinsi Jawa Timur, dan disahkan 
sebagai badan hukum dengan No. 6233/BH/11/1987 pada tanggal 8 September 
1987. Koperasi bekerja sama untuk meningkatkan kesejahteraan anggota secara 
kekeluargaan. Berdasarkan Undang-Undang Nomor 25 tahun 1992 mengenai 
perkoperasian menjelaskan bahwa koperasi merupakan badan usaha atau badan 
hukum yang beranggotakan orang-orang dan melandaskan kegiatannya 
berdasarkan pada prinsip koperasi sebagai gerakan ekonomi rakyat yang 
berlandaskan asas kekeluargaan.  
Pada Koperasi Al-Kautsar terdapat tiga usaha yang dijalankan diantaranya 
adalah simpan pinjam, fotokopi, dan toko. Dalam sebuah usaha yang dijalankan 
oleh Koperasi Al-Kautsar mendapatkan pendapatan setiap harinya yang dihitung 
setiap bulannya. Jumlah keseluruhan pendapatan yang didapatkan dari hasil 
penjualan barang atau jasa selama kurun waktu tertentu disebut dengan omzet 
(Chaniago, 1998). Pendapatan atau omzet yag didapatkan oleh Koperasi Al-
Kautsar dipengaruhi oleh faktor musiman. Jika musim liburan mahasiswa 
pendapatan cenderung berkurang sedangkan ketika masuk efektif perkulihan 
pendapatan lebih banyak. Untuk mengetahui jumlah omzet yang di peroleh pada 
masa yang akan datang maka perlu dilakukan peramalan.  



































B. Peramalan  
Peramalan merupakan proses untuk mengetahui apa yang terjadi di masa 
mendatang mengenai suatu objek dengan menggunakan judgment, 
pengalaman atau data historis (Awat, 1990). Peramalan juga merupakan 
memprediksi sesuatu yang akan datang dengan perhitungan data historis 
(Abbas & Saleh, 2017). Peramalan dapat disimpulkan sebagai suatu proses 
untuk memperkirakan kemungkinan yang terjadi di masa depan melalui 
perhitungan dari data historis. Dengan mengetahui apa yang akan terjadi di 
masa yang akan datang, maka akan bermanfaat bagi suatu organisasi untuk 
menetapkan suatu kebijakan yang akan diambil. Apabila hasil peramalan 
menunjukkan peningkatan, maka perlu ditetapkan kebijakan seperti 
penambahan tenaga kerja. Apabila hasil peramalan menunjukkan penurunan, 
maka perlu menyusun strategi yang dapat ditempuh agar tidak terjadi 
penurunan misalnya perbaikan pelayanan.  
Peramalan jika di tinjau dari aspek jangka waktu dibedakan menjadi tiga 
macam yaitu: 
1. Peramalan jangka pendek  
Peramalan jangka pendek yaitu peramalan yang dilakukan untuk 
jangka waktu satu tahun yang akan datang atau kurang dari satu tahun. 
Peramalan ini dilakukan untuk mengambil keputusan masa mendatang 
mengenai penjadwalan kerja, peramalan omzet, perlu tidaknya lembur 
dan lain sebagainya.   
 



































2. Peramalan jangka menengah  
Peramalan jangka menengah yaitu peramalan yang dilakukan untuk 
jangka waktu satu tahun sampai lima tahun ke depan. Peramalan ini 
digunakan untuk mengambil keputusan mengenai perencanaan produksi, 
penentuan anggaran, dan lain sebagainya.  
3. Peramalan jangka panjang  
Peramalan jangka panjang yaitu peramalan yang digunakan untuk 
jangka waktu lebih dari lima tahun ke depan. Peramalan ini digunakan 
untuk mengambil keputusan mengenai pengeluaran biaya, studi 
kelayakan pabrik, dan lain sebagainya (Ishak, 2010). 
Jika dilihat dari segi jangka waktu peramalan yang digunakan, penelitian 
ini termasuk dalam peramalan jangka pendek, karena dalam penelitian ini 
akan diramalkan omzet Koperasi Al-Kautsar dalam beberapa bulan ke depan. 
Penelitian ini juga menggunakan jenis data time series karena menggunakan 
data runtun waktu yang dikumpulkan oleh koperasi berdasarkan urutan bulan. 
C. Hubungan Peramalan dengan Al-Quran 
Segala ilmu pengetahuan di dunia ini telah dijelaskan di dalam Al-Quran, 
karena Al-Quran merupakan sumber dari segala ilmu pengetahuan. Seperti 
yang dapat dilihat saat ini telah banyak ditemukan hal-hal baru, namun di Al-
Quran sudah dijelaskan sebelumnya, padahal Al-Quran sudah ada sejak 
ribuan tahun yang lalu. Salah satu contoh peramalan dalam Al-Quran 
mengenai masalah perekonomian adalah kisah Nabi Yusuf as. Dari kisah 
tersebut mengajarkan agar kita mempersiapkan keadaan di masa mendatang. 



































Dalam kisah Nabi Yusuf as yang mentahwilkan mimpi dan disusunlah 
rencana-rencana untuk menyelamatkan Mesir dari terjadinya krisis pada 
musim paceklik. Sebagaimana kisah tersebut abadikan oleh Allah SWT 
dalam firmannya Surah Yusuf ayat 47-49. 
 ِف ُهوُرَذَف ْمتُّدَصَح اَمَف ابًَأَد َينِنِس َعْبَس َنْوُعَرْز َت َلَاق ُ ََْ  ااقمِّّ اال
َِِق اقَِِّ ِِ ُِِبنُس  َنوُِ
(٤٧ ِم تَِْيَ اقُثُ ) ْمُتْم اقدَقاَم َنِْ ُ َْيٌَداَدِش ٌعْبَس َكِلاَذ ِدْع َب ن ِصُُْ  ااقمِّّ ااْلَِِق اقَِِّ اقُن َ   َنوُن
(٤٨نِم تَِْيَ اقُثُ )  َكِلَذ ِدْع َب ْلِفَو ُسااقنلا ُثاَغ ُي ِِ ْلِف ٌماَع( َنْوُُ ِصْع َي 
ِِ٤٩)  
Artinya. (47) “Dia (Yusuf) berkata, “Agar kamu bercocok tanam tujuh tahun 
(berturut-turut) sebagaimana biasanya; kemudian apa yang kamu tuai 
hendaklah kamu biarkan ditangkainya kecuali sedikit untuk kamu makan. 
(48) Kemudian setelah itu akan datang tujuh (tahun) yang sangat sulit, yang 
menghabiskan apa yang kamu simpan untuk menghadapinya (tahun sulit), 
kecuali sedikit dari apa (bibit gandum) yang kamu simpan. (49) Setelah itu 
akan datang tahun, dimana manusia diberi hujan (dengan cukup) dan pada 
masa itu mereka memeras (anggur).” 
 
Dari ayat tersebut menjelaskan bahwa Nabi Yusuf as menerangkan 
kepada orang-orang perwakilan dari kerajaan mengenai apa yang harus 
mereka lakukan untuk menghadapi bahaya yang akan menimpa negaranya 
(Mesir) dan penduduknya, seperti yang ditujukkan dalam mimpi raja sebelum 
tahwil mimpi tersebut menjadi kenyataan. Mimpi tersebut diartikan oleh Nabi 
Yusuf as bahwa Mesir akan mengalami masa subur selama tujuh tahun dan 
masa paceklik selama tujuh tahun yang akan menghabiskan apa yang 
disimpan dan kemudian masa yang sulit tersebut selesai dengan turunnya 
hujan. Dari mimpi tersebut Nabi Yusuf as juga memberikan petunjuk agar 



































menanam gandum selama tujuh tahun berturut-turut tanpa berhenti, kemudian 
hasil panen itu disimpan, sehingga gandum tersebut dapat dijadikan makanan 
pada saat diperlukan dan mengambil sedikit dari hasil panen tersebut untuk 
memenuhi kebutuhan. Tujuh tahun masa subur merupakan tahwil dari tujuh 
ekor lembu gemuk dan tujuh gandum hijau, sedangkan tujuh tahun masa 
kering ditahwilkan tujuh ekor lembu kurus dan tujuh gandum kering (As-
Sa'di, 2016). 
Dari kisah tersebut disusunlah rencana-rencana untuk menangani 
masalah pada masa paceklik. Berkaca dari kisah tersebut maka dilakukan 
perencanaan di masa yang akan datang agar dapat meminimalisir 
kemungkinan-kemungkinan yang tidak diinginkan. Perencanaan dinamakan 
peramalan. 
D. Analisis Time Series 
Terdapat tiga jenis data yaitu time series, cross-section, dan pooled data. 
Time series data merupakan data yang dikumpulkan dari waktu ke waktu 
untuk menggambarkan perkembangan dari suatu kegiatan (Supranto J. , 
2000). Cross-section data merupakan data yang dikumpulkan berdasarkan 
waktu tertentu untuk menggambarkan suatu keadaan pada waktu yang sama 
(Supranto, 2001). Pooled data merupakan gabungan dari time series dan 
cross-section data (Mulyono, 2000).  
Apabila time series data digambarkan oleh suatu diagram maka akan 
memperlihatkan suatu fluktuasi, yang merupakan gerakan naik turun dan 
dapat digunakan sebagai dasar penarikan trend atau garis yang menunjukkan 



































arah dari suatu perkembangan dari suatu penjualan. Time series data sangat 
diperlukan oleh suatu organisasi karena dapat melihat perkembangan dan 
sebagai alat kontrol dalam beberapa bidang seperti keuangan, produksi, 
penjualan dan lain sebagainya.  
Dalam meramalkan terdapat banyak metode yang dapat digunakan. 
Untuk menentukan metode yang sesuai maka perlu mempertimbangkan 
kriteria-kriteria dalam membandingkan atau memilih metode seperti akurasi, 
jangkauan peramalan, kemudahan penerapan. Dalam kriteria akurasi di 
pengaruhi oleh pola data yang akan digunakan. Pola data tersebut adalah 
(Makridakis, Wheelwright, & McGee, 1992). 
1. Pola Horizontal (H)  
Pola horinzontal terjadi apabila nilai data yang digunakan 
berfluktuasi di sekitar nilai rata-rata yang tetap. Pola yang seperti inilah 
pola yang stasioner terhadap rata-rata. Misalkan suatu produk yang 
penjualannya tidak meningkat dan juga tidak menurun selama waktu 
tertentu. Gambar dari pola horizontal ditunjukkan pada Gambar 2.1.  
 








































2. Pola Musiman (S) 
Pola musiman terjadi apabila suatu deret dari data yang digunakan 
dipengaruhi oleh faktor musiman seperti bulanan, kuartal, atau jenis data 
lainnya. Contoh permasalahan sehari-hari yang berpola adalah penjualan 
alat sekolah, jumlah wisatawan yang datang ke tempat wisata. Gambar 
dari pola musiman ditunjukkan pada Gambar 2.2.  
 
Gambar 2.2. Contoh Plot Pola Data Musiman 
 
3. Pola Siklis (C)  
Pola siklis terjadi apabila data yang digunakan dipengaruhi oleh 
fluktuasi ekonomi jangka panjang yang berhubungan dengan siklus 
bisnis. Misalnya pada penjualan mobil, baja, dan peralatan utama 
lainnya. Gambar dari pola siklis dapat dilihat pada Gambar 2.3.  
 
Gambar 2.3. Contoh Plot Pola Data Siklis 
 



































4. Pola Trend (T) 
Pola trend terjadi apabila mengalami kenaikan atau penurunan pada 
data yang digunakan. Misalnya pada penjualan banyak perusahaan, 
produk bruto nasional (GNP), inflasi, peningkatan produktivitas. Gambar 
pada pola trend dapat dilihat pada Gambar 2.4. 
 
Gambar 2.4. Contoh Plot Pola Data Trend 
 
E. Seasonal ARIMA 
Dalam meramalkan atau memprediksi sesuatu di masa mendatang dapat 
menggunakan beberapa metode seperti metode Input-Output, SARIMA, 
Exponential Smoothing, dan lain sebagainya, namun dalam penelitian ini 
menggunakan metode Seasonal ARIMA dan Winter’s Exponential Smoothing 
karena data yang digunakan adalah data yang berpola musiman.  
1. Model Autoregressive (AR) 
Proses autoregressive (AR) merupakan proses dimana 
mengasumsikan bahwa variabel yang digunakan memiliki hubungan 
dengan variabel terdahulu (Ekananda, 2014). Autoregresive merupakan 



































bentuk dari regresi, namun keduanya berbeda jika pada regresi 
menghubungkan variabel bebas dengan variabel terikat, namun berbeda 
dengan autoregresive dimana variabel dependen dipengaruhi oleh 
variabel dependen itu sendiri karena data yang digunakan merupakan 
data tunggal, artinya variabel pada saat ini yang dipengaruhi oleh 
variabel masa lalu. Persamaan umum AR(p) dapat dinyatakan  sebagai 
berikut. 
𝑋𝑡 = 𝜙1 𝑋𝑡−1 + 𝜙2 𝑋𝑡−2 +  𝜙3 𝑋𝑡−3 + ⋯ +  𝜙𝑝 𝑋𝑡−𝑝 +  𝑒𝑡                     (2.1) 
dimana,  
𝑋𝑡  = variabel yang diramalkan 
𝜙1, 𝜙2, … , 𝜙𝑝  = parameter AR ordo ke 1, 2, ..., 𝑝    
𝑋𝑡−𝑝  = variabel pada saat t-p 
𝑒𝑡  = galat pada periode t 
Contoh: 
Jika model autoregressive ordo satu dapat ditulis AR(1), yaitu p = 1 dan 
q = 0 dapat dinyatakan sebagai berikut. 
𝑋𝑡 = 𝜙1𝑋𝑡−1 +  𝑒𝑡 
Jika model autoregressive ordo dua dapat ditulis AR(2), yaitu p = 2 dan q 
= 0 dapat dinyatakan sebagai berikut. 
𝑋𝑡 = 𝜙1𝑋𝑡−1 +  𝜙2𝑋𝑡−2 +  𝑒𝑡 
Apabila model tersebut dilanjutkan untuk AR orde 3 dan seterusnya 
maka dapat mengikuti pola persamaan umum AR(p).  



































2. Model Moving Average (MA) 
Moving average merupakan hubungan yang menyatakan nilai saat 
ini sebagai jumlah dari gangguan kecil pada waktu sebelumnya atau 
tergantung pada nilai sebelumnya dari unsur kesalahan. Fungsi yang 
dimiliki oleh moving average akan menjelaskan keadaan suatu 
pengamatan t yang dinyatakan sebagai kombinasi linear dari sejumlah 
error. Secara umum proses MA berordo q dapat dinyatakan sebagai 
ARIMA (0, 0, q) atau MA (q). Persamaan umum MA (q) adalah sebagai 
berikut. 
𝑋𝑡 =  𝑒1 −  𝜃1𝑒𝑖−1 − 𝜃2𝑒𝑖−2 − ⋯ −  𝜃𝑞𝑒𝑖−𝑞                                     (2.2) 
dimana,  
𝜃𝑞  = parameter moving average 
𝑒𝑖−𝑞  = nilai galat pada saat i-q 
Contoh: 
Jika model moving average ordo satu dapat ditulis MA(1), yaitu p = 0 
dan q = 1 dapat ditulis sebagai berikut: 
𝑋𝑡 =  𝑒1 − 𝜃1𝑒𝑖−1 
Jika model moving average ordo dua dapat ditulis MA(2), yaitu p = 0 dan 
q = 2 dapat ditulis sebagai berikut: 
𝑋𝑡 =  𝑒1 −  𝜃1𝑒𝑖−1 − 𝜃2𝑒𝑖−2 
Apabila model tersebut dilanjutkan untuk MA ordo tiga dan seterusnya 
maka dapat mengikuti pola persamaan umum dari MA(q).  



































3. Model Autoregressive Moving Average (ARMA) 
Model ini merupakan gabungan dari proses Autoregressive (AR) dan 
proses Moving Average (MA), sehingga dari penggabungan dari kedua 
model tersebut maka dapat diperhitungkan dengan baik nilai  pada masa 
sebelumnya dari variabel yang diramalkan dan nilai dari kesalahan 
(error) pada masa lalu. Sehingga dapat dinyatakan dalam model ARMA 
(p,q). Persamaan umum model ini sebagai berikut. 
𝑍𝑡 =  𝜙1𝑍𝑡−1 + … +  𝜙𝑝𝑍𝑡−𝑝 + 𝑒𝑡 −  𝜃1𝑒𝑡−1 − … −  𝜃𝑞𝑒𝑡−𝑞               (2.3) 
dimana, 
𝑍𝑡  = data pada periode t  
𝑍𝑡−𝑝  = data pada periode t-p 
𝑒𝑡  = error pada periode t 
𝑒𝑡−𝑞  = error pada periode t-q 
𝜙𝑝  = parameter autoregressive ke p 
𝜃𝑞  = parameter moving average ke q 
Contoh: 
jika model campuran antara AR(1) dan MA(1) yaitu  p = 1 dan q = 1 
dapat dinyatakan ARMA (1.1) dengan persamaan sebagai berikut:  
𝑍𝑡 =  𝜙1𝑍𝑡−1 +  𝑒𝑡 −  𝜃1𝑒𝑡−1 
jika model campuran antara AR(2) dan MA(1) yaitu  p = 2 dan q = 1 
dapat dinyatakan ARMA (2.1) dengan persamaan sebagai berikut:  
𝑍𝑡 =  𝜙1𝑍𝑡−1 + 𝜙1𝑍𝑡−2 +  𝑒𝑡 −  𝜃1𝑒𝑡−1 



































Untuk model ARMA (2,2) yaitu AR (2) dan MA(2) dan orde berikutnya 
dapat dinyatakan sesuai persamaan umum ARMA (p,q). 
4. Model Autoregressive Integrated Moving Average (ARIMA) 
Model ARIMA merupakan perkembangan dari ARMA dengan 
penambahan satu parameter yaitu d, sehingga pada model ARIMA 
terdapat tiga parameter yaitu (p,d,q), di mana p merupakan parameter 
autoregressive (AR), q merupakan parameter moving average (MA), d 
merupakan jumlah proses differencing. Alasan dikembangkannya metode 
ARIMA karena pada beberapa metode lainnya terdapat asumsi untuk 
beberapa macam pola data tertentu, sedangkan pada ARIMA tidak ada 
asumsi mengenai suatu pola yang tetap (Hermawan, 2011). Persamaan 
umum model ARIMA (p,d,q) sebagai berikut:  
𝑍𝑡 =  𝜙0 +  (1 + 𝜙1)𝑍𝑡−1 +  (𝜙2 −  𝜙1)𝑍𝑡−2 + ⋯ (𝜙𝑝 − 𝜙𝑝−1)𝑍𝑡−𝑝 −
            𝜙𝑝𝑍𝑡−𝑝−1 +  𝑎𝑡 − 𝜃1𝑎𝑡−1 − … −  𝜃𝑞𝑎𝑡−𝑞                                 (2.4) 
dimana,  
𝑍𝑡  = data pada periode t 
𝑍𝑡−𝑝  = data pada periode t-p 
𝑎𝑡  = error pada periode t 
𝑎𝑡−𝑞  = error pada periode t-q 
𝜙0  = konstanta 
𝜙𝑝  = autoregressive ke p 
𝜃𝑞  = moving average ke q 




































Jika model ARIMA (1,1,0) dapat dinyatakan sebagai berikut:  
𝑍𝑡 =  𝜙0 +  (1 + 𝜙1)𝑍𝑡−1 − 𝜙1𝑍𝑡−2 +  𝑎𝑡 
Jika model ARIMA (2,1,0) dapat dinyatakan sebagai berikut: 
𝑍𝑡 =  𝜙0 +  (1 + 𝜙1)𝑍𝑡−1 − (𝜙1 − 𝜙2)𝑍𝑡−2 −  𝜙2𝑍𝑡−3 + 𝑎𝑡 
Jika model ARIMA (2,1,0) dapat dinyatakan sebagai berikut: 
𝑍𝑡 =  𝜙0 +  (1 + 𝜙1)𝑍𝑡−1 − 𝜙1𝑍𝑡−2 +  𝑎𝑡 −  𝜃1𝑎𝑡−1 
5. Model Seasonal ARIMA 
Model ini merupakan model yang mengandung unsur pola musiman. 
Model ini merupakan perkembangan dari model ARIMA. Jika pada 
ARIMA digunakan untuk data non-seasonal atau dengan kata lain 
ARIMA kurang cocok digunakan untuk data musiman maka untuk 
mengatasi masalah musiman dilakukan pengembangan dari model 
sebelumnya, yang saat ini dikenal dengan model Seasonal ARIMA. 
Bentuk umum model ARIMA dengan pola musiman (𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠 
dapat dinyatakan sebagai berikut: 
Φp(B
S)𝜙𝑝(𝐵)(1 − B)
d(1 − Bs)DZt =  𝜃𝑞(𝐵)Θ𝑄(𝐵
𝑆)𝑎𝑡                (2.5) 
dimana, 
p,d,q  = tingkat AR, differencing dan MA nonSeasonal 
P,D,Q  = tingkat AR, differencing dan MA Seasonal  
𝜙𝑝(𝐵)  = tingkat AR nonSeasonal 
Φp(B)
S  = tingkat AR Seasonal  
(1 − B)d  = tingkat differencing nonSeasonal 



































(1 − B)D  = tingkat differencing Seasonal 
𝜃𝑞(𝐵)  = MA nonSeasonal 
Θ𝑄(𝐵)
𝑆  = MA Seasonal 
𝑎𝑡  = error pada periode t 
F. Stasioneritas 
Dalam suatu penelitian time series, data yang digunakan terkadang belum 
stasioner. Data dikatakan stationer apabila tidak terdapat perubahan dalam 
rata-rata dan perubahan varians atau relatif tidak terjadi kenaikan atau 
penurunan nilai secara tajam. Dalam analisa time series terdapat dua stasioner 
yaitu stasioner terhadap mean dan stasioner terhadap varians.  
1. Stasioner terhadap mean 
Untuk mengetahui kestationeran data terhadap mean dapat dilihat 
dari diagram time series atau dapat juga dilihat dari grafik fungsi 
autokorelasi. Jika pada diagram time series menunjukkan data bergerak 
disekitar garis yang sejajar dengan sumbu waktu maka dapat dikatakan 
stasioner dalam rata-rata. Data yang tidak stasoner terhadap mean yang 
dilihat secara visual pada grafik fungsi autokorelasi maka lag akan 
menurun mendekati nol pada lag yang cukup panjang. Untuk mengatasi 
data yang tidak stasioner terhadap mean maka dilakukan differencing 
non-musiman dengan Persamaan (2.6), sedangkan jika data musiman 
tidak stasioner terhadap mean juga dilakukan differencing musiman 
dengan menggunakan Persamaan (2.7) (Makridakis, Wheelwright, & 
McGee, 1992). Jika data sudah stasioner maka dilanjutkan ketahap 



































berikutnya. Jika belum stasioner maka dilakukan differencing hingga 
stasioner. 
𝑍𝑡
′ =  𝑍𝑡 −  𝑍𝑡−1                                                                                   (2.6) 
dimana,  
𝑍𝑡
′ = Nilai variabel Z pada waktu t setelah differencing 
𝑍𝑡
′ =  𝑍𝑡 −  𝑍𝑡−𝑠                                                                                   (2.7) 
dimana,  
s = periode per musim 
2. Stasioner data terhadap varians 
Kestasioneran data terhadap varians juga dapat dilihat pada grafik 
time series. Jika dilihat secara visual dari grafik time series maka 
dikatakan stasioner terhadap varians apabila pergerakan data series 
relatif tetap (Wei, 2006). Grafik time series yang menujukkan data sudah 
stasioner baik terhadap mean maupun terhadap varians ditunjukkan pada 
Gambar 2.5. Grafik time series yang menunujukkan bahwa data tidak 
stasioner terhadap mean dan varians ditunjukkan pada Gambar 2.6, atau 
dapat juga dilihat pada grafik Box-Cox. Apabila grafik Box-Cox 
menunjukkan nilai Rounded Value bernilai satu maka data telah stasioner 
terhadap varians. Apabila Rounded Value tidak bernilai satu maka perlu 
ditransformasikan sehingga data stasioner terhadap varians. 




































Gambar 2.5 Plot data stasioner terhadap rata-rata dan varians 
 
 
Gambar 2.6 Plot data tidak stasioner terhadap rata-rata dan varians 
 
Apabila data yang tidak stasioner terhadap varians maka dilakukan 
transformasi Box-Cox, yang berfungsi untuk mengatasi masalah 
ketidakstasioneran data terhadap varians. Nilai transformasi Box-Cox 
tergantung pada nilai lambda (𝜆) yang dimiliki. Nilai lambda dari Box-
Cox akan ditrasformasikan sesuai dengan Tabel 2.1. langkah-langkah 
mendapatkan nilai lambda (𝜆) sebagai berikut.  
Langkah 1. Ambil nilai  𝜆 dengan range (−2,2) 
Langkah 2. Menghitung nilai ?̂? = (𝑦1,× 𝑦2 × … ×  𝑦𝑛)
1/𝑛                (2.8) 
Langkah 3. Menghitung ?̂?𝜆−1 untuk setiap 𝜆                                      (2.9) 
Langkah 4. Menghitung nilai 𝑉𝑖 =  
𝑊𝑖
?̂?𝜆−1
 , 𝑊 = { 
𝑌𝜆−1
𝜆
  ,   𝜆 ≠ 0
ln 𝑌  ,   𝜆 = 0       
  (2.10)    



































Langkah 5. Meregresikan antara variabel V dan X, sehingga hasil regresi 
akan didapatkan Jumlah Kuadrat Sisa (JKS).  Untuk 
mendapatkan nilai JKS terlebih dahulu menghitung nilai 
Jumlah Kuadrat Total yang diperoleh dari persamaan 𝐽𝐾𝑇 =
∑ 𝑌2, kemudian Jumlah Kuadrat koefisien 𝛼 yang diperoleh 
dengan persamaan 𝐽𝐾(𝛼) = (∑ 𝑌)2, selanjutnya menghitung 
nilai Jumlah Kuadrat regresi(
𝛽
𝛼




 𝛽 (∑ 𝑋𝑌
(∑ 𝑋)(∑ 𝑌)
𝑛




) maka dapat menghitung nilai JKS dengan 
persamaan 𝐽𝐾𝑆 = 𝐽𝐾𝑇 − 𝐽𝐾(𝛼) − 𝐽𝐾 (
𝛽
𝛼
)                                                              
(2.11) 
Langkah 6. Menentukan nilai 𝜆 yang memiliki nilai Jumlah Kuadrat Sisa 
(JKS) terkecil.  
Langkah 7. Setelah mendapatkan nilai 𝜆 maka selanjutnya melakukan 
transformasi data dengan menggunakan 𝜆 yang memiliki nilai 
JKS terkecil yang di peroleh dari langkah 6. 
Tabel 2.1 Transformasi Box-Cox  














































G. ACF dan PACF  
Autocorrelation function (ACF) merupakan bentuk dari korelasi yang 
menjelaskan hubungan dari dua variabel dalam time series. Namun, pada 
autokorelasi akan menghubungkan nilai dari dua variabel dengan dirinya 
sendiri yakni 𝑌𝑡 dan 𝑌𝑡+𝑘. Untuk mendapatkan nilai dari autokorelasi fungsi 
dapat menggunakan persamaan berikut.  







                                                                             (2.12) 
dimana, 
𝑌𝑡  = data asli pada waktu ke-t 
?̂?𝑘  = nilai estimasi fungsi autorelasi lag ke-𝑘  ,  𝑘 = 0,1,2, …. 
?̅?  =  rata-rata 
Fungsi autokorelasi partial (PACF) digunakan untuk mengukur tingkat 
keeratan antara dua variabel yaitu  𝑌𝑡 dan 𝑌𝑡+𝑘. Perhitungan nilai dari PACF 
pada lag ke-1 dimulai dengan menghitung ?̂?1,1 =  ?̂?1 dimana ?̂?1merupakan 
nilai dari fungsi autokorelasi pada lag 1, sedangkan untuk mendapatkan nilai 
PACF pada lag ke-𝑘 dengan menghitung ?̂?𝑘𝑘 dapat dilakukan dengan 
persamaan berikut. 







                                                                             (2.13) 
dimana, 
?̂?𝑘𝑘  = nilai fungsi autokorelasi partial pada saat lag ke-𝑘 
𝜌𝑘  = nilai fungsi autokorelasi pada saat lag ke-𝑘 



































H. Uji Normalitas 
Untuk mengetahui apakah residu yang dihasilkan berdistribusi normal 
atau tidak maka dilakukan uji normalitas. Uji normalitas ini dapat diketahui 
dengan melihat grafik dari hasil uji normalitas atau dengan melihat nilai p-
value. Apabila hasil dari grafik menunjukkan bahwa residu akan berada 
disekitar garis diagonal atau garis linear maka artinya residu berdistribusi 
normal. Residu berdistribusi normal yang dilihat dari grafik uji normalitas 
ditunjukkan pada Gambar 2.7. Uji residu berdistribusi normal dilakukan 
karena salah satu syarat yang harus dipenuhi dalam pengambilan model yang 
terbaik. Sebaliknya, apabila grafik menunjukkan residu menyebar atau tidak 
berada di sekitar garis linear artinya residu tidak berdistribusi normal, seperti 
yang terlihat pada Gambar 2.8. Uji normalitas dapat dilakukan dengan 
metode Kolmogorov-Smirnov. Metode ini merupakan salah satu uji 
normalitas yang sering digunakan. 
 



































Gambar 2.7 Contoh Grafik Residu Berdistribusi Normal 
 
Gambar 2.8 Contoh Residu Yang Tidak Berdistribusi Normal 
 
Pengambilan hipotesis hasil pengujian residual berdistribusi normal sebagai 
berikut. 
𝐻0 = residual berdistribusi normal  
𝐻1 = residual tidak berdistribusi normal  
apabila taraf signifikan yang ditetapkan adalah 𝛼 = 5% maka 𝐻0 ditolak 
apabila p-value <  𝛼 artinya residu tidak berdistribusi normal, begitupun 
sebaliknya jika p-value >  𝛼 maka 𝐻0 diterima artinya residu berdistribusi 
normal. 
I. Proses White Noise 
White noise merupakan suatu istilah yang menunjukan bahwa suatu data 
bersifat acak atau random dan stasioner (Ekananda, 2014). Proses white noise 
dilakukan untuk menguji model, apakah model sudah layak atau tidak. Proses 
white noise ini juga merupakan syarat untuk menentukan model yang akan 
digunakan untuk peramalan. Untuk mengetahui apakah residu memenuhi 
proses white noise atau tidak maka perlu dilakukan pengujian. Salah satu 



































pengujian yang dapat digunakan adalah statistik uji Ljung-Box, dengan 
menggunakan Persamaan (2.14) atau dapat juga dilihat secara visual melalui 
plot residual ACF. Apabila di lihat secara visual melalui plot residual ACF 
maka residu bersifat white noise jika residu dari model tidak terjadi korelasi 
(Lubis, Johra, & Darmawan, 2017). 





𝑘=1                                                                          (2.14) 
dimana, 
𝑛  = jumlah data 
𝑘  = nilai lag 
𝐾  = maximum lag 
𝜌𝑘 = nilai fungsi autokorelasi lag ke-k 
Hipotesis pengujian white noise dengan menggunakan statistik uji Ljung-Box 
adalah sebagai berikut. 
𝐻0 = jika memenuhi proses white noise   
𝐻1 = jika tidak memenuhi white noise  
Apabila taraf signifikansi ditetapkan 𝛼 = 5% atau 0,05 maka 𝐻0 ditolak 
apabila p-value >  𝛼 artinya tidak memenuhi proses white noise, begitupun 
sebaliknya jika p-value <  𝛼 maka 𝐻1 diterima artinya memenuhi proses 
white noise, atau 𝐻0 ditolak apabila 𝑄 < 𝜒𝛼,𝑑𝑓=𝐾−𝑝−𝑑
2 , dimana K merupakan 
maximum lag, p merupakan ordo dari AR dan q merupakan ordo dari MA 



































J. Teknik Smoothing 
Salah satu metode yang digunakan dalam analisis time series data adalah 
teknik smoothing. Dalam teknik smoothing terdapat dua teknik yaitu teknik 
rata-rata dan teknik exponential smoothing. 
1. Teknik Rata Rata 
Teknik rata-rata menggunakan bentuk rata-rata tertimbang dari nilai 
data masa lalu untuk memperhalus fluktuasi jangka pendek. Teknik ini 
terdapat tiga cara yaitu Arithmatic Mean, moving average, dan rata-rata 
bergarak ganda. 
a. Arithmatic Mean 
Arithmatic Mean dari nilai nilai variabel sebanyak n dapat 
digunakan untuk meramalkan periode berikutnya. Teknik ini 
digunakan untuk data yang stasioner, tidak mempunyai trend dan 
tidak terpengaruh oleh faktor musiman.  
b. Moving Average  
Moving Average (rata-rata bergerak) artinya bahwa jika data 
baru tersedia maka dapat dihitung dengan menghilangkan data lama 
dan menggantinya dengan data baru. Metode ini merupakan 
perkembangan dari arithmatic mean dan metode ini cocok 
digunakan untuk data stasioner dan tidak dapat digunakan untuk data 
trend atau musiman. Metode ini tidak akan dapat menghasilkan 
peramalan yang baik jika fluktuasi data tidak random. 
 
 



































c. Rata-rata Bergerak Ganda 
Pada model ketiga dari teknik rata-rata ini berbeda dengan 
model sebelumnya karena pada model ini dapat digunakan untuk 
data yang mempunyai trend. Untuk menggunakan model ini, maka 
langkah-langkahnya adalah pertama, menghitung moving average, 
kedua, menghitung moving average kedua, ketiga, menghitung 
selisih antara kedua moving average, keempat, menghitung trend 
yang mirip dengan slope yang berubah dari waktu ke waktu, dan 
kelima, meramalkan untuk periode yang akan datang.  
2. Teknik Exponential Smoothing 
Selain teknik rata-rata terdapat teknik lain yaitu teknik Smoothing 
Exponential. Pada teknik ini berbeda dengan sebelumnya, pada teknik ini 
memberikan bobot yang menurun secara exponential, data yang baru 
diberikan bobot yang lebih besar dan semakin jauh ke belakang data yang 
digunakan semakin kecil. Dalam teknik Smoothing Exponential terdapat 
tiga model yaitu Single Exponential Smoothing, Double Eksponential 
Smoothing, dan Triple Exponential Smoothing.  
a. Single Exponential Smoothing 
Metode ini disebut juga Exponential Smoothing sederhana yang 
merupakan perluasan dari moving average, namun berbeda dengan 
moving average, jika di dalam moving average 𝑎 =  
1
𝑛
, tetapi pada 
SES nilai 𝑎 merupakan bobot smoothing yang dapat ditentukan 
secara bebas atau trial error, namun besar nilai 𝛼 antara 0 dan 1 



































(Subagyo, 1986). Metode ini bersifat deret waktu yang berpola 
horisontal dan data berfluktuasi secara acak. Metode ini juga 
memiliki kelemahan yaitu memberikan bobot yang sama pada data 
yang digunakan.  
b. Double Exponential Smoothing 
Di dalam Double Exponential Smooting terdapat dua metode 
yaitu metode Linear satu parameter dari Brown dan metode dua 
parameter dari Holt. 
1) Metode Linear satu parameter dari Brown  
Metode ini dikembangkan oleh Brown. Di dalam metode ini 
menggunakan satu konstanta pemulusan atau satu parameter 
yang sama untuk dua kali pemulusan exponential yang 
digunakan dan metode ini juga digunakan untuk peramalan data 
time series yang mengikuti pola trend linear (Subagyo, 1986).  
2) Metode Linear dua parameter dari Holt 
Metode ini disebut juga Holt Exponential Smoothing. 
Metode ini hampir sama dengan yang dikembangkan oleh 
Brown namun, Holt Exponential Smoothing tidak menggunakan 
pemulusan berganda secara langsung tetapi dengan melakukan 
pemulusan nilai trend parameter yang berbeda (Makridakis, 
Wheelwright, & McGee, 1992). Pada metode ini hampir sama 
dengan metode linear satu parameter dari Brown hanya saja 



































pada metode ini menggunakan dua konstanta pemulusan atau 
dua parameter yang berbeda.  
c. Triple Exponential Smoothing 
Di dalam Triple Exponential Smoothing juga terdapat dua 
metode yaitu metode Kuadratik satu parameter dari Brown dan 
metode trend dan musiman tiga parameter dari Winter.  
1) Metode Kuadratik satu parameter dari Brown 
Metode kuadratik satu parameter merupakan metode peramalan 
yang dikembangkan oleh Brown. Metode ini menggunakan 
persamaan kuadrat. Metode ini digunakan untuk data yang 
berfluktuasi atau mengalami gelombang pasang surut. 
Pendekatan dasar metode ini adalah memasukkan tingkat 
pemulusan tambahan dan peramalannya diberlakukan 
persamaan kuadratik. 
2) Metode trend dan musiman tiga parameter dari Winter 
Metode trend dan musiman tiga parameter dari Winter disebut 
juga Winter Exponential Smoothing, yang dikembangkan oleh 
Winter. Metode ini berbeda dengan sebelumnya yang digunakan 
untuk jenis data stasioner atau non-stasioner dan tidak 
mengandung musiman. Untuk mengatasi masalah musiman 
tersebut menggunakan pemulusan trend dan musiman dari 
winter dengan menambahkan satu persamaan untuk mengatasi 
masalah tersebut. Metode Winter’s Exponential Smoothing yang 



































akan digunakan dalam penelitian ini karena data berpola 
musiman. Persamaan yang digunakan dalam metode ini adalah 
(Arsyad, 1999). 
a) Persamaan untuk pemulusan data asli 
𝐴𝑡 =  𝑎
𝑌𝑡
𝑆𝑡−𝐿
+  (1 − 𝑎)(𝐴𝑡−1 + 𝑇𝑡−1)                          (2.15) 
b) Persamaan untuk estimasi trend 
𝑇𝑡 = 𝛽(𝐴𝑡 −  𝐴𝑡−1) + (1 − 𝛽)𝑇𝑡−1                              (2.16) 
c) Persamaan untuk estimasi musiman 
𝑆𝑡 =  𝛾 
𝑌𝑡
𝐴𝑡
+  (1 − 𝛾)𝑆𝑡−𝐿                                               (2.17) 
Untuk meramalkan m periode kedepan menggunakan persamaan 
berikut. 
𝐹𝑡+𝑚 =  (𝐴𝑡 +  𝑚 𝑇𝑡)𝑆𝑡−𝐿+𝑚                                               (2.18) 
dimana,  
𝑇𝑡  = komponen trend pada saat 𝑡 
𝐴𝑡  = nilai pemulusan baru pada saat t 
L  = panjang musiman 
𝑎  = bobot smoothing 
𝑚  = periode yang diramalkan kedepan 
𝑆𝑡 = estimasi musiman pada saat t 
𝐹𝑡+𝑚  = ramalan untuk m  periode ke depan 
K. Ketetapan Metode Peramalan  
Metode peramalan yang digunakan dalam suatu penelitian tergantung 
pada pola data dan kriteria dari data yang digunakan. Apabila metode yang 



































digunakan sudah dianggap benar maka dalam pemilihan metode didasarkan 
pada tingkat kesalahan (Santoso, 2009). Metode yang digunakan dalam suatu 
peramalan tidak ada yang dapat melakukan peramalan dengan tepat. Oleh 
karena itu, setiap metode akan menghasilkan kesalahan atau error. Semakin 
kecil kesalahan yang dihasilkan maka semakin mendekati tepat dan metode 
yang digunakan akan semakin baik untuk digunakan dalam peramalan. 
Terdapat beberapa alat ukur yang dapat digunakan untuk menghitung 
kesalahan dalam peramalan adalah Mean Absolute Percentage Error 
(MAPE), Mean Absolute Error (MAE), Mean Square Error (MSE) dan 
beberapa alat ukur lainnya. Dalam penelitian ini menggunakan Mean 
Absolute Percentage Error (MAPE) dan Mean Square Error (MSE) untuk 
menghitung kesalahan dalam peramalan. Mean Absolute Percentage Error 
(MAPE) merupakan rata-rata dari keseluruhan persentase kesalahan dari data 
sebenarnya dengan data hasil peramalan. MAPE digunakan untuk mengetahui 
besarnya selisih antara data hasil peramalan dengan data sebenarnya atau data 
aktual (Tsaur, 2012).  Persamaan yang menunjukkan cara menghitung MAPE 
adalah sebagai berikut.  






 × 100%𝑛𝑡=1                                                               (2.19)                                                       
dimana,  
n  = banyaknya data  
𝑌𝑡  = data aktual pada periode t 
?̂?𝑡  = data hasil peramalan pada periode t 
Kriteria keakuratan MAPE dapat dilihat pada Tabel 2.2 (Halimi R., 2013). 



































Tabel 2.2 Kriteria Keakuratan MAPE  
Peramalan sangat baik MAPE < 10% 
Peramalan baik MAPE 10% - 20%  
Peramalan cukup MAPE 20% - 50% 
Peramalan tidak akurat MAPE > 50% 
 
Mean Square Error (MSE) merupakan salah satu metode yang digunakan 
untuk menghitung kesalahan dalam suatu peramalan (Arsyad, 1999). Dalam 
metode ini semakin kecil nilai yang didapatkan maka semakin baik. 
Persamaan berikut merupakan persamaan yang menunjukkan cara 
menghitung MSE. 





                                                                                    (2.20) 
dimana, 
𝑛  = banyaknya observasi 
𝑌𝑡  = data asli pada periode t 
?̂?𝑡  = data hasil peramalan pada periode t   



































BAB III  
METODE PENELITIAN 
 
A. Jenis Penelitian 
Penelitian ini merupakan penelitian yang bersifat kuantitatif, karena data 
yang digunakan dalam penelitian ini adalah data omzet Koperasi Al-Kautsar. 
Dilihat dari tujuannya maka penelitian ini juga merupakan penelitian 
komparatif karena membandingkan dua teori yaitu Seasonal ARIMA dan 
Winter’s Exponential Smoothing. 
B. Subyek Penelitian  
Penelitian ini dilakukan di Koperasi Al-Kautsar Universitas Islam Negeri 
Sunan Ampel Surabaya sebagai subyek penelitian. Hal ini bertujuan untuk 
memudahkan dalam memperoleh data yang akan digunakan dalam penelitian.  
C. Variabel Penelitian  
Dalam penelitian ini, variabel penelitiannya adalah omzet Koperasi Al-
Kautsar UIN Sunan Ampel Surabaya tahun 2011-2017. Dan dalam penelitian 
ini data yang digunakan adalah data bulanan dari bulan Januari 2011 sampai 
Desember 2017. 
D. Teknik Pengumpulan Data 
Untuk melakukan suatu penelitian maka diperlukan adanya data, yang 
nantinya akan diolah oleh peneliti. Pengumpulan data dapat dilihat dari segi 
sumber datanya yaitu sumber primer dan sekunder. Dalam penelitian ini 



































sumber data yang digunakan adalah sumber sekunder yang diperoleh dari 
koperasi pegawai Al-Kautsar UIN Sunan Ampel Surabaya. 
E. Analisis Data  
Pada penelitian ini yang mengenai aplikasi metode Seasonal 
Autoregressive Integrated Moving Average dan Winter’s Exponential 
Smoothing untuk meramalkan omzet Koperasi Al-Kautsar UIN Sunan Ampel 
Surabaya. Dari data omzet koperasi akan diperoleh jumlah omzet yang 
didapat oleh koperasi dalam setiap bulan.  
Dari data tersebut kemudian dilakukan analisa data berdasarkan teori 
yang ada, dengan dua metode yang pertama metode Seasonal ARIMA dan 
Winter’s Exponential Smoothing.  
1. Seasonal ARIMA 
Analisa data yang pertama adalah dengan menggunakan Seasonal 
Autoregressive Integrated Moving Average (SARIMA). Langkah-langkah 
sebagai berikut.  
a. Identifikasi model  
Dalam tahap ini dibuat Plot time series, ACF, dan PACF. Dan 
menentukan apakah data yang digunakan bersifat stationer atau tidak. 
Jika data tidak stationer terhadap mean maka dilakukan differencing, 
namun jika tidak stasioner terhadap varian maka dilakukan 
transformasi. Nilai ACF dan PACF dapat ditentukan model sementara. 
Dalam menentukan ordo dari AR(p) maka perhatikan grafik partial 
autocorrelation function (PACF). Apabila koefisien autokorelasi  



































yang secara signifikan berbeda dari nol atau terdapat lag pada PACF 
yang keluar dari garis batas maka lag tersebut yang akan menjadi ordo 
AR. Sebaliknya untuk menentukan ordo MA(q) maka perhatikan 
grafik autocorrelation function (ACF) apabila koefisien autokorelasi  
yang secara signifikan berbeda dari nol atau terdapat lag pada ACF 
yang keluar dari garis batas maka lag tersebut yang akan menjadi ordo 
MA. 
a. Pengestimasian Model  
Pada tahap ini setelah mendapat model sementara maka harus 
dilakukan estimasi parameter.  
b. Pengujian Model  
Pada tahap ini akan dilakukan pengujian kelayakan model. 
Pengujian dilakukan dengan menguji asumsi residual yaitu uji asumsi 
residual white noise dan uji asumsi residual berdistribusi normal. 
Untuk mengetahui residu bersifat white noise dapat dilakukan uji 
residu dengan uji Ljung-Box atau dapat dilihat dari grafik ACF residu. 
Apabila pada grafik ACF menunjukkan bahwa tidak ada lag yang 
melebihi garis ambang maka residu bersifat white noise. Untuk 
mengetahui residu berdistribusi normal dapat dilihat dari grafik 
normal probability plot residu. apabila residu berada di garis linear 
maka residu berdistribusi normal atau dilihat pada nilai p-value, 
apabila p-value lebih besar dari 𝛼 maka residu berdistribusi normal. 
 



































c. Penggunaan Model 
Setelah model sesuai telah diperoleh dan memenuhi semua syarat 
maka membuat peramalan untuk beberapa periode yang akan datang. 
2. Winter’s Exponential Smoothing 
Setelah dilakukan analisa dengan menggunakan Seasonal 
Autoregressive Integrated Moving Average (SARIMA). Selanjutnya 
dilakukan analisa dengan Winter’s Exponential Smoothing dengan 
langkah langkah sebagai berikut: 
a. Inisialisasi nilai  𝑎, 𝛽, 𝛾 
Dalam menentukan parameter pada metode Winter’s Exponential 
Smoothing dilakukan dengan trial and error. Pengambilan parameter 
dari hasil trial and error dengan melihat nilai MAPE dan MSE 
terkecil, sehingga dari parameter tersebut dapat membuat model.  
b. Menentukan nilai pada  pemulusan eksponensial, trend dan seasonal. 
Setelah mendapatkan model dengan nilai error terkecil maka 
selanjutnya menentukan nilai pemulusan eksponensial dengan 
Persamaan (2.15), kecenderungan trend dengan Persamaan (2.16) 
dan seasonalnya dengan Persamaan (2.17). 
c. Peramalan  
Setelah mendapatkan nilai pemulusan eksponensial, trend dan 
seasonal maka selanjutnya dilakukan peramalan pada periode 
berikutnya dengan Persamaan (2.18). 



































F. Alur Penelitian  
Alur penelitian ini sebagaimana digambarkan dengan flowchart 
ditunjukkan oleh Gambar 3.1.  
 
Gambar 3.1 Alur Penelitian



































BAB IV  
PEMBAHASAN 
 
Pada bab ini akan dibahas mengenai aplikasi data omzet Koperasi Al-Kautsar 
Universitas Negeri Islam Sunan Ampel Surabaya dengan metode Seasonal 
Auroregressive Integrated Moving Average dan Winter’s Exponential Smoothing. 
Data yang digunakan pada penerapan metode ini adalah data omzet Koperasi Al-
Kautsar UIN Sunan Ampel Surabaya yang ditunjukkan pada Tabel 4.1 dan 4.2 
dari bulan Januari 2011 sampai dengan Desember 2017. Berdasarkan data tersebut 
dibuat deskriptif statistik disajikan pada Tabel 4.3 untuk mengidentifikasi data. 




2011 2012 2013 2014 
1 Januari 20532 62538 31936 25992 
2 Februari 24947 61459 25001 26916 
3 Maret 49213 54756 44669 51947 
4 April 41418 99426 54271 55049 
5 Mei 35894 59600 51484 49222 
6 Juni 39824 39706 31575 46436 
7 Juli 47690 34702 18535 11114 
8 Agustus 11584 41057 22158 28793 
9 September 36645 48787 49814 60434 
10 Oktober 63532 65350 53852 60421 
11 November 62262 62834 47127 58348 
12 Desember 48310 43204 38244 52514 
 




2015 2016 2017 
1 Januari 33730 32472 27261 
2 Februari 32592 24993 30195 
3 Maret 61754 59446 47616 
4 April 53949 54009 39489 
5 Mei 51687 53937 35888 





































2015 2016 2017 
6 Juni 38585 21557 10932 
7 Juli 19985 21598 27671 
8 Agustus 40832 42751 30687 
9 September 60725 66502 47764 
10 Oktober 63676 54890 54867 
11 November 70241 57772 49950 
12 Desember 54974 43280 34069 
 
Tabel 4.3. Deskriptif Statistik Data Omzet 
Variabel N N* Mean SE Mean StDev Min Max Q1 Median 
Data 84 0 44089 1732 15878 10932 99426 32070 46782 
 
Tabel 4.3 menunjukkan bahwa nilai rata-rata jumlah omzet selama 84 bulan 
terakhir adalah Rp.44.089.000,00. Hal ini berarti bahwa rata-rata setiap bulan 
koperasi menerima Rp.44.089.000,00 setiap bulan. Jumlah omzet terendah dalam 
setiap bulan selama lima tahun terakhir adalah Rp.10.932.850,00; yang terjadi 
pada bulan Juni 2017, dikarenakan sudah mulai musim liburan bagi mahasiswa 
dan bulan puasa Ramadhan. Sedangkan omzet tertingginya adalah 
Rp.99.426.896,00 yang terjadi pada April 2012, dikarenakan mahasiswa sudah 
masuk aktif perkuliahan. Data  yang ditunjukkan pada Tabel 4.1 dan Tabel 4.2 
akan dilakukan uji outlier untuk mendeteksi adanya data outlier, hasil pengujian 
disajikan pada Gambar 4.1 dan data akan dibuat plot time series data untuk 
melihat bentuk pola data. Plot time series ditunjukkan pada Gambar 4.2. Pada 
Gambar 4.1 menunjukkan bahwa pada data yang digunakan terdapat data outlier, 
yang dapat dilihat pada Tabel 4.1 yang terjadi di bulan April 2012 yang mencapai 
Rp.99.426.896,00. Pada Gambar 4.1 data outlier disimbolkan dengan tanda *. 
Adanya data outlier pada data yang digunakan sehingga dapat mempengaruhi 
model yang digunakan dan hasil peramalan. 































































Time Series Plot of omzet
 
Gambar 4.2. Plot Time Series Omzet Koperasi Al-Kautsar UIN Sunan Ampel Surabaya 
Pada Gambar 4.2 menunjukkan pola data yang membentuk pola musiman. Hal 
tersebut dapat dilihat pada grafik terjadi naik turun yang berpola. Pola musiman 
merupakan pola yang berulang dalam selang waktu yang tetap. Sebelum 
melakukan analisis maka data dibagi menjadi dua bagian yaitu data in sample dan 
out sample. Data in sample digunakan untuk membangun model dan data out 
sample digunakan untuk mengecek ketepatan model peramalan. Berdasarkan data 
yang terlihat pada Tabel 4.1 dan Tabel 4.2, maka untuk data in sample diambil 
dari bulan Januari 2011 sampai Desember 2016 sebanyak 72 data, sedangkan 
untuk data out sample diambil dari bulan Januari 2017 sampai Desember 2017 
sebanyak 12 bulan. 



































A. Seasonal ARIMA 
Metode Seasonal ARIMA digunakan untuk mengolah data yang 
mengandung pola musiman. Dalam penelitian ini penulis menggunakan data 
omzet Kopersi Al-Kautsar UIN Sunan Ampel Surabaya. Pola tersebut dapat 
dilihat pada Gambar 4.2. Langkah awal pada metode seasonal ARIMA adalah 
cek stasioneritas pada data. Apakah data yang digunakan sudah stasioner 
dalam mean dan varians atau belum.  
1. Stasioner terhadap mean  
Untuk melihat apakah data stasioner terhadap mean dengan dilihat secara 
visual dari grafik time series dan plot ACF. Berdasarkan grafik time 
series terdapat kenaikan secara tajam pada satu titik, hal tersebut 
menunjukkan bahwa data tidak stasioner. Gambar dari grafik plot ACF 

























Autocorrelation Function for data
(with 5% significance limits for the autocorrelations)
 
Gambar 4.3. Grafik ACF Omzet Koperasi Al-Kautsar UINSA Surabaya 
 
Pada Gambar 4.3 menunjukkan bahwa data omzet Koperasi Al-Kautsar UIN 
Sunan Ampel Surabaya terjadi autokorelasi yaitu adanya bar yang melebihi 
garis signifikansi atau garis selang kepercayaan, maka koefisien autokorelasi 



































yang diperoleh tidak signifikan atau terjadi korelasi antar lag sehingga data 
tidak stasioner. Karena data tidak stasioner dalam mean maka perlu dilakukan 
differencing agar data menjadi stasioner terhadap rata-rata. Perhitungan 
secara manual mengenai nilai setiap lag pada grafik ACF dapat menggunakan 
Persamaan (2.9)  








   ?̂?1 =  
(20532−45375,82)(24947−45375,82)+(24947−45375,82)(49213−45375,82)
+ ⋯+(57772−45375,82)(43280−45375,82)
(20532−45375,82)2+ (24947−45375,82)2+ …+ (43280−45375,82)2
  
       =
7447508413
18416058865
= 0,404  
Untuk mendapatkan nilai differencing non musiman dan musiman secara 
manual dapat dihitung menggunakan Persamaan (2.6) dan (2.7) sebagai 
berikut: 
Differencing non musiman  
 𝑌𝑡′  =  𝑌𝑡 − 𝑌𝑡−1  
     = 20947 −  20532 = 4415  
Differencing musiman  
 𝑌𝑡
′ =  𝑌𝑡 − 𝑌𝑡−12  
      = −1079 −  4415 = −5494  
Setelah dilakukan differencing musiman dan tidak musiman maka dilajutkan 
dengan uji fungsi autokorelasi untuk melihat apakah data telah stasioner atau 
belum jika belum stasioner maka lakukan differencing hingga data stasioner. 
Dalam penelitian ini setelah dilakukan differencing satu kali data sudah 
stasioner terhadap mean yang dilihat dari plot fungsi autokorelasi yang 
ditunjukkan pada Gambar 4.4. 



























































Autocorrelation Function for sdiff1
(with 5% significance limits for the autocorrelations)
 
Gambar 4.4. Grafik ACF omzet Koperasi Al-Kautsar UINSA Surabaya Setelah di 
Differencing Pertama Musiman dan Tidak Musiman 
 
Gambar 4.4 merupakan hasil dari differencing pertama data omzet 
Koperasi Al-Kautsar UINSA Surabaya musiman dan tidak musiman. 
Dengan melihat plot data tersebut, data sudah terlihat stasioner terhadap 
rata-rata setelah differencing pertama musiman dan tidak musiman. Hal 
tersebut dapat diketahui dari fluktuasi data yang brgerak disekitar garis  
horizontal sehingga nilai 𝑑 = 𝐷 = 1. 
2. Stasioner terhadap varians 
 
Selain data harus stasioner terhadap rata-rata maka data harus stasioner 
terhadap varians, karena dalam penelitian ini data omzet Koperasi Al-
Kautsar sudah stasioner terhadap varians, hal tersebut terlihat pada 
Gambar 4.5 dimana pada Gambar 4.5 terlihat bahwa Rounded Value 
bernilai 1 yang artinya data sudah stasioner terhadap varians, sehingga 
tidak perlu di lakukan trasformasi data tetapi jika nilai Rounded Value 
tidak bernilai 1 maka harus dilakukan trasformasi data sesuai dengan 
tabel transformasi. Transformasi data dilakukan agar data stasioner 
terhadap varians. 


























































Box-Cox Plot of data
 
Gambar 4.5. Box-Cox Pada Data Omzet Koperasi Al-Kautsar UIN Sunan Ampel Surabaya 
Untuk menghitung nilai stasioner terhadap varians secara manual dengan 
menggunakan langkah-langkah yang telah dijelaskan pada Bab II sebagai 
berikut: 
Langkah 1. Menentukan nilai 𝜆 dengan range antara −2 hingga 2. Nilai 𝜆 
dalam penelitian ini adalah 0.5, 1, dan -1.  
Langkah 2. Menghitung nilai ?̂?  
?̂? = (𝑌1 × 𝑌2 × … × 𝑌𝑛)
1/𝑛  
                = (20532 × 24947 × 49213 × … × 54890 × 43280)
1
72       
    = 5,53 × 1030    
Langkah 3. Menghitung ?̂?𝜆−1 untuk setiap nilai 𝜆 
?̂?𝜆−1 =  (5,53 × 1030)0.5−1 = 0 














































Begitu juga untuk setiap data lainnya di setiap 𝜆. Ketika nilai W telah 
diketahui maka selanjutnya menghitung nilai 𝑉𝑖 dengan cara sebagai berikut: 
Untuk 𝜆 = 0,5 






= 2,11 × 1018  
Dengan cara yang sama untuk nilai W setiap 𝜆 lainnya. 
Langkah 5. Meregresikan antara V dan X sehingga diperoleh nilai Jumlah 
Kuadrat Sisa (JKS). Sebelum meregresikan antara V dan X maka perlu 
mencari nilai untuk variabel X yang diperoleh dengan cara sebagai berikut: 
Apabila perbedaan waktu antara variabel independent (X) dan variabel 
dependent (Y) adalah 1. Maka N-1 pasangan data, karena N=72 maka 5 −
1 =  71 pasangan data, regresi antara 𝑋𝑡 dan 𝑋𝑡−1 ditunjukkan pada Tabel 
4.4 dan regresi antar V dan X ditunjukkan pada Tabel 4.5, dimana 𝑋𝑡 
menunjukkan variabel V pada 𝜆 = 0.5, sedangkan 𝑋𝑡−1 merupakan variabel 
X. 
Tabel 4.4 Regresi Antara 𝑿𝒕 dan 𝑿𝒕−𝟏 
T 𝑋𝑡 𝑋𝑡−1 (𝑋𝑡)(𝑋𝑡−1) 𝑋𝑡−1
2  𝑋𝑡
2 
2 20532 24947 512211804 622352809 421563024 
3 24947 49213 1227716711 2421919369 622352809 
4 49213 41418 2038304034 1715450724 2421919369 
5 41418 35894 1486657692 1288379236 1715450724 
N=71 136110 151472 5264890241 6048102138 5181285926 
 
Tabel 4.5 Regresi Antara V dan X 
T 𝑉 𝑋 (𝑋𝑡)(𝑋𝑡−1) 𝑋𝑡−1
2  𝑋𝑡
2 
2 2,11 20532 4,34 4,47 421563024 
3 2,33 24947 5,82 5,44 622352809 
4 3,28 49213 1,61 1,07 2421919369 
5 3,01 41418 1,24 9,73 1716560724 
N=71 2,19 3223779 1,06 7,06 1,64 



































Langkah 6. Menentukan 𝜆 yang mempunyai JKS terkecil. Nilai JKS untuk 
𝜆 = 0,5 diperoleh dengan cara sebagai berikut. 




          = 1,64 − 1,03 − 1,01 =  −1,01 × 1034 
Untuk nilai 𝜆 lainnya diperoleh dengan cara yang sama sehingga hasil dari 
JKS terkecil yang disajikan pada Tabel 4.6 
Tabel 4.6 Nilai JKS 
𝜆 1 -1 0.5 
JKS -6,26× 1070 -2,41× 1024 -1,01× 1034 
 
Langkah 7. Melakukan transformasi data menggunakan 𝜆 dengan JKS 
terkecil. Karena nilai JKS terkecil berada pada  𝜆 =  1. Maka tidak perlu 
dilakukan transformasi. 
Setelah data bersifat stasioner maka selanjutnya mencari model sementara. 
Untuk itu perlu dibuat plot fungsi autokorelasi partial (PACF) untuk data 






























Partial Autocorrelation Function for sdiff1
(with 5% significance limits for the partial autocorrelations)
 
Gambar 4.6. Plot PACF Omzet Koperasi UINSA Surabaya Setelah Dilakukan Differencing 
Pertama Musiman Dan Tidak Musiman 
 



































Untuk mendapatkan nilai PACF secara manual dapat menggunakan 
Persamaan (2.10)  
?̂?11 =  ?̂?1 = 0,41   







=  −0,39  
Setelah proses uji pola data, didapatkan bahwa data telah stasioner terhadap 
mean dan varians dan didapatkan model sementara. Model yang digunakan 
adalah ARIMA(𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠, dimana p merupakan ordo dari model AR, 
P = ordo dari AR musiman, d = differencing yang dilakukan agar data 
stasioner tidak musiman, D = differencing musiman, q = ordo dari MA, dan Q 
= ordo dari MA musiman. Pada aplikasi kasus di atas, dapat diindentifikasi 
bahwa:  
a. p = 1, dilihat berdasarkan Plot PACF untuk data dengan differencing 1, 
ada satu lag yang keluar dari garis selang kepercayaan, yaitu lag 2, 
sehingga AR tidak musiman (𝜙) = 1. 
b. P = 1, dilihat berdasarkan Plot PACF untuk data dengan differencing 1, 
ada satu lag yang keluar dari garis selang kepercayaan, yaitu lag 1, 
sehingga AR musiman (Φ) = 1. 
c. d = D = 1, proses pembedaan yang dilakukan sehingga didapatkan 
stasioner adalah differencing sebanyak 1 kali untuk musiman dan tidak 
musiman. Sehingga nilai d=D=1. 
d. q = 0, dilihat berdasarkan Plot ACF untuk data dengan differencing 1, 
tidak ada satupun lag yang keluar dari garis selang kepercayaan 



































e. Q = 1, dilihat berdasarkan Plot ACF untuk data dengan differencing 1, 
ada satu lag yang keluar dari garis selang kepercayaan, yaitu lag 1, 
sehingga MA musiman (Θ) = 1. 
Berdasarkan identifikasi data tersebut, dapat dilakukan pendugaan terhadap 
model peramalan yaitu ARIMA (1,1,0)(1,1,1)12, ARIMA (1,1,0)(0,1,1)12, 
ARIMA (1,1,0)(1,1,0)12. Dugaan model sementara yang telah diperoleh dari 
Plot ACF dan PACF maka selanjutnya dilakukan estimasi model untuk 
meramalkan omzet Koperasi Al-Kautsar UIN Sunan Ampel Surabaya dengan 
menguji signifikansi parameter. Hasil estimasi dan pengujian signifikansi 
perameter ditunjukkan pada Tabel 4.7. parameter dikatakan signifikan jika 
nilai p-value lebih kecil dari nilai 𝛼 = 0,05, dan sebaliknya dikatakan tidak 
signifikan jika nilai p-value lebih besar dari 𝛼 = 0,05. 
Tabel 4.7. Hasil Pengujian Signifikansi Kemungkinan Model Omzet Koperasi Al-
Kautsar UIN Sunan Ampel Surabaya 
Model Parameter p-value Keterangan 
ARIMA 
(1,1,0)(1,1,1)12 
AR(1)  0,001 Signifikan 
SAR (12)  0,158 Tidak Signifikan 
SMA (12) 0,889 Tidak Signifikan 
ARIMA 
(1,1,0)(0,1,1)12 
AR(1) 0,001 Signifikan 
SMA (12) 0,002 Signifikan 
ARIMA 
(1,1,0)(1,1,0)12 
AR(1) 0,001 Signifikan 
SAR (12) 0,005 Signifikan 
 
Berdasarkan Tabel 4.7 dapat diketahui bahwa dari semua dugaan model 
yang diuji, terdapat dua model memiliki parameter yang signifikan dan satu 
model tidak signifikan. Parameter dari model diatas signifikan karena 
mempunyai  p-value < 𝛼 = 0,05. Hasil dari pengujian signifikansi 
parameter yang telah dilakukan pada model yang diduga dan memiliki 



































parameter yang signifikan akan dilanjutkan untuk dilakukan pengujian 
asumsi residual. Pengujian asumsi residual terdiri dari uji asumsi residual 
white noise dan uji asumsi residual berdistribusi normal. 
a. Asumsi residual white noise  
Pengujian asumsi residual white noise dilakukan dengan menggunakan 
statistik uji Ljung-Box atau dapat dilihat secara visual dari Plot ACF 
residu. Berikut merupakan bentuk pengujian asumsi residual white 
noise. 
Hipotesis: 
𝐻0 = Residu White noise 
𝐻1 = Residu tidak White noise 
Jika nilai taraf signifikan sebesar 5% atau 0,05 dan 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 
maka 𝐻0 diterima artinya residu bersifat white noise. Hasil uji asumsi 
residual white noise ditunjukkan pada Tabel 4.8 
Tabel 4.8. Hasil Pengujian Asumsi Residual White Noise 
Model 
Residu 
p-value Keputusan Kesimpulan 
ARIMA 
(1,1,0)(0,1,1)12 
0,05 Terima 𝐻0  White noise 
ARIMA 
(1,1,0)(1,1,0)12 
0,05 Terima 𝐻0 White noise 
 
Berdasarkan Tabel 4.8 menunjukkan bahwa dari kedua model yang 
diuji memenuhi asumsi white noise. Model jumlah omzet Koperasi Al-
Kautsar UIN Sunan Ampel Surabaya yang memenuhi asumsi white 
noise adalah ARIMA (1,1,0)(1,1,0)12 dan ARIMA (1,1,0)(0,1,1)12. 



































Perhitungan secara manual uji White Noise dengan menggunakan 
Persamaan (2.8) sebgai berikut: 





𝑘=1   




















    =  35[(0.04) + (0.01) + (0.05)]  
    =  35[0.48] = 16.84  
Dengan tabel distribusi Chi-Square diperoleh: 
𝑋(𝛼;𝐾−𝑝−𝑞)
2 = 𝑋(0.05;3−1−1)
2 = 3.84  
Dengan 𝛼 = 0.05, karena 𝑄 >  𝑋(0.05;3−1−1)
2  maka 𝐻0 diterima artinya 
bersifat white noise. 
b. Asumsi residual berdistribusi normal 
Selain Model harus memenuhi asumsi residual white noise, namun 
model juga harus memenuhi asumsi residual berdistribusi normal. 
Pengujian asumsi residual berdistribusi normal hanya dilakukan pada 
model yang parameternya signifikan dan telah memenuhi asumsi 
residual white noise. Pengujian asumsi residual berdistribusi normal 
dilakukan dengan menggunakan statistik uji Kolmogorov-Smirnov, 
yang dilihat melalui nilai p-value. Jika nilai p-value lebih besar dari 
nilai 𝛼 = 0,05, maka residual tersebut berdistribusi normal. Hasil uji 
asumsi residual berdistribusi normal ditunjukkan pada Tabel 4.9. 

















































Berdasarkan Tabel 4.9 hasil pengujian asumsi residual berdistribusi 
normal menunjukkan bahwa kedua model yaitu ARIMA 
(1,1,0)(1,1,0)12  dan ARIMA (1,1,0)(0,1,1)12  memenuhi asumsi 
residual berdistribusi normal. Karena terdapat dua model yang 
memenuhi semua asumsi diantaranya stasioner terhadap mean dan 
varians, signifikansi, white noise, dan berdistribusi normal, maka 
pemilihan model terbaik dilihat berdasarkan nilai MAPE dan MSE 
terkecil. Nilai MAPE dan MSE dari setiap model yang telah memenuhi 
semua asumsi ditunjukkan pada Tabel 4.10.  
Tabel 4.10 Perbandingan Nilai MAPE dan MSE dari Model ARIMA 
(𝟏, 𝟏, 𝟎)(𝟏, 𝟏, 𝟎)𝟏𝟐  dan ARIMA (𝟏, 𝟏, 𝟎)(𝟎, 𝟏, 𝟏)𝟏𝟐 








Berdasarkan Tabel 4.10 menunjukkan bahwa dari kedua model tersebut 
yang memiliki nilai MAPE dan MSE terkecil adalah (1,1,0)(0,1,1)12. 
Model yang dipilih akan diuraikan dalam bentuk Persamaan (2.5) 
sehingga didapatkan model peramalan omzet Koperasi Al-Kautsar UIN 
Sunan Ampel Surabaya sebagai berikut: 
𝜙1(𝐵)(1 − B)
1(1 − B12)1Zt = Θ1(B
12)𝑎𝑡   



































(1 − 𝜙1𝐵)(1 − B)




12Zt − BZt + B
13Zt − 𝜙1𝐵Zt + 𝜙1𝐵
13Zt+ 𝜙1B
2Zt −   
 𝜙1B
14Zt =  αt − Θ1B
12𝑎𝑡  
Zt = B
12Zt + BZt − B
13Zt + 𝜙1𝐵Zt − 𝜙1𝐵
13Zt− 𝜙1B
2Zt +   
 𝜙1B
14Zt +  αt +  Θ1B
12𝑎𝑡  
Zt =  Zt−1+ Zt−12 −  Zt−13 +  (1 − 𝜙1)Zt−1 −  (1 − 𝜙1)Zt−2 −  
 (1 − 𝜙1)Zt−13 +  (1 − 𝜙1)Zt−14 −   𝑎𝑡 +  (1 −  Θ1)𝑎𝑡−12      (4.1) 
Nilai-nilai 𝜙1 = −0.399 dan Φ1 =  0.436 dimasukkan ke Persamaan 
(4.1) dihasilkan perhitungan model Seasonal ARIMA (1,1,0)(0,1,1)12 
sebagai berikut: 
Zt =  Zt−1+ Zt−12 −  Zt−13 +  1,399 Zt−1 −  1,399 Zt−2 −   
  1,399 Zt−13 +  1,399 Zt−14 −   𝑎𝑡 +  0,564 𝑎𝑡−12                    (4.2)                                                          
Untuk meramalkan omzet Koperasi Al-Kautsar dengan metode 
Seasonal ARIMA dapat menggunakan Persamaan (4.2). Grafik 
perbandingan fits model dengan data asli ditunjukkan pada Gambar 4.7. 
Berdasarkan Gambar 4.7 menunjukkan bahwa grafik perbandingan fits 
model yang ditunjukkan garis biru dengan data asli yang ditunjukkan 
garis merah. Grafik tersebut menunjukkan bahwa model seasonal 
ARIMA sedikit berbeda dengan data asli. Hasil penjualan omzet 
Koperasi Al-Kautsar UIN Sunan Ampel Surabaya tahun 2017  
ditunjukkan pada Tabel 4.11. Hasil peramalan omzet Koperasi Al-



































Kautsar UIN Sunan Ampel Surabaya tahun 2018 ditunjukkan pada 
Tabel 4.12 
 
Gambar 4.7 Grafik Fits dan Data Asli 
Tabel 4.11. Hasil Peramalan Omzet Koperasi Al-Kautsar UINSA Surabaya 
Tahun 2017 Dengan Metode Seasonal ARIMA (dalam ribuan) 
NO BULAN RAMALAN Data Asli 
1 Januari 24254 27261 
2 Februari 20427 30195 
3 Maret 56538 47616 
4 April 48465 39489 
5 Mei 38090 35888 
6 Juni 12271 10932 
7 Juli 1669 27671 
8 Agustus 35221 30687 
9 September 59470 47764 
10 Oktober 44389 54867 
11 November 51687 49950 
12 Desember 38358 34069 
.  
Dari Tabel 4.11 dapat diketahui nilai Mean Absolute Percentage 
Error (MAPE) sebesar 22,63% dan Mean Square Error (MSE) sebesar 
103013419 yang berarti bahwa model yang digunakan cukup baik 
untuk digunakan dalam meramalkan periode berikutnya. Untuk prediksi 
tahun 2018 ditunjukkan pada Tabel 4.12. 
 



































Tabel 4.12. Hasil Peramalan Omzet Koperasi Al-Kautsar UINSA Surabaya 
Tahun 2018 Dengan Metode Seasonal ARIMA (dalam ribuan) 
 
 
Berdasarkan Tabel 4.12 menunjukkan hasil peramalan omzet Koperasi Al-
Kautsar UIN Sunan Ampel Surabaya pada tahun 2018. Dari Tabel 4.12 
juga menunjukkan bahwa total omzet sebesar Rp.279.012.000,00 dengan 
omzet terendah sebesar Rp.2.365.000,00 yang diprediksikan terjadi pada 
bulan Juni dan omzet tertinggi Rp.37.596.000 yang diprediksikan terjadi 
pada bulan Maret.  
B. Winter’s Exponential Smoothing 
Untuk memperkuat hasil peramalan yang sebelumnya, digunakan metode 
pembanding yaitu metode Winter’s Exponential Smoothing. Metode ini 
dipilih karena data omzet koperasi Al-Kautsar berpola musiman, pola dari 
data dapat dilihat dari time series plot seperti yang terlihat pada Gambar 4.2 
pada gambar tersebut terlihat data berpola musiman, sehingga metode ini 
sesuai untuk digunakan. Untuk mengetahui alpha, beta, dan gamma yang 
mempunyai nilai MAPE dan MSE terkecil digunakan cara trial and error. 
Dari hasil tersebut diperoleh konstanta pemulusan untuk data asli 𝛼 = 0.5, 
NO BULAN RAMALAN 
1 Januari 16717 
2 Februari 15346 
3 Maret 37797 
4 April 31003 
5 Mei 27255 
6 Juni 2365 
7 Juli 7163 
8 Agustus 16338 
9 September 35488 
10 Oktober 36620 
11 November 34264 
12 Desember 18656 



































konstanta pemulusan untuk pola trend 𝛽 = 0.1, konstanta pemulusan untuk 
pola musiman 𝛾 = 0.1 dan Mean Absolut Percentage Error (MAPE) = 31.55, 
dan Mean Square Error (MSE) sebesar  93145926.21. Hasil pemulusan dapat 
















Grafik data dan nilai fits
 
Gambar 4.8. Grafik Data Dan Nilai Fits Metode Winter’s Exponential Smoothing 
 
Pada Gambar 4.8 menunjukkan hasil dari data yang telah diketahui model 
peramalannya dengan menggunakan metode Winter’s Exponential 
Smoothing. Data asli pada grafik diatas terlihat dengan garis hitam, 
sedangkan fits model peramalan yang dilakukan smoothing terlihat dengan 
garis putus-putus. Berdasarkan analisis dari grafik diatas maka didapatkan 
persamaan peramalan model Winter’s Exponential Smoothing sebagai 
berikut: 
a. Exponential Smoothing data asli 
𝐴𝑡 =  0.5 
𝑌𝑡
𝑆𝑡−𝐿
+  (0.5)(𝐴𝑡−1 + 𝑇𝑡−1)                                              (4.3) 
b. Smoothing pola trend 
𝑇𝑡 = 0.1(𝐴𝑡 −  𝐴𝑡−1) + 0.9 𝑇𝑡−1                                                     (4.4) 



































c. Smoothing pola musiman  
𝑆𝑡 =  0.1  
𝑌𝑡
𝐴𝑡
+  0.9𝑆𝑡−12                                                                 (4.5) 
d. Ramalan p periode ke depan 
𝐹𝑡+𝑚 =  (𝐴𝑡 +  𝑝 𝑇𝑡)𝑆𝑡−12+𝑝                                                          (4.6) 
Untuk meramalkan omzet Koperasi Al-Kautsar pada periode berikutnya 
dengan metode Winter’s Exponential Smoothing dapat menggunakan 
Persamaan (4.6). Hasil omzet Koperasi Al-Kautsar UIN Sunan Ampel 
Surabaya tahun 2017 ditujukkan pada Tabel 4.13.  
Tabel 4.13. Hasil Peramalan Omzet Koperasi Al-Kautsar UINSA Surabaya Tahun 
2017 Dengan Metode Winter’s Exponential Smoothing (dalam ribuan) 
NO BULAN RAMALAN DATA ASLI 
1 Januari 33326 27261 
2 Februari 31227 30195 
3 Maret 52029 47616 
4 April 56285 39489 
5 Mei 47709 35888 
6 Juni 33741 10932 
7 Juli 23223 27671 
8 Agustus 29045 30687 
9 September 49596 47764 
10 Oktober 55056 54867 
11 November 54517 49950 
12 Desember 42530 34069 
 
Dari Tabel 4.13 dapat diketahui nilai Mean Absolute Percentage Error 
(MAPE) sebesar 31.55% dan Mean Square Error (MSE) sebesar 
93145926.21 yang berarti bahwa model yang digunakan cukup baik untuk 
digunakan dalam meramalkan periode berikutnya. Hasil peramalan omzet 
Koperasi Al-Kautsar UIN Sunan Ampel Surabaya tahun 2018 ditunjukkan 
pada Tabel 4.14. Berdasarkan Tabel 4.14 menunjukkan hasil peramalan 



































menggunakan metode Winter’s Exponential Smoothing. Total omzet pada 
tahun 2018 diprediksikan sebesar Rp.477.738.000,00. Omzet tertinggi 
diprediksikan terjadi pada bulan April sebesar Rp.52.949.000,00 dan omzet 
terendah di bulan Juli sebesar Rp.21.826.000,00. 
Tabel 4.14. Hasil Peramalan Omzet Koperasi Al-Kautsar UINSA Surabaya Tahun 
2018 Dengan Metode Winter’s Exponential Smoothing (dalam ribuan) 
NO BULAN RAMALAN 
1 Januari 31380 
2 Februari 29394 
3 Maret 48961 
4 April 52949 
5 Mei 44868 
6 Juni 31721 
7 Juli 21826 
8 Agustus 27289 
9 September 46582 
10 Oktober 51693 
11 November 51170 
12 Desember 39905 
 
C. Perbandingan model peramalan dengan menggunakan metode Seasonal 
ARIMA dan Winter’s Exponential Smoothing 
Setelah dilakukan analisis data dengan menggunakan metode Seasonal 
ARIMA dan Winter’s Exponential Smoothing untuk meramalkan jumlah 
omzet Koperasi Al-Kautsar UIN Sunan Ampel Surabaya didapatkan nilai 
Mean Absolute Percentage Error (MAPE) dan Mean Square Error (MSE) 
dari masing-masing metode. Hasil peramalan yang mempunyai tingkat 
kesalahan terkecil, yang dilihat dari nilai MAPE dan nilai MSE terkecil yang 
dapat menghasilkan peramalan yang lebih tepat. Hasil nilai MAPE untuk 
metode Winter’s Exponential Smoothing sebesar 31.55%, dan MSE sebesar 
93145926.21, sedangkan nilai MAPE untuk metode Seasonal ARIMA adalah 



































20.90% dan MSE sebesar 70153654.55 Untuk lebih jelasnya dapat dilihat 
pada Tabel 4.15.  
Tabel 4.15. Perbandingan Nilai MAPE Dari Metode Seasonal ARIMA Dan Metode 
Winter’s Exponential Smoothing 
Metode Nilai MAPE Nilai MSE 
Seasonal ARIMA 22,63% 103013419 
Winter’s Exponential Smoothing 31,55% 93145926.21 
 
Berdasarkan Tabel 4.15 untuk meramalkan omzet Koperasi Al-Kautsar UIN 
Sunan Ampel Surabaya lebih sesuai dengan metode Seasonal ARIMA. Hal 
tersebut dikarenakan nilai MAPE dan MSE dari metode Seasonal ARIMA 
lebih kecil daripada metode Winter’s Exponential Smoothing.  Grafik 
penjualan tahun 2017 ditunjukkan pada Gambar 4.9 dan grafik prediksi tahun 
2018 ditunjukkan pada Gambar 4.10.  
 
Gambar 4.9 Grafik Penjualan Tahun 2017 
 


















































Time Series Plot of SARIMA18; winters18
 
Gambar 4.10 Grafik Prediksi 2018 
 
Pada Gambar 4.9 data asli berwarna hitam, warna hijau menunjukkan hasil 
penjualan dengan metode Winter’s dan warna merah menunjukkan hasil penjualan 
dengan metode Seasonal ARIMA. Dilihat secara visual pada Gambar 4.9 bahwa 
metode SARIMA lebih dekat dengan data asli. Namun pada beberapa titik metode 
Winter’s lebih dekat dengan data asli hal tersebut dikarenakan pada Seasonal 
ARIMA terdapat data outlier yang tidak dilakukan pengolahan, sehingga data 
outlier berpengaruh pada hasil prediksi. Sedangkan pada Gambar 4.10 terlihat 
bahwa hasil peramalan metode SARIMA cenderung berada di bawah metode 
Winter’s. Hal tersebut terjadi karena adanya data outlier. 







































Dari pembahasan hasil analisa yang telah dijelaskan pada bab 
sebelumnya maka dapat diambil kesimpulan sebagai berikut: 
1. Hasil analisis untuk data omzet Koperasi Al-Kautsar UIN Sunan Ampel 
Surabaya untuk peramalan dengan menggunakan metode Seasonal 
ARIMA menghasilkan model ARIMA (1,1,0)(0,1,1)12 atau dapat 
dituliskan dalam persamaan Zt =  Zt−1+ Zt−12 −  Zt−13 +  1,399 Zt−1 −
 1,399 Zt−2 −  1,399 Zt−13 +  1,399 Zt−14 −   𝑎𝑡 +  0,564 𝑎𝑡−12. 
Sedangkan untuk peramalan metode Winter’s Exponential Smoothing 
menghasilkan 𝛼 = 0.5 untuk pemulusan data asli maka persamaannya 
adalah 𝐴𝑡 =  0.5 
𝑌𝑡
𝑆𝑡−𝐿
+  (0.5)(𝐴𝑡−1 + 𝑇𝑡−1), 𝛽 = 0.1 untuk pola trend 
maka persamaannya adalah 𝑇𝑡 = 0.1(𝐴𝑡 −  𝐴𝑡−1) + 0.9 𝑇𝑡−1, 𝛾 = 0.1 
untuk pola musiman maka persamaan dari pola musiman adalah 𝑆𝑡 =
 0.1  
𝑌𝑡
𝐴𝑡
+  0.9𝑆𝑡−12, dan model peramalan 𝑝 periode ke depan 
adalah 𝐹𝑡+𝑚 =  (𝐴𝑡 +  𝑝 𝑇𝑡)𝑆𝑡−12+𝑝. 
2. Peramalan jumlah omzet Koperasi Al-Kautsar UIN Sunan Ampel 
Surabaya dengan metode Seasonal ARIMA menghasilkan nilai Mean 
Absolute Percentage Error (MAPE) sebesar 22,63% dan Mean Square 



































Error sebesar 103013419, sedangkan Peramalan jumlah omzet Koperasi 
Al-Kautsar UIN Sunan Ampel Surabaya dengan metode Winter’s 
Exponential Smoothing menghasilkan nilai Mean Absolute Percentage 
Error (MAPE) sebesar 31.55% dan Mean Square Error sebesar 
93145926.21, sehingga berdasarkan kriteria akurasi MAPE menunjukkan 
bahwa metode tersebut menghasilkan hasil peramalan yang cukup baik.  
3. Hasil peramalan metode Seasonal ARIMA model ARIMA 
(1,1,0)(1,1,0)12 menunjukkan bahwa total omzet pada tahun 2018 
sebesar Rp.279.012.000,00, dengan omzet tertinggi terjadi di bulan Maret 
sebesar Rp.37.596.000,00 dan omzet terendah dibulan Juni sebesar Rp. 
2.365.000,00. Sedangkan hasil peramalan metode Winter’s Exponential 
Smoothing menghasilkan total omzet sebesar Rp.477.738.000,00 dengan 
omzet tertinggi dibulan April sebesar Rp.52.949.000,00 dan omzet 
terendah dibulan Juli sebesar Rp.21.825.000,00. 
B. Saran 
Berdasarkan hasil analisis pada pembahasan, saran yang dapat penulis 
berikan untuk penelitian selanjutnya dengan objek yang sama diharapkan 
dapat melakukan analisis pada data omzet Koperasi Al-Kautsar UIN Sunan 
Ampel Surabaya dengan metode lain seperti Singular Spectral Analysis 
(SSA) atau dapat menganalisis data outlier pada metode ARIMA dan 
SARIMA. 
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