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Abstract
This paper presents a new interaction technique for
camera-enabled mobile devices. The handheld device can
be used for writing just by moving the device. In our
method, interframe dominant motion is estimated from im-
ages, and the discrete cosine transform is used for comput-
ing discriminating features from motion trajectories. The
k-nearest neighbor rule is applied for classiﬁcation. A real-
time implementation of the method was developed for a mo-
bile phone. In experiments, recognition rates ranging from
92 % to 98 % were achieved, which testiﬁes to the practi-
cality of our approach.
1. Introduction
User interfaces of hand-held mobile devices are typically
based on keypads or touch-sensitive panels operated with a
pen. Interaction using such approaches can sometimes be
cumbersome. For example, the number of keys on small
keypads is limited, and several presses may be required for
desired outcome. In addition, with touch-sensitive panels,
both hands are needed for operation. For these reasons, it is
interesting to consider other modalities for interaction.
A natural way for interacting with a mobile device is
to move it and use information about motion, obtained by
somemeans, tocontrolthedevice. Indevicesequippedwith
a camera, successive images obtained from a camera can be
used as a source for motion data. Such solutions have been
proposed recently [2, 3], and they mainly focus on brows-
ing and navigation on the display. However, the motion in-
put combined with pattern recognition techniques can be
used for more advanced interaction purposes like recogniz-
ing handwriting, gestures and signs.
We present a new user interaction technique where the
handheld device can be used for writing letters and digits
just by moving the device. In order to make writing easier
and faster only single isolated strokes are considered. The
character models are similar to the GrafﬁtiTMlike alphabet
used in the PalmTMdevices. Single stroke characters also
simplify the recognition task and make it more reliable than
using ordinary characters. A possible shortcoming is that
users have to learn a special way of writing characters [5].
A large number of different methods for on-line hand-
writing recognition has been proposed in the literature [7].
Dynamic time warping (DTW) is among the most popu-
lar solutions for recognizing handwritten characters [10].
However, it is a computationally quite an expensive ap-
proach for a mobile phone, where the computational re-
sources are limited. Fourier descriptors (FD) have also been
used for recognizing shapes of closed boundaries [9]. FDs
can be made invariant to certain geometric transformations,
which is useful in some applications. In this paper, we
present a novel method for recognizing characters based on
discrete cosine transform (DCT). This solution is closely
related to FDs but instead of using complex numbers we
can compute the features with real numbers. Another ben-
eﬁt is that we can also classify shapes that are not closed
curves. This is important in character recognition where
strokes have different start and end points. The rest of the
paper is organized as follows. In Section 2, we present our
handwriting recognition system. Experiments are reported
in Section 3. Section 4 summarizes the contributions of the
paper.
2. The recognition system
The handwriting recognition is carried out in four steps.
First, interframe motions of the device are estimated and
collected, when the user writes the character. Each hand-
written character sequence is stored as a sequence of (x,y)-
coordinates. The obtained motion trajectories are then re-
sampled. After that, a set of DCT based features are com-
puted for motion trajectories. Finally, the character samples
are classiﬁed according to the k nearest neighbors (k-NN)
rule.2.1. Motion estimation
In this section, our method for estimating the global mo-
tion of the device is brieﬂy reviewed. A more detailed de-
scription can be found in [2]. Global motion refers here to
the apparent dominant 2-D motion between frames, which
can be approximated by some parameterized ﬂow ﬁeld
model [4, 6]. Our method for estimating such models has
two main phases. In the ﬁrst phase, the motion of the se-
lected features and related uncertainty is analyzed, and in
the second phase, the results are used for obtaining para-
metric global motion estimates.
In order to distribute features over the image, the cen-
tral image region is divided into smaller rectangular subre-
gions, and one feature block is selected from each region
(see Fig. 1). For each candidate block, the spatial gradi-
ent is evaluated in horizontal and vertical directions, and a
gradient measure is evaluated using this information. The
block which maximizes the measure is selected.
For a selected block, exhaustive evaluation of a sum of
squared differences (SSD) block matching measure is per-
formed for some range of displacement candidates which
provides a surface of SSD values; this we call the motion
proﬁle. The candidate that minimizes the SSD measure is
taken as the displacement estimate. Uncertainty of this esti-
mateisanalyzedbyperforminggradient-basedthresholding
for the motion proﬁle. Moments of the thresholding results
provide a 2 × 2 covariance matrix (error ellipses), which
represents the local motion uncertainty (Fig. 1).
Figure 1. Motion estimation principle. Left:
feature selection, right: local motion fea-
tures.
After feature motion estimation, a voting-based outlier
analysis is performed in order to determine a maximal sub-
set of features which represent some common motion. The
principle is based on random sampling consensus, that is,
local motion features are used for generating hypotheses
about global dominant motion, and all features vote for gen-
erated hypotheses. Local motion uncertainty information is
taken into account in this phase.
Once inlier features have been selected, a parametric
global motion model ﬁtting is performed. We use a four-
parameter similarity motion model which represents dis-
placement v at image coordinate p according to
v =

1 0 x y
0 1 y −x

θ (1)
where θ = [θ1,θ2,θ3,θ4]T is a vector of model parame-
ters. In model ﬁtting, uncertainty covariances associated
with the inlier block motions are taken into account and
used for computing a weighted estimate. The results of
global motion estimation are passed to the ﬁltering stage,
where a Kalman ﬁlter is used for computing smoothed mo-
tion estimates. Finally, the motion information is integrated
in order to obtain a sequence of (x,y)- coordinate points that
represents the handwritten character sample.
2.2. Resampling
The motion trajectory is ﬁrst preprosessed in order to
prepare handwriting data for feature extraction and classi-
ﬁcation. In our system, only two steps need to be carried
out. Firstly, those points whose (x,y)- coordinates are ex-
actly the same as those of the preceding points are removed.
Secondly, the number of points varies depending on speed
and personal style of the writing, and the captured points
are not equidistant in space. Therefore, we resample data
so that each coordinate sequence has N equidistant points.
This enables motion trajectories of variable lengths to be
compared in the frequency domain.
2.3. Feature extraction
Once the handwriting sequence of (x,y)- coordinates has
been resampled, we compute discriminative features using
the discrete cosine transform (DCT). The DCT is widely
used in compression applications because the energy of the
input signal after transformation is packed into a few co-
efﬁcients [8]. Actually, it is a close approximation to the
Karhunen-Loeve transform [9]. According to our knowl-
edge, the DCT has not been used for handwritten character
recognition before. It is a reasonable choice for our system,
because motion trajectories are already ﬁltered in the mo-
tion estimation step and high frequencies are suppressed.
Therefore it is natural to use only a few DCT coefﬁcients
(for example 9 in our experiments), that represent low fre-
quencies, to describe the shape of handwritten characters.
Furthermore, there are many fast algorithms for implemen-
tation.
Let CN be an N by N matrix containing the basis vec-
tors of the DCT. These basis vectors are deﬁned by
ckn = α(k)cos
 (2n + 1)kπ
2N

, (2)Figure 2. Examples of letter and digit samples.
where n = 0,1,...,N − 1 and
α(k) =



q
1
N, k = 0
q
2
N, k = 1,2,...,N − 1
.
We compute N by 2 point 2-D DCT using the following
equation
Q = CNPC2
T, (3)
where
P =

x1 x2 ... xN
y1 y2 ... yN
T
.
contains the coordinates of the resampled motion trajectory.
In our experiments N = 32. The feature vector used is
deﬁned as

|q10|
a
,
q20
a
,
q21
a
,
|q30|
a
,
|q31|
a
,
q40
a
,
q41
a
,
|q50|
a
,
|q51|
a

,
where qij is the element of Q at row i and column j, and
a =
q
q2
10 + q2
11.
Translation independence is achieved by ignoring the co-
efﬁcients q00 and q01, which represent the average values
of the signals. In order to make features independent of
the character size, the other coefﬁcients are normalized by
factor a. In addition, we take the absolute value of every
odd coefﬁcient, which provides invariance to the starting
and end points of the trajectories, that is, to the drawing di-
rection of the stroke.
2.4. Classiﬁer
The classiﬁer used in our system is based on the k Near-
est Neighbors (k-NN) rule. This decision rule has been
extensively used in pattern recognition systems because
of its good performance and simple algorithm. In k-NN,
unknown samples are classiﬁed by counting the labels of
k-closest training samples (prototypes) according to some
similarity measure such as Euclidean distance [1]. This rule
has nice properties: 1) the recognition error rate approaches
twice the Bayesian error rate as the number of prototypes
and the value of k becomes large, 2) the classiﬁer can still
be designed even if training samples are few and 3) it can
be implemented when classes overlap with each other [1].
We use the easiest implementation of the k-NN rule
when Euclidean distance between the sample and each pro-
totype in the training set is computed, and then the sample
is classiﬁed into the majority class of its k- nearest neigh-
bors. This exhaustive search is suitable for our method due
to the small number of training samples.
3. Experiments
Our recognition system was evaluated on a Nokia 7610
smartphone. The platform is based on Series 60 with Sym-
bian 6.1 OS. It contains a 123 MHz ARM-based 32-bit
RISC CPU without a ﬂoating-point unit, a VGA camera
and 3.4 Mb shared memory. The global motion estimation
method [2] implemented earlier for this platform was uti-
lized to collect experimental data. The frame rate of this
implementation is 10 fps.
A total of 10 test subjects took part in our experiments.
None of them had previously used our system. Each subject
was asked to write 10 digits and 26 letters twice. Thus, two
sets of digits and letters were obtained. Fig. 2 show a set of
digits and letters that the subjects wrote in the experiments.
The average duration to write digits and letters was around
1.5 seconds. However, it should be noted that the writing
speed improved considerably during the test.
3.1. Experiment #1
To study the recognition accuracy of our system, we ﬁrst
selected randomly 10 training samples for each class. The
other 10 samples for each class were used for evaluatingthe recognition rate. The random selection was repeated 20
times for both digits and letters in order to get statistics. For
k-NN classiﬁcation, only values k = 1 and k = 3 were
used due to the small amount of training data available. Ta-
ble 1 shows mean recognition rates and associated standard
deviations obtained in the experiment. Performance is quite
good. Most classiﬁcation errors occur with similar proto-
types such as ’G’ and ’Y’, and with more distinctive proto-
types, the recognition rate can be improved. Another obser-
vation is that random selection of training samples does not
guarantee that the training set contains samples from each
invidual, which can decrease the recognition rate. This was
the motivation for our second experiment.
Table 1. Results with experiment #1.
Digits [%] Letters [%]
Mean Std Mean Std
k = 1 94.5 2.3 93.3 1.4
k = 3 93.9 2.6 92.0 2.0
3.2. Experiment #2
In this experiment, we selected the training set so that
it contained one sample from each test subject for all dig-
its/letters. In this way, we can deal with the variations of
the writing style of different inviduals. The total number of
samples in the training set and the test set was 100 in the ex-
periment with digits. In the letter case, the total number of
samples was 260 for both sets. The results shown in Table 2
indicate that recognition accuracies are above the average
values given in Table 1. This shows that the recognition ac-
curacy can be increased during the normal use of a device
by adaption. For instance, the user can add new charac-
ter samples to the training set to personalize the recognition
system to his or her writing style.
Table 2. Results with experiment #2.
Digits [%] Letters [%]
k = 1 97.0 94.0
k = 3 98.0 93.0
4. Conclusions
We have proposed a novel interaction technique for
camera-enabled mobile devices. The handheld device can
be used for handwriting just by moving the device. In our
method, interframe dominant motion is estimated from im-
ages, and the discrete cosine transform is used for comput-
ing discriminating features from motion trajectories. The
k-nearest neighbor rule is applied for classiﬁcation. A real-
timeimplementationofthemethodwasdevelopedforamo-
bile phone. In experiments, recognition rates ranging from
92 % to 98% were achieved. The recognition accuracy can
still be improved using a personal training set. However,
we can already say that our solution provides a viable al-
ternative for mobile intercation. The usability of our tech-
nique could be improved by minimizing the magnitude of
the motion needed to write the characters, and allowing
more ﬂexibility in moving the device, which is one topic
for future work. The use of motion information could also
be extended to other purposes like recognizing gestures and
signs.
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