Purpose The main objective of this study was to examine the potential of using hyperspectral image analysis for prediction of total carbon (TC), total nitrogen (TN) and their isotope composition (δ 13 C and δ 15 N) in forest leaf litterfall samples. Materials and methods Hyperspectral images were captured from ground litterfall samples of a natural forest in the spectral range of 400-1700 nm. A partial least-square regression model (PLSR) was used to correlate the relative reflectance spectra with TC, TN, δ 13 C and δ 15 N in the litterfall samples. The most important wavelengths were selected using β coefficient, and the final models were developed using the most important wavelengths. The models were, then, tested using an external validation set.
Introduction
Litterfall plays an important role in nutrient cycling, availability and soil organic matter content in forest ecosystems through litterfall decomposition processes (Schulze 2000; Bansal et al. 2014; Guendehou et al. 2014; Tutua et al. 2014) . The litterfall decomposition is a function of litterfall quality which is mostly determined by the values of carbon (C), nitrogen (N) and C/N ratio in litterfall (Bragazza et al. 2012; Whittinghill et al. 2012) . Therefore, measuring total carbon (TC) and total nitrogen (TN) and their isotope compositions (δ 13 C and δ
N) in litterfall samples is necessary to Responsible editor: Xiuping Jia
Electronic supplementary material The online version of this article (doi:10.1007/s11368-017-1751-z) contains supplementary material, which is available to authorized users. study the C and N cycling in forest ecosystems (Ibell et al. 2013a, b; Pellegrini et al. 2014; Tutua et al. 2014; Bai et al. 2015; Wang et al. 2015) . The conventional methods to analyse TC, TN, δ 13 C and δ 15 N, such as mass spectrometry Ma et al. 2015; Mullaney et al. 2015 Mullaney et al. , 2016 Wang et al. 2015; Bai et al. 2016) , are time consuming and expensive when applied to a large number of samples. Therefore, it is important to apply accurate, rapid, non-expensive and reliable technologies to measure litterfall properties such as TC, TN, δ 13 C and δ 15 N contents. Hyperspectral imaging system is a promising alternative technique which integrates the advantages of digital imaging and conventional spectroscopy Huang et al. 2014 ). However, a massive dataset is required to be generated from hyperspectral images to develop predictive models (Koehler et al. 2002; Elmasry et al. 2012; Manley 2014) . Therefore, data pre-processing techniques, such as data transformation, are important to extract information to establish a relationship between the qualitative properties of the target samples and their spectral information (Manley 2014; Kamruzzaman et al. 2015) . The data transformation techniques are commonly used to reduce the undesirable effects of baseline shifts, light scattering effects and random noises prior to multivariate regression analyses (Manley 2014; Kamruzzaman et al. 2015) . First and second derivatives, normalisation, multiplicative scatter correction (MSC) and orthogonal signal correction (OSC) are the most commonly used data transformation techniques in different studies (Fearn 2000; Rinnan et al. 2009; Siripatrawan et al. 2011; Kamruzzaman et al. 2016a) .
Either transformed or raw spectral data are then correlated to their reference values using the multivariate regression models (Manley 2014; Li and Qu 2016; Morellos et al. 2016; Sun et al. 2017 ). The selected model should be able to handle collinearity and noisiness of multiple-X variable data (Manley 2014) . Among the regression models, partial least square regression (PLSR) performs well with small, collinear and noisy data and generates independent latents using crossvalidation which chooses the response variable from the strongest prediction (Wold et al. 1984 (Wold et al. , 2001 Höskuldsson 1988) .
Airborne hyperspectral imaging has been widely applied for different purposes such as food and agricultural products as well as medical and pharmaceutical purposes (Ferrari et al. 2012; Jamrógiewicz 2012; Qin et al. 2013; Lin et al. 2015a, b; Kamruzzaman et al. 2016a, b) . In environmental science, the airborne hyperspectral imaging as well as visible to near infrared (VNIR) spectroscopy have been used successfully to estimate plant nutrient concentrations including C and N (Gillon et al. 1999; Li et al. 2014; Starks et al. 2016) . For example, leaf N concentration has been estimated using the reflectance in the 350 to 725-nm and 760 to 110-nm regions in wheat plant (Feng et al. 2008) . In general, a high correlation among the reflectance in 300 to 750 nm and N concentration for various plant species have been reported in different studies (Ferwerda et al. 2005; Xu et al. 2015) . Due to the fact that techniques used in VNIR spectroscopy and airborne hyperspectral cameras follow the same principles as those of proximate hyperspectral imaging, it was hypothesised that the concentration of TC and TN in litterfall samples could also be predicted by the spectra extracted from proximate hyperspectral images.
To our best knowledge, no research has been conducted on using proximate hyperspectral imaging technique to predict TC, TN and specially δ 13 C and δ 15 N in forest litterfall samples. Therefore, the main objective of the current study was to assess the potential of using hyperspectral imaging in combination with PLSR model to analyse TC, TN, δ 
Materials and methods

Study site description
The litterfall samples were collected from Toohey urban Forest (27°32′S; 153°03′E), southern Brisbane, Australia, with the subtropical weather, dry and cool winters and hot and wet summers. Mean annual temperature ranges from 10 to 15°C in winters to 30-35°C in summers, and mean annual precipitation is 1000 mm (Catterall et al. 2001; Bai et al. 2013; Ma et al. 2015; Zhao et al. 2015) . The dominant overstorey is rough-barked eucalypts, and the understorey consists of grasses shrubs with usually less than 2 m tall (Hosseini Bai et al. 2012) . Prescribed burning has been applied in Toohey Forest since 1993 with the interval between 4 and 5 years and 8 and 10 years for different sites (Catterall and Wallace 1987; Catterall et al. 2001; Wang et al. 2014; Zhao et al. 2015) .
Sample collection and analyses
The 462 litterfall samples used in this experiment were collected seasonally from 2011 to 2014. Three study sites were established randomly in different sectors of Toohey Forest, each site with four randomly established circular plots (radius of 12.62 m, area of 500 m 2 ). Each plot contained four sampling areas of 1 m 2 for litterfall collection. The collected litterfall samples were transferred to the laboratory in separate paper bags and were oven-dried at 60°C to constant weight (Tutua et al. 2014) . The leaf litterfall samples were then separated from twigs. The leaves were ground into fine powder and stored in sterile polyethylene vial tubes at room temperature for chemical and hyperspectral image analysis. Approximately 5 mg of ground litterfall samples were transferred into tin capsules for TC, TN, δ 13 C and δ 1 5 N analysis using an isotope ratio mass spectrometer (Hosseini Bai et al. 2014) . The values for δ 13 C and δ 15 N are defined in Eq. (1):
where R sample is the 13 C/ 12 C ratio of a sample for δ 13 C and 15 N/ 14 N for δ 15 N, and R standard is the 13 C/ 12 C ratio of the international PeeDee Belemnite standard for δ 13 C and the atmospheric N 2 for δ 15 N (Shearer and Kohl 1986; Prasolova et al. 2000) .
Hyperspectral imaging system and image acquisition
A proximate hyperspectral imaging system in the visible to the shortwave infrared range (400-1700 nm) was used to acquire images of the litterfall samples in the reflectance mode. The system was comprised of two cameras, VNIR and IR, capturing the images from 400 to 1000 nm and from 900 to1700 nm, respectively. The VNIR system consisted of a hyperspectral filter (VA210-.40-1.0-L AOTF hyperspectral video adapter and VFI-142.5-155-SPF-B2-C2/ext.-X-Y-Z 2-Channel SPF AO Controller Unit from Brimrose Corporation) and a BM-141GE camera from JAI. The IR system consisted of a hyperspectral filter (VA210-.90-1.7-L AOTF hyperspectral video adapter and VFI-90-60-SPF-B2-C2-X-Y-Z SPF AO Controller Unit from Brimrose) and a GoldEye P-032 camera from Allied Vision Technologies GmbH. In order to illuminate the litterfall samples and the field of view of the cameras, four 650-W Halogen lights were mounted at the angle of 45°to reduce the shadowing effects (Fig. 1) .
The litterfall images were captured in the Griffith University Spectral Imaging Laboratory in 2015. The samples were prepared for image acquisition by putting approximately 5 g of the ground litterfall samples in separate plastic weighing trays (2 × 2 cm) to be placed under the cameras for capturing images. The images were captured at the same time by both the VNIR and IR cameras in 10-nm intervals and the exposure time of 300 ms. To ensure the homogeneity of the litterfall samples, the samples were shaken after capturing each image and another image was captured until the spectral signatures of two consecutive images were similar. The image acquisition process was controlled by the data collection software developed using Microsoft Visual Studio Professional 2012 (version 4.6.01055).
Spectral profile extraction and data calibration
An area of interest (AOI) was selected in each image covering the entire sample image (ca. 600 × 600 pixels). The raw reflectance of the image (average of the selected pixels) in AOI was extracted using a MATLAB (Version R2014a, The Mathworks Inc., USA) program. An image (W) of white balance calibration reflectance target was captured to calculate the relative reflectance (R) of the samples while the dark current of the cameras was subtracted from the R using a dark (D) image. The white balance calibration reflectance target reflects approximately 99% of incident light. The dark image was captured when the lights sources were switched off and the lenses were covered with their caps. The R was then calculated from the raw spectral reflectance (I 0 ) using Eq. (2) (Ariana et al. 2006) :
The relative reflectance of all the hyperspectral images was calculated by repeating the same procedure for all the images. In this step, the overlapped wavelengths (910-1000 nm), which were captured by both the VNIR and IR cameras, were selected from the IR camera as the images captured by the IR camera were less noisy in the overlapped wavelengths. The whole procedure of hyperspectral image analysis has been summarised in Fig. 2 and explained in detail in the following sections.
Data pre-processing
Outlier detection and data division
The presence of a single outlier may reduce the robustness of the developed model and the accuracy of prediction (Shi et al. 2014; Kamruzzaman et al. 2016b; Morellos et al. 2016 ). Thus, outliers were detected and removed (Shi et al. 2014; Kamruzzaman et al. 2016b; Morellos et al. 2016) . The outliers in the dataset may be caused by instrumental errors, operational errors, environmental fluctuations and significant difference in the sample matrix (Liu et al. 2008; Li and Qu 2016) .
In this study, first, the data points whose spectral reflectance did not change significantly within a wide range of wavelengths (constant rows) were removed from the whole dataset as an instrumental error (camera error). Principal component analysis (PCA) was then performed to identify the outliers using a Hotelling's T 2 test within 99% of confidence level (Jiang et al. 2016; Li and Qu 2016; Morellos et al. 2016) .
Afterwards, the remaining data were randomly divided into calibration and external validation datasets with approximately 80 and 20% of the data, respectively. A t test was carried out to compare both the calibration set and the external validation sets to confirm the appropriate and consistent coverage of the whole range of values for TC, TN, δ 
Data transformation
The transformation techniques such as the first and second derivatives, standard normal variate (SNV), multiplicative scatter correction (MSC) and orthogonal signal correction (OSC) were performed on calibration data to remove the influence of undesired effects (Fearn 2000; Rinnan et al. 2009; Kamruzzaman et al. 2016a ). The computations of data preprocessing (Outlier detection and data transformation) were performed with the Unscrambler software (CAMO Software Inc., Trondheim, Norway). 
Model development and evaluation
The PLSR models were developed to correlate the values of TC, TN, δ 13 C and δ 15 N in litterfall samples to their relative reflectance in full spectral range of 400-1700 nm (Wold et al. 2001) . A kernel algorithm was used for modelling the data with PLSR due to the ability of kernel to handle the data when the number of observation considerably differs from the number of independent (X) variables (Wold et al. 2001) . The complete PLSR solution is obtained by working on the matrix X T YY T X, which is a condensed kernel matrix, and the matrices X T X and X T Y, which are the covariance matrices with a significantly smaller size than those of the original X and Y matrices. The X is N × K and Y is N × 1 matrices (Lindgren et al. 1993) . In summary, the PLSR model is developed based on Eq. (3):
where β is a K × 1 matrix of regression coefficient and F is an N × 1 matrix of residuals. The β coefficients are expressed as shown in Eq. (4).
where W and P are the K × A matrices of PLS X-weights and PLS X-loadings, respectively, and A is the number of PLS latent variables (LV). The β coefficient only depends on loading and weight vectors (Lindgren et al. 1993 ). The optimal LVs for PLSR models were selected at the minimum predicted residual error sum of square (PRESS) of the cross-validation (Li et al. 2002; Abdi 2010; Kamruzzaman et al. 2016a) . PRESS was calculated as presented in Eq. (5) (Abdi 2010; Li et al. 2002) :
where ŷ i and y i are the predicted and reference TC, TN, δ 13 C and δ 15 N in the ith sample, respectively. The initial models were developed for TC, TN, δ 13 C and δ 15 N using both raw and transformed calibration data at the optimal LVs for selecting the best transformation technique. The developed models with the best performance were selected for further improvements.
To evaluate the best performance of the model and avoid over-fitting, a leave-one-out (full) cross-validation method was used (Wold et al. 2001; Berrueta et al. 2007; Taavitsainen 2010; Li et al. 2015; Cheng and Sun 2017) . A full cross-validation leaves one sample out of the calibration set, and the model is developed using the remaining data. The developed model is then validated with the outside sample. In the next iteration, another sample is left out for the validation and the process continues until every sample is left out of the model once (Zhang et al. 2013; Dai et al. 2014 ).
The accuracy of the models was evaluated by the coefficient of determination of the calibration (R 2 c ) and crossvalidation (R 2 cv ), as well as the root mean square error of calibration (RMSE c ) and cross-validation (RMSE cv ). The R 2 and RMSE were defined using Eqs. (6) and (7), respectively (Barrett 1974; Chai and Draxler 2014) : The prediction ability of the final models was then tested using an external validation dataset which had not been used in the model development. The R 2 and RMSE of the external validation set (R 2 ex and RMSE ex ) were used to evaluate the precision of the model for predicting TC, TN, δ 13 C and δ 15 N in new samples. The ratio of performance to deviation (RPD) was also used to assess the prediction ability of the models for the external validation set. The RPD was defined using Eq. 
where SD ex is the standard deviation of the predicted values in the external validation set. The model development and evaluation were performed using the Unscrambler software (CAMO Software Inc., Trondheim, Norway). (Table 1) . It has been suggested that a high variation in the calibration data is beneficial to build a robust model with more reliable prediction in a wider range ).
Model attributes
Data pre-processing and model development
Two samples were removed due to the same reflectance in all wavelengths which occurred by camera error. The PCA analysis showed that 99% of the variations can be explained by the first two factors and only eight samples were removed from the data by Hotelling's T 2 test. The remaining 452 samples were divided into the calibration set with 80% of the samples (n = 362) and external validation set with 20% of the samples (n = 90).
The raw spectra extracted from hyperspectral images were highly variable with little or no predictive values (Fig. 3) . Therefore, it is a common practice to apply transformation techniques before using the data to develop PLSR models (Fearn 2000; Rinnan et al. 2009; Kamruzzaman et al. 2016a) . In this study, the raw spectral calibration data, as well as the transformed spectral data, were used to develop initial PLSR models (Fig. 4a-d) . Table 2 summarises the most efficient data transformation techniques used to develop initial PLSR models in the current study. None of the transformation techniques, however, resulted in a good model for TC and δ 13 C (even after developing the models using important wavelengths), which might be associated with the small variation in TC and δ 13 C in the current experiment. A regression model is considered 'good' where the RPD calculated for prediction in external validation set is more than 1.4 (Bellon-Maurel et al. 2010) . Therefore, the study continued with the initial PLSR models developed for TN and δ 15 N. The best PLSRs for TN and δ 15 N were obtained when the data were OSC-transformed (Table 2 ). The OSC algorithm was performed by finding the directions in X that described large amounts of variance while being orthogonal to Y and Fig. 3 The relative reflectance of raw data in the range from 400 to 1700 nm subtracting them from X matrix (Fearn 2000) . Figure 4d illustrates the mean relative reflectance of the OSC-transformed calibration data. One of the most critical steps in developing the accurate PLSR models is to select the correct LV. It is assumed that the investigated system is influenced by a few underlying LV rather than all the X variables. Therefore, one of the aims of the PLSR analysis was to estimate LV number (Wold et al. 2001) . Selecting more LV would lead to over-fitting which would result in poor prediction. Fewer LV may result in under-fitting and the model Fig. 4 The relative reflectance of SNV-transformed a, MSC-transformed b, first derivative-transformed c, and OSC-transformed data d used to develop initial model would not be able to capture the variation of the data (Abdi 2010) . The optimal LV of the initial PLSR models for the prediction of TN and δ
15
N was selected at the lowest value of PRESS (Abdi 2010; Kamruzzaman et al. 2012) , which were six and nine for TN and δ 15 N, respectively (Fig. 5a ). After developing initial PLSR models for TN and δ 15 N, the wavelengths with low influence on the initial model (low absolute values of β coefficient) were removed and the final models of TN and δ 15 N were rebuilt using the remaining (important) wavelengths with the highest absolute values of β coefficients (Chong and Jun 2005) . The LV of the final PLSR model for TN and δ 15 N were four and eight, respectively (Fig. 5b) . The LV might be one when there is a single dependent variable (Y) and the independent variables (X) are not intercorrelated-X T X is diagonal (Wold et al. 2001 ). Therefore, the smaller LVs obtained for the final models may show that the final models with fewer wavelengths were more similar to a multiple-linear-regression (MLR) solution, compared to the initial models.
The performance of PLSR for TN prediction
The R 2 c and R 2 cv of the final PLSR for TN were 0.76 and 0.74. The RMSE c and RMSE cv for the TN in the final model were 0.50 and 0.53% (Fig. 6) . We did not find any studies using hyperspectral imaging to predict TN in litterfall. However, studies exist using hyperspectral imaging to predict TN in various plant canopies with R 2 at the range of those reported in our study (Coops et al. 2003; Martin et al. 2008; Tian et al. 2011) . As expected, both the R 2 cv and RMSE cv of the final models (developed using important wavelengths with highest absolute values of β coefficients) were improved compared to those of the initial models developed using all wavelengths (Table 2 and Fig. 6 ). It has also been reported previously that using important wavelengths to develop models improves the accuracy of the prediction, possibly due to removing the inter-correlated wavelengths Wold et al. 1996) . In our study, 33 important wavelengths were used to predict TN in litterfall samples (Fig. 7) . The final equation for predicting TN in forest leaf litterfall samples is reported in the Electronic Supplementary Material (Eq. (S1)).
Various wavelengths have been reported to be important for TN prediction in different plants, which in some cases are similar to the selected important wavelengths in this study. For example, the reflectance in 470, 480, 590, 650, 670 and 760 nm were also reported for TN prediction in wheat and rice canopies (Chang-shan et al. 2000; Hansen and Schjoerring 2003) . However, important wavelengths reported for prediction of TN in different studies are not always consistent (Blackmer et al. 1994; Li et al. 2014) . Lack of consistency in reported important wavelengths might be associated with The reference and predicted TN using the final PLSR indirect estimation of N due to the fact that N does not directly absorb/reflect radiation in the VNIR region (Blackmer et al. 1994; Li et al. 2014) . In general, the reflectance in the visible region is mainly related to the reflectance of chlorophyll a and b (Curran 1989; Curran et al. 2001; Ferwerda et al. 2005) , which are correlated to N concentration as chlorophyll contains N (Ferwerda et al. 2005) . The reflectance in NIR region is also dominated by absorption features related to N-H and O-H bonds stretching (Curran 1989) . The N-H bond reflects the amount of N present in protein (Curran 1989; Ferwerda et al. 2005) . The O-H bond absorption features are related to starch or cellulose content and might reflect the changes in the C/N ratio (Curran 1989; Ferwerda et al. 2005) . Hence, the variation in the important wavelengths reported for estimation and prediction of N might be due to the variation in compounds containing N.
The final model was then tested using the external validation set. The R 2 ex and RMSE ex of the external validation set were 0.64 and 0.53%, respectively (Fig. 8) . The R 2 ex showed that 64% of the variation in TN can be accurately predicted by the final PLSR model, which was in the range of other studies for TN prediction in different plant samples (Coops et al. Fig. 7 The β coefficient of each wavelength for the prediction of TN using final PLSR Fig. 8 The reference and predicted TN in external validation set using the final PLSR Fig. 9 The reference and predicted δ (Fig. 9) . The 38 wavelengths were used as important wavelengths to predict δ 15 N in litterfall samples with the highest β coefficients for 590, 610, 650, 900 and 1270 nm (Fig. 10) . This is the first paper that uses hyperspectral image analysis to predict δ N were acceptable and rated as good models, further improvement in the accuracy of the prediction may be achieved by employing higher resolution hyperspectral cameras.
Conclusions
In this study, the potential of using hyperspectral images was examined for a rapid and non-expensive detection of TC, TN, δ 
