The automated annotation of conversational video by semantic miscommunication labels is a challenging topic. Although miscommunications are often obvious to the speakers as well as the observers, it is difficult for machines to detect them from the low-level features. We investigate the utility of gestural cues in this paper among various non-verbal features. Compared with gesture recognition tasks in human-computer interaction, this process is difficult due to the lack of understanding on which cues contribute to miscommunications and the implicitness of gestures. Nine simple gestural features are taken from gesture data, and both simple and complex classifiers are constructed using machine learning. The experimental results suggest that there is no single gestural feature that can predict or explain the occurrence of semantic miscommunication in our setting.
results suggest that there is no single gestural feature that can predict or explain the occurrence of semantic miscommunication in our setting.
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Semantic annotation of conversational video
Conversations used to be recorded either as text transcripts or speech sounds for archiving and post-analysis purposes. Nowadays, they are stored as video data since recording devices are readily available. Although the collection of video data is easy, their analysis still relies on manual inspection. Video data usually lacks an essential piece of information, the semantic annotations. As the amount of recorded conversations increases, there is a growing need for computationally assigning semantic annotation to video data. Among semantic information, spoken word extraction might be relatively straightforward as there is a long tradition of automatic speech recognition. With videos, the challenge is in annotation based on non-verbal behavior. We are particularly interested in the potential of low-level gestural signals in annotating semantic information, miscommunication. Miscommunication is an important obstacle in solving psychological problems such as those in psychotherapeutic interviews. We investigated the possibility of identifying a miscommunication in actual psychotherapy conversation data where miscommunication must be avoided, but often occurs.
Miscommunication and gesture in psychotherapy
One of the basic tasks of psychotherapists is understanding their clients' mental problems and the contexts in which these problems arise. Therapists need to engage the clients' problem. However, miscommunication often occurs during the interview sessions because the participants' versions of subjective events [4] must be interpreted in social context. A miscommunication segment contains an utterance that suggests that the receiver does not understand the message. Typical examples are questions asking for clarification, e.g., "What do you mean by ...?" or "Could you explain it?". Therefore, even if the utterance of the message sender is ambiguous or irrational, but the receiver can understand it, such an interaction is not categorized as a miscommunication segment. We did not differentiate how miscommunications are brought about and what the outcomes are for this research.
Miscommunications often lead to more time dedicated to clarify the message, as the above examples suggests; sometimes they even develop into conflicts between therapists and clients, making finding a solution to a client's problem difficult. Psychotherapists can intentionally introduce miscommunication caused by their statements as a means of intervention, but they must avoid unintended miscommunication. Miscommunication caused by the clients' statements frequently occurs for the following two reasons: First, compared to other types of conversation, therapeutic conversations do not have a predefined topic or standard interaction format. Second, since the clients usually have thought about their problems for a long time and thus those problems are highly evident to them, they cannot understand why the therapists fail to immediately recognize their problems.
Researches on finding problematic events in conversations have involved human observation and subjective interpretation. For example, miscommunication patterns in survey interviews have been studied based on observation [17] . The main concern in this study is the awkwardness resulting from the adherence to strictly pre-defined formats for questions. An example is that when a listener addresses that he or she understood what was asked before the completion of the question, the interviewer has to continue the sentence because it is a rule. Also, emotional conflicts in face-toface conversations have been qualitatively categorized [14] .
Finding problematic events in conversations using computers is a relatively new research topic. The difficulty is that problematic events are semantic and not easily detectable using computers that cannot mimic human subjective judgments. However, if the conversation is somewhat structured, a computational approach could be usable. An example is the analysis of telephone conversations at the contact center of a rent-a-car business [18] . The goal was to computationally identify the successful conversational state transitions for booking as many car rentals as possible.
Another aspect that has not been computationally examined is the role of gestural cues. In the field of human-computer interaction, the use of gestures as the means of natural input has been investigated [15] . In addition to hand movments, hand shapes are now automatically classified without using specialized sensors [6] . Many of the researches were on understanding explicit gestures performed by humans to be used as alternative (i.e., non-textual) inputs to computers. A typical example is the use of gestures as commands in an intelligent environment [16] . In these researches, however, gestures are assumed clearly expressed. In real-world conversations, gestures are subtle and their meanings are implicit. We aim at bridging the gap between researches on multimedia methodologies and a complex conversational data domain.
Gestures, or hand gestures in particular, have been qualitatively studied in professional conversations such as in medical counseling. For example, it is observed that when a patient coordinates his head gestures with the doctor's hand gestures when the effect of treatment is explained [9] . Gestures are suggested to have certain relationships with moods in conversations [2] . However, there have been only a few computational investigations on the relationship between particular conversational events and gestures. One exception was the attempt to computationally detect deception from non-verbal cues including gestures [3] .
We are taking the initial step towards a data-driven understanding of highlevel semantic events and gestures in psychotherapeutic interviews in this paper. In the following sections, we explain how we represent conversations in a machinereadable format, the methodology we use to detect miscommunications from data, the properties of the data and the features used, and our experimental results.
Methodology

Data representation
The conversation data used in our analysis was captured as video files depicting two speakers sitting facing each other. Each video has a length of T. All the videos were segmented into S segments of size W (S = T/W) and they were treated as discrete time slots. After a manual inspection of the videos, we assigned two types of labels to each video segment of the conversation: gestures and miscommunication. That is, there was no automatic audio-visual feature extraction involved.
Gestures are specific movements of the hands and arms. We investigated two classes of gestures: communicative (i.e., conveying messages) and noncommunicative. The first class consists of iconic, metaphoric, and deictic gestures. The second class consists of beat gestures and adapters. McNeill [11] defined four of these gesture types. Iconic gestures are those that are pictorial and bear a close formal relationship to the semantic and concrete content of speech. Metaphoric gestures are like iconic gestures in that they are pictorial, but the pictorial content presents an abstract idea rather than a concrete object or event. Deictic (i.e., pointing) gestures indicate objects and events in the concrete world or abstract space. Beat gestures are those that look like beats in musical timing. Adapters are self-touching hand movements. Freedman [7] suggests that adapters represent the mental status such as the conflicts between speakers. McNeill does not consider them to be gestures; however, since conflicts are of interest in psychotherapy, we decided to include this additional gesture type. It should be noted that these gesture types are not exclusive. For example, certain hand movements can be understood as both iconic and deictic [12] .
In psychotherapy, nonverbal cues were tested to see whether they can be used to predict a counselor's expertise, trustworthiness and attractiveness. Among nonverbal cues, the presence or absence of gestures and their expressiveness were used as the gestural features. The result was negative; nonverbal cues were not effective in predicting the counselors' qualifications. Considering this outcome, we speculate that the analysis should be more detailed in capturing semantic content. Therefore, we analyze the data as a time series rather than summarized counts as in the previous study. We divide the entire dialogue into segments. In each segment, regardless of which hand the speaker uses, we identify every gesture and measure its duration. Each gesture falls into one of the two classes. Sometimes hands seamlessly transit from one gesture type to another. In such cases, instead of trying to divide the multigesture sequence into sub-sequences with unique gestures, we label the entire gesture sequence as the most significant gesture type. This resulted in generating longer gesture durations as data than isolated gestures.
The second label is the occurrence of a miscommunication. Identification of miscommunications is not based on the reports from participants but from the video observations. First, transcripts are created from videos. Next, the points at which any word or phrase that may indicate the existence of a miscommunication are listed. Then, these points of suspicion are checked against the original video taking into account the speech sound and other modalities such as facial expressions and eye gaze. If a check confirms that an interaction contains a point of miscommunication, the starting time of the interaction is considered to be the time point of the miscommunication.
Feature set
For both the communicative and non-communicative gestures produced by clients, in each segment s from all total S segments in a dialogue, we derive the following features from the basic gesture code data defined in Section 2.1: First, the gesture frequencies on, before, and after the target time slot are respectively denoted as x 1 (s), x 2 (s), and x 3 (s). The gesture frequencies were calculated at the gesture starting points: how many times a gesture was initiated in a given window of size W. For simplicity in calculating the gesture frequencies, we took into consideration only the gestures starting in the segment and not the continuing or ending ones. We computed the gesture frequencies of the current segment, at W seconds in the past and at W seconds in the future. Second, the differences in the gesture frequencies between the sth and (s−1)th or (s+1)th segments were also calculated, respectively denoted as x 4 (s) and x 5 (s). Third, the mean, maximum, and minimum duration of the gestures in each segment, respectively denoted as x 6 (s), x 7 (s), and x 8 (s). Finally, the mean interval of a speaker's gesturing, x 9 (s). The resulting representation of gestural cues in a segment s is represented as x(s) = (x 1 (s) , ..., x 9 (s)) that is a 9 dimensional vector. Among these feature values, x 1 (s), x 2 (s), and x 3 (s) are the nonnegative integers; x 4 (s) and x 5 (s) are the integers; x 6 (s), x 7 (s), x 8 (s), and x 9 (s) are the nonnegative real numbers. For the window size, W, we used 5 and 50 sec. The two segmentation window sizes correspond to the short-term and long-term dependencies between the gestural signals and semantic miscommunication. The 5-sec window can be used to determine how the gestures are used during the miscommunication. The number is determined based on the intuition that a single exchange of messages may be completed in about 5 sec. In contrast, the 50-sec window captures the overall gestural trend that induces miscommunication. This number is 10 times the smaller window size that is considered long enough to contrast with the short-term phenomena. All the above-mentioned features are summarized in Table 1 . The left column shows the features and the right column states what these features are expected to measure. Note that the goal of our study is not building accurate classifiers but finding useful cues. Therefore, we limited the features to those that seem noticeable by humans; we did not examine long-term dependencies or complicated interactions.
After we divide a dialogue into segments using the window size, we assign a binary label y ∈ {0, 1} to each segment based on whether it contains miscommunication, as shown in Fig. 1 . Occurrences of multiple miscommunications in a segment are ignored. Since the number of segments is dependent on the window size, and the degree of class bias or the ratio of positive data changes, different segmentation results in different task difficulties. The feature values are derived by checking the gesture starting points in each segment. The lower part of Fig. 1 shows the extraction process of x 1 (s) feature values for each segment in this example. The gestural features calculated for both communicative x c and noncommunicative x nc categories and miscommunication labels are combined. We obtain the final representation of a conversation in the following form, where each set of braces represents a set of class label (either miscommunication or not) and corresponding feature values at each segment:
Classifier
We train binary classifiers to assess if there is a cue that can predict whether a time segment contains miscommunications. That is, the classes of a segment that are denoted by y are assumed to be binary (positive or negative). The first classification method we use is the following linear discriminant analysis (LDA) [8] , which is often used as a good baseline classifier:
where k represents a class (miscommunication or smooth communication in our case) index, the covariance matrix of the observations, μ the mean of the observations, and π the prior probability of the class. The second classifier is a support vector machine (SVM), which can generate non-linear classification boundaries:
where w is the weight, b is a bias, is a feature map X → F where X is a set of observations and F is a dot product space. SVMs are reported to discriminate classes well in various domains and worked fine in a deception detection task [13] . We use the LibSVM implementation [5] with radial-basis functions (RBFs) as its kernel function ( ).
In the experiment, we compared different configurations of classifiers. Since the number of smooth segments is far larger than the miscommunication segments, we believe calibration is needed to adjust to the data imbalance between the two classes. For LDAs, we can use either a uniform prior (i.e., π +1 = π −1 = 0.5) or empirically estimated prior as the ratio of the observations (i.e.,π k = N k /N where N k is the number of class-k observations) that accounts for the data imbalance. For SVMs, one-class SVMs that identify a boundary of a single class distribution rather than discriminate two classes are used. Through preliminary experiments, we found that empirically weighted LDAs performed better than the uniform prior models, and one-class SVMs performed better than the standard SVMs. Based on these results, we show the results for empirically weighted LDAs and one-class SVMs only.
In contrast to the segmental classification we conducted, there is the possibility of modeling dialogues as a time series. For example, in [1] , hidden Markov models are used to detect dialogue scenes in TV programs. Since we do not have any knowledge that supports that there is a stationary hidden state corresponding to the miscommunication, and the amount of data is too small to reliably estimate the probabilistic models with many parameters, we used the above simplified segment-based classification approach.
Experiment
Basic data statistics
We prepared three conversational datasets each consisting of video files with gesture and miscommunication codings. The therapists, clients, and topics varied. Each dataset was recorded on different dates and consisted of three interview sessions between a psychotherapist and client. The number of sessions in a day and the length of each session could be controlled by the participants. The problems they discussed were actual problems and not role-plays. The properties of the datasets are listed in Table 2 . All participants used Japanese as the language for communication. The participants consented to the use of the video files for research purposes.
Experimental settings
We conducted a leave-one-out cross-validation to assess the best achievable classification accuracy for each feature extracted from clients' behavior. First, we segmented the entire conversation into either 5-or 50-sec segments as we extracted the feature values. Among these S segments, we took sth out and trained a classifier using a gesture feature that belonged to the remaining S − 1 time slots. Then, we classified the sth segment into miscommunication or smooth communication classes. Some features require earlier or later time segments to be calculated. For the boundary When S is large, most segments do not contain miscommunications. That is, two classes are extremely biased. In that case, a reasonable baseline classification rule judges all segments as smooth conversation segments. However, even if the machine is successful in terms of accuracy, that baseline classifier does not offer any new information to practitioners or system designers. Therefore, we evaluated the experimental results using precision and recall measures. Precision represents how many were actual miscommunications out of all the events the machine determined to be miscommunications, and recall presents the fraction of the miscommunications (2) LDA ( 
LDA ( 
that are successfully identified. There are sometimes trade-offs in achieving high scores between these two measures, so we needed a score that reflects both aspects. We used the F-measure, which is calculated using precision value p and recall value r as follows: 2 pr p+r
. We generally do not know which of the two are more important; therefore, we did not assign any weights to either precision or recall.
Experimental results
We summarized the classification results in terms of the F-measures in the two tables. Table 3 corresponds to the smaller window size and Table 4 corresponds to the larger Table 4 F-scores for clients' gestures (long-term, 50-sec window)
Dataset
Classifier Features
LDA ( (3) LDA ( By comparing the F-scores in the two tables, we can see that the scores are quite low in Table 3 and adequate in Table 4 . This implies that there may not be any relationship between the occurrence of miscommunications and immediate gesturing at that time. In contrast, there might be some relationships between long-term gesture use and the emergence of miscommunications. However, the relationships between gestural cues and miscommunications are not easily understood. When both tables are viewed column-wise, we can see that there is no single gestural feature consistently marked with the highest F-scores; rather, the useful feature is data session dependent. The gesture frequency of previous segment x 2 (s) could be somewhat more useful than others; however, what we can assume is only that some features, including the gesture frequencies in current and subsequent segments (x 1 (s) and x 3 (s)), which are the mean and minimum values of gesture duration (x 6 (s) and x 8 (s)), are not good candidate cues for annotating miscommunications. When the tables are viewed row-wise, there is no consistently strong classifier or gesture type combinations, although in Table 3 , LDAs always outperformed SVMs that did not produce positive outputs. This result indicates that the even complex decision boundaries produced by SVMs cannot explain the relationships between the gestures and semantic miscommunications. Also, it should be noted that the gesture type, either communicative or non-communicative, did not directly relate to a miscommunication.
Discussion
We have compared many features in terms of the predictability of miscommunication. There is another important criterion to be considered: usability. Different features appeal differently to therapists. The first distinction is between the clients' gestures and those of the therapists themselves. We took into consideration only the clients' gestures because we are often not fully aware of our own behavior, and clients' gestures are considered more useful to therapists. The next difference is the temporal range that a therapist has to observe to detect the saliency of the gestural features. If therapists have to find the changes that occur in a long time range, say 50 sec in our experiment, it would force a more cognitive load on the therapists than detecting changes within 5 sec. Furthermore, if the segment is detected as potentially including miscommunication, the therapist may not fully utilize that information because it is not quite clear where the problematic point is over the long term. Therefore, even though machines can easily annotate miscommunication over the long term range, the information might not be semantically practical. In addition, we expect that humans can detect relative saliency such as the increase and decrease in frequency better than absolute saliency such as the average frequency of gestures. However, the above-mentioned categorization of usability is hypothetical and requires verification.
We used two classifiers: LDAs and SVMs. As shown in the experimental results, the classification results differ among the classifiers. If other classifiers are used, we might have obtained different results. However, we consider the two classifiers representative in that they are extremes in terms of the number of parameters to be estimated from the data.
Conclusion
We tested the automatic classification of conversational segments into smooth communications and miscommunications based on the gestural cues taken from psychotherapeutic interview sessions. The classifiers were trained on actual conversational data. This process clarified which gesture cues were useful in predicting miscommunications. The experimental results suggest that we could not find any distinct gestural feature that serves as a useful cue for automatically annotating the occurrences of miscommunications consistently among different data sessions. The distinction between two types of gestures, communicative and non-communicative, was not helpful in identifying miscommunications.
Although we could not find strong gestural cues that are tightly connected with semantic miscommunication, we will further study detailed gesture types, gesture sub-units, handedness, or gesture strength, which could not be investigated under the current experimental setting. Also, the size of the dataset should be enlarged by adding more dialogue sessions for generalizability. In addition, since many miscommunications are triggered by verbal contents, we can study the relationships between gestures and speech types. The integration of gesture signals with other modalities in the framework of human-computer interaction might be interesting as well [10] . Categorizing miscommunications into two types, those that could be and those that could not be identified from gestures, might be an interesting next step. 
