On energy-critical half-wave maps into $\mathbb{S}^2$ by Lenzmann, Enno & Schikorra, Armin
ar
X
iv
:1
70
2.
05
99
5v
2 
 [m
ath
.A
P]
  2
4 M
ar 
20
17
ON ENERGY-CRITICAL HALF-WAVE MAPS INTO S2
ENNO LENZMANN AND ARMIN SCHIKORRA
Abstract. We consider the energy-critical half-wave maps equation
Btu` u^ |∇|u “ 0
for u : r0, T qˆRÑ S2. We give a complete classification of all traveling solitary waves
with finite energy. The proof is based on a geometric characterization of these solutions
as minimal surfaces with (not necessarily free) boundary on S2. In particular, we
discover an explicit Lorentz boost symmetry, which is implemented by the conformal
Mo¨bius group on the target S2 applied to half-harmonic maps from R to S2.
Complementing our classification result, we carry out a detailed analysis of the
linearized operator L around half-harmonic maps Q with arbitrary degree m ě 1.
Here we explicitly determine the nullspace including the zero-energy resonances; in
particular, we prove the nondegeneracy of Q. Moreover, we give a full description
of the spectrum of L by finding all its L2-eigenvalues and proving their simplicity.
Furthermore, we prove a coercivity estimate for L and we rule out embedded eigen-
values inside the essential spectrum. Our spectral analysis is based on a reformulation
in terms of certain Jacobi operators (tridiagonal infinite matrices) obtained from a
conformal transformation of the spectral problem posed on R to the unit circle S.
Finally, we construct a unitary map which can be seen as a gauge transform tailored
for a future stability and blowup analysis close to half-harmonic maps. Our spectral
results also have potential applications to the half-harmonic map heat flow, which is
the parabolic counterpart of the half-wave maps equation.
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1. Introduction
In the present paper, we study the half-wave maps equation that is given by
(H-WM) Btu` u^ |∇|u “ 0
for the unknown function u : r0, T qˆRÑ S2. Here S2 is the two-dimensional unit-sphere
embedded in R3 and the symbol ^ denotes the cross product in R3. The operator |∇| “?´∆ stands for the square root of the Laplacian on R. Below we provide more details on
the precise functional framework. For some background on the physical motivation and
the occurrence of (H-WM) as a universal continuum limit of completely integrable spin
systems of Calogero–Moser type, we refer the reader to Appendix A.
The main purpose of this paper is twofold: First, we completely classify all traveling
solitary waves with finite energy. Here we use a characterization of these solutions as
minimal surfaces satisfying certain boundary conditions on S2, thereby generalizing the
notion of free boundary minimal disks that have already appeared in the study of half-
harmonic maps (see below). As a surprising fact, we will discover an explicit Lorentz boost
symmetry in the problem realized by the conformal Mo¨bius group acting on the target S2.
Secondly, we provide a complete spectral analysis of the linearized operator around static
traveling solitary waves, which correspond to half-harmonic maps with arbitrary degree
m ě 1. In fact, these spectral results will lay the groundwork for any future stability and
blowup analysis for solutions of (H-WM) as well as its parabolic counterpart given by the
energy-critical half-harmonic map heat flow.
Let us first collect some general facts about the problem under consideration. The
evolution equation (H-WM) has a Hamiltonian structure with the corresponding conserved
energy given by
(1.1) Erus “ 1
2
ż
R
u ¨ |∇|u dx.
As a consequence, the homogenouse Sobolev space 9H
1
2 pR; S2q is the natural energy space
for the Cauchy problem of (H-WM). Furthermore, it is easy to see that the rescaling
upt, xq ÞÑ upλt, λxq with constant λ ą 0 maps solutions into solutions. Since the energy
Erus “ Erupλ¨qs remains unaffected by such a change of scales, the half-wave maps
equation (H-WM) happens to be energy-critical. Therefore, delicate phenomena such as
blowup (singularity formation) are conceivable scenarios for solutions of the half-wave
maps equation. In addition to the feature of energy-criticality, we shall also see that the
conformal symmetry of the energy functional Erus together with a (hidden) Lorentz boost
symmetry (implemented by the conformal group of S2) will both play an important role
in the complete classification and spectral properties of traveling solitary waves.
Let us briefly put (H-WM) into the context of other geometric evolution equations.
On the one hand, it is not surprising that the half-wave maps equation shows strong
similarities to well-established models in the field of dispersive geometric PDEs such as
the energy-critical wave-maps equation (WM) and Schro¨dinger maps equation (SM) with
target S2. For results on singularity formation (blowup) for these equations, see [29, 34, 44,
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26, 50, 4, 41]. However, as opposed to (HM) and (SM), we mention that satisfactory well-
posedness results for (H-WM) pose an interesting open problem. For small data global
well-posedness in the energy-supercritical case in sufficiently high space dimensions, see
the recent results in [30].
On the other hand, our results below will show that (H-WM) possesses a list of note-
worthy features that are in striking contrast to both (WM) and (SM). For instance, the
set of traveling solitary waves turns out to be very rich involving closed analytic expres-
sion in terms of Blaschke products from complex analysis. Furthermore, the existence of
traveling solitary waves with arbitrarily small energy (as shown below) provides a decisive
difference to both the energy-critical (WM) and (SM). As a consequence, the energy-
critical half-wave maps equation has no minimal energy threshold for creating traveling
solitary waves (i. e. non-trivial bubbles of energy). This fact implies that small energy
solutions in general cannot scatter to a free wave. We remark that such a phenomenon
was recently exploited in [24] for an explicit construction of turbulent solutions for the
L2-critical scalar half-wave equation in one spatial dimension. One may thus speculate
whether such a turbulence mechanism also exists for (H-WM) in a suitable regime of small
energy solutions.
With regard to the physical motivation, we mention that the half-wave maps equation
(H-WM) formally arises as a universal continuum limit for the dynamics of long-range
lattice spin system of Calogero–Moser type, which appear in the theory of completely
integrable systems; see Appendix A for more details. Of course, it is a natural question
whether some sort of complete integrability still holds for the Hamiltonian evolution equa-
tion formulated by (H-WM). The remarkable degree of explicitness in the classification
results below together with the intriguing properties of the linearized problem both in-
dicate that some “completely integrable structure” may be at work here. Yet, even if
complete integrability in a certain sense was present, it would nevertheless be conceivable
that the flow also admits some kind of smooth blowup solutions, e. g., becoming singular
in 9Hs with some s ą 1
2
, as the set of conserved quantities may not be able to control
regularity above the energy level. In fact, such a phenomenon would be highly interesting
from the analytic point of view.
2. Classification of Traveling Solitary Waves
Let us consider traveling solitary waves for the energy-critical half-wave maps equa-
tion with finite energy. That is, we look for solutions of the form
(2.1) upt, xq “ Qvpx´ vtq,
where the parameter v P R denotes the traveling velocity and Qv P 9H 12 pR; S2q is some
profile with finite energy. If we plug this ansatz into (H-WM), we readily check that
Qv : RÑ S2 has to be a (weak) solution of the equation
(2.2) Qv ^ |∇|Qv ´ vBxQv “ 0.
On a formal level, this equation arises from a variational principle; see the remarks made
below for more details. However, we will not pursue this approach but instead we will
work directly with the equation itself without resorting to any variational structure.
In fact, our first two main results in Theorem 1 and 2 below will give a complete and
explicit classification of all solutions Qv P 9H 12 pR; S2q for |v| ă 1 and the triviality of
Qv when |v| ě 1, respectively. In particular, our classification result reveals a surprising
symmetry due to the proper Lorentz group SO`p3, 1q of the problem at hand, which is
expressed through the action of the isomorphic Mo¨bius group PSLp2,Cq » SO`p3, 1q,
which is the (orientation preserving) conformal group on the target sphere S2. We find
the presence of such an exact symmetry quite remarkable in view of the fact that the
time-dependent equation (H-WM) itself does not have a relativistic Lorentz invariance.
In addition to this, we will see that the energy ErQvs is decreasing under Lorentz boosts,
providing a mechansim for producing solitary waves (and hence non-scattering) solutions
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of arbitrary small energy. This feature is in striking to contrast to the energy-critical
wave-maps equation with target S2, say, where Lorentz boosts are known to increase the
energy of solutions and small data in energy norm is expected to always lead to scattering
of solutions.
To start the analysis of (2.2), it is obviously of use to first consider the special case
with vanishing velocity v “ 0, which corresponds to static solutions for (H-WM). Then
the profile equation (2.2) reduces to the so-called half-harmonic maps equation for
Q P 9H 12 pR; S2q which is given by
(2.3) Q^ |∇|Q “ 0.
This nonlinear equation has recently attracted substantial attention in the field of geomet-
ric PDEs; see the seminal works of Da Lio and Rivie`re [16, 15] on the regularity theory,
see also [18, 35, 45, 48]. An essential feature of the half-harmonic maps equation is that
its (finite-energy) solutions can be identified via a harmonic extension as free boundary
minimal disks inside the unit ball B Ă R3, i. e., minimal disks Σ Ă B with boundary
that intersect the boundary of B orthogonally, which we write as BΣ K S2 “ BB (see
[20, 18, 35, 19, 54]). Moreover, by a classical result of Nitsche [39] any such free boundary
minimal disk Σ Ă B is a flat disk with BΣ being a great circle on S2 (for higher dimensions,
see also the recent generalization of Nitsche’s result by Fraser and Schoen [23]). Thus,
after a suitable rotation, we conclude that any finite-energy half-harmonic map can be
brought into the form Q : R Ñ S1 ˆ t0u Ă S2, i. e., its image lies in the equatorial plane.
Once we are in this setting, we can apply methods of complex analysis and some Hardy
space theory to deduce that all such half-harmonic maps (with finite energy) from R to
S1 are explicitly given by suitable Blaschke products, as recently proven by Millot and
Sire [35]; see also [6] for a related classification result in Ginzburg–Landau theory.
Let us now come back to the general case with arbitrary velocity v P R. A moment’s
reflection shows that if v ‰ 0 holds, the identification of solutions for (2.2) as free boundary
minimal disks inside B fails due to the fact that BΣ M S2 in general, where Σ Ă B denotes
the minimal disk given by the harmonic extension of Qv. Thus to tackle the case for
general velocities v, it will turn out that we need a broader notion of not necessarily
free boundary minimal disks. By carrying out such an analysis, we can in fact prove the
following complete classification result for |v| ă 1; the case |v| ě 1 will be addressed in
Theorem 2 below.
Theorem 1 (Complete Classification of Traveling Solitary Waves for |v| ă 1). Let v P R
with |v| ă 1 be given. Then Qv P 9H 12 pR; S2q solves equation (2.2) if and only if
Qvpxq “ R
´a
1´ v2fpxq,
a
1´ v2gpxq, s ¨ v
¯
with some rotation R P SOp3q. Here s P t˘1u is a sign factor and the functions f, g :
RÑ R are given by
fpxq “ ReBpx` i0q and gpxq “ s ¨ ImBpx` i0q,
where B : C` Ñ C is a finite Blaschke product of the form
Bpzq “ eiϑ
mź
k“1
λkpz ´ akq ´ i
λkpz ´ akq ` i
with some integer m P N and real parameters ϑ P R, λ1, . . . , λm P Rą0, a1, . . . , am P R.
Remarks. 1) The integer number m P N is the degree of the finite Blaschke product
Bpzq. Note that the case m “ 0 corresponds to the trivial case of constant profiles
Qv ” const. The choice of s “ `1 in Theorem 1 corresponds to Qv obtained as boundary
values of holomorphic functions, whereas s “ ´1 corresponds to the anti-holomorphic
case. The anti-holomorphic case could also be encoded by introducing a negative degree
m P ´N. However, we shall not use the nomenclature here. Furthermore, without loss
of generality, we adapt the convention that we mean by default that Qv is given by a
holomorphic function, i. e., we choose s “ `1, unless we say something else explicitly.
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2) The energy of Qv P 9H 12 pR; S2q with |v| ă 1 and degree m P N is found to be
ErQvs “ p1´ v2q ¨ πm.
As a direct consequence, the energy-critical half-wave maps equation (H-WM) possesses
traveling solitary waves with arbitrarily small energy ErQvs Ñ 0 as |v| Ñ 1´. In par-
ticular, initial data with small energy may not asymptotically scatter to 0 as |t| Ñ 8 in
contrast to the energy-critical wave-maps and Schro¨dinger maps equation with target S2;
see [52, 53] and [3], respectively.
3) Note that we could absorb the phase factor eiϑ in Bpzq into the rotation R P SOp3q,
but we prefer not to do so.
4) Let Q “ pf, g, 0q P 9H 12 pR; S2q be a given half-harmonic map in the equatorial plane.
For 0 ă |v| ă 1, the transformation
Qpxq “ pfpxq, gpxq, 0q ÞÑ Qvpxq “
´a
1´ v2fpxq,
a
1´ v2gpxq, v
¯
can be viewed as Lorentz boost with velocity v in z-direction, implemented by action
of the Mo¨bius group on the sphere S2; see Appendix A for details. Since all finite energy
solutions of (2.2) with |v| ă 1 are obtained via the boost mechanism (and rotations) by
Theorem 1, we can refer to Qv as boosted (or squeezed) half-harmonic maps from
R to S2. Note that Qv traces out a circle on S
2 with radius r “ ?1´ v2 ă 1, which can
be seen as the phenomenon of Lorentz contraction known in special relativity.
5) For a given degree m P N, the family of finite Blaschke products Bpzq above is
determined the 2m`1 real parameters tϑ, λ1, . . . , λm, a1, . . . , amu. As a consequence, the
nullspace of the linearized operator L around Qv will contain zero modes generated by
differentiation with respect to these parameters. In Theorem 3 below, we will explicitly
determine the nullspace of L and rule out any additional zero modes that are not due to
symmetries. Thus we will show the nondegeneracy of the linearized operator.
6) As a curious aside, we mention that equation (2.2) also has solutions with infinite
energy when |v| ă 1. For instance, the function Qv : RÑ S2 with
Qvpxq “
´a
1´ v2 cosx,
a
1´ v2 sinx, v
¯
P 9H 12locpR; S2q
is easily seen to solve (2.2) by using that |∇| cosx “ cosx and |∇| sinx “ sinx. In
particular, the function Qpxq “ pcos x, sinx, 0q P 9H 12locpR; S2q is an infinite energy solution
of the half-harmonic maps equation (2.3). It seems that the existence of these infinite-
energy solutions has gone unnoticed so far.
7) As mentioned above, the boosted half-harmonic maps Qv P 9H 12 pR; S2q can be for-
mally seen as critical points of the (conformally invariant) functional
(2.4) Srus “ Erus ` vP rus,
where v P R enters as a parameter and P rus is a functional corresponding to the linear
momentum; see Appendix A for more details. In geometric terms, the energy Erus corre-
sponds to the area of the surface Σ spanned by the harmonic extension ue : R2` Ñ R with
boundary BΣ given by the closed curve u : R Ñ S2; whereas the momentum functional
P rus yields the solid angle traced out by Σ subtended to a given point e P S2, which can
be chosen in the definition of P rus. Of course, there is an inherent ambiguity of 4π in the
definition of P rus due to possible different choices for the point e.
We conclude our classification analysis of solutions for (2.2) by showing that traveling
speeds |v| ě 1 imply the triviality of the profile Qv.
Theorem 2 (Triviality of Traveling Solitary Waves for |v| ě 1). Let v P R with |v| ě 1
be given. Then Qv P 9H 12 pR; S2q solves (2.2) if and only if
Qvpxq ” p
with some constant p P S2.
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2.1. Comments on the Proofs. We close this section by briefly sketching the main
ideas behind the proofs of Theorems 1 and 2.
We start with some remarks on how to establish Theorem 1. Let us assume that
Qv P 9H 12 pR; S2q is a non-constant solution of the profile equation (2.2) with some given
|v| ă 1, where we shall write Q “ Qv for simplicity. We define Qe : R2` Ñ R3 to be the
harmonic extension of Q to the upper halfplane R2` by Poisson’s formula. This leads us
to study the equivalent boundary-value problem that reads"
∆Qe “ 0 in R2`,
vBxQe `Qe ^ ByQe “ 0 on BR2` “ Rˆ ty “ 0u,
As in the special half-harmonic case when v “ 0 (see [15, 21, 35]), the adaption of a
well-established argument involving a Hopf-type differential shows that Qe : R2` Ñ R3 is
a (weakly) conformal map, i. e., it holds that |BxQe| “ |ByQe| and BxQe ¨ ByQe “ 0. Using
complex notation, we recall that the conformality conditions can be compactly written as
BzQe ¨ BzQe “ 0
with Bz “ 12 pBx ´ iByq and v ¨w “
ř3
k“1 vkwk for v,w P C3. It is a well-known fact that
the harmonicity of Qe together with its conformality implies that px, yq ÞÑ Qepx, yq traces
out a (possibly branched) minimal surface Σ Ă R3. In fact, since |Qe| ă 1 on R2` by the
strong maximum principle, we have that Σ Ă B (the unit ball in R3).
However, a mandatory – and quite technical – prerequisite for carrying out the afore-
mentioned steps consists in first proving higher regularity for the map Q. In Appendix B
below, we provide a careful extension of the regularity proof by Da Lio and Rivie`re [16]
(developed for half-harmonic maps) to the general case |v| ă 1. We emphasize that the
condition that |v| be strictly less than one is crucial to close the arguments, enabling us
to effectively treat the boost term vBxQ as a perturbation with respect to the main term
involving |∇|Q in the profile equation (2.2).
Now, with the help of the conformality of the harmonic extension Qe, we can reformu-
late equation (2.2) in the following alternative form:
|∇|Q “
a
1´ v2|BxQ|Q´ vBxQ^Q.
As an interesting aside, we notice that this version already contains some nontrivial geo-
metric information. Indeed, by taking the scalar product with Qpxq P S2 of this equation,
followed by integrating and using the properties of the harmonic extension, we deduce
2ArΣs “
a
1´ v2LrBΣs.
Here the two functionals$’’&’’%
ArΣs “ 1
2
żż
R2`
|∇Qe|2 dx dy “ 1
2
ż
R
Q ¨ |∇|Q dx “ ErQs,
LrBΣs “
ż
R
|BxQ| dx,
denote the area of the (possibly multi-covered) surface Σ parametrized by the map Qe :
R2` Ñ R3 and the length of its boundary BΣ parametrized by the curve Q : R Ñ S2,
respectively. Combined with the general isoperimetric inequality LrBΣs2 ě 4πArΣs, we
thus obtain the lower bound for the energy of Q such that
ErQs “ ArΣs ě p1´ v2q ¨ π.
At this point, however, we are not able to conclude that equality holds and hence Q must
trace out a circle on S2, which would yield a great deal of information enabling us to
basically conclude the proof of Theorem 1. Instead, we need to proceed by introducing a
second Hopf-type differential argument showing that
B2zQe ¨ B2zQe “ 0.
By combining this equation with the classical Weierstrass–Enneper representation formula
for minimal surfaces in R3, we eventually find that Σ must be a flat disk and hence BΣ is
a circle on S2; more precisely, we find that BΣ is great circle if v “ 0 and a small circle
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on S2 if 0 ă |v| ă 1 . With this geometrical information, combined with complex analysis
involving factorization theorems in Hardy spaces, we can then conclude the rest of the
proof of Theorem 1.
The proof of Theorem 2 runs along completely different lines by building up a contra-
diction argument. Note that a proof of higher regularity for Qv P 9H 12 pR; S2q is not our
disposal when |v| ě 1. In particular, we cannot simply deduce the conformality of the
harmonic extension Qe due to the lack of boundary regularity.
To circumvent this difficulty, we derive a “Pohozaev identity” for the harmonic exten-
sion Qe by testing the equation (2.2) against the one-dimensional Hilbert transformHpQq
followed by some integration by parts. In summary, we obtain the following identity:żż
R2`
|∇Qe|2 dx dy “ 2
v
żż
R2`
pQe ^ BxQeq ¨ ByQe dx dy.
Now, by using that |Qe| ď 1 on R2` (thanks to the maximum principle) it is then straight-
forward to conclude that ∇Qe ” 0 holds when |v| ě 1, which shows that Q ” p with
some constant p P S2 in this case.
3. Spectral Analysis of the Linearized Operator
We now study the linearization for the energy-critical half-wave maps eqaution (H-WM)
around a given traveling solitary wave. In what follows, we will deal with the important
special case of static solutions, i. e., the solitary wave profile is a half-harmonic map. In
fact, the spectral results derived below will provide the basis for any future stability and
possible blowup analysis for the flow (H-WM) close to half-harmonic maps. Furthermore,
our findings will also have direct applications to the study of the half-harmonic map heat
flow close to half-harmonic maps; see below for more details on this.
Let us suppose that upt, xq is a (sufficiently regular) solution of the half-wave maps
equation (H-WM) defined on some time interval r0, T q. We make the following splitting
(3.1) upt, xq “ Qpxq ` hpt, xq,
where Q P 9H 12 pR; S2q is some fixed half-harmonic map, i. e., a solution of (2.2) with v “ 0.
Thanks to Theorem 1 we can assume without loss of generality that Q “ pf, g, 0q is
an equatorial half-harmonic map. In order to express the perturbation field hpt, xq in a
convenient way, we choose the orthonormal frame te, Je,Qu on R3 with e :“ ez “ p0, 0, 1q
and Je :“ Q^ e. Hence we can write
(3.2) h “ h1e` h2Je` h3Q
with some real-valued functions hipt, xq where i “ 1, 2, 3. Note that the orthonormal
frame te, Jeu spans the tangent space TQS2 and observe that h3 “ Oph2q due to the fact
that |Q ` h|2 “ 1 holds almost everywhere. A straightforward calculation (see Section
5 below) shows that the components of the tangential part h1e` h2Je P TQS2 solve the
equation
(3.3) Bt
„
h1
h2

“ JL
„
h1
h2

`Oph2q,
where Oph2q stands for quadratic terms in h and |∇|h. The linearized operator is found
to be
(3.4) JL “
„
0 ´1
1 0
 „
L` 0
0 L´

“
„
0 ´L´
L` 0

.
Here L` and L´ are the scalar operators given by
(3.5) L` “ |∇| ´ |BxQ| and L´ “ |∇| ´ |BxQ| `R,
and R denotes the integral operator of the form
(3.6) pRfqpxq “ 1
2π
ż
R
|Qpxq ´Qpyq|2
|x´ y|2 fpyq dy.
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Our choice to name the scalar operators above as L` and L´ stems from the commonly
used notation in the analysis of solitary waves for nonlinear Schro¨dinger equations (NLS),
which has some structural resemblance. In a further analogy to (NLS), the operators L`
and L´ also arise in the linearization of the energy functional. More specifically, it is easy
to see that
(3.7) ErQ` hs “ ErQs ` 1
2
rph1, L`h1q ` ph2, L´h2qs ` oph2q
with the notation introduced above, expressing the fact that L “ diagpL`, L´q is the
Hessian D2ErQs of the energy functional at the critical point Q. We refer to Section 5
for details on how to obtain the linearization sketched above.
For the rest of this section, we shall focus on the natural case whereQ is a pure-power
half-harmonic map of degree m ě 1. By this we mean that the Blaschke product Bpzq
appearing in Theorem 1 consists of identical factors. In such a case, we can assume
without loss of generality that we have
(3.8) Qpxq “ Qmpxq :“ pfmpxq, gmpxq, 0q,
where the functions fk, gk P 9H 12 pRq with k P N are given by
(3.9) fkpxq :“ Re
ˆ
i ¨ x´ i
x` i
˙k
and gkpxq :“ Im
ˆ
i ¨ x´ i
x` i
˙k
.
For an expression of the functions fk and gk in terms of Chebyshev polynomials, see
formula (5.15) below. We remark that the appearance of the global phase factor eiϑ “ im in
Qm “ pfm, gm, 0q turns out to be convenient with respect to our choice of the stereographic
projection Π : S1 Ñ R Y t8u used below. In particular, the complex-valued function
Qm “ fm ` igm becomes the monomial zm under the conformal lifting to the unit circle
S
1 Ă C, i. e., we have
(3.10) pQm ˝Πqpeiϑq “ eimϑ “ zm for |z| “ 1.
We remark that in the ground state case, i. e., for half-harmonic maps with degree
m “ 1, we can assume that the form (3.8) holds with no loss of generality. That is, any
half-harmonic map Q P 9H 12 pR; S2q with degree m “ 1 can be brought into this form after
a suitable rotation on the target S2 combined with suitable rescalings and translations on
the domain R. Of course, in the higher degree case m ě 2, the assumed form in (3.8)
imposes an extra condition on Q.
For Q “ Qm as above, it is elementary to check that |BxQ| “ 2m1`x2 holds. In this case,
we thus find that
(3.11) L` “ |∇| ´ 2m
1` x2 and L´ “ L` `R.
In the following discussion, we will in fact give a complete spectral analysis of these
operators L` and L´. As an interesting aside, we notice that operators of the form L`
also play a central in the study of solitons for the completely integrable Benjamin–Ono
equation (BO); see e. g. [5]. However, the known methods to study the spectral properties
of linearized operators arising in the solion study for (BO) do not seem to be applicable
for general m ě 1 and, moreover, the nonlocal integral operator R appearing in L´ does
not seem to fit these methods.
3.1. Nullspace, Nondegeneracy, and L2-Eigenvalues. As our first main result in
this section, we explicitly determine the nullspaces of L` and L´ in 9H
1
2 , which we denote
as
(3.12) N pL`q “ tf P 9H 12 pRq : L`f “ 0u,
and we define N pL´q accordingly. Note that elements of N pL`q or N pL´q do not neces-
sarily belong to L2pRq, in which case we say that we have a resonance. In fact, we will
prove the existence of a (common) resonance of L` and L´ below.
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We remark that the rotational symmetry on the target S2 and the explicit classification
result stated in Theorem 1 imply the general lower bounds:
(3.13) dimN pL`q ě 2 and dimN pL´q ě 2m` 1.
In fact, this follows from the rotational symmetry around the x- and y-axis and the
presence of 2m`1 real parameters in the Blaschke product Bpzq that appears in Theorem 1,
respectively. If both inequalities above turn out to be equalities, we say that the linearized
operator L “ diagpL`, L´q is nondegenerate, since in this case all zero modes are due
to the degrees of freedom of the solution set. Indeed, the following result establishes this
key fact among other things, where we recall that the functions fk, gk P 9H 12 pRq have been
introduced in (3.9) above.
Theorem 3 (Nullspace, Nondegeneracy, and Resonance). For any degree m ě 1, the
nullspaces of the operators L` and L´ as above are given by
N pL`q “ span tfm, gmu and N pL´q “ span t1, f1, . . . , fm, g1, . . . , gmu.
As a consequence, we have that
dimN pL`q “ 2 and dimN pL´q “ 2m` 1
and hence nondegeneracy holds for the linearized operator around half-harmonic maps
Q “ Qm P 9H 12 pR; S2q for any degree m ě 1.
In particular, the operators L` and L´ have a common resonance ϕ P 9H 12 pRqzL2pRq,
which is given by
ϕ “
"
fm if m is odd,
gm if m is even.
Remarks. 1) We mention that, for the energy-critical Schro¨dinger maps equation with
target S2, the zero energy resonance plays an important role in the construction of finite-
time blowup solutions close to the ground state harmonic-map with degree m “ 1; see
[34].
2) After finalizing our paper, it was brought to our attention that the very recent work
by Sire–Wei–Zheng in [51] establishes a nondegeneracy result for half-harmonic maps
Q : RÑ S1 in the special case of degree m “ 1.
Next, we turn to study the eigenvalues of the operators L` and L´ acting on L2pRq.
From standard operator theory we infer that L` and L´ are both self-adjoint with operator
domain H1pRq and essential spectrum σesspL`q “ σesspL´q “ r0,8q. In order to study
the set of eigenvalues, we introduce the point spectrum denoted by
σppL`q “ tE P R : E is an L2-eigenvalue of L`u
where the definition of σppL´q is analogous. We have the following result.
Theorem 4 (Point Spectrum in L2). Let m ě 1 and consider the operators L` and L´
from above as acting on L2pRq with domain H1pRq. Then the following properties hold.
(i) L2-Eigenvalues of L`: The point spectrum of L` consists of exactly 2m eigen-
values, i. e.,
σppL`q “ tE0, E1, . . . , E2m´1u .
Moreover, each eigenvalue Ek is simple and we have the inequalities
E0 ă E1 ă . . . ă E2m´2 ă E2m´1 “ 0.
(ii) L2-Eigenvalues of L´: The point spectrum of L´ only contains zero, i. e.,
σppL´q “ t0u.
Moreover, the eigenvalue E “ 0 is exactly 2m-fold degenerate.
In particular, both operators L` and L´ have no embedded eigenvalue E ą 0 inside
σesspL`q “ σesspL´q “ r0,8q.
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As an application of our analysis of the nullspaces and the L2-eigenvalues of L` and L´
from above, we can derive the following (sharp) coercivity estimate in the energy space
9H
1
2 , which can be seen as necessary starting point for the modulational analysis. In order
to formulate suitable orthogonality conditions, we introduce the following set of 2m ` 1
functions tψku2mk“0 Ă H1pRq defined as
(3.14) ψk “
$’’’&’’’%
ϕk for 0 ď k ď 2m´ 2,
ϕ2m´1
1` x2 for k “ 2m´ 1,
ϕ
1` x2 for k “ 2m.
Here tϕ0, . . . , ϕ2m´2u denote the L2-eigenfunctions of L` with strictly negative energy
E ă 0, whereas ϕ2m´1 denotes the unique L2-eigenfunction of L` for the eigenvalue
E “ 0, and ϕ P 9H 12 pRqzL2pRq is the zero energy resonance from Theorem 3. The weight
factor p1 ` x2q´1 turns out to be a convenient choice for localizing the weakly and non-
decaying functions |ϕ2m´1pxq| „ xxy´1 (for m “ 1) and |ϕpxq| „ 1 (for any m ě 1) as
|x| Ñ 8, respectively. Indeed, we have the following coercivity estimate with the optimal
coercivity constant.
Corollary 3.1 (Coercivity Estimate in 9H
1
2 ). Let L`, L´ and tψku2mk“0 be as above.
Suppose that f, g P 9H 12 satisfy the 2m` 1 orthogonality conditions given byż
R
ψkf dx “
ż
R
ψkg dx “ 0 for 0 ď k ď 2m.
Then it holds
pf, L`fq ` pg, L´gq ě 1
m` 1
´
}f}2
9H
1
2
` }g}2
9H
1
2
¯
.
Remarks. 1) We have the decay estimate |ψkpxq| À xxy´2, which guarantees that the
pairing
ş
R
ψkf dx is well-defined for f P 9H 12 pRq Ă L1pR, p1` x2q´1dxq.
2) Of course, different choices for orthogonality conditions are possible. But the choice
above turns out to be natural with regard to the stereographic projection used in the
spectral analysis below.
3.2. Continuous Spectrum and Unitary Gauge Transform. Let us now turn to
the “scattering states” of L` and L´, which are given by the orthogonal complement
of the bound states, i. e., the eigenfunctions given by Theorem 4 above. Indeed, let
tϕku2m´1k“0 Ă H1pRq denote the set of L2-orthonormalized eigenfunctions for L`. The
corresponding orthogonal projection P : L2pRq Ñ L2pRq onto the subspace spanned by
these eigenfunctions is given by
(3.15) P “
2m´1ÿ
k“0
ϕkpϕk, ¨q.
A remarkable and essential fact shown below is that the operators L` and L´ coincide on
the orthogonal complement spanned by the eigenfunctions tϕku2m´1k“0 . Thus if we define
the orthogonal projection PK “ 1´ P , we obtain
(3.16) PKL`PK “ PKL´PK.
In fact, we will prove much more below by showing a common unitary equivalence of L`
and L´ on PKL2pRq to the “free” operator |∇|.
To do so, we first need to introduce the projection Π`f :“ Fp1ξě0 pfq for f P L2pRq
onto the subspace of positive Fourier frequencies, which we denote by L2`pRq. Accordingly,
we define Π´ :“ 1 ´ Π` as the projection onto the L2-subspace of negative frequencies
denoted as L2´pRq. With the help Π˘, we define the map
U : L2pRq Ñ PKL2pRq, f ÞÑ Qmf` `Qmf´.
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with f` “ Π`f , f´ “ Π´f , and where we recall that
Qmpxq “
ˆ
i ¨ x´ i
x` i
˙m
.
The adjoint operator of U is given by
U˚ : PKL2pRq Ñ L2pRq, g ÞÑ Qmg` `Qmg´,
where g` “ Π`g and g´ “ Π´g. Indeed, we now establish that U : L2pRq Ñ PKL2pRq is
well-defined and that is furnishes unitary map as follows.
Theorem 5 (Unitary Equivalence of L˘ to |∇| on Continuous Spectrum). The map
U : L2pRq Ñ PKL2pRq is unitary and, for the operators L` and L´ as above, we have the
unitary equivalence
U˚PKL`PKU “ U˚PKL´PKU “ |∇|.
As a consequence, the operators L` and L´ have purely absolutely continuous spectrum
equal to r0,8q.
The mechanism behind the unitary map U introduced above can be seen as a sort
of a gauge transform that allows us to treat perturbations around Q in a convenient
way. We refer to the next subsection below for a potential future application of U for
the linearized flow (5.4) of the half-wave maps equation to obtain a complex-scalar half-
wave equation in the linearized setting. Also, another potential application of this gauge
transform U can arise for the linearization around half-harmonic maps for the (energy-
critical) half-harmonic map heat flow which can be written as
(3.17) Btu “ Pu|∇|u,
where Puv “ v ´ pv ¨ uqu denotes the projection of v P R3 onto the tangent space TuS2
at u P S2.
3.3. Spectral Properties of the Matrix Operator JL. To conclude the spectral
analysis of the linearized operator, we finally consider the matrix operator
(3.18) L “ JL “
„
0 ´L´
L` 0

,
which appears in the linearization of the half-wave maps equation close the a half-harmonic
map Q. For a potential stability or blowup analysis close to Q “ Qm, it is of importance
to obtain spectral information about L. Although our knowledge about the spectral
properties of L “ diagpL`, L´q is complete, it is far from obvious that this extends to
L “ JL. In fact, it is in general an intricate spectral problem to derive detailed information
about the spectrum σpLq from the spectral knowledge of the diagonal operator L. But
luckily in our case, we are able to obtain a complete description of the spectral properties
of the matrix operator L that arises from linearizing around Q “ Qm.
Theorem 6 (Spectrum of L “ JL). Consider the operator L “ JL from above as acting
on L2pRq ˆL2pRq with domain H1pRq ˆH1pRq. Then the following properties hold true.
(i) The spectrum is given by σpLq “ iR.
(ii) E “ 0 is the only eigenvalue of L and we have dimker pLq “ 2m`1. In particular,
the operator L has no embedded eigenvalue E P iRzt0u.
(iii) The generalized nullspace of L acting on L2pRq ˆ L2pRq is given byď
ně1
kerpLnq “ kerpL2q “ span
"„
ϕ0
0

, . . . ,
„
ϕ2m´1
0

,
„
0
ϕ0

, . . . ,
„
0
ϕ2m´1
*
(iv) L has two linearly independent resonances at E “ 0 given by rϕ, 0sT and r0, ϕsT ,
where ϕ P 9H 12 pRqzL2pRq is the same function as in Theorem 3 above.
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In fact, this theorem is essentially a corollary of the preceding discussion and we sketch
the main ideas. Given the projection P : L2pRq Ñ L2pRq from (3.15) above, we define
the orthogonal projection
P : L2pRq ˆ L2pRq Ñ L2pRq ˆ L2pRq with P “
„
P 0
0 P

,
where we set PK “ 1 ´ P . Recalling that PL´P “ 0 and PKL`PK “ PKL´PK and
using the unitary equivalence provided by Theorem 5, we obtain
(3.19) L “ PLP ` PKLPK “
„
0 0
PL`P 0

` U
„
0 ´|∇|
|∇| 0

U˚
with the unitary map defined as
(3.20) U : L2pRq ˆ L2pRq Ñ PKpL2pRq ˆ L2pRqq with U “
„
U 0
0 U

,
where U : L2pRq Ñ PKL2pRq is the unitary map from Theorem 5 above. By using the
key identity (3.19), it is not hard to deduce the properties in Theorem 6; see Section 7 for
more details.
A natural application of (3.19) with respect to the linearized equation (5.4) is as follows.
Suppose that, by carrying out some modulation theory close to Q, we can arrange that
the perturbation satisfies the orthogonality conditions Ph1 “ Ph2 “ 0. Then if we apply
the “gauge transform” given by„
h1
h2

ÞÑ
„
h
g
1
h
g
2

“ U
„
h1
h2

and if we define the complex-valued function ψpt, xq “ hg1pt, xq ` ihg2pt, xq P C, we see
(3.21) iBtψ “ |∇|ψ ` nonlinear terms.
Thus the linearized equation (5.4) can be naturally cast into the form of a half-wave
equation (with nonlinear terms) for a complex field ψ : r0, T qˆRÑ C. We believe that this
observation will be of great use for the future well-posedness as well as stability/blowup
analysis close to half-harmonic maps for the half-wave maps equation.
3.4. Comments on the Proofs. The proofs of Theorems 3 – 6 all have in common that
we make essential use of the stereographic projection Π from the unit circle S1 to the
projective real line Rˆ “ RYt8u. Let us remark that the use of stereographic projections
to gain insight into nonlinear problems with conformal symmetry is, of course, not new by
itself; in particular, we mention here the pioneering works of E. Lieb [32] and W. Beckner
[2] on conformally invariant functional inequalities. However, the application of such a
conformal change of coordinates from R to S1 turns out to be very successful in the
spectral analysis of the operators L` and L´, leading to a complete understanding of
these nonlocal operators that seems to be unmatched to the best of our knowledge.
More precisely, the starting point is that, by means of this conformal transformation
Π, we can recast the spectral analysis for the operators
L` “ |∇| ´ 2m
1` x2 and L´ “ |∇| ´
2m
1` x2 `R
in terms of the unbounded operators given by
J “ p1´ sinϑqp|∇|S1 ´m1q and H “ p1´ sinϑqp|∇|S1 ´m1` rRq
acting on L2pS1q, where |∇|S1 is the square root of the Laplacian on S1 and rR is some
integral operator. Clearly, the operators J ‰ J˚ and H ‰ H˚ are not self-adjoint, and
therefore their detailed spectral analysis seems to be a hopeless enterprise at first sight.
However, the benefit of this approach is that J and H are both seen to be Jacobi op-
erators, meaning that the corresponding (infinite) matrices have a tridiagonal structure
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with respect to the standard Fourier basis teikϑukPZ of L2pS1q. For instance, the matrix
for J is of the form
rJkls “
»————–
. . .
. . .
. . . 0
an bn cn
an`1 bn`1 cn`1
0
. . .
. . .
. . .
fiffiffiffiffifl
with certain sequences panq, pbnq, pcnq and n P Z. Roughly speaking, the degree m P N
of the half-harmonic maps Q “ Qm plays a central role by splitting the frequencies k P Z
on the unit circle with |k| ď m and |k| ě m. More precisely, the analysis of the Jacobi
operators given by J and H then shows the following.
‚ The bound states of L` and L´ are determined via the actions of J and H on the
2m` 1-dimensional subspace span teikϑ : |k| ď mu in L2pS1q.
‚ The scattering states of L` and L´ can be analyzed in detail via the action of J
and H on the infinite-dimensional subspace span teikϑ : |k| ě mu in L2pS1q.
Here, a particular role will be played the two-dimensional subspace spanned by teikϑ : k “
˘mu, which lies at the interface between the bound states and scattering states (i. e. the
continuous spectrum), and which yields the the two linearly independent solutions of
L`ϕ “ L´ϕ “ 0 given by the L2-zero mode and the zero-energy resonance.
Let us mention two facts in the spectral analysis that we find particularly remarkable.
First, we are able to find a Darboux-type factorization formula1 of the form
L`f “ Qm
ˆ
´i d
dx
˙
Qmf` `Qm
ˆ
`i d
dx
˙
Qmf´
where f` “ Π`f and f´ “ Π´f denote the projections of f onto positive and negative
Fourier frequencies, respectively. The use of the frequency projectors Π˘ will introduce a
fair amount of results from Hardy space theory at various places in the analysis. Further-
more, the somewhat intriguing factorization formula above will serve as the starting point
for finding the gauge transform U that provides the joint unitary equivalence in Theorem
5 of the free operator |∇| to both L` and L´ restricted to the continuous spectrum. As
an interesting aside, we note that the above formula shows that the generalized scattering
solutions ϕ P L1{2pRq of L`ϕ “ Eϕ with E ą 0 are given by linear combinations of
ϕ`pxq “ QmpxqeiEx and ϕ´pxq “ Qmpxqe´iEx,
which correspond to the Jost solutions in classical scattering theory for one-dimensional
Schro¨dinger operators H “ ´Bxx ` V . Another interesting spectral feature ( ue to the
tridiagonal structure of the matrix for J) is that the L2-eigenvalues Ek of L` are all
simple and that Ek together with the corresponding L
2-eigenfunctions ϕk can be explicitly
calculated by using orthogonal polynomials; see Section 7 below for explicit examples for
degree m “ 1 and m “ 2.
Definitions and Notations. For n P N, we define the weighted space L1{2pR;Rnq “
tf P L1locpR;Rnq :
ş
R
|fpxq|
1`x2 dx ă `8u. By duality (see, e. g., [20]), we can define the action
|∇| on L1{2pR;Rnq and introduce the space
(3.22) 9H
1
2 pR;Rnq “ tf P L1{2pR;Rnq : }f} 9H 12 ă `8u,
with the (semi)-norm }f}
9H
1
2
given by
(3.23) }f}2
9H
1
2
“
ż
R
f ¨ |∇|f dx “ 1
2π
żż
RˆR
|fpxq ´ fpyq|2
|x´ y|2 dx dy.
1Note the reminiscence to the classical Darboux factorization trick for one-dimensional Schro¨dinger
operators H “ ´Bxx ` V , i. e., we can write H “ S˚S ` e0 with S “ φBxφ´1 where φ ą 0 is the ground
state of H with Hφ “ e0φ. Note that we have Q
´1
m “ Qm in our case, since |Qm| “ 1 holds.
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Note that any non-trivial constant function f “ const. belongs to 9H 12 . Furthermore, we
define the space
9H
1
2 pR; S2q “
!
u P 9H 12 pR;R3q : |upxq| “ 1 for a. e. x P R
)
.
For s ě 0, we define homogeneous and inhomogeneous Sobolev spaces 9Hs and Hs in a
similar standard manner. On L2pRq and L2pS1q, we define the complex scalar products
pf, gq “
ż
R
fpxqgpxq dx and xu, vy “
ż
S1
upeiϑqvpeiϑq dϑ,
respectively. In fact, we ultimately deal with real-valued functions, but nevertheless it is
sometimes convenient to make use of complex-valued functions in our analysis.
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4. Proving the Classification Results
In this section we prove Theorems 1 and 2, which provide the explicit classification of
all boosted half-harmonic maps, i. e., solutions Qv P 9H 12 pR; S2q of (2.2) with v P R given.
4.1. Free and Non-Free Boundary Minimal Disks. The main step in the proof of
Theorem 1 will involve the use of two Hopf-type differentials to show that the image
QvpRq belongs to a fixed plane in R3 and hence x ÞÑ Qvpxq traces out a circle on S2
(which will be a small circle if v ‰ 0). After having established this geometric fact, we
can apply a Mo¨bius transformation on the target S2 and transform Qv to a half-harmonic
map Q : R Ñ S2 lying in the equatorial plane, i. e., we have Qpxq “ pfpxq, gpxq, 0q for
some functions such that fpxq2 ` gpxq2 “ 1 for a. e. x. The latter situation can then be
completely understood by means of complex analysis, as already used in [35]; see also [6].
Throughout this subsection, we assume that Qv P 9H 12 pR; S2q is a solution to the profile
equation (2.2) with some given v P R such that |v| ă 1. For notational simplicity, we drop
the dependence on v and we shall write
Q ” Qv.
By the regularity result in Theorem B.1 worked out in Section B, we have that Q P
9H2 X C8pR; S2q. We will make use of this regularity result frequently without further
reference.
We begin with the following useful pointwise identity, which is simple to prove.
Lemma 4.1. For any x P R, it holds that
pQ ¨ |∇|Qqpxq “ 1
2π
ż
R
|Qpxq ´Qpyq|2
|x´ y|2 dy.
In particular, we have the following rigidity property: If pQ ¨ |∇|Qqpxq “ 0 for some x P R,
then Q ” const. holds.
Proof. By combining the singular integral formula |∇|upxq “ 1
π
ş
R
upxq´upyq
|x´y|2 dy with the
identity 2u ¨ pu´vq “ |u´v|2 valid for u,v P R3 with |u| “ |v| “ 1, we obtain the desired
identity. The rigidity property is obvious from the identity. 
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As a next step, we reformulate the problem of solving (2.2) in terms of its harmonic
extension to the upper half-plane R2` “ R ˆ ty ą 0u. To this end, we let Qe : R2` Ñ R3
denote the harmonic extension of Q : R Ñ S2 to the upper half-plane R2` given by the
classical Poisson extension formula
(4.1) Qepx, yq “ pPy ˚Qqpxq “
ż
R
Pypx´ x1qQpx1q dx1 for px, yq P R2`,
where
(4.2) Pypxq “ 1
π
y
y2 ` x2
denotes the Poisson kernel defined for x P R and y ą 0. Since Q lies in the space 9H 12 , it
is a classical fact that its harmonic extension Qe belongs to 9H1pR2`q with
(4.3) }Qe}29H1pR2`q “
żż
R2`
`|BxQe|2 ` |ByQe|2˘ dx dy “ ż
R
Q ¨ |∇|Q dx.
Moreover, we recall that Qe : R2` Ñ R3 satisfies the boundary-value problem
(4.4)
"
∆Qe “ 0 in R2`,
vBxQe `Qe ^ ByQe “ 0 on BR2` “ Rˆ ty “ 0u,
thanks to well-known facts that ´ByQe “ |∇|Q and Qe “ Q hold on BR2` in the trace
sense. We also notice that it is elementary to check from (4.1) that
sup
px,yqPR2`
|Qepx, yq| ď sup
xPR
|Qpxq| “ 1,
which can also be seen from the maximum principle applied to the subharmonic function
|Qe|2 on R2`. In fact, the strict maximum principle tells us that |Qepx, yq| ă 1 holds in
R2`, unless Q
e is constant.
In the following, it will often be convenient to identify R2` with the complex upper
halfplane C` “ tz P C : Im z ą 0u via the canonical relation z “ x ` iy for x, y P R.
Furthermore, we recall the definition of the Wirtinger operators given by
(4.5) Bz :“ 1
2
pBx ´ iByq and Bz¯ :“ 1
2
pBx ` iByq.
Next, we make an observation about the conformality of the harmonic extension Qe,
which is well-known for the half-harmonic maps case when v “ 0 (see [20, 18, 35, 19]) .
Lemma 4.2. For Qe : R2` » C` Ñ R3 as above, it holds that
BzQe ¨ BzQe “ 0,
where v ¨ w “ ř3i“1 viwi for v,w P C3. Equivalently, we have the Qe is a (weakly)
conformal map, i. e.,
|BxQe|2 “ |ByQe|2 and BxQe ¨ ByQe “ 0.
In particular, by taking boundary values, we obtain the identities
|BxQ|2 “ ||∇|Q|2 and BxQ ¨ |∇|Q “ 0.
Remark. The conformality together with harmonicity imply that Qe parametrizes a
(possibly branched) minimal surface Σ of disk type that lies inside the unit ball B Ă R3.
In the half-harmonic map case when v “ 0, we readily see that normal vector ByQe|y“0 at
the boundary is orthogonal to the tangent space TQS
2, i. e., the boundary BΣ intersects
BB “ S2 orthogonally. In this case, we can refer to Σ as a free minimal disk inside
B. By a classical result of Nitsche [39], any such free minimal disk Σ is a flat disk in the
equatorial plane (up to rotations).
However, for the case v ‰ 0, we readily see that ByQe|y“0 is not orthogonal to TQS2.
Consequently, we refer to the corresponding surface Σ as a non-free minimal disk inside
B. Below, we will prove that Σ is a flat disk with radius r “ ?1´ v2.
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Proof. We use a classical technique involving Hopf differentials; we follow closely the
arguments in [35] for half-harmonic maps corresponding to the special case when v “ 0.
To this end, we define the function Φ : C` Ñ C given by
Φpzq :“ 4 pBzQe ¨ BzQeq “
`|BxQe|2 ´ |ByQe|2˘´ 2ipBxQe ¨ ByQeq.
Note that Φ is holomorphic, since we have that Bz¯Φ “ 0 and 4Bz¯BzQe “ ∆Qe “ 0.
We claim that Φpzq ” 0 holds, which will complete the proof of Lemma 4.2. To prove
that Φ is identically zero, we first note that
(4.6) ´ BxQe ¨ ByQe “ BxQ ¨ |∇|Q “ 0 on BC` .
Indeed, the first equality holds because of ByQe “ ´|∇|Q and BxQe “ BxQ for every
x P R » BC` and using the regularity Q P C1. To see that BxQ ¨ |∇|Q “ 0 holds on R,
we use (2.2) directly as follows. If v “ 0, then by (2.2) we have that |∇|Q “ λpQqQ for
some function λ : S2 Ñ R. Since BxQ K Q by the fact that |Q|2 “ 1, we conclude that
(4.6) holds when v “ 0. Now let us assume that v ‰ 0. But in this case we immediately
obtain that BxQ K |∇|Q by the boundary condition in (2.2). Again, we conclude that
(4.6) holds.
Thus we have shown that gpzq :“ ImΦpzq vanishes identically on C`. By odd reflection
across BC`, we can extend the harmonic function g to all of C. However, since g is
harmonic and g P L1pR2`q because of Qe P 9H1pR2`q, we conclude that g ” 0 on C. Thus
Φ is real-valued and holomorphic, which implies that Φ is constant. Since Φ P L1pR2`q,
we deduce that Φpzq ” 0 holds. 
As a consequence of Lemma 4.2, we can recast equation (2.2) into the following form.
Lemma 4.3. For Q : RÑ S2 as above, we have the identity
|∇|Q “
a
1´ v2|BxQ|Q´ vBxQ^Q.
Proof. We assume that Q is not constant, since otherwise the assertion is trivial. By
Lemma 4.1 and 4.2, we know that |BxQpxq| “ ||∇|Qpxq| ‰ 0 for all x P R. Furthermore,
we recall BxQ K |∇|Q from Lemma 4.2 above. Hence, we find
(4.7) |∇|Q “ λQ` µBxQ^Q
with some real-valued functions λ, µ : R Ñ R. By plugging this ansatz into (2.2), we
readily deduce that µpxq ” ´v holds. In order to determine the function λ, we square
(4.7) on both sides and use that |Q|2 “ 1 to find that ||∇|Q|2 “ λ2 ` v2|BxQ|2. Since
|BxQ| “ ||∇|Q| by Lemma 4.2, we see that λ “ ˘
?
1´ v2|BxQ|. Since pQ ¨ |∇|Qqpxq ą 0
for all x P R by Lemma 4.1, we finally see that λpxq ą 0 must be a positive function. 
Lemma 4.4. For Qe : R2` » C` Ñ R3 as above, we have the identity
BzzQe ¨ BzzQe “ 0.
Proof. Again, we use a Hopf differential type argument similar to the proof of Lemma
4.2. But now we consider the function Ψ : C` Ñ C defined as
(4.8) Ψpzq :“ 16 pBzzQe ¨ BzzQeq .
Note that Ψ is holomorphic, since Bz¯Ψ “ 0. Furthermore, we find
Ψpzq “ `|BxxQe|2 ` |ByyQe|2 ´ 2|BxyQe|2˘` 4i pBxxQe ¨ BxyQe ´ ByyQe ¨ BxyQeq
“ 2 `|BxxQe|2 ´ |BxyQe|2˘` 8i pBxxQe ¨ BxyQeq ,
where the last step follows from the harmonicity ´BxxQe “ ByyQe.
We claim that Ψpzq ” 0 holds. To this end, we show that
(4.9) ´ BxxQe ¨ BxyQe “ BxxQ ¨ Bx|∇|Q “ 0 on BC`.
Indeed, the first identity follows again by the properties of the harmonic extension together
with the regularity properties shown for the boundary function, i. e., here we use that Q
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is of class C2. To see that the second equation holds true in (4.9), we differentiate the
identity given in Lemma 4.3, which gives us
Bx|∇|Q “
a
1´ v2
ˆBxQ ¨ BxxQ
|BxQ| Q` |BxQ|BxQ
˙
´ vBxxQ^Q.
Recall that |BxQ| ‰ 0 for all x P R as shown above (since otherwise Q must be constant
by Lemma 4.1). Now, by taking the scalar product with BxxQ and using that BxxQ ¨Q`
BxQ ¨ BxQ “ 0 thanks to |Q|2 ” 1, we obtain
BxxQ ¨ Bx|∇|Q “
a
1´ v2 p´pBxQ ¨ BxxQq|BxQ| ` |BxQ|pBxxQ ¨ BxQqq “ 0.
Thus we see that (4.9) holds, i. e., we have ImΨpzq ” 0 on BC`. Next, by the regularity
results shown in Appendix B, we have Q P 9H3{2pR; S2q. Thus its harmonic extension
satisfies Qe P 9H2pR2`;R3q. By using (4.9) and adapting the arguments in the proof of
Lemma 4.2, we finally deduce that Ψpzq ” 0 vanishes identically, which completes the
proof of Lemma 4.4. 
We conclude this subsection by showing that the image of the harmonic extension Qe
lies in a fixed plane in R3.
Lemma 4.5. Let Q : R2` » C` Ñ R3 be as above. Then the image QpR2`q belongs to a
fixed plane in R3. As a consequence, the image of the boundary QepBR2`q “ QpRq is a
circle on S2.
Proof. We define the function X :“ BzQe : C` Ñ C3, where we write X “ pX1, X2, X3q.
We recall from Lemma 4.2 and 4.4 that the identities
(4.10) X ¨X “ X21 `X22 `X33 “ 0,
(4.11) BzX ¨ BzX “ pBzX1q2 ` pBzX2q2 ` pBzX3q2 “ 0,
hold on C`. Note that every component Xi : C` Ñ C is a holomorphic function.
Suppose now that Xk ı 0 for each k “ 1, 2, 3. (Otherwise if X3 ” 0, say, then we
readily check that the image QepR2`q belongs to a plane parallel to the x1x2-plane.) By
the classical Enneper–Weierstrass representation formula for minimal surfaces (see, e. g.,
[13, 22]), we deduce from identity (4.10) that X : C` Ñ C3 is of the form
Xpzq “
ˆ
F pzq
2
`
1´Gpzq2˘ , iF pzq
2
`
1`Gpzq2˘ , F pzqGpzq˙ ,
where F : C` Ñ C is some holomorphic function and G : C`zAÑ C is some meromorphic
function, where the discrete set A Ă C` denotes the poles of G. Furthermore, the function
FG2 extends to a holomorphic function on all of C`.
Let N “ tz P C` : F pzq “ 0u denote the set of zeros of the holomorphic function F .
Note that N only contains isolated points (since F ı 0 by assumption) and observe that
A Ă N holds, since every pole of G must be a zero of F .
Next, we introduce the the holomorphic function H :“ FG2 defined on C`. Using that
BzH “ BzFG2 ` 2FGBzG holds for z P C`zN , we obtain from (4.11) that
0 “ 1
4
pBzF ´ BzHq2 ´ 1
4
pBzF ` BzHq2 ` pBzFG` FBzGq2 “ F 2pBzGq2
on the set C`zN . Since F pzq ‰ 0 for z P C`zN , we find that BzG ” 0 on C`zN . Since
N only contains isolated points, we deduce that the meromorphic functions BzG extends
to all of C` with BzG ” 0 on C`. But this implies Gpzq is a constant function on the
simply connected domain C`.
In summary, we have shown that
(4.12) X “ FV
for some constant vector V P C3 and some holomorphic function F : C` Ñ C. Recalling
that BxQe “ 2ReX and ByQe “ ´2 ImX, we conclude
(4.13) BxQe ^ ByQe “ ´4Re pFVq ^ Im pFVq “ ´4|F |2 pReV ^ ImVq ,
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where the last identity follows from an elementary calculation. Thus the functions BxQe
and ByQe belong to a fixed plane in R3 orthogonal to the constant normal vector N “
ReV ^ ImV. This completes the proof of Lemma 4.5. 
We are now able to achieve the goal of this subsection by proving the following sym-
metry result.
Proposition 4.1 (Reduction to Planar Case). Suppose Qv P 9H1{2pR; S2q solves (2.2)
with |v| ă 1. Then there exists some rotation R P SOp3q such that
Qvpxq “ R
´a
1´ v2fpxq,
a
1´ v2gpxq,˘v
¯
with some functions f, g P 9H 12 pR;Rq satisfying f2 ` g2 “ 1 a. e. in R. In particular, the
image QvpRq belongs to a fixed plane in R3. Consequently, the map x ÞÑ Qvpxq traces out
a circle on S2 with radius r “ ?1´ v2.
Remark. The sign in ˘v will be determined below depending on whether f, g arise as
boundary values of a holomorphic or an anti-holomorphic function, respectively.
Proof. Let v P R with |v| ă 1 be given and assume that Qv P 9H 12 pR; S2q solves (2.2).
Recall that we write Q “ Qv for notational simplicity. Moreover, we can suppose that Q
is not constant, because otherwise the assertion of Proposition 4.1 readily follows.
Let Qe : R2` Ñ R3 be the harmonic extension of Q given by (4.1). By Lemma 4.5, we
find that the image QepR2`q belongs to a fixed plane E Ă R3. By rotational symmetry, we
can assume that E is parallel to the x1x2-plane, say. Thus after applying some rotation
R P SOp3q we have
(4.14) Qepx, yq “ pαpx, yq, βpx, yq, cq for px, yq P R2`,
with some constant c P R and some functions α, β : R2` Ñ R. Since Qpxq “ Qepx, 0q
on BR2`, we deduce that Qpxq “ pf˜pxq, g˜pxq, cq with some functions f˜ , g˜ P 9H
1
2 pR;Rq such
that f˜2` g˜2` c2 “ 1 holds a. e. in R. In particular, we must have |c| ď 1. If c “ ˘1, then
f˜ “ g˜ “ 0 and hence Q is a constant solution. Thus we can assume that |c| ă 1 holds. By
introducing the functions fpxq :“ p1 ´ c2q´1{2f˜pxq and gpxq :“ p1´ c2q´1{2g˜pxq, we get
(4.15) Qpxq “
´a
1´ c2fpxq,
a
1´ c2gpxq, c
¯
with some functions f, g P 9H 12 pR;Rq such that f2 ` g2 “ 1 a. e. in R. Recalling that
BxQ K |∇|Q and |BxQ| “ ||∇|Q| ‰ 0 for all x P R by Lemma 4.1 and 4.2, we see that
there exists a constant λ “ ˘1 such that
(4.16) Bxf “ λ|∇|g, Bxg “ ´λ|∇|f.
On the other hand, from equation (2.2) we readily see that c “ ´λv “ ¯v holds. This
completes the proof of Proposition 4.1. 
4.2. Proof of Theorem 1. Let v P R with |v| ă 1 be given. First, by direct calculation,
we note any Qv P 9H 12 pR; S2q as given in Theorem 1 furnishes a solution of (2.2). Thus it
remains to prove the “only if” part in Theorem 1. Suppose that Qv P 9H 12 pR; S2q solves
(2.2). From the symmetry result given in Proposition 4.1 we deduce
(4.17) Qvpxq “ R
´a
1´ v2fpxq,
a
1´ v2gpxq, s ¨ v
¯
with some rotation R P SOp3q, some sign factor s P t˘1u, and two real-valued functions
f, g P 9H 12 pRq such that f2pxq ` g2pxq “ 1 for a. e. x P R.
We are now ready to use the following classification result for half-harmonic maps from
R to S1, whose proof goes back to Millot and Sire [35] and Berlyand et al. [6]; see also
[36]. We provide a slightly alternative and self-contained proof, which does not involve
the technical use of some results due to Brezis and Nirenberg [9] about VMO-spaces.
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Lemma 4.6. Let f, g P 9H 12 pR;Rq satisfy
(4.18) f |∇|g ´ g|∇|f “ 0 and f2 ` g2 “ 1 a. e. on R.
Then fpxq “ ReBpx ` i0q and gpxq “ ImBpx ` i0q, where B : C` Ñ C (or its complex
conjugate B) is a finite Blaschke product given by
Bpzq “ eiϑ
mź
k“1
λkpz ´ akq ´ i
λkpz ´ akq ` i , for z P C`,
with some ϑ P R, m P N, λ1, . . . , λm P Rą0, and a1, . . . , am P R.
Furthermore, the energy of the half-harmonic map Q “ pf, g, 0q P 9H 12 pR; S2q satisfies
ErQs “ 1
2
ż
R
Q ¨ |∇|Q dx “ πm.
From Lemma 4.6 we conclude that fpxq “ ReBpx ` i0q and gpxq “ σ ¨ ImBpx ` i0q
with some finite Blaschke product Bpzq as above and some sign factor σ P t˘1u. Suppose
now that σ “ `1. Then the Cauchy–Riemann equations satisfied by Bpzq together with
|∇|f “ ´ByReBpx ` iyq|y“0 and |∇|g “ ´ByImBpx ` iyq|y“0 imply that Bxf “ ´|∇|g
and |∇|f “ Bxg. Thus we see that λ “ `1 holds in (4.16) above and hence we must have
s ¨ v “ `v in (4.17) if gpxq “ ImBpx ` i0q. Likewise, we see that s ¨ v “ ´v in the case
gpxq “ ´ImBpx` i0q. In summary, we have shown that the sign factor s P t˘1u in (4.17)
is consistent with gpxq “ s ¨ ImBpx` i0q.
It remains to give the proof of Lemma 4.6.
Proof of Lemma 4.6. We divide the proof into the following steps.
Step 1. Using that z “ x` iy, we define F : C` Ñ C to be the Poisson harmonic extension
of the complex-valued function f ` ig : RÑ C. That is, we set
F pzq “ pPy ˚ fqpxq ` ipPy ˚ gqpxq for z “ x` iy P C`.
The harmonicity of F implies that function φ : C` Ñ C defined as
φpzq :“ pBzF qpBzF q “ p|BxF |2 ´ |ByF |2q ´ 2iRe pBxFByF q
is holomorphic on C`. A straightforward variation of the proof of Lemma 4.2 yields that
φpzq ” 0. Thus BzF ” 0 or BzF ” 0 and hence F is holomorphic or anti-holomorphic.
For the rest of the proof, let us suppose that F is holomorphic (by possibly replacing F
with F ).
Because of |F pzq| ď 1 for all z P C`, the function F belongs to the Hardy space
H8pC`q of bounded holomorphic functions on C`. Since moreover F P H8pC`q with
|F pzq|2 “ 1 for z P BC`, an application of the canonical factorization theorem in the
Hardy space H8pC`q (see, e. g. [33, Chapter 13]) yields that
(4.19) F pzq “ λBpzqeiαz exp
"
´ i
π
ż
R
ˆ
1
z ´ t `
t
1` t2
˙
dσptq
*
.
Here λ P C with |λ| “ 1, α ě 0, Bpzq is a Blaschke product on having the same zeros as
F pzq on C`, and σ is positive singular Borel measure on R satisfying
ş
R
dσptq
1`t2 dt ă `8.
Furthermore, let µk P C` denotes the zeros of F pzq. Then Bpzq is given by
(4.20) Bpzq “
ź
k
eiαk
z ´ µk
z ´ µk
,
where αk P R are real numbers chosen such that eiαk “
ˇˇˇ
i´µk
i´µk
ˇˇˇ
{
´
i´µk
i´µk
¯
. Furthermore, it
is a well-known fact that F P H8pC`q implies the summability condition
(4.21)
ÿ
k
Imµk
|i` µk|2 ă `8,
which in turn implies that the product in Bpzq converges uniformly on compact sets in
C`. Of course, if F pzq has only finitely many zeros µk then the condition (4.21) is trivially
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satisfied. In the next step, we will show that the singular measure σ ” 0, α “ 0, and that
Bpzq is a finite Blaschke product in (4.19).
Step 2. We start by showing the triviality of the singular measure, i. e.,
(4.22) σ ” 0
holds in (4.19). In fact, the vanishing of the singular measure σ follows from the regularity
properties of f and g combined with some standard arguments (see also [42] for a similar
argument for the traveling solitary waves of the cubic Szego¨ equation on R). Indeed, we
recall the global Lipschitz estimates }Bxf}L8 À 1 and }Bxg}L8 À 1, whence the function
F px ` i0q “ fpxq ` igpxq is uniformly continuous in x P R. As consequence of Poisson’s
extension formula, we deduce that F px`iεq Ñ F px, 0q “ fpxq`igpxq as εÑ 0` uniformly
in x P R . Since |F px ` i0q|2 “ 1 for x P R, this implies that F pzq has no zeros inside
some strip tz P C : 0 ď Im z ď ε0u for some ε0 ą 0. Consequently, the Blaschke product
Bpzq has all its zeros µk satisfying Imµk ą ε0 for any k. Furthermore, we conclude that
|F px` iεq{Bpx` iεq| Ñ |F pxq{Bpxq| “ 1 as εÑ 0` uniformly in x on compact subsets in
R. Therefore, we conclude from (4.19) that
Re
"
´ i
π
ż
R
ˆ
1
px ` iεq ´ t `
t
1` t2
˙
dσptq
*
“ 1
π
ż
R
ε
px ´ tq2 ` ε2 dσptq
“
ż
R
Pεpx´ tq dσptq Ñ 0 as εÑ 0`,
uniformly in x on compact sets in R. Now, let φ P CcpRq be a continuous function on
R with compact support. It is elementary to check that its Poisson extension satisfies
|pPy ˚ φqpxq| ď C{p1` x2q for all x P R and 0 ă y ă 1, where C “ Cpφq is some constant.
Thus, by the dominated convergence theorem and the fact that
ş
R
dσptq
1`t2 ă `8, we deduce
that ż
R2
φpxqPεpx´ tq dσptq dt dx “
ż
R
pPε ˚ φqptq dσptq Ñ
ż
R
φptqdσptq as εÑ 0`.
On the other hand, we deduce from above that
ş
R2
φpxqPεpx ´ tq dσptq Ñ 0 as ε Ñ 0`.
Thus we conclude that
ş
R
φptqdσptq “ 0 for all φ P CcpRq. Hence σ ” 0 holds.
Next, we show that α “ 0 holds and that Bpzq is a finite Blaschke product in (4.19).
To prove this claim, we use the finite energy condition
(4.23) ´
ż
R
FByF
ˇˇ
y“0 dx “
ż
R
pf |∇|f ` g|∇|gq dx ă `8.
Since F pzq “ λeiαzBpzq with |λ| “ 1, we find
(4.24) ´ F pzqByF pzq
ˇˇˇ
y“0
“ α´ B
1pzq
Bpzq
ˇˇˇ
y“0
,
where we used that |Bpzq|2 “ 1 and Bpzq “ 1{Bpzq for z P BC`, as well as ByBpzq “
´iB1pzq by the Cauchy–Riemann equations. Since we readily check that B1pzq{Bpzq|y“0
tends to zero as |x| Ñ 8, we conclude from (4.24) and the finite energy condition (4.23)
that α “ 0 must hold. Furthermore, by the residue theorem, we obtain
(4.25)
1
i
ż
R
B1pzq
Bpzq
ˇˇˇ
y“0
dx “ 2
ÿ
k
ż
R
Imµk
|x´ µk|2 dx “ 2
ÿ
k
π,
which is finite if and only if Bpzq has only finitely many zeros µk, i. e., it is a finite Blaschke
product Bpzq “śmk“1 eiαkpz´µkq{pz´µkq with some integer m P N and µ1, . . . , µk P C`.
[The case m “ 0 corresponds to the trivial case Bpzq ” 1.] In addition, we conclude that
Q “ pf, g, 0q P 9H 12 pR; S2q has the energy
(4.26) ErQs “ 1
2
ż
R
Q ¨ |∇|Q dx “ πm.
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Finally, it is straightforward to check that we obtain
(4.27) F pzq “ λ
mź
k“1
eiαk
z ´ µk
z ´ µk
“ eiϑ
mź
k“1
λkpz ´ akq ´ i
λkpz ´ akq ` i
for a suitable choice of the parameters ϑ P R, λ1, . . . , λm P Rą0, and a1, . . . , am P R.
This completes the proof of Lemma 4.6 and the proof of Theorem 1 as well. 
4.3. Proof of Theorem 2. Let v P R with |v| ě 1 and suppose that Qv P 9H 12 pR; S2q
solves (2.2). For simplicity, we write Q ” Qv in the following. Furthermore, let Qe :
R2` Ñ R3 denote the harmonic extension of Q : R Ñ R3 into the upper halfplane R2`
by the Poisson formula (4.1). We emphasize the fact that the following calculations are
already well-defined for Q P 9H 12 and hence Qe P 9H1. No further higher regularity (which
is also not our disposal when |v| ě 1) is required.
Let H denote the one-dimensional Hilbert transform with respect to x P R, where we
recall our sign convention for H such that HBx “ |∇| holds. If we take the scalar product
of (2.2) with HpQq, we obtain
0 “ ´vBxQ ¨HpQq ` pQ^ |∇|Qq ¨HpQq
“
ż 8
y“0
By tvBxQe ¨HpQeq ` pQe ^ ByQeq ¨HpQequ dy.
Note here that we also used that the Poisson extension commutes with taking the Hilbert
transform, i. e., HpPy ˚Qq “ pPy ˚HpQqq. Next, by integrating the identity above over
x, we find
0 “
żż
R2`
By tvBxQe ¨HpQeq ` pQe ^ ByQeq ¨HpQequ dx dy
“ v
żż
R2`
pBxByQe ¨HpQeq ` BxQe ¨ ByHpQeqq dx dy
`
żż
R2`
ppQe ^ ByyQeq ¨HpQeq ` pQe ^ ByQeq ¨ ByHpQeqq dx dy
“: I ` II.
To analyze term I, we make use of the identities ByHpQeq “ BxQe and BxHpQeq “ ´ByQe
and we integrate by parts in x to find that
I “ v
żż
R2`
`|BxQe|2 ` |ByQe|2˘ dx dy.
As for II, we use that ByyQe “ ´BxxQe (because Qe is harmonic) and integrate by parts
in x, which gives us
II “ ´
żż
R2`
pQe ^ BxxQeq ¨HpQq dx dy `
żż
R2`
pQe ^ ByQeq ¨ BxQe dx dy
“ ´
żż
R2`
pQe ^ BxQeq ¨ ByQe dx dy `
żż
R2`
pQe ^ ByQeq ¨ BxQe dx dy
“ ´2
żż
R2`
pQe ^ BxQeq ¨ ByQ dx dy,
using that BxHpQeq “ ´ByQe once again. Next, by recalling that I ` II “ 0 holds, we
conclude that
(4.28)
żż
R2`
`|BxQe|2 ` |ByQe|2˘ dx dy “ 2
v
żż
R2`
pQe ^ BxQeq ¨ ByQe dx dy.
Since }Qe}L8pR2`q ď 1 by the maximum principle, the Cauchy–Schwarz inequality yields
(4.29) 2 |pQe ^ BxQeq ¨ ByQe| ď |BxQe|2 ` |ByQe|2.
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Thus if |v| ą 1, we deduce from (4.28) that }Qe} 9H1pR2`q “ 0 holds, which implies that
Q P 9H 12 pR; S2q is a constant.
Finally, we consider the borderline case |v| “ 1. Then equality must hold in (4.29)
almost everywhere, which is possible only if Qe^BxQe is collinear to ByQe almost every-
where, i. e., we must have ByQe ¨Qe “ 0 a. e. on R2`. But by using the harmonicity of Qe
and integrating by parts in x, this implies that
0 “
żż
R2`
BypByQe ¨Qeq dx dy “
żż
R2`
p´BxxQe ¨Qe ` ByQe ¨ ByQeq dx dy
“
żż
R2`
`|BxQe|2 ` |ByQe|2˘ dx dy.
Again, we conclude that }Qe} 9H1pR2`q “ 0 holds, which shows that Q P 9H
1
2 pR; S2q must be
constant. The proof of Theorem of 2 is now complete. l
5. Analysis of the Linearized Operator
5.1. Preliminaries. We now investigate the linearization around a traveling solitary
wave given by Theorem 1, where we consider solutions Qv P 9H 12 pR; S2q of (2.2) with
vanishing velocity v “ 0. For notational convenience, we shall write Qpxq “ Qv“0pxq and,
by Theorem 1, we can assume without loss of generality that Q : RÑ S2 is half-harmonic
map of the form
(5.1) Qpxq “ pfpxq, gpxq, 0q.
Now let h P 9H 12 pR; S2q be such that |Q`h|2 “ 1 a. e. In view of (5.1), it is convenient to
introduce the orthonormal frame te, Je,Qu in R3 with e “ ez “ p0, 0, 1q and Je “ Q^e.
With respect to this frame, we let ph1, h2, h3q denote the components of h, i. e., we have
(5.2) h “ h1e` h2Je` h3Q.
The constraint |Q` h|2 “ 1 a. e. implies that ´2h3 “ h21 ` h22 ` oph2q and, in particular,
we have h3 “ Oph2q.
By expanding the energy functional, we obtain the following result.
Proposition 5.1. For Q and h as above, it holds that
ErQ` hs “ ErQs ` 1
2
rph1, L`h1q ` ph2, L´h2qs ` oph2q,
where the operators L` and L´ are given by
L` “ |∇| ´ |BxQ| and L´f “ |∇| ´ |BxQ| `R,
with the integral operator
pRfqpxq “ 1
2π
ż
R
|Qpxq ´Qpyq|2
|x´ y|2 fpyq dy.
Proof. First, we expand the energy functional to find that
ErQ` hs “ ErQs `
ż
R
h ¨ |∇|Q dx` 1
2
ż
R
h ¨ |∇|h dx
“ ErQs ´ 1
2
ż
R
|BxQ|ph21 ` h22q dx`
1
2
ż
R
h ¨ |∇|h dx` oph2q,
where we used that |∇|Q “ |BxQ|Q (see Lemma 4.3 with v “ 0) and ´2h3 “ h21 ` h22 `
oph2q. Now since h “ h1e` h2Je` h3Q with h3 “ Oph2q, we seeż
R
h ¨ |∇|h dx “
ż
R
ph1e` h2Jeq ¨ |∇|ph1e` h2Jeq dx` oph2q.
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Since e “ ez is constant, we clearly have that |∇|ph1eq “ p|∇|h1qe. As for h2Je with
Je “ Q^ e, we note that
(5.3) |∇|ph2Jeqpxq “ p|∇|h2pxqqJepxq ` 1
π
ż
R
pJepxq ´ Jepyqq
|x´ y|2 h2pyq dy,
which follows from a simple calculation using the singular integral expression for |∇|. Next,
by using that e ¨Je “ 0 and Jepxq ¨ pJepxq´Jepyqq “ 1´Qpxq ¨Qpyq “ 1
2
|Qpxq´Qpyq|2,
we conclude thatż
R
ph1e` h2Jeq ¨ |∇|ph1e` h2Jeq dx “
ż
R
h1|∇|h1 dx`
ż
R
h2|∇|h2 dx`Drh2, h2s,
with the quadratic form
Drf, f s “ 1
2π
żż
RˆR
|Qpxq ´Qpyq|2
|x´ y|2 fpxqfpyq dx dy.
By gathering the identities shown above and defining L`, L´ and R as stated in Propo-
sition 5.1 above, we complete the proof. 
Next, we show that the pair of operators L` and L´ from above also arises in the
linearization of half-wave maps equation (H-WM) around a given half-harmonic map Q.
Indeed, we suppose that upt, xq “ Q`hpt, xq solves (H-WM) withQ and h “ h1e`h2Je`
h3Q as above. We claim that the components of the tangential part h1e` h2Je P TQS2
solve the equation
(5.4) Bt
„
h1
h2

“ JL
„
h1
h2

`Oph2q, with JL “
„
0 ´L´
L` 0

,
where Oph2q stands for quadratic terms in h and |∇|h. To see this, we use Q^ |∇|Q “ 0
as well as |∇|Q “ |BxQ|Q (see Lemma 4.3 with v “ 0) to find
(5.5) Bth “ Q^ |∇|h` h^ |∇|Q`Oph2q “ Q^ p|∇|h´ |BxQ|hq `Oph2q.
Next we recall that h3 “ Oph2q and we deduce
(5.6) |∇|h “ p|∇|h1qe` p|∇|h2qJe` 1
π
ż
R
pJepxq ´ Jepyqq
px´ yq2 h2pyq dy `Oph
2q.
Since Qpxq ^ JQpxq “ Qpxq ^ pQpxq ^ eq “ ´e and Qpxq ^ pJepxq ´ Jepyqq “ ´p1 ´
Qpxq ¨Qpyqqe “ ´ 1
2
|Qpxq ´Qpyq|2e, we get
(5.7) Q^ |∇|h “ p|∇|h1qJe´ p|∇|h2 `Rh2qe`Oph2q,
with the operator R defined as in Proposition 5.1 above. Furthermore, we readily find
that
(5.8) Q^ |BxQ|h “ p|BxQ|h1qJe´ p|BxQ|h2qe`Oph2q.
From (5.7) and (5.8) we now see that (5.5) holds.
5.2. Stereographic Lifting to S1. As a next preliminary step for the spectral analysis,
we introduce Π as the stereographic projection of the unit circle S1 “ tz P C : |z| “ 1u
without the ‘north pole’ z “ i onto R, i. e., we set
(5.9) Π : S1ztiu Ñ R, eiϑ ÞÑ cosϑ
1´ sinϑ .
As usual, we extend Π to all of S1 by setting Πpiq “ 8, so that Π becomes a homeomor-
phism from S1 to the real projective line Rˆ “ RY t8u.
For later use, we record some useful identities concerning the stereographic projection
as follows. If we let x “ Πpeiϑq, we obtain the formulas
(5.10) cosϑ “ 2x
1` x2 , sinϑ “
x2 ´ 1
x2 ` 1 ,
2
1` x2 “ 1´ sinϑ,
2
1` x2 dx “ dϑ.
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Furthermore, a simple calculation shows that
(5.11) 2´ 2 cospϑ´ ωq “ |eiϑ ´ eiω|2 “ 2
1` x2 |x´ y|
2 2
1` y2
when x “ Πpeiϑq and y “ Πpeiωq. As a direct consequence, we deduce the classical fact
}ϕ}2
9H
1
2 pRq
“ 1
2π
żż
RˆR
|ϕpxq ´ ϕpyq|2
|x´ y|2 dx dy
“ 1
2π
żż
S1ˆS1
|rϕpeiϑq ´ rϕpeiωq|2
2´ 2 cospϑ´ ωq dϑ dω “ }rϕ}29H 12 pS1q.(5.12)
for ϕ P 9H 12 pRq and rϕ “ ϕ ˝Π : S1 Ñ R; in particular, we see that ϕ P 9H 12 pRq if and only
if rϕ P 9H 12 pS1q. Indeed, by polarization, we obtain the following “transformation rule”
between |∇|S1 and |∇| on the level of 9H 12 -functions.
Lemma 5.1. For ϕ P 9H 12 pRq and rϕ “ ϕ ˝Π P 9H 12 pS1q, it holds that
p|∇|S1 rϕqpeiϑq “ p|∇|ϕqpΠpeiϑqq
1´ sinϑ in D
1pS1q.
Remark. If we were to relax the assumption to ϕ P L1{2pRq or, equivalently, we assumerϕ P L1pS1q for the conformal lifting to S1, the right-hand side of the stated formula
contains a Dirac mass located at z “ i given by ´cδi with c “
ş
R
|∇|ϕdx, provided we
assume that |∇|ϕ P L1pRq; see [20]. But we do not need this generalization here, since we
always work on the 9H
1
2 -level, where no Dirac mass term is present.
Proof. Suppose that ϕ, ψ P 9H 12 pRq and let rϕ “ ϕ ˝Π and rψ “ ψ ˝ Π. By polarization of
the quadratic identity (5.12), we deduce
pψ, |∇|ϕq “ 1
4
rpψ ` ϕ, |∇|pψ ` ϕqq ´ pψ ´ ϕ, |∇|pψ ´ ϕqqs
“ 1
4
”
x rψ ` rϕ, |∇|S1p rψ ` rϕqy ´ x rψ ´ rϕ, |∇|S1p rψ ´ rϕqyı “ x rψ, |∇|S1 rϕy,
where x rf, rgy “ ş
S1
rfpeiϑqrgpeiϑq dϑ denotes the inner product for real-valued functionsrf, rg P L2pS1q. Since ş
R
fpxqgpxq dx “ ş
S1
rfpeiϑqrgpeiϑqp1 ´ sinϑq dϑ when rf “ f ˝ Π andrg “ g ˝ Π, we deduce that the asserted identity holds if tested against any function in
9H
1
2 pS1q. Hence the desired identity holds in D1pS1q. 
Finally, we remark that the lift of the half-harmonic maps Qm to S
1 is found to be
(5.13) rQmpeiϑq :“ pQm ˝Πqpeiϑq “ pcospmϑq, sinpmϑq, 0q “ peimϑ, 0q,
which follows from i
´
x´i
x`i
¯
“ cosϑ` i sinϑ for x “ Πpeiϑq “ cosϑ
1´sinϑ . Moreover, we recall
the well-known identity
(5.14) cospmϑq ` i sinpmϑq “ Tmpcosϑq ` ipsinϑqUm´1pcosϑq,
where Tm and Um denote the Chebyshev polynomials of the first and second kind, respec-
tively. From (5.10) we deduce the useful formulas
(5.15)
$’’’&’’’%
fkpxq :“ Re
ˆ
i ¨ x´ i
x` i
˙k
“ Tk
ˆ
2x
1` x2
˙
for k P N,
gkpxq :“ Im
ˆ
i ¨ x´ i
x` i
˙k
“
ˆ
x2 ´ 1
1` x2
˙
Uk´1
ˆ
2x
1` x2
˙
for k P N, k ě 1.
In particular, we have that Qmpxq “ pfmpxq, gmpxq, 0q. We now record the following
simple calculational observations.
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Proposition 5.2. The linearized operators L` and L´ around Qm are given by
L` “ |∇| ´ 2m
1` x2 , L` “ |∇| ´
2m
1` x2 `Rm,
where Rm denotes the integral operator with
pRmϕqpxq “ 1
2π
ż
R
|Qmpxq ´Qmpyq|2
|x´ y|2 ϕpyq dy.
Proof. In view of Proposition 5.1, we only need to verify that
|BxQmpxq| “
a
pBxfmpxqq2 ` pBxgmpxqq2 “ 2m
1` x2 .
Indeed, this can be checked by a direct calculation using the explicit form of fm and gm.
A more elegant alternative is to note that rQm “ Qm ˝Π “ peimϑ, 0q. Since eiϑ “ Π´1pxq
implies BϑBx “ 21`x2 , we find that |BxQm| “ | BBϑ peimϑq|| BϑBx | “ 2m1`x2 . 
6. Nullspace, Resonances, and Nondegeneracy
This section is devoted to the proof of Theorem 3, which will directly follow from
summarizing the results shown next.
Recall that we always assume that Qm “ pfm, gm, 0q P 9H 12 pR; S2q is a pure-power
half-harmonic map of the form (3.8) with degree m ě 1. We are now going to explicitly
determine the nullspaces of L` and L´ in 9H
1
2 pRq, which we denote as
(6.1) N pL`q “
!
ϕ P 9H 12 pRq : L`ϕ “ 0
)
, N pL´q “
!
ϕ P 9H 12 pRq : L´ϕ “ 0
)
.
We start with N pL`q, which is the simpler to analyze than N pL´q.
Proposition 6.1 (Nondegeneracy of L`). The nullspace of L` is given by
N pL`q “ span tfm, gmu .
In particular, it holds that dimN pL`q “ 2.
Remarks. 1) The fact that the functions fm and gm lie in the nullspace of L` is due to
the rotational symmetry of the half-harmonic maps equation. More precisely, recalling the
equatorial form Qm “ pfm, gm, 0q and considering infinitesimal rotations around the the
x- and y-axis yield the zero modes for L` given by Qm ^ ex “ ´gm and Qm ^ ey “ fm,
respectively. The above lemma then shows that we have nondegeneracy of L`, as
further (accidental) zero modes are ruled out for this operator.
2) From (5.15) and basic properties of Chebyshev polynomials, we deduce that
lim
|x|Ñ8
|fmpxq| “
"
0 if m is odd,
1 if m is even,
lim
|x|Ñ8
|gmpxq| “
"
1 if m is odd,
0 if m is even.
We then easily conclude that:
‚ fm P 9H 12 pRqzL2pRq is a resonance for L` if and only if m is even.
‚ gm P 9H 12 pRqzL2pRq is a resonance for L` if and only if m is odd.
3) For m “ 1, we check that x|BxQm“1| “ 2x1`x2 P span tfm, gmu and hence this
function (reflecting the scaling symmetry) for the half-harmonic maps equation belongs
to the nullspace of L`. Below, we will see that x|BxQm| always belong to the nullspace
of L´ for any m ě 1.
Proof. Let ϕ P 9H 12 pRq solve L`ϕ “ 0, i. e.,
(6.2) |∇|ϕ´ 2m
1` x2ϕ “ 0.
Recalling that 1´ sinϑ “ 2
1`x2 when x “ Πpeiϑq and by using Lemma 5.1, we deduce the
equivalence
(6.3) L`ϕ “ 0 ðñ rL` rϕ “ 0,
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with rϕ “ ϕ ˝Π P 9H 12 pS1q and
(6.4) rL` “ |∇|S1 ´m1.
Clearly, the nullspace of rL` is given by
(6.5) N prL`q “ !rϕ P 9H 12 pS1q : rL` rϕ “ 0) “ span tcospmϑq, sinpmϑqu
By undoing the stereographic projection, we conclude from (5.14) and (5.15) that the
nullspace of L` is given by
(6.6) N pL`q “ span tfm, gmu ,
which completes the proof of Proposition 6.1. 
Next, we turn to the nullspace of L´ which requires a more subtle analysis. Still, we
have the following explicit and complete result.
Proposition 6.2 (Nondegeneracy of L´). The nullspace of L´ is given by
N pL´q “ span t1, f1, . . . , fm, g1, . . . , gmu .
In particular, it holds that dimN pL´q “ 2m` 1.
Remarks. 1) From Theorem 1 we recall that the family of half-harmonic maps of equa-
torial form Qm “ pfmpxq, gmpxq, 0q has 2m ` 1 degrees of freedom expressed by the
parameters ϑ P R (phase), λ1, . . . , λm ą 0 (scalings) and a1, . . . , am P R (translations).
Hence the fact that dimN pL´q “ 2m` 1 holds can be seen as a nondegeneracy result
for L´, which rules out extra zero modes that are not due to symmetry.
2) The set of functions t1, f1, . . . , fm, g1, . . . , gmu are obtained via the inverse stereo-
graphic projection Π´1 as real and imaginary parts of the set of the complex functions
t1, z, . . . , zm, z´1, . . . , z´mu restricted to the unit circle S1.
3) Reflecting the translation and scaling symmetries and rotational symmetry around
the z-axis, it is straightforward to check that we always have the zero modes
span t1, |BxQm|, x|BxQm|u Ă N pL`q,
and this inclusion must be an equality if m “ 1.
Proof. Again, we make essential use of the stereographic projection. From (5.13) together
with the relations (5.10) and (5.11) we obtain that
(6.7) pRϕqpxq “ p1´ sinϑqp rRmϕ˜qpeiϑq.
Here ϕ˜ “ ϕ ˝Π as usual and the integral operator rRm is found to be
(6.8) p rRmϕ˜qpeiϑq “ ż
S1
Kmpϑ, ωqrϕpωq dω,
where the kernel Kpϑ, ωq is given by
(6.9) Kmpϑ, ωq “ 1
2π
|eimϑ ´ eimω|2
|eiϑ ´ eiω|2 “
1
2π
1´ cospmpϑ´ ωqq
1´ cospϑ´ ωq .
Now, let ϕ P 9H 12 pRq solve L´ϕ “ 0. As in the proof of Proposition 6.1 above, we
can make use of Lemma 5.1 to obtain the following equivalence for ϕ P 9H 12 pRq andrϕ “ ϕ ˝Π P 9H 12 pS1q such that
(6.10) L´ϕ “ 0 ðñ rL´ rϕ “ 0,
with the operator
(6.11) rL´ “ |∇|S1 ´m1` rRm.
To analyze the nullspace of rL´, we need the following auxiliary result.
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Lemma 6.1. For fℓ P tcospℓϑq, sinpℓϑqu with ℓ P N, we have
rRmfℓ “ λℓfℓ with λℓ “
#
pm´ ℓq for 0 ď ℓ ă m,
0 for ℓ ě m.
Proof. Since cospmϑq “ Tmpcosϑq, where Tm denotes the Chebyshev polynomial of the
first kind with index m P N, we see that the kernel
Kmpϑ, ωq “ 1
2π
1´ Tmpcospϑ´ ωqq
1´ T1pcospϑ´ ωqq
only depends on cospϑ ´ ωq. With some slight abuse of notation we shall simply write
Kmpcospϑ ´ ωqq “ Kmpϑ, ωq in what follows. Since the operator rRm commutes with
rotations on S1, we can diagonalize it with respect to the orthogonal decomposition
L2pS1q “
8à
ℓ“0
YℓpS1q
into subspaces YℓpS1q indexed by the angular momentum ℓ P N, where we recall that
Y0pS1q “ spant1u and YℓpS1q “ spantcospℓϑq, sinpℓϑqu for ℓ ě 1.
By invoking the classical Funk–Hecke formula (see, e. g., [38]), we find that the
eigenvalue λℓ of the operator rRm acting on fℓ P YℓpS1q is given by
(6.12) rRmfℓ “ λℓfℓ with λℓ “ 2 ż `1
´1
KmpyqTℓpyq dya
1´ y2 .
In order to evaluate this integral explicitly, we shall need the following key identity
(6.13) 2πKmpyq “ 1´ Tmpyq
1´ T1pyq “ mT0pyq ` 2
m´1ÿ
k“1
pm´ kqTkpyq
valid for all y P r´1, 1q. To show (6.13), we first recall the Christoffel–Darboux iden-
tity for Chebyshev polynomials which reads
(6.14) T0pxqT0pyq ` 2
nÿ
j“1
TjpxqTjpyq “ Tn`1pxqTnpyq ´ TnpxqTn`1pyq
x´ y
for x ‰ y and n P N; see, e. g., [43]. Using that Tnp1q “ 1 for all n P N and T1pyq “ y
together with (6.14) for x “ 1 and y P r´1, 1q, we conclude that
1´ Tmpyq
1´ T1pyq “
m´1ÿ
k“0
Tkpyq ´ Tk`1pyq
1´ y “
m´1ÿ
k“0
˜
T0pyq ` 2
kÿ
j“1
Tjpyq
¸
“ mT0pyq ` 2
m´1ÿ
k“1
pm´ kqTkpyq,
which proves that (6.13) holds for y P r´1, 1q. With (6.13) at hand now, we deduce
λℓ “ 2
ż `1
´1
KmpyqTℓpyq dya
1´ y2 “
#
pm´ ℓq for 0 ď ℓ ă n,
0 for ℓ ě m,
where we used that well-known orthogonality property
ş`1
´1 TipyqTjpyqp1´y2q´1{2dy “ ciδij
with c0 “ π and ci “ π{2 for i ě 1. This completes the proof of Lemma 6.1. 
We now return to the proof of Proposition 6.2. By applying Lemma 6.1, we find that!rϕ P 9H 12 pS1q : rL´ rϕ “ 0) “ span t1, cosϑ, sinϑ, . . . , cospmϑq, sinpmϑqu ,
using that rL´eℓ “ 0 with eℓ P tcospℓϑq, sinpℓϑqu if and only if 0 ď ℓ ď m. By recalling the
definition of the functions fk and gk in (5.15), we complete proof of Proposition 6.2. 
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7. Spectral Analysis in L2
We now study the spectra of the operators L` and L´ acting on L2pRq obtained from
the linearization around a half-harmonic map Qm given by (3.8). The results stated in
Theorems 4–6 and Corollary 3.1 will follow by summarizing our findings in this section.
By standard theory, we note that L` “ |∇|´ 2m1`x2 and L´ “ L``Rm are self-adjoint
operators on L2pRq with operator domains dompL`q “ dompL´q “ H1pRq. Furthermore,
since 2m
1`x2 Ñ 0 as |x| Ñ 8 and Rm is easily seen to be a compact operator on L2pRq, we
conclude that the essential spectra of L` and L´ are
(7.1) σesspL`q “ σesspL´q “ r0,`8q.
Below, we will actually show that L` and L´ on the orthogonal complement of their
bound states are both unitarily equivalent to the “free” operator |∇|. As a consequence,
both L` and L´ have purely absolutely continuous spectrum σacpL`q “ σacpL´q “ r0,8q
and, in particular, there are no embedded eigenvalues E ą 0 of L` and L´.
7.1. Point Spectrum of L`. We first study the point spectrum for the self-adjoint
operators L` acting on L2pRq, which is the set defined as
(7.2) σppL`q “ tE P R : L`ϕ “ Eϕ for some ϕ P H1pRq with ϕ ı 0u.
We obtain the following complete description.
Proposition 7.1. Let m P N with m ě 1. Then the point spectrum of the operator
L` “ |∇| ´ 2m1`x2 acting on L2pRq consists of exactly 2m eigenvalues, i. e.,
σppL`q “ tE0, . . . , E2m´1u.
Moreover, every eigenvalue Ej is simple and nonnegative and we have that
E0 ă E1 ă E2 ă . . . ă E2m´2 ă E2m´1 “ 0.
In particular, 0 is always L2-eigenvalue of L` and there are no positive eigenvalues E ą 0
embedded in σesspL`q “ r0,`8q.
Remarks. 1) In fact, all eigenvalues Ek of L` can (in principle) be calculated together
with the corresponding eigenfunctions ϕk P L2pRq by means of suitable orthogonal poly-
nomials, which are related to the tridiagonal matricesM pmq P Cp2m´1qˆp2m´1q introduced
below. In particular, the non-zero eigenvalues Ek ă 0 of L` are exactly given by the
eigenvalues of the matrix M pmq.
For example, the cases m “ 1 and m “ 2 yield
M p1q “ ´1 and M p2q “
»– ´1 i 0´ i
2
´2 i
2
0 ´i ´1
fifl .
Its eigenvalues are easily found to be t´1u for M p1q and t 1
2
p´3 ´ ?5q,´1, 1
2
p´3 `?5qu
for M p2q. Thus we get
‚ L` “ |∇| ´ 21`x2 has two L2-eigenvalues which are simple and given by
E0 “ ´1, E1 “ 0.
‚ L` “ |∇| ´ 41`x2 has four L2-eigenvalues which are simple and given by
E0 “ ´3´
?
5
2
, E1 “ ´1, E2 “ ´3`
?
5
2
, E3 “ 0.
3) From Proposition 6.1 we recall that L` always has a resonance ϕ P 9H 12 pRqzL2pRq
with L`ϕ “ 0.
4) Note that we rule out that L` has no positive eigenvalues E ą 0 embedded inside
the essential spectrum σesspL`q “ r0,8q.
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Proof. Let ϕ P dompL`q “ H1pRq with ϕ ı 0 solve L`ϕ “ Eϕ with some E P R. If
E “ 0, then we conclude that E “ 0 is a simple eigenvalue of L` in L2pRq from Proposition
6.1 and the remark following it.
Hence it suffices to consider the case E ‰ 0 for the rest of the proof. As usual, we letrϕ “ ϕ ˝ Π : S1 Ñ R denote the stereographic lifting of ϕ to the unit circle. By applying
Lemma 5.1, we deduce the equivalence
(7.3) L`ϕ “ Eϕ ðñ p1´ sinϑqrL` rϕ “ E rϕ,
where we recall that rL` “ |∇|S1 ´m1. Note that since we deal with E ‰ 0, we cannot
easily get rid of the factor p1´sinϑq in contrast to the previous discussion of the nullspace
of L`. Moreover, we remark that for E ‰ 0 any solution ϕ P 9H 12 pRq of L`ϕ “ Eϕ
automatically belongs to H1pRq. Furthermore, it is easy to see that ϕ P L2pRq if and only
if
ş
S1
| rϕ|2
1´sinϑdϑ is finite. The latter condition is readily checked to be true for any solutionrϕ P 9H 12 pS1q of p1´ sinϑqrL` rϕ “ E rϕ provided that E ‰ 0.
Therefore, in view of the equivalence (7.3), we are led to determine the non-zero eigen-
values E ‰ 0 for the non self-adjoint and unbounded operator
(7.4) J “ p1´ sinϑqrL`,
which is a closed operator with operator domain H1pS1q. The upshot of this approach
turns out to be that J exhibits the structure of a Jacobi operator (i. e. an infinite
tridiagonal matrix) when expressed as a matrix in the canonical (complex) basis of L2pS1q
that is given by ekpϑq “ p2πq´1{2eikϑ with k P Z. Recall that the complex inner product
for complex-valued functions f, g P L2pS1q is taken to be
(7.5) xf |gy “
ż
S1
fpϑqgpϑq dϑ.
For the matrix elements of J , we use the short-hand notation Jkl “ xek|Jely with k, l P Z.
Note that Jel P L2pS1q for all l P Z. An elementary calculation yields
Jkl “ p|l| ´mq
2π
ż
S1
p1´ sinϑqeipl´kqϑ dϑ “ p|l| ´mq ¨
$’’&’’%
1 for k “ l,
˘ i
2
for k “ l˘ 1,
0 else.
Thus we see that J has a tridiagonal matrix of the form
(7.6) rJkls “
»————————————–
Ap´q
... 0
... 0
0 0
. . . 0 i
2
0 i
2
0 . . . 0 0 . . .
. . . 0
... M pmq
... 0 . . .
. . . 0 0 . . . 0 ´ i
2
0 ´ i
2
0 . . .
0 0
0
...
... Ap`q
fiffiffiffiffiffiffiffiffiffiffiffiffifl
where the two columns that contain only zeros correspond to l “ ´m and l “ `m. In
(7.6), the matrices
(7.7) Ap´q “
»———–
0
. . .
. . .
. . .
3i
2
2 ´ i
2
0 i 1
fiffiffiffifl , Ap`q “
»———–
1 ´i 0
i
2
2 ´ 3i
2
. . .
. . .
. . .
0
fiffiffiffifl
are semi-infinite and tridiagonal. The finite matrix M pmq is the p2m ´ 1q ˆ p2m ´ 1q-
tridiagonal matrix given by the submatrix of rJkls restricted to k, l P t´m`1, . . . ,m´1u,
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i. e., we have
(7.8) M pmq “
»————–
α1 β2m´2 0
´β1 . . . . . .
. . .
. . . β1
0 ´β2m´2 α2m´1
fiffiffiffiffifl .
Here the non-zero entries pαnq2m´1n“1 and pβnq2m´2n“1 are given by
(7.9) αn “
"´n for 1 ď n ď m´ 1,
n´ 2m for m ď n ď 2m´ 1,
(7.10) βn “
$’&’%
i
2
n for 1 ď n ď m´ 1,
i
2
p2m´ nq for m ď n ď 2m´ 2.
We now determine the non-zero eigenvalues of the operator J : H1pS1q Ă L2pS1q Ñ
L2pS1q as follows. In view of (7.6), we decompose L2pS1q into the three closed subspaces
as
L2pS1q “ Λp´qm ` Λp0qm ` Λp`qm ,
where
Λp´qm :“ span tek : k ď ´mu, Λp0qm :“ span tek : |k| ď mu, Λp`qm “ span tek : k ě mu.
Note that Λp˘q X Λp0qm “ span te´m, e`mu “ kerJ is the kernel of J (which corresponds
to the nullspace N pL`q after undoing the stereographic projection). Furthermore, we
readily see from (7.6) that J acts invariantly on these three subspaces, i. e., Jg P Λp˘qm
for any g P Λp˘qm X H1pS1q and Jg P Λp0qm for any g P Λp0qm . Thus when determining the
eigenvalues of J , we can analyze the action of J on the spaces Λ
p˘q
m and Λ
p0q
m separately.
We begin with the finite-dimensional subspace Λ
p0q
m .
Lemma 7.1. The operator J restricted to Λ
p0q
m has exactly 2m´ 1 non-zero eigenvalues
E ‰ 0 and they satisfy (counting multiplicity)
E0 ă E1 ă ¨ ¨ ¨ ă E2m´2 ă 0.
In particular, every eigenvalue E is simple and strictly negative.
Proof. The operator J restricted to the 2m` 1-dimensional subspace Λp0qm has the corre-
sponding matrix given by
(7.11) M “
»—– 0
i
2
0 . . . 0
... M pmq
...
0 . . . 0 ´ i
2
0
fiffifl .
Here M pmq denotes the p2m´ 1q ˆ p2m´ 1q-matrix taken from (7.8). Note that the first
and last column ofM are both zero. Thus, by Cramer’s rule, the characteristic polynomial
pM pλq of the matrix M factorizes as
(7.12) pM pλq “ detpM ´ λ12m`1q “ λ2 ¨ detpM pmq ´ λ12m´1q.
Clearly, the vectors r1, 0, . . . , 0sT and r0, . . . , 0, 1sT are eigenvectors for M with eigenvalue
λ “ 0. Hence the eigenvalue λ “ 0 is (at least) double degenerate.
Next, by exploiting the tridiagonal structure ofM pmq, we deduce that its characteristic
polynomial factorizes as
(7.13) pMpmqpλq “ detpM pmq ´ λ12m´1q “ p´1q
2m´1ź
k“1
pλ´ λkq
ON ENERGY-CRITICAL HALF-WAVE MAPS INTO S2 31
with distinct real roots λ1 ă λ2 ă . . . ă λ2m´1; see Lemma C.1. By setting Ek “ λk`1
for 0 ď k ď 2m ´ 2, we conclude that J restricted to Λp0qm has exactly 2m ´ 1 non-zero
eigenvalues E0 ă E1 ă . . . ă E2m´2.
It remains to show that the largest eigenvalue E2m´2 ă 0 is strictly negative. Indeed,
assume that Jg “ Eg with E “ E2m´2 ą 0 and g P Λp0qm . Recalling that J “ p1´sinϑqrL`
with rL` “ |∇|S1 ´m1, we note that
(7.14)
ż
S1
|gpϑq|2
1´ sinϑ dϑ “
1
E
xg, rL`gy “ 1
E
ÿ
|k|ďm
pk ´mq|pgpkq|2 ď 0.
But this shows that gpϑq “ 0 for a. e. ϑ P r0, 2πs. Hence we must have that E2m´2 ď 0.
Finally, assume that E2m´2 “ 0. Then the matrix M has a three-dimensional kernel.
But this implies that dimN pL`q “ dimkerpJq “ dimkerprL`q ě 3, which contradicts
Proposition 6.1. 
Lemma 7.2. The operator J acting on Λ
p˘q
m has no non-zero eigenvalues E ‰ 0.
Proof. It suffices to consider the case Λ
p`q
m , since the arguments for Λ
p´q
m will be analogous.
Thus we suppose that g P Λp`qm XH1pS1q solves Jg “ Eg for some E ‰ 0.
First, for any E ‰ 0, we remark that
(7.15)
ż
S1
|gpϑq|2
1´ sinϑ dϑ “
1
E
xg, rL`gy “ 1
E
ÿ
kěm
pk ´mq|pgpkq|2 ă `8
and that E ă 0 implies that gpϑq “ 0 a. e. on S1. In particular, the operator J acting on
Λ
p`q
m cannot have E ă 0 as an eigenvalue.
It remains to rule out that E ą 0 can occur. Since g P Λp`qm XH1pS1q only has positive
frequencies (i. e. we have pgpkq “ 0 for k ă 0), we have |∇|S1g “ ´ig1. Thus we find that
g : S1 Ñ C satisfies the ordinary differential equation
(7.16) p1´ sinϑq
ˆ
´i d
dϑ
´m
˙
g “ Eg.
If we now set rgpϑq “ e´imϑgpϑq, we deduce that the equation
(7.17)
drg
dϑ
“ iErg
1´ sinϑ .
holds for all ϑ P r0, 2πs with ϑ ‰ π{2. By integration, we obtain its general non-trivial
solution
(7.18) rgpϑq “ g0eiEptanϑ`secϑq.
defined on S1ztiu, where g0 P C is some constant g0 ‰ 0. But since |gpϑq| “ |rgpϑq| “
|g0| ą 0 on S1ztiu, this shows that
(7.19)
ż
S1
|gpϑq|2
1´ sinϑ dϑ “
ż
S1
|g0|2
1´ sinϑ dϑ “ `8.
But this contradicts (7.15) and completes the proof of Lemma 7.2. 
Remark. Below, we will further expound the idea of using the “gauge transformation”
gpϑq ÞÑ rgpϑq “ e´imϑgpϑq when we study the continuous spectrum of L` and L´ and
show a unitary equivalence to the free operator |∇| on R.
Completing the Proof of Proposition 7.1. Let E ‰ 0 and rϕ “ řk ckek P H1pS1q
solve J rϕ “ E rϕ. Suppose that ck ‰ 0 for some k ą m. In view of the matrix for J
displayed in (7.6), we find that g “ řkěm ckek P Λp`qm is a nontrivial solution of Jg “ Eg
with E ‰ 0, which contradicts Lemma 7.2. Thus ck “ 0 for all k ą m. Likewise, we
prove that ck “ 0 for all k ă m. In summary, we obtain rϕ “ ř|k|ďm ckek P Λp0qm and we
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conclude that E ‰ 0 is one of the eigenvalues given by Lemma 7.1. Thus the operator J
has exactly 2m´ 1 non-zero and simple eigenvalues with
E0 ă E1 ă ¨ ¨ ¨ ă E2m´2 ă 0.
By the equivalence (7.3), the operator L` has exactly tEku2m´2k“0 as non-zero eigenvalues
and these are simple. Finally, from Proposition 6.1 and the remark following it, we deduce
that L` also has E2m´1 “ 0 as a simple eigenvalue in L2.
The proof of Proposition 7.1 is now complete. 
7.2. Point Spectrum of L´. We now turn to the complete description of the point
spectrum of the self-adjoint operator L´ acting on L2pRq, i. e., we consider the set
(7.20) σppL´q “ tE P R : L´ϕ “ Eϕ for some ϕ P H1pRq with ϕ ı 0u.
We derive the following result.
Proposition 7.2. Let m P N with m ě 1. Then the point spectrum of L´ “ |∇|´ 2m1`x2 `
Rm acting on L
2pRq consists only of zero, i. e.,
σppL´q “ t0u.
The corresponding eigenspace of L´ in L2pRq has dimension 2m and is given by
kerpL´q “ spantϕ0, . . . , ϕ2m´1u,
where tϕku2m´1k“0 Ă H1pRq denote the set of (normalized) L2-eigenfunctions of the operator
L`.
Proof. The proof parallels the analysis for the operator L` in the proof of Proposition 7.1
above. Therefore, we only sketch the main steps and focus on the necessary modifications.
We consider the non self-adjoint closed operator
(7.21) H “ p1 ´ sinϑqrL´
with domain H1pS1q and with the self-adjoint operator
(7.22) rL´ “ |∇|S1 ´m1` rRm
where rRm is the self-adjoint and bounded integral operator on L2pS1q introduced in (6.8)
above. As in the proof of Proposition 7.1, we deduce the following equivalence for eigen-
functions ϕ P H1pRq of L´ϕ “ Eϕ with E ‰ 0:
(7.23) L`ϕ “ Eϕ ðñ H rϕ “ E rϕ,
where rϕ “ ϕ ˝ Π. Thus in order to determine all non-zero eigenvalues E ‰ 0 of L´, we
have to find all non-zero eigenvalues of H .
Recall that rRm commutes with rotations on S1 and hence it becomes diagonal in
the basis tek : k P Zu. The corresponding eigenvalues of rRm in the invariant subspaces
YℓpS1q “ spantek : |k| “ ℓu are calculated by Lemma 6.1 through the Funk–Hecke formula.
Thus, in analogy to (7.6), the matrix elements Hkl “ xek, Hely with k, l P Z are given by
the tridiagonal infinite matrix
(7.24) rHkls “
»————————————–
Ap´q
... 0
... 0
0 0
. . . 0 i
2
0 0 0 . . . 0 0 . . .
. . . 0
... N pmq
... 0 . . .
. . . 0 0 . . . 0 0 0 ´ i
2
0 . . .
0 0
0
...
... Ap`q
fiffiffiffiffiffiffiffiffiffiffiffiffifl
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with the same semi-infinite matrices Ap´q and Ap`q as in (7.7) above. Furthermore, the
central p2m´ 1q ˆ p2m´ 1q-matrix denoted by N pmq is now the zero matrix, i. e.,
(7.25) N pmq “
»—– 0 ¨ ¨ ¨ 0... . . . ...
0 ¨ ¨ ¨ 0
fiffifl .
We claim that the following holds.
Lemma 7.3. The operator H has no non-zero eigenvalue E ‰ 0.
Proof. As in the analysis for J above, we find that H acts invariantly on the subspaces
Λ
p˘q
m and Λ
p0q
m . Thus we can split our eigenvalue analysis accordingly.
First, we note that H restricted to the 2m ` 1-dimensional subspace Λp0qm is given by
the p2m` 1q ˆ p2m` 1q-matrix
(7.26) N “
»—– 0 0 0 . . . 0... N pmq ...
0 . . . 0 0 0
fiffifl ,
where all entries are zero. Thus H restricted to Λ
p0q
m is identically zero and hence E ‰ 0
cannot be an eigenvalue of H acting on Λ
p0q
m .
Finally, by adapting the arguments detailed in the proof of Lemma 7.2, we conclude
that H acting Λ
p˘q
m has non-zero eigenvalues E ‰ 0 either. 
In view of (7.23), we conclude that L` has no non-zero eigenvalue E ‰ 0. We claim
that E “ 0 is an L2-eigenvalue for L´ with and that its eigenspace in L2pRq has dimension
2m. From Proposition 6.2 we recall that nullspace of L´ in 9H
1
2 pRq is
(7.27) N pL´q “ span t1, f1, . . . , fm, g1, . . . , gmu,
where the 9H
1
2 -functions fk and gk are given through (5.15). Now consider the subspace
(7.28) N “ span tf1 ´A1, . . . , fm ´Am, g1 ´B1, . . . , gm ´Bmu Ă N pL´q,
where the constants Ak and Bk are chosen such that
(7.29) Ak “
$’&’%
0 if k is odd
´1 if k “ 2, 6, 10, . . .
`1 if k “ 4, 8, 12, . . .
, Bk “
$’&’%
1 if k “ 1, 5, 9, . . .
´1 if k “ 3, 7, 11, . . .
0 if k is even
.
It is clear that dimN “ 2m and it follows that N Ă H1pRq by elementary properties of
Chebyshev polynomials. Therefore the eigenvalueE “ 0 for L´ in L2pRq has an eigenspace
of at least 2m dimensions. Finally, we note that the kernel of L´ : H1pRq Ñ L2pRq cannot
have more than 2m dimensions in L2pRq, as this would contradict (7.27).
The proof of Proposition 7.2 is now complete. 
7.3. Continuous Spectrum and Unitary Gauge Transform. We start with a re-
markable factorization formula, which is somewhat reminiscent of the first-order fac-
torzaition of classical one-dimensional Schro¨dinger operators H “ ´Bxx ` V using the
ground state eigenfunction, which is typically referred to as Darboux transformation.
Lemma 7.4 (Darboux-type formula). For any f P 9H 12 pRq, it holds
L`f “ Qm
ˆ
´i d
dx
˙
Qmf` `Qm
ˆ
`i d
dx
˙
Qmf´,
where
Qmpxq “ fmpxq ` igmpxq “
ˆ
i ¨ x´ i
x` i
˙m
.
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Proof. By a standard density argument, it suffices to consider the case f P H1pRq. Let
f` “ Π`f and f´ “ Π´f denote the projections of f onto positive and negative frequen-
cies, respectively. Next, let g P C8c pRq be an arbitrary test function. From the behavior
under the stereographic projection we deduce
(7.30) pg, L`fq “ pg, L`f`q ` pg, L`f´q “ xrg, rL` rf`y ` xrg, rL` rf´y,
with rL` “ |∇|S1´m1 and where rf` “ f` ˝Π P 9H 12 pS1q an rg “ g ˝Π P 9H 12 pS1q. Since also
f` P L2`pRq, it is a classical fact (see, e. g., [33, Chapter 13]) from the theory of Hardy
spaces that its stereographic lifting rf` P L2`pS1q “ H2pSq is supported on the positive
frequencies on the circle. Hence rf` “ řkě0 fkeikϑ satisfies
(7.31) rL` rf` “ p|∇|S1 ´mq rf` “ ˆ´i d
dϑ
´m
˙ rf` “ eimϑˆ´i d
dϑ
˙
e´imϑ rf`.
Recalling that rQm “ Qm ˝Π “ eimϑ, ddx “ p1´ sinϑq ddϑ for eiϑ “ Πpxq, we conclude that
(7.32) xrg, rL` rf`y “ Brg,Qmˆ´i d
dϑ
˙
Qm
rf`F “ ˆg,Qmˆ´i d
dx
˙
Qmf`
˙
.
In the same fashion as above, we derive the identity
(7.33) xrg, rL` rf´y “ ˆg,Qmˆ`i ddx
˙
Qmf´
˙
,
which completes the proof of Lemma 7.4. 
Next, we define the linear bounded map U on L2pRq by setting
(7.34) Uf “ Qmf` `Qmf´ for f P L2pRq,
where f` “ Π`f and f´ “ Π´f . In fact, we can show the following result.
Lemma 7.5. We have Uf P PKL2pRq for any f P L2pRq. Moreover, the map U :
L2pRq Ñ PKL2pRq is unitary, where its inverse is given by its adjoint U˚ : PKL2pRq Ñ
L2pRq with
U˚g “ Qmg` `Qmg´,
where g` “ Π`g and g´ “ Π´g.
Proof. We divide the proof into the following steps.
Step 1. Let f P L2pRq be given and we write f` “ Π`f and f´ “ Π´f . We claim that
(7.35) Uf “ Qmf` `Qmf´ P PKL2pRq.
To see this, we first note that, since f` P L2`pRq, its stereographic lift satisfies rf` “
f` ˝ Π P L2`pS1q by a classical result (see, e. g., [33, Chapter 13]). Likewise, we find thatrf´ “ f´ ˝Π P L2´pS1q. Recalling that rQm “ Qm ˝Π “ eimϑ, we deduce
(7.36) rQm rf` “ ÿ
kěm
ake
ikϑ P L2`pS1q, rQm rf´ “ ÿ
kď´m
bke
ikϑ P L2´pS1q.
Now let ϕk P H1pRq be an L2-eigenfunction of L` with eigenvalue Ek ă 0. Then
pϕk, Qmf`q “ E´1k pϕk, L`pQmf`qq “ E´1k xrϕk, rL`p rQm rf`qy
“ E´1k
Crϕk, rL`
˜ ÿ
kěm
ake
ikϑ
¸G
“ 0,
which follows from rL`přkěm akeikϑq “ řkěm`1pk´mqakeikϑ K rϕk P Λp0qm . Thus we have
found Qmf` K ϕk and, similarly, we show that Qmf´ K ϕk. In summary, we deduce the
L2-orthogonality so that
Uf K span tϕ0, . . . , ϕ2m´2u .
To finally conclude that PUf “ 0, i. e., Uf P PKL2pRq, it remains to show that
Uf K ϕ2m´1,
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where ϕ2m´1 P H1pRq is the unique L2-zero eigenfunction of L`. From the discussion in
Section 6 we see that ϕ2m´1 “ ReQm if m P N is odd and ϕ2m´1 “ ImQm if m P N is
even. Thus, up to an inessential normalization constant, we have ϕ2m´1 “ Qm ` αmQm
with αm “ p´1qm`1. Hence we have to show that
(7.37) pQm ` αmQm, Ufq “ pQm ` αmQm, Qmf`q ` pQm ` αmQm, Qmf´q “ 0.
To prove this, we first claim that
(7.38) pQm ` αmQm, Qmf´q “ 0.
Since f´ P L2´pRq and pQm ` αmQm, Qmf´q “ pQ2m ` αm, f´q, it suffices to show that
Q2m`αm belongs to L2`pRq. Indeed, we notice that pQ2m`αmq˝Π “ e2imϑ`αm P L2`pS1q.
Moreover, we recall that the map
T : L2`pSq Ñ L2`pRq, g ÞÑ pTgqpxq “
?
2
x´ i pg ˝Π
´1qpxq
is unitary; see, e. g., [33, Chapter 13] adapted to our choice of the stereographic projec-
tion. In particular, we find that w :“ T prhq “ 1
x´ipQ2m ` αmq P L2`pRq and hence the
(distributional) Fourier transform FpQ2m ` αmq “ p´i ddξ ´ iq pw is supported in r0,8q.
Since Q2m ` αm P L2pRq, we must have that Q2m ` αm P L2`pRq, whence (7.38) follows.
In the same fashion, we conclude that pQm ` αmQm, f`q “ p1 ` αmQ
2
m, f`q “ 0 thanks
to the fact that 1 ` αmQ2m P L2´pRq, which follows by taking the complex conjugate of
α´1m pαm `Q2mq P L2`pRq.
Thus we have shown that (7.37) holds and thereby completing the proof that Uf P
PKL2pRq holds.
Step 2. We show that U : L2pRq Ñ PKL2pRq is a unitary map. First, we demonstrate
that U is an isometry. Let f P L2pRq be given and write f` “ Π`f and f´ “ Π´f as
before. By adapting the Hardy space arguments used in Step 1 above, we deduce that
Qmf` P L2`pRq and Qmf´ P L2´pRq. Thus, using also that QmQm “ 1, we see
pUf, Ufq “ pQmf` `Qmf´, Qmf` `Qmf´q “ pQmf`, Qmf`q ` pQmf´, Qmf´q
“ pf`, f`q ` pf´, f´q “ pf, fq,
whence it follows that U is an isometry.
It remains to prove that U : L2pRq Ñ PKL2pRq is surjective. Let g P PKL2pRq be
given. We claim that
(7.39) Qmg` P L2`pRq and Qmg´ P L2´pRq.
Since L2˘pRq are closed subspaces in L2pRq and by the density result provided in Lemma
C.2, it suffices to show the above claim under the additional assumptions that g P ranpL`q
and |gpxq| ď C{p1` x2q.
To prove the claim (7.39), we argue as follows. Let ϕ “ ř2mk“0 ckϕk P ranpP q`N pL`q be
a linear combination of the L2-eigenfunctions tϕku2m´1k“0 of L` and the resonant zero mode
ϕ2m P 9H 12 pRqzL2pRq. Since PKg “ g, we have g K ϕk for all 0 ď k ď 2m´1. Furthermore,
since g “ L`h for some h P H1pRq and by the decay properties |gpxq| ď C{p1 ` x2q
and ϕ2m P 9H 12 pRq Ă L1pR, p1 ` x2q´1dxq, we conclude that pf, ϕ2mq “ pL`g, ϕ2mq “
pg, L`ϕ2mq “ 0. In summary, by using the stereographic projection, we obtain
(7.40) 0 “ pg, ϕq “ pL`h, ϕq “ xrL`rh, rϕy “ xrh, rL` rϕy
with rh “ h ˝ Π and rϕ “ ϕ ˝ Π as usual. From the proof of Proposition 7.2 we recall that
span trϕ0, . . . , rϕ2mu “ Λp0qm “ span tek : |k| ď mu. Thus, for every k P Z with |k| ď m,
we can find coefficients ck P C such that rϕ “ ek. Since rL`ek “ p|k| ´mqek and by the
self-adjointness of rL`, we deduce from (7.40) that xrh, eky “ 0 for |h| ď m´ 1. Therefore
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we have rh “ ř|k|ěm hkeikϑ P Λp´qm ‘Λp`qm . Since L`h “ g is equivalent to Jrh “ rg and the
operator J acts on Λ
p˘q
m invariantly, we deduce that
(7.41) rg “ ÿ
|k|ěm
gke
ikϑ P Λp´qm ‘ Λp`qm .
Recalling that rQm “ Qm ˝Π “ eimϑ, we thus see
(7.42) rQmrg` “ e´imϑ ÿ
kěm
gke
ikϑ P L2`pS1q, rQmrg´ “ eimϑ ÿ
kďm
gke
ikϑ P L2´pS1q.
From this we conclude now (similar to the arguments in Step 1 above) that (7.39) holds
true.
Thus if we define the map U˚ : PKL2pRq Ñ L2pRq by setting
(7.43) U˚g “ Qmg` `Qmg´ P L2`pRq ‘ L2´pRq,
we see that UpU˚gq “ g. Hence U is surjective and thus it is a unitary map with its
inverse given by the adjoint U˚.
The proof of Lemma 7.5 is now complete. 
Next, we show that the unitary map U : L2pRq Ñ PKL2pRq provides a common unitary
equivalence of both the operators L` and L´ acting on PKL2pRq to the free half-Laplacian
|∇|. The precise result is as follows, which is basically a corollary to Lemmas 7.4 and 7.5.
Corollary 7.1 (Unitary Equivalence on PKL2pRq). We have the unitary equivalence
L`f “ L´f “ U |∇|U˚f for f P PKL2pRq XH1pRq,
with the unitary map U : L2pRq Ñ PKL2pRq from above. As a consequence, the operators
L` and L´ have purely absolutely continuous spectra given by σacpL`q “ σacpL´q “
r0,8q.
Remark. Regarding domain questions, we remark that it is straightforward to check that
U˚f P H1pRq for any f P H1pRq.
Proof. Since L`f “ L´f for f P H1pRq X PKL2pRq, it suffices to show the claimed
identity for the operator L`. Let f P H1pRq X PKL2pRq be given and let f` “ Π`f and
f´ “ Π´f . Recalling that Qmf` P L2`pRq and Qmf´ P L2´pRq for f P PKL2pRq together
with ¯i d
dx
“ |∇| on L2˘pRq, we apply Lemma 7.4 to conclude that
L`f “ Qm
ˆ
´i d
dx
˙
Qmf` `Qm
ˆ
`i d
dx
˙
Qmf´ “ U |∇|U˚f,
which is the claimed identity. 
7.4. Coercivity Estimate. We recall the definition of the set of functions tψku2mk“0 in
(3.14). We prove the following estimate.
Lemma 7.6. Let f, g P 9H 12 pRq satisfy pψk, fq “ pψk, gq “ 0 for 0 ď k ď 2m. Then we
have
pf, L`fq ` pg, L´gq ě 1
m` 1
´
}f}2
9H
1
2
` }g}2
9H
1
2
¯
.
Moreover, the constant 1
m`1 on the left-hand side is optimal.
Proof. We first consider the quadratic form pf, L`fq and let rf “ f ˝ Π be conformal lift
of f to S1. Using the stereographic projection Πpeiϑq “ x so that 2dx
1`x2 “ dϑ, the two
conditions pψ2m´1, fq “ pψ2m, fq “ 0 become
0 “ pψ2m´1, fq “ xrϕ2m´1, rfy, 0 “ pψ2m, fq “ xrϕ, rfy.
Since spantrϕ2m´1, rϕu “ spante´m, emu, we see that rf K spante´m, emu.
Next, we use that ψk “ ϕk for 0 ď k ď 2m ´ 2, where ϕk P H1pRq are the L2-
eigenfunctions of L` with corresponding eigenvalue Ek ă 0. Thus, for any 0 ď k ď 2m´2,
0 “ pϕk, fq “ E´1k pL`ϕk, fq “ E´1k xrL` rϕk, rfy.
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Since span trϕ0, . . . , rϕ2m´1, rϕu “ Λp0qm “ span tek : |k| ď mu and rL`ek “ p|k| ´mqek, we
conclude that rf K ek for |k| ď m´ 1.
In summary, we have found that rf “ ř|k|ěm`1 fkeikϑ. Hence we have
pf, L`fq “ x rf, rL` rfy “ ÿ
|k|ěm`1
p|k| ´mq|fk|2
ě 1
m` 1
ÿ
|k|ěm`1
|k||fk|2 “ 1
m` 1x
rf, |∇|S1 rfy “ 1
m` 1pf, |∇|fq,
where we also used the elementary inequality |k| ´ m ě 1
m`1 |k| for |k| ě m ` 1. Note
that equality holds above when fk “ 0 for |k| ě m` 2, showing that the constant 1m`1 is
optimal.
The proof of pg, L´gq ě 1m`1 pg, |∇|gq follows in the same fashion, noticing that rL´rg “
prL` ` rRmqrg “ rL`rg, since it holds that rRmrg “ 0 for rg “ ř|k|ěm`1 gkeikϑ as we recall
from Lemma 6.1. 
7.5. Spectral Properties of JL. Here we prove Theorem 6. Recall that we consider
the matrix operator
L “ JL “
„
0 ´L´
L` 0

acting on H “ L2pRq ˆ L2pRq with operator domain H1pRq ˆH1pRq.
We start with some general observations reflecting the special structure of the problem
at hand. Given the projection P : L2pRq Ñ L2pRq onto the space spanned by the L2-
eigenfunctions of L` from above, we can define the orthogonal projection
P : L2pRq ˆ L2pRq Ñ L2pRq ˆ L2pRq with P “
„
P 0
0 P

,
where we set PK “ 1 ´ P . Using that H “ PHP ‘ PKHPK, the operator L acts
invariantly on these two subspaces and we have the corresponding decomposition
L “ PLP ` PKLPK.
Recalling that PL´P “ 0, we find
PLP “ PL1P with L1 “
„
0 0
A 0

,
with the self-adjoint finite-rank operator A “ PL`P given by A “
ř2m´1
k“0 Ekϕkpϕk, ¨q,
where tϕ0, . . . , ϕ2m´1u denote the orthonormal set of L2-eigenfunctions of L` with eigen-
values Ek. Let us now suppose that µ P C is an eigenvalue of L1, i. e,
(7.44)
„
0 0
A 0
 „
u
v

“ µ
„
u
v

for some u, v P span tϕ0, . . . , ϕ2m´1u. Thus Au “ µv and 0 “ µu. If µ ‰ 0, then u “ 0
and consequently v “ 0. Hence µ “ 0 is the only possible eigenvalue. In this case Au “ 0
implies that u “ αϕ2m´1 with some α P R and u P span tϕ0, . . . , ϕ2m´1u is arbitrary.
Thus we have shown
(7.45) σpL1q “ t0u and kerpL1q “ span
"„
ϕ2m´1
0

,
„
0
ϕ0

, . . . ,
„
0
ϕ2m´1
*
.
Furthermore, we readily find thatď
ně1
kerpLn1 q “ kerpL21q “ span
"„
ϕ0
0

, ¨ ¨ ¨ ,
„
ϕ2m´1
0

,
„
0
ϕ0

, . . . ,
„
0
ϕ2m´1
*
.
using that the L21 “ L1L1 “
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Next, we study PKLPK. By using the unitary equivalence stated in Theorem 5, we
deduce that
(7.46) PKLPK “ PKL2PK with L2 “ U
„
0 ´|∇|
|∇| 0

U˚
with the unitary map defined as
(7.47) U : L2pRq ˆ L2pRq Ñ PKpL2pRq ˆ L2pRqq with U “
„
U 0
0 U

,
where U : L2pRq Ñ PKL2pRq is the unitary map from Theorem 5 above. By the unitary
equivalence and from standard methods (e. g., using the Fourier transform), it is easy to
see that
(7.48) σpL2q “ σesspL2q “ σ
ˆ„
0 ´|∇|
|∇| 0
˙
“ iR.
Collecting the above results, we can now deduce the items (i)–(iv) in Theorem 6 about
L “ JL, which completes the proof of Theorem 6. l
Appendix A. Short Primer on the Half-Wave Maps Equation
Here we collect some background facts about the half-wave maps equation defined in
N ě 1 spatial dimensions and target S2, which is the evolution equation given by
(A.1) Btu` u^ |∇|u “ 0
for a function u : r0, T q ˆRN Ñ S2. In what follows, we will give a brief summary about
the Hamiltonian structure, symmetries, and scaling. We do not address the question of
well-posedness for the Cauchy problem; but see, e. g., the recent work by Krieger and
Sire [30] on small data global well-posedness in the energy-supercritical case of N ě 5
space dimensions. We mention that decent well-posedness results for lower dimensions (in
particular, for the energy-critical case N “ 1) are currently not available.
In particular, we discuss below the feature of an explicit Lorentz boost symmetry
for traveling solitary waves in the energy-critical dimension N “ 1. Moreover, we mention
the connection to completely integrable systems in the energy-critical case.
A.1. Hamiltonian Structure and Linear Momentum. In any dimension N ě 1, the
half-wave maps equation (A.1) can be regarded as an infinite-dimensional Hamiltonian
system whose energy functional is found to be
(A.2) Erus “ 1
2
ż
RN
u ¨ |∇|u dx “ cN
żż
RNˆRN
|upxq ´ upyq|2
|x´ y|N`1 dx dy,
which is well-defined for u P 9H 12 pRN ; S2q and cN ą 0 is some constant. To exhibit
the Hamiltonian nature of the half-wave maps equation, we endow the phase space
9H
1
2 pRN ; S2q with the canonical Poisson bracket for S2-valued functions, i. e., we set
(A.3) tuipxq, ujpyqu “ εijkukpxqδpx ´ yq,
where εijk is the usual antisymmetric Levi-Civita` symbol. A moment’s reflection shows
that (A.1) is equivalent to
(A.4) Btu “ tu, Eu.
As a direct consequence we obtain (formally, at least) that the energy Eruptqs “ Erup0qs
is conserved along the flow.
Next, let us focus on the energy-critical case with N “ 1 space dimension, where we
can make the following interesting formal observations. Indeed, recalling the notion of
linear momentum in the classical continuum Heisenberg spin chain (see, e. g., [27]), we
introduce the functional
(A.5) P rus “
ż
R
Apupxqq ¨ Bxupxq dx,
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which plays the role of a linear momentum, provided we make the following choice
(A.6) Apuq “ e^ upe ¨ uq ´ 1 for any u P S
2 with u ‰ e,
where e P S2 is a fixed unit vector (e. g., we can take e “ ez). If we assume for the moment
that u : R Ñ S2 avoids the point e in a suitable way (e. g., we suppose |upxq ´ e| ą δ for
all x P R and some δ ą 0), it is straightforward to check that
(A.7) Bxu “ tu, P u.
Therefore, at least for such configurations u as above, the functional P rus can be seen
as the generator of spatial translations, in analogy to the time translations generated by
Erus. Furthermore, the functional P rus has a concrete geometric meaning which is as
follows. For definiteness, let us take e “ p0, 0, 1q be the north pole on S2 and assume that
u : R Ñ S2 that avoids e in the sense above and traces out a closed curve γ on S2, i. e.,
we have up`8q “ up´8q. By applying Stoke’s theorem, we deduce that
(A.8) P rus “
¿
γ
A ¨ dx “
żż
S
p∇^Aq ¨ n dΣ “
żż
S
dΣ,
where S is the (oriented) surface on S2 whose boundary is given by the closed curve γ
and S lies opposite to e. Hence P rus corresponds to the solid angle traced out by S.
Of course, due to different choices for e, the notion of P rus contains an ambiguity of
integer multiples of 4π. Hence, as the physically reasonable candidate for a conversed
quantity corresponding to linear momentum one should rather consider the functional
T rus “ ei 12P rus; cf. [27] in the setting of classical Heisenberg spin chains.
Finally, we remark that the solitary wave profiles Qv P 9H 12 pR; S2q solving (2.2) can be
(formally, at least) seen as critical points of the functional
(A.9) Srus “ Erus ` vP rus,
where the velocity v P R is a given parameter. Indeed, a calculation shows that the profile
equation (2.2) for Qv is formally equivalent to the criticality condition
(A.10)
d
dε
ˇˇˇ
ε“0
SrQv ` εhs “ 0
for all perturbations h P C8c pR;R3q with hpxq P TQvpxqS2. In fact, this can be formally
seen by writing h “ Qv ^ g P TQvS2 with g P C8c pR;R3q. Then we verify that
d
dε
ˇˇˇ
ε“0
SrQv ` εhs “
ż
R
tQv, Su ¨ g dx
Consider now a traveling solitary wave upt, xq “ Qvpx ´ vtq. Then 0 “ pBt ` vBxqu “
tu, E ` vP u holds, which means that tQv, Su “ 0. This shows – on a formal level – that
critical points of Svrus are given by boosted half-harmonic maps Qv and vice versa.
Of course, it is an interesting open problem to setup a rigorous mathematical framework
that justifies the formal observations made above.
A.2. Lorentz Boosts as Conformal Transformations on S2. In the energy-critical
case of N “ 1 dimensions in the domain, we recall that the half-wave maps equation (A.1)
possesses non-trivial traveling solitary waves with finite energy, i. e., solutions of the form
upt, xq “ Qvpx ´ vtq with |v| ă 1 and where the profile function Qv P 9H 12 pR; S2q solves
the equation
(A.11) Qv ^ |∇|Qv ´ vBxQv “ 0.
As shown by Theorem 1 above, solutions Qv P 9H 12 pR; S2q can be obtained by making the
transform
(A.12) Qpxq “ pfpxq, gpxq, 0q ÞÑ Qvpxq “
´a
1´ v2fpxq,
a
1´ v2gpxq, v
¯
,
where Q “ pf, g, 0q P 9H 12 pR; S2q is a half-harmonic map with values in the equatorial
plane. It is easy to check that Qv defined as above does indeed solve (A.11). Indeed, it
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is clear that |Qv|2 “ p1 ´ v2qpf2 ` g2q ` v2 “ 1. Furthermore, if we let α “
?
1´ v2, we
note that
(A.13) BxQv “ pαBxf, αBxg, 0q, Qv ^ |∇|Qv “ p´αv|∇|g, αv|∇|f, 0q,
using that f |∇|g´g|∇|f “ 0. Now we recall that |∇|f “ ´ByReBpx` iyq|y“0 and |∇|g “
´ByImBpx` iyq|y“0, where B : C` Ñ C is some finite Blaschke product. By the Cauchy–
Riemann equation satisfied by Bpzq and the boundary regularity at hand, we conclude
that |∇|f “ Bxg and |∇|g “ ´Bxf . Therefore Qv ^ |∇|Qv “ pαvBxf, αvBxg, 0q “ vBxQv,
which is the same as (A.11).
Now, we provide a more geometrical interpretation of the calculation done above. In
fact, we can regard the transformation Q Ñ Qv above as a Lorentz boost realized by a
Mo¨bius transform on S2, identified with the so-called celestial sphere in special relativ-
ity; see the monograph by Penrose and Rindler [40]. Indeed, let S denote the stereographic
projection from S2 to the projective complex plane Cˆ “ CY t8u given by
Spxq “ x1 ` ix2
1´ x3 .
Note that the north pole N “ p0, 0, 1q P S2 gets mapped to 8. Its inverse map is found
to be
S´1pzq “
ˆ
2Re z
1` |z|2 ,
2 Im z
1` |z|2 ,
|z|2 ´ 1
1` |z|2
˙
.
Now from [40] we recall that the Lorentz boost in z-direction with velocity v P p´1, 1q on
the celestial sphere S2, is given by the transform Λv : CˆÑ Cˆ with
z ÞÑ Λvpzq “ e´χz
acting on the projective complex plane Cˆ, where the parameter χ “ artanh v denotes the
so-called rapidity. Thus we find that applying the corresponding Lorentz boost to the
half-harmonic map Q “ pf, g, 0q yields
pS´1 ˝ Λv ˝ SqpQq “
ˆ
2e´χf
1` e´2χ ,
2e´χg
1` e´2χ ,
e´2χ ´ 1
1` e´2χ
˙
“
ˆ
f
coshχ
,
g
coshχ
, tanhχ
˙
.
Since tanhχ “ v and coshχ “ 1?
1´v2 , we see that this is exactly the same as Qv given in
(A.12) above.
A.3. Connection to Completely Integrable Spin Systems. In the energy-critical
case N “ 1, the half-wave maps equation (A.1) arises as in the continuum limit of dis-
crete Calogero–Moser (CM) spin systems. These CM systems that have been inten-
sively studied in the theory of completely integrable systems and they arise as a natural
extensions including spin as internal degrees of freedom. We refer to [25, 8] and refer-
ences therein for further background on CM systems with spin. We also remark that the
classical CM spin systems can be (formally, at least) obtained by taking a suitable semi-
classical limit of the quantum spin chains related to the celebrated Haldane–Shastry
spin chains ([28, 49]), which are exactly solvable quantum models.
Let us briefly sketch the formal relation of (A.1) to the dynamics of Calogero-Moser
spin systems; a rigorous analysis will be given in [10]. The staring point is the lattice hZ
with equidistant spacing h ą 0, where we attach a classical spin Spxkq P S2 to each lattice
site xk “ hk with k P Z. Intriguing examples for such a classical spin system are given
by so-called Calogero–Moser type models, which are spin Hamiltonian with long-range
interactions of inverse-square type, e. g.,
(A.14) HCS “ 1
2
ÿ
k‰l
1´ Spxkq ¨ Spxlq
pxk ´ xlq2 .
We remark that, in greater generality, the Hamiltonian HCS can also contain a kinetic
energy term T “ řk p2k2mk with momenta pk (in closer relation to the original system
introduced by J. Moser in his seminal work [37]). But here we consider the “infinite mass
limit” with mk Ñ `8 and hence only the spin part in HCS is relevant.
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The evolution equation for the time-dependent spin configuration S “ Spt, xkq P S2
generated by HCS is found to be BtS “ S^H 1pSq with H 1pSq “
ř
k‰l
Spxkq´Spxlq
pxk´xlq2 . When
taking the continuum limit h Ñ 0`, we obtain (formally, at least) the half-wave maps
equation (A.1) as an effective evolution for the field u “ upt, xq P S2 defined on the real
line R obtained from hZ as h Ñ 0`. For the case of nearest-neighbors interaction given
by the Heisenberg Hamiltonian H “ ř|k´l|“1p1 ´ Spxkq ¨ Spxlq, such a continuum limit
leading to the Landau-Lifschitz equation Btu “ u ^ ∆u has been rigorously proven in
[55]. Of course, the case of (critical) long-range interactions present in HCS is analytically
more subtle and it will be rigorously addressed in [10].
We mention that choice of the spin-spin interaction 1{pxk ´ xlq2 in the definition of
HCS is often referred to as the rational case; other natural completely integrable choices
are 1{ sin2pxk ´ xlq (trigonometric case) and 1{ sinh2pxk ´ xlq (hyperbolic case), which
however formally lead to the the same continuum dynamics as hÑ 0`.
Appendix B. Regularity Theory
Let v P R and Q P 9H 12 pR; S2q be a distributional solution to
(B.1) Q^ |∇|Q´ vBxQ “ 0 in R.
The main result of this section is higher regularity for solutions of (B.1).
Theorem B.1. Let Q P 9H 12 pR; S2q be as above with |v| ă 1. Then Q P C8 X 9H2.
For v “ 0, the solution Q from (B.1) is a half-harmonic map from R into the sphere S2.
Ho¨lder-continuity of u was shown in the pioneering work by F. Da Lio and T. Rivie`re [17].
Another proof was given by V. Millot and Y. Sire [35], who identified half-harmonic
maps into spheres with the partially free boundary harmonic maps studied via reflection
arguments by Ch. Scheven [45]. For the general situation with v ‰ 0, it is far from
clear how to extend Scheven’s reflection argument. Instead, we show how to treat the
case v P p´1, 1q via an extension of the techniques by Da Lio and Rivie`re and variations
thereof; see [16, 46, 14, 18, 48, 7, 47].
The reader should be warned that some parts of this section are rather technical and
thus they maybe skipped at first – or even second – reading.
First let us fix some notation as follows. We use H to denote the Hilbert transform,
normalized so that
(B.2) }Hf}L2pRq “ }f}L2pRq, Hp|∇|fq “ Bxf.
In particular, if we write u “ Q from now and using the Hilbert transform, we can write
(B.1) as
(B.3) u^ |∇|u´ vH|∇|u “ 0 in R.
Furthermore, we introduce the Riesz potential Iσ in one dimension with σ P p0, 1q, which
is the inverse of the fractional Laplacian |∇|σ such that Iσ|∇|σf “ f for all f in the
Schwartz space. We recall the potential representation
Iσfpzq “ cσ
ż
R
|x´ z|σ´1 fpzq dz.
It is useful to observe that H “ BxI1 on a suitable set of functions. For two operators T
and S, we denote the commutator
(B.4) rT, Ss “ T ˝ S ´ S ˝ T.
In what follows, we use X À Y to mean X ď CY , where C ą 0 is some constant that
only depends |v| ă 1 and possibly some fixed exponents.
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B.1. Preliminaries and Morrey Space Estimates. By Lagrange’s identity
(B.5) |a|2 |b|2 “ |xa,by|2 ` |a^ b|2 @a,b P R3,
we see that for upxq P 9H 12 pR; S2q,
||∇|1{2upxq| ď |upxq ¨ |∇|1{2upxq| ` |upxq ^ |∇|1{2upxq|.
In order to exploit this pointwise inequality for a regularity bounds for (B.3), we first
show that |u ^ |∇|1{2u| can be estimated in terms of |u ^ |∇|1{2u ´ H|∇|1{2u|. This is
accomplished by the following Lemma, which crucially uses |v| ă 1.
Lemma B.1. Let u P L8pR; S2q, p P p1,8q, and v P R. For f P LppR;R3q we set
Tuf :“ u^ f ´ vHf .
Then if |v| ă 1, with constants depending only on v and p,
}f}LppRq À }u ¨ f}LppRq ` }Tuf}LppRq ` }rH,u¨sf}LppRq ` }rH,u^sf}LppRq.
More generally, on any interval I Ă R,
}f}LppIq À}u ¨ f}LppIq ` }Hpu ¨ fq}LppIq ` }Tuf}LppIq ` }HpTufq}LppIq
` }rH,u¨sf}LppIq ` }rH,u^sf}LppIq.
Proof. We set
Buf :“ u ¨ f , Auf :“ u^ f .
Since upxq P S2 pointwise a.e. and with Lagrange’s identity (B.5),
}f}LppIq ď}Buf}LppIq ` }Auf}LppIq
ď}Buf}LppIq ` }Tuf}LppIq ` |v|}Hf}LppIq.
We iterate this estimate, applying it to the last term |v|}Hf}LppIq,
ď }Buf}LppIq ` }Tuf}LppIq ` |v|
`}BuHf}LppIq ` }TuHf}LppIq ` |v| }HHf}LppIq˘ .
Since H ˝H “ ´1, this is equal to
“ }Buf}LppIq ` }Tuf}LppIq ` |v|}BuHf}LppIq ` |v| }TuHf}LppIq ` |v|2}f}LppIq.
Absorbing the term |v|2}f}LppIq and, using that |v| ă 1 and dividing by p1´ v2q, we have
shown
}f}LppIq ď
1
p1 ´ v2q
`}Buf}LppIq ` }Tuf}LppIq ` |v| }BuHf}LppIq ` |v| }TuHf}LppIq˘ .
Using the commutator notation (B.4), the right-hand side can be written as the upper
bound
À}Buf}LppIq ` }Tuf}LppIq ` }HpBufq}LppIq ` }rH,u¨sf}LppIq ` }HpTufq}LppIq
` }rH,u^sf}LppIq.
If I “ R, then we can use the boundedness of the Hilbert transform H on LppRq to
conclude. 
In view of (B.3), when estimating u^ |∇|1{2u´H|∇|1{2u we notice that
|∇|1{2pu^ |∇|1{2u´H|∇|1{2uq “ r|∇|1{2,u^sp|∇|1{2uq.
This induces an estimate in the Hardy space H1pRq.
Lemma B.2. Let u satisfy the equation (B.3), then
(B.6) }|∇|1{2
´
u^ |∇|1{2u´ vHr|∇|1{2us
¯
}H1pRq À }|∇|1{2u}2L2pRq.
More generally, for any σ P r0, 1
2
s,
(B.7) }|∇|σ
´
u^ |∇|1{2u´ vHr|∇|1{2us
¯
}
L
2
1`2σ pRq À }|∇|
1{2u}2L2pRq.
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Proof. Estimate (B.7) follows from (B.6) and the Sobolev embedding
}|∇|σf}
L
2
1`2σ pRq
À }|∇|1{2f}H1pRq @σ P r0, 1s.
For (B.6), by the duality between the Hardy space H1 and BMO, it suffices to prove for
any scalar function ϕ P C8c pRq,
I :“
ż
R
´
u^ |∇|1{2u` νHr|∇|1{2us
¯
|∇|1{2ϕ À }|∇|1{2u}2L2pRq rϕsBMO.
To see the latter, we write in view of (B.3) and integrating by parts
I “
ż
R
u^ |∇|1{2u |∇|1{2ϕ´ u^ |∇|u ϕ “
ż
R
´
u |∇|1{2ϕ´ |∇|1{2puϕq
¯
^ |∇|1{2u.
Now we add the term p|∇|1{2u^ |∇|1{2uqϕ ” 0 to get
I “
ż
R
´
|∇|1{2u ϕ` u |∇|1{2ϕ´ |∇|1{2pu^ ϕq
¯
^ |∇|1{2u.
Setting Hσpa, bq :“ |∇|σpabq ´ |∇|σa b´ a|∇|σb, we have shown that
I “ ´
ż
R
H 1
2
pu, ϕq ^ |∇|1{2u
Now the claim follows from [48, (5.29)], see also [31, Theorem 8.2], where is is shown that
}H 1
2
pu, ϕq}L2pRq À }|∇|1{2u}L2pRq rϕsBMO.

From Lemma B.1 and Lemma B.2 we obtain the following estimate which, localized to
small balls, is the main growth estimate of the equation and will lead us in Proposition B.3
below to obtain W σ,ploc -regularity for any σ P p0, 1q and p P p1,8q.
Proposition B.1. Assume u is as in Theorem B.1 and |v| ă 1. Then for any s P r 1
2
, 1q,
}|∇|su}
L
1
s pRq À }|∇|
1{2u}2L2pRq À }|∇|su}2
L
1
s pRq
.
Proof. The second estimate is just Sobolev inequality. For the first estimate, in view of
Lemma B.1 we note
}|∇|su}
L
1
s
À }u ¨ |∇|su}
L
1
s pRq ` }Tu|∇|
su}
L
1
s pRq ` }rH,u^s|∇|
su}
L
1
s pRq
with Tu as in Lemma B.1 above. Since u ¨ u “ 1 a. e., the first term on right side is
u ¨ |∇|su “ 1
2
Hspu¨,uq,
whereHs “ |∇|spabq´a|∇|sb´|∇|sa b denotes again the three-term commutator by Da Lio
and Rivie`re introduced above. We thus have for any s ă 1, see [48] or [31, Theorem 8.2],
combined with the Sobolev inequality,
}u ¨ |∇|su}
L
1
s pRq À }|∇|
s{2u}2
L
2
s pRq
À }|∇|1{2u}2L2pRq.
As for the second term, we set σ :“ s´ 1
2
and observe
}Tu|∇|su}
L
1
s pRq “ }u^ |∇|
1
2
`σu´ vHr|∇| 12`σus}
L
1
s
.
With the help of Lemma B.2 we can bound this by
À }|∇|1{2u}2L2pRq ` }r|∇|σ,u^sp|∇|
1
2uq}
L
1
s pRq.
Note that the second term vanishes if s “ 1
2
and σ “ 0. For σ ‰ 0, with the Coifman-
Meyer or Kenig-Ponce-Vega type estimates in [31, Theorem 8.1.], for some ν P pσ, 1
2
q,
À }|∇|1{2u}2L2pRq ` }|∇|νu}L 1ν pRq}|∇|
s´νu}
L
1
s´ν pRq À }|∇|
1{2u}2L2pRq,
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where the last step follows from Sobolev’s embedding. Finally, we treat the third term.
If s “ 1
2
, we use the Coifman–Rochberg–Weiss Theorem [12], see also [31, Theorem 4.1],
to find that
}rH,u^s|∇|1{2u}L2pRq À rusBMO }|∇|1{2u}L2pRq À }|∇|1{2u}2L2pRq.
If s P p1
2
, 1q, with the Coifman–Meyer or Kenig–Ponce–Vega type estimates in [31, Theo-
rem 6.1.], if we choose ϑ P ps´ 1
2
, sq together with Sobolev’s embedding, we get
}rH,u^s|∇|1{2u}L2pRq À }|∇|ϑu}
L
1
ϑ pRq }|∇|
s´ϑu}
L
1
s´ϑ pRq
À }|∇|1{2u}2L2pRq.

Finally, we will need the following estimate on Riesz potentials acting on Morrey spaces
due to Adams (see, e. g., [1, Theorem 3.1]).
Theorem B.2 (Adams’ Sobolev inequality on Morrey spaces). The Morrey space Lp,λpDq
for D Ă R is defined via its norm,
}f}Lp,λpDq :“ sup
rą0,xPR
r
λ´1
p }f}LppBpr,xqq.
Then for any λ P p0, 1s, s2 P p0, s1q,
}|∇|s2f}Lp2,λpRq À Cs1,s2,p1,p2,λ}|∇|s1f}Lp1,λpRq,
where p1, p2 P p1,8q so that
1
p2
“ 1
p1
´ s1 ´ s2
λ
.
The following is essentially the localized version of Proposition B.1 for s “ 1
2
.
Proposition B.2. Let u be as in Theorem B.1 with |v| ă 1. Assume moreover for some
λ P p0, 1s,
(B.8) }|∇|1{2u}L2,λpRq ă 8.
Then for any Bpx0, ̺q Ă Rn, and any k0 ě 10,
}|∇|1{2u}L2,λpBpx0,̺qq À 2k0
1´λ
2 }|∇|1{2u}L2pBpx0,2k0̺qq }|∇|1{2u}L2,λpBpx0,2k0̺qq
` }|∇|1{2u}L2pRq
8ÿ
k“k0
2´k
λ
2 }|∇|1{2u}L2,λpBpx0,2k̺qq.
Proof. Fix Bpx, rq Ă Bpx0, ̺q. Recall that
Tu|∇|1{2u :“ u^ |∇|1{2u´ νHr|∇|1{2us.
By Proposition B.1,
}|∇|1{2u}L2pBpx,rqq À}u ¨ |∇|1{2u}L2pBpx,rqq ` }Hpu ¨ |∇|1{2uq}L2pBpx,rqq
` }rH,u¨s|∇|1{2u}L2pBpx,rqq ` }rH,u^s|∇|1{2u}L2pBpx,rqq
` }Tu|∇|1{2u}L2pBpx,rqq ` }HpTu|∇|1{2uq}L2pBpx,rqq.
We now gather the following facts.
(1) Since |u| ” 1,
u ¨ |∇|1{2u “ ´1
2
H 1
2
pu,uq :“ ´1
2
´
|∇|1{2pu ¨ uq ´ |∇|1{2u ¨ u´ u|∇|1{2u
¯
.
(2) For any α P p0, 1
2
q, with the estimates for three-commutators, see [31, Theo-
rem 8.2], and [31, Theorem 6.1], respectively,
}H 1
2
pu,uq}L2pRq ` }rH,u¨s|∇|1{2u}L2pRq ` }rH,u^s|∇|1{2u}L2pRq
À }|∇|αu}
L
1
α pRq }|∇|
1
2
´αu}
L
2
1´2α pRq
À }|∇|1{2u}L2pRq }|∇|
1
2
´αu}
L
2
1´2α pRq
.
The last inequality comes from Sobolev’s inequality.
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(3) Using Adams’ estimate, Theorem B.2,
}|∇| 12´αu}
L
1´2α
2 pBpx,Rqq À R
´λ´1
2 }|∇|1{2u}L2,λpRq
Now, for any ℓ0 ě 2, we pick a generic cutoff function ηBpx,2ℓ0rq P C8c pBpx, 2ℓ0rqq with
ηBpx,2ℓ0rq ” 1 in Bpx, 2ℓ0´1rq. We conclude
}u ¨ |∇|1{2u}L2pBpx,rqq ` }Hpu ¨ |∇|1{2uq}L2pBpx,rqq
À}u ¨ |∇|1{2u}L2pBpx,2ℓ0rqq ` }rH, p1´ ηBpx,2ℓ0rqqsu ¨ |∇|1{2u}L2pBpx,rqq
and by the disjoint support (for details on this kind of arguments, see [48]) we find
À }u ¨ |∇|1{2u}L2pBpx,2ℓ0rqq `
8ÿ
k“ℓ0
2´
k
2 }u ¨ |∇|1{2u}L2pBpx,2krqq
Localizing the above facts (again, for details we refer to [48]) we obtain for any k0 ě ℓ0`1,
r
λ´1
2
´
}u ¨ |∇|1{2u}L2pBpx,rqq ` }Hpu ¨ |∇|1{2uq}L2pBpx,rqq
¯
À 2k0 1´λ2 }|∇|1{2u}L2pBpx,2k0rqq }|∇|1{2u}L2,λpBpx,2k̺qq
` }|∇|1{2u}L2pRq
8ÿ
k“k0
2´k
λ
2 }|∇|1{2u}L2pBpx,2krqq.
In the same way we obtain estimates for
r
λ´1
2
´
}rH,u¨s|∇|1{2u}L2pBpx,rqq ` }rH,u^s|∇|1{2u}L2pBpx,rqq
¯
À 2k0 1´λ2 }|∇|1{2u}L2pBpx,2k0rqq }|∇|1{2u}L2,λpBpx,2k̺qq
` }|∇|1{2u}L2pRq
8ÿ
k“k0
2´k
λ
2 }|∇|1{2u}L2pBpx,2krqq.
Finally, we need to estimate
}Tu|∇|1{2u}L2pBpx,rqq ` }HpTu|∇|1{2uq}L2pBpx,rqq
For this we employ Lemma B.2 and get (by a localization argument) the same estimate. 
From Proposition B.2 we obtain the following result.
Proposition B.3. Let u be as above. For any s ă 1 and any p P p1,8q, we have
|∇|su P LplocpRq.
In addition, for any Λ ą 0 there is a CpΛ,u, p, sq ą 0 such that
(B.9) sup
IĂR,|I|ďΛ
}|∇|su}LppIq ď CpΛ,uq,
where the supremum is over intervals of size less or equal to Λ.
In particular, we have the Ho¨lder continuity u P CµpRq for any µ P p0, 1q.
Proof. Let us first establish (B.9). We begin with the estimate from Proposition B.2 for
λ0 :“ 1. Then (B.8) is satisfied since |∇|1{2u P L2pRq. For any σ ą 0 and any ε ą 0, we
can find k0 ě 10 and ̺0 ą 0 so that
(B.10) 2´k0
σ
2 }|∇|1{2u}L2pRq ` sup
x0PR
2k0
1´λ0
2 }|∇|1{2u}L2pBpx0,2k0̺0qq ď ε.
The estimate from Proposition B.2 becomes
}|∇|1{2u}L2,λ0pBpx0,̺qq À ε }|∇|1{2u}L2,λpBpx0,2k0̺qq
` ε
8ÿ
k“k0
2´k
λ´σ
2 }|∇|1{2u}L2,λpBpx0,2k̺qq,
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which holds for any x0 P R and any ̺ ď ̺0. For small enough ε ą 0, using an iteration
scheme for ̺k “ 2´k̺0 (we refer e.g. to [48, Appendix 4]), we find some λ1 ă 1 so that
(B.8) holds for this λ1 (we need to ensure (B.8) only for small radii, since |∇|1{2u P L2pRq).
We repeat this argument: we employ Proposition B.2 with this λ1 ă λ0, choosing a
radius ̺1 ă ̺0 even smaller so that (B.10) is satisfied for λ1 instead of λ0, etc.
We obtain a decreasing sequence of pλiqiPN in p0, 1s for which (B.8) is satisfied. Actually,
retracing the arguments in [48, Appendix 4] (see also [7]) we observe that λi Ñ 0 as iÑ8.
Thus we obtain
|∇|1{2u P L2,λpRq @λ P p0, 1q.
In view of Proposition B.1, using a suitable localization argument, we obtain that
|∇|su P L1{s,λpRq for any λ P p0, 1q, s P p0, 1q.
By Theorem B.2, this implies
|∇|su P Lp,λpRq for any λ P p0, 1q, s P p0, 1q, p P p1,8q.
Finally, the Cµ-regularity follows from Sobolev embedding from (B.9). Indeed, for any ball
Bpx, 1q one CµpBpx, 1qq-estimate, independent of x P R. Observe that this immediately
implies global Cµ-regularity, since u is bounded. 
B.2. 9H1-Bound and Local Bootstrap. So far, in Proposition B.3 we only have esti-
mates of differential order ă 1. To jump over the threshold 1, we observe that u ¨ u1 “ 0
implies
}u ¨ |∇|u}L2pRq “ }rH,u¨spu1q}L2pRq À rus
C
1
2
}|∇|1{2u}L2pRq.
In the last step we used the Coifman-Meyer estimate, see [31, Theorem 6.1.]. The same
is true for
}rH,u^spu1q}L2pRq À rus
C
1
2
}|∇|1{2u}L2pRq
Now we apply Lemma B.1, observing that in view of (B.3) we have Tu|∇|u ” 0. Then
(B.11) }u1}L2pRq “ }|∇|u}L2pRq À rus
C
1
2
}|∇|1{2u}L2pRq.
In particular we have shown u P 9H1pR; S2q.
Repeating the above argument instead of L2 with Lp, suitably localized, we also have
u1, |∇|u P LplocpRq for any p P p1,8q.
The local bootstrap regularity is then a (simpler) iteration of the previous arguments.
We repeatedly use Lemma B.1 with f :“ |∇|su.
The resulting terms are all controlled by terms of lower order, one simply localizes the
following estimates: For s ą 1, see [46, 14],
}u ¨ |∇|su}L2pRq À
#
}|∇| s2 u}2
L4pRq if s ď 1,
}|∇|s´1u}2
L4pRq }|∇|1u}L4pRq if s ą 1.
With the equation (B.3), we have by the Coifman-Meyer estimate, for s ą 1,
}Tu|∇|su}L2pRq “ }r|∇|s´1,usp|∇|uq}L2pRq À }u}Cs´1 }|∇|s´1u}L2pRq.
Finally, see [31, Theorem 8.1], for any α P p0, 1q,
}rH,u¨s|∇|su}LppIq ` }rH,u^s|∇|su}LppIq À rusC0,α }|∇|s´αu}L2pRq.
Localizing all these arguments, we obtain for any Λ ą 0 any order k a constant so that
for the supremum on intervals of size Λ,
(B.12) sup
IĂR,|I|ďΛ
}∇ku}L2pIq À Cpk,u,Λq ă 8.
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B.3. Smoothness and 9H2-Bound. For any interval I Ă R, it holds that }f}L8pIq ď
|I|´1 }f}L1pIq ` }f 1}L1pIq. From (B.12) we thus conclude
sup
xPR
}u}CkpBp̺,xqq À Cpk,u, ̺q @k P N,
which implies the global estimates:
(B.13) }u}CkpRq À Cpk,uq @k P N.
In particular, we obtain u P C8pRq is smooth. Next, we derive global 9H2-bounds. By
differentiating (B.3), we get
(B.14) ux ^ |∇|u` u^ |∇|ux ´ vuxx “ 0 in R.
We have
}|∇|ux}L2pRq ď }u ¨ |∇|ux}L2pRq ` }u^ |∇|ux}L2pRq
and in view of (B.14),
ď }u ¨ |∇|ux}L2pRq ` |v|}uxx}L2pRq ` }ux ^ |∇|u}L2pRq.
Using that }uxx}L2pRq “ }|∇|ux}L2pRq and absorbing the term involving |v| ă 1,
(B.15) }|∇|ux}L2pRq À }u ¨ |∇|ux}L2pRq ` }ux ^ |∇|u}L2pRq.
Next, from ux ^ ux “ 0 and Hux “ ´|∇|u we get
ux ^ |∇|u “ ´ux ^Hruxs “ rH,ux^spuxq.
Consequently, with the Coifman–Meyer or Kenig–Ponce–Vega type estimates in [31, The-
orem 6.1]
(B.16) }ux ^ |∇|u}L2pRq À ruxsC0,1 }|∇|u}L2 À }u}C2pRq }u}H1pRq.
Moreover, we use u ¨ ux “ 0 since u P S2 pointwise a. e., which implies
u ¨ |∇|ux “ r|∇|,u¨spuxq
Again with the Coifman–Meyer or Kenig–Ponce–Vega type estimates in [31, Theorem 6.1]
(B.17) }u ¨ |∇|ux}L2pRq À rusC0,1 }ux}L2pRq À }u}C1pRq }u} 9H1pRq.
Plugging (B.17) and (B.16) into (B.15),
}u} 9H2pRq “ }|∇|ux}L2pRq À }u}C2pRq }u} 9H1pRq.
By the C2pRq-estimates from (B.13) and the 9H1pRq-estimates from (B.11), we deduce
that u P 9H2pRq. We thus have provided a proof of Theorem B.1.
Appendix C. Miscellanea
Let m ě 1 and recall that M pmq denotes the p2m ´ 1q ˆ p2m ´ 1q–matrix defined in
(7.8) containing the finite sequences pαnq2m´1n“1 and pβnq2m´2n“1 from (7.9) and (7.10).
Lemma C.1. The matrix M pmq has exactly 2m´ 1 real and simple eigenvalues with
λ1 ă λ2 ă λ3 ă . . . ă λ2m´1
Proof. The result basically follows from the tridiagonal structure ofM pmq. LetN “ 2m´1
in what follows. We define D “ rdkls to be the diagonal N ˆ N -matrix whose diagonal
entries are given by
(C.1) dkk “
$’&’%
1 for k “ 1,d
βN´1βN´2 ¨ ¨ ¨βN´k`1
p´β1qp´β2q ¨ ¨ ¨ p´βk´1q for 2 ď k ď N .
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Note that
βN´1βN´2¨¨¨βN´k`1
p´β1qp´β2q¨¨¨p´βk´1q ‰ 0 is a real number. In particular, the matrixD is invertible
and a calculation yields that
(C.2) T :“ DM pnqD´1 “
»————–
α1 γ1 0
γ1
. . .
. . .
. . .
. . . γ2m´2
0 γ2m´2 α2m´1
fiffiffiffiffifl
where γn “ p´1qn`1
a|βn||βN´n| ‰ 0 are real non-zero entries. Since the αn are also
real numbers, the matrix T is real and symmetric. Hence T and M pmq have the same
N “ 2m´ 1 real eigenvalues tλkuNk“1 counting multiplicities.
It is now standard fact that the tridiagonal structure of T yields that each eigenvalue
λk must be simple. Indeed, suppose that Tv “ λv for some v P RN and λ P R. From
the tridiagonal form of T and γn ‰ 0, we readily see that v1 “ 0 implies that vk “ 0 for
all 2 ď k ď N . Therefore if the dimension of some eigenspace of T was greater than one,
we could construct an eigenvector v P RN of T with v1 “ 0 and hence v “ 0, which is a
contradiction. 
Lemma C.2. Suppose f P H1pRq with PKf “ f and let ε ą 0. Then there is a function
fε P H1pRq with }f´fε}L2 ă ε such that PKfε “ fε, fε P ran pL`q, and |fεpxq| ď Cxxy´2
for all x P R with some constant C “ Cpf, εq.
Proof. Let f P H1pRq with PKf “ f and ε ą 0 be given. Since kerpL`q Ă ranpP q
and by the self-adjointness of L`, we find f P kerpL`qK “ ranpL`q. Thus there is
some gε P H1pRq such that }f ´ L`gε}L2 ă ε{2. Furthermore, by a standard density
argument, we can find some hε P C8c pRq such that }L`g ´ L`hε}L2 ă ε{2 and hence
}f ´ L`hε} ă ε. Let us now define the function fε :“ L`PKhε P ran pL`q. Clearly we
obtain fε P H1pRq, since L` : H2pRq Ñ H1pRq and PK “ 1´P , where P projects onto a
finite linear combination of smooth and bounded functions. Because L` and PK commute
and }PK}L2ÑL2 “ 1, we also find that }f ´ fε}L2 “ }PKpf ´ L`hεq}L2 ă ε.
Finally, we prove the pointwise estimate |fεpxq| ď Cxxy´2 for x P R with some constant
C “ Cpf, εq. Indeed, we note that
fε “ L`PKhε “ L`hε ´
2m´2ÿ
k“0
ckϕk,
with the coefficients ck “ pϕk, hεq, where tϕ0, . . . , ϕ2m´2u denote the (normalized) L2-
eigenfunctions of L` corresponding to the eigenvalues E0 ă E1 ă . . . E2m´2. Note here
that since L`ϕ2m´1 “ 0, the zero L2-eigenfunction of L` with eigenvalue E2m´1 “ 0 does
not appear in the sum over k above. By well-known methods [11], the eigenfunctions ϕk of
L` for Ek ă 0 satisfy the pointwise bound |ϕkpxq| À xxy´2. Moreover, it is elementary to
checkt that hε P C8c pRq implies that |pL`hεqpxq| ď Cxxy´2 for some constant C “ Cphεq.
Hence we conclude the asserted decay estimate for the function fε. 
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