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Abstract
Cet article retrace un bref historique des origines du cocycle de Virasoro, en alge`bre
et en the´orie quantique des champs.
This article gives a short sketch of the origins of Virasoro cocycle, both in algebra
and quantum field theory.
NB: cet article est une version longue de l’appendice historique de [25], auquel le
lecteur pourra se re´fe´rer pour plus de de´tails sur les notions introduites dans la suite.
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Cet article a pour but de retracer l’histoire du cocycle de Virasoro et
de certains analogues qui lui sont indissociablement lie´s; nous n’avons pas
cherche´ ici a` faire re´ellement oeuvre d’historien, ce qui serait pre´mature´,
nous avons simplement tente´ de de´crire la ge´ne´alogie de cet objet physico-
mathe´matique, de retrouver ses racines tant mathe´matiques que physiques,
sans toutefois faire le bilan de tous les endroits ou` ce cocycle apparaˆıt;
nous aurons ainsi a` parcourir des domaines aussi varie´s que fascinants, a`
premie`re vue tre`s e´loigne´s les uns des autres, de l’alge`bre homologique a` la
the´orie des champs, et nous y verrons certaines constructions alge´briques ou
ge´ome´triques revenir pe´riodiquement dans des domaines a priori diffe´rents.
Mais rappelons tout d’abord de quoi il s’agit: du cercle, de ses diffe´omorphismes,
et de ses champs de vecteurs tangents. Tout champ tangent au cercle
s’identifie a` une fonction sur le cercle graˆce au choix d’un parame´trage, et
le crochet de Lie des champs de vecteurs peut alors s’e´crire :
[f(t)
d
dt
, g(t)
d
dt
] = (f(t)g′(t)− g(t)f ′(t)) d
dt
Cette alge`bre de Lie est note´e Vect(S1). L’utilisation de la base de Fourier
en = ie
int d
dt , dans laquelle le crochet s’e´crit :
[en, em] = (n−m) en+m.
permet d’en donner une description alge´brique qui se ge´ne´ralise naturelle-
ment a` coefficients dans un corps quelconque de caracte´ristique ze´ro. Cette
alge`bre de Lie prend le nom d’alge`bre de Virasoro quand elle se voit ra-
jouter un myste´rieux terme central :
[f(t)
d
dt
, g(t)
d
dt
] = (f(t)g′(t)− g(t)f ′(t)) d
dt
+ c
∫
S1
f(t)g′′′(t)dt (1)
soit, en termes des ge´ne´rateurs, la formule devenue ce´le`bre:
[en, em] = (m− n)en+m + n
3
12
δ0,n+mc. (2)
A chaque alge`bre de Lie son groupe? Malheureusement, ce n’est plus
toujours vrai en dimension infinie, mais ici se produit un petit miracle,
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du moins si nous restons en coefficients re´els: le groupe Diff(S1) des
diffe´omorphismes du cercle peut eˆtre vu comme un groupe de Lie de di-
mension infinie dont l’alge`bre de Lie s’identifie a` Vect(S1); de plus lui aussi
peut eˆtre agre´mente´ d’un terme central ! En voici la formule:
on peut tout d’abord associer a` tout f ∈ Diff(S1) une fonction sur S1
note´e µf de´finie par f
∗(ω) = µfω. Le cocycle central, dit de Bott-Thurston,
se de´finit ensuite par la formule
BT (f, g) =
∫
S1
log µføgd log µg. (3)
On peut distinguer sommairement deux racines principales de ce curieux
objet mathe´matique: l’une est strictement alge´brique avec les multipli-
cateurs de Schur[48] qui marque`rent les de´buts de l’alge`bre homologique,
l’autre physique avec les ce´le`bres termes de Schwinger, premie`re apparition
d’un phe´nome`ne d’ ”anomalie” en the´orie quantique des champs. Le point
commun entre ces deux origines est l’ubiquite´ d’un autre cocycle, universel
celui-la`, qui se pre´sente sous la forme c(A,B) = Tr(AδB) (pour les de´tails,
cf.infra) comme celui qui gouverne l’extension centrale des matrices de
Jacobi [29] ou encore les groupes line´aires restreints [45]. Nous le rencon-
trerons tout au long de cet article; il est a` la source, non seulement du cocy-
cle de Virasoro, mais de bien d’autres analogues comme ceux des groupes de
jauge ou ceux des alge`bres de Kac-Moody; rappelons pourquoi ces dernie`res
sont indissociablement lie´s a` l’alge`bre de Virasoro. Les alge`bres de Kac-
Moody sont pre´cise´ment obtenues par extensions a` partir des alge`bres de
lacets , et celles ci sont des alge`bres de Lie de fonctions sur S1 a` valeurs dans
des alge`bres de Lie semi-simples de dimension finie. L’action du groupe
Diff(S1) par reparame´trisation est alors naturelle...Pour plus de de´tails,
nous renvoyons a` [25].
L’aspect purement alge´brique est celui de la the´orie des extensions cen-
trales des groupes et alge`bres de Lie, dont on peut trouver par exem-
ple les de´tails dans le traite´ de Hilton et Stammbach [26]; les deux types
d’extensions se traitent de fac¸on tout a` fait paralle`les, les technicite´s co-
homologiques e´tant variables suivant les cas. Il est temps de proce´der
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maintenent a` quelques rappels. Soient g et h deux alge`bres de Lie, une
extension de g par h est une alge`bre de Lie gˆ telle qu’il existe une suite
exacte d’alge`bres de Lie
0 −−→ h i−−→ gˆ pi−−→ g −−→ 0 (4)
Une extension de g par h est centrale si i(h) est contenu dans le centre de
gˆ. Les extensions centrales de groupes, discrets ou de Lie, se de´finissent
de fac¸on analogue. Mais pre´cisons maintenant une des raisons de leur
importance, a` savoir les repre´sentations projectives:
Une repre´sentation projective du groupe G est une application ρ : G→
GL(n,K) telle qu’il existe
G×G c−−→ K∗
telle que l’on ait pour tous les x, y dans G,
ρ(x)ρ(y) = c(x, y)ρ(xy).
En d’autres termes on a un homomorphisme a` valeurs dans le groupe
projectif et non le groupe line´aire; une repre´sentation projective peut se
line´ariser en une repre´sentation line´aire d’une extension centrale ad-hoc.
Au niveau des groupes discrets, rappelons le re´sultat fondamental suiv-
ant : si G est un groupe parfait, c’est-a`-dire si H1(G) = G/[G,G] = 0,
alors il existe une extension centrale universelle.
1 −−→ H2(G) −−→ Gˆ −−→ G −−→ 1 (5)
Cette notion d’universalite´ est a` comprendre dans le sens cate´gorique usuel
d’objet initial dans la cate´gorie des extensions centrales, chacune e´tant
quotient de l’extension universelle. Plus ge´ne´ralement toutes les extensions
centrales (1) → C → E → G → (1) sont classifie´es par une classe de
cohomologie c ∈ H2(G,C) = Hom(H2(G), C). On peut e´tablir en outre
une bijection entre les classes d’e´quivalence d’extensions centrales de G
et les sous groupes du groupe abe´lien H2(G) en faisant correspondre a`
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chaque extension le sous-groupe C ⊂ H2(G). Ce the´ore`me est duˆ sous
cette forme tre`s ge´ne´rale a` Michel Kervaire (1970) [32], mais une premie`re
version en est apparue de`s 1904 pour le cas ou` le groupe G est fini, le groupe
H2(G) correspondant alors aux multiplicateurs de Schur; des groupes finis
a` Diff(S1) le chemin a e´te´ long et panoramique, mais le cadre alge´brique
est reste´ presque identique.
Une e´tape interme´diaire essentielle fut accomplie par Heinz Hopf avec
son article de 1942 [27] contenant la ce´le`bre pre´sentation duH2 par ge´ne´rateurs
et relations: H2(G) = (R ∩ [F, F ])/[R,F ]. Ici R repre´sente le noyau
d’une surjection F → G ou` F est un groupe libre(voir [26]). Dans ce
meˆme travail, on trouve une remarque qui devait s’ave´rer aussi profonde
que fructueuse pour l’avenir : l’analogie entre les extensions centrales de
groupes et les reveˆtements des espaces topologiques, H2(G) correspondant
alors au groupe fondamental pi1(X). ... Curieusement, la the´orie des exten-
sions centrales pour les alge`bres de Lie dut attendre 1982 (Loday et Kassel
[31]) pour eˆtre publie´e explicitement, meˆme si elle e´tait conside´re´e comme
re´sultat “folklorique”. Le proble`me de l’extension centrale universelle pour
une alge`bre de Lie se traite comme pour les groupes : si H1(g) = 0, alors
g admet une extension centrale universelle
0 −−→ H2(g) −−→ gˆ −−→ g −−→ 0 (6)
La cohomologie des alge`bres de Lie fut de´finie par Chevalley et Eilenberg
[12] puis de´veloppe´e par J. L. Koszul [33] dans sa the`se d’Etat vers 1950;
on peut toutefois identifier sa naissance, sous une forme crypte´e, dans une
note d’Elie Cartan en 1928[8], dans lequel il conside`re le sous complexe des
formes diffe´rentielles invariantes sur un groupe de Lie compact. Bien plus
tard, cette note devait inspirer D.Sullivan dans ses travaux sur l’homotopie
rationnelle, mais ceci est une autre histoire...
Ce ne fut que vers les anne´es 60 que la cohomologie des alge`bres de
Lie connut son plein de´veloppement avec ses applications en the´orie des
repre´sentations, topologie diffe´rentielle, et de´ja` physique the´orique comme
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nous allons le voir bientoˆt; le magistral traite´ de H.Cartan et S.Eilenberg[9]
y a certainement joue´ un roˆle de catalyseur. On se limitera ici a` rappeler le
roˆle des cohomologies continues pour les repre´sentations des groupes ainsi
que celui des cohomologies de certaines alge`bres de Lie pour l’e´tude des
classifiants et classes caracte´ristiques.
C’est e´galement vers cette e´poque que commence`rent les travaux de
Gelfand et Fuks sur la cohomologie des alge`bres de Lie de champs formels
et des champs de vecteurs. C’e´tait une pe´riode brillante des mathe´matiques
moscovites, que certains aiment encore a` de´signer sous le nom d’ ”e´cole
russe” (mais pourquoi ignorer ceux de Pe´tersbourg sous la houlette des Fad-
deev pe`re et fils ?); le fameux se´minaire Gelfand vit s’e´laborer parmi beau-
coup d’autres choses la me´thode des orbites en the´orie des repre´sentations,
les cohomologies dites de Gelfand-Fuks, la superge´ome´trie et maintes ap-
plications alge´briques, ge´ome´triques, et physiques; cette ouverture des
mathe´matiques suppose´es pures vers la physique (et re´ciproquement) com-
menc¸ait a` apporter un de´menti au divorce de´plore´ par Dyson dans sa
confe´rence a` l’AMS en 1972; surtout, le contraste avec la situation franc¸aise
de la meˆme e´poque e´tait spectaculaire !
Avant d’aller plus loin, pre´cisons les raisons de s’inte´resser a` ces alge`bres
de Lie des champs de vecteurs sur les varie´te´s: ce sont les alge`bres de Lie
correspondant aux pseudogroupes de Lie (et non groupes, qui n’existent
pas vraiment dans ce contexte) de diffe´omorphismes des ouverts des Rn
ou des varie´te´s, leur classification aboutit a` celle des diffe´rents types de
”structures” sur les varie´te´s, la connaissance de leurs invariants(dont la
cohomologie) est donc essentielle. Le calcul de H∗(Vect(S1)) contenant la
premie`re apparition du 2-cocycle central fut publie´ en 1968 [23], le cas des
varie´te´s de dimension supe´rieure fut e´lucide´ peu apre`s, et l’alge`bre de Lie
Vect(S1)) (que les mathe´maticiens n’appelaient pas encore de Virasoro)
apparut de`s lors comme tre`s particulie`re, car elle e´taitla seule a` admettre
une extension centrale non triviale, ses grandes soeurs de dimension n > 1
ve´rifiant H2 = 0.
Un autre re´sultat va mettre en relief l’importance de l’alge`bre de Vi-
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rasoro parmi les alge`bres de Lie simples actuellement connues. Afin d’
e´tendre a` la dimension infinie la classification des alge`bres simples de di-
mension finie, on peut s’inte´resser aux alge`bres Z-gradue´es, soit g =
⊕
n∈Z
gn
telles que le crochet ve´rifie [gn, gm] ⊂ gn+m, chacun des sous-espaces gn
e´tant de dimension finie p(n); on suppose que g est simple et que p(n) est
a` croissance au plus polynoˆmiale. Parmi ces alge`bres de Lie, on connait
bien :
1. Les alge`bres de Lie semi-simples de dimension finie, pour leur grad-
uation donne´e par un syste`me de racines. On a alors gn = {0} sauf
pour un nombre fini de valeurs de n.
2. Les alge`bres de lacets construites sur les alge`bres semi-simples de di-
mension finie et leurs extensions centrales dites alge`bres affines ou
alge`bres de Kac-Moody, de´ja` mentionne´es dans l’introduction comme
indissociables de l’alge`bre de Virasoro.
3. Les alge`bres de Lie dites de Cartan: ce sont les alge`bres de champs de
vecteurs formels Vect(n) et leurs sous-alge`bres associe´es aux alge`bres
de Lie de champs de vecteurs simples, primitives et transitives; parmi
elles on trouve les alge`bres de Lie des champs de vecteurs formels,
et leurs sous-alge`bres des champs symplectiques, unimodulaires, et
de contact. Ce sont les analogues formels des alge`bres de champs de
vecteurs tangents aux varie´te´s.
4. L’alge`bre de Virasoro (dans sa version alge´brique avec les ge´ne´rateurs
de Fourier).
Une conjecture de V.G. Kac affirmant que ces alge`bres e´taient les seules
a` ve´rifier les conditions de simplicite´, Z-graduation, et de croissance au plus
polynoˆmiale de p(n) a e´te´ transforme´e en the´ore`me graˆce a` un spectaculaire
re´sultat d’Olivier Mathieu [37].
Il faut ici pre´ciser un point de terminologie souvent agac¸ant: certains
auteurs, principalement physiciens, ont tendance a` appeler l’alge`bre de
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Virasoro sans terme central, surtout lorsqu’elle est donne´e sous sa forme
alge´brique par [en, em] = (n−m)en+m, l ’ ”alge`bre de Witt”. Si l’on se re-
porte aux travaux de l’e´minent alge´briste et arithme´ticien Ernst Witt et ses
collaborateurs[59, 11], on s’aperc¸oit vite qu’ils ne concernent que les cas ou`
la caracte´ristique est non nulle, et il vaut mieux re´server le terme d’”alge`bre
de Witt” a` ce cas, qui pose d’ailleurs des proble`mes cohomologiques net-
tement plus difficiles[34].
Un sujet voisin des cohomologies dites de Gelfand -Fuks, et qui s’est
bien de´veloppe´ au cours des anne´es 80, a e´te´ l’e´tude de la cohomologie
de l’alge`bre de Lie gA obtenue par produit tensoriel de la K-alge`bre de
Lie g et de la K-alge`bre associative et commutative A, le crochet e´tant
de´fini par [X ⊗ a, Y ⊗ b] = [X, Y ] ⊗ ab. Les alge`bres de courants, ap-
parues en physique avec les the´ories de jauge non abe´liennes (champs de
Yang-Mills)[60] rele`vent de cette cate´gorie avec K = R, A une alge`bre de
fonctions C∞ sur un espace-temps, et g une alge`bre de Lie semi-simple,
repre´sentant les syme´tries internes du proble`me, le plus souvent g = su(n).
Si on conside`re maintenant le cas tre`s particulier ou` A = C∞(S1), l’alge`bre
gA n’est autre que l’alge`bre de Lie des lacets sur g ; l’extension centrale uni-
verselle de cette alge`bre de Lie a e´te´ mise en e´vidence inde´pendamment par
V. Kac [30] et R. Moody [40] dans leur imposante classification des alge`bres
de Lie filtre´es. Ces extensions centrales devaient connaˆıtre une brillante
destine´e, sous le nom d’alge`bres de Kac-Moody; remarquons cependant
que dans son ce´le`bre livre, Victor Kac indique au Chap 7...“the formula
for the cocycle has been known to physicists for such a long time that it
is difficult to trace the original source...”. Rappelons donc cette illustre
formule :
Pour f et g dans g⊗ C∞(S1) = C∞(S1, g), on a
c(f, g) =
∫
S1
κ(fdg) (7)
ou` κ : g× g→ K de´signe la forme de Killing.
Si l’on pre´fe`re une formulation complexe, on a pour f et g dans g ⊗
C[z, z−1], c(f, g) = Resz=0κ(fdg).
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Sous ses deux formes, ce cocycle est obtenu a` partir des deux meˆmes
ingre´dients: d’une part une forme biline´aire invariante, ici la forme de
Killing accompagne´e de l’inte´grale, ou du re´sidu ce qui revient au meˆme,
d’autre part une de´rivation exte´rieure de l’alge`bre de Lie gA, ici l’application
f 7→ f ′. En toute rigueur, la preuve de l’universalite´ de cette extension re-
pose sur le calcul de la cohomologie des alge`bres de lacets (voir par exemple
Pressley et Segal [45] ou Lepowsky [35]).
Dans certains cas cette construction peut se ge´ne´raliser : si g est une
alge`bre de Lie munie d’une forme invariante κ : g×g→ K, on peut associer
a` une de´rivation δ : g → g, un 2-cocycle cδ : g × g → K sous certaines
conditions d’antisyme´trie; pour ce qui est de la cohomologie de gA, le pas
de´cisif fut franchi par S. Bloch dans un article me´morable [4]. Si g = sl(n),
on a H2(gA) = Ω1A/dA ou` Ω1A de´signe l’espace des diffe´rentielles de
Ka¨hler sur A et dA le sous-espace des diffe´rentielles exactes. Ce re´sultat
s’obtient par la construction explicite d’une extension centrale
0 −−→ Ω1A/dA −−→ gˆA −−→ gA −−→ 0 (8)
dont Spencer Bloch a montre´ l’universalite´, au moins pour g = sl(n) avec
n suffisamment grand. Remarquons que si gA est l’alge`bre des courants sur
une varie´te´ V , alors Ω1A/dA = Ω1(V )/dΩ0(V ) (le calcul du H2 a e´te´ re´alise´
dans ce cas par B. Feigin[17], inde´pendamment du re´sultat de S. Bloch).
En particulier si V = S1, Ω1A/dA est alors isomorphe a` R via l’inte´grale
et on retrouve l’alge`bre de Kac-Moody associe´e a` g. D’ailleurs, dans
l’introduction de [4], S. Bloch indique dans son remerciement a` Deligne
que ...“In communicating to me his construction, Deligne remarked (cryp-
tically, as his wont) that he had found it while thinking about Kac-Moody
Lie algebras...”. Une e´tape importante de cette ge´ne´ralisation du cocy-
cle de Kac-Moody a e´te´ la construction ge´ne´rale des traces et des re´sidus
pour les diffe´rentielles sur des courbes quelconques, due a` J. Tate [56]. Ce
dernier re´sultat peut eˆtre conside´re´ comme une version pre´liminaire des
re´sidus de dimension supe´rieure, dus a` Grothendieck et Hartshorne.
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La forme explicite du cocycle de l’extension pre´ce´dente est la suivante
c(X ⊗ a, Y ⊗ b) = κ(X, Y )[adb] (9)
ou` [adb] de´signe la classe de la diffe´rentielle adb modulo les diffe´rentielles
exactes. Si on a une application I : Ω1A/dA → K, comme par exemple
l’inte´gration sur un cycle pour A = C∞(V ), on en de´duit une extension
centrale a` noyau scalaire par la formule cI(X ⊗ a, Y ⊗ b) = κ(X, Y )I(adb).
Ce re´sultat inspira les travaux de Loday et Quillen qui purent calculer
l’homologie de gA quand g = gl(∞) = lim−→ gl(n). Cette homologie est munie
naturellement d’une structure d’alge`bre de Hopf, dont ils ont de´termine´
l’espace des e´le´ments primitifs ; on obtient
Prim(H∗(gA,K)) = HC∗(A)
avec un de´calage d’indices (Thm. de Loday et Quillen[36]). La nota-
tion HC∗ de´signe ici l’homologie cyclique, et ce re´sultat ge´ne´ralise bien
celui de Bloch car HC1(A) = Ω1A/dA si A est une K-alge`bre commu-
tative lisse; Feigin et Tsygan avaient construit cette homologie cyclique
inde´pendamment de A Connes, sous le nom de “K-the´orie additive”[18],
mais en quoi est-elle bien une version line´aire ou additive de la K-the´orie?
Au termeH2(gA) = HC1(A) correspondH2(E(A)) = K2(A) avec l’extension
centrale de groupes
1 −−→ K2(A) −−→ St(A) −−→ E(A) −−→ 1 (10)
ou` E(A) de´signe le sous-groupe du groupe line´aire infini engendre´ par les
matrices e´le´mentaires, St(A) son extension centrale universelle ou groupe
de Steinberg, et K2(A) le deuxie`me groupe de K-the´orie de A (voir Milnor
[39]).
Nous voici, du moins en apparence, e´loigne´s du cocycle de Virasoro.
Revenons a` une alge`bre de Lie g munie d’une forme invariante κ : g× g→
K, et soit δ : g → g une de´rivation exte´rieure. Il est facile de ve´rifier que
si l’application (X, Y ) 7→ κ(X, δY ) est antisyme´trique, alors elle de´finit
un 2-cocycle que l’on notera cδ. En particulier si g est une alge`bre de Lie
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obtenue par antisyme´trisation d’une alge`bre associative, l’existence d’une
trace permet d’obtenir une forme biline´aire invariante suivant la formule:
κ(X, Y ) = Tr(XY ). C’est le cas des alge`bres de Kac-Moody en conside´rant
chaque alge`bre de Lie semi-simple de dimension finie comme sous-alge`bre
d’un gl(n); pour les alge`bres de courants gA, on peut obtenir une trace
en utilisant un “re´sidu” ou une “inte´grale” : Ω1A → K ; enfin, rappelons
l’existence de latrace d’Adler sur l’alge`bre associative ψD(S1) des symboles
d’ope´rateurs pseudo-diffe´rentiels sur S1,
Tr
( n∑
i=−∞
ai(x)ξ
i
)
=
∫
S1
a−1(x)dx,
qui permet de construire deux extensions centrales inde´pendantes avec les
de´rivations exte´rieures ad Logξ et ad x qui donnent les cocycles c1(D1, D2) =
Tr(D1[Logξ,D2]) et c2(D1, D2) = Tr(D1[x,D2]) (re´sultat de O. Kravchenko
et B. Khesin). Rappelons que le plongement naturel Vect(S1) → ψD(S1)
permet d’induire de c1 le cocycle de Virasoro.
En fait, tous ces multiples cocycles a` valeurs scalaires, dont ceux de
Virasoro et Kac-Moody, peuvent s’obtenir par plongement de l’alge`bre de
Lie concerne´e dans l’alge`bre des matrices de Jacobi et restriction de son
cocycle universel. Rappelons brie`vement la formule de ce dernier: les ma-
trices de Jacobi sont des matrices doublement infinies aij pour (i, j) ∈ Z2
qui ve´rifient aij = 0 si |i− j| est assez grand; il est facile de ve´rifier que ces
matrices forment une alge`bre associative et donc une alge`bre de Lie par
antisyme´trisation. Si l’on note alors J la matrice de´finie par aij = δijsgn(i)
pour j 6= 0 et a00 = 1, le cocycle va s’e´crire
c(A,B) =
1
2
Tr(A[J,B]) (11)
Une telle formule est a priori de´pourvue de sens car la trace n’est pas
de´finie pour une matrice de Jacobi, mais ici un calcul direct montre que
A[J,B] est en fait une matrice finie (tout le monde aura compris qu’il s’agit
d’une matrice dont tous les e´le´ments sont nuls sauf un nombre fini d’entre
eux). On obtient une formule explicite en de´composant chaque matrice de
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Jacobi en blocs
[
A11 A12
A21 A22
]
; on obtient c(A,B) = Tr(A21B12 − A12B21), et
la ve´rification de la proprie´te´ de cocycle devient un exercice e´le´mentaire.
Nous avons ainsi construit une extension centrale non triviale
0 −−→ K −−→ gˆlJ(A) −−→ glJ(A) −−→ 0 (12)
Mais nous n’avons pas pre´cise´ quel doit eˆtre l’anneau de base A ; il suffit
que A soit une alge`bre commutative sur le corps K avec une inte´grale ou un
re´sidu permettant de de´finir une trace a` valeurs scalaires Tr : glfini(A)→ K.
Une extension analogue peut se construire dans une version analytique,
avec des espaces de Hilbert, ce qui permet l’inte´gration de l’extension de
l’alge`bre au groupe line´aire. On part d’un espace de Hilbert de´compose´
suivant H = H+ ⊕ H−, et en posant J|H± = ±IdH±; on de´finit ensuite le
groupe line´aire restreint GLres(H) comme le sous-groupe des applications
line´aires borne´es A : H → H telles que [J,A] soit de Hilbert-Schmidt;
on remarque alors que pour A et B dans GLres(H), A[J,B] est trac¸able;
autrement dit Tr(A[J,B]) est bien de´finie. On en de´duit les extensions au
niveau du groupe et de l’alge`bre de Lie
1 −−→ C∗ −−→ GˆLres(H) −−→ GLres(H) −−→ 1 (13)
0 −−→ C −−→ ˆglres(H) −−→ glres(H) −−→ 0 (14)
L’extension (13) est en quelque sorte la comple´tion de (11). Le cocycle de
Bott-Thurston et celui de Virasoro pour Diff(S1) peuvent eˆtre obtenus via
un plongement de Diff(S1) dans GLres(H), respectivement de Vect(S1) dans
glres(H), de´duit de l’action de Diff(S1) sur H = L2(S1,C) par changement
de variables. Ce cocycle a une parfaite analogie formelle avec celui de (4), il
est de la forme c(A,B) = Tr(AδB) ou` δ est une de´rivation; cependant cette
analogie n’est que formelle, car la trace n’est pas de´finie globalement sur
glJ ou glres et l’application A 7→ [J,A] n’est pas une de´rivation exte´rieure.
Ce cocycle a e´te´ ge´ne´ralise´ par Alain Connes qui en a fait l’une des pierres
angulaires de sa ge´ome´trie non commutative [13, 14] dans le cadre des mod-
ules de Fredholm, qui sont des espaces de Hilbert gradue´s H = H+ ⊕H−.
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Une formule TrS(A) =
1
2
Tr(γF [F,A]) permet de de´finir une trace, ou` γ est
un ope´rateur de graduation sur H. Le cocycle pre´ce´dent peut alors s’e´crire
sous la forme c(A,B) = TrS(A[F,B]); il apparaˆıt comme un exemple de
classe de cohomologie cyclique [36], et en quelque sorte le prototype de
celles-ci: dans[13], p 196, la formule d’un cocycle cyclique associe´ a` un
module de Fredholm s’e´crit c(A0, A1, ...., An) = TrS(A0[F,A1] . . . [F,An]).
L’ope´rateur A 7→ dA = [F,A] porte le nom de diffe´rentielle quantique ;
l’analogie avec le cocycle (4) est ainsi rendue plus pre´cise.
Le surnom de “cocycle japonais”, donne´ parfois a` ce cocycle par l’e´cole
russe”(celle de St-Petersbourg, cf. plus haut), provient de l’intervention
de´cisive de ce cocycle dans les travaux de l’e´cole dite de Kyoto; les mathe´maticiens
de cette ville, travaillant au RIMS autour du Pr Mikio Sato ce´le`bre pour
ses formules, sont bien connus, M. Jimbo et ses collaborateurs notamment,
pour leurs re´sultats sur les syste`mes inte´grables en dimension infinie, et
notamment les hie´rarchies KdV et KP. La repre´sentation d’une alge`bre
de Lie de dimension infinie judicieusement choisie permet d’engendrer des
familles de solutions de ces e´quations a` solitons, et le cocycle y joue un
roˆle de ’deus ex machina’ [15, 29]. Cependant on ne peut attribuer a` cette
”e´cole de Kyoto” la priorite´ dans la de´couverte de ce cocycle; sa premie`re
description dans un cadre mathe´matique pre´cis se trouve dans le ce´le`bre
traite´ de Pressley et Segal [45]. Tel ou tel mathe´maticien pourra en revendi-
quer la paternite´, mais sa ve´ritable origine se trouve en physique dans les
travaux de F. Berezin ([3], 1965) sur la seconde quantification( voir[47]
pour un survol des multiples contributions de F. Berezin a` la physique
mathe´matique). Y. Neretin [42] affirme toutefois que la premie`re formule
explicite pour ce cocycle est due a` K.O. Friedrichs [20], dans son e´tude du
” groupe canonique” dont il va eˆtre question maintenant...
Ceci nous fournit une transition naturelle vers les origines physiques du
cocycle de Virasoro. Le passage de la physique classique a` la physique
quantique se fait d’abord de la me´canique classique a` la me´canique quan-
tique, c’est a` dire dans le cas d’un nombre fini de degre´s de liberte´; l’espace
des e´tats quantiques se pre´sente alors sous la forme d’un espace de Hilbert
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H, celui des fonctions d’onde. La the´orie quantique des champs concerne
un nombre infini de degre´s de liberte´, et on sait qu’il n’en existe pas encore
de the´orie mathe´matique naturelle et pleinement satisfaisante ( pour un ex-
pose´ lisible et pragmatique, voir[60]). Une premie`re et rudimentaire version
en est la the´orie du champ libre, que l’on peut voir comme la repre´sentation
quantique d’une assemble´e de particules, ou ”seconde quantification”. Rap-
pelons maintenant le principe de cette seconde quantification: on associe a`
l’ espace de Hilbert des e´tats H, un espace de Fock F(H) (fermionique ou
bosonique suivant le comportement statistique des particules) et on essaie
de prolonger a` F(H) l’action d’un groupe de syme´tries de H.
Pre´cisons tout d’abord ce qu’est l’espace de Fock, dans le cas bosonique:
soit H est un espace hermitien de dimension n, munissons-le de la mesure
gaussienne dµ(z) = pi−n exp(−‖z‖2) dz ; l’espace de Fock bosonique F(H)
est alors l’espace des fonctions holomorphes sur H de carre´ sommable pour
cette mesure. C’est un espace de Hilbert et toute base de H permet de
de´finir une base de F(H): les fonctions coordonne´es z1, . . . , zn associe´es a`
une base {e1, . . . , en} de H de´finissent des fonctions pour tous les multi-
indices I ∈ Nn par la formule
eI(z) = z
i1
1 z
i2
2 . . . z
in
n si I = (i1, i2, . . . , in).
Les eI(z) constituent une base orthonorme´e de F(H) comme on le ve´rifie
facilement par un calcul d’inte´grales gaussiennes ; il est alors clair que
l’anneau des polynoˆmes C[z1, . . . , zn] se plonge dans F(H) comme sous-
espace partout dense.
On peut ensuite e´tendre cette construction de l’espace de Fock F(H) a`
tout espace de Hilbert complexe se´parable, par un proce´de´ de passage a`
la limite, ou alors associer a` une base hilbertienne {ei}i∈N de H, une base
eI de la limite inductive des F(H)(ou` H est de dimension finie comme
ci-dessus), et de´finir F(H) comme l’espace de Hilbert (non se´parable) des∑
I∈N∞
aIeI avec
∑ |aI |2 < +∞. Une autre option, peut-eˆtre plus intuitive
consiste a` proce´der alge´briquement, en posant F(H) = +∞⊕
k=0
Sk(H) ou` Sk(H)
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de´signe l’espace des k-tenseurs syme´triques sur H , puis a` comple´ter cet
espace avec les pre´cautions d’usage.
Si maintenant on essaie de prolonger l’action d’un groupe de syme´tries
quantiques de H a` F(H), on peut trouver une solution a` condition de se
limiter au groupe line´aire restreint (symplectique ou orthogonal suivant
le cas) et la repre´sentation sur F(H) est projective et non plus line´aire ;
et c’est ainsi que le cocycle (6) est apparu naturellement, comme terme
central d’une extension de ce “groupe canonique”, comme on dit parfois
dans la litte´rature physique. Voici pre´cise´ment venu le moment de parler
des “anomalies”, qui ne sont autres que les classes de cohomologie qui
apparaˆıssent dans certains calculs de la the´orie quantique des champs...
Une anomalie pourra se pre´senter comme un de´faut a` eˆtre un homo-
morphisme, ou un de´faut a` eˆtre une action de groupe, ou encore une cour-
bure... Les dites anomalies se repre´sentent par des classes de cohomologie
approprie´es, mais l’e´laboration du cadre ne´cessaire pour ces cohomologies
(cohomologie de groupes, d’alge`bres de Lie, ou the´ories topologiques...)est
souvent fort de´licate, et a parfois suscite´ des proble`mes mathe´matiques
originaux et difficiles... Ces anomalies pourront eˆtre “globales”, c’est-a`-dire
repre´senter des invariants topologiques, du type classes caracte´ristiques ou
invariants de Chern-Simons, comme l’action de Wess-Zumino-Witten, ou
alors “locales”, purement alge´briques, et se ramenant a` des classes de co-
homologie de certains groupes ou alge`bres de Lie de dimension infinie. Du
point de vue lagrangien, la distinction local-global apparaˆıt suivant que les
termes supple´mentaires modifient ou non la dynamique. Ces de´fauts ap-
paraˆıssent lors du passage classique → quantique et sont intrinse`quement
lie´s a` la quantification. Une situation typique est la suivante : au niveau
classique on a un homomorphisme φ d’alge`bres de Poisson, donc :
{φ(f), φ(g)} = φ({f, g})
et sa quantification φˆ pre´sente un de´faut a` eˆtre un homomorphisme suivant
la formule:
[φˆ(f), φˆ(g)] = φˆ([f, g]) + Id c(f, g),
14
faisant ainsi apparaˆıtre un cocycle c a` valeurs scalaires.
Retracer l’histoire des anomalies pourrait faire l’objet d’une monogra-
phie entie`re; nous en indiquerons seulement les principales e´tapes, en de´veloppant
les points en relation directe avec le cocycle de Virasoro. Ce fut de`s les
anne´es 50 que Julian Schwinger mit en e´vidence un phe´nome`ne d’anomalies,
dans le cadre de l’e´lectrodynamique quantique, pour l’e´tude de la de´sinte´gration
du pi0 (me´son-pi ou pion) en photons ; le calcul des propagateurs suivant
pi0
γ
γ
Figure 1: De´sinte´gration du pion neutre
le diagramme de Feynman ci-dessous fait apparaˆıtre une anomalie, c’est a`
dire une obstruction a` e´tendre les syme´tries classiques au cas quantique.
Le calcul est de´taille´ dans le traite´ de the´orie quantique des champs de Pe-
skin et Schroeder, on y trouve le re´sultat final dans la formule 19.45 [44][p
661]; cette formule peut s’e´crire en langage ge´ome´trique sous la forme:
Div(J) = e
2
16pi2 (< Λ,Ω ∧ Ω >)
ou` Λ est le tenseur de volume contravariant, Ω de´signe l’intensite´ du
champ e´lectromagne´tique, et bien entendu, J est le vecteur courant. Le cal-
cul quantique met donc en de´faut la conservation du courant, et c’est la` que
se trouve l’anomalie! On peut interpre´ter mathe´matiquement cette anoma-
lie comme une singularite´ dans un calcul de distributions, soit un produit de
deux distributions de Dirac, ou encore comme un de´faut d’homomorphisme
mettant en e´vidence un cocycle central, le groupe sous-jacent e´tant le
groupe de jauge de l’e´lectrodynamique, soit C∞(X,U(1)) pour un espace-
temps X[49, 50, 51]. L’e´tude de ces phe´nome`nes fut ensuite poursuivie
par R. Jackiw et S. Adler, cre´ateurs du terme d’anomalies [2] en 1969,
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toujours pour l’e´lectrodynamique quantique. Au meˆme moment, on assis-
tait a` un de´veloppement spectaculaire des the´ories de jauge non abe´liennes
(Yang-Mills) avec entre autres les courants faibles et la chromodynamique
quantique; le phe´nome`ne d’anomalies dans le cadre non abe´lien fut mis en
e´vidence par S. Adler et D. Bardeen; c’est aussi vers cette e´poque qu’au
cours de l’un des multiples colloques consacre´s a` la the´orie des groupes en
physique, Andre´ Lichne´rowicz pouvait prophe´tiser que la physique the´orique
allait devenir de plus en plus cohomologique....
La the´orie ge´ne´rale des anomalies, et sa compre´hension dans le cadre
alge´brique et ge´ome´trique ade´quat, fut e´labore´e presque simultane´ment
et inde´pendamment par L.D. Fadeev, R. Stora et B. Zumino (ordre al-
phabe´tique). Du point de vue mathe´matique, il s’agit de classes de coho-
mologie du groupe de jauge C∞(V,G) = G ou de l’alge`bre des courants
C∞(V ; g) = G, ou` G est un groupe compact non abe´lien. Les articles [54,
16] constituent une approche inte´ressante et accessible pour un mathe´maticien;
par exemple on voit dans [16] apparaˆıtre le cocycle comme une obstruc-
tion dans l’e´criture de la quantification canonique d’une the´orie de jauge.
Meˆme si ces cocycles ne sont pas directement lie´s a` celui de Virasoro sauf
par l’interme´diaire de leur ”container” commun longuement de´crit plus
haut, leur contexte et leur de´termination sont tout a` fait analogues, et
nous allons donc en donner certains de´tails.
Les formules de [16] peuvent paraˆıtre un peu myste´rieuses au premier
abord, mais c’est un exercice instructif que de les transcrire sous une forme
alge´brico-ge´ome´trique plus globale. Prenons par exemple la formule (22)
[Ga(x), Gb(y)] = ifabcGc(x)δ(3)(x− y) + 1
12ipi2
dabcεijk∂iA
c
j(x)∂k(δ
(3)(x− y))
ou` fabc de´signe les constantes de structure de l’alge`bre de Lie simple g, dabc
de´signe les coefficients du ge´ne´rateur de H3(g,C), A = Acj(x)ecdxj de´signe
le champ de jauge, soit en langage mathe´matique la forme de connexion.
L’espace-temps est ici de dimension 3 et εijk de´signe sa forme volume.
L’anomalie est alors le second terme dans le second membre. Dans une
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e´criture globale, cette formule nous donne: pour f et g dans G on a
[f, g](x) = [f(x), g(x)] +
1
12ipi2
∫
V
T (fdg ∧ dA)
ou` la forme T (fdg ∧ A) s’interpre`te comme
T (fdg ∧ A)(x) = dabcfa(x)dgb(x) ∧ dAc(x).
En notant C l’espace des champs de jauge et F l’espace des fonctions sur
C, on peut conside´rer cette anomalie comme un 2-cocycle a` valeurs dans F
G × G −→ F
(f, g) 7−→ c(f, g)
ou` c(f, g) est de´fini par c(f, g)(A) =
∫
V
T (fdg ∧ A).
Ces re´sultats sont curieusement analogues et presque contemporains des
calculs cohomologiques sur gA que nous avons mentionne´s plus haut ; ils
ont e´te´ en tout cas e´labore´s de fac¸on strictement inde´pendante et l’analogie
ne semble pas avoir e´te´ remarque´e a` l’e´poque.
Un peu plus tard, Mickelsson a donne´ de ce cocycle une pre´sentation
plus analytique, en terme de seconde quantification, permettant de trouver
l’anomalie a` partir du cocycle universel du groupe line´aire restreint ; pour
chaque connexion A ∈ C, on a un espace de Fock fermionique FA associe´,
construit a` partir des solutions de l’e´quation de Dirac pour A ; les trans-
formations de jauge agissent alors simultane´ment sur la connexion et sur
l’espace de Fock et c’est ce qui fait toute la difficulte´ de ces the´ories de
jauge. On en de´duit une repre´sentation G → glres(H) et l’image re´ciproque
du cocycle (9) sur glres nous donne le cocycle de G. Ce cocycle est connu
dans la litte´rature sous le nom de cocycle de Mickelsson-Rajeev [38] lorsque
la dimension de l’espace-temps est e´gale a` 3. C’est un habillage analytique
du cocycle de Faddeev que nous avons de´crit plus haut. Il peut en outre
s’exprimer en terme d’ope´rateurs pseudo-diffe´rentiels et du re´sidu de Wodz-
icki. Un expose´ tre`s clair de tous ces re´sultats se trouve dans les travaux
de C. Ekstrand [1].
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Dans le meˆme ordre d’ide´es, nous allons maintenant mentionner brie`vement
un travail de G. Segal intitule´ “Faddeev’s anomaly in Gauss’s law”, tre`s
inte´ressant mais he´las non publie´; G. Segal y donne l’analyse topologique
de ces anomalies en the´orie de jauge. Les espaces de Fock fermioniques for-
ment un fibre´ sur l’espace des connexions C, soit F pi−→ C avec pi−1(A) =
FA. Cet espace FA est isomorphe naturellement a` F c’est l’action de
jauge qui est donne´e via le potentiel A.Le groupe de jauge ope`re donc na-
turellement et on a une projection des espaces quotients F/G pi−→ C/G.
L’espace des e´tats physiques est alors l’espace des sections de ce “fibre´”
; ce n’est pas un ve´ritable fibre´ en varie´te´s de dimension infinie a` cause
des singularite´s de l’action de G sur C (voir par exemple les travaux de
Singer [52]). G. Segal de´duit ensuite du projectifie´ P du fibre´ de Fock
F , un fibre´ P/G pi−→ C/G de fibre P (H) ou` H est un espace de Hilbert
complexe; cet espace P (H) est isomorphe a` un projectif complexe infini
CP (∞), et c’est donc topologiquement un espace d’Eilenberg-Mac Lane
K(Z, 2); la projection P/G pi−→ C/G est donc caracte´rise´e par une classe
de cohomologie entie`re c˜ ∈ H3top(C/G,Z). L’auteur montre ensuite par
un argument tre`s subtil, du type the´ore`me de Van-Est, la relation entre
cette classe topologique et le cocycle de Faddeev: on a une application
H3top(C/G,Z) I−→ H2(G,F(C,R)) de´finie naturellement; soit une forme
ferme´e ω ∈ Ω3(C/G) repre´sentant c˜, elle se rele`ve suivant une forme ferme´e
ω ∈ Ω3(C). L’espace C e´tant convexe, donc acyclique, il existe α ∈ Ω2(C)
telle que dα = ω; la classe I(c˜) va alors se de´finir par
I(c˜)(X, Y )(A) = ωA(θX(A), θY (A))
ou` θX(A) de´signe l’action infinite´simale du courant X sur la connexion A
; en d’autres termes, θX(A) = dX + [X,A]. G. Segal montre enfin que I(c˜)
s’identifie au cocycle de Faddeev. Nous nous sommes quelque peu attarde´
sur ce sujet meˆme s’il nous e´loigne en apparence du cocycle de Virasoro,
car il est tre`s instructif pour comprendre alge´briquement les anomalies.
C’est maintenant qu’il faut parler des mode`les duaux, assez oublie´s de
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nos jours, mais qui eurent leur heure de gloire dans les anne´es 70 et se
de´veloppe`rent simultane´ment et en interaction (si on ose dire) avec les
diverses anomalies.
Indiquons brie`vement l’ide´e de de´part de cette the´orie des mode`les du-
aux, qui a e´te´ le premier lieu de l’apparition de l’alge`bre de Virasoro
en physique. Dans l’e´tude des interactions de deux particules lourdes
(les hadrons) repre´sente´e par un diagramme du type suivant (2a) soit
P1 + P2 → P3 + P4; l’ide´e de base des mode`les duaux consiste a` con-
side´rer simultane´ment ce meˆme diagramme comme celui de l’interaction
P2 + P3 → P1 + P4, soit (2b).
P1
P2
P4
P3
(a) 1 P1
P2
P4
P3
(b) 2
Figure 2: Mode`le duaux
La loi de conservation de l’impulsion donne P1 +P2 +P3 +P4 = 0 et on
en de´duit les variables d’e´nergie (“de Mandelstam”)
S = (P1 + P2)
2 = (P3 + P4)
2 t = (P2 + P3)
2 = (P1 + P4)
2.
La fonction d’amplitude A(S, t) est alors une fonction analytique de S et de
t ; on voit apparaˆıtre des phe´nome`nes de re´sonance d’ou` le nom de dual res-
onance models pour ces the´ories. Du point de vue phe´nome´nologique, ces
re´sonances apparaˆıssaient comme de nouvelles particules hadroniques, et
leur nombre semblait tre`s grand; le de´veloppement de la physique expe´rimentale
des particules au cours des anne´es soixante a permis la de´couverte d’un
nombre imposant de ces particules lourdes, que la the´orie alors disponible
ne permettait pas encore de classifier et d’interpre`ter de manie`re satis-
faisante; pour un historique du sujet, voir le beau livre de Ne’eman et
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Kirsh[41]. Citons l’introduction de [19] :“In the 1960’s, one of the myster-
ies in strong interaction physics was the enormous proliferation of strongly
interacting particles or hadrons. Hadronic resonances seemed to exist with
rather high spin... the resonances were so numerous that it was not plau-
sible that they were all fundamental...”. Un exemple typique de telles in-
teractions est la de´sinte´gration baryon-antibaryon (par exemple neutron-
antiproton) en trois me´sons pi ([49]).
p
n
Figure 3: De´sinte´gration proton-neutron
L’analyse complexe a permis de mettre au point des mode`les analytiques
pour la the´orie; ces mode`les pre´sentent une syme´trie de jauge qui s’exprime
en terme d’ope´rateurs : les ce´le`bres ope´rateurs Ln sont ainsi apparus pour
la premie`re fois en physique dans l’article de Virasoro [57, 58] tre`s souvent
cite´ mais rarement lu. Comme il est d’usage en physique, on ne voit pas
apparaˆıtre le groupe ou l’alge`bre de Lie de fac¸on intrinse`que, mais une
repre´sentation donne´e en ge´ne´ral par des ope´rateurs pour lesquels on doit
ensuite ve´rifier les conditions de groupe ou d’ alge`bre. Ici, ces ope´rateurs
Ln s’expriment comme somme quadratique d’oscillateurs, comme pour les
repre´sentations dans l’espace de Fock bosonique que nous avons de´fini
plus haut. Dans [57] l’auteur conclut de fac¸on errone´e a` l’existence d’une
repre´sentation line´aire et non projective, donc le cocycle de Virasoro n’a
pas e´te´ de´couvert par Miguel Virasoro lui-meˆme! La proprie´te´ d’alge`bre de
Lie sans le terme central, autrement dit [Ln, Lm] = (m−n)Lm+n, est quant
a` elle apparue pour la premie`re fois dans un contexte physique dans l’article
de S. Fubini et G. Veneziano [21]. La mise en e´vidence du terme central
dans cette situation est attribue´e par P. Ramond a` Joe Weiss et Louis
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Clavelli ([46]), voir aussi Brower et Thorn[7]. Peu de temps apre`s a e´te´
construite l’alge`bre de Neveu-Schwarz [43] avec la dualite´ bosons-fermions,
qui devait marquer l’essor des superalge`bres...
Ce n’est pas notre but que de retracer toute cette page glorieuse de
l’histoire de la physique contemporaine, mais mentionnons cependant que
les premiers mode`les de cordes et de supercordes sont issus de ces mode`les
duaux: ce furent le mode`le de Veneziano fonde´ sur les fonctions eule´riennes
comme fonctions d’amplitude (1968), puis la corde bosonique de Nambu
(1970); la ge´ome´trie sous-jacente, avec l’action de Diff(S1) est apparue ex-
plicitement pour la premie`re fois dans le travail de Galli[22]; les re´sonances
apparaˆıssant comme celles des vibrations de la “corde”. Pour une ap-
proche e´le´mentaire, mais aussi esthe´tique que pe´dagogique de la the´orie
des cordes, voir[61]. La suite de l’histoire est longue, riche en rebondisse-
ments passionnants, et n’est certainement pas acheve´e de nos jours ; voir
encore les introductions de [61] et [24].
C’est en the´orie des cordes qu’est apparue l’anomalie conforme, dite
aussi anomalie de Virasoro; pre´cisons maintenant pourquoi la ge´ome´trie
conforme intervient dans ce sce´nario. Tout le monde connaˆıt la ge´ome´trie
conforme et ses transformations qui pre´servent les angles, ainsi que le
the´ore`me de Liouville qui caracte´rise les transformations conformes en di-
mension n ≥ 3, et les home´omorphismes biholomorphes si n = 2. En
the´orie des champs le groupe conforme intervient comme groupe de syme´tries;
l’approche axiomatique de la the´orie impose[55] l’invariance sous l’action
d’un groupe de syme´tries de l’espace-temps, en ge´ne´ral celui de Poincare´;
si on de´cide de l’e´tendre au groupe conforme, on obtient la the´orie des
champs conformes(CFT suivant le sigle anglais). La the´orie des cordes
rend ne´cessaire une the´orie quantique conforme sur l’espace-temps, d’ou`
cette anomalie de Virasoro:la the´orie des cordes bosoniques n’est invari-
ante par une transformation conforme de la me´trique que si la dimension
de l’espace-temps est e´gale a` 26. Le re´sultat s’obtient par un calcul ex-
plicite de la charge centrale ([24], p 130) pour une certaine repre´sentation
de l’alge`bre de Virasoro; ce re´sultat fut montre´ par Polyakov vers 1980
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par des techniques d’inte´grales de chemin; ce fut la premie`re apparition du
myste´rieux d = 26, dont on peut rencontrer d’autres avatars dans diffe´rents
contextes quantiques[6].
En manie`re de conclusion, nous allons expliquer la relation entre l’alge`bre
de Virasoro et l’effet Casimir. Ce dernier est une manifestation de l’e´nergie
du vide; il est classique que la quantification canonique d’un oscillateur
harmonique donne comme valeur du hamiltonien
H = (n+
1
2
)}ω (15)
ou` ω est la fre´quence et n le nombre de particules, par conse´quent H 6= 0
meˆme si n = 0. En 1948, H.B.G. Casimir de´terminait la force d’attraction
entre deux plaques conductrices paralle`les, par un calcul audacieux mais
classique dans ce genre de physique : l’e´nergie de la “boˆıte” apparaˆıt comme
la diffe´rence entre deux quantite´s infinies, l’e´nergie du vide calcule´e suivant
la formule (12) et celle du vide perturbe´ par la pre´sence des plaques (voir
[10]). La confirmation expe´rimentale est due a` Sparnaay en 1958 [53]. Ce
phe´nome`ne a trouve´ une autre interpre´tation dans le cadre de la the´orie
des champs conformes en dimension 2, dans le travail de Blo¨te, Cardy et
Nightingale [5], et c’est la` qu’intervient l’alge`bre de Virasoro.
Dans les the´ories de champs conformes en dimension 2, les transforma-
tions du tenseur d’e´nergie impulsion s’e´crivent sous la forme
T (z)dz2 = T ′(z′)(dz′)2 +
c
12
{z′, z}dz2 (16)
ou` {z′, z} de´signe la de´rive´e Schwarzienne de la transformation z′ = φ(z)
(voir [28] Tome II p 103). Dans le formalisme ge´ome´trique des champs de
tenseurs, et de leurs transformations, cette relation s’e´crit :
φ∗(Tdz2) = [(T ◦ φ)(φ′)2 + c
12
S(φ)]dz2. (17)
Il ne s’agit que de la complexification de la formule de l’action coadjointe
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de Diff(S1), voir[47, chap. 4].
Pour l’e´tude de l’effet Casimir, on conside`re une bande de largeur L
dans le plan complexe de la variable u et la transformation conforme z =
exp
(2ipiu
L
)
de cette bande sur le plan des z. La formule (13) donne dans
ce cas :
T(bande)(u)(du)
2 = −
(2pi
L
)2(
T (z)z2 − c
24
)
(dz)2.
L’invariance par translation montre que les valeurs moyennes sur le plan
sont nulles donc < T (z) >= 0. On en de´duit < T(bande)(u) >=
c
24
(2pi
L
)2
([28] p 105). Itzykson et Drouffe interpre`tent ce re´sultat de la fac¸on suiv-
ante : “ ... ceci nous permet d’interpre´ter l’anomalie comme un effet
Casimir, c’est-a`-dire un de´placement de l’e´nergie libre comme conse´quence
de la ge´ome´trie finie...”.
La comparaison avec la formule obtenue par Casimir [10] est instructive
; il serait inte´ressant de pouvoir faire directement le lien entre l’e´nergie
de l’oscillateur et la valeur de la charge centrale pour une repre´sentation
approprie´e de l’alge`bre de Virasoro.
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