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Abstract 
 
Unicellular organisms are open metabolic systems that need to process information 
about their external environment in order to survive. In most types of tissues and 
organisms, cells use calcium signaling to carry information from the extracellular side 
of the plasma membrane to the different metabolic targets of their internal medium. This 
information might be encoded in the amplitude, frequency, duration, waveform or 
timing of the calcium oscillations. Thus, specific information coming from extracellular 
stimuli can be encoded in the calcium signal and decoded again later in different 
locations within the cell. Despite its cellular importance, little is known about the 
quantitative informative properties of the calcium concentration dynamics inside the 
cell. In order to understand some of these informational properties, we have studied 
experimental Ca2+ series of Xenopus laevis oocytes under different external pH 
stimulus. The data has been analyzed by means of information-theoretic approaches 
such as Conditional Entropy, Information Retention, and other non-linear dynamics 
tools such as the power spectra, the Largest Lyapunov exponent and the bridge 
detrended Scaled Window Variance analysis. We have quantified the biomolecular 
information flows of the experimental data in bits, and essential aspects of the 
information contained in the experimental calcium fluxes have been exhaustively 
analyzed. Our main result shows that inside all the studied intracellular Ca2+ flows a 
highly organized informational structure emerge, which exhibit deterministic chaotic 
behavior, long term memory and complex oscillations of the uncertainty reduction 
based on past values. The understanding of the informational properties of calcium 
signals is one of the key elements to elucidate the physiological functional coupling of 
the cell and the integrative dynamics of cellular life. 
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Author Summary 
 
Cells need a permanent exchange of energy and matter with the external medium to 
maintain their self-organized biochemical functionality. As a consequence, metabolic 
life would not be possible without it having the capacity to adequately respond to the 
large possible combinations of external variables to which the cell is exposed. These 
external inputs can be understood in terms of molecular information. Calcium signaling 
is a ubiquitous mode of biological communication, able to carry information from the 
extracellular side of the plasma membrane to the different metabolic targets in the 
internal medium. Intracellular calcium signals show complex oscillatory behavior and 
play an essential role in cellular metabolism participating in a multiplicity of 
physiological and pathological functions. Many aspects of the molecular mechanisms 
involved in the generation of intracellular concentration of calcium dynamics have been 
relatively well studied, but how information is processed is still unknown. Here, we 
have exhaustively analyzed experimental calcium time series of Xenopus laevis oocytes 
under different pH stimuli using information-based dynamic tools, and our results show 
that inside the intracellular Ca2+ flows emerges a new kind of dynamical informational 
structure, in which organizes specific information contained in calcium series. 
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Introduction 
 
Calcium ions play a fundamental role in cell physiology, particularly in signal 
transduction processes. In fact, calcium signaling represents one of the few universal 
intracellular messengers that are able to carry information from the extracellular side of 
the plasma membrane to different metabolic targets in the internal medium [1, 2]. 
From a biochemical point of view, one of the essential characteristics of Ca2+ ion fluxes 
is their capacity to exert regulatory effects on many enzymes [3-6], which allows the 
modulation of the metabolic activity of the cell. As a consequence, calcium signaling 
participates in a multiplicity of key functions, such as the regulation of cell 
differentiation [7], cellular migration [8], cell division [9], ROS signaling [10,11], 
synaptogenesis [12], apoptosis [13,14], autophagy [15], exocytosis [16], neuronal 
plasticity [17], cytoskeleton activity [18], cellular growth [19], dendritic development 
[20], neurotransmitter release [21], and gene expression [22-27]. 
At a molecular level, the mechanisms involved in the generation of calcium signaling 
essentially result from a complex interplay among extracellular calcium, permeable 
channels and the activation/inactivation of intracellular Ca2+ pools, mainly located at the 
endoplasmic or sarcoplasmic reticulum and mitochondria. These processes are highly 
regulated by complexly interrelated metabolic reactions [28, 29].   
In general, external stimuli are often converted into intracellular Ca2+ ion fluxes which 
encode the input information by means of signal transduction processes, i.e., an 
extracellular stimulus activates a specific receptor located on either the cell surface or 
the inside, triggering a biochemical chain of molecular processes, which originates 
different metabolic responses, a large part of them in the form of intracellular calcium 
oscillations [30]. 
In many cells, these molecular processes involve G protein-coupled receptors and the 
phospholipase C enzymes, located in the cell membrane. Specific phospholipase C can 
hydrolyse phosphatidylinositol 4,5-bisphosphate (PIP2) into two products: inositol 
1,4,5-trisphosphate (IP3) and diacylglycerol (DAG), two classical second messengers. 
The level of external stimulation on the cell determines the degree of activation of the 
receptor and therefore can be directly linked to the intracellular IP3 concentration. IP3 
mainly diffuses to the endoplasmic reticulum, and binds to its specific receptor, which is 
located in an intracellular calcium channel; thus releases Ca2+ ions from the 
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endoplasmic reticulum, triggering oscillations in the cytoplasmic calcium concentration 
[31]. As a result of these complex metabolic processes the temporal behavior of the 
intracellular Ca2+ levels are highly regulated [32]. 
In spite of its physiological importance, many aspects of the molecular mechanisms 
involved in the generation of the intracellular calcium concentration dynamics are still 
poorly understood. 
Intracellular Ca2+ fluxes can either be localized or invade the whole cell; and depending 
on the cell type and the stimulus, Ca2+ signals are characterized by a rich variety of 
oscillating patterns, in which the frequency and amplitude can vary practically  
infinitely [28,33]. 
Calcium concentration rhythms represent a genuine manifestation of the dissipative 
self-organization in the enzymatic activities of the cell. Experimental observations and 
numerical studies have shown that metabolic processes shape functional structures in 
which these kinds of molecular rhythms may spontaneously emerge far from 
thermodynamic equilibrium [34,35].  
It is well established that non-equilibrium states can be a source of order in the sense 
that metabolic irreversible processes may lead to a new type of dynamic state in which 
the system becomes ordered in space and time. In fact, the non-linearity associated with 
irreversible enzymatic reactions seems to be an essential mechanism that may allow 
dissipative metabolic organization far from thermodynamic equilibrium [36,37]. 
Self-organization is based on the concept of dissipative structures, and its theoretical 
roots can be traced back to the Nobel Prize Laureate in Chemistry Ilya Prigogine [38].  
Two main kinds of metabolic dissipative structures exist in cellular conditions: temporal 
oscillations and spatial biochemical waves [34]. Both kinds of dissipative structures can 
be observed in Ca2+ dynamics. Thus, when spatial inhomogeneities develop instabilities 
in the intracellular medium, in addition to temporal calcium oscillation [39], it may lead 
to the emergence of spatio-temporal dissipative structures which can take the form of 
propagating calcium concentration waves [40,41]. Phase-coupled NAD(P)H waves and 
calcium oscillations have also been observed [42]. 
Since the first observations of the calcium rhythmic phenomena, experimental 
investigation of its molecular mechanism has been accompanied by numerous 
computational modeling approaches. The use of these numerical studies on Ca2+ 
oscillations can lead to different important conclusions mainly about the nonlinear 
feedback processes involved in the spontaneous generation of oscillations [43-50]. For a 
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review on calcium numerical studies, see Dupont et al. [28]. Despite numerous studies 
on calcium signalling, how information is processed is still insufficiently known.  
Different experimental and numerical analysis have shown that the information might 
be encoded in the amplitude, frequency, duration, waveform or timing of calcium 
oscillations [51-54]. Thus, specific information coming from extracellular stimuli can 
be encoded in the calcium signal and decoded again later in different metabolic targets 
in the cellular internal medium. 
These researches on the calcium information have motivated a number of experimental 
and theoretical studies. For instance, it has been estimated by means of mathematical 
simulations the information encoded in a Ca2+ series upon hormonal stimulation in 
hepatocytes [55]. Mutual information has also been used to calculate the amount of 
information transferred over a calcium signaling channel, using a computational model 
[56]. Long-term correlations have been observed in calcium-activated potassium 
channels [57-60]; other biochemical processes also present long-term correlation, for 
example, the intracellular transport pathway of Chlamydomonas reinhardtii [61], the 
NADPH series of mouse liver cells [62] and the mitochondrial membrane potential of 
cardiomyocytes [63]. 
Likewise, the information transfer from the calcium signal to a target enzyme under 
different physiological conditions has been analyzed using transfer entropy [64] in a 
computational model, a technique widely used to quantify directed biological 
interactions [65,66].  
Here, we have studied experimental calcium series of Xenopus laevis oocytes under 
different external pH stimuli. The data has been exhaustively analyzed by means of 
information-theoretic approaches such as Conditional Entropy, Information Retention, 
and other non-linear dynamics tools, such as the power spectra, the Largest Lyapunov 
exponent and the bridge detrended Scaled Window Variance analysis. We have 
quantified the biomolecular information flows of the experimental data in bits, and 
essential aspects of the information contained in experimental calcium fluxes have been 
exhaustively analyzed. They correspond to the fractional Brownian motion, and our 
main result shows that in the intracellular Ca2+ flows a highly organized complex 
informational structure emerges which is characterized by exhibiting long-term 
memory, deterministic chaotic dynamics and oscillations of the uncertainty in respect of 
the past values. 
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Materials and Methods 
 
1. Calcium oscillations in Xenopus laevis oocytes 
 
Different concentrations of serum are known to promote chaotic oscillations due to 
alterations of Ca2+ concentrations in the cytoplasm, which, as a consequence, evoke Cl- 
and K+ currents across the oocyte membrane (67, 68) through to the activation of 
different Ca2+ affinity channels (69). Adult Xenopus laevis frogs were obtained from 
Blades Biological (Cowden, Kent, UK). Oocytes at stage V were plucked from the 
ovaries and defolliculated by collagenase treatment (type 1, Sigma-Aldrich Quimica, 
S.A., Madrid, Spain) at 80–630 units/ml in frog Ringer’s solution (115 mM NaCl, 2 
mM KCl, 1.8 mM CaCl2, 5 mM HEPES at pH 7.0) for 20 min to remove the 
surrounding follicular and epithelial cell layers. Oocytes were maintained at 18ºC in 
sterile unsupplemented modified Barth's medium containing (mM): 88 NaCl, 0.2 KCl, 
2.4 NaHCO3, 0.33 Ca(NO3)2, 0.41 CaCl2, 0.82 MgSO4, 0.88 KH2PO4, 2.7 Na2HPO4, 
with gentamicin 70 µg ml−1 and adjusted to pH 7.4. Membrane currents were recorded 
with a standard two-electrode voltage clamp (Warner Instruments, Oocyte Clamp OC-
725C) and digitized in a PC (Digidata 1200 and Axoscope 8.0 software, Axon 
Instruments). Oocytes were continually superfused with Ringer’s solution (115 NaCl, 2 
KCl, 1.8 CaCl2, 5 Hepes) at room temperature (22ºC). The membrane was usually 
voltage clamped at -60 mV. Fetal Bovine Serum (FBS) (Sigma-Aldrich) diluted 1:1000 
Ringer’s solution was used for oocytes perfusion to achieve the generation of currents 
oscillations. Three different pH conditions were considered, Ringer’s solution at pH 5.0, 
7.0 and 9.0. 
 
2. Shannon Entropy 
Time series of calcium concentration flows, correlated to electrical potential measures, 
were first stationarized by performing a sliding window process as follows:  → −  +  + 	 + 
 +  +  +  + 
 + 	 +  + 11 .										(1) 
Then, the series were normalized within the (0,1)  range. We will refer to this modified 
series as "stationarized series".  
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Let {()}∈ be a probability distribution over a finite set X with states  ∈ . The 
Shannon Entropy of X, denoted H(X), is defined as  () ≡ −() · log ().										(2) 
When the log is computed in base 2 (the case considered here), the Entropy is measured 
in bits. In particular, H(X) is the expected value of the number of bits required to specify 
a concrete event in X [70]. Thus, because	0 ≤ () ≤ 1,
 
Entropy satisfies that () ≥0. The joint Entropy H(X,Y) between two random variables X and Y is just an extension 
of (2) to 2-dimensions, i.e.  (, %) ≡ −(, &) · '() (, &),										(3) 
where {(, &)}∈,+∈, is the joint probability distribution of X and Y for events in 
which the variable X is in the state x and simultaneously  the variable Y is in y.  
 
3. Conditional Entropy  
To measure how much uncertainty in future events is reduced by conditioning from past 
events, we calculated the Conditional Entropy. To compute it, we first denoted XP as the 
past of X and XF as the future of X. The Conditional Entropy is then defined as 	(-|/) ≡ (- , /) − (/),										(4) 
being H(XP) the Shannon Entropy of XP and H(XF,XP) the joint Entropy of XP and XF 
[70]. Thus, the Conditional Entropy is by definition the remaining uncertainty in XF  
known
 
XP. H(XF│XP) is a positive-definite quantity such that its minimum value 
corresponds to
 
(-|/) = 0, which happens when knowing XP implies that the 
uncertainty in XF  is completely determined. The maximum value corresponds to (-|/) = (-), which occurs when knowing XP does not affect the uncertainty in 
XF, so that both XP and XF are statistically independent variables. 
 
4. Information Retention 
We introduced the Information Retention index (η) as the Conditional Entropy 
normalized between 0 and 1, which allows comparing different time series within a 
common scenario.  In particular, we defined it as 
2≡1 − (-|/)(-) .										(5) 
Thus, this statistic will be closer to 0 as the future becomes harder to predict, and closer 
to 1 as the future becomes more dependent on the past.  
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5. Hurst exponent 
The Scaled Windowed Variance Analysis is one of the most reliable methods that have 
been thoroughly tested on fBm signals [71]. In particular, we have used the bridge 
detrended Scaled Windowed Variance analysis (bdSWV) for the study of these 
temporal sequences of metabolic activities [72]. This method generates an estimation of 
the Hurst exponent (H) for each series. For a random process with independent 
increments, the expected value of H is 0.5. When H differs from 0.5, it indicates the 
existence of long-term memory, which is to say, dependence among the values of the 
process. If 	 > 0.5, it was produced by a biased random process which exhibits 
persistent behaviour. In this case, for several previous transitions, an increment on the 
phase-shift average value implies an increasing trend in the future. Conversely, a 
previously decreasing trend for a sequence of transitions usually implies a decrease for a 
similar sequence. Antipersistent behavior is obtained for 0	 < 		 < 0.5, a previously 
decreasing trend implies a probable increasing trend in the future and an increase is 
usually followed by decreases [71-72]. 
According to the bdSWV method, if the signal is of the form xt, where 6 = 1,… ,8, then 
the following steps are carried out for each one of the window sizes 9 = 2,4, … , :
 , 8 (if 
N is not a power of 2, then n takes the values 2,4,…,2k, where k is the integer part of   log
8): 
1) Partition of the data points in :;	adjacent non-overlapping windows {<, … ,<=>} 
of size n, where < = {()·;, … , ·;}. If N is not a power of 2 and N is not 
divisible by n, then the last remaining points are ignored for this value of n. For 
instance, if 8 = 31 and 9 = 4, the first 28 points are partitioned into seven 
windows. 
2) Subtraction of the line between the first and last points of the points in the n-th 
window. 
3) For each ? = 1,… , :;, calculation of the standard deviation SDi of the points in 
each window, by using the formula 
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@A = B  (C − ̅)
9 − 1·;CE()·; ,										(6) 
 where GH  is the average in the window Wi. 
4) Evaluation of the average @AIIII of the :; standard deviations corresponding to 
equation (6). 
5) Observation of the range of the window sizes n over which the regression line of log	(@AIIII) versus log(9) gives a good fit (usually some initial and end pairs are 
excluded). 
6) In this range, the slope of the regression line gives the estimation of the Hurst 
coefficient H. 
We have used the program bdSWV, available on the web of the Fractal Analysis 
Programs of the National Simulation Resource [73]. 
 
6. Dispersion Analysis 
The Dispersion Analysis program is designed for the analysis of fractional Gaussian 
noise (fGn) [74]. 
For different bins of length J, varying from one to ;
, where n is the length of the series, 
the standard deviation SD(J) of the series formed by the mean of the J consecutive 
values of the original series x(i) are considered (that is, SD(J) is the standard deviation 
of the series yJ(i), where  
&J(?) = (?) +⋯+ (? + L − 1)L ).										(7) 
Now, the relation between log @A(L)and log(L) is approximately linear: @A(L) = @A(1) · LN,										(8) 
with slope H-1, where H is the Hurst coefficient and with SD(1) the standard deviation 
of a single point. 
Previously, we have studied the Hurst exponent in a biochemical pathway [75-77] 
described by a system of differential equations with delay [78], in metabolic networks 
[79], and in experimental rabbit brain electrical signals [80]. 
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Results 
 
In order to study the informational properties of calcium signals, we have obtained 
experimental Ca2+ measurements from seven different Xenopus laevis oocytes, each of 
them under three different external pH stimuli, gathering 21 time series, in which 
130.000 data points were considered. Figure 1 shows three representative experimental 
calcium flows under three different pH conditions, Ringer’s solution at pH 5.0, 7.0 and 
9.0 (acid, neutral and basic pH).  
First, the data has been analyzed according to Shannon's information theory, calculating 
the entropy of the time series (Shannon Entropy). This statistic quantifies the mean of 
the amount of information necessary to reproduce each calcium signal which is also 
interpreted as a measure of the average of uncertainty in the series. The obtained 
entropy values of our calcium data are in the order of 0.725 ± 0.11	(QRS9	 ± @A) bits. 
All values are shown in Table 1. To have a comparative reference for the amount of 
information in our calcium series, we calculated the entropy of 100 fractional Gaussian 
noise series (fully unpredictable events by definition, thus, series that need a lot of 
information to be transmitted). The fGn series were normalized between (0,1) as in the 
calcium flows, and the obtained entropy values were	0.987 ± 0.01	(QRS9	 ± @A). This 
implies that next to 73% in average of the information needed to represent a random 
event is necessary to represent our calcium series. 
After analyzing the degree of uncertainty in the Ca2+ ion flows we were interested in 
knowing how much uncertainty in the future is conditioned by the past. For it, we 
calculated the Conditional Entropy (4) applied to each stationarized time series 
(considered the past) and the stationarized time series t steps/lags further (considered the 
future). In other words, we cyclically permuted the data in order to compare this 
"future" series with the non-permuted ones. Thus, when the Conditional Entropy is 
minimum, the uncertainty is small and therefore the future becomes easier to predict. 
We can observe that there is a local minimum every 0.005 seconds in the experimental 
Ca2+ series. The maximum values of (4) are shown in Table 1, and these results suggest 
the presence of a type of memory in the calcium flows, in the sense that the information 
known in the past of the series decreases the uncertainty in the future. 
To quantify the long-term memory, we have first determined whether the series is a 
fractional Gaussian noise (fGn) or a fractional Brownian motion (fBm); fGn and fBm 
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can be distinguished by calculating the slope of the Power Spectral Density plot [72]. 
The signal is said to exhibit power law scaling if the relationship between its Fourier 
spectrum and the frequency is approximated asymptotically by @(U) ≈ @(UW)/UY for 
adequate constants S(f0) and β. If 	−1 < 	Z < 1, then the signal corresponds to an fGn. 
When	1 < Z < 3, then the signal corresponds to a fBm. 
The regression line was estimated for the pairs ('()	@(U), '()	U), where f is the 
frequency and S(f) the absolute value of the Fourier transform, and the β constant was 
taken to be the opposite of the x coefficient in that regression line. The analysis of the 
data in Table 2 shows that all the calcium signals that we have studied present power 
law scaling with β in the range 1.507 − 2.991, which suggests that the series are fBm. 
In Figure 2 the Spectral Density plot of the n1, n2 and n3 series are represented. The 
opposite of the slope have the values of 2.02 (n1, pH=5.0), 1.97 (n2, pH=7.0) and 2.37 
(n3, pH=9.0), which shows that the process is a fractional Brownian motion (fBm). 
A number of tools for estimating the long-term correlations of a fBm time series are 
available. The Scaled Windowed Variance analysis is one of the most reliable methods 
that have been thoroughly tested on fBm signals [72]. In particular, we have used the 
bridge detrended Scaled Windowed Variance analysis (bdSWV) on these temporal 
sequences [72,81]. By using this method, the estimated Hurst exponent values were 
around 0.191 ± 0.101	(QRS9 ± @A), which implies long-range memory and 
antipersistence in all experimental calcium series. The obtained Hurst exponent values 
are included in Table 2; in these results we have also observed that after an anova 
test, Hurst exponents were significantly different for time series corresponding to 
pH=9.0 in comparison to pH=7.0 ( − [S'\R = 10) and pH=5.0 ( − [S\'R =10), but no distinction was found between pH=7 and pH=5 ( − [S'\R = 0.42).  
In order to estimate the significance of our results, we have performed a shuffling 
procedure. If the data exhibit persistency, there is a long-range memory effect in place 
and the ordering of the data is fundamental. However, when we scramble the data, the 
structure of the series will be destroyed and, therefore, a Hurst analysis will show a 
value of H close to 0.5. In this way, we have generated 21.000 scrambled series (1.000 
for each calcium series) with the same number of points as the original ones (130.000 
points) by taking values at random from the original data set without replacement. Next 
we have estimated the Hurst exponent H for each of these scrambled series applying 
Dispersion Analysis [74], because after the shuffling they became fractional Gaussian 
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noise, therefore we must not apply bdSWV [72,74] (for more details see section 6, 
Material and Methods). The result of the Hurst analysis for the scrambled series is \]^6	R.= 0.499 ± 0.01(QRS9	 ± @A) which indicates that in all scrambled series 
the long-term memory structure was destroyed. The Wilcoxon rank-sum test performed 
to compare the Hurst exponents of original calcium series with the exponents of the 
shuffled data, gave a  − [S'\R = 2.13 · 10. Therefore, the shuffling procedure 
analysis has shown that our Hurst exponent analysis of the Ca2+ ion series presents a 
high significance level.  
In Figure 3a the regression lines of a bdSWV process applied to an example of calcium 
series (n13, experiment 5, pH5.0) and the regression line of a Dispersion Analysis 
applied to the same data after randomly permuting all its 130.000 points are shown. In 
Figure 3b, 100 Hurst exponent values from one shuffled time series versus the exponent 
obtained from the original time series are illustrated. It can be observed that when the 
series were shuffled, the long-term memory completely disappeared	(\]^6	R. =0.498 ± 0.01) (mean ±SD). In this figure, for more graphic clarity, instead of 
representing the 21.000 obtained Hurst exponent values from the respective scrambled 
time series, we have only illustrated 100 Hurst exponent values. 
Once the presence of long-term memory in calcium flows was corroborated, we 
quantified the Information Retention (5) at each time step (for more details see section 
4, Material and Methods). This statistic represents the amount of uncertainty that is 
reduced by knowing the past in order to determine the future. In our analysis, we have 
found that the values of this "certainty" oscillate periodically in all the calcium signals. 
Three examples of these informational structures for pH=5, pH=7 and pH9 can be 
observed in Figure 4.  
In addition, we have observed that the highest and lowest peaks of the oscillation 
fluctuate erratically, an example of these dynamics is shown in Figure 5. To quantify 
the level of stability of these peaks, we have calculated the Largest Lyapunov exponent, 
a statistic associated to the predictability level of a dynamic system, when it is positive 
it reflects the presence of deterministic chaos. We calculated this statistic on the highest 
and lowest peaks separately. The Largest Lyapunov exponents of the highest peaks are 
around 0.062 ± 0.03 (QRS9 ± @A, all values are shown in table 2) and the ones of the 
lowest peaks are around	0.111 ± 0.09	(QRS9 ± @A). We also performed a B-L test for 
chaos [82, 83] to corroborate the presence of chaotic dynamics, and found that all p-
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values were equal to 1, implying that we do not reject the presence of chaos at _ =0,005 level of significance.  
In addition, a comparison between the structure of the Information Retention obtained 
from our experimental data with a different dynamic behaviors, a fractional Gaussian 
noise, is illustrated in Figure S1. As expected, the IR of the fGn does not exhibit 
significant oscillatory structure (range of IR values between 0 and 0.018).  
Finally, to verify whether the structure of the Information Retention observed could be 
achieved by chance, we shuffled each stationarized time series and recalculated their 
ηmax	1.000 times; thus, 21.000 scrambled series were used for the shuffling procedure. In 
Figure S2a we show the ηmax values of our data versus the values from 100 shuffled 
procedures of one time series (for more graphic clarity, instead of including the 1.000 
obtained ηmax from the respective scrambled time series, we have only illustrated 100 
ηmax). The probability distribution of ηmax values from our original data and the 
probability distribution of the ηmax values from the 100 shuffled series are respectively 
illustrated in Figure S2b and S2c. The result of this Information Retention analysis for 
the scrambled series indicates that the values from the shuffled series (2.98 · 10 ±1.78 · 10, QRS9 ± @A) are at least four orders of magnitude smaller than the non-
shuffled ones, implying that the informational structures in all shuffled series were 
completely lost, and therefore, the IR structure in the original calcium flows could not 
be found by chance ( − [S'\R = 2.1 · 10 in the Wilcoxon rank-sum test). In 
conclusion, the Information Retention structure analysis of the experimental Ca2+ ion 
series presents a high significance level. 
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Discussion 
 
Calcium is a key chemical element of the cell which participates in a wide variety of 
physiological processes and plays a crucial role as a universal messenger in cellular 
metabolism and signaling. 
Here, in order to understand some of the informational properties of the intracellular 
calcium signals we have studied experimental Ca2+ series of Xenopus laevis oocytes 
under different external pH stimulus (acid, neutral and basic pH) by means of 
information-theoretic approaches.  
In short, the main conclusions of our study are the following:  
I.  Calcium series carry information. 
The amount of information contained in the experimental time series has been analyzed 
by means of Shannon's Entropy, finding that the quantity of information needed to 
reproduce these calcium signals is high, close to the amount needed to reproduce a 
completely unpredictable event such as fractional Gaussian noise.  
II. Calcium series exhibit long-term memory. 
The amount of uncertainty that can be predicted in the future when the past is known 
has been measured in the Ca2+ ion fluxes using conditional Entropy. Our analysis has 
shown that a lot of the information in the future is conditioned by the past in every 
experimental time series (up to 86.3%	of the uncertainty in the future on average was 
conditioned by past information). This implies a high dependency between values and 
also suggests the presence of memory. 
The studied experimental series strongly correspond to the fractional Brownian motion 
(see the Power Spectral Density plot analysis), and in order to quantify the level of 
long-term memory in the Ca2+ ion flows, the data was studied by means of the bridge 
detrended Scaled Windowed Variance analysis (Hurst exponent analysis) finding values 
for the Hurst exponent 0.05	 < 		 < 	0.35, indicative of long-term memory effects in 
all series. Values of 	 < 	0.5 are interpreted as characteristic of ‘trend-reversing’ or 
antipersistence. The behavior of the time series tends to reverse itself, for instance, a 
decreasing trend in the past usually implies an increasing trend on average in the future 
and conversely, an increase in the past is likely to be followed, on average, by a 
decrease. The high reliability of our Hurst analysis was tested with a shuffling 
procedure in which we scrambled the data in the original calcium signals. The values of 
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the Hurst exponent measured in the original series (which are strongly non-Gaussian) 
were significantly different from the ones obtained in the randomly shuffled series. In 
the Wilcoxon rank-sum test performed to compare the Hurst exponents of the calcium 
series with the exponents of the shuffled data, we obtained a  − [S'\R = 2.13 · 10. 
Therefore, the significance of the values of the Hurst exponent measured in the original 
calcium series is extremely high, practically impossible to be obtained by chance. 
III. Calcium series are characterized by a highly organized informational structure. 
The analysis of Information Retention shows an informational structure in which the 
memory (uncertainty dependence level in the future as a function of the known 
information in the past) is oscillating. In addition, the highest and lowest peaks of the 
oscillation fluctuate erratically. The instability level of these maximums and minimums 
of the informational structure was analyzed by means of the Largest Lyapunov 
exponent, and all the calculated values were positive, which is characteristic of 
deterministic chaotic behavior. This dynamics were corroborated by B-L method for 
detecting chaos [82,83] with a p-value of 1, rejecting the absence of chaos. 
The existence of chaotic patterns and long-term correlation properties in the 
informational structure of the calcium series may constitute a biological advantage. 
Chaotic patterns exhibit sensitive dependence on initial conditions, i.e., a small change 
in the initial state will lead to large changes in posterior system states and the 
fluctuations of the chaotic patterns are conditioned by the degree of perturbation of the 
initial conditions. These changes show exponential divergence, provoking fast 
separations in the chaotic trajectories.  For “slow dynamic systems” the typical time 
scale of the chaotic fluctuations is of the order of 1 µs [84, 85] and in “very fast chaotic 
systems” the characteristic time scale is of about 1 ns [86,87]. Furthermore, different 
studies have shown that chaos permits fast and highly efficiency transmission of 
information [86]. 
The existence of chaos and long-term correlations in calcium series seems to constitute 
a biological advantage by allowing fast, efficient and specific responses during the 
adaptation of the cellular systems to environmental perturbations. 
Besides, the informational structure with memory properties in the calcium series seems 
to be related to the dynamic memory of the recently proposed theory of the Cellular 
Metabolic Structure (CMS in short) [88].  At a systemic level, cells display a CMS, 
which behaves as very complex decentralized information processing system with the 
capacity to store metabolic memory [88, 89]. According to this newly published 
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framework, the CMS exhibits two essential dynamic informational mechanisms. The 
first one occurs at the self-organized metabolic networks level, in which Hopfield-like 
attractor dynamics regulate the enzymatic activities. These attractors have the capacity 
to store functional catalytic patterns that can be correctly recovered by specific input 
stimuli. Hopfield-like metabolic dynamics are stable and can be maintained as long-
term biochemical memory. The second mechanism occurs at the post-translational 
modification level. Specific molecular information can be transferred from the 
functional dynamics of the metabolic networks to the enzymatic activity involved in 
covalent post-translational modification, so that determined functional memory can be 
reversibly embedded in multiple stable molecular marks [88].  
Since the beginning of the neuronal network modeling of associative memory, the 
connectivity matrix in the Hopfield network was assumed to result from a long-term 
memory learning process, occurring over a much slower time scale than neuronal 
dynamics [90-95]. Therefore, it is well accepted that the attractors emerging in neuronal 
dynamics described by Hopfield networks are the result of a long-term memory process. 
Besides, extensive physiological recordings of neuronal processes have revealed the 
presence of long range correlations in plasticity dynamics for measured synaptic 
weights. For instance, long tails in the synaptic distribution of weights correspond to a 
short-term memory in neural dynamics [96].  
These studies and others support the thesis that neuronal dynamics exhibit both long-
term and short-term memory, and the same may happen with the CMS. In fact, long-
term correlations (mimicking short-term memory in neuronal systems) have also been 
analyzed in different metabolic processes not belonging to the neuronal cell-type. One 
of the most studied is the calcium-activated potassium channels, which have been 
observed in Leydig cells [57, 97], kidney Vero cells [59] and human bronchial epithelial 
cells [60]. Other biochemical processes also present long-term correlations, for 
example, the intracellular transport pathway of Chlamydomonas reinhardtii [61], the 
NADPH series of mouse liver cells [62], and the mitochondrial membrane potential of 
cardiomyocytes [63]. Moreover, different biochemical numerical studies on enzymatic 
pathways and dissipative metabolic networks also show long-term correlations [75-77].  
We think that the long-term memory in the calcium series could correspond to the short 
term memory of the dynamics in complex metabolic networks involved in the 
regulation of intracellular calcium signals, but this issue requires further detailed 
research. 
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Here, essential aspects of the information contained in experimental calcium fluxes have 
been exhaustively analyzed. We have quantified this information in bits, finding a 
highly organized informational structure which exhibits deterministic chaotic behavior, 
long term memory and complex oscillations of the uncertainty reduction in the future 
based on past values. 
Understanding the informational properties of intracellular calcium signals is one of the 
key elements to elucidate the physiological functional coupling of the cell and the 
integrative dynamics of cellular life. 
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Figure 1 
 
 
 
Figure 1. Experimental calcium oscillations in Xenopus laevis oocyte. 
The calcium time series have been analyzed under three different pH conditions, 
Ringer’s solution at pH 5.0, 7.0 and 9.0 (acid, neutral and basic pH). In the figure three 
prototype calcium signals obtained from the same cell are represented (experiment 4). a: 
pH 5.0 (n10), b: pH 7.0 (n11), c: pH 9.0 (n12). Each time series has 130.000 points, 
which correspond to an event 65.000 milliseconds long. The vertical axis (Φ) 
correspond to the electrical potential measured in nanoampers (nA).  
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Figure 2 
 
 
                         
 
Figure 2: Power spectrum estimation for the three pH values. 
Illustration of the power spectrum estimation (in a log-log scale) of the calcium series 
for different pH values. a: n1, experiment 1, pH=5.0;   b: n2, experiment 1, pH=7.0; c: 
n3, experiment 1, pH=9.0. Slope values (from top to bottom) were 2.02, 1.97, 2.37, 
indicating for the three cases a fractional Brownian motion (fBm).  
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Figure 3 
 
 
      
 
 
 
 
Figure 3. Hurst exponents obtained by the bdSWV analysis in calcium series. 
a: In red, the slope of a log-log plot of the SDi versus the window size for a calcium 
series (n13, experiment 5, pH5.0) gives  = 0.104 for Hurst’s exponents which 
indicates the presence of long term memory. In blue, the slope of a dispersion analysis 
applied to a 'scrambled' time series obtained by permuting randomly all of the 130.000 
time points of the same series (n13). In these scrambled series the informational 
structure is destroyed and the values of H are close to 0.5, which is indicative that the 
long-term memory has been lost. b: in red, Hurst exponent values of the all 
experimental time series; in blue, Hurst exponent values obtained after being shuffled 
all the original calcium series. 
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Figure 4 
 
   
 
 
 
Figure 4. Information Retention structure in calcium signals. 
Representation of the Information Retention calculated during 1000 lags under different 
pH stimuli (experiment 4), in which it can be observed that the uncertainty dependence 
level in the future as a function of the known information in the past is oscillating. a: IR 
from a stationarized calcium time series under pH5.0 (n10). b: IR from the same oocyte 
stimulated with pH7.0 (n11). c: IR from the same oocyte stimulated with pH9.0 (n12).  
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Figure 5 
 
 
 
          
 
 
 
 
 
 
Figure 5. Chaotic behavior emerges in the Information retention structure.  
Representation of the IR maximum values (n20, experiment 7, pH7.0). This maximums 
where obtained from the IR of a time series along 10.000 lags. The vertical axis 
correspond to the maximum Information Retention (γ), the horizontal axis shows the 
time lag. 
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Figure S1 
 
 
         
 
 
 
Figure S1. Information Retention comparison between a calcium series and a 
fractional Gaussian noise. 
a: Top, a fragment of stationarized 500 points taken from an experimental time series 
(n18, experiment 6, pH9.0), the series is represented on the highest panel. Bottom, the 
Information Retention correspondent to this data. b: Stationarized Gaussian noise with 
mean ̅ = 0 and variance b = 1, and its IR. 
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Figure S2 
 
 
 
 
 
 
 
 
 
Figure S2. Shuffling procedure analysis of the Information Retention. 
a: In red, maximum IR values belonging to the 21 experimental time series. In blue, the 
maximum IR values obtained after all the original calcium series were shuffled. The IR 
of the shuffled time series are four orders of magnitude smaller than the ones from the 
non-shuffled series, which indicates that in these scrambled series the information 
retention structure has been destroyed. b: Probability distribution of the IR from the 
shuffled time series. c: Probability distribution of the IR from the experimental time 
series. 
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Table 1 
Experiment  Stimulus Number E CE η 
1 
 
 
pH5.0 n1 0,7903 0,3139 0,6028 
pH7.0 n2 0,7838 0,2941 0,6247 
pH9.0 n3 0,7107 0,2440 0,6567 
2 
 
pH5.0 n4 0,9156 0,4059 0,5566 
pH7.0 n5 0,9174 0,4035 0,5601 
pH9.0 n6 0,9095 0,3757 0,5869 
3 
 
pH5.0 n7 0,8410 0,3685 0,5617 
pH7.0 n8 0,8314 0,3781 0,5447 
pH9.0 n9 0,8133 0,3628 0,5538 
4 
 
pH5.0 n10 0,6921 0,2529 0,6320 
pH7.0 n11 0,6101 0,2360 0,6086 
pH9.0 n12 0,6561 0,2405 0,6307 
5 
 
pH5.0 n13 0,6110 0,2577 0,5731 
pH7.0 n14 0,6274 0,2533 0,5935 
pH9.0 n15 0,6670 0,2810 0,5757 
6 
 
pH5.0 n16 0,5525 0,2503 0,5433 
pH7.0 n17 0,6429 0,2548 0,6027 
pH9.0 n18 0,5495 0,2733 0,5022 
7 
 
pH5.0 n19 0,6728 0,2221 0,6698 
pH7.0 n20 0,7118 0,2382 0,6653 
pH9.0 n21 0,7330 0,2818 0,6155 
The first column shows the number of the experiment, each corresponding to a single 
oocyte. The second column contains the pH stimuli applied to each experiment. The 
third shows the number assigned to each obtained series. The rest of the values 
correspond to informational measures: Shannon Entropy (E), conditional Entropy (CE) 
and Information Retention (η). 
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Table 2. 
Experiment Stimulus Number β H λ 
1 
 
 
pH5.0 n1 2.0248 0.2455±0.0012 0.0477 
pH7.0 n2 1.9723 0.1744±0.0016 0.0477 
pH9.0 n3 2.3749 0.0950±0.0019 0.0474 
2 
 
pH5.0 n4 1.8460 0.2501±0.0009 0.0475 
pH7.0 n5 1.6835 0.3521±0.0007 0.0559 
pH9.0 n6 1.5669 0.1076±0.0017 0.1992 
3 
 
pH5.0 n7 1.8741 0.1830±0.0012 0.0477 
pH7.0 n8 1.5075 0.2681±0.0010 0.0599 
pH9.0 n9 1.7512 0.1071±0.0015 0.0520 
4 
 
pH5.0 n10 1.5834 0.2962±0.0012 0.0674 
pH7.0 n11 1.6043 0.3174±0.0011 0.0730 
pH9.0 n12 1.9086 0.0616±0.0023 0.0531 
5 
 
pH5.0 n13 2.0533 0.1040±0.0019 0.0662 
pH7.0 n14 2.0738 0.1725±0.0016 0.0618 
pH9.0 n15 1.8572 0.0589±0.0022 0.0477 
6 
 
pH5.0 n16 2.3889 0.3339±0.0009 0.0626 
pH7.0 n17 2.4520 0.2949±0.0011 0.0524 
pH9.0 n18 2.1698 0.0526±0.0022 0.0669 
7 
 
pH5.0 n19 2.8441 0.2174±0.0016 0.0473 
pH7.0 n20 2.5817 0.2718±0.0013 0.0511 
pH9.0 n21 2.9913 0.0621±0.0026 0.0474 
The first column shows the number of the experiment, each corresponding to a single 
oocyte. The second column contains the pH stimuli applied to each experiment. The 
third shows the number assigned to each obtained series. The rest of the data 
corresponds to the values of Power Spectral Density slope (β), Hurst exponent (H) and 
Largest Lyapunov exponent (λ). 
 
 
 
 
