In power distribution systems, the goal of the voltage and reactive power control is to maintain acceptable voltage at all points along the distribution feeder under all load conditions. This should be done in the most costefficient manner. The control is usually conducted by switching devices such as shunt capacitors and transformer load tap changers in response to changing load conditions. This paper considers voltage and reactive power control models that explicitly take into account the operational costs of switching devices and the correlation between loads and voltage profiles. In addition to maintaining acceptable voltage at all points along the distribution feeder, the aim is to determine the proper settings of shunt capacitors and transformer load tap changers in order to minimize the energy loss or the total energy consumption over a selected planning horizon. A random search algorithm called approximate stochastic annealing is proposed for optimizing these models. The algorithm searches the optimal control schedule by randomly sampling from a sequence of probability distributions over the space of all possible settings of tap changers and shunt capacitors. The algorithm is shown to be globally convergent and its effectiveness is illustrated by comparing its performance with that of three other commonly used procedures on a 69-bus distribution system and a 24-bus system with distributed generation.
Nomenclature
N sc the number of SCs in a power distribution system N ltc the number of LTCs in a power distribution system x sc (i, t) a binary variable that equals 1 if the ith SC is connected at time t; 0 otherwise x sc an N sc × T matrix with its (i, t)th entry x sc (i, t) representing the setting of the ith SC at time t x ltc (i, t) an integer variable representing the tap position of the ith LTC at time t x ltc an N ltc × T a matrix with its (i, t)th entry x ltc (i, t) representing the setting of the ith LTC at time t x the setting of SCs and LTCs of a power distribution system, i.e. (x sc , x ltc ) x t the setting of SCs and LTCs at time t L the number of branch lines in a power distribution system N node the number of nodes in a power distribution system P L(x t ) the function used to calculate the power loss in a power distribution system at a given setting x t V an N node × T matrix with V (i, t) representing the voltage of the ith node at time t P an N node × T matrix with P (i, t) representing the real power of the ith node at time t Q an N node × T matrix with Q(i, t) representing the reactive power of the ith node at time t I an L × T matrix with its (i, t)th element I(i, t) representing the current of the ith branch at time t V the upper bound of the voltage of a node in a distribution system V the lower bound of the voltage of a node in a distribution system.
Introduction
The voltage and reactive power control (VVC) problem is an important category of optimization problems in smart grid, especially in power distribution systems. One of the objectives of VVC is to adjust the voltage profile and the reactive power supply to increase the energy efficiency. Usually, two efficiency measures are used: the energy loss and the total energy consumption. The voltage profile and the reactive power supply are controlled through adjusting tap positions of transformer load tap changers (LTCs) and on/off states of shunt capacitors (SCs), so optimal control schedules of LTCs and SCs need to be computed in VVC problems.
The VVC problem is usually formulated as a mixed-integer nonlinear programming problem (MINLP), where tap positions of LTCs and on/off states of SCs are modeled as discrete variables while other variables (e.g., voltages and power flows) are continuous. Many algorithms have been proposed for solving the problem. Dynamic programming (DP) approaches were proposed in [7, 8, 9, 15, 19] . A standard DP algorithm was used in [7] for solving a problem with 4 capacitors. However, as the number of capacitors increases, the complexity of the algorithm increases exponentially due to the well-known "curse of dimensionality". To address this issue, heuristic procedures were proposed in [15] and [19] to try to reduce the sizes of state and action spaces, whereas artificial neural networks were used in [8] and [9] to ensure a tractable solution to the problem. In [18] , the VVC problem was decomposed into two sub-problems to compute the optimal settings of LTCs and SCs separately. These two sub-problems were solved by DP and fuzzy control algorithms, and a coordination algorithm between those two sub-problems was proposed.
Stochastic search algorithms are also popular for solving VVC problems. Genetic algorithms (GAs) were employed in e.g., [1] , [11] , and [23] , and yielded promising results. A simulated annealing algorithm (SA) was proposed in [16] . The algorithm was tested on a distribution system with 1 LTC and 11 capacitors and shown to have superior performance over pure heuristic methods. By treating discrete variables as continuous ones, [17] also proposed an interior point method to solve VVC problems. Although the algorithm was shown to be computationally efficient on a real distribution system, rounding the imputed continuous values to the nearest discrete positions may compromise the optimality of the solution.
Due to the growing penetration of distributed generators (DGs), maintaining voltage profiles in active distribution networks has become increasingly important. Many voltage control methods have been proposed under such a framework. [11] used a GA-based procedure to determine the optimal schedules for on-load tap changer (OLTC) settings and SC switching based on the day-ahead load forecast. [3] proposed to use evolutionary programming to minimize the voltage deviations at the load nodes in systems with distributed generation. In [23] , a GA approach was employed to control the distribution voltage by coordinating devices such as load ratio control transformer, step voltage regulator, and SC. [24] introduced a Fuzzy logic-based control scheme to regulate voltage by setting the OLTC transformer. More recently, [4] also proposed a centralized optimization approach by taking into account a wide variety of control means such as DG active/reactive power, DG shutdown, OLTC transformer ratio, SC, and remote switches and breakers.
Most previous work assumes that loads are independent of voltage profiles. However, this assumption is often violated in realistic power distribution systems. The study in [22] indicates that loads are correlated with voltage profiles. To model the relationship between loads and voltage profiles, several load models have been proposed. Optimal solutions of VVC problems under voltage-independent load model, which assumes the independence between loads and voltage profiles, may not be optimal under some other load models. Because of the correlation between loads and voltage profiles, conservation voltage reduction (CVR) was proposed in [22, 13, 14] , where the objective is to minimize the total power consumption through VVC. However, these control algorithms are heuristic in nature and lack theoretical support. In this work, the well-known ZIP load model in [22] is used to model the relationship between loads and voltage profiles. In addition, both the objective of minimizing the energy loss and the objective of minimizing the total energy consumption are investigated and compared.
In power distribution systems, the optimal tap positions and on/off states of capacitors change as loads vary in different time periods of a planning horizon. However, frequent operations of these devices may result in increased depreciation, additional maintenance expenditure, and frequent disturbance of distribution networks. Therefore, there is a tradeoff between the need for frequent switching operations to reduce the energy loss or the energy consumption and the desirability to keep the number of switching operations small in order to reduce the switching cost. This trade-off has been addressed in this work by explicitly incorporating the operational costs of switching devices into the models. This is in the same spirit as [27] , which addressed the impact of the costs of adjusting control devices on optimal reactive power dispatch. Also relevant is the work of [12] , which limited the number of switching actions by imposing explicit constraints on an MINLP model for power loss minimization.
This paper proposes a simulation-based stochastic search algorithm called approximation stochastic annealing (ASA) for optimizing the developed VVC models. The ASA algorithm was initially proposed in [10] for solving finite horizon Markov Decision Processes (MDPs). The idea of using ASA in this work is motivated by the DP approach for solving VVC problems. Instead of using time-consuming backward induction algorithm, ASA tries to find the optimal solution by searching the randomized solution space associated with the problem. At each iteration, the algorithm samples candidate solutions from a probability distribution over the set of all admissible solutions, and then the distribution function is modified using a Boltzmann selection scheme based on the performance of sampled solutions. The hope is that the probability distribution will gradually converge to a degenerate distribution assigning unit probability mass to the optimal solution. The theoretical convergence of ASA is established in the context of solving VVC problems and the effectiveness of the algorithm is also illustrated by comparing its performance with that of DP, SA, and a GA algorithm on a well-known PG&E 69-bus system and a 24-bus system with distributed generation units. Experimental results indicate that the algorithm is promising and can produce high-quality close-to-optimal solutions within moderate computation time.
The rest of this paper is organized as follows. Section 2 provides mathematical formulations for the VVC problem. Section 3 presents a simple power flow computation algorithm involving the ZIP model. Sections 4 and 5 describe the proposed ASA algorithm and three other comparison procedures. Section 6 provides numerical comparison results and Section 7 concludes the paper. The convergence proof of ASA is outlined in the Appendix.
Problem Formulation

Objective Functions
Two different objectives are considered: minimization of the energy loss and minimization of the total energy consumption. In both cases, the operational costs of switching devices are explicitly incorporated into the objective functions. Let R l be the impedance of branch l and I(t, l) be the power flow on branch l at time t. Denote by η ltc the cost of a unit step movement of the transformer tap and by η sc the cost of a single switching operation of an SC.
The problem of minimizing the energy loss with switching costs can be formulated as:
| is the total switching cost of LTCs, and η sc
| is the total switching cost of SCs.
The problem of minimizing the total energy consumption with switching costs can be formulated as:
where the second term on the right-hand-side of (3) is the sum of loads at all nodes at time t. The total energy consumption is the sum of the energy loss and the load energy consumption at all nodes.
Constraints 2.2.1. Power Flow Equations
The power flows, voltage levels, real power and reactive power should satisfy a set of power flow equations, which can be represented abstractly in the form of the following equation: g(V, I, x) = 0. In this paper, the ZIP load model is used to describe the relationship between voltage levels and electricity loads. The power flow computation with the ZIP load model is discussed in detail in section 3.
Voltage Constraints
In a power distribution system, the voltage level of each node should be within a prescribed range to avoid damages to electric devices and appliances. Theses constraints are modeled in Equation (4) below.
Power Flow Computation
Power Flow Computation in Matrix Form
Throughout this paper, the topology of the distribution network is assumed to be radial and the method in [25] is employed to compute power flows. In particular, it has been shown in [25] that the voltage drop at each node can be calculated in matrix form as follows.
where [∆V ] is the voltage drop vector of length N node with its ith element being the difference between the voltage levels at the substation and the ith node, [DF L] is a matrix that transforms the current injection vector into the voltage drop vector, and [I] is the current injection vector with its ith element being the current that the ith node injects into the system, which can be calculated as 
where V sub is the voltage at the substation, and [V ] is a vector representing the voltage levels of all nodes. Equation (5) can be solved iteratively via the following recursions:
where k is the iteration number. Note that in three-phase power systems, the power flow can be calculated by computing the power flow in each phase individually and then combining them together.
ZIP Load Model
The ZIP model in [21] and [22] is used to model the relationship between loads and voltage levels. The ZIP model can be formulated as
where V (i, t) is the voltage level of node i at time t and V 0 is the nominal voltage, for example, 120V . S 0 (i, t) is the electricity load at V 0 for node i at time t and can be estimated through load forecasting. P (i, t) and Q(i, t) are the respective real and reactive load of node i at time t. The ZIP model assumes that the electricity load is the sum of three parts: a constant impedance component, a constant current component, and a constant power component. Z % is the percentage of the constant impedance load, I % is the percentage of the constant current load, and P % is the percentage of the constant power load. Z θ , I θ and P θ are phase angles of these three components. For simplicity, assume that Z θ = I θ = P θ = S θ , where S θ is the phase angle of S 0 (i, j).
Then it follows that
where P 0 (i, j) and Q 0 (i, j) are the respective real and reactive parts of S 0 (i, j). In this work, the load forecast is assumed to be voltage dependent. In traditional electric grids, the load forecast is usually based on the historical load data at the feeder level and the weather forecast [6] . Measurements of voltage levels and loads at the customer level are usually not available. Thus, the load forecast is usually independent of voltage profiles. However, as the installation of smart meters increases, the historical load and voltage data can be obtained at the customer level, which makes the voltage dependent load forecast feasible in smart grids.
Power Flow Computation with the ZIP Load Model
When the ZIP load model is involved, the power flow computation method in section 3.1 is no longer applicable, because S i is not a constant but a variable depending on voltage profiles. However, P (i, t) + jQ(i, t) can be used to replace S i in Equation (7) . P (i, t) and Q(i, t) can be calculated according to Equations (8) and (9) . Then, the same recursive algorithm in Section 3.1 can be used to compute power flows.
Note that for systems with distributed generation units, the computation of the power flow can also be easily handled using the same approach by treating the outputs of distributed generators as negative constant power loads.
Approximate Stochastic Annealing
The ASA algorithm is a simulation-based optimization algorithm developed in [10] , and can be used for solving finite horizon MDPs. This paper modifies and applies the ASA algorithm to solving VVC problems.
For each time period t, let q sc (i, t) denote the probability of switching the ith capacitor on and q ltc (i, j, t) denote the probability of moving the transformer tap of the ith LTC to the jth position. Thus, two stochastic matrices are constructed for SCs and LTCs respectively. The dimension of matrix q sc for SCs is N SC × T , and denote its (i, t)th element by q sc (i, t). The dimension of matrix q ltc for LT Cs is N LT C × N tap × T , and denote its (i, j, t)th element by q ltc (i, j, t). In the ASA algorithm, a number of settings of LTCs and SCs are sampled according to these two stochastic matrices and the objective function value of each setting is calculated. These stochastic matrices are iteratively updated based on the performance of sampled settings. Since some of these sampled settings may not satisfy voltage constraints, a penalty term is added to the objective function. The augmented objective function thus becomes: (10) where F (x t , t) = F loss (x t , t) if the objective is to minimize the energy loss and F (x t , t) = F total (x t , t) if the objective is to minimize the total energy consumption. The second term on the right-hand-side of (10) is the penalty cost for violating voltage constraints.
The proposed ASA algorithm is given below:
1. Specify a non-negative decreasing sequence {T k } and a sequence {β k } satisfying 0 ≤ β k ≤ 1 ∀k. Specify two decreasing sequences {α ltc k } and {α
2. Sample N k settings of SCs and LTCs from matrices q sc k and q ltc k with probability 1 − β k and from q sc 0 and q ltc 0 with probability β k . These settings form a set X k := {x 1 , x 2 , . . . , x N k }. Calculate the probability mass functionφ(x; q sc k , q ltc k ) for each setting x ∈ X k as follows:
3. For each setting x, compute the power flow using the method described in Section 3. Calculate the value of the augmented objective function h(x) in Equation (10).
where I{·} is the indictor function. 5. If a stopping rule is satisfied, then stop and return the best feasible solution sampled so far; otherwise, set k = k + 1 and go to step 1.
Note that the stochastic matrices q sc k and q ltc k are essentially updated at Step 4 according to a Boltzmann selection scheme, where each setting x is weighted by an empirical Boltzmann mass function
which becomes more concentrated on settings with smaller objective values h(x) as T k decreases to zero. The division byφ inḡ k+1 is used to compensate for settings that are unlikely to be chosen, makingḡ k+1 a good approximation of the true Boltzmann mass function
Let x * := (x sc * , x ltc * ) be the optimal solution that minimizes h(x). The result below shows that the stochastic matrices q sc k and q ltc k converge to matrices that assign unit probability mass to x * , which implies that the optimal schedule will be sampled with probability one in the long run. The proof of this result can be found in the Appendix.
as k → ∞ with probability one (w.p.1).
Other Solution Algorithms
Dynamic Programming
The DP algorithm can also be applied to solving VVC problems with switching costs and voltage-dependent loads. In particular, the optimization problem min x T t=1 F (x t , t) can be formulated as a finite horizon MDP (X, A, R, P, T ), where the state space X is the set of all possible settings of LTCs and SCs at time t, the action space A = {a := (a ltc , a sc )} is the set of all feasible operations of LTCs and SCs, R(x, a) = F (x, t) is the one-stage cost function, and T is a pre-defined planning horizon.
The system evolves as follows. Let x t be the state of the system at time t and a t be the action applied at time t. If x t = x ∈ X and a t = a ∈ A, then at time t + 1 the system will transition to a deterministic state x t+1 specified by a with probability one, and a cost of R(x, a) is incurred.
The standard DP method with running complexity O(|X| 2 |A|T ) can be applied for solving the MDP. Note that an action a is feasible only if the settings of LTCs and SCs specified by a are feasible, for example, the new state x t+1 the system transitions to by applying action a at time t should satisfy the voltage constraints.
The computational complexity of the dynamic programming algorithm may become prohibitive when the system under study is large. However, the algorithm guarantees the optimality of the resulting solutions and could be a very reliable approach for solving VVC problems when the numbers of SCs and LTCs are relatively small.
Simulated Annealing
For the purpose of numerical comparison, the simulated annealing (SA) algorithm proposed in [16] is implemented, but with different objective functions and power flow equations. Let H(x) be the objective function. The SA algorithm for VVC is described below. Note that Step 2 is executed repeatedly until a feasible solution x satisfying all voltage constraints is generated. Therefore, the original objective function instead of the augmented objective function with penalty terms is used in the optimization process. In other words, the function H at Step 3 is taken to be H(x ) = T t=1 F loss (x t , t) when minimizing the energy loss and H(x ) = T t=1 F total (x t , t) when minimizing the total energy consumption.
Genetic Algorithm
The performance of ASA is also compared with that of a genetic algorithm (GA) in [23] with some appropriate modifications and adaptations required for solving VVC problems. The algorithm is described below:
1. Initialize a population of chromosomes representing the settings of LTCs and SCs. Specify the crossover and mutation probabilities. (10)) for each candidate solution. Use the roulette selection method for parent selection. Use the elitist preserving selection to keep the best two solutions in each population. 3. Perform standard crossover on each pair of parents obtained in step 2 to generate a new population of chromosomes. 4. Perform standard mutation on each chromosome produced in step 3. 5. Stop the algorithm if a given stopping criteria is satisfied; otherwise, go back to step 2.
Evaluate the fitness function h(x) (Equation
Experiments and Results
Implementation of comparison algorithms
In all experiments, the ASA algorithm is implemented using MATLAB on a computer with an Intel Core 2 CPU (2.40GHz), 2.0GB RAM and Windows 7 OS. The following set of parameter values is used in all experiments: smoothing parameters α sc k = 1/(k + 100) 0.51 and α
, where c is the difference between the minimum and the median of all objective function values obtained at Step 3 of the ASA algorithm. Note that the above setting satisfies the relevant conditions in Theorem 1 for convergence. In addition, the penalty coefficient for violation of voltage constraints is set to η v = 1. The algorithm stops either when the number of iterations reaches 10000 or when the following conditions are satisfied: min(1 − q sc,k (i, t), q sc,k (i, t)) < 0.001, ∀i, t, and min(1 − q ltc,k (i, j, t), q sc,k (i, j, t)) < 0.001, ∀i, j, t, indicating that elements of the two stochastic matrices are either getting very close to 0 or very close to 1.
The DP algorithm is implemented using MATLAB on the same platform as the ASA algorithm. In particular, the standard backward induction algorithm is implemented.
In actual implementation of the SA algorithm, the following parameter values are used: the annealing schedule T k+1 = T k · 0.9995, and T 1 = 1000. The search process ends when T k < 0.001. At Step 2 of the SA algorithm, a control device, e.g., LTC or SC, is randomly selected, and its status is perturbed to generate a new solution.
For the genetic algorithm, the following parameter values are used: the crossover probability is set to 0.8, mutation probability is set to 0.01, and the size of population is set to 50. As in ASA, the maximum number of iterations is set to 10000. The algorithm is stopped either when the maximum number of iterations is reached or when no further improvement in the fitness value is obtained for 1000 consecutive iterations. The penalty for the violation of voltage constraints is the same as that used in ASA.
A 69-bus power distribution system
The diagram of a well-known PG&E 69-bus power distribution system is shown in Figure 1(a) , where, as in [17] , there are 10 SCs installed on buses 9, 19, 31, 37, 40, 47, 52, 55, 57 and 65 with size 0.3MVar for each phase, and an LTC with tap setting 1 ± 0.02 × 3 installed at bus 1. All three phases are controlled by a single switch for each SC and LTC. The base power and base voltage of the system are set to 10MVA and 12.66kV, respectively. The data of branch impedance and maximum daily real and reactive power for all loads can be found in [2] . In this experiment, the single-phase loads in [2] are randomly perturbed to get three-phase loads. Seven representative load profiles (shown in Figure 1(b) ) are randomly assigned to the nodes in Figure  1(a) .
In the simulation experiments, the switching cost for a unit step movement of transformer tap is set at the expense of 0.25kWh electricity energy and the switching cost of one operation of an SC is set at the expense of 0.5kWh electricity energy. The parameters of the ZIP load model are selected as follows: Z % = 0.5, I % = 0, and P % = 0.5, which are based on the urban load data provided in [26] . Note that in practice, the operational costs of switching devices can be estimated based on the prices of the switching devices, maintenance costs, their life expectancy, as well as operator experience, whereas the ZIP model parameters can be selected based on load composition and measurement data.
To illustrate the significance of ZIP model in VVC, experiments were performed on two cases. In case 1, the voltage-independent load model is considered, whereas in case 2, the ZIP load model is used to take into account the correlation between loads and voltage profiles.
Case 1: Voltage-Independent Load Model
In this case, loads are independent of voltage profiles. So at a specific time, the load of a node is a constant. Because the total energy consumption is the sum of loads and energy losses over the entire planning horizon, the Tables 1 and 2 show the respective performance of the four comparison algorithms on the model without and with switching costs. From the tables, it is easy to see that the results obtained by ASA are almost identical to those of DP, which gives the exact optimal solutions. However, the computation time of ASA is approximately 80% less. Because the voltage-independent load model is used in this case, the optimal voltage at the LTC is at the highest possible value (1.04p.u.) without violating voltage constraints. The transformer tap moves from neutral position to position +2, and stays at this position in the next 24 hours. This is consistent with the intuition that, given constant loads, higher voltage level results in lower electricity current, and thus, yields less energy losses. Additionally, fewer switching operations are observed in Table 2 than in Table 1 . This also conforms well with the intuition that the added switching costs of LTCs and SCs will result in fewer switching operations in optimal solutions. Table 3 (without switching costs) and Table 4 (with switching costs). It can be seen from the tables that there are more LTC tap movements in this case than in case 1. This is primarily due to the correlation between voltage levels and loads, so that an increase in voltage level under the ZIP model may not necessarily result in lower energy losses. An increase in voltage level may result in more energy consumption, leading to more energy losses. Therefore, the optimal tap position may not be the highest feasible position, and may change as hourly loads vary during the planning period. Additionally, optimal operation schedules of SCs in this case are also different from those in case 1. These results support the conjecture that optimal control schedules of SCs and LTCs are different under different load models. Also note that similar to the observation made in case 1, the objective function values obtained by the ASA algorithm are very close to those of DP. In addition, ASA uses much less computation time than DP does. Next, an experiment with the objective of minimizing the total energy consumption was performed. The computational results are shown in Tables  5 and 6 . In this experiment, different schedules of LTCs and SCs from the previous problem of minimizing energy losses are obtained. This indicates that the solution that minimizes the energy loss may no longer be optimal for the problem of minimizing the total energy consumption. In addition, lower tap positions are observed during the day time (when the energy consumption is high) than those during the midnight (when the energy consumption is low), which suggests that the conservation voltage reduction is more effective for peak loads than for off-peak loads. Computational results also indicate that although the objective function has changed, ASA still performs very well, and is able to generate solutions very close to the exact optimal solutions by using much less computation time than DP.
A 24-bus system with distributed generation
To further illustrate the proposed algorithm, a slight modification of the 24-bus residential area power distribution system from [23] is considered. The diagram of the system is given in Figure 2 . There are 9 SCs installed on buses 4, 6, 8, 10, 12, 14, 15, 19, 24 with 0.02kVar each, one LTC with 7 tap Figure 3 (a) and the load capacity curve of photovoltaic generators is given in Figure 3 (b).
Tests were performed on the system with the load ZIP model and nonzero switching costs, where the base power and voltage of the system and the parameters of the ZIP model and switching costs of LTC and SCs are taken be the same as those described in Section 6.2. Tables 7 and 8 show the performance of the four comparison algorithms for the respective objectives of minimizing the energy loss and minimizing the total energy consumption. Again, different schedules of LTCs and SCs are obtained under these objectives. In Table 7 , the connection of SCs may increase the voltage profile of the system and thus reduce energy losses. However, when the ZIP load model is used, this may cause the loads to increase as well, leading to increased energy consumption. In particular, under the optimal schedule, no switching operation of SCs is observed in Table 8 . may prevent the algorithm from getting trapped in local optimal points, while SA samples a single candidate solution in each iteration and is more likely to be trapped in local optimal points. Thus, ASA may generate better solutions than SA does. The computational results in this paper support this conjecture to some extent. In all experiments in this work, smaller objective values are observed using the ASA algorithm than using the SA algorithm. Although ASA evaluates much more solutions in each iteration than SA does, it requires a much smaller number of iterations to yield a good solution. Overall, ASA uses less computation time than SA does, which is consistent with the computational results reported in [10] . The genetic algorithm is also population-based, where promising solutions are recombined with other solutions by swapping parts of a solution with another (crossover), and are then mutated by making a small change to the solution (mutation). The rationale is that recombination and mutation may give rise to new solutions that are biased towards regions containing good solutions. However, one potential problem is that crossover and mutation are also likely to disrupt good solutions rather than improving them [20] . In contrast, ASA avoid the disruption of good solutions by sampling directly from probability distributions, which can be viewed as "models" of our belief of the promising regions. In each of the respective test cases, ASA uses less or roughly the same amount of computation time as GA but yields a much more accurate solution than GA does. Although the performance of GA may be improved by careful selection of algorithm parameters, the most appropriate choice of parameters is often problem dependent.
Conclusions and Future Work
This paper introduces a new stochastic search algorithm called ASA for optimizing VVC models that simultaneously incorporate the operational costs of switching devices and the correlation between loads and voltage profiles. The algorithm has been shown to be globally convergent and tested on a well-known PG&E 69-bus system and a 24-bus distributed generation system under different optimization objectives. The test results indicate that the ASA algorithm can solve problems with different objective functions and load models quickly with very little compromise on the optimality of the solutions. Numerical comparison results also illustrate the superiority of the ASA algorithm over some of the existing procedures such as SA and GAs for solving VVC problems in terms of both optimality and computation time.
An important line of future research is to extend the models and solution algorithms to solving VVC problems with distributed renewable energy generations such as solar, wind, and energy storage system. Due the stochastic nature of these distributed power resources, more sophisticated stochastic optimization models will need to be developed in order to carry out the optimization. Other challenging topics include investigating the potential application of the algorithm to generation curtailment minimization in active distribution networks and combining/coordinating VVC with automated network reconfiguration to create real-time decision support tools.
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Lemma 1. If T k → 0 as k → ∞, then as k → ∞, Since h(x * ) − h(x) < 0 for x = x * , when T k → 0, (h(x * ) − h(x))/T k → −∞, which shows x =x * e (h(x * )−h(x))/T k → 0. 
Lemma 2 shows thatŶ
Proof: To show the first equation, note that
Hölder s inequality 2 < ∞ and (iv) can be proved using the assumption ∞ k=0 α sc,k = ∞, Lemma 1 and Lemma 2. Then, the main theorem in [5] shows that η k → 0 as k → ∞ w.p.1. Thus, Equation (12) holds. Equation (13) can be shown by using the same argument.
