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Abstract
In many application areas mobile robots need the ability
to interact with people. In order to be able to communi-
cate with even untrained users, the interaction should be
as natural as possible. One of the preconditions of a nat-
ural interaction is that the robot focuses the person it is
interacting with. In this paper we present a technique that
combines data acquired with a laser range ﬁnder and the
output of a standard face detection system to determine
the positions of persons in the vicinity of the robot. We
present experimental results obtained with a real robot
which illustrate that our approach can efﬁciently detect
faces of persons and that the overall processing time is
reduced compared to a purely vision-based approach.
1 Introduction
Intelligent service robots are developed to assist peo-
ple in their daily living activities. Over the last few
years an increasing number of applications has been re-
ported in a variety of different areas such as hospital ser-
vice robots [13], museums [4], ofﬁce buildings [20], or
shops [7]. If we want the interaction between such robots
and the people in their surrounding to be successful, the
robots must behave as natural as possible. One impor-
tant task during a natural interaction via spoken dialog,
for example, is the tracking of the face of the person the
robot is interacting with.
In this paper we propose a method allowing a mobile
robot to continuously focus the nearest person within a
group of surrounding people with a video camera embed-
ded in the robot’s human-like face. Our system combines
both, vision and laser data to detect persons. It uses the
range information obtained with the laser sensor to iden-
tify possible candidates in the images. We then apply a
standard face detection system to identify faces of per-
sons. Finally, we use the range information to determine
the closest person. This approach has several advantages:
 Inpurelyvision-basedapproachesthepersonalways
has to be visible in the current image. Laser range
scanners, however, have a much wider ﬁeld of view
so that the robot can adjust the pan of the camera
whenever a person enters the perceptual range of the
robot.
 The range scanners additionally provide accurate
bearing information so that sub-images containing
the faces can efﬁciently computed.
 The segments of the images possibly containing the
faces of the persons in the vicinity of the robot can
be processed more efﬁciently than the entire image.
 The proximity information obtained with the laser
range scanner can also be used to quickly and reli-
ably extract the distance of the person. This way,
a mobile robot can, for example, keep track of he
closest person in its vicinity.
Accordingly, our approach combines the advantages of
both, vision and laser data. The proximity data is used
to extract sub-images that potentially contain faces. We
then use a face detection system to verify whether or not a
segment contains a face of a person. Experimental results
illustrate that by combining both techniques we obtain a
serious speed-up in the processing time.
The remainder of this paper is organized as follows. Af-
ter discussion related work in the following section, we
will describe our detection approach in Section 3. In Sec-
tion 4 we then will present some results obtained with our
mobile robots Albert and Rato.
2 Related Work
The problem of detecting and tracking objects or persons
has been studied intensively in the area of computer vi-
sion [1, 6, 10, 9, 17, 18, 24]. Additionally, there is a vari-
ety of vision-based techniques for tracking persons with
mobile robots [2, 11, 12, 15, 23]. Existing approaches
use color tracking, a mixture of features, or stereo vision
to identify single persons and eventually their gestures or
actions. All these approaches, however, are solely based
on image data and do not exploit distance information
that can easily be obtained with a mobile robot equipped
1Figure 1: Flow Chart of the face detection process.
with range sensors such as laser range ﬁnders. Addition-
ally, laser range sensors have been used to locate and to
track persons in range scans [8, 14, 16, 19]. These sys-
tems apply different algorithms to extract features and to
represent the uncertainty of the robot about the position
of the person in its vicinity.
Both approaches, the purely vision-based and the purely
range-data based, have their advantages and disadvan-
tages. 2D laser processing is signiﬁcantly faster than im-
age processing. It furthermore provides highly accurate
distance information which usually has to be extracted
from the images in a time-consuming process. The laser
sensor covers a larger portion of the robot’s vicinity than
standard cameras. On the other hand, the laser provides
poor features. As reported in [19], in a two-dimensional
laser range scan the proﬁle of a human can easily be gen-
erated by a trash bin or by a column. Vision sensors are
cheap and generate a huge amount of information. How-
ever, detecting persons in images is not an easy endeavor
and extracting distances from images usually is a time-
consuming process.
In this paper we therefore propose a combination of both
sensor modalities to robustly detect persons in the vicin-
ity of the robot. Our approach uses a laser range scanner
to identify potential candidates. It then extracts portions
out of the camera image that correspond to the candidates
in the range scan. To detect a person we then use a face
detection library [17]. If a face has been detected in the
camera image, we determine the distance of the person
based on the range information provided by the laser. The
resulting information is then used to adjust the pan and
the tilt of the camera in order to focus the person with the
robot’s camera.
Figure 2: Two consecutive laser scans (a and b), result-
ing background histogram (c), and laser candidate his-
togram (d) for scan b.
3 Person detection with a Mobile Robot
This section describes the method used to detect and to
track the faces of moving people in the environment by
means of a combination of a laser range and a video cam-
era. A ﬂow-chart of the whole process is illustrated in
Figure 1. To accurately identify moving objects, the de-
tection process is started as soon as robot has stopped.
Our system operates in two stages: It ﬁrst applies a ﬁl-
ter to the laser data to detect features of moving objects.
Next it applies the system described in [17] to ﬁnd faces
in image segments corresponding to the features in the
range scans.
3.1 Laser-Based People Detection
The ﬁrst step in our approach evaluates the current scan
obtained with the laser range scanner. Thereby the goal
is to determine a list of potential candidates that subse-
quently are evaluated using the vision module. The key
idea of our laser data interpretation component is to use
a background histogram that is continuously updated in
order to distinguish moving from non-moving objects.
The learning of the background histogram starts when-
evertherobotstops. Thebackground histogramstoresfor
every beam angle the maximum distance measured into
this direction. Moving objects are then detected by com-
paring the most recent scan and the current background
histogram.
Figure 2 depicts a typical sequence of laser scans ob-
tained with a laser scanner mounted in a height of 40 cm.
At this height, the legs of persons usually appear as local
minima in range scans. A typical initial histogram ob-
tained in a situation in which a person walks through theFigure 3: Flow-chart describing the process of determin-
ing person candidates in laser range scans.
ﬁeld of view of the robot is depicted in Figure 2(a). The
second plot illustrated in Figure 2(b) shows another his-
togram obtained for one of the next scans. The resulting
background histogram is depicted in Figure 2(c). Given
this background histogram, the legs of the person in Fig-
ure 2(b) can directly be extracted. The resulting features
are depicted in Figure 2(d).
Before we transfer any segments of the image to the face
detection module, we apply the ﬁltering procedure illus-
trated in Figure 3 in order to eliminate features that do
not correspond to people. The most important steps of
this process are the following. Whenever the robot stops
we start computing the background histogram which con-
tains for every beam the maximum distance measured in
the corresponding direction. Moving objects can then
easily be identiﬁed since they produce beams shorter than
the maximum distance. By comparing the background
histogram and the current scan, we extract those beams
which are more than 30cm shorter than the maximum
range measurement into this direction. We then remove
all features that are too small to be caused by the legs
of persons. Afterwards we cluster narrow features. This
way, features belonging to a single person are grouped.
For example, the individual legs of a person sometimes
appear as two features. The clustering process ensures
that the coordinates of the segment are computed appro-
priately. Pleasenotethattheclusteringmayleadtoawide
segment possibly containing several persons. In this case,
we rely on the face detection system to locate the beams
corresponding to the individual persons. Finally we sort
the list of candidates according to their distance to the
robot. The closest candidate will be at the beginning of
the list.
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Figure 4: The mobile robot Albert used to carry out the
experiments.
3.2 Integrating Laser Data with the Face Detection
module
Once the list of laser candidates has been computed, we
proceed with the closest one. Our strategy seeks to min-
imize the size of images the face detection method has
to be applied to. Therefore, we only examine the region
of the image that potentially contains the closest person.
If no candidate can be identiﬁed in the range scan, we
do not transfer the corresponding image to the face de-
tection module. The extraction of regions in the camera
images is based on a calibration of the camera and laser
range scanners [3, 21]. If there is more than one face in
the sub-image, there must a group of people inside the
candidate. Then we compare each of the face positions
to the original laser data, in order to decide which face
is the closest to the robot. Next, we move the pan-tilt to
it. If the currently considered segment does not contain
a face, we proceed with the next segment according to
our current order. In the case that no faces are detected
the pan is moved to the closest feature. If again no face
is detected in the next frame we also change the tilt to a
constant height of 1.55m. This way we avoid tilt posi-
tions that are too high or too low. This appeared to be
important because the cameras are mounted at a height of
1.4m.Figure 5: User Interface of the Face Detection System.
4 Experimental Results
In order to evaluate the performance of the person detec-
tion technique, we carried out several experiments with
the mobile robot Albert in the ofﬁce environment of the
Autonomous Intelligent Systems laboratory of the Uni-
versity of Freiburg. Albert is an RWI B21 robot equipped
with a SICK PLS 200 laser-range ﬁnder. This sensor
measures the distance to obstacles in the surrounding of
the robot. The robot face includes a pant-tilt unit, two
video cameras and a set of servomotors to control robot
face gestures (see Figure 4).
4.1 Implementation Details
The technique described above has been implemented in-
cluding all necessary communication interfaces and hard-
ware drivers. We additionally implemented interfaces
to the image processing software for the face recogni-
tion [17]. In order to reduce computation time, we have
chosen a fast variant of the face detection method. Fig-
ure 5 shows the GUI of this application. It contains sev-
eral displays to visualize the current data.
In order to simultaneously use both laser range and video
camera data, it is necessary to establish geometric rela-
tionships between both sensors. Moreover, we need to
correlate the data obtained from the camera, in pixels,
into the coordinate system, in centimeters. The empiri-
cal camera model used was the pin-hole model with ra-
dial distortion correction using Tsai’s method [22]. The
camera parameters have been obtained with Tsai’s empir-
ical method. All experiments described below were per-
formed with two PC’s. The ﬁrst one is based on an AMD
Athlon, 1.7GHz and 512MB RAM, where we ran the
video capture module, the communication server, and the
detection program. The second is a Pentium II 300MHz
with 128Mb RAM on which the laser and the pan-tilt
modules were running. Both computers were connected
to each other through a TCP/IP 10Mbps network.
Our system is highly efﬁcient. It allows to process more
than 3 frames per second at a resolution of 300x200,
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Figure 6: Laser scan.
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Figure 7: Features detected in the laser scan depicted in
Figure 6.
which turned out to be detailed enough for a reliable face
detection.
4.2 People Detection in a Cluttered Environment
The ﬁrst experiment illustrates the capabilities of our sys-
tem to reliably detect persons in even cluttered environ-
ments. Figure 6 shows a typical laser scan obtained in a
laboratory environment. The features extracted with our
ﬁltering technique are depicted in Figure 7. Please note
that the system detects three features potentially corre-
sponding to persons. The leftmost feature, however, is
not considered, since it is too small. For the two remain-
ing features the system determines two segments. Since
the feature in the center of Figure 7 is the one that is clos-
est to the robot, the image processing is only performed
for the corresponding feature. Figure 8 shows the out-
put of the face detection routine. Also shown there are
the two segments that have been computed by the ﬁlter-
ing process. As can be seen from the ﬁgure, the result
of the overall process is quite accurate. Furthermore, the
segments cover only 60% of the whole image and simul-
taneously contain both candidates.
From the scene in Figure 8 if the person on the right
moves forward and the other person moves backwards,
the camera would change focus to the person on the rightFigure 8: Image segments for the features shown in Fig-
ure 7 and face detected in the closest segment.
Figure9: PersonofFigure 8havechanged theirposition.
as it is shown in Figure 9.
If a smaller person is standing in front of a taller one, both
faces will be detected and the camera will be focused to
the face of the smaller person. This make sense since the
smaller person must be the closest, otherwise it will be
occluded by the taller one.
4.3 Speed-up Obtained by Combining Laser and Vi-
sion
The second experiment is designed to demonstrate the
speed-up obtained by combining laser and vision infor-
mation. For this purpose we performed several experi-
ments and measured the processing time needed to de-
termine a face. We compared the time needed by our
algorithm to the time required by the face detection sys-
tem applied to the whole images. The results for different
resolutions are summarized in the Tables 1 and 2.
Table 3 contains the overall reduction in computing time.
As can be seen, the exploitation of the range data seri-
ously decreases the required computation time. Please
note that the processing time of a laser measurement was
about 13 ms. At ﬁrst glance, it seems that one could ex-
pect a greater reduction. However, the following points
Table 1: Full image detection: Image processing time for
different resolutions of the images
Resolution Average Time [ms] Number of Images
300x200 341.24 89
450x300 702.28 103
600x400 1252.59 58
Table 2: Combined detection: Image processing time for
different resolutions of the images
Resolution Average Time [ms] Number of Images
300x200 228.34 92
450x300 383.71 172
600x400 636.14 69
need to be considered
 In our current system, the search for faces is car-
ried out in a 90 cm wide section in the environment.
If the face is close to the camera, the 90 cm range
covers a large part of the image. Throughout the ex-
periments described here, the people were relatively
close to the robot (and the camera) so that large por-
tions of the images had to be processed.
 Additionally, The range of the camera is approxi-
mately 60 degrees whereas the laser sensor we used
covers 180 degrees. Our system only has to pro-
cess a third of all images compared to a situation in
which one solely relies on vision. In such a case one
would have to rotate the pan-tilt unit in order to cap-
ture three pictures at different angles so as to cover
the corresponding area.
5 Summary and Conclusions
In this paper we presented an approach to combine laser
andvisiondataforrobustandefﬁcientfacedetectionwith
mobile robots. Our robot ﬁrst extracts features of persons
from range scans and determines segments in the images
that might contain the faces. It then applies an image
processing library to detect the faces in these segments.
Our approach has been implemented and tested on a real
robot. The experiments we carried out illustrate that our
Table 3: Improvement on the processing time
Resolution Improvement
300x200 29.27%
450x300 42.00%
600x400 48.18%approach is able to robustly detect persons even in clut-
tered environments. The experiments furthermore show
that the approach signiﬁcantly reduces the computation
time needed compared to the purely vision-based ap-
proach.
Future work will take the results reported here as a ba-
sis for people tracking and identiﬁcation systems like, for
example, the one described in [5]. The technique pre-
sented in this paper provides an efﬁcient solution to the
task of identifying faces in images. We expect that this
will make person identiﬁcation more robust and thus will
lead to improvements of human-robot interaction.
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