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Abstract
We study the thermodynamic limit of the six-vertex model with domain
wall boundary and reflecting end. We evaluated the partition function explic-
itly in special cases. We calculated the homogeneous limit of the Tsuchiya
determinant formula for the partition function. We evaluated the thermody-
namic limit and obtain the free energy of the six-vertex model with reflecting
end. We determined the free energy in the disordered regime.
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1 Introduction
The six-vertex model with periodic boundary condition has been largely studied
by Bethe ansatz techniques [1, 2]. In the computation of scalar products of the
Bethe states in the context of the quantum inverse scattering method [3], it was
introduced the six-vertex model with domain wall boundary condition (DWBC)
[4]. In this case of fixed boundary condition, the partition function was given
in terms of a determinant expression [5]. This determinant expression allowed
for connections with enumerative combinatorics problems, e.g the proof of the
number of alternating sign matrices [18].
Moreover, the partition function of the six-vertex model with domain wall
boundary was studied in the thermodynamic limit [6, 7]. The results for the ther-
modynamic quantities like free energy and entropy were surprisingly different
from the case of periodic boundary condition[1]. Therefore, the role of bound-
ary condition for the six-vertex vertex model becomes fundamental even in the
thermodynamic limit.
Nevertheless, one can rise the question about the value of the thermodynamic
quantities of the six-vertex model constrained by different fixed boundary condi-
tions. In order to investigate the dependence of the physical quantities with the
boundary conditions in the thermodynamic limit, we chose to consider another
instance of integrable boundary. This addresses to the case where on the vertical
direction one still has domain wall like boundary, however on the horizontal direc-
tion one has a reflecting end [10]. Our main goal is to compute the free energy in
the thermodynamic limit of the partition function with domain wall boundary con-
dition and reflecting end. This is another non-trivial example where the boundary
condition plays an import role.
The outline of the article is as follows. In section 2, we describe the six-
vertex model and its boundaries conditions. In section 3, we discuss the partition
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function representation and its properties needed in this work. In section 4, we
obtain the free energy in the thermodynamic limit. In section 5, we compute the
entropy in the disordered regime. Our conclusions are given on section 6.
2 The six-vertex model
In this section, we describe the six-vertex model and its integrable boundaries
conditions.
The basic object containing the statistical weights of the six-vertex model is
the R-matrix, which is given by[1, 2]
R(λ) =


a(λ) 0 0 0
0 c(λ) b(λ) 0
0 b(λ) c(λ) 0
0 0 0 a(λ)


, (1)
where a(λ), b(λ) and c(λ) are the Boltzmann weights, which are associated to the
different vertices configurations of the six-vertex model (see Figure 1).
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Figure 1: The Boltzmann weights of the six-vertex model.
The above R-matrix is a solution of the Yang-Baxter equation,
R12(λ− µ)R23(λ)R12(µ) = R23(µ)R12(λ)R23(λ− µ), (2)
which constraints the Boltzmann weights of the six-vertex such that,
∆ =
a2 + b2 − c2
2ab
, (3)
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for any value of the spectral parameter.
The Yang-Baxter equation (2) provides the commutativity property of the
transfer matrix T (λ) = TrA [TA(λ)], where the monodromy matrix is TA(λ) =
LAN (λ − µN) · · ·LA1(λ − µ1), L12(λ) = P12R12(λ) and P12 is the permutation
operator.
The transfer matrix T (λ) when multiplied successively builds up the partition
function of a bidimensional classical vertex model with periodic boundary condi-
tion. The case of periodic boundary condition was extensively studied [1].
Within the quantum inverse scattering method one is able to diagonalize the
transfer matrix and the quantum Hamiltonian simultaneously [3, 2]. One of the
main ingredients is the algebraic relation among the monodromy matrix TA(λ)
elements,
TA(λ) =

 A(λ) B(λ)
C(λ) D(λ)

 . (4)
As a result, the ansatz for the eigenstates can be written[3],
|ψ〉N = B(λN) · · ·B(λ2)B(λ1) |⇑〉 , (5)
where |⇑〉 = |↑ · · · ↑〉 is the reference state taken as the ferromagnetic state. This
ansatz provides the eigenvalues of the transfer matrix and consequently it deter-
mines the partition function with periodic boundary condition.
2.1 Domain wall boundary condition
In the computation of scalar products of the above Bethe states it appears another
distinguished partition function with fixed boundary conditions (see Figure 2), the
so called domain wall boundary condition (DWBC)[4]
ZDWBCN ({λ}, {µ}) = 〈⇓|B(λN) · · ·B(λ2)B(λ1) |⇑〉 . (6)
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Figure 2: The partition function ZDWBCN for N = 5 of the six-vertex model with
domain wall boundary condition.
The above partition function can be cast in a determinant form [5]. This deter-
minant formula pave the way to the understanding of the thermodynamic limit of
the six-vertex model with DWBC. The results for the thermodynamic quantities,
like free energy and entropy, were surprisingly different in comparison with usual
periodic boundary[6, 7]. These results as well as its finite size corrections were
rigorously proven [8].
2.2 Reflecting end boundary condition
Another instance of integrable boundary condition is the case of open boundary
condition devised by Sklyanin [9]. In this case, the notion of integrability was
extended so that the R-matrix continues describing the bulk dynamics and a new
set of matrices, the K-matrices, represent the interaction at ends. This is a conse-
quence of the reflection equation, which reads [9],
R12(λ− µ)K1(λ)R21(λ+ µ)K2(µ) = K2(µ)R12(λ+ µ)K1(λ)R21(λ− µ). (7)
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In the case of open boundary conditions, the transfer matrix can be written as
t(λ) = TrA
[
K˜A(λ)TA(λ)KA(λ)T˜A(λ)
]
, (8)
T˜A(λ) = LA1(λ+ µ1) · · · LAN(λ+ µN) ∝ [TA(−λ)]
−1 , (9)
where in the simplest case, the K-matrix is a diagonal matrix (see Figure 3),
K(λ) =

 k+(λ) 0
0 k−(λ)

 . (10)
The K˜-matrix is related with K(λ) due to some special symmetries[9].
k+
✲
✛ ✘
✙ k−✛
✲ ✘
✙
Figure 3: The weights of the reflection end.
The Sklyanin’s monodromy matrix is given by
U(λ) = TA(λ)KA(λ)T˜A(λ) =

 A(λ) B(λ)
C(λ) D(λ)

 . (11)
Thanks to the reflection equation (7), one has an additional algebra among these
new monodromy matrix elements, which is called reflection algebra.
This allows us to define a new ansatz for the eigenstates of (8) [9]
|φ〉N = B(λN ) · · · B(λ2)B(λ1) |⇑〉 . (12)
Again, the computation of the scalar products of these states (12) leads nat-
urally to a third distinguished partition function for the six-vertex model, which
is due to Tsuchiya [10]. On the vertical direction, one still has domain wall like
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boundary. However, on the horizontal direction one has a reflecting end (see Fig-
ure 4), which has also been called U-turn boundary,
ZN({λ}, {µ}) = 〈⇓| B(λN) · · · B(λ2)B(λ1) |⇑〉 . (13)
The determinant formula of ZN({λ}, {µ}) was also given in [10] and inspired
some development in the combinatorics related to the number of vertically sym-
metric alternating sign matrices [11]. Recently this partition function was also
shown to be determined by functional relations and was expressed as multiple-
contour integral [12]. The study of boundary correlations for the case of domain
wall boundary conditions [13] was also extended to the case of reflecting end
boundary [14].
✏
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✲
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−λ3
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−λ2
λ1
−λ1
µ1 µ2 µ3
Figure 4: The partition function ZN for N = 3 of the six-vertex model with
reflecting end.
In the context of open spin chains, the Tsuchiya determinant for the partition
function yields in the surface free energy of the spin chain [15]. On the other hand,
from the perspective classical vertex model, the above partition function describes
the six-vertex model on a N × 2N lattice with fixed boundary conditions (Figure
4).
6
3 Determinant representation and Toda chain hier-
archy
In this section, we define the determinant expression of the inhomogeneous six-
vertex model with domain wall and reflecting end [10]. Then we discuss its ho-
mogeneous limit. We also note that this peculiar determinant formula satisfies the
bidimensional Toda equation[24]. This equation will have an import role in the
determination of the thermodynamic limit.
One assumes the usual parametrization for the Boltzmann weights[1],
a(λ) = sin(γ − λ), b(λ) = sin(γ + λ), c(λ) = sin(2γ), (14)
where 0 < γ < pi/2 and ∆ = − cos(2γ) in the regime −1 < ∆ < 1.
It is important to note that according to the definition of the Sklyanin’s mon-
odromy matrix (11), the following combination of the above weights appears in
the partition function (13),
a± = a(λ±µ) = sin(γ − (λ±µ)), b± = b(λ±µ) = sin(γ + λ± µ). (15)
This means that according to the Figure 4, in each pair of U-turn connected hori-
zontal lines, the top horizontal lines contain Boltzmann weights a+, b+, c and the
lower ones contain the weights a−, b−, c.
Besides that, the reflection equation (7) determines the K-matrix elements as
k+(λ) =
sin(ξ + λ+ γ)
sin(ξ)
, k−(λ) =
sin(ξ − λ− γ)
sin(ξ)
, (16)
where ξ is the boundary parameter.
Using the above parametrization, the partition function of the six-vertex model
7
with one reflecting end [10] can be written as,
ZN({λ}, {µ}) = (sin(2γ))
N
N∏
i=1
sin(2(λi + γ))
sin(ξ − µi)
sin(ξ)
×
N∏
i,j=1
sin(γ − (λi − µj)) sin(γ + λi − µj) sin(γ − (λi + µj)) sin(γ + λi + µj)
N∏
i,j=1
i<j
− sin(λj − λi) sin(µi − µj) sin(λj + λi) sin(µi + µj)
× detM,
where M is a N ×N matrix, whose matrix elements are Mij = φ(λi, µj) with
φ(λ, µ) =
1
sin(γ − (λ− µ)) sin(γ + λ− µ) sin(γ − (λ+ µ)) sin(γ + λ+ µ)
.
3.1 Homogeneous limit
We can take the homogeneous limit along the same lines as [5]. This is done
by taking λi → λ and µj → µ. The main difference between the homogeneous
limit of the six-vertex model with DWBC [5] and the present case, is that the
partition function is no longer a function of the difference of the horizontal ({λ})
and vertical ({µ}) spectral parameters. Therefore, in order to take these singular
limits, we have to differentiate with respect to both variables. After a long but
straightforward calculation we obtain,
ZN(λ, µ) =
[
sin(2γ) sin(2(λ+ γ))
sin(ξ − µ)
sin(ξ)
]N
×
[sin(γ − (λ− µ)) sin(γ + λ− µ) sin(γ − (λ+ µ)) sin(γ + λ+ µ)]N
2
CN [− sin(2λ) sin(2µ)]
N(N−1)
2
× τN (λ, µ), (17)
where CN =
[∏N−1
k=1 k!
]2
. The determinant is given by
τN(λ, µ) = det(H), (18)
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where the H-matrix elements are Hi,j = (−∂µ)j−1∂i−1λ φ(λ, µ).
3.2 Determinant and the bidimensional Toda equation
The determinant expression τN (λ, µ) is a bi-directional Wronskian solution of the
bidimensional Toda equation [24, 16], which reads
− τN∂
2
µλτN + (∂µτN)(∂λτN ) = τN+1τN−1. (19)
This equation can be conveniently written as
− ∂2µλ [log(τN)] =
τN+1τN−1
τ 2N
, N ≥ 1, (20)
which is supplemented by the initial data τ0 = 1 and τ1 = φ(λ, µ).
It is worth to note that this two variables determinant was firstly studied in [24]
and later on [16]. In addition, the history of the single variable determinant, which
is a solution of the Toda equation [26, 27], goes back to [25] and has interesting
application to correlation functions in Ising model [28].
3.3 Special solutions
The partition function can be cast directly in simple expressions for some special
points.
There is a special value of γ, where the partition function ZN(λ, µ; γ) can be
simply written as
ZN(λ, µ; γ =
pi
4
) =
(
sin(ξ ∓ µ)
sin(ξ)
)N
(cos(2λ))
N(N+1)
2 (cos(2µ))
N(N−1)
2 . (21)
Additionally, for the cases where µ = ±(λ + γ) and µ = ±(λ − γ), the
partition function is directly obtained
ZN(λ,±λ± γ)) = (22)
=
(
sin(ξ ∓ (λ+ γ))
sin(ξ)
)N
(sin(2γ))N
2
(− sin(2λ))
N(N−1)
2 (sin(2(λ+ γ)))
N(N+1)
2 ,
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ZN(λ,±λ∓ γ) = (23)
=
(
sin(ξ ∓ (λ− γ)) sin(2(γ + λ))
sin(ξ)
)N
(sin(2γ))N
2
(sin(2λ) sin(2(γ − λ))
N(N−1)
2 .
We can easily take the thermodynamic limit of the above expressions, once it
is clear that we have contribution of order N2 with corrections of order N . The
free energy F = − limN→∞ log(ZN )2N2 (we set temperature to 1) is given by
e−2F (λ,µ;γ=pi/4) =
√
cos(2λ) cos(2µ), (24)
e−2F (λ,±(λ+γ)) = sin(2γ)
√
− sin(2λ) sin(2(λ+ γ)), (25)
e−2F (λ,±(λ−γ)) = sin(2γ)
√
sin(2λ) sinh(2(γ − λ)). (26)
We can also fix both spectral parameters λ = µ = 0 and anisotropy parameter
γ = pi/3, pi/4, pi/6. Using a more standard normalization where a = b = 1, we
obtain
ZN(0, 0;
pi
3
) = AV SASMN =
N−1∏
k=0
(3k + 2)
(6k + 3)!(2k + 1)!
(4k + 2)!(4k + 3)!
= 1, 3, 26, 646, . . .(27)
which is a combinatorial point connected to the number of vertically symmetric
alternating sign matrices (VSASM). The relation between the six-vertex model
with reflecting end and the VSASM was first noticed by Kuperberg [11]. It is
worth to note that when we fix µ = 0, the partition function (17) becomes clearly
independent of the boundary parameter ξ even at finite N .
Other special cases are
ZN(0, 0;
pi
4
) = 2NAV SASM2 = 2
N2 , (28)
and
ZN(0, 0;
pi
6
)/3N = AV SASM3 =
3N(N−3)/2
2N
N∏
k=1
(k − 1)!(3k)!
k((2k − 1)!)2
= 1, 5, 126, . . . ,(29)
whereAV SASMx are the x-enumeration of the vertically symmetric alternating sign
matrices, in which a weight xk is given to each alternating sign matrix where k is
the number of −1 elements [11].
10
4 Thermodynamic limit
We would like to consider the thermodynamic limit (N → ∞) of the partition
function (17). For the case of largeN , the partition function is expected to behave
as
ZN(λ, µ) = e
−2N2F (λ,µ)+O(N), (30)
where F (λ, µ) is the bulk free energy and we set temperature to 1.
In order to obtain the F (λ, µ), we proceed along the same lines as [6] and sup-
pose the following ansatz for the large size behaviour of the determinant τN(λ, µ),
τN (λ, µ) = CNe
2N2f(λ,µ)+O(N), (31)
where
e−2F (λ,µ) =
sin(γ − (λ− µ)) sin(γ + λ− µ) sin(γ − (λ+ µ)) sin(γ + λ+ µ)√
− sin(2λ) sin(2µ)
e2f(λ,µ).
(32)
Substituting the ansatz (31) in the Toda equation (20), we obtain the following
differential equation for f(λ, µ),
− 2∂2µλf(λ, µ) = e
4f(λ,µ), (33)
which is the Liouville equation [19]. The general solution of this equation has the
form of
e2f(λ,µ) =
√
−u′(λ)v′(µ)
u(λ) + v(µ)
, (34)
for arbitrary C2 functions u(λ), v(µ) [19].
In order to fix the function f(λ, µ) we need to impose boundary conditions
on some meaningful solution (34) of the Liouville differential equation (33). The
boundaries we have at our disposal are the exact solution of the partition function
at special points described in the previous section.
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Our strategy is to chose e2f(λ,µ) to match with the solution at γ = pi
4
(24). This
leave us a γ dependent parameter to be determined. However the λ, µ dependence
was already determined. In doing so, we obtain the following expression
e2f(λ,µ) =
α
√
− sin(αλ) sin(αµ)
cos(αλ) + cos(αµ)
=
α
√
− sin(αλ) sin(αµ)
2 cos(α
2
(λ− µ)) cos(α
2
(λ+ µ))
, (35)
where α = α(γ) is the undetermined parameter which is known only at α(pi
4
) = 4.
We must use the boundary condition given by µ = ±(λ+γ) (25) to determine
α parameter. Therefore we replace (35) on the expression (32) and impose it to
be equal to (25). As a result, we immediately see that the only possible choice for
the parameter is α = pi/γ. The other points µ = ±(λ − γ) are naturally fulfilled
by this choice.
Therefore the free energy is completely determined as
e−2F (λ,µ) =
sin(γ − λ+ µ) sin(γ + λ− µ) sin(γ − λ− µ) sin(γ + λ+ µ)√
− sin(2λ) sin(2µ)
×
pi
√
− sin(piλ
γ
) sin(piµ
γ
)
2γ cos(pi(λ−µ)
2γ
) cos(pi(λ+µ)
2γ
)
. (36)
As an independent check, the solution obtained (36) at the special points γ =
pi/3, pi/4, pi/6 also coincides with the large-N limit of the expressions (27-29)
[11].
4.1 Ferrolectric phase: ∆ > 1
In the case ∆ > 1, one can obtain the expression for the free energy in the ther-
modynamic limit looking at the leading order state (see Figure 5), analogously to
the case of DWBC[6]. The expression for the free energy can be written as
e−2F (λ,µ) = sinh(λ− |µ|+ |γ|)
√
sinh(λ+ |µ| − γ) sinh(λ+ |µ|+ γ), (37)
where we have used the following parametrization for the Boltzmann weights
a(λ) = sinh(λ− γ), b(λ) = sinh(λ+ γ), c(λ) = sinh(2|γ|), (38)
12
which implies ∆ = cosh(2γ).
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Figure 5: The dominant state in the regime ∆ > 1 for µ > 0. The case µ < 0 is
obtained by mirror image. The boxes are a guide to indicate a pattern along the
diagonal which segregates the vertex configurations above and below the diagonal.
However due to the lack of suitable boundary condition, we are unable to fix
the solution of Liouville equation that matches with the expected formula (37). A
precise determination of the Liouville solution for this case has elude us so far.
5 Entropy
The entropy as a function of temperature can be obtained from the free energy
expression and it differs from the case of domain wall boundary conditions at
finite temperatures. However, it is worth to note that the entropy of the six-vertex
model with reflecting end is exactly same as the entropy of the six-vertex model
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with domain wall boundary at infinite temperature.
One can compute the infinite temperature entropy directly from the free energy
expression. This is obtained by tuning the Boltzmann weights to be all equal
a± = b± = c = 1.
First, we set a± = b± = 1 by fixing λ = µ = 0 and assuming suitable
normalization, this implies that (36) reads
e−F (0,0;γ) =
pi
2
sin(γ)
γ
. (39)
which agrees with the case of domain wall boundary for any γ value [6, 7].
The entropy per lattice site is directly obtained from (39) for γ = pi/3, which
results
S =
1
2
ln
(
33
24
)
. (40)
Naturally, this value can also be obtained by taking the large-N limit of (27),
which coincides with the number of vertically symmetric alternating sign matrices
(AV SASMN )[20].
Analogously, one can compute the entropy from the large-N limit of the par-
tition function with DWBC at the point where a = b = c = 1. The partition
function at this point is given by [18, 6],
ZDWBCN (λ− µ =
pi
3
; γ =
pi
3
) = AASMN =
N−1∏
k=0
(3k + 1)!
(N + k)!
= 1, 2, 7, 42, 429, · · · ,
(41)
which coincides with the number of alternating sign matrices (AASMN )[21]. There-
fore, the entropy is given by,
SDWBC = lim
N→∞
1
2N + 1
ln
(
AASMN+1
AASMN
)
=
1
2
ln
(
33
24
)
. (42)
which shows that the agreement between S and SDWBC , although the expressions
(27) and (41) are different at finite-N .
14
This agreement can be simply understood in the context of the alternating sign
matrices. At infinite temperature, the partition function (27) is roughly just count-
ing the number of equally likely physical states, which coincides with the number
of vertically symmetric alternating sign matrix (AV SASMN ). Likewise for the case
of the partition function with DWBC (41), which is equal to the number of alter-
nating sign matrices (AASMN ). In particular, one has that any vertically symmetric
alternating sign matrix is an alternating sign matrix, since they are a special sub-
set of the alternating sign matrices[17]. In other words, the following relation
AV SASMN ∼ (A
ASM
N )
2 holds for large N . Taking in account that the Tsuchiya par-
tition function describes the six-vertex model on a N × 2N lattice, that is, twice
bigger than the domain wall lattice N ×N , one sees that both entropies coincide.
Similarly, one has the same large N relation among the x-enumeration ex-
pressions (28-29) and its counterparts for alternating sign matrix [11]. This gives
some explanation for the agreement between free-energy of the six-vertex model
with reflecting end and domain wall boundary on the line a± = b±, which holds
for arbitrary γ values.
6 Conclusion
In this paper we computed the free energy in the thermodynamic limit of the
six-vertex model with domain wall and reflecting end in the disordered regime
−1 < ∆ < 1. The homogeneous limit of the Tsuchiya partition function formula
was discussed. Using the fact that the determinant formula in the homogeneous
limit is a solution of the bidimensional Toda equation, we showed that the func-
tion which control the large-N limit of the partition function is a solution of the
Liouville partial differential equation. We were able to find a suitable solution of
this differential equation in the disordered regime.
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We have also computed the entropy at infinite temperature. We noted that
at infinite temperature the entropy of the six-vertex with reflecting end coincides
with the entropy of the six-vertex model with domain wall boundary conditions.
However, as it is largely known [6], this value is different from the case of peri-
odic boundary condition. This is another example where the physical properties
in the infinite size limit depend on the boundary choice. One could rise the ques-
tion about the existence of spatial phase separation in the case of reflecting end
boundary and what would the the analogue of the artic circle [22].
An explicit formula for the free energy in the ferroelectric regime ∆ > 1
was given based on the leading order state. The dominant state resembles the
dominant ferroelectric state in the case of domain wall boundary condition. In that
case, there is a separation line along the diagonal segregating different vertices.
However due to the lack of suitable boundary conditions, we were unable to fix
a solution of Liouville equation which agrees with our formula. We intend to
address the other phases in the future.
Finally, we would like to remark that it would be interesting to consider the
case of non-diagonal boundary [23], where additional configuration might be al-
lowed due to the boundary.
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