We consider the problem of distributed online convex optimization, where a group of agents collaborate to track the trajectory of the global minimizers of sums of time-varying objective functions in an online manner. For general convex functions, the theoretical upper bounds of existing methods are given in terms of regularity measures associated with the dynamical system as well as the time horizon. It is thus of interest to determine whether the explicit time horizon dependence can be removed as in the case of centralized optimization. In this work, we propose a novel distributed online gradient descent algorithm and show that the dynamic regret bound of this algorithm has no explicit dependence on the time horizon. Instead, it depends on a new regularity measure quantifying the total change in gradients at the optimal points at each time. The main driving force of our algorithm is an online adaptation of the gradient tracking technique used in static optimization. Since, in many applications, time-varying objective functions and the corresponding optimal points follow a non-adversarial dynamical system, we also consider the role of prediction assuming that the optimal points evolve according to a linear dynamical system. We present numerical experiments that show that our proposed algorithm outperforms the existing distributed mirror descentbased state of the art methods in term of the optimizer tracking performance. We also present an empirical example suggesting that the analysis of our algorithm is optimal in the sense that the regularity measures in the theoretical bounds cannot be removed.
I. INTRODUCTION
Distributed optimization has recently received considerable attention, particularly due to its wide applicability in the areas of control and learning [1] - [3] . The goal is to decompose large optimization problems into smaller, more manageable subproblems that are solved iteratively and in parallel by a group of communicating agents. As such, distributed algorithms avoid the cost and fragility associated with centralized coordination, and provide better privacy for the autonomous decision makers. Popular distributed optimization methods in the literature include distributed subgradient methods [4] , [5] , dual averaging methods [6] , and augmented Lagrangian methods [7] - [10] . Yan The above distributed optimization methods usually assume a static objective function. Nevertheless, in practice, objectives can be time-varying. Time-varying objectives frequently appear in online learning, where newly observed data results in new objectives to minimize, and in distributed tracking, where the objective is to accurately follow the time-varying states of the targets of interest (e.g. positions and velocities) [11] , [12] . These problems can be solved using online optimization algorithms that update the decisions using real-time streaming data, in contrast to their off-line counterparts that first collect problem data and then use them for decision making.
The performance of online optimization algorithms is typically measured using notions of regret. Depending on the problem setting, different notions of regret have been proposed in the literature. For example, static regret, which measures the additional loss caused by the online optimization algorithm compared to the offline optimizer assuming all loss functions are known in hindsight, is used when the parameter that is estimated is assumed to be time invariant, as in online learning [11] . The static regret of online gradient descent algorithms has been extensively studied in the literature; see, e.g., [11] , [13] - [15] . For general convex problems, it has been shown that a sublinear regret rate O( √ T ) can be achieved [13] , which can be improved to O(log(T )) assuming strong convexity [14] . The work in [16] extends these results to zeroth-order methods. Unconstrained distributed online gradient descent algorithms are studied in [17] - [20] . These distributed methods deal with unconstrained problems and still achieve sublinear regret rates provided the stepsizes are chosen appropriately and the network of agents is connected. To handle constrained online optimization problems, the approaches in [21] - [23] employ distributed online saddle point algorithms and show that these methods achieve the same regret rate as for unconstrained problems.
Dynamic regret is a more appropriate performance measure when the underlying parameter of interest is time-varying. Dynamic regret compares the loss incurred by the online algorithm to the optimal loss incurred by the sequence of optimizers that minimize the objective functions at each time step separately. The dynamic regret of centralized online gradient descent algorithms is studied in [13] , [24] - [26] . In contrast to online optimization problems with time invariant parameters and static regret methods, sublinear dynamic regret rates O( √ T ) can not be achieved here; rather, the growth of dynamic regret depends on the regularity measures associated with the time-varying problem [25] . These measures can be related to the rate of change of the function values or minimizers arXiv:1911.05127v1 [math.OC] 12 Nov 2019 over time [26] . Dynamic regret methods for constrained online optimization problems are studied in [27] . All these methods focus on centralized optimization problems. Distributed online gradient descent algorithms for unconstrained problems are proposed in [12] , [28] - [31] , while [32] analyzes the dynamic regret of the time-varying constrained case.
Common in all the above methods is that the achieved dynamic regret bounds depend on both problem regularity measures and the problem horizon T . It is thus of theoretical and practical interest to determine whether dependence on any of these parameters can be removed. The dependence of the dynamic regret on the horizon T was originally removed in [33] , [34] for centralized problems assuming strong convexity of the objective funtion, and then in [35] under less restrictive assumptions. For distributed problems, the dependence on T was removed in [36] provided that the sum of the local objective functions was strongly convex, though the regret bound achieved depends on the gradient path-length regularity measured by the sup-norm of the time difference of gradients, similar to [15] , [26] , [28] . It is clear that this term can become quite large, and it is thus of interest to see if the regret bound can be further improved. In this work, we propose a novel distributed online gradient algorithm that employs gradient tracking [37] , [38] , as in [36] , and show that under the same assumptions made in [36] , the dynamic regret of our algorithm can be bounded without explicit dependence on T and with the above sup-norm gradient regularity replaced by one that only depends on the change of the gradient at the optimal points of each objective. It is clear that this regularity measure is tighter than the one previously established in [36] .
To further improve on the performance of our proposed algorithm, we also consider the case that the optimal points of the objective function at each time follow a noisy linear dynamical system, as in [12] . If an estimator of this dynamical system is available, it can be directly incorporated in our algorithm to improve the dynamic regret bounds, provided that this estimator is sufficiently accurate. Note that full knowledge of the dynamical system removes estimation errors from the regret bounds, thus yielding near optimal regret bounds. Our analysis shows how the estimation error affects optimality, similar to the analysis in [39] , [40] . Specifically, we show that when the optimizers are subject to known linear dynamics, the proposed prediction step allows to reduce the regularity measuring the path-length of the optimizers to the prediction error.
The rest of this paper is organized as follows. Section II formulates the distributed online optimization problem under consideration, defines the dynamic regret, and discusses the problem assumptions. Section III presents the proposed algorithm and develops theoretical results that characterize its dynamic regret. In Section IV, we present numerical experiments and, finally, Section V concludes the paper.
II. PRELIMINARIES AND PROBLEM DEFINITION
Throughout this work, we consider the following online optimization problem:
where T is a time horizon, and let f t (x t ) = n i=1 f i,t (x t ) be a sum of local loss functions f i,t (x t ) assigned to a group of n agents that are tasked with solving problem 1. Moreover, define the global optimizer of f t (x t ) at time t by x * t . The loss functions f i,t are assumed to be time-varying and are not revealed to the agents until each agent has made its decision x i,t at time t. The local loss function f i,t can only be observed by agent i, thus requiring communication amongst the agents in order to solve problem 1.
The ability of the agents to track the global optimizer x * t can be measured using a, so called, notion of regret. Two notions of regret commonly considered in the literature are static regret and dynamic regret. Static regret is defined as
i.e. the performance of the algorithm with respect to the best fixed-point in hindsight. In this work, we are primarily interested in the dynamic regret
where the performance of the algorithm is compared with the optimal loss induced by the time-varying sequence of optimizers {x * t }. As previously mentioned, upper bounds for the dynamic regret do not only depend on the horizon T , but also on certain regularity properties of the time-varying problem [25] . In this paper, we consider two regularity measures, the path length of the optimizer with prediction
and the path length of the gradient variation
where g t ([x T 1,t , . . . , x T n,t ] T ) = [∇f 1,t (x 1,t ) T , . . . , ∇f n,t (x n,t ) T ] T . When no prediction is used, i.e. A is the identity matrix, P A T is reduced to the path length traveled by the optimizer, same as in [13] . When prediction is used, P A T accumulates the prediction error. The gradient variation measure we propose in (5) is novel and different from the existing one based on the sup-norm considered in [15] , [26] , [28] , [36] :
It is easy to see that the individual terms in the sum, and hence the entire quantity, can become arbitrarily large in general; the case of a quadratic objective function when X is unbounded provides a natural example.
In the remainder of the paper, we make the following standard assumptions on the objective functions and their gradients.
Assumption II.2. For all i and t, the gradient of the function f i,t is L g -smooth, i.e. there exists a constant L g > 0 such that
As in [33] - [36] we make the following assumption on strong convexity of the objective functions f t .
Assumption II.3. For all t, the function f t is µ-strongly convex, i.e. there exists a constant µ > 0 such that, for all x and y, we have:
It is important to note that Assumption II.3 only requires that the global loss function, f t (x), is strongly convex; the local loss f i,t needs not. In fact, each local loss function does not even need to be convex. Such cases could occur if the local objective function of one agent was strongly convex at each time and those of the remaining agents summed together to form a convex function, as in [41] . We also make the following assumption concerning the underlying dynamics of the online problem.
Assumption II.4. The sequence of optimizers x * t is known to follow the following stable, noisy linear dynamical system
where A ≤ 1 and w t is a noise term.
For example, Assumption II.4 is satisfied if the optimal points satisfy an ordinary differential equation with noise under appropriate time discretization. Though we assume a dynamical system of the above form and that the matrix A is known, this does not have to be the case in general. One can replace A with an estimateÂ and still obtain analogous regret bounds. In this case, the regularity measure P A T contains both the noise w t of the dynamical system (6) and the error in the dynamics estimator.
In what follows, we assume that the agents tasked with solving problem 1 communicate subject to the graph G := (N , E), where N = {1, 2, . . . , N } is the set of nodes indexed by the agents and E is the set of edges. If (i, j) ∈ E, agent i can receive information from its neighbor j. Moreover, we define by W ij the i, j-th entry of W that captures the weight agent i allocates to the information received from its neighbor j. W ij = 0 if (i, j) / ∈ E. We make the following assumptions on the graph G and the weight matrix W .
Assumption II.5. The graph G is undirected and connected, and the communication matrix W is doubly stochastic. That is, W 1 = 1 and W T 1 = 1.
The assumption that W is doubly stochastic implies that W − 1 n 11 T = σ W < 1, where σ W is the mixing rate of the network. When σ W is smaller, the agents in the network reach consensus faster; see, e.g., [10] .
Algorithm 1: D-OCO with prediction
Input: The primal variables x i,0 , the local gradients ∇f i,0 (x i,0 ) and global gradient estimates
(7c) 4 t ← t + 1, go to step 1.
III. ALGORITHM
In this paper, we propose a new distributed gradient descent algorithm to solve the online optimization problem (1) that has an improved dynamic regret. As we show in the analysis that follows, the dynamic regret can be decomposed in two terms, namely the tracking error and the network error. Assumption II.3 allows us to obtain an improved bound on the tracking error. To improve on the bound on the network error, we employ a gradient tracking technique that has been recently proposed for static distributed optimization problems [37] , [38] . Algorithm 1 presents our proposed online distributed optimization algorithm with gradient tracking and prediction.
Specifically, every agent i holds a local candidate optimal x i,t and a local gradient estimate y i,t based on its present local loss function. Using current information, each agent estimates its next local candidate optimalx i,t+1 using one step of gradient descent and then predict the next point using the given matrix A of the dynamical system. After this, the next loss functions are revealed to each agent and the agents compute their individual y i,t+1 by adding the y i,t 's that have been communicated and combined with the matrix W with a scaled gradient tracking step. The gradient tracking step is employed to correct for the change in objective function gradients [37] , [38] .
IV. CONVERGENCE ANALYSIS
We now theoretically bound the dynamic regret of Algorithm 1 under the assumptions II.1 -II.5. The outline of our analysis is as follows. First, Lemma IV.1 shows that the average of the local estimators y i,t can track the sum of the local gradients well. Then, we present Lemma IV.2 that decomposes the total regret into two terms, the tracking error and the network error and show that both the tracking error and the network error contract with some perturbation at each time step in Lemmas IV.3 and IV.4. The strong convexity assumption is necessary for proving the bound on the tracking error; the network error will be bounded via the gradient tracking employed in our algorithm. These bounds are then used to obtain the final result in Theorem IV.5.
Define the gradient estimator y t = [y T 1,t , y T 2,t , . . . , y T N,t ] T . Then, we have the following conservation property of y t .
Lemma IV.1. Let Assumption II.5 hold, and assume also that the local estimator is initialized as y i,0 = α∇f i,0 (x i,0 ) for all i. Then, for all t, we have that
Proof. We prove this statement by induction. By the initialization of y i,0 , it is easy to see that
Then, assuming that the lemma is true at time t − 1, have, according to (7c), that
where the second equation is due to the induction assumption. This concludes the proof.
The next lemma shows that the regret consists of two terms: the tracking and networking errors.
tracking error network error
Proof. The proof is the same as Lemma III.1 in [36] and is therefore omitted.
The next lemma characterizes the dynamics of the tracking error x t − x * t . Lemma IV.3. Let Assumptions II.2, II.3, II.4, and II.5 hold. Then, the tracking error x t − x * t satisfies the following inequality for all t,
Proof. First, using the definition ofx t+1 and adding and subtracting Ax * t , we have that
Then, according to the updates in (7a) and (7b), we can obtain that
According to Assumption II.5 and extracting matrix A, we get
. Therefore, we obtain that
We now place an upper bound on the first term in the right hand side of Equation (9) . Since A has norm at most 1, it follows by the definition of the matrix norm that Av ≤ v . Thus, the first term on the right hand side of Equation (9) is bounded above by x t − 1 n (1 T ⊗ I)y t − x t . Recalling Lemma IV.1, we can replace the term (1 T ⊗ I)y t in the above with α(1 T ⊗ I)g t (x t ). By doing this and using the triangle inequality, we can bound the quantity x t − 1 n (1 T ⊗I)y t −x t by a sum of the following two terms:
By using both Assumption II.3 and Lemma 10 in [37] , we have that
Combining inequality (9) and (12), we obtain the desired result in (8) .
The next lemma characterizes the dynamics of the network errors x t − 1x t and y t − 1 ⊗ȳ t .
Lemma IV.4. Let Assumptions II.2, II.4, II.3 and II.5 hold. Then, the newtork errors x t − 1x t and y t − 1 ⊗ȳ t satisfy the following inequalities at all t,
and
Recalling the updates in (7a) and (7b), as well as Assumption II.5
Using the definition of the matrix norm and Assumption II.4, we have that
By Assumption II.5, we obtain that
Therefore, we can add 1⊗ȳ t −1⊗x t inside the term (x t −y t ) on the right hand side of the above inequality and obtain, using the triangle inequality, that
We now consider the dynamics of y t − 1 ⊗ȳ t . We have that y t+1 − 1 ⊗ȳ t+1 = ((I − 1 n 11 T ) ⊗ I)y t+1 . By (7c), we know y t+1 − 1 ⊗ȳ t+1 equals
and another application of the triangle inequality above shows that y t+1 −1⊗ȳ t+1 is bounded by the sum of the following two terms
Since ((W − 1 n 11 T )⊗I)(1⊗ȳ t ) = 0 and, by Assumption II.5,
Furthermore, since I − 1 n 11 T < 1, combining the above discussion with (16) and (17), we get that
Adding and subtracting the terms g t+1 (1⊗Ax * t ) and g t (1⊗x * t ) inside the norm g t+1 (x t+1 ) − g t (x t ) , and using the triangle inequality, we obtain that
where the second inequality is due to Assumption II.2. Using the updates of x t+1 in (7a) and (7b), we have that
where the last two inequalies are due to the Cauchy-Schwartz inequality and Assumption II.4. Replacingx t+1 with (W ⊗ I)(x t − y t ) according to (7a), we have that
Adding and subtracting the terms 1 ⊗x t and 1 ⊗ȳ t inside the norm on the right hand side of the above inequality, and using the triangle inequality, we get that
Next, we provide upper bounds on the terms on the right hand side of (20) respectively. By Assumption II.5, we have
Moreover, since ( 1 n 11 T ⊗ I)(x t − 1 ⊗x t ) = 0, we have that
By Assumption II.5 and the Cauchy-Schwartz inequality, we have that
Similarly, we obtain that
Furthermore, we have that
In addition, we have that
because of the definition of x * t and the fact that ( 1 n 11 T ⊗ I)g t (1⊗x * t ) = 0. Recalling Lemma IV.1, we have that 1⊗ȳ t = α( 1 n 11 T ⊗ I)g t (x t ). Therefore, we have that
. Using the Cauchy-Schwartz inequality and the fact that 1 n 11 T = 1, we see that
. Then, according to Assumption II.2, we get that
Combining the bounds in (21a)-(21d) with inequality (20) , we obtain that
Combining inequality (22) with (19), we have that
. Adding and subtracting 1 ⊗x t in x t − 1 ⊗ x * t on the right hand side of the above inequality, using the triangle inequality, and rearranging terms, we get
Combining inequality (23) with (18), we obtain the desired result in (14) .
Using the above lemmas, we finally present our main result, which gives a theoretical upper bound of the dynamic regret of Algorithm 1.
Theorem IV.5. Let Assumption II.1,II.2, II.3, II.4, and II.5 hold. Moreover, assume that the stepsize α satisfies
Then the regret R d T is of the order
Proof. Summing both sides of the inequality (8) from t = 0 to T − 1, adding the term x 0 − x * 0 on both sides, and adding
n α x T − 1 ⊗x T , and Ax T − x T +1 on the right hand side, we obtain the following inequality
Rearranging terms in the above inequality, we get that
where C 1 = x 0 − x 0 and β 1 = n µα . Similarly, we can manipulate the inequalies (13) and (14) to obtain the following inequalities
where C 2 = x 0 − 1 ⊗x 0 and β 2 = 1 − σ W , and
where C 3 = y 0 − 1 ⊗ȳ 0 and β 3 = 1 − σ W (1 + L g α).
By adding the inequalities (24), (25) and (26) together, we are left with the sum of T t=0 x t − 1 ⊗x t , T t=0 y t − 1 ⊗ y t , and T t=0 x t − x t on the left hand side, and the sum of constant multiples of these quantities plus the other terms outlined above on the right hand side. Recalling Lemma IV.2, we observe that by choosing the step size α sufficiently small, we can rearrange the sum of these inequalities and follow the methodology of [12] and [36] to obtain the conclusion of the theorem. To do this, it suffices to pick α small enough such that two positive scalars M and N exist that satisfy the following:
According to the inequalities (27b) and (27c), to ensure M exists, we must have
Rearranging Equation (28), this is equivalent to
assuming the inverse exists; this will be true provided that
which, assuming α ≤ 1 Lg , will be satisfied if
Thus, to ensure that such a positive N exists, we must select α such that both (29) and (27a) are satisfied in addition to (31) , which requires
By algebraic manipulations of (32), it suffices to choose α satisfying
if α ≤ 1 Lg . Note that is the one of the conditions on α listed in the statement of the theorem, and that any α satisfying (33) also satisfies (31) .
Note that given Assumption II.2, we have that g t+1 (1 ⊗
. Combining this inequality with the above analysis, the desired result in Theorem IV.5 is proved.
V. NUMERICAL EXPERIMENTS
In this section, we investigate the performance of our proposed algorithm with numerical experiments based on a target tracking example. Specifically, we consider a sensor network consisting of n = 6 nodes that collaboratively track 3 time-varying signals of sinusoidal shape. Each signal x * j,t can be written following form
where p j,t is the position,ṗ j,t is the velocity of target j, A j is the amplitude, ω j is the angular frequency, and φ j is the phase of the signal. Each signal is subject to an ODE with noise
where w j is a zero mean Gaussian noise. The matrix governing the dynamical system in this example can be estimated by discretizing the solution of the ODE (34) . In the simulation, the amplitudes {A j } and inital phases are uniformly generated from the intervals [0, 2] and [0, π], respectively. The doubly stochastic matrix W used in step (7a) is randomly generated and σ W = 0.8554. The sampling frequency is set to 100Hz. The measurement model of sensor i at time t is
where
. . ] is the true target state, y i,t ∈ R is the observation at sensor i, and C i ∈ R 1×6 is the measurement matrix that is randomly generated. At time t, the global problem is defined as
where the matrix C and the vector y t stack all measurement matrices C i and local measurements y i,t . We assume that C T C is positive definite in order to guarantee that the objective is strongly convex. This guarantees that the target state x t is determined uniquely given all local observations at time t.
A. Choice of stepsize
In this section, we track signals defined as in (34) with periodicity 1000s and 10s using Algorithm 1 and assuming that A is the identity matrix, i.e. we do not take any predictability of the future into account. In both experiments, we let the step size α = 2.45 × 10 −5 in accordance with the assumptions of Theorem IV.5. The tracking performance is shown in Figure 1 . We observe that using this theoretical stepsize, Algorithm 1 performs better in tracking signals with periodicity 1000s than 10s. This is unsurprising; the motion of the targets is sampled more frequently when the periodicity is 1000s. In particular, the theoretical step size α is too conservative, preventing our algorithm from tracking quickly moving targets. However, we can use larger stepsizes than the theoretical ones given in Theorem IV.5 and achieve better performance. Specifically, in Figure 2 (a), we observe that for a more aggressive selection of the stepsize, the accumulated regret becomes smaller, implying better tracking performance. And in Figure 2 (b) , we show that the tracking performance of Algorithm 1 for the target signal of periodicity 10s can be improved using α = 1 2Lg ≈ 0.2.
B. Effect of prediction
We also investigated the role of the prediction step in the empirical performance of Algorithm 1 by comparing numerical prediction of the dynamical system based on discretization as mentioned above to the case without prediction, i.e. where A in (7b) is the identity matrix. The comparison was conducted by tracking targets of periodicity 10s with stepsize α = 1 2Lg . The tracking performance and dynamic regret are presented in Figure 3 . In Figure 3 (a), we observe that Algorithm 1 that incorporating numerical prediction can greatly improve the dynamic regret of an algorithm compared to not incorporating any prediction (note that the figure is in log-scale), though note that the shape of both cumulative regret curves are roughly the same. This improvement is further corroborated in Figures 3 (b) and (c); the dashed curves indicating the actual optimal points are generally overlapped by the solid curves of the estimated positions when prediction is utilized, whereas there is little overlap if no prediction is used.
C. Comparison with existing algorithms
We now compare the performance Algorithm 1 to the online distributed gradient (ODG) algorithm studied in [12] . Both algorithms are implemented with prediction. The regrets achieved by these algorithms under different stepsizes are presented in Figure 4 . Though both algorithms have comparable performance for the smaller step sizes, the behavior is wildly different for the larger step sizes. While ODG diverges for stepsizes 1 Lg and 2 Lg , Algorithm 1 is stable using these stepsizes and, consistent with previous observations, the cumu- lative regret with these stepsizes is smaller than the previous stepsizes for which both algorithms successfully converged. This behavior was also observed in multiple other randomly generated examples, and is consistent with that observed in [36] .
D. Necessity of the gradient path-length regularity
Since the regret bound in [12] is only related to the optimizer path-length regularity term P A T , it is natural to ask whether the dependence of the theoretical regret bound of Algorithm 1 on V T can be removed. In the following, we empirically show that the regret bound R d T of using Algorithm 1 not only depends on P A T in general, but also on V T . To do this, we construct a numerical example for which P A T = 0 for all T but R d T grows at the same speed as the regularity term V T .
Consider the distributed estimation problem shown in Figure 5 , where two targets are moving along circular paths around the origin. Let θ 1 (t) and θ 2 (t) denote their angles from the horizontal axis, and let R 1 and R 2 denote the distances of the targets with from the origin. Four sensors need to estimate these distances, though each sensor can only measure the projected coordinate of one target onto one axis. Letting y t denote the collected measurement at time t, we assume the y t received are of the following form
where each entry of y t signifies one sensor's measurement and v t is a noise term at time t to be specified. We assume that R 1 and R 2 are constant, so that the matrix governing the dynamical system in Assumption II.4 is the identity matrix. We also assume that the four sensors are connected in a cyclic graph. We wish to investigate the performance of Algorithm 1 in tracking the optimizer of the global estimation problem
where [C t ] i denotes the ith row of the matrix C t . We specifically design the noise terms v t in the measurement model (37) so that the optimizer x * t of the objective is constant for all t, which implies that P A T = 0. To achieve this, observe that we can write the first order optimality condition as
Replacing y t in (39) with (37), we have that
Thus, to ensure that x * t = [R 1 , R 2 ] T for all t, we see that v t must lie in the kernel of the matrix C T t . In our simulation, we let the vector v t be a unit vector in the kernel space of C T t , guaranteeing that x * t = [R 1 , R 2 ] T for every t and P A T = 0 for all T as mentioned above. However, the regularity term V A T is nonzero and grows with time because
for all t. We run both Algorithm 1 and ODG to track the optimizer of problem (38) for T = 1 × 10 4 time steps. The regret curves together with the regularity curve of V T are shown in Figure 6 . It is clear that the regret R T d grows with the same rate as the regularity term V T . Similar behavior was noticed when increasing T to 1 × 10 6 . This is because of the gradient estimator y i,t in (7c) in Algorithm 1. Each local y i,t estimates the summation of the local gradients i ∇f i,t (x i,t ). However, even when this term equals 0, if ∇f i,t+1 (x i,t+1 ) − ∇f i,t (x i,t ) = 0 for all t, the consensus estimator y i,t is continuously perturbed away from the correct estimate. This perturbation error is accumulated in the regret through the gradient update in (7a).
It is interesting to note that even though ODG does not apply the gradient estimator y i,t in Algorithm 1, it also suffers from such perturbations as shown in Figure 6 . It is most likely that the error from the perturbations is accumulated directly in the local gradient calculation, though we will not investigate this further and will leave this for future work.
VI. CONCLUSIONS
In this paper, we proposed a novel algorithm to solve distributed online convex optimization problems with known optimizer dynamics. Our main innovation was to adapt a gradient tracking step previously studied in static optimization methods to the online setting, which tightened the bound of the network error component of the dynamic regret of the algorithm. Assuming strong convexity of the global objective function, we showed that the dynamic regret is upper bounded by a quantity that does not specifically depend on the problem horizon and is tighter than previously existing bounds in the sense that terms involving gradient variation are provably smaller than others in existing bounds. We also proposed a theoretical way to select the step size used in optimization that is explicitly independent of the problem horizon; it suffices to only consider the objective functions and network connectivity. We evaluated the performance of our algorithms using extensive numerical experiments on tracking problems, showed that our algorithm is more robust to choice of step size than that of [12] , and gave a numerical example that gives empirical evidence suggesting that the the gradient variation measure in our regret bound cannot in general be removed.
