The development of small, autonomous UAVs that can operate in complex environments as part of large coordinated groups will enable many new applications at fractions of the cost of current systems. A fleet of fixed-wing aircraft has been developed to create an intelligent aerial platform that has demonstrated various autonomous capabilities. By means of a downward-looking camera, a single aircraft autonomously follows a roadway using the natural features of the scene in conjunction with onboard sensors, without the use of GPS or prior knowledge of the road's coordinates. A forward looking camera is used to perceive obstacles in the aircraft's flight path by segmenting images into sky/no-sky regions and classifying no-sky regions above the horizon as obstacles. The tracking of friendly ground vehicles -for which GPS information is known but path information is not -is performed using circular and sinusoidal orbits to maintain desired proximity regardless of ground vehicle motion. = extrinsic camera parameters T road = location of aircraft in road frame of reference R road = rotation matrix between aircraft body and road reference frames
I. Introduction
HE development of small, autonomous unmanned aerial vehicles (UAVs) that can operate in complex environments as part of large coordinated groups will impact many applications such as search and rescue, border patrol and surveillance, remote sensing, and emergency disaster response. These small, cooperative UAV systems offer several advantageous over current unmanned vehicles that operate individually, at high altitudes, and under the control of several remote operators. First, they can be produced at a fraction of the cost of full-scale systems. While military UAVs such as the Predator can cost several million dollars each, small UAV platforms can be purchased for only 10-30 thousand dollars (http://www.spyplanes.com). Second, small UAVs may be transported and operated by a single user. Fullscale UAVs require standard-sized runways in order to takeoff and land, require a large mobile command station, and are controlled by several operators. In contrast, small UAVs can be launched almost anywhere, including by hand, and can be controlled from a single laptop computer or PDA device 1 . Finally, small UAV platforms offer greater relative safety compared to larger vehicles. The damage caused by possible collisions with obstacles or team members is significantly reduced. This allows small UAV platforms to perform missions lower to the ground than full-sized UAVs.
The cooperative UAV control problem is of further interest due to the challenges of distributed control over wireless networks, the highly non-linear flight dynamics of light fixed-wing aircraft, and the difficulty of real-time sensing and perception 2 . Current efforts on the collaborative control of unmanned vehicles focus on several topics, including collision and obstacle avoidance [3] [4] [5] , dynamic group reconfiguration 6, 7 , and the tracking of vehicles or features (e.g. roads) on the ground 8, 9 . Obstacle and collision avoidance are the basis of safe UAV flight. Collision avoidance refers to the problem of avoiding other cooperative team members while obstacle avoidance refers to avoiding everything else. Much of the work in this area has focused on the development of control methodologies for one or more vehicles that satisfy some global safety or performance properties 4, 7 . Often these methods assume the state of the team members or obstacles is known accurately. Little work has been done that considers the characteristics of sensors that can be carried onboard these small UAV systems. In particular, electro-optical (EO) devices such as color video cameras are the only sensors that currently satisfy the weight and power constraints imposed by the small UAV systems.
T
Limited computing power necessitates the development of integrated obstacle detection, localization, and avoidance schemes that perform quickly and accurately enough for flight conditions. Collision avoidance can be accomplished through distributed and decentralized control schemes that rely on local sensing or sharing state information between team members. When the relative distance between every vehicle is specified exactly, e.g. by a group shape, the group is considered a formation 6 . Groups that are allowed to remain close to one another, but not necessarily at predefined distances, are called flocks or swarms 7 . Often the behavior of a swarm results in a group shape, however, this behavior is an emergent result and not specified in advance. Groups of UAVs with large separation distances between them are often referred to as coordinated teams 10 . The utility of each type of group is a strong function of the topology of the communication network that connects them. Typically simplified analysis and simulation results are used to prove the stability and robustness of multi-vehicle control algorithms. Few algorithms have been verified on flight hardware. Particular issues that are not easily captured in these proofs include full nonlinear system models, wind gust disturbances, and wireless communication performance.
Dynamic group reconfiguration occurs in response to changing missions, group population, or environment. For formations, reconfigurations are typically achieved by shape changing maneuvers 6 , while swarms typically reconfigure through local perturbations 5, 7 . Because coordinated teams do not work in close proximity, group reconfiguration often consists of task re-allocation or re-assignment. The concepts of string and mesh stability 11 describe the performance of multi-vehicle systems in terms of error and disturbance rejection relative to a specific group formation. Spry has developed a control approach based on generalized position, orientation, and shape coordinates that guarantees mesh stability during feasible shape changing maneuvers 6 . Ground vehicle and ground feature tracking is needed to perform many surveillance missions. Object recognition is a well studied topic in both radar applications 12 and computer vision 13, 14 . However, weight requirements and computational resources limit the applicability of many of these systems to small UAVs. Like obstacle avoidance, target tracking on small UAVs requires new techniques that integrate sensing and control into fast, computationally light algorithms. One example of feature tracking is autonomous road following, which allows a UAV to navigate in urban environments or in areas where typical navigation signals, like GPS, are unavailable. Using a single downward looking camera, Frew et al. have demonstrated autonomous road following without the use of external signals such as GPS 8 . The tracking problem is further complicated by the unknown nature of the vehicle or feature being tracked. Even when the target's position is known accurately, dynamic constraints limit the ability of aircraft to track the target. A vehicle following methodology has been developed that enables a group of UAVs to track a friendly, i.e. with known position and velocity, ground target whose path is not known in advance.
This paper presents experimental results of self-directed collaborative navigation by small autonomous aircraft. A fleet of autonomous fixed-wing aircraft ( Fig. 1) has been developed by the Center for Collaborative Control of Unmanned Vehicles at the University of California at Berkeley to study self-directed, collaborative navigation. A commercial Piccolo autopilot, an embedded PC104+ computer, wireless networking, and both fixed and gimbaled cameras have been integrated into a Sig Rascal 110 model aircraft to create an intelligent aerial platform that has demonstrated various autonomous capabilities. These capabilities include obstacle detection using forward looking cameras, autonomous road following using downward looking cameras, tracking of a friendly ground vehicle for which GPS information is known, and convoy protection through persistent surveillance around a moving ground vehicle by teams of two or three aircraft. Details of the hardware platform and each capability are described and results of flight demonstrations are presented.
II. Experimental System

A. Hardware
A fleet of autonomous fixed-wing aircraft ( Fig. 1 ) has been developed to study self-directed, collaborative navigation of unmanned vehicles. In order to accomplish this goal, specific functional capabilities are required. Specifically, the vehicles must have autonomous low level guidance and navigation, devoted onboard computing, and cargo carrying capability. In addition, they must be easy to operate by a few (one to three) personnel. An intelligent aerial platform has been designed that combines a commercial autopilot, an embedded computer, and several additional devices (Fig 2. ).
The UAV fleet is based on the Sig Rascal 110 airframe (Fig. 1) , a model aircraft that is purchased in "almost ready to fly" (ARF) form. Carbon fiber reinforcements were integrated during construction to ensure that the airframe flies at weights over twice the airframe specifications. The heaviest UAV in the fleet tips the scale at over 27 lbs. A 32cc two-stroke gasoline engine was opted over a glow fuel engine in the interest of endurance and reliability. The most challenging hardware issue was that of integrating the system of electronics into the high-vibration environment of the aircraft. Measures were taken to reduce the transmission of the vibration from the engine onto the airframe, and certain electronics were even further isolated to offer added vibration dampening (Fig.3) .
Low level guidance and navigation is achieved by integrating the airframe with the Piccolo autopilot system (Fig. 4 ) manufactured by Cloud Cap Technology 15 . The autopilot system reads in GPS information, pitot and static pressure, internal gyros, and accelerometers to stabilize the aircraft and to provide waypoint navigation. Turn rates can also be commanded directly, bypassing the waypoint navigation controller. A ground station communicates to Piccolo modules via a 900 MHz channel to uplink commands and/or manual control signals and to receive telemetry data from each UAV. A salient feature of the Piccolo system is its ability to operate multiple vehicles through one ground station. Using the Piccolo to stabilize the aircraft results in a kinematic vehicle
A full non-linear model of the autonomous aircraft has been developed and used in conjunction with hardware-inthe-loop (HIL) simulations capabilities provided with the Piccolo system 8, 9 . The second necessary component for realizing the autonomy of individual UAVs is dedicated onboard computing. Due to size and weight constraints and the requirement for flexibility, a PC104+ stack with PIII 700MHz processor was integrated into the airframe. A PC104 based embedded system is the current state of the art in high-performance real-time systems. Based on the common PC bus architecture, a Pentium based PC104 system has a tremendous processing power while still maintaining a small footprint. Additionally, because it is PC-based, the system is compatible with many software development tools and hardware systems. PC104 systems have proven themselves effective and robust. The power of an embedded system gives the aircraft control, tracking and decision capabilities to allow for true autonomy.
The most challenging aspect of the integration process is to ensure the proper function of the hard drive under intense vibration. Experience has shown that while onboard processing will tolerate the vibrations, writing video files onto the hard disk demands the hard disk to be well isolated from vibration. A low spring rate and low dampening rubber suspension harness was made to cradle the PC104 (Fig. 3) . The festoon of wires for power, keyboard, mouse, video monitor, and other I/O devices must all be carefully groomed into an arc which minimizes the transmission of vibration to the computer. Only after taking these measures was the 20 GB hard disk drive able to record video successfully onboard the UAV.
The PC104 and the Piccolo autopilot are connected by two serial ports. The computer not only has state information from the autopilot's sensors and estimates but also is able to communicate via a serial port to a computer on the ground though the wireless channel of the Piccolo. The ground computer can relay the information from one UAV's PC104 to that of another's. The reason for this approach is because preliminary tests indicated that the 802.11b radio in the PC104 cannot guarantee communication for all times amongst the vehicles, even with the assistance of a range extender. The orientation of the vehicle plays a significant role in the reliability of the communication channel. In addition to the Piccolo, the PC104 is also connected to the components in the sensor payload: two video cameras are fed into its frame grabber boards; and an OOPIC (object-oriented PIC) board is connected through a serial port to control the motion of the gimbaled camera. The final piece of payload is a pair of wireless video transmitters that send video from the onboard cameras to the ground in real-time. A rolling takeoff is required, the UAV is piloted to a trimmed and level flight condition, and then the autopilot is activated to conduct operations. A flared landing under manual control completes each flight. At all times there exists a wireless channel between the ground operators and the UAV to toggle an onboard kill switch for the engine. To further ensure safety, the onboard receiver has its own power supply and it defaults to the state of engine stop in the event of a power failure.
B. Software
The Piccolo autopilot is used to control the basic maneuvers of the aircraft; the Piccolo allows for direct control of airspeed, altitude, turn-rate and waypoint tracking 15 . The onboard PC104 communicates with the Piccolo to command high-level control strategies and manages collaboration between planes. Additionally, vision-processing algorithms, such as road detection and gimbaled camera tracking, are run on this system. The PC104 system uses the Piccolo's radio to communicate telemetry and system information to an operator through a Windows based user interface.
The PC104 system uses a collection of software that is either Open Source, or free for academic use. The QNX real-time operating system forms the basis of the software suite; it was chosen for its small footprint, reliable realtime performance and for the availability of popular development tools. Cogent's Datahub software is used onboard for inter-process communication (http://www.cogent.ca). Communication with the Piccolo autopilot and the ground station is accomplished using software that was written in-house. Additionally, the PC104 manages inter-plane communication over an 802.11b wireless link. 
GS Interface
The software architecture was designed with modularity in mind; each major component runs as a separate process as shown in Fig. 5 . Under autonomous control, the Datahub, Piccolo avionics interface and ground station interface are always running. Additional controllers and sensors processes may be run depending on the experiment. For instance, when running an obstacle detection experiment, a vision process relays obstacle positions to a controller, which commands a turn rate to avoid the obstacle.
The use of the Datahub allows for a data driven design in which software components, such as controllers or vision processing algorithms, may be changed or replaced without modification to the basic code. For instance, a controller does not need to know anything about a sensor that is providing it information. The modular nature of the software has allowed control designers to focus on the algorithms, rather than implementation. The design also allows for the use of advanced tools, such as Teja, a high-level hybrid systems design package, to develop and distribute collaborative controllers across multiple aircraft. As the number of aircraft increases, the use of high-level simulation and implementation tools will play an important role in algorithm development.
III. Road Following
A. Problem Statement and Solution
Road detection and localization
The goal of the computer vision system is to detect the road in the camera images and calculate the relative distance and heading between the aircraft and the road. Using the basic pinhole camera model, the location of a point in the road coordinate system is related to a point in the image by the projection: u that correspond to points on the center line of the road. Given this image set, the intrinsic and extrinsic camera parameters, and the fact that ( )
, calculating the lateral distance and orientation between the roadway and the aircraft is equivalent to determining road T and road R . Real-time road detection is achieved through a five step process. After first rectifying the image (Fig. 6b) to account for lens distortion, we apply a Bayesian pixel classifier to find a rough location of the road. Using RGB values from over 20,000 pixels, the classifier was trained to distinguish road and non-road pixels. Figure 6c shows the classification result. Once the road pixels are classified, we apply connected-component analysis to remove noise and the holes on the center of the road (Fig. 6d) . After detecting the road, the same type of Bayesian classifier finds the lane markings. Next, we apply the Hough transformation to test multiple candidate lanes. Figure 6e shows the detected lane markings (shown in cyan) and the fitted lane with the best score (in red). Finally, a robust line fitting (least-trimmed square) finalizes the position and the orientation of the center lane marking (Fig. 6f) . The road detection algorithm was able to correctly identify the road in 90% of the images of real roads it was given.
The location of the aircraft relative to the road is calculated by assuming straight level flight. Two points on the road line (on the image) are selected and then projected onto the ground plane (with known internal camera parameters) to find the world coordinates of the road. The shortest distance between the road line (in world coordinates) and
is the lateral distance. We assign the sign of the lateral distance by checking whether p is on the left or right side of the road line. The yaw is calculated in the same manner by projecting vector (0,0,1) on the ground plane and calculating the angle between the projected vector and the road line. 
Lateral control
Vision-based road following can be decoupled into two control problems: lateral control relative to the road (Fig. 7 ) and altitude hold above it. One major assumption in the work presented here is that GPS is not available, so control and navigation must be performed using computer vision and other onboard sensors. In this work, inertial sensors are used to stabilize the aircraft and air data sensors are used to control speed. Altitude control of small unmanned aircraft is typically achieved by direct feedback from barometric pressure sensors to aircraft thrust 16 . The same approach is used here. By defining a Cartesian coordinate system relative to the road, the lateral motion of the aircraft is described by Eq. (1). See Ref. 8 for more details.
Lateral control of the aircraft is achieved by commanding the vehicle turning rate cmd ϖ such that the cross-track distance y is brought to zero. An inner control loop based on the inertial sensors converts the turning rate commands into the corresponding aileron and rudder commands 15 . The controller commands the aircraft to aim at the point B a specified distance (d ahead ) ahead on the roadway (Fig. 7) . Given this desired heading, a control signal is derived by establishing the geometric relationship between the desired aircraft position and aircraft velocity
where the cross-track and along-track velocities are estimated from the history of the cross-track distance and the airspeed. In order to enforce this relationship the error signal is defined as
and is driven to zero by proportional feedback control of the commanded turning rate with a saturation limit of 2 . 0 ± rad/sec.
B. Results
The road following demo was first tested using the HIL simulation to follow a simulated 2.5 km stretch of straight road. The vision based control allowed the aircraft to successfully keep the road in view during the HIL testing. The performance of the vision-based cross-track distance measurements is evaluated by comparing the vision measurements to the simulated GPS flight measurements. Over the course of the 2.5 km experiment, the vision measurements had a mean error of 1.19 meters and a standard deviation of 2.51 meters (Fig. 8a) . The disparity between the vision and GPS measurements can be attributed largely to the assumption of zero roll, which results in larger vision-based measurements as the aircraft banks to turn toward the road. By overlaying the GPS and vision measurements on the same plot (Fig. 8b ) and comparing to the vision error plot, this correlation can be seen. Figure 8c shows the tracking performance of the aircraft along the straight road during the HIL simulation. The aircraft successful tracks the road for 2.5 km while oscillating with a magnitude of approximately 5 meters. The a.
b. Single camera road following was also tested on the Sig Rascal aircraft at the TIMPA airfield in Tucson, Arizona. Figure 9 shows the results of the aircraft tracking a 230 m long, 15 m wide model aircraft runway. The actual aircraft position was measured using GPS. Although the road following algorithm showed some encouraging results when tested with a single camera, the performance was limited by the assumption of zero roll. In order for this assumption to be valid, only small gains could be used in the control algorithm to prevent excessive banking of the aircraft.
IV. Obstacle Detection and Avoidance
A. Obstacle Detection
Obstacle detection is performed in three stages. First, a single image is segmented into sky/no sky regions using a support vector machine (SVM) classifier. Next, the horizon line is determined based on the boundary between the segmented regions. Finally, objects are identified as no-sky regions above the horizon line in the image.
The classification of the image into sky and non sky was done using a support vector machine (SVM) 17,18 which classified each pixel based on its color in the YCrCb color space after smoothing the image with a Gaussian filter to reduce the effects of noise. A support vector machine was chosen for classification since it is inherently a binary classifier and is easily scalable to include more properties that include texture in addition to color. Although texture information would make the classification more robust over a wider variety of conditions color alone proved to be sufficient for the experiments presented. There are a variety of common support vector kernel functions which yield good results. For the sky classification, a polynomial kernel of the form Since the horizon is the projection of ground plane at infinity on the camera plane, extruding the horizon line perpendicular to the image plane creates a plane parallel to ground through the aircraft as shown in Fig. 10 . Thus, objects below horizon are below the aircraft and out of the flight path of the aircraft, while objects above the horizon pose a threat. One limitation of using sky segmentation for detecting obstacles is that objects whose maximum heights equal to the altitude of the aircraft will not protrude above the horizon, and will thus be not be detectable.
The horizon was found by searching for the line that best divided the binary sky segmented image into sky and non-sky. The first step was to apply standard erosion and dilation to the binary segmented image to remove any small sections of misclassified pixels. The border between sky and non-sky regions was then found by smoothing the binary image and classifying all pixels with values near 0.5 as boundary pixels. The horizon detection was then performed using the Hough Transform on the border image 18 . where α is a positive constant. Thus J is a weighted sum of all of the pixels above the candidate horizon classified as non-sky and all of the pixels below the candidate horizon classified as sky. The scaling factor α , with a value greater than unity, was found to improve performance of the algorithm. Once the horizon was found, all non-sky pixels above the horizon could be treated as obstacles in the path of the aircraft. Since a single obstacle was used for testing, and there were often a few non-sky pixels close to the horizon, the obstacle was determined as the connected group of non-sky pixels with the greatest perpendicular distance to the horizon. The final output of the vision system was the angle of the horizon, and the image coordinates of the obstacle. The complete vision algorithm is summarized in Fig. 11 .
B. Obstacle Avoidance
In order to demonstrate the integration of the vision based obstacle detection with the control of a small fixed wing aircraft, a simple lateral controller was designed to autonomously steer the aircraft at the detected obstacle. The dynamics of the aircraft are represented by Eq. (1). The goal of the controller is to drive the angle between the balloon heading and the angle to the obstacle to zero as shown in Fig. 13 . This control objective was achieved using simple proportional control, setting the turn rate proportional to the lateral angle to the balloon: The lateral angular error to the obstacle is proportional to the distance of the centroid of the obstacle from the center of the image along the horizon (Fig. 14) . This lateral distance was calculated from the image coordinates of the obstacle and the angle of the horizon:
Thus the final control law becomes:
C. Results
The obstacle and horizon detection were first tested using video recorded during two days of manual flight testing. The support vector machine was trained using video from the first day of flying and tested using video from the second day. The vision system was able to correctly find the horizon and balloon in approximately 90% of the images. The main causes of error were the similarity in color between the sky and road in the low resolution cameras and variations in the color output of the camera resulting from its auto-calibration due to changes in light intensity as the plane pitched up.
The combined vision and control algorithm was able to run at an average of approximately 2 Hz on real images. The majority of the processing time was required by the sky classification, the Hough Transform, and the horizon ranking. SVM classification required 120ms to classify the 320x240 image using 8 support vectors. The Hough Transform and horizon ranking required between 200 and 600 ms per image depending on the number of candidate lines returned. Although the speed of the vision algorithm was adequate for these experiments, the processing times could be reduced by using a faster processor and by optimizing the code for speed. During hardware in the loop testing, the control strategy was tested by having the aircraft steer at several successive balloons. The tracking results are shown in Fig. 14. During these tests, the aircraft was able to keep each balloon in its field of view until that balloon was passed, at which time the next balloon came into view.
For the experimental test on the actual aircraft (Fig.  15) , a 2.6m diameter helium balloon tethered at a height of 40m was used as an obstacle as shown in Fig. 16 . In order to avoid the balloon, a GPS receiver was placed below it, and its coordinates were sent to the aircraft. When the aircraft came within 100 m of the balloon, a 15°/sec turn-rate was given to steer away from the balloon. In Fig. 17 , the red line represents the calculated horizon, and the yellow circle is the location of the balloon. In the fourth frame, the balloon leaves the field of view resulting from pitch oscillations.
V. Convoy Protection D. Problem Statement
A core capability which may be useful in a number of applications is the ability of either a single UAV or a group of UAVs to track a point which may move arbitrarily. In convoy protection, for example, we may wish to maintain video coverage of the region surrounding a convoy, where the center of the region moves with the convoy. In a surveillance mission, we might like to track a moving object of interest.
For a number of reasons, it is desirable to use fixed-wing UAVs if possible, as they are simpler, less expensive, and have greater maximum flight times than rotary-wing aircraft. The main difficulty with fixed-wing aircraft is that they are subject to constraints on airspeed and turn rate. Because of this, special tracking algorithms must be used to allow fixed-wing aircraft to track points of interest which can move arbitrarily.
In this section, we focus on the convoy protection problem. The objective is to have a group of fixed-wing UAVs track a ground vehicle that is moving unpredictably, but at a speed less than the maximum flight speed of the UAVs. The aircraft are subject to both airspeed and turn-rate constraints. Motion of the vehicle is unrestricted and not known in advance, but we do assume that its position and velocity information are available.
E. Solution
Our previous work on convoy protection featured a single UAV tracking a ground vehicle while flying in a sinusoidal path 19 . By varying the amplitude as a function of ground vehicle speed, this approach allowed the UAV to fly at a constant speed while the ground vehicle was able to travel at a range of speeds up to the maximum UAV speed.
In the present work, the sinusoidal paths have been replaced by families of orbital trajectories that move with the ground vehicle. For each ground vehicle speed, the orbit parameters are chosen to satisfy the motion constraints of the aircraft while also seeking to achieve desired coverage area and flyover frequency. A tracking control law is used to steer the aircraft along the orbit. Two classes of orbits are developed: lateral and longitudinal.
The lateral orbits, shown in Fig. 18 , provide primarily side-to-side coverage. The orbit trajectory is based on a lemniscate curve, the shape of which is determined by two parameters 9 . By appropriate choice of these parameters, feasible orbits are defined for various vehicle speed and aircraft speed combinations. An alternate approach is to have the different aircraft fly different orbits, coordinated so as to maximize coverage effectiveness. This is a current area of research for us. 
F. Results
A multi-UAV flight test was performed with support provided by Advanced Ceramics Research (ACR) of Tucson, Az. Fig. 22 shows the flight paths generated during one of these tests. In this test, a group of two aircraft flew as a formation at 20 m/s, tracking the ground vehicle with a lateral orbit. The ground vehicle path is shown in yellow, and the two UAV paths are shown in red and green. During the test, the ground vehicle was driven from its starting point out onto a north-south road. It then drove north along this road for approximately two miles before turning around and returning to the starting point. Fig. 22 . The plot assumes an altitude of 250 m and that each aircraft is fitted with a downward-looking camera having a field of view of 50 degrees. The data is plotted for the northbound portion of the trip, and shows that fairly complete coverage of a region surrounding the vehicle path (highlighted in black) is achieved. Fig. 24 shows a recent flight test with a single aircraft flying longitudinal orbits, with vehicle speeds of 0-10 m/s and aircraft speed of 20 m/s. The UAV path is in red; the vehicle path in green. The vehicle is driven back and forth on a straight road. At higher vehicle speeds, straight segments appear between the circular turnarounds, similar to those in Fig. 21 . There is some distortion in the orbits due to wind effects (estimated at approx. 15 mph N-NW). It can be seen that the flight paths remain much closer to the vehicle path than in the lateral orbit tests. All flight path computations for this test were performed on the PC-104 onboard the aircraft.
VI. Conclusion
This paper presented experimental results of self-directed, collaborative navigation by one or more small, autonomous aircraft. A commercial Piccolo autopilot, an embedded PC104+ computer, wireless networking, and both fixed and gimbaled cameras have been integrated into the Sig Rascal 110 model aircraft to create an intelligent aerial platform that has demonstrated various autonomous capabilities. By means of a downward-looking camera, a single aircraft followed a roadway using the natural features of the scene in conjunction with onboard sensors, without the use of GPS or prior knowledge of the road's coordinates. A forward looking camera was used to perceive obstacles in the aircraft's flight path by segmenting images into sky/no-sky regions and classifying no-sky regions above the horizon as obstacles. The tracking of friendly ground vehicles was performed using circular and sinusoidal orbits to maintain desired proximity regardless of ground vehicle motion. A team of two aircraft demonstrated convoy protection by providing persistent surveillance around a moving ground vehicle. The team either flies in rigid formation, providing a large area of coverage around the ground vehicle, or the aircraft coordinate several separate actions that provide both lateral (side to side) and longitudinal (front to back) surveillance of the ground vehicle's path. Future work will emphasize porting all techniques to the computing resources onboard the vehicles and the development of robust, fault-tolerant algorithms. For this work the road diction and lateral control algorithms were run on a ground computer that commanded the aircraft remotely. These algorithms will be moved onto the PC104 embedded computer shortly. Furthermore, a new road detection technique is under development that will not need prior training. The obstacle avoidance work will focus on integrating the detection algorithms with improved avoidance maneuvers that will guarantee safety in the face of vision uncertainties. Aircraft to aircraft communication will soon enable a fully decentralized convoy protection system that relies on the ground station only for high level, group commands. Finally, the separate capabilities described here will be integrated together into a multi-objective, hierarchical control architecture.
