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Abstract
We develop a class of averaging lemmas for stochastic kinetic equations. The velocity is multi-
plied by a white noise which produces a remarkable change in time scale.
Compared to the deterministic case and as far as we work in L2, the nature of regularity on
averages is not changed in this stochastic kinetic equation and stays in the range of fractional
Sobolev spaces at the price of an additional expectation. However all the exponents are changed;
either time decay rates are slower (when the right hand side belongs to L2), or regularity is better
when the right hand side contains derivatives. These changes originate from a different space/time
scaling in the deterministic and stochastic cases.
Our motivation comes from scalar conservation laws with stochastic fluxes where the structure
under consideration arises naturally through the kinetic formulation of scalar conservation laws.
Key words. Stochastic kinetic equations; stochastic conservation laws; averaging lemmas; fractional
Sobolev spaces.
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1
1 Introduction
The kinetic formulation of the stochastic conservation laws, as developed in [15], motivates to study
the stochastic kinetic equation
∂
∂tf(x, ξ, t) + B˙(t) ◦ ξ.∇xf = g(x, ξ, t) in R2d × (0,∞),
f(t = 0, x, ξ) = f0(x, ξ).
(1)
where both f0 and g are deterministic. The notation for the flux means
B˙(t) ◦ ξ.∇xf = B˙(t) ◦
d∑
i=1
ξi
∂f
∂xi
.
That is we we use Stratonovich convention. Also we introduce a single brownian motion (for simplic-
ity). At variance with the examples of Hamilton-Jacobi equations [17, 18] or x-dependent fluxes in
scalar conservation laws [15], this does not play an important role here.
Our results are mainly motivated by the case when the B is a brownian motion. But for reference
we will use also the standard deterministic case B(t) = t. In this deterministic case, the averaging
lemmas are now sophisticated [8, 11, 20, 2, 19] and have proven to be useful for treating nonlinear
kinetic equations as the Vlasov-Maxwell [6] or the Boltzmann equation [7, 22].
We understand this equation in the spirit of the works on Hamilton-Jacobi equations in the series
of papers by Lions and Souganidis, see [18, 17] and the references therein. That is, we define solu-
tions as the limit of standard distributional solutions when B(t) is regularized; in other words they
correspond to a Stratonovich rather than an Ito¯-Doeblin integral. This is a difference compared to
stochastic transport equation also treated by Flandoli [10, 9] or with conservation laws with stochas-
tic semilinear terms treated by Debussche and Vovelle [4] or with random kinetic equations, with a
stochastic semilinear term that are also treated by Debussche and Vovelle in [5] where the diffusion
limit is studied.
The question of the existence is not important here because of linearity and the method of char-
acteristics gives the representation formula
d
dt
f
(
x+B(t) ◦ ξ, ξ, t) = g(x+B(t) ◦ ξ, ξ, t).
This defines our solutions (see [17, 18] for a motivation and [15] for a more interesting nonlinear case).
This is possible because we consider the Stratonovich convention; as usual it can be transformed in
an Ito¯ integral with an additional diffusion term, [10, 9].
For a given test function ψ(ξ) with compact support, we define the random average
ρψ(x, t) =
∫
ψ(ξ)f(x, ξ, t)dξ.
Our interest lies in the velocity averaging lemmas which are regularity statements on ρψ; how to state
them? how do the fractional exponents reflect the scales of the brownian motion?
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We answer these questions by a series of results covering a part of what is known for averaging
lemmas as stated in long series of papers, from the initial remark on the phenomena [13, 14] for p = 2,
to the optimal cases of full space derivatives in the right hand side [11, 20], including the case of Lp
spaces for p 6= 2 [8].
We work in L2 and we measure time decay thanks to an additional time damping. This is a
way to better visualize the different scales between space and time that appear in the stochastic case
compared to the deterministic case.
2 Space regularity, global in time
When considering space regularity only, we can obtain particularly simple results which are global in
time and thus also express a time decay. They are useful to make a difference between deterministic
and stochastic scales.
Theorem 2.1 (Stochastic averaging). Take B a brownian motion and λ > 0.
For g = 0
E‖e−λtρψ‖2
L2
(
R+;H˙1/2(Rd)
) ≤ C(supp ψ)
λ1/2
‖ψf0‖2L2(Rd×Rd),
E‖ρψ‖2
L2
(
R+;H˙1/2(Rd)
) ≤ C(supp ψ) ‖ψf0‖L2(Rd×Rd)‖ψf‖L2(R+×Rd×Rd).
For f0 = 0
E‖e−λtρψ‖2
L2
(
R+;H˙1/2(Rd)
) ≤ C(supp ψ)
λ3/2
‖e−λtψg‖L2(R+×Rd×Rd),
E‖ρψ‖2
L2
(
R+;H˙1/2(Rd)
) ≤ C(supp ψ) ‖ψg‖1/2
L2(R+×Rd×Rd)‖ψf‖
3/2
L2(R+×Rd×Rd).
For f0 = 0 and g = div h, we have
E‖ρψ‖2
L2
(
R+;H˙1/3(Rd)
) ≤ C(ψ) [‖h‖2
H˙
−2/3
x ∩L2(R+×Rd×Rd)
+ ‖ψf‖2L2(R+×Rd×Rd)
]
.
Even though some exponents may seem similar, all the scales differ from the deterministic case
B(t) = t. Indeed we recall the
Theorem 2.2 (Deterministic averaging). Take B(t) = t and λ ≥ 0.
(i) For g = 0
‖e−λtρψ‖2
L2
(
R+;H˙1/2(Rd)
) ≤ C(supp ψ) ‖f0‖2L2(Rd×Rd).
(ii) For f0 = 0
‖ρψ‖2
L2
(
R+;H˙1/2(Rd)
) ≤ C(supp ψ) ‖ψg‖1/2
L2(R+×Rd×Rd)‖ψf‖
3/2
L2(R+×Rd×Rd).
(iii) For f0 = 0 and g = divh, we have
‖ρψ‖2
L2
(
R+;H˙1/4(Rd)
) ≤ C(ψ) [‖h‖2
H˙
−1/2
x ∩L2(R+×Rd×Rd)
+ ‖ψf‖2L2(R+×Rd×Rd)
]
.
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The first two classes of formulas are not the most traditional and express in particular time decay,
which is usually not the aim of averaging lemmas which aim at compactness. This is because other
methods based on dispersion are more adapted to prove time decay as those in [1, 12, 19].
One can find related Lp formulas; to do so it is enough to interpolate them with the other two
elementary pathwise inequalities in L1 and L∞
∫
Rd
|ρψ(x, t)|dx ≤
∫
R2d
|f0(x, ξ)|dxdξ, ‖ρψ(t)‖L∞(Rd) ≤ ‖ψ‖L1(Rd) ‖f0‖L∞(R2d).
The usual proof of averaging lemmas, as initiated in [14], uses the Fourier transform in space
and time. It is not very convenient because the transport term depends on time here. Therefore we
prefer a method without time Fourier transform. Such a method has been developed in [3] but it uses
the Fourier transform in ξ. We prefer to still develop another variant that is particularly fit to the
stochastic case.
Proof. We use the Fourier transform f̂(k, ξ, t) of f in the variable x. The equation on the Fourier
transform of f becomes
∂
∂t
f̂(k, ξ, t) + iB˙(t)k.ξf̂ = ĝ. (2)
As usual we add and subtract a damping term with λ > 0 (except for the first result where we do
not need the extra-term in the right hand side because the damping term gives it naturally)
∂
∂t
f̂(k, ξ, t) + iB˙(t) ◦ k.ξf̂ + λf̂ = ĝ + λf̂ .
Because we use the Stratonovich rule, the solution is given by the representation formula
f̂(k, ξ, t) = f̂0(k, ξ)e−λt−iB(t)k.ξ +
∫ t
0
e−λs
[
ĝ + λf̂ ](k, ξ, t − s)]eik.ξ(B(t−s)−B(t))ds
and thus
ρ̂ψ(k, t) =
∫
ψf̂0(k, ξ)e−λt−iB(t)k.ξdξ +
∫ t
0
∫
e−λs
[
ψĝ + λψf̂ ]eik.ξ
(
B(t−s)−B(t)
)
dξds. (3)
We obtain the general inequality that we will however particularize later
1
2
|ρ̂ψ(k, t)|2 ≤
∣∣∣∣∫ ψf̂0(k, ξ)e−λt−iB(t)k.ξdξ∣∣∣∣2+∣∣∣∣∫ t
0
∫
e−λs
[
ψĝ + λψf̂ ](k, ξ, t− s)eik.ξ
(
B(t−s)−B(t)
)
dsdξ
∣∣∣∣2 .
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First class of results; g = 0. For the first result, we use formula (3) with λ = 0 and write
E
∫ ∞
t=0
|e−λtρ̂ψ(k, t)|2 = E
∫ ∞
t=0
∣∣∣∣∫ ψf̂0(k, ξ)e−λt−iB(t)k.ξdξ∣∣∣∣2 dt
= E
∫ ∞
t=0
[∫
ψf̂0(k, ξ1)e
−λt−iB(t)k.ξ1dξ1
∫
ψf̂0(k, ξ2)e−λt−iB(t)k.ξ2dξ2
]
dt
= E
∫ ∞
t=0
∫ ∫
ψf̂0(k, ξ1) ψf̂0(k, ξ2)e
−2λt−iB(t)k.(ξ1−ξ2)dξ2dξ1dt
=
∫ ∞
t=0
∫ ∫
ψf̂0(k, ξ1) ψf̂0(k, ξ2)
∫
R
e−2λt−iwk.(ξ1−ξ2)e−
w2
2t
dw√
2pit
dξ2dξ1dt
=
∫ ∞
t=0
∫ ∫
ψf̂0(k, ξ1) ψf̂0(k, ξ2)e
−2λt exp
(− t∣∣k.(ξ1 − ξ2)∣∣2
2
)
dξ2dξ1dt
= 2
∫ ∫
ψf̂0(k, ξ1) ψf̂0(k, ξ2)
1
4λ+ |k.(ξ1 − ξ2)|2 dξ2dξ1
≤ C√
λ|k|
∫ ∫
|ψf̂0(k, ξ)|2dξ
The last line is not a direct Cauchy-Schwarz inequality. It uses the usual observation leading to
averaging lemmas. It can be proved in choosing an orthonormal basis for the ξ space which first
vector is k/|k|. In the orthogonal hyperplane the Cauchy-Schwarz inequality is enough and thus the
constant C(supp ψ). In the first direction one uses the Young inequality ‖u ∗ v‖2 ≤ C‖u‖2‖v‖1 and
reduces the inequality to compute (with k′ = k/λ)
∫ R
R
1
4λ+ |k|2|η|2 dη =
1
λ
∫ R
R
1
4 + |k′|2|η|2 dη ≤
C√
λ(
√
λ+ |k|) ≤
C√
λ|k| .
The first result for g = 0 is proved.
For the second result with g = 0, we use (3) and estimate the lefthand side term λf̂ as in the proof
of the second class of results below. We borrow from there the estimate for the second term which
gives
E
∫ ∞
t=0
|k| |ρ̂ψ(k, t)|2 ≤ C√
λ
∫ ∫
|ψf̂0(k, ξ)|2dξ + Cλ√
λ
∫
|ψf̂(k, ξ, t)|2dk dξ dt.
We choose λ = ‖g‖2/‖f‖2 and obtain the announced result.
Second class of result; f0 = 0. The integral term for g is more technical due to an additional
time integration, but the calculation follows the same ideas. For the result with λ, we consider only
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the term containing g in (3) with λ = 0,
E
∫ ∞
t=0
|e−λtρ̂ψ(k, t)|2 = E
∫ ∞
t=0
∣∣∣ ∫ t
0
∫
e−λtψĝ(k, ξ, t− s)eik.ξ
(
B(t−s)−B(t)
)
dξds
∣∣∣2dt
= E
∫ ∞
t=0
∫ ∫ t
s1,s2=0
e−2λtψĝ(k, ξ1, t− s1)eik.ξ1
(
B(t−s1)−B(t)
)
ψĝ(k, ξ2, t− s2)eik.ξ2
(
B(t−s2)−B(t)
)
ds1ds2dξ2dξ1dt.
To continue we may restrict ourselves to 0 < s1 < s2 < t and compute
Eeik.ξ1
(
B(t−s1)−B(t)
)
e−ik.ξ2
(
B(t−s2)−B(t)
)
= Eeik.ξ1
(
B(t−s1)−B(t)
)
e−ik.ξ2
(
B(t−s2)−B(t−s1)
)
e−ik.ξ2
(
B(t−s1)−B(t)
)
=
∫
eik.(ξ2−ξ1)we−
w2
2s1
dw√
2pis1
∫
eik.ξ2we
− w2
2(s2−s1)
dw√
2pi(s2 − s1)
= exp
(
−s1|k.(ξ1 − ξ2)|
2
2
)
exp
(
−(s2 − s1)|k.ξ2|
2
2
)
.
At this stage it is easier to change variables and set τi = t− si, t > τ1 > τ2 > 0. Then, combining the
two ingredients above, we obtain the expression for the term of interest
1
2
E
∫ ∞
t=0
|e−λtρ̂ψ(k, t)|2 =
=
∫ ∞
t=0
∫ ∫ t
τ1>τ2=0
e−2λtψĝ(k, ξ1, τ1)ψĝ(k, ξ2, τ2)e−
(t−τ1)|k.(ξ1−ξ2)|
2
2 e−
(τ1−τ2)|k.ξ2|
2
2 dτ1dτ2dξ2dξ1dt
=
∫ ∞
τ1>τ2=0
∫ ∫ ∞
t=τ1
e−2λtψĝ(k, ξ1, τ1)ψĝ(k, ξ2, τ2)e−
(t−τ1)|k.(ξ1−ξ2)|
2
2 e−
(τ1−τ2)|k.ξ2|
2
2 dτ1dτ2dξ2dξ1dt
=
∫ ∞
τ1>τ2=0
∫
e−2λτ1ψĝ(k, ξ1, τ1)| ψĝ(k, ξ2, τ2) 2
2λ+ |k.(ξ1 − ξ2)|2 e
− (τ1−τ2)|k.ξ2|
2
2 dτ1dτ2dξ2dξ1
=
∫ ∞
τ1>τ2=0
∫
e−λτ1e−λτ2ψĝ(k, ξ1, τ1)| ψĝ(k, ξ2, τ2) 2
2λ+ |k.(ξ1 − ξ2)|2 e
− (τ1−τ2)(2λ+|k.ξ2|
2)
2 dτ1dτ2dξ2dξ1.
Next, we treat the time convolution using the Young inequality
∫
u1(τ1) u2∗K(τ1)dτ1 ≤ ‖u1‖2‖u2‖2‖K‖1
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with the convolution K given by the truncated exponential
1
2
E
∫ ∞
t=0
|e−λtρ̂ψ(k, t)|2
≤
∫ (∫
|e−λτ1ψĝ(k, ξ1, τ1)|2dτ1
∫
|e−λτ2ψĝ(k, ξ2, τ2)|2dτ2
)1/2 2
2λ+ |k.(ξ1 − ξ2)|2
2
λ+ |k.ξ2|2dξ2dξ1
≤ 1
λ
∫ (∫
|e−λτ1ψĝ(k, ξ1, τ1)|2dτ1
)1/2 (∫
|e−λτ2ψĝ(k, ξ2, τ2)|2dτ2
)1/2 4
2λ+ |k.(ξ1 − ξ2)|2 dξ2dξ1
≤ C(supp ψ)
λ3/2|k|
∫
|e−λτψĝ(k, ξ, τ)|2dτdξ.
As before, the last inequality follows from the Young inequality used in η, the one dimensional com-
ponent of ξ1 − ξ2 parallel to k, with ∫
dη
2λ+ |k|2η2 =
C√
λ|k| .
This proves the first inequality with f0 ≡ 0.
For the second inequality, we use again (3) and begin with the term containing g in the right hand
side.
I := E
∫ ∞
t=0
∣∣∣ ∫ t
0
∫
e−λsψĝ(k, ξ, t − s)eik.ξ
(
B(t−s)−B(t)
)
dξds
∣∣∣2dt =
= E
∫ ∞
t=0
∫ ∫ t
s1,s2=0
e−λ(s1+s2)ψĝ(k, ξ1, t− s1)eik.ξ1
(
B(t−s1)−B(t)
)
ψĝ(k, ξ2, t− s2)eik.ξ2
(
B(t−s2)−B(t)
)
ds1ds2dξ2dξ1dt.
To continue we may again restrict ourselves to 0 < s1 < s2 < t and use the calculation above to
compute the expectations. With the variables τi = t− si, t > τ1 > τ2 > 0 we obtain
I/2 =
=
∫ ∞
t=0
∫ ∫ t
τ1>τ2=0
e−λ(2t−τ1−τ2)ψĝ(k, ξ1, τ1)ψĝ(k, ξ2, τ2)e−
(t−τ1)|k.(ξ1−ξ2)|
2
2 e−
(τ1−τ2)|k.ξ2|
2
2 dτ1dτ2dξ2dξ1dt
=
∫ ∞
τ1>τ2=0
∫ ∫ ∞
t=τ1
e−λ(τ1−τ2)ψĝ(k, ξ1, τ1)ψĝ(k, ξ2, τ2)e−
(t−τ1)[4λ+|k.(ξ1−ξ2)|
2]
2 e−
(τ1−τ2)|k.ξ2|
2
2 dτ1dτ2dξ2dξ1dt
=
∫ ∞
τ1>τ2=0
∫
ψĝ(k, ξ1, τ1) ψĝ(k, ξ2, τ2)
2
4λ+ |k.(ξ1 − ξ2)|2 e
− (τ1−τ2)(λ+|k.ξ2|
2)
2 dτ1dτ2dξ2dξ1
≤
∫ (∫
|ψĝ(k, ξ1, τ1)|2dτ1
)1/2 (∫
|ψĝ(k, ξ2, τ2)|2dτ2
)1/2 2
4λ+ |k.(ξ1 − ξ2)|2
2
2λ+ |k.ξ2|2dξ2dξ1.
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Again this follows from the Young inequality
∫
u1(τ1) u2 ∗ K(τ1)dτ1 ≤ ‖u1‖2‖u2‖2‖K‖1 with the
convolution K given by the truncated gaussian. Then, we conclude because
I/2 ≤ 2
λ
∫ (∫
|ψĝ(k, ξ1, τ1)|2dτ1
)1/2 (∫
|ψĝ(k, ξ2, τ2)|2dτ2
)1/2 1
4λ+ |k.(ξ1 − ξ2)|2 dξ2dξ1
≤ C
λ
√
λ|k|
∫
|ψĝ(k, ξ, t)|2dξ dt.
As before, the last inequality follows from the Young inequality used in the one dimensional component
of ξ1 − ξ2 parallel to k.
These are the usual estimates for the averaging lemma but we win an extra-factor 1√
λ
compared
to the deterministic case. It does not play a role for regularity in the second result of Theorem 2.1
because there we choose λ = ‖g‖2/‖f‖2 in the upper bound
E
∫ ∫ ∞
0
|k||ρ̂ψ(k, t)|2dtdk ≤ C
λ
√
λ
∫
|ĝ(k, ξ, t)|2dk dξ dt+ Cλ√
λ
∫
|f̂(k, ξ, t)|2dk dξ dt (4)
that is obtained after combining the two terms in g and λf in (3).
Third result; g = div h. We go back to the formula for ρ̂ψ(k, t) and write ψdivξĥ = −ĥ.∇ξψ+div[ψĥ].
The first term in this Leibniz formula can be treated as before and we examine the second one. It
gives a contribution
ρ̂ψ(k, t) = first term +
∫ t
0
∫
e−λs
∂
∂ξ
[ψĥ]eik.ξ
(
B(t−s)−B(t)
)
dsdξ
= first term− i
∫ t
0
∫
e−λsψĥ.k
(
B(t− s)−B(t))eik.ξ(B(t−s)−B(t))dsdξ
Therefore, its contribution to E
∫∞
0 |ρ̂ψ(k, t)|2dt is
E
∫ ∞
t=0
∫ ∫ t
s1,s2=0
e−λ(s1+s2)ψĥ(k, ξ1, t− s1).k
(
B(t− s1)−B(t)
)
eik.ξ1
(
B(t−s1)−B(t)
)
ψĥ(k, ξ2, t− s2).k
(
B(t− s2)−B(t)
)
e−ik.ξ2
(
B(t−s2)−B(t)
)
dξ1 dξ2 ds1 ds2 dt
which we evaluate as before. The contribution for 0 < s1 < s2 < t is the si, ξi integral of the
expectation that we evaluate as∫
w
∫
z
we−ik.(ξ1−ξ2)w(z + w)eik.ξ2ze−
w2
2s1 e
− z2
2(s2−s1)
dw√
2pis1
dz√
2pi(s2 − s1)
=
∫
w
∫
z
w2e−ik.(ξ1−ξ2)weik.ξ2ze−
w2
2s1 e
− z2
2(s2−s1)
dw√
2pis1
dz√
2pi(s2 − s1)
= s1(1− s1|k.(ξ1 − ξ2)|2) exp
(
−s1|k.(ξ1 − ξ2)|
2
2
)
exp
(
−(s2 − s1)|k.ξ2|
2
2
)
.
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After changing the variable si in τi = t− si, we have to evaluate∫ ∞
t=0
∫ ∫
τ2≤τ1≤t
e−λ(2t−τ1−τ2)ψĥ(k, ξ1, τ1).k ψĥ(k, ξ2, τ2).k
(t− τ1)
[
1− (t− τ1)|k.(ξ1 − ξ2)|2
]
exp
(
−(t− τ1)|k.(ξ1 − ξ2)|
2
2
)
exp
(
−(τ1 − τ2)|k.ξ2|
2
2
)
But we notice that∣∣∣∣∫ ∞
t=τ1
(t− τ1)
[
1− (t− τ1)|k.(ξ1 − ξ2)|2
]
exp
(
−(t− τ1)[4λ+ |k.(ξ1 − ξ2)|
2]
2
)
dt
∣∣∣∣
≤ C(
4λ+ |k.(ξ1 − ξ2)|2
)2 .
Finally the formula for E
∫ t
0 |ρ̂ψ(k, t)|2dt is controlled by
first term +
∫ ∫
0<τ2<τ1
ψĥ(k, ξ1, τ1).k ψĥ(k, ξ2, τ2).k
C(
4λ+ |k.(ξ1 − ξ2)|2
)2 e−λ(τ1−τ2)
≤ first term + C |k|
λ2
√
λ
‖ψĥ(k, ξ, t− s)‖2L2t,ξ
because ∫
dη(
4λ+ |k|2η2)2 = C|k|λ√λ,
∫ ∞
0
e−τλdτ =
1
λ
.
When balancing this contribution with that of λf̂ we end up with
C
[
|k|
λ2
√
λ
+
√
λ
|k|
] [
‖ψĥ(k, ξ, t)‖2L2t,ξ + ‖ψf̂(k, ξ, t)‖
2
L2t,ξ
]
which is optimal for λ = |k|2/3 and gives
C
1
|k|2/3
[
‖ψĥ(k, ξ, t)‖2L2t,ξ + ‖ψf̂(k, ξ, t)‖
2
L2t,ξ
]
.
This means a regularizing term in H˙1/3 regularity as announced.
The contribution of the First Term, analogous to the second class of results (4), gives a contribution
controlled by
C
λ
√
λ |k| ‖∇ψ ĥ(k, ξ, t)‖
2
L2t,ξ
that gives with our previous choice of λ = |k|2/3
C
|k|2/3
1
|k|4/3 ‖∇ψ ĥ(k, ξ, t)‖
2
L2t,ξ
.
These controls together give the third result.
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3 Space regularity, general velocity field a(ξ)
Our method can be extended to the case of the kinetic equation with a more general transport field,
still motivated by the case of scalar conservation laws,
∂
∂tf(x, ξ, t) + B˙(t) ◦ a(ξ).∇xf = g(x, ξ, t) in Rd × R× (0,∞),
f(t = 0) = f0 on Rd ×R.
(5)
We assume that the transport field a(ξ) ∈ C1(R;Rd) satisfies a natural non-degeneracy condition (in
view of the deterministic averaging lemmas): there is a α ≥ 1 and a constant A(α) > 0 such that
inf
e∈Rd, |e|=1
|e.a(ξ1)− e.a(ξ2)| ≥ A |ξ1 − ξ2|α, 1 ≤ α <∞. (6)
Because it uses pointwise control, this assumption is stronger than the usual one based on measures
of the sets {|e.a(ξ)−τ | ≤ ε} but it is in the same spirit of imposing nonlinearity of the curves ξ 7→ a(ξ)
(that is this d-dimensional curve is not locally contained in a hyperplane) as in the deterministic case
[3, 8, 11, 13, 14, 19, 20].
Theorem 3.1 (Stochastic averaging for general velocity field). Take B a brownian motion and assume
(6) in the stochastic kinetic equation (5). Take λ > 0
(i) For g = 0, we have
E‖e−λtρψ‖2
L2
(
R+;H˙1/(2α)(Rd)
) ≤ C
λ1−1/2α
‖ψf0‖2L2(Rd×R),
E‖ρψ‖2
L2
(
R+;H˙1/(2α)(Rd)
) ≤ C‖ψf0‖1+1/2α
L2(Rd×R)‖ψf‖
1−1/2α
L2(Rd×R×R+).
(ii) For f0 = 0, we have
E‖e−λtρψ‖2
L2
(
R+;H˙1/(2α)(Rd)
) ≤ C
λ1−1/2α
‖e−λtψg‖2L2(Rd×R×R+),
E‖ρψ‖2
L2
(
R+;H˙1/(2α)(Rd)
) ≤ C‖ψg‖1+1/2α
L2(Rd×R×R+)‖ψf‖
1−1/2α
L2(Rd×R×R+).
Proof. First class of results. The representation formula (3) is simply changed to
e−λtρ̂ψ(k, t) =
∫
ψf̂0(k, ξ)e−λt−iB(t)k.a(ξ)dξ +
∫ t
0
∫
e−λs
[
ψĝ + λψf̂ ]eik.a(ξ)
(
B(t−s)−B(t)
)
dsdξ,
therefore, we can carry out the same analysis until we evaluate the convolution in ξ. For the term in
f0 for instance, we find
E
∫ ∞
0
e−2λt|ρ̂ψ(k, t)|2 = 2
∫
ψf̂0(k, ξ1) ψf̂0(k, ξ2)
1
4λ+ |k.(a(ξ1)− a(ξ2)|2 dξ2dξ1
≤ C
∫ ∣∣ψf̂0(k, ξ1)∣∣ ∣∣ψf̂0(k, ξ2)∣∣ 1
4λ+ |k|2 |ξ1 − ξ2|2α dξ2dξ1
≤ C‖ψf̂0(k, ξ)‖2L2ξ
∥∥ 1
4λ+ |k|2 |ξ|2α
∥∥
L1ξ
.
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We obtain the estimate ∥∥ 1
4λ+ |k|2 |ξ|2α
∥∥
L1ξ
=
C
λ
(√
λ
|k|
)1/α
,
and the first result follows.
For the second result, we use the inequality obtained in section 2 on the contribution to E
∫∞
0 |ρ̂ψ(k, t)|2
from the quantity (with g = λf)
I := E
∫ ∞
t=0
∣∣∣ ∫ t
0
∫
e−λsψĝ(k, ξ, t − s)eik.ξ
(
B(t−s)−B(t)
)
dξds
∣∣∣2dt,
I ≤ 2
λ
∫ (∫
|ψĝ(k, ξ1, τ1)|2dτ1
)1/2 (∫
|ψĝ(k, ξ2, τ2)|2dτ2
)1/2 1
4λ+ |k.(ξ1 − ξ2)|2 dξ2dξ1
≤ 2
λ
∫ (∫
|ψĝ(k, ξ1, τ1)|2dτ1
)1/2 (∫
|ψĝ(k, ξ2, τ2)|2dτ2
)1/2 1
4λ+ |k|2 |ξ1 − ξ2|2α dξ2dξ1
≤ C‖ψĝ(k, ξ, t)‖2L2ξ,t ‖
1
4λ+ |k|2 |ξ|2α ‖L1ξ
≤ C
λ
(√
λ
|k|
)1/α
‖ψĝ(k, ξ, t)‖2L2ξ,t .
This gives
|k|1/α E
∫ ∞
0
|ρ̂ψ(k, t)|2 ≤ C
λ
λ1/2α‖ψf̂0(k, ξ)‖2L2ξ + Cλ λ
1/2α ‖ψf̂(k, ξ, t)‖2L2ξ,t .
And, after integrating in k and then optimizing the value of λ∫
Rd
|k|1/α E
∫ ∞
0
|ρ̂ψ(k, t)|2dk ≤ C‖ψf̂0‖1+1/2αL2 ‖ψf̂‖
1−1/2α
L2
.
This is the second result.
Second class of results. For the result with λ, we use again our previous inequality in section
2 which we modify to change ξ in a(ξ). We obtain
1
2
E
∫ ∞
t=0
|e−λtρ̂ψ(k, t)|2
≤ 1
λ
∫ (∫
|e−λτ1ψĝ(k, ξ1, τ1)|2dτ1
∫
|e−λτ2ψĝ(k, ξ2, τ2)|2dτ2
)1/2 4
2λ+ |k.(a(ξ1)− a(ξ2))|2 dξ2dξ1
≤ 1
λ
∫ (∫
|e−λτ1ψĝ(k, ξ1, τ1)|2dτ1
)1/2 (∫
|e−λτ2ψĝ(k, ξ2, τ2)|2dτ2
)1/2 4
2λ+ |k|2 |ξ1 − ξ2|2α dξ2dξ1
≤ C
λ
(√
λ
|k|
)1/α ∫
|e−λτψĝ(k, ξ, τ)|2dτdξ.
This gives the first result. We do not prove the second result which follows from the same combination
as in section 2 with these ingredients.
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4 Time regularity
We can also obtain time regularity with the method developed before. The gain of regularity is
however lower than in the deterministic case (see Appendix B) which is a more visible symptom of the
difference of scale between brownian motion and classical time. For deterministic kinetic transport
equations, space and time play a similar role but this no longer true in the stochastic case (see the
scale |k| ∼ √λ below rather than |k| ∼ λ in the deterministic case).
Theorem 4.1 (Stochastic time averaging for general velocity field). Take B a brownian motion, λ > 0
and g = 0 in equation (1). Then for high Fourier frequencies in x, e−λtρψ ∈ H1/4
(
R+;L2(Rd)
)
, more
precisely
E
∥∥ |k|√λ√
λ+ |k|e
−λtρ̂ψ(k, t)
∥∥2
H1/4
(
R+;L2(Rd)
) ≤ C‖f0‖2L2(Rd×Rd).
For a(ξ) satisfying (6) in the stochastic kinetic equation (5), we have for all β = 1/4α
E
∥∥ |k|1/αλ1/2α
λ1/2α + |k|1/α e
−λtρ̂ψ(k, t)
∥∥2
H1/4
(
R+;L2(Rd)
) ≤ C‖f0‖2L2(Rd×R).
Our strategy of proof uses the integral characterization of the fractional Sobolev space ([21], p139)
and thus we define for 0 < β < 1,
‖u‖2
H˙β (R+)
=
∫
[0,∞]×[0,∞]
|u(t)− u(s)|2
[t− s]1+2β ds dt.
The proof can be used also in the deterministic case and gives the correct regularity H1/2. See Ap-
pendix B.
Proof. We compute for t > s and with a1 = a(ξ1), a2 = a(ξ2),
E|e−λtρ̂ψ(k, t)− e−λsρ̂ψ(k, s)|2
= E
∫
ψf̂0(k, ξ1)ψf̂0(k, ξ2)
(
e−λt−iB(t)k.a1 − e−λs−iB(s)k.a1
)(
e−λt+iB(t)k.a2 − e−λs+iB(s)k.a2
)
dξ2dξ1
= E
∫
ψf̂0(k, ξ1)ψf̂0(k, ξ2)
(
e−λ(t−s)−i(B(t)−B(s))k.a1 − 1
)(
e−λ(t−s)+i(B(t)−B(s))k.a2 − 1
)
e−2λs+iB(s)k.(a2−a1)dξ2dξ1
=
1
2pi
∫
ψf̂0(k, ξ1) ψf̂0(k, ξ2)
(
e−λ(t−s)−iw.k.a1 − 1
)(
e−λ(t−s)iw.k.a2 − 1
)
e−2λs+izk.(a2−a1)
e
− |w|2
2(t−s) e−
|z|2
2s
dw
(t− s)d/2
dz
sd/2
dξ2 dξ1
For the fractional Sobolev exponent 0 < β < 1, we need the
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Lemma 4.2.∣∣∣ ∫ ∞
s=0
∫ ∞
t=s
∫
w,z
(
e−λ(t−s)−iw.k.a1 − 1
)(
e−λ(t−s)iw.k.a2 − 1
)
e−2λs+izk.(a2−a1)e−
|w|2
2(t−s) e−
|z|2
2s
dw
(t− s)d/2
dz
sd/2
dt ds
|t− s|1+2β
∣∣∣
≤ C(β)λ
2β−1 (1 + |k˜|4β)
2 + |k˜.(a2 − a1)|2
with k˜ = k/
√
λ and C(β) = O( 1
(1−2β)2β ).
Proof of Lemma 4.2. With the change of variable t 7→ u = t − s, we estimate the expression of
interest as∣∣∣∣∫ ∞
s=0
∫ ∞
u=0
∫
w,z
(
e−λu−iw k.a1 − 1
)(
e−λu+iw k.a2 − 1
)
e−2λsiz k.(a2−a1)e−
|w|2
2u e−
|z|2
2s
dw
ud/2
dz
sd/2
du ds
u1+2β
∣∣∣∣
= 2pi
∣∣∣∣∫ ∞
s=0
∫ ∞
u=0
(
e−u[2λ+|k.(a2−a1)|
2/2] − e−u[λ+|k.a1|2/2] − e−u[λ+|k.a2|2/2] + 1
)
e−s[2λ+|k.(a2−a1)|
2/2] du ds
u1+2β
∣∣∣∣
=
2pi
2λ+ |k.(a2 − a1)|2
∣∣∣∣∫ ∞
u=0
[
e−u[2λ+|k.(a2−a1)|
2/2] − e−u[λ+|k.a1|2/2] − e−u[λ+|k.a2|2/2] + 1] du
u1+2β
∣∣∣∣
≤ C
2λ+ |k.(a2 − a1)|2
[ ∣∣2λ+ |k.(a2 − a1)|2/2∣∣2β + ∣∣λ+ |k.a1|2/2]∣∣2β + ∣∣λ+ |k.a2|2/2∣∣2β ]
≤ C(β)λ
2β−1
2 + |k˜.(a2 − a1)|2
[
|4 + |k˜.(a2 − a1)|2|2β + |2 + |k˜.a1|2]|2β + |2 + |k˜.a2|2|2β
]
The result follows.
We go back to our estimate on E|ρ̂ψ(k, t)− ρ̂ψ(k, s)|2 and we have to estimate the quantity
I(k) = E
∫ ∞
s=0
∫ ∞
t=s
|ρ̂ψ(k, t) − ρ̂ψ(k, s)|2
|t− s|1+2β dt ds.
With the above lemma we conclude that, in the case a(ξ) = ξ,
I(k) ≤ C
∫
|ψf̂0(k, ξ1)| |ψf̂0(k, ξ2)| C(β)λ
2β−1 (1 + |k˜|4β)
2 + |k˜.(a2 − a1)|2
dξ2dξ1
≤ C(β, suppψ) ‖ψf̂0‖2L2ξ
∥∥∥λ2β−1(1 + |k˜|4β)
2 + |k˜.ξ|2
∥∥∥
L1ξ
≤ C(β, suppψ) ‖ψf̂0‖2L2ξ
1 + |k˜|4β
|k| λ
2β−1/2
which leads us to choose β = 1/4.
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In the general case we conclude with (still with a appropriate choice of coordinates in ξ)
I(k) ≤
∫
|ψf̂0(k, ξ1)| |ψf̂0(k, ξ2)| C(β)λ
2β−1 (1 + |k˜|4β)
2 + |k˜|2|(ξ2 − ξ1)|2α
dξ2dξ1
≤ C(β, suppψ) ‖ψf̂0‖2L2ξ
∥∥∥λ2β−1(1 + |k˜|4β)
2 + |k˜|2|ξ|2α
∥∥∥
L1ξ
≤ C(β, suppψ) ‖ψf̂0‖2L2ξ
1 + |k˜|4β
|k|1/α λ
2β−1/(2α)
which leads to the choice β = 1/4α.
A Deterministic averaging lemma, space regularity
In the first statement of Theorem 2.1, a coefficient
√
λ appears; it expresses that the time decay in the
stochastic case is slow. In the deterministic result of Theorem 2.2 (i), this parameter λ is not needed
and thus, the averaging lemma in space also expresses faster time decay. Being a time scale parameter,
this slower decay is not surprising when a brownian motion is involved. To better understand how it
appears, we give the corresponding proof of the deterministic averaging lemma.
We consider the regularizing effect with respect to the initial data (first statement of Theorem 2.2,
i.e., the solution to 
∂
∂tf(x, ξ, t) + ξ.∇xf + λf = 0 in R2d × (0,∞),
f(t = 0) = f0 on R2d.
(7)
The solution is given by
f̂(k, ξ, t) = f̂0(k, ξ)e(−λ+iξ.k)t, ρ̂ψ(k, t) =
∫
ψf̂0(k, ξ)e(−λ+iξ.k)tdξ,
∫ ∞
0
e−2λt|ρ̂ψ(k, t)|2dt =
∫ ∫ ∞
t=0
ψf̂0(k, ξ1)ψf̂0(k, ξ2)e
−
(
2λ−i(ξ1−ξ2).k
)
tdtdξ1 dξ2
=
∫
ψf̂0(k, ξ1) ψf̂0(k, ξ2)
1
2λ− i(ξ1 − ξ2).k dξ1 dξ2
≤ C|k| ‖ψf̂
0(k, ξ)‖2L2(Rξ)
Before we explain this last line, we point out that the difference with the stochastic case appears
in the Fourier multiplier, here 12λ−i(ξ1−ξ2).k and in the stochastic case
1
2λ+|(ξ1−ξ2).k|2 . The homogeneity
in k compared to ξ is the same (hence the same gain of regularity) but the decay in λ is different:
hyperbolic in the deterministic case, parabolic in the stochastic case.
Following the argument for the proof of Theorem 2.1, in the case at hand, after reduction to the
direction of k for ξ, the convolution kernel 12λ−iξ|k| is not in L
1
ξ . However, it is still bounded by
C
|k| as
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an operator on L2ξ , e.g., because its Fourier transform is
1
|k|H(η)e
−λη/|k| and it is bounded by 1/|k|
independently of λ; that this operator is bounded in L2ξ relies however on the general structure of a
Caldero´n-Zygmund operator (see [21] for instance) and not on its specific form that allows to compute
exactly its Fourier transform.
B Deterministic averaging lemma, time regularity
For the stochastic averaging lemma, we have presented a proof of time regularity that leads to a gain
of 14th derivative. We present here the same proof in the deterministic case so as to show it recovers
the optimal result with a gain of 12 derivatives.
Theorem B.1 (Deterministic time averaging). Take B(t) = t, λ ≥ 0 and g = 0 in equation (1), then
e−λtρψ ∈ H˙1/2
(
R+;L2(Rd)
)
, more precisely
‖e−λtρ̂ψ(k, t)‖2
H1/4
(
R+;L2(Rd)
) ≤ C‖f0‖2L2(Rd×Rd).
Proof. We compute for t > s
|e−λtρ̂ψ(k, t)− e−λsρ̂ψ(k, s)|2
=
∫
ψf̂0(k, ξ1)ψf̂0(k, ξ2)
(
e−λt−itk.ξ1 − e−λs−isk.ξ1
)(
e−λt+itk.ξ2 − e−λs+isk.ξ2
)
dξ2dξ1
=
∫
ψf̂0(k, ξ1)ψf̂0(k, ξ2)
(
e−λ(t−s)−i(t−s)k.ξ1 − 1
)(
e−λ(t−s)+i(t−s)k.ξ2 − 1
)
e−2λs+isk.(ξ2−ξ1)dξ2dξ1.
And we compute∫ ∞
s=0
∫ ∞
t=s
(
e−λ(t−s)−i(t−s)k.ξ1 − 1
)(
e−λ(t−s)+i(t−s)k.ξ2 − 1
)
e−2λs+isk.(ξ2−ξ1)
ds dt
(t− s)1+2β
=
∫ ∞
s=0
∫ ∞
u=0
(
e−λu−iuk.ξ1 − 1
)(
e−λu+iuk.ξ2 − 1
)
e−2λs+isk.(ξ2−ξ1)ds
du
u1+2β
=
1
2λ− ik.(ξ2 − ξ1)
∫ ∞
u=0
(
e−2λu−iuk.(ξ1−ξ2) − e−λu+iuk.ξ2 − e−λu−iuk.ξ1 + 1
) du
u1+2β
Compared to the stochastic case, there is one more cancellation in the singularity at u = 0 which
makes that the integral converges for β = 1/2. Indeed we can write
F (a, b) =
∫ ∞
u=0
(
e−(a+b)u − e−au − e−bu + 1
) du
u2β
=
∫ R
u=0
(
e−(a+b)u − e−au − e−bu + 1
) du
u2β
+
∫ ∞
R
....
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|F (a, b)| ≤ C(|a|2 + |b|2)R2−2β + CR−2β
≤ C(|a|2 + |b|2)β .
Therefore, we can act the Fourier multiplier as in Appendix A and find∫ ∞
s=0
∫ ∞
t=s
|ρ̂ψ(k, t)− ρ̂ψ(k, s)|2
|t− s|1+2β dt ds
=
∫
ψf̂0(k, ξ1) ψf̂0(k, ξ2)
F
(
2λ+ ik.ξ1, 2λ− ik.ξ2)
λ+ ik.(ξ2 − ξ1
) dξ2dξ1
≤ C(suppψ) ‖ψf̂0‖2L2ξ
(λ2 + |k|2)β
λ+ |k|
≤ C(suppψ) ‖ψf̂0‖2L2ξ
after choosing β = 1/2, and we arrive to the result.
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