Recent studies have revealed a long history of large waves around Ireland, which can be attributed to persistent strong winds in this area. At the same time, due to the consistently high levels of wave energy, the West Coast of Ireland has attracted a lot of interest as a prospective site for deployment of wave energy converters (WECs) farms. The design of such devices, and in fact of any offshore installation, depends crucially on the knowledge of extreme sea states they will experience during their deployment time.
INTRODUCTION
The West Coast of Ireland has attracted much interest due to its potential wave energy resources (Gallagher [1] ), with a number of sites currently in operation to test the efficacy of wave energy converters (WEC) (WestWave [2] ). When designing such a device, or indeed any offshore installation, it is crucial to have reliable information on the sea states that they will likely experience during their deployment lifetime. The recent review of O'Brien et al. [3] has revealed a long history of very large waves around Ireland. Such extremes pose serious problems to both the deployment and maintenance of marine installations.
In view of this, the aim of this paper is to investigate the statistics of the extreme sea states off the west coast. In particular, the tools of extreme value analysis (EVA) are used to compute estimates of the N-year return level of significant wave height; that is, the value of H s expected to be exceeded on average once every N years. Comparing these levels at different locations provides a useful characterisation of the spatial variability of the extremes. EVA has previously been used in a number of studies of extreme sea states. Some have looked at the global wave climate: Caires and Sterl [4] examine return levels based on global re-analysis data while datasets from satellite altimeter missions have been used by Izaguirre et al. [5] and Vinoth and Young [6] . Others have focussed on particular geographical areas of interest using data from, for example, wave models (Martucci et al. [7] ) or buoy observations (Thevasiyani and Perera [8] ).
The data set used in this work comes from a 29-year wave model historical simulation. This is described in the next section. After this, we briefly describe the methods of EVA and then apply them to the model hindcast data.
WAVE HINDCAST: 1981-2009
In order to examine the recent wave climate of Ireland, a 29-year hindcast (1981-2009) was carried out using the WAVE-WATCH III model (Tolman, [9] ; Tolman and Chalikov [10] ) from the U.S. National Oceanic and Atmospheric Administration (NOAA). The model setup consisted of three nested grids, as shown in The wave directional spectra were discretised into 32 logarithmically-spaced frequencies, starting from 0.0373 Hz, and 24 equally-spaced geographical directions. The 1-minute gridded global relief dataset (ETOPO1) was used for the model's bathymetry. The model was driven by wind forcing from the ERA-Interim re-analysis dataset (Dee et al. [11] ) of the European Centre for Medium-Range Weather Forecasts (ECMWF).
The accuracy of the hindcast was verified using available observational data from three wave buoys (M3, M4 and M6) of the Irish Marine Weather Buoy Network, run by MetÉireann and the Marine Institute. The positions of these buoys are indicated in Fig. 2 . As can be seen from the verification score given in Table 1 , the hindcast compares well with the observations at the three locations. Further details may be found in Gallagher et al. [12] , where the hindcast was used as a reference for assessing the projected future wave climate around Ireland.
In this work we are interested in an analysis of extreme sea states off the west coast of Ireland and so we focus on the highest resolution Grid 3, shown in detail in Fig. 2 . Plotted in Fig. 3 are the mean and maximum values of significant wave height H s over the 29-year simulated period. The maxima reached are, in many locations off the west coast, greater than 14m, a level which the WMO [13] define as a "phenomenal" sea state. This is despite the much lower mean, indicating the huge variability in the sea state. This is particularly obvious by examining (bottom of Fig. 3 ) the time series of three-hourly H s at a given location; point 2 in Fig. 2 . It is the high peaks in series such as this that motivate the analysis of extremes in the subsequent sections. 
EXTREME VALUE ANALYSIS
In this section, we briefly describe the principles of EVA. For further information and more in-depth theoretical analysis, the reader is referred to textbooks such as Coles [14] or Beirlant et al. [15] . The methods outlined here will then be applied to study extreme sea states using the data from the wave hindcast discussed in the previous section.
Block Maxima -GEV
Let X 1 ,. ..,X n be a sequence of independent random variables, having a common distribution function F. The X i will be, in this work, the significant wave height outputted at three-hourly intervals from the hindcast. We consider M n = max (X 1 ,. ..,X n ), the maximum over a block of n values. The extremal types theorem states that if there exist sequences of constants {a n > 0} and {b n } such that
where G is a non-degenerate distribution function, then G takes the form:
defined on the set {z : 1 + x (z µ)/s > 0}. This is called the generalised extreme value distribution (GEV) and its parameters are as follows: The shape parameter distinguishes between three families within the general distribution. Type II (Fréchet) and type III (Weibull) correspond to x > 0 and x < 0 respectively. Type I (Gumbel) occurs when x = 0, and the distribution function is given by the limiting form
We can use the extreme quantiles of the distribution function G to get the N-year return level z N , the solution to G(z N ) = 1 p. This is the value we expect to be exceeded once every N = 1/p years. With G(z) given above in Eqns. (1) and (2), and defining y p = log(1 p), we have
Threshold modelling -GP One drawback to modelling with the GEV approach is that it considers only a small amount of information, namely the block maxima. When more data is available, as is the case for our hindcast with three-hourly values, other approaches can be of benefit. In particular, the Peaks Over Threshold (POT) technique considers excesses over some threshold, which we denote by u.
We suppose that our sequence of independent random variable X 1 , X 2 ,. .. satisfies the extremal tyes theorem outlined above and that the block maxima are distributed with the GEV distribution with parameters µ, s and x . Then, for large enough threshold u, the distribution function of (X u), conditional on exceedance X > u, is approximately given by the generalised Pareto distribution (GP):
defined on the set {y : y > 0 and (1 + x y/s ) > 0}, with s = s + x (u µ). For the limiting value when x = 0, we get the exponential distribution
From this, we can again find the N-year return levels, as in the GEV case. For the GP, this is given as
where n y is the number of observations per year and z u = P (X > u).
Fitting the distributions
The models described above can be fitted to the hindcasted series of H s at each point in the domain. A number of dedicated EVA software packages are available; for a recent review, see Gilleland et al. [16] . Here, we employ the R packages ismev and extRemes (Gilleland and Katz [17] , Stephenson [18] ). The Maximum Likelihood (ML) estimation method is used to find the parameters for the distribution to be fitted. After computing return levels with either Eqn. (3) or (6), confidence intervals may be found using the delta method, which assumes that the errors in the estimation follow a Gaussian distribution. This, along with other estimation techniques, are discussed in detail in Coles [14] .
Non-stationarity
We wish also to take into account the fact that the distributions might vary with time. This may be due to seasonal changes during the year, or as a result of longer-term trends. Once the hypothesis of stationarity is removed, however, the theory governing the fitting of the GEV and GP distributions no longer is valid. Nevertheless, a common approach (Caires et al. [19] , Wang and Swail [20] ) is to use the standard extreme value models as basic templates and allow the parameters to be time-dependent.
As an example, if we wish to investigate a linear trend we could seek to fit GEV(µ(t), s , x ), where µ(t) = µ 0 + µ 1 t. We again could use the ML to fit the new parameter set to the data.
When a hierarchy of models is available, the likelihood ratio (LR) test may be used to choose between them (Coles [14] ). In the above example, we may fit the general time-dependent µ(t), but then test the stationary µ = µ 0 as a subset. We will use this test at the 95% confidence level throughout.
RESULTS

GEV
First we consider the annual maxima (AM) of the H s series and fit a GEV, as described above. In Fig. 4 we show the expected 100-year return levels obtained from this distribution, along with the upper and lower bounds of the 95% confidence interval. In general, very high sea states are expected off the west of Ireland. The most noticeable, perhaps, is the region directly to the west, between latitudes 52N and 55N where seas in excess of 20m are predicted. Results may be briefly compared with studies which present global return levels. However, a more detailed examination is difficult due to the differences in resolution. As an example, Vinoth and Young [6] use satellite data to compute 100-year return levels at both 1 ⇥ 1 and 2 ⇥ 2 resolution. Using a number of fitted models, their projected H s values to the west of Ireland are in the approximate range of 18-22m.
Care is needed when interpreting these extrapolated values. In Fig. 5 we plot the shape parameter x from the GEV distribution. We see that the concentrated high return values are a result of a positive x in this region. This corresponds to a Type II heavy tail with resulting higher return levels. However, Caires [21] notes that we do not typically expect such heavy tails in wave data. Given the small number of AM points available in this dataset, the fit is overly influenced by the few very high peaks we see in the series (bottom of Fig. 3) .
We also fitted a GEV accounting for linear trend in µ. However, when compared using the LR test, the stationary model was 
FIGURE 5. SHAPE PARAMETER x FOR THE STATIONARY AM-GEV METHOD (TOP), SM-GEV (MIDDLE) AND STATIONARY POT-GP (BOTTOM).
found to be significant and could not be rejected in favour of the non-stationary. Given the short span of the data set, this is perhaps not surprising.
In order to use more data points in the analysis, we now seek to fit a GEV to seasonal, rather than annual, maxima (SM). It is important in this case to account for the seasonal variation in the sea states, which is quite obvious from the time series in Fig. 3 .
We therefore look to fit a time varying parameters of the form
where T is the time scaling in years and a similar expression is used for s . As with the AM-GEV fitted previously, we also fitted a linear trend µ 1 t, but ultimately kept the above model having tested both with the LR method.
The shape parameter is plotted in the middle panel of Fig. 5 . Compared with the corresponding plot for the AM-GEV (top panel), we find that the values are more homogeneous and smaller in magnitude, apart from some gridpoints along the coastlines.
With the time dependence in µ and s , the expected return levels will now vary between seasons. In Fig. 6 we show 100-year values for winter, along with the confidence interval limits. Compared with those for the AM-GEV in Fig. 4 , the return levels are generally higher off the west coast. This may be due to the fact that, with the seasonal maxima, a particularly stormy year can contribute a number of very high values of H s , not just the single, annual, maximum.
POT-GP
While the use of seasonal maxima instead of annual allowed for more data to be used, the block maxima technique still ignores a large amount of the available hindcast data. In order to incorporate more, we now turn to the Peaks Over Threshold approach.
The choice of threshold is a non-trivial problem. With too low a value we are likely to induce bias as we can no longer rely on the theoretical asymptotic distribution of the extremes. On the other hand, if the threshold is too high, we are back to the problem of having too few points with which to fit the model, leading to greater variance.
Caires and Sterl [4] tried thresholds based on the percentiles of the data and the 97th to be an acceptable value, yielding stable results. We follow this approach and first choose as our threshold, u, the 97th-percentile of H s over the whole period at each point.
Once this has been chosen, we must then decluster the data. In this procedure, only the peaks of clusters of data over the threshold are considered. These are then further thinned and we retain only peaks which are at least 48 hours apart so that we can consider the events as 'independent' and not from the same storm (Caires [21] ). More details on declustering and the resulting modifications to the computation of return levels may be found in Coles [14] .
The shape parameter of the fitted stationary GP model is shown at the bottom of Fig. 5 . The values to the west of Ireland are in the approximate range of 0.2 to 0.1. Even before time-dependence is introduced into the parameters, this is already in better agreement with Izaguirre et al. [5] (c.f. their Figure 1 ), when compared with the values from the GEV models also shown in Fig. 5 .
The 100-year return levels for this GP model are plotted in Fig. 7 . Modelling with the POT approach yields much sharper bounds on the estimated return levels. To see this more clearly, we focus on three specific gridpoints, labelled 1 to 3 in Fig. 2 . Their location and depths are listed in Table 2 . Point 1 is chosen to be close to the west coast, while points 2 and 3 are further offshore with differing depths. The 100-and 1000-year return levels at these locations from the AM-GEV and the POT-GP models are listed Tables 3 and 4 , respectively, along with the 95% confidence intervals. The ranges from the AM-GEV model are so broad as to render them almost meaningless; in particular, the 1000-year return level at point 2 is expected to be somewhere between 1.89 and 61.95 metres. On the other hand, with the POT-GP, we have a more constrained estimate offering greater confidence.
Seasonality
The POT-GP model fitted above used a constant threshold and constant parameters. We now incorporate seasonality into the models. We consider a seasonally varying scale parameter s (t) =s 0 +s c cos(2pt/T ), in a manner similar to what was done for the SM-GEV model. Again, in this case, our return level estimates will vary over a one-year period as a result. We can plot these, along with the 95% confidence intervals, for each of the locations 1 to 3. Figure 8 shows the results for the case we keep the constant 97th-percentile threshold.
It is also possible to consider a varying threshold u(t). For this, we take our time series of H s at each point and compute the 97th-percentile over a moving 50-day centred window. We then fit this series to a seasonally-varying form of the threshold, u(t) = u 0 + u c cos(2pt/T ), using a least-squares fit. This new threshold can then be used to decluster the data and fit the POT model. The resulting return levels are plotted in Fig. 9 .
Switching to the varying threshold, we get a much more pronounced seasonal cycle in the return levels, with a much greater difference between the winter extremes and those in the summer.
At this point it is worth considering some diagnostic checks of the models we have been fitting. Probability plots (Coles [14] ) compare the estimated distribution function with its empirical equivalent. For a reasonable model of a set of data, the points on the probability plot should lie close to the unit diagonal. We present these plots in Fig. 10 for the AM-and SM-GEV, stationary POT-GP and the two seasonal POT-GP described in this section. The AM-GEV is clearly inadequate, while the SM-GEV is an improvement . The POT models all show a satisfactory fit, with the seasonal models (bottom row) showing a slight, but noticeable, benefit over the stationary.
DISCUSSION
We have carried out an extreme value analysis of the significant wave heights of the seas around Ireland, particularly off the west coast. This was carried out with the data from a 29-year historical simulation, from 1981 to 2009, using the WAVEWATCH III model. A number of statistical models were fitted to the extremes, including the generalised extreme value (GEV) and the generalised Pareto (GP) distributions with both stationary and seasonally-varying parameters. These allow an extrapolation to provide estimates of the extreme values of H s which are likely to occur with a given probability.
Given that each model uses differing numbers of data points, and with different parameter forms, it is not surprising that we get often vastly different estimates for the return levels. This highlights the danger of overly relying on one particular model. As recommended by Caires [21] , applying both GEV and GP approaches is a good idea.
In this study, where frequent and regular data is available, the POT-GP approach seems to be preferable, notwithstanding the difficulty in choosing a threshold. Although the block maxima GEV approach avoids this issue, as well as the problem of cluster dependence, the POT-GP models led to tighter confidence intervals on the return level estimates. In particular, the use of seasonally-varying parameters gave a better fit, when diagnosed with probability plots.
In order to assess the extreme sea states off the west of Ireland, we have looked at the situation in both the overall model grid domain and at three specific locations. In general the 100-year return levels are in excess of the phenomenal state of H s = 14m. Comparing the map of the domain depth in Fig. 2 with the POT-GP results in Fig. 7 , we see that the sharp depth gradient to the north-and south-west of Ireland is mirrored in the sudden change to more extreme return levels. Immediately to the west we have the relatively shallow Porcupine Bank, but it is here where the highest seas are expected. This is further evident from the analysis of the three individual points, whose locations were plotted in Fig. 2 . It is point 2, on the Porcupine Bank, which consistently shows the potential for the most extreme events. The models generally estimate the 100-year value at H s ⇡ 20m here, with up to 25m expected to be exceeded once in a 1000-year period. At point 1, much closer to shore, the estimates are lower, although still noteworthy at about 15m for a 100-year period. Ideally we would like to further reduce the level of uncertainty in our return level estimates, so as to increase their reliability for application to marine engineering. This suggests a number of future expansions of the work. As mentioned earlier, the selection of a threshold for the POT-GP model is nontrivial. This is discussed by Mazas and Hamm [22] , who recommend analysing the sensitivity of the return levels to the threshold choice. In this work we have used a percentile-based approach. Other options, such as the objective, automated method of Thompson et al. [23] , could be explored.
As noted, the introduction of seasonality into the model led to an improved fit. We have only considered a simple cosine model of the seasonal cycle. Additional harmonic dependencies should be explored and examined particularly in terms of the spatial variation of the extra parameters. The importance of this has been emphasised by Jonathan and Ewans [24] and Menéndez et al. [25] fitting seasonal models at different locations.
So far we have used the maximum likelihood method to fit the models and the delta method based on the assumption of nor- 
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Residual Model Probabilities mal errors to compute confidence intervals. Other methods could be explored, such as the profile likelihood method which allows for skewness in the estimates. In addition, it may be reasonable to fix the shape parameter at x = 0, as done by Caires and Sterl [4] . This would have the beneficial effect of removing the uncertainty of this parameter.
