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Abstract
Recently, it has been shown how to perform the quantum hamiltonian reduction in the case of
general sℓ(2) embeddings into Lie (super)algebras, and in the case of general osp(1|2) embeddings
into Lie superalgebras. In another development it has been shown that when H and H′ are both
subalgebras of a Lie algebra G with H′ ⊂ H, then classically the W(G,H) algebra can be obtained
by performing a secondary hamiltonian reduction on W(G,H′). In this paper we show that the
corresponding statement is true also for quantum hamiltonian reduction when the simple roots of H′
can be chosen as a subset of the simple roots of H.
As an application, we show that the quantum secondary reductions provide a natural framework
to study and explain the linearization of theW algebras, as well as a great number of new realizations
of W algebras.
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1 Introduction
In recent years, we have seen a great activity in the area of extended conformal algebras, i.e. algebras
that contain the Virasoro algebra as a subalgebra, see e.g. [1]. Examples of this are the well
known Kac-Moody algebras and superconformal algebras, but also the more complicatedW algebras,
introduced by Zamolodchikov in 1985, [2]. Apart from their inherent interest as mathematical objects,
such algebras are of interest in many different fields of physics, such as the study of integrable
hierarchies [3], string theory [4], Toda theories [5], quantum Hall effect [6], etc.
Different methods have been developed for the construction of extended conformal algebras. One
method is the direct construction, essentially the solution, using algebraic computation, of a set of
consistency equations for a prescribed set of fields, see e.g. [7]. Another method for constructing
W -algebras is the coset method, the generalization of the well-known coset construction in conformal
field theory, for a review see e.g. [1]. However, one of the most powerful methods of constructing
extended conformal algebras is the hamiltonian reduction. The starting point here is an affine Lie
(super)algebra, on which one imposes a suitably chosen set of constraints. The reduced algebra is
then an extended conformal algebra [8, 9, 10, 11]. The quantum version of this reduction has recently
been done using BRST techniques [12, 13, 14, 15, 16, 17, 18].
It has recently been shown [19] that in certain cases one can impose extra constraints on a
W algebra obtained by hamiltonian reduction, and get yet another W algebra; this procedure is
called secondary hamiltonian reduction. In this paper we show how to quantize this procedure, thus
performing the secondary quantum hamiltonian reduction.
As an application of the technique developed, we find the generalized quantum Miura transfor-
mation corresponding to the secondary reduction. This secondary quantum Miura transformation
leads to a large number of new realizations of W algebras.
As another application, we show that the secondary quantum hamiltonian reduction yields a
general method of constructing linearizations of W algebras; For a large class of W algebras, we
find that we can use the secondary quantum hamiltonian reduction to construct linearizations in a
systematic way. Recall that a linearization of a W algebra, introduced in [20] is the embedding of
that W algebra into a larger algebra which is equivalent to a linear algebra.
This paper is organized in the following way: In section 2, we briefly remind the reader of the
primary hamiltonian reduction; section 2.1 is a description of the classical reduction, while section
2.2 gives a brief account of the quantum reduction. In section 2.3 we briefly recall the classical
secondary reduction. These sections are included with the purpose of keeping the paper reasonably
self-contained.
Sections 3 and 4 are the two main sections of the paper. In these sections we find the cohomology
corresponding to the secondary quantum hamiltonian reduction. In section 3 we use the theory of
spectral sequences to show that for triples G, H′ and H with H′ ⊂ H, and satisfying certain supple-
mentary conditions, the secondary reduction of W(G,H′) gives as a result W(G,H). In section 4 we
give a method to find explicitly the cohomology corresponding to W(G,H), i.e. to find expressions
for the generators of W(G,H) in terms of the generators of W(G,H′). Furthermore we describe the
generalized quantum Miura transformation corresponding to the secondary quantum hamiltonian
reduction, a transformation which gives us numerous new realizations of W algebras. Section 4.4 is
an example of the secondary quantum hamiltonian reduction.
The main results of these sections are collected in theorem 2 page 10, theorem 3 page 15, and
theorem 4 page 17.
In section 5 we show how to use the technique, developed in the preceding sections, to linearize
W algebras. Using the secondary quantum hamiltonian reduction we show that we can embed many
1
W algebras into larger algebras, which are equivalent to linear algebras.
Finally we have included two appendices, one on spectral sequences and one on the use of modified
gradings in the hamiltonian reduction.
For all explicit calculations, we have used the OPE mathematica package of K. Thielemans [21].
2 Hamiltonian Reductions: a Reminder
2.1 The Classical Case
Let us briefly recall the construction of classical W(G,H) algebras as they appear in the context
of Hamiltonian reduction [9]. We start with a Lie algebra G with generators ta and inner product
gab = 〈tatb〉. Furthermore we consider a regular subalgebra H ⊂ G, and we denote the generators of
the principal sℓ(2) of H by {M+,M0,M−}. M0 defines a grading gr(·) of G
G = G− + G0 + G− =
∑
m
Gm
where m is the eigenvalue under the operator ad(M0). We denote the affine Lie algebra corresponding
to G as G(1), and we write the affine current J in the form
J(z) = Ja(z) ta.
ta = gabt
b is an element of the dual algebra, gab is defined by gabg
bc = δca. We will use greek letters
as indices for currents with negative grades, and barred greek letters for currents with non-negative
grades, i.e. Jα : tα ∈ G− and J
α¯ : tα¯ ∈ G0 ∪ G+. The constraints that we want to impose are
(Jα(z)− χα) = 0 (tα ∈ G−) (2.1)
χα = χ(Jα) define the set of constraints and M− = χ
αtα. These constraints are chosen such that
they are first class. This means that the Poisson bracket of two constraints is weakly zero (i.e. one
finds zero when imposing the constraints after computation of the Poisson bracket). We can then
apply the general technique developed by Dirac to take care of these constraints:
The first class constraints generate gauge transformations, i.e. they are associated to a group
of symmetries of the physical states of the theory. To eliminate this symmetry, one imposes new
constraints (gauge fixing constraints) in such a way that the set of all constraints becomes second
class (i.e. it is no more first class), and the matrix formed by the Poisson brackets of two constraints
Cij(t1, t2) = {Φi(t1),Φj(t2)} is invertible. As these constraints must not interfere with the physical
contents of the theory, one constructs new brackets (called Dirac brackets) with the help of the
Poisson brackets and the inverse C ij of Cij :
{X(z), Y (w)}D = {X(z), Y (w)} −
∫
dt1dt2 {X(z),Φi(t1)}C
ij(t1, t2){Φj(t2), Y (w)} (2.2)
where Φi(t) are the (second class) constraints. These Dirac brackets are defined such that any
quantity has (strongly) zero Dirac brackets with any of the constraints. In other words, we have
decoupled the constraints from the other physical quantities.
In the case of the constraints (2.1), it can be shown that one can choose gauge-fixing constraints
such that the remaining generators correspond to the highest weight components with respect to the
embedded sℓ(2): The gauge-fixed current Jgf is of the form Jgf = χ
αtα + J
ı¯tı¯ with [M+, tı¯] = 0. As
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the constraints are decoupled from the other physical quantities, it is clear that the Dirac bracket of
two J ı¯’s will close (polynomially) on the J ı¯’s. These Dirac brackets realize the W algebra W(G,H).
To get a realization of the W generators as polynomials of the currents Ja, one uses the gauge
transformations generated by the first class constraints
[Ja(w)]g = Ja(w) +
∫
dz ǫα(z){J
α(z), Ja(w)}
+ 1
2!
∫
dzdx ǫα(z)ǫβ(x){J
β(x), {Jα(z), Ja(w)}}+ . . .
(2.3)
to fix [J(w)]g to be of the form
[J(z)]g = χαtα +W
ı¯(z)tı¯ (2.4)
where the W ı¯(z) are polynomials in the Ja’s and realize also the W algebra when using the Poisson
brackets.
It can also be shown that one can realize the W algebra by using the zero grade generators only:
starting with J(z) = χαtα + J
α¯0(z)tα¯0 where [M0, tα¯0 ] = 0 and doing the gauge transformations as
above, one gets the W ı¯(z) as polynomials in the J α¯0 ’s. This transformation is called the (classical)
Miura transformation.
Finally, let us note that the choice (2.1) of constraints is not unique. We introduce a new grading
operator H = M0 + U , where U is an element of the Cartan subalgebra. H defines a grading which
we write as
G = G ′− + G
′
0 + G
′
+ =
∑
n
G ′n.
In [22, 11] it was shown that the constraints obtained by replacing G− by G
′
− in equation (2.1) leads
to the same classical algebra, W(G,H), if U commutes with the sℓ(2) algebra and ”respects” the
highest weights, i.e. satisfies the non-degeneracy condition
ker ad(M+) ∩ G
′
− = 0
2.2 Primary Quantum Hamiltonian Reduction
This section is intended as a brief recapitulation of the method developed in [16] of quantum hamil-
tonian reduction. We want to quantize the Hamiltonian reduction which we have presented in the
previous section. To do this, we will use the BRST formalism, which is a standard procedure in the
framework of constrained systems, see e.g. [12].
For each constraint we introduce a ghost-antighost pair (cα, b
α). Corresponding to these con-
straints we define a BRST operator s:
s(φ)(w) =
∮
w
dz j(z)φ(w)
j(z) = (Jα(z)− χα)cα(z) +
1
2
fαβγb
γ(z)cβ(z)cα(z) (2.5)
The quantized W algebra W(G,H) is then
W(G,H) = H0(Ω; s)
where Ω is the operator product algebra generated by the affine currents, the ghosts and anti-ghosts,
and their derivatives and normal ordered products. As usual when using BRST quantization, one
defines a set of modified generators
Jˆα(z) = s(bα)(z) + χα = Jα(z) + fαβγb
γ(z)cβ(z)
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and it turns out that it is useful to modify in a similar way the non-constrained generators:
Jˆ α¯(z) = J α¯(z) + f α¯βγ(b
γcβ)0(z)
where we have introduced the normal ordered product of fields Aj(z) (j = 1, 2, ...):
(A1A2)0(w) =
∮
w
dz
z − w
A1(z)A2(w) and (An . . . A1)0(w) = (An(An−1 . . . A1)0)0(w) (2.6)
With these definitions the space Ωα generated by Jˆα and bα is actually a subcomplex (i.e. s(Ωα) ⊂
Ωα) with trivial cohomology Hn(Ωα; s) = δn,0 C . The space Ωred generated by the “hatted” non-
constrained generators Jˆ α¯ and the ghosts cα is also a subcomplex, and in fact using the version of
the Ku¨nneth formula which was shown in [16], one can show that we need not consider the trivial
subcomplexes Ωα since
H∗(Ω; s) ∼= H∗ (Ωred ⊗ (⊗αΩ
α); s) ∼= H∗(Ωred; s)⊗ (⊗αH
∗(Ωα; s))
∼= H∗(Ωred; s) (2.7)
In order to actually calculate this cohomology and find explicit expressions for the generators
of W(G,H), one splits the BRST operator s into two nilpotent anticommuting operators s0 and s1
defined by the currents
j0(z) = −χ
αcα(z)
j1(z) = J
α(z)cα(z) +
1
2
fαβγb
γ(z)cβ(z)cα(z) (2.8)
Corresponding to these two operators, we can define a bigrading of the complex Ω as a combination
of the ghostnumber and the grading gr(·):
Ja : (m,−m)
bα : (m,−m− 1) (2.9)
cα : (−m,m+ 1)
where m is the grade of ta respectively tα. With this definition s0 has bigrade (1, 0) and s1 has
bigrade (0, 1).
Using the technique of spectral sequences (see section 3 and appendix A), one can show that
there is a vector space isomorphism
Hn(Ωred; s) ∼= H
n(Ωred; s0) ∼= δn,0Ωhw,
where Ωhw is generated by the hatted generators that are highest weight under the embedded sℓ(2),
i.e. Jˆ α¯ ∈ Ωhw iff [M+, tα¯] = 0.
In order to actually find the elements in H0(Ωred; s), i.e. the generators of W(G,H), one can use
the tic-tac-toe construction with Ωhw as starting point. For every highest weight generator Jˆ
α¯
hw we
can construct the generator W α¯(z):
W α¯(z) =
m∑
ℓ=0
W α¯ℓ (z)
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where m is the grade of Jˆ α¯hw, W
α¯
0 (z) = Jˆ
α¯
hw(z), and s1(W
α¯
ℓ )+s0(W
α¯
ℓ+1) = 0. We find that the bi-grade
of W α¯ℓ is (m− ℓ, ℓ−m), and since s1 vanishes on terms with bigrade (0, 0) we see that the sequence
stops at ℓ = m. It is easy to verify that s(W α¯) = 0.
In principle the operator product algebra of the W ’s close only modulo s-exact terms. However,
there are no elements in Ωred with negative ghostnumber, thus there are no s-exact terms with zero
ghostnumber, and therefore the operator products of the W ’s close exactly.
The operator product expansion (ope) preserves the grading, which implies that the operator
product expansions of the zero grade part of the generators must give the same algebra as the ope’s
of the full generators, i.e. the map W α¯ =
∑m
ℓ=0W
α¯
ℓ → W
α¯
m must be an algebra isomorphism
1. This
defines a realization of W(G,H) in terms of the algebra Gˆ
(1)
0 , the algebra generated by the “hatted”
grade zero affine currents. This is known as the quantum Miura transformation, and can be used
to define a free field realization of W(G,H) by using the Wakimoto construction [23] to write the
generators of Gˆ
(1)
0 in terms of free fields.
Just as in the classical hamiltonian reduction, we can modify the grading operator M0 by adding
a U(1) current obeying the non-degeneracy condition. In that case, the modified grading operator
H = M0 +U will lead to a modification of the BRST operator (2.5). One finds, that the calculation
of the cohomology leads to an equivalent but different (”twisted”) realization of W(G,H).
2.3 Classical Secondary Reductions
First, we briefly recall the framework of secondary reductions as they appear in the classical
case. We start with a W(G,H′) algebra (defined as in section 1), with H′ a regular subalgebra of
G. We suppose now that there is another regular subalgebra H such that H′ ⊂ H. Since H′ is
embedded in H, it is natural to wonder whether the W(G,H′) algebra can be related to W(G,H).
In fact, considering the constraints associated to bothW-algebras, it is clear that we have to impose
more constraints on W(G,H′) to get W(G,H); for instance, the number of primary fields (which is
directly related to the number of constraints) is lower inW(G,H) than inW(G,H′). These (further)
constraints will be imposed on W fields themselves, so that we will gauge a part of the W(G,H′)
algebra. In [19], it has been proved:
Theorem 1 Let G = sℓ(N) and let H′ and H be two regular subalgebras of G such that
H′ ⊂ H (2.10)
Then, there is a set of constraints on the W(G,H′) algebra such that the (associated) Hamiltonian
reduction of this algebra leads to the W(G,H) algebra. We will represent this secondary reduction as
W(G,H′) → W(G,H) (2.11)
The proof of this theorem relies on a general property of the Dirac brackets, which can be stated as
follows:
We start with a Hamiltonian theory on which we impose constraints. Instead of considering
directly the complete set of second class constraints, we can divide this set into several subsets (of
second class constraints) and compute the Dirac brackets at each steps (using the Dirac bracket of
the previous steps as initial Poisson brackets). Then the last Dirac brackets do not depend on the
partition of the second class constraints set we have used.
1 actually this argument shows only that the map is an algebra homomorphism, but one can prove that the map
is also injective.
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Thus, coming back to our W-algebras, it is sufficient to find a gauge fixing for the W(G,H′)
algebra such that the corresponding set of second class constraints is embedded into the set of
second class constraints forW(G,H) as soon as H′ ⊂ H. Indeed, with such an embedding, it is clear
that the constraints one will impose on the W(G,H′) generators will just be the constraints related
to H that are not in the subset associated to H′. Such a gauge has been explicitly constructed in
[19] for G = sℓ(N). Because of the generality of the property of Dirac brackets, and considering the
construction of orthogonal and symplectic algebras from the (folding of) unitary ones [24], it is clear
that the theorem is also true for the other classical Lie algebras.
We present below a quantization of the secondary reduction using the BRST formalism. Note
that the BRST operator involves only first class constraints, so that the quantization is not straight-
forward: in the classical case, we have to embed the sets of second class constraints one into the
other, while in the quantized version it is the sets of first class constraints that we will embed.
3 Quantum Secondary Reductions:
Algebra Isomorphism
In order to show thatW(G,H) can be obtained from a secondary hamiltonian reduction ofW(G,H′),
we will use the theory of spectral sequences. For a good introduction see e.g. [25]; in appendix A we
give a brief description of some main points in the theory.
Assume that we have a Lie algebra G and two regular subalgebras H′ and H with H′ ⊂ H, as in
the previous section. The principal sℓ(2) subalgebra of H′ is denoted by {M ′−,M
′
0,M
′
+}, while the
principal sℓ(2) subalgebra of H is {M−,M0,M+}. The eigenvalues of the operator ad(M0) defines a
natural grading of G:
G = G− + G0 + G+ =
∑
m
Gm. (3.1)
A second grading is defined by M ′0, but as described in appendix B we can use the more general, but
equivalent, grading operator ad(H ′) = ad(M ′0 + U). We write the corresponding grading as:
G = G ′− + G
′
0 + G
′
+ =
∑
n
G ′n. (3.2)
We assume the gradings to be integer, and call H the corresponding grading operator2. We wish
to constrain the negative grade parts of the two algebras, G ′− and G− respectively. To each generator
tα ∈ G− corresponds one of the first class constraints of the type φ
α(z) = Jα(z)− χα = 0 where the
χα are constants. We denote by Φ the set of these first class constraints, and similarly Φ′ denotes
the set of constraints corresponding to G ′−. We assume that we can choose the constraints in such a
way that Φ′ ⊂ Φ, and we note that this implies that the following two conditions are satisfied:
1) the set of simple roots of H′ can be chosen to be a subset of the set of simple roots of H, and
2) G ′− ⊂ G−.
The classification of triples G, H′, and H satisfying these conditions are given in appendix B. Note
that although the “usual” constraints (defined by the grading ad(M0)) obeying Φ
′ ⊂ Φ are very few,
the use of modified gradings as described in the appendix gives us a large class of triples that satisfy
Φ′ ⊂ Φ.
2 For the algebras which we consider, it is always possible to choose an integer grading.
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Let us introduce the notation for the indices:
tA ∈ G− tA¯ ∈ G0 ∪ G+
ta ∈ G
′
− ta¯ ∈ G
′
0 ∪ G
′
+
tα ∈ G− \ G
′
− (3.3)
Note that the generators tα must have grade zero with respect to H
′: tα ∈ G
′
0 (if tα ∈ G
′
+ then
we can find a tα¯ ∈ G
′
−, corresponding to a generator in G
′
− \ G−; but this is in contradiction with
the condition 2) above). Note also that tα is a highest weight generator under the embedding of
{M ′−,M
′
0,M
′
+}. To show this, assume a root basis, and let α1, α2, . . . , αn denote the simple roots of
H′, and let α1, α2, . . . , αn, β1, β2, . . . , βm denote the simple roots of H. We can write M
′
+ =
∑
aitαi .
On the other hand, since tα has grade zero under H
′ we find that we can write α = −
∑
njβj . This
shows that [M ′+, tα] = 0.
We can write the constraints in the form:
φa(z) = Ja(z)− χa = 0, φa ∈ Φ′ (3.4)
φA(z) = JA(z)− χA = 0, φA ∈ Φ (3.5)
where M ′− = χ
ata and M− = χ
AtA.
Corresponding to the constraints (3.4) we introduce ghosts ca and anti-ghosts b
a, and we define
the BRST current j′ by (see eq. (2.5))
j′(z) = (Ja(z)− χa)ca(z) +
1
2
fabcb
c(z)cb(z)ca(z).
Similarly we introduce ghosts cA and anti-ghosts b
A corresponding to (3.5). The set of ghosts ca is a
subset of the set cA and b
a is a subset of bA; in fact the set cA is the union of the set ca and the set
cα, and the set b
A is the union of the set ba and the set bα. The BRST current j is defined by
j(z) = (JA(z)− χA)cA(z) +
1
2
fABCb
C(z)cB(z)cA(z).
We define the current j′′ by j = j′ + j′′, and we find
j′′(z) = j(z)− j′(z) = (Jα(z)− χα)cα(z) +
1
2
(fABCb
C(z)cB(z)cA(z)− f
ab
cb
c(z)cb(z)ca(z))
Corresponding to the currents j, j′, and j′′ we define operators s, s′, and s′′ by
sφ(w) =
∮
w
dz j(z)φ(w),
and similarly for s′ and s′′.
Using tα ∈ G
′
0 and ta ∈ G
′
− we can show that terms of the form f
ab
γb
γcbca, f
aβ
γb
γcβca, and
fαβcb
ccβcα vanish. This means that we can write:
j′′(z) = (Jα(z)− χα)cα(z)
+
1
2
(fαβγb
γ(z)cβ(z)cα(z) + f
aβ
cb
c(z)cβ(z)ca(z) + f
αb
cb
c(z)cb(z)cα(z))
= (J˜α(z)− χα)cα(z) +
1
2
fαβγb
γ(z)cβ(z)cα(z) (3.6)
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where in the last line J˜α is defined by J˜α(z) = s′(bα)(z) + χα = Jα(z) + fαbcb
c(z)cb(z). Note that
since Jα is a highest weight generator with grade zero under the grading operator H ′, J˜α is actually
a generator W α of the algebra W(G,H′), so we can alternatively write
j′′(z) = (W α(z)− χα)cα(z) +
1
2
fαβγb
γ(z)cβ(z)cα(z) (3.7)
Let A denote the algebra generated by the currents as well as their derivatives and normal ordered
products. Λ′ is the algebra generated by the ghosts ca and the anti-ghosts b
a (and their derivatives
and normal ordered products), Λ′′ is generated by cα and b
α, and Λ is generated by cA and b
A. Note
that Λ = Λ′ ⊗ Λ′′. The algebras A ⊗ Λ′ and A ⊗ Λ are graded by ghost numbers, and we know
[12, 13, 16] that
W(G,H) ∼= H0(A⊗ Λ; s),
W(G,H′) ∼= H0(A⊗ Λ′; s′). (3.8)
We can define a bigrading on the algebra Ω = A⊗ Λ : Ω =
∑
p,q Ω
p,q such that s′ has bigrading
(1, 0) and s′′ has bigrading (0, 1), namely:
J : (0, 0)
ca : (1, 0)
cα : (0, 1) (3.9)
ba : (−1, 0)
bα : (0,−1)
Be careful that this bigrading is not the bigrading used in the previous section: it is based on two
ghostnumbers, while for primary reductions, the bigrading is based on the gradation of G, and on
one ghostnumber (see eq. (2.9)). Define
JˆA = s(bA) + χA = JA + fABCb
CcB,
Jˆ A¯ = J A¯ + f A¯BCb
CcB,
JAghost ≡ f
AB
Cb
CcB is the ghost realization of the constrained part of the algebra. We will use as
basis of Ω the set of “hatted” currents and the ghosts and anti-ghosts {Jˆ , c, b}. For each index A the
algebra ΩA generated by JˆA and bA is an s-subcomplex with trivial cohomology [16]
Hn(ΩA; s) ∼= δn,0 C .
Define Ω¯red to be the algebra generated by {Jˆ
A¯, cA}. As in eq. (2.7) we find that
H∗(Ω; s) ∼= H∗
(
Ω¯red ⊗
(⊗
A
ΩA
)
; s
)
∼= H∗(Ω¯red; s)⊗
(⊗
A
H∗(ΩA; s)
)
∼= H∗(Ω¯red; s)⊗
(⊗
A
C
)
∼= H∗(Ω¯red; s) (3.10)
i.e. we can reduce the problem to finding the cohomology of Ω¯red, ignoring the trivial subcomplexes
ΩA. In our case it will turn out to be convenient to perform this reduction only partly, in the sense
that we will use the Ku¨nneth formula only to extract the subcomplexes Ωa. We will therefore define
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Ωred to be the subcomplex generated by {Jˆ
a¯, ca} and Λ
′′. The full complex Ω can be written in the
form
Ω ∼= Ωred ⊗
(⊗
a
Ωa
)
and we use the Ku¨nneth formula to find
Hn(Ω; s) ∼= Hn(Ωred; s) (3.11)
Now we make a change of basis. As new basis we choose the currents J˜ a¯ = J a¯ + f a¯bcb
ccb, the
ghosts ca and cα, and and anti-ghosts b
α. We denote the space generated by J˜ a¯ and ca by Γ, so we
have Ωred = Γ⊗ Λ
′′. Note that the cohomology of Γ with respect to the operator s′ is the W(G,H′)
algebra:
Hn(Γ; s′) ∼= δn,0W(G,H
′).
Note also that we have (Γ⊗ Λ′′)p,q = Γp,0 ⊗ (Λ′′)0,q.
We can now consider the spectral sequence corresponding to the double complex (Ωred; s
′; s′′).
The spectral sequence is a sequence of complexes (Ep,qr ; sr), such that
Ep,q0 = (Ωred)
p,q
Ep,qr+1 = H
p,q(Er; sr) =
Ep,qr ∩ ker (sr)
Ep,qr ∩ im (sr)
(3.12)
where sr is a nilpotent operator of bigrade (1 − r, r), s0 = s
′ and s1 = [s
′′]. The operators sr for
r ≥ 2 are defined in appendix A. The notation s1 = [s
′′], is to be interpreted as s1([x]) = [s
′′(x)] of
a given [x] ∈ E1. This is well-defined because
[s′′(x+ s′(y))] = [s′′(x) + s′′(s′(y))] = [s′′(x)− s′(s′′(y))] = [s′′(x)].
It is now possible to show that if the spectral sequence collapses, i.e. if there exists R such that
Er = ER for r ≥ R, then
3 we have
Ep,q∞
∼= F qHp+q/F q+1Hp+q (3.13)
where E∞ = ER and F
qH is a filtration on the cohomology H(Ωred; s) defined by
F qHp+q = Hp+q(
⊕
i≥0
(Ωred)
p−i,q+i; s) =
(
⊕
i≥0(Ωred)
p−i,q+i) ∩ ker s
(
⊕
i≥0(Ωred)p−i,q+i) ∩ im s
(3.14)
thus we can in principle reconstruct the cohomology H(Ωred; s) from the spectral sequence, on the
condition that we can reconstruct H(Ωred; s) from the quotient spaces F
qHp+q/F q+1Hp+q.
The first element in the spectral sequence is
Ep,q0 = (Ωred)
p,q = (Γ⊗ Λ′′)p,q.
For the second element we find
Ep,q1 = H
p,q(E0; s0) ∼= H
p(Γ; s′)⊗ (Λ′′)0,q ∼= δp,0W(G,H
′)⊗ (Λ′′)0,q. (3.15)
3 Actually this condition is sufficient but not necessary; it can in fact be relaxed considerably, see appendix A.
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The third element in the spectral sequence is E2 = H(E1, s1). we find
Ep,q2 = H
p,q(E1; s1) = δp,0H
p,q(W(G,H′)⊗ Λ′′; [s′′]) (3.16)
The spectral sequence collapses here, i.e. [s′′] is the last non-trivial operator in the sequence. In
fact Ep,q2 is nontrivial only for p = 0, and since sr has bigrade (1− r, r) it is clear that sr is trivial for
r ≥ 2. We conclude that Er = E2 for any r ≥ 2, and so E∞ = E2. Note that from equation (3.7) it
follows that if we restrict s′′ to W(G,H′)⊗ Λ′′ then it maps into W(G,H′)⊗ Λ′′, which means that
we can replace [s′′] by s′′ in equation (3.16).
From equation (3.13) it follows that we have
F qHp+q/F q+1Hp+q ∼= E
p,q
2
∼= δp,0H
p,q(W(G,H′)⊗ Λ′′; s′′),
where F qHp+q is defined in equation (3.14).
(Ωred)
p,q is trivial for p < 0, and therefore
⊕
i>0(Ωred)
p−i,q+i is trivial for p < 0. Using lemma 2 of
appendix A, one can verify that this implies that H(A⊗Λ; s) ∼= E2, and that this isomorphism is in
fact an algebra isomorphism.
Let us collect the results of this section in the following
Theorem 2 Given two W algebras W ′ =W(G,H′) and W =W(G,H) with H′ ⊂ H. If we can find
sets of first class constraints Φ′ and Φ (where W ′ is the result of imposing the set of constraints Φ′
on G(1) and W is the result of imposing Φ on G(1)) such that Φ′ ⊂ Φ, then:
1) It is possible to perform a secondary quantum hamiltonian reduction on W ′. This secondary
reduction consists of imposing a set Φ′′ of first class constraints on W ′. There is a simple one-
to-one correspondence between the constraints Φ′′ imposed onW ′, and the “missing” constraints
Φ \ Φ′.
2) Let A be the algebra generated by currents in G(1) and their derivatives and normal ordered
products, and let Λ′ be the algebra generated by the ghosts and anti-ghosts corresponding to the
constraints Φ′. If we denote by s′ and s the BRST operators corresponding to the quantum
hamiltonian reduction leading to W ′ and W respectively, then the BRST operator that corre-
sponds to the secondary quantum hamiltonian reduction ofW ′ is [s−s′] ≡ [s′′]. ConsideringW ′
as the cohomology H0(A⊗ Λ′; s′), [s′′] on an element [x] ∈ W ′ is defined by [s′′]([x]) ≡ [s′′(x)].
3) Let Λ and Λ′′ be the algebras generated by the ghosts corresponding to Φ and Φ′′ respectively.
The result of the secondary hamiltonian reduction of W ′ is
H0(W(G,H′)⊗ Λ′′; [s′′]) ∼= H0(H0(Γ⊗ Λ′′; s′); s′′) ∼= H0(A⊗ Λ; s) ∼= W(G,H).
4 Quantum Secondary Reduction: Direct Calculation
In section 2.2 we explained briefly the primary quantum hamiltonian reduction of the affine Lie
algebra G(1) that results in the W algebra W(G,H). Let us recall some of the main points of the
procedure:
1) The cohomology H0(A⊗ Λ; s) ≡ H0(Ω; s) is isomorphic to the cohomology H0(Ωred; s), where
Ωred is the space generated by the “hatted” unconstrained generators Jˆ
α¯ and the ghosts cα.
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2) There is a vector space isomorphism between the space Ωhw, generated by the hatted highest
weight generators, and W(G,H).
3) We can use the tic-tac-toe construction to construct explicit realizations of the generators of
W in terms of the hatted unconstrained generators. The starting points for the tic-tac-toe
construction are the elements of Ωhw.
4) We can show that there exists an algebra isomorphism between the algebra W(G,H), and the
algebra generated by the zero-grade part of the W -generators as constructed by the tic-tac-toe
method. This is the generalized quantum Miura transformation.
In this section we will take the corresponding steps for the secondary quantum hamiltonian
reduction. Among the consequences will be the secondary quantum Miura transformation and a
systematic method of linearization of W algebras.
Note that we have already found the BRST cohomology H0(W ′ ⊗ Λ′′; s′′) to be identical to the
algebra W(G,H); the aim of this section is to construct concrete realizations of W(G,H)-generators
from the generators of W(G,H′).
4.1 Isomorphism between W(G,H) and H0(Γred, s)
The reduction of the W ′ algebra is defined in terms of the grading (H −H ′). The fact that this is
actually a well-defined grading of the algebra follows from the fact that the simple roots of H′ has
grade 1 both under H and H ′, which implies that [M ′+, (H − H
′)] = 0 and therefore H˜ − H˜ ′ is a
generator of W ′. The generators to be constrained are W α = J˜α, which are just the generators with
negative grade.
Define Γ = W(G,H′) ⊗ Λ′′. Just as in the case of the primary reduction, we define “hatted”
constrained generators by
Wˆ α(z) = s′′(bα)(z) + χα
and we find that in fact Wˆ α = Jˆα. For each α, define Γα to be space generated by Wˆ α and bα. We
note that Γα is a subcomplex with trivial cohomology:
Hn(Γα; s′′) = δn,0 C
In the primary quantum hamiltonian reduction, we saw in section 2.2 that it was possible to split
the complex Ω into a product of subcomplexes
Ω = Ωred ⊗ (⊗αΩ
α) ,
where the subcomplex Ωred was generated by the “hatted” unconstrained generators Jˆ
α¯ and the
ghosts cα. We want to show that we can split the complex Γ in a similar way:
Property 1 It is possible to define a subcomplex Γred generated by modified unconstrained generators
Wˆ A¯ and ghosts cα, such that Γred is a subcomplex (i.e. s
′′(Γred) ⊂ Γred).
We will do the proof by a double induction, using the conformal dimension and the (H−H ′)-grade
of the generators as induction parameters.
We consider the “twisted” algebra, i.e. the algebra where the conformal dimensions of generators
without derivatives are given by the H ′-grade + 1, and the c ghosts have conformal dimension 0
(alternatively we can think of it as simply a modified grade, defined by the H ′-grade + 1 + the
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degree of derivatives). In this case the conformal dimensions of all the constrained generators is 1
and the (H −H ′)-grade of the constrained generators is less than zero.
We will need a lemma:
Lemma 1 Consider an unconstrained generator W α¯ with conformal dimension h and grade n: all
unconstrained generators occurring in s′′(W α¯) has either conformal dimension strictly less than h or
conformal dimension h and grade less than n.
In the expression s′′(W α¯), all generators are the result of OPEs between a constrained generator in
j′′, and W α¯. Thus all monomials4 of generators occurring in s′′(W α¯) must have conformal dimension
h and (H −H ′)-grade less than n. We can write:
s′′(W α¯) = Pβ¯(c)W
β¯ +Qαγ¯(c)W
αW γ¯ + · · · ,
where · · · denote terms that are of higher order in the generators (constrained or unconstrained).
The conformal dimension of Pβ¯(c) is greater than or equal to zero, so the conformal dimension of
W β¯ is less than or equal to h, and (H −H ′)-grade less than n. Similarly, the conformal dimension
of W γ¯ is less than or equal to h − 1, and we see that even stronger inequalities hold for the higher
order terms. This proves the lemma.
Assume that we have already found hatted generators for all generators with conformal dimension
less than h, and define Γh−1red to be the space generated by these hatted generators and the c’s. Assume
thatW α¯ is any generator with conformal dimension h and grade 0, we will show that we can define Ŵ α¯
such that s′′(Ŵ α¯) ∈ Γh−1red . Consider s
′′(W α¯). According to the lemma, all unconstrained generators
occurring in s′′(W α¯) must have conformal dimension less than h. We can therefore write
s′′(W α¯) =
∑
i,j
AijBj , Aij ∈ B = ⊗βΓ
β, Bj ∈ Γ
h−1
red
where the Bj’s are chosen to be linearly independent. Since j
′′ is linear in the constrained currents,
each of the terms Aij are monomials in the constrained currents, the W
α’s. Let us consider only
those terms that have the highest grade, considered as monomials in W α.
s′′(W α¯) =
∑
i,j
AmijBj + lower orders terms , A
m
ij is order m in W
α
Now apply s′′ once again. We get:
0 =
∑
i,j
(
s′′(Amij )Bj ± A
m
ij s
′′(Bj)
)
We know that s′′(Bj) ∈ Γ
h−1
red , and s
′′(Amij ) ∈ B. We also know that s
′′(Amij ) is of order m + 1 in the
W α’s, and these are the only possible terms of order m + 1; and since the expression must vanish
order by order in the W α’s, we find
0 =
∑
i,j
s′′(Amij )Bj
Since the Bj’s are linearly independent we find that
0 =
∑
i
s′′(Amij )
4We use the word “monomial”, even though what we have is actually a normal-ordered product.
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Now we use the fact that B has trivial cohomology: since
∑
iA
m
ij is in the kernel of s
′′ it must be in
the image of s′′, so we can find Xj (of grade m− 1 in the W
α’s) such that s′′(Xj) =
∑
iA
m
ij . Define
W(1) =W −
∑
j
XjBj.
We find that:
s′′(W(1)) =
∑
i,j
AmijBj + lower orders terms −
∑
j
(s′′(Xj)Bj ±Xjs
′′(Bj))
=
∑
i,j
AmijBj + lower order terms −
∑
i,j
AmijBj ∓
∑
j
Xjs
′′(Bj)
= lower order terms ∓
∑
j
Xjs
′′(Bj)
(the ± depends on the Grassman parity of Xj). All these terms are of order at most m − 1 in the
W α’s. By induction we see that we can define Wˆ α¯ such that s′′(Wˆ α¯) is a polynomial of degree 0 in
the constrained currents.
We want to show that in fact no b’s appear in s′′(Wˆ α¯) either. Actually this is quite simple: write
s′′(Wˆ α¯) = B +
∑
α
Bαb
α +
∑
α,β
Bαβb
αbβ + · · · .
Apply s′′ again to get
0 = s′′(B) +
∑
α
s′′(Bα)b
α ± Bα(Jˆα − χ
α) + · · ·
Since s′′(Bα) does not contain any constrained currents, we must have 0 =
∑
αBαJˆ
α, but this can
only be true if Bα = 0 for all α. We see that indeed s
′′(Wˆ α¯) ∈ Γred.
Now assume that we have found hatted generators for all generators with conformal dimension
less than h, and with conformal dimension h and grade less than n, and define Γhred,n−1 to be the space
generated by these hatted generators and the c’s. Assume that W α¯ is any generator with conformal
dimension h and grade n, we want to show that we can define Ŵ α¯ such that s′′(Ŵ α¯) ∈ Γhred,n−1.
Consider s′′(W α¯). According to the lemma, any unconstrained generator W β¯ that occurs in s′′(W α¯)
has either have conformal dimension less than h or conformal dimension h and grade less than n.
We can therefore write
s′′(W α¯) =
∑
i,j
AijBj , Aij ∈ B, Bj ∈ Γ
h
red,n−1.
We can therefore repeat the arguments from above word by word to define Wˆ α¯ such that s′′(Wˆ α¯) ∈
Γred.
We have shown that to any generator W α¯ we can construct Wˆ α¯ such that s′′(Wˆ α¯) ∈ Γred. We
have therefore shown that Γred is a sub-complex.
✷
Thus, s′′(Γred) ⊂ Γred, and we can then use the Ku¨nneth theorem (see eq. (2.7) to find
H∗(Γ; s′′) ∼= H∗
(
Γred ⊗ (
⊗
α
Γα); s′′
)
∼= H∗(Γred; s
′′)⊗ (⊗αH
∗(Γα; s′′))
∼= H∗(Γred; s
′′) (4.1)
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Thus in order to calculate the cohomology H∗(Γ; s′′) it is in fact enough to calculate H∗(Γred; s
′′).
Next step is to split s′′ into two anti-commuting nilpotent operators s′′0 and s
′′
1 defined by the
currents j′′0 and j
′′
1 respectively,
j′′0 (z) = −χ
αcα(z)
j′′1 (z) = W
α(z)cα(z) +
1
2
fαβγb
γ(z)cβ(z)cα(z) (4.2)
In order to verify that s′′0 and s
′′
1 are indeed nilpotent and anti-commuting one can either directly
calculate the operator products j′′1 (z)j
′′
1 (w) etc., or one can use the fact that s
′′
0 = s0 − s
′
0 and
s′′1 = s1 − s
′
1, where s0, s
′
0, s1, and s
′
1 are all nilpotent and anti-commuting.
Corresponding to this split, we can define a bigrading of Γ:
W α,W i : (m,−m)
bα : (m,−m− 1)
cα : (−m,m+ 1) (4.3)
where m is the grade of W α or W i defined by the grading (H − H ′); with these definitions s′′0 has
bigrading (1, 0), while s′′1 has bigrading (0, 1). We can now define the spectral sequence corresponding
to the double complex (Γred; s
′′
0; s
′′
1).
The first element of the spectral sequence is
Ep,q0 = Γ
p,q
red,
while the second element is the cohomology of s′′0:
Ep,q1 = H
p,q(E0; s
′′
0) =
Γp,qred ∩ ker (s
′′
0)
Γp,qred ∩ im (s
′′
0)
(4.4)
In the primary hamiltonian reduction one can show that for each ghost cA, we can find a linear
combination of generators aAA¯Jˆ
A¯, such that
s0(aAA¯Jˆ
A¯(z)) = s0
(
aAA¯f
A¯B
C(b
CcB)0(z)
)
= −aAA¯f
A¯B
Cχ
CcB(z) = cA(z)
If we replace the index A by α in this equation, then since the index α corresponds to a generator
with H ′-grade zero and A¯ has non-negative H ′-grade, then we find that also B and C has H ′-grade
zero. This implies that s′0(aαA¯Jˆ
A¯) = 0, and since s′′0 = s0 − s
′
0 we find
s′′0(aαA¯Jˆ
A¯(z)) = cα(z).
This shows that the ghosts cα are s
′′
0-exact, and the cohomology of s
′′
0 is only non-trivial at ghost-
number zero, i.e. we find
Ep,q1 = H
p,q(E0; s
′′
0)
∼= δp+q,0 Γ0 (4.5)
Where Γ0 is the cohomology of s
′′
0 at ghostnumber zero.
We recall that in the primary quantum hamiltonian reduction, the zeroth cohomology of s0 is
Ωhw. In the secondary hamiltonian reduction there is no notion of highest weights, but Γ0 can be
considered to be the secondary hamiltonian reduction analogue of Ωhw.
Equation (4.5), together with the fact that the bigrade of the operator sr is (1− r, r) implies that
sr is trivial for r ≥ 1. Thus the spectral sequence collapses already here, and we have
Ep,q∞ = E
p,q
1 = H
p,q(E0; s
′′
0)
∼= δp+q,0 Γ0
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Using the equation (3.13) of the theory of spectral sequences, we find that
F q(Hp+q)/F q+1(Hp+q) = δp+q,0 Γ0
where F q(Hp+q) is defined as in eq. (3.14).
Note that with the bi-gradings defined in (4.3), Γp,qred is trivial for q > 0, so F
qΓp+qred = ⊕i≥0Γ
p−i,q+i
red
is trivial for q > 0, so we can use lemma 2 page 27 and find
Hn(Γred; s
′′) ∼= δn,0 Γ0; (4.6)
however, this isomorphism is a vector space isomorphism but not an algebra isomorphism.
We have proven the following:
Theorem 3 The BRST operator s′′ defined by
s′′(φ)(w) =
∮
w
dz j′′(z)φ(w)
j′′(z) = (W α(z)− χα)cα(z) + f
αβ
γ(b
γcβcα)0(z) (4.7)
corresponding to the secondary hamiltonian reduction W(G,H′) → W(G,H) can be split into two
anticommuting, nilpotent operators s′′0 and s
′′
1 defined by
j′′0 (z) = −χ
αcα(z)
j′′1 (z) = W
α(z)cα(z) + f
αβ
γ(b
γcβcα)0(z)
The cohomology of s′′ is
Hn(Γred; s
′′) ∼= δn,0 Γ0,
where Γ0 = H
0(Γred; s
′′
0). This isomorphism is a vector space isomorphism, but not an algebra
isomorphism.
Note that Γred does not contain any elements of negative ghostnumber, and consequently Γ0 ∼=
ker (s′′0). This, together with the fact that we know the number of generators of Γ0 (it is equal to the
number of generators of W) considerably simplifies the problem of finding Γ0 in concrete examples.
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4.2 Explicit Construction of Generators.
Once we have found the generators V k0 of Γ0, we can use the tic-tac-toe construction to find the
generators of H0(Γred, s
′′), i.e. the generators of W. These take the form
V k(z) =
p∑
ℓ=0
V kℓ (z)
where V kℓ is defined inductively by s
′′
1(V
k
ℓ ) + s
′′
0(V
k
ℓ+1) = 0 and p is given by V
k
0 ∈ Γ
p,−p
red (i.e. it is
the grade of V k0 ). Note that if V
k
0 has bigrade (p,−p), V
k
1 has bigrade (p − 1,−p + 1), etc. V
k
p has
bigrade (0, 0), and the construction stops here because s′′1 vanishes on generators with grade zero. It
is easy to verify that with this construction, s′′(V k) is indeed zero.
The resulting generators V k constitutes a basis of the algebra W . In principle the operator
product expansion of these generators close only modulo s′′-exact terms; however, since there are no
elements in Γred with negative ghostnumber, there can be no s
′′-exact terms with zero ghostnumber,
and therefore the algebra of the V k closes exactly.
4.3 Generalized Quantum Miura Transformation
Because the operator product expansion preserves the grading, it is clear that the grade zero part
of the generators gives a copy of the W-algebra, or more precisely: the map V k → V kp (V
k =
V k0 + V
k
1 + · · · + V
k
p ) is an algebra homomorphism. In order to show that this map is in fact an
algebra isomorphism, we need to show that the map is an injection. To show this, one can consider
the so-called “mirror spectral sequence”, the spectral sequence obtained by inverting the role of s′′0
and s′′1. Thus for the mirror spectral sequence, we define
E¯p,q0 = Γ
p,q
red (= E
p,q
0 )
E¯p,q1 = H
p,q(E0; s
′′
1) =
Γp,qred ∩ ker (s
′′
1)
Γp,qred ∩ im (s
′′
1)
E¯p,q2 = H
p,q(E1; s
′′
0) =
E¯p,q1 ∩ ker (s
′′
0)
E¯p,q1 ∩ im (s
′′
0)
(4.8)
etc. We already know that H∗(Γred; s
′′) is nontrivial only at ghostnumber zero. This implies that
also E¯p,q∞ is nontrivial only at ghostnumber zero, i.e. at q = −p. We find that s
′′
1(Wˆ
A¯) = 0 iff Wˆ A¯
has bi-grade (0, 0). To see this, note that s′′1 has bigrade (0,1), and that Γ
0,1
red = {0}. This shows that:
Wˆ A¯ has bi-grade (0,0) ⇒ s′′1(Wˆ
A¯) = 0.
To see that the opposite is also true, note that for each W A¯ with grade larger than zero, there is a
W α such that
W α(z)W A¯(w) =
gαA¯
(z − w)(1+hA¯)
+ · · ·
where · · · denotes less singular terms. This gives rise to a term proportional to ∂hA¯cα in s
′′
1(Wˆ
A¯);
and one can show that this term will not be cancelled by other terms in s′′1(Wˆ
A¯), thus showing that
s′′1(Wˆ
A¯) 6= 0.
It follows that
E¯p,−p1 = δp,0 Γ
0,0
red
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Therefore there is an isomorphism of vector spaces
H0(Γred; s
′′) ∼= E¯0,0∞
and therefore the map from H0(Γred; s
′′) to its zero grade component is injective, and therefore indeed
an isomorphism of algebras. This proof is essentially identical to the one given in [16] for the case of
the primary hamiltonian reduction.
We have shown:
Theorem 4 For generators V k of W, constructed using the tic-tac-toe construction defined above,
the mapping
V k = V k0 + V
k
1 + · · ·+ V
k
p → V
k
p
of the generator to the zero grade part of the generator is an algebra isomorphism.
This mapping is the generalization of the quantum Miura transformation to the case of the
secondary hamiltonian reduction.
This theorem means that we can realize the generators of the algebraW in terms of the generators
of the simpler algebra Wˆ
′
0, generated by the “hatted” grade zero generators ofW
′. Wˆ
′
0 always includes
the energy-momentum tensor Tˆ , since T is always part of the grade zero subspace of W ′.
This construction gives us an impressive variety of new realizations of W algebras: for every
possible secondary hamiltonian reduction, written in the form
G(1) →W(G,H′)→W(G,H),
we get a realization of the generators of W(G,H) in terms of the hatted generators of the grade zero
subalgebra of W(G,H′).
Similar realizations of W algebras in terms of simpler W algebras have been constructed before,
see e.g. [26, 27]; however, the present construction gives a systematic method for constructing a large
number of such realizations.
4.4 Example: W(sℓ(3), sℓ(2))→W3
Let us consider the simplest possible example of the secondary quantum hamiltonian reduction,
namely the reduction of the Bershadsky algebraW(sℓ(3), sℓ(2)) to the W3 algebra. We consider the
regular embedded sℓ(2) subalgebra {Eα1 , Hα1, E−α1}. The corresponding standard grading of sℓ(3)
is  0 1
1
2
−1 0 −1
2
−1
2
1
2
0

As described in section 2.2, we can modify the grading operator Hα1 by adding a U(1) current. If
we choose
U =

1
6
0 0
0 1
6
0
0 0 −1
3

then we get the modified integer gradings  0 1 1−1 0 0
−1 0 0

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The constrained current corresponding to these gradings are
Jred =
 H
α1 Jα1 Jα1+α2
1 Hα2 −Hα1 Jα2
0 J−α2 −Hα2
 (4.9)
(to simplify the notation we suppress the z dependence). The grading and constraints for the W3–
algebra are:  0 1 2−1 0 1
−2 −1 0
 Jred =
 H
α1 Jα1 Jα1+α2
1 Hα2 −Hα1 Jα2
0 1 −Hα2
 (4.10)
We introduce ghosts c−α1 , c−α2 , c−α1−α2 , and anti-ghosts b
−α1 , b−α2 , b−α1−α2 . Corresponding to the
constraints (4.9) and (4.10) we have the BRST currents j′ and j respectively:
j′ = (J−α1 − 1)c−α1 + J
−α1−α2c−α1−α2 (4.11)
j = (J−α1 − 1)c−α1 + (J
−α2 − 1)c−α2 + J
−α1−α2c−α1−α2 + b
−α1−α2c−α1c−α2
We define “improved” generators
J˜−α1 = J−α1 J˜α1 = Jα1
J˜−α2 = J−α2 + b−α1−α2c−α1 J˜
α2 = Jα2 + b−α1c−α1−α2
J˜−α1−α2 = J−α1−α2 J˜α1+α2 = Jα1+α2
H˜α1 = Hα1 − 2b−α1c−α1 − b
−α1−α2c−α1−α2
H˜α2 = Hα2 + b−α1c−α1 − b
−α1−α2c−α1−α2
and we find that W(sℓ(3), sℓ(2)) = H0(A⊗ Λ′; s′) is generated by
J = H˜α1 + 2H˜α2 (4.12)
G− = J˜−α2
G+ = J˜α1+α2 + (k + 2)∂J˜α2 − (H˜α1J˜α2)0 − (H˜
α2 J˜α2)0
T =
1
k + 3
[
J˜α1 −
1 + k
2
∂H˜α1 + (J˜α2 J˜−α2)0 +
1
3
(
(H˜α1H˜α1)0 + (H˜
α1H˜α2)0 + (H˜
α2H˜α2)0
)]
.
Here J is a U(1) field and G± are primary bosonic spin 3
2
fields. With the normalizations chosen, we
have
J(z)J(w) =
9 + 6k
(z − w)2
+ · · · (4.13)
J(z)G±(w) =
±3G±(w)
z − w
+ · · ·
G+(z)G−(w) = −
(k + 1)(2k + 3)
(z − w)3
−
(k + 1)J(w)
(z − w)2
+
(k + 3)T − k+1
2
∂J − 1
3
(JJ)0
z − w
+ · · ·
where · · · denotes non-singular terms. The central charge is c = − (2k+3)(3k+1)
(k+3)
.
The BRST current for the secondary hamiltonian reduction can now be written in the form:
j′′ = (J−α2 − 1)c−α2 + b
−α1−α2c−α1c−α2 = (G
− − 1)c−α2 (4.14)
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The operator s′′ is found to act on the fields as follows:
s′′(T ) =
3
2
G−c−α2 +
1
2
∂G−c−α2
s′′(J) = 3G−c−α2
s′′(G+) = −(k + 3)Tc−α2 − (k + 1)J∂c−α2 −
k + 1
2
∂Jc−α2 +
1
3
(JJc−α2)0
s′′(b−α2) = G− − 1 (4.15)
and s′′(G−) = s′′(c−α2) = 0. The “hatted” operators are:
Tˆ = T −
3
2
b−α2∂c−α2 +
1
2
c−α2∂b
−α2
Gˆ− = G−
Gˆ+ = G+
Jˆ = J − 3b−α2c−α2 (4.16)
and we find that s′′(Tˆ ) = 3
2
∂c−α2 and s
′′(Jˆ) = 3c−α2 . The operators s
′′
0 and s
′′
1 are given in terms of
the currents j′′0 and j
′′
1 respectively:
j′′0 = −c−α2
j′′1 = G
−c−α2
We find that the generators of Γ0 = H
0(Γred; s
′′
0) are T2 = Tˆ −
1
2
∂Jˆ and G+. T2 is already in the
cohomology of s′′, and using the tic-tac-toe construction with G+ as the starting point, we find W :
T2 = Tˆ −
1
2
∂Jˆ (4.17)
W = G+ −
1
27
(Jˆ Jˆ Jˆ)0 +
1 + k
6
(Jˆ∂Jˆ)0 +
(k + 3)
3
(Tˆ Jˆ)0
−
(k + 3)(k + 2)
2
∂Tˆ −
(k + 3)k + 4
12
∂2Jˆ
This gives us a realization of the W3 algebra in terms of the generators of (Wˆ
2
3)≥0, the “hatted”
generators of W23 with non-negative grade.
Using the primary hamiltonian reduction, we can find expressions for G+, T , and J in terms of
the currents of the affine algebra sℓ(3)(1). Inserting these expressions into equation (4.17) gives us a
realization of W3 in terms of the currents of the sℓ(3)
(1). Note, however, that this is not identical
to the realization we would get by doing the hamiltonian reduction to W3 in one step, using the
primary hamiltonian reduction.
5 Linearization of W-algebras
Very recently, the construction of linearizedW algebras [20] have attracted some attention. The idea
in this construction is to add some extra generators to an algebra W , such that the resulting larger
algebra is equivalent to a linear algebra.
We will show that the secondary quantum hamiltonian reduction gives us a general method to
find such linearizations of W algebras. In the specific case of the linearization of W3, we find the
same result as [20].
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The basic idea of our construction is very simple. Define W ′− to be the subalgebra of W
′ with
negative grading, i.e. the constrained subalgebra of W ′, and define W ′≥0 to be the subalgebra with
nonnegative grading. Define furthermore Wˆ
′
≥0 to be the algebra generated by the “hatted” generators
in W≥0. We have above shown (property 1) that we can construct a realization of W as differential
polynomials in the generators of Wˆ
′
≥0. Let us denote the number of generators of an algebra
5 A by
|A|, and define
n = |W| − |Wˆ
′
≥0| = |W
′
−|.
We will show that it is possible to add n of the generators of Wˆ
′
≥0 to W , in such a way that there is
a invertible transformation between the resulting algebra Wext and Wˆ
′
≥0.
Let us write Wˆ
′
≥0 in the form
Wˆ
′
≥0 = Γ0 ⊕ V.
(V is not uniquely defined). It follows from the tic-tac-toe construction that the generators ofW have
the form:
W = W0 +W1, W0 ∈ Γ0, W1 ∈ V.
It is now clear, that if we extend W with a basis of generators in V , then the transformation
Wˆ
′
≥0 ↔Wext is invertible. We have
Theorem 5 Write the algebra Wˆ
′
≥0 in the form Wˆ
′
≥0 = Γ0 ⊕ V , where Γ0 = ker (s
′′). Define Wext
to be the algebra Wextended with a basis of generators in V . Then there is an invertible mapping
φ : Wˆ
′
≥0 →Wext
We see that every secondary hamiltonian reduction gives rise to an embeddingW →֒ Wext, where
Wext is equivalent to an algebra Wˆ
′
≥0 that will in general be simpler than W .
If Wˆ
′
≥0 is linear, the result of this procedure is a linearization of W . Generically, Wˆ
′
≥0 is not
linear, but we find that it is actually linear for a large class of reductions:
Property 2 All algebras of the form
W(sℓ(N),⊕ln=1sℓ(pn) ), p1 > pn + 1, ∀ n ≥ 2
can be linearized by the secondary hamiltonian reduction
W(sℓ(N), sℓ(2))→W(sℓ(N),⊕ln=1sℓ(pn) ).
The tic-tac-toe construction gives an algorithmic method for the explicit construction of these lin-
earizations.
Let us restrict ourselves to showing this in the case ofW(sℓ(n), sℓ(m)) – the general case is a straight-
forward generalization. So we consider the secondary reduction W(sℓ(n), sℓ(2))→W(sℓ(n), sℓ(m)).
The constraints and highest weight gauge corresponding to W(sℓ(n), sℓ(2)) are
∗ ∗ · · · ∗ ∗
1 ∗ · · · ∗ ∗
0 ∗ · · · ∗ ∗
...
...
...
...
0 ∗ · · · ∗ ∗


U T
1 U
G1 G2 · · · Gn−2
0 0 · · · 0
0 G¯1
0 G¯2
...
...
0 G¯n−2
sℓ(n− 2) + 2U
n−2
1

5It remains to show that A is indeed an algebra.
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The G’s are bosonic spin 3
2
fields. The U(1) operator U commutes with the sℓ(n − 2) Kac-Moody
subalgebra in W(sℓ(n), sℓ(2)), while the G’s have positive and the G¯’s negative U(1)-charge. This
shows that the only possible operator product expansions containing nonlinear terms are Gi(z)G¯j(w).
The constraints corresponding to W(sℓ(n), sℓ(m)) are
∗ ∗ · · · ∗ ∗ · · · ∗
1 ∗ · · · ∗ ∗ · · · ∗
0 1 · · · ∗ ∗ · · · ∗
...
...
. . .
...
...
0 0 · · · 1 ∗ · · · ∗
0 0 · · · 0 ∗ · · · ∗
...
...
...
...
...
0 0 · · · 0 ∗ · · · ∗

We find that the secondary reduction is made by constraining G¯1 = 1, G¯2 = 0, . . . , G¯n−2 = 0, in
general in addition to constraining also a number of the Kac-Moody currents. Since all the fields G¯i
are constrained, it follows that Wˆ≥0 is linear.
For the so(n) algebras, due to the few cases that allow the secondary reductions (in our frame-
work), it is clear that we will not be able to linearize most of the corresponding W-algebras. In fact,
demanding that the starting W-algebra is built on H = sℓ(2) and reasoning as above, it is easy to
see that only the algebras6 WBC2 and WD3 can be linearized (the last one being in fact identical
with WA3).
For sp(2n) algebras, the complete classification of linearizable W(sp(2n),H) algebras is quite
heavy and beyond the scope of the present article: we refer to [28] for an exhaustive classification.
Let us just remark that the secondary reduction W(sp(2n), sp(2)) → W(sp(2n),H) with H simple
always provide a linearization of the W(sp(2n),H) algebra.
Let us remark that the spin of the new fields we add to linearize the algebra are always positive,
since we take the positive grade part of a given W-algebra7.
The most popular W-algebras are the W(G,G) ≡ WG ones: it is natural to see whether one can
linearize these algebras. From the above property, it is easy to deduce:
Property 3 The W-algebras WAn and WCn can be linearized by the secondary reductions through
the schemes:
W (sℓ(n+ 1), sℓ(2))→WAn
W (sp(2n), sp(2))→WCn
For the WBCn, and WDn algebras, our techniques allows to linearize only the WBC2 and WD3
algebras through
W (so(5), so(3))→WBC2
W (so(6), so(3))→WD3
The above method of linearizingW algebras is not limited to the secondary quantum hamiltonian
reduction – it can also be used in the primary quantum hamiltonian reduction. Following the above
6We denote by WBCn the algebra W(Bn, Bn) obtained from Hamiltonian reduction of Bn to distinguish it from
the Casimir algebra WBn that contains a spin
n+1
2
field. WBCn as the same spin contents as WCn but different
structure constants.
7Actually the spin is at least 1.
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procedure in that case, we find any W algebra W(G,H) can be extended by adding the generators
in Gˆ
(1)
≥0 which are not highest weight, Gˆ
(1)
≥0 are the hatted affine currents with non-negative grade:
Wext =W +
(
Gˆ
(1)
≥0 \ Gˆ
(1)
hw
)
The algebra W(G,H)ext is then equivalent to Gˆ
(1)
≥0.
As explicit examples of the linearization using secondary hamiltonian reduction, we will give
the two simplest: the linearization of W3 = W(sℓ(3), sℓ(3)) using (Ŵ
2
3)≥0 = Ŵ(sℓ(3), sℓ(2))≥0
(this linearization was already given in [20]), and the linearization of W4 = W(sℓ(4), sℓ(4)) using
(Ŵ(sℓ(3), sℓ(2))≥0.
Note also that the secondary reductionW(so(5), so(3))→W(so(5)) will provide the linearization
of the W2,4 algebra [20]. For the linearization of the WB2 algebra (containing a spin
5
2
field), a
secondary reduction of super algebras will have to be performed [28].
5.1 Linearization of W3
As we already saw in example in section 4.4, W3 can be realized in terms of the generators Tˆ , Gˆ
+,
and Jˆ :
T = Tˆ −
1
2
∂Jˆ (5.1)
W = Gˆ+ −
1
27
(Jˆ Jˆ Jˆ)0 +
1 + k
6
(Jˆ∂Jˆ)0 +
(k + 3)
3
(Tˆ Jˆ)0
−
(k + 3)(k + 2)
2
∂Tˆ −
(k + 3)k + 4
12
∂2Jˆ (5.2)
If we add the current J = Jˆ to the W3 algebra, then it is clear that the transformation {T,W, J} ↔
{Tˆ , Gˆ+, Jˆ} is invertible. The new operator product expansions of the extended W3 algebra are:
J(z)J(w) =
18 + 6k
(z − w)2
+ · · ·
T (z)J(w) =
12 + 6k
(z − w)3
+
J
(z − w)2
+
∂J
z − w
+ · · ·
J(z)W (w) =
(k2 + 5k + 6)J
(z − w)3
+
(2k2 + 12k + 18)T − 1
3
(k + 3)(JJ)0 +
1
2
(3k2 + 15k + 18)∂J
(z − w)2
+
3W + 3
2
(k2 + 5k + 6)∂T + 1
2
(2k2 + 9k + 11)∂2J − (k + 3)(TJ)0
z − w
+
1
9
(JJJ)0 − (k + 2)(J∂J)0
z − w
+ · · · (5.3)
while the (equivalent) nontrivial operator product expansions of the linear algebra generated by
Tˆ , Gˆ+, and Jˆ are
Tˆ (z)Tˆ (w) = −
3k2+11k+18
k+3
(z − w)4
+
2Tˆ
(z − w)2
+
∂Tˆ
z − w
+ · · ·
Tˆ (z)Gˆ+(w) =
3
2
Gˆ+
(z − w)2
+
∂Gˆ+
z − w
+ · · ·
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Tˆ (z)Jˆ(w) =
−6
(z − w)3
+
Jˆ
(z − w)2
+
∂Jˆ
z − w
+ · · ·
Jˆ(z)Gˆ+(w) =
3Gˆ+
z − w
+ · · · (5.4)
and of course Jˆ(z)Jˆ(w) = J(z)J(w).
5.2 Linearization of W4
In order to show an example where the linearization has not been done before, we take the lineariza-
tion of the W4-algebra. In this case, the algebra W(sℓ(4), sℓ(2)) contains T , a U(1) subalgebra gen-
erated by U , an affine sℓ(2) algebra generated by K0 and K±, and 4 spin 3
2
fields Gǫσ, ǫ = ±, σ = ±.
Gǫσ has U(1)-charge ǫ1 and the eigenvalue under K0 is σ 1
2
.
In the secondary reduction we constrain G−± and K−, so the algebra Wˆ(sℓ(4), sℓ(2))≥0 is gen-
erated by Tˆ , Gˆ+±, Kˆ0, Kˆ+, and Uˆ . Gˆ+± are primary Virasoro and Kac-Moody fields, with spin 3
2
,
U(1)-charge 1, and eigenvalue ±1
2
under Kˆ0. Kˆ+ is a primary spin 1 field with eigenvalue 1 under Kˆ0
(and U(1)-charge 0). the central charge is cˆ = −3(2k
2+11k+32)
k+4
, and the rest of the nontrivial operator
product expansions are:
Tˆ (z)Uˆ(w) =
−4
(z − w)3
+
Uˆ
(z − w)2
+
∂Uˆ
z − w
+ · · ·
Tˆ (z)Kˆ0(w) =
−1
(z − w)3
+
Kˆ0
(z − w)2
+
∂Kˆ0
z − w
+ · · ·
Uˆ(z)Uˆ(w) =
k + 4
(z − w)2
+ · · ·
Kˆ0(z)Kˆ0(w) =
k+4
2
(z − w)2
+ · · ·
Kˆ+(z)Gˆ+−(w) =
−Gˆ++
z − w
+ · · · (5.5)
The tic-tac-toe construction gives us the expressions for the generators of W4:
T = Tˆ − ∂Kˆ0 − 2∂Uˆ
W3 = Gˆ
+− − 2(Kˆ+Uˆ)0 + (2k + 6)∂Kˆ
+ + (4 + k)(Tˆ Uˆ)0 −
1
2
(UˆUˆ Uˆ)0
−2(UˆKˆ0Kˆ0)0 + (k + 1)(Uˆ∂Uˆ
′)0 + (k + 2)(Uˆ∂Kˆ
0)0 + 4(k + 3)(Kˆ
0∂Kˆ0)0
+
(3k + 8)
2
∂2Uˆ − (k + 2)(k + 3)∂2Kˆ0 − (k + 3)(k + 4))∂Tˆ
W4 = Gˆ
++ + (Kˆ+Kˆ+)0 +
1
2
(Gˆ+−Uˆ)0 + (Gˆ
+−Kˆ0)0 − (k + 4)(Tˆ Kˆ
+)0
+
1
2
(Uˆ UˆKˆ+)0 + 2(Kˆ
0Kˆ0Kˆ+)0 − (k + 3)(Uˆ∂Kˆ
+)0
−(k + 1)(∂UˆKˆ+)0 − 2(Kˆ
0∂Kˆ+)0 − k(∂Kˆ
0Kˆ+)0 +
(22 + 13k + 2k2)
2
∂2Kˆ+
+
(4 + k)2(952 + 643k + 108k2)
4(2552 + 1763k + 300k2)
(Tˆ Tˆ )0 +
k + 4
4
(Tˆ Uˆ Uˆ)0 − (k + 4)(Tˆ Kˆ
0Kˆ0)0
23
−
3
16
(UˆUˆ Uˆ Uˆ)0 +
1
2
(UˆUˆKˆ0Kˆ0)0 + (Kˆ
0Kˆ0Kˆ0Kˆ0)0 +
k + 1
4
(Uˆ Uˆ∂Uˆ)0
+
(4 + k)(40 + 793k + 513k2 + 84k3
2(2552 + 1763k + 300k2)
(Tˆ ∂Uˆ )0 −
3k + 10
4
(UˆUˆ∂Kˆ0)0
+
(4 + k)(11504 + 12158k + 4251k2 + 492k3)
2(2552 + 1763k + 300k2)
(Tˆ ∂Kˆ0)0 − 2(3 + k)(UˆKˆ
0∂Kˆ0)0
−(k + 2)(Kˆ0Kˆ0∂Kˆ0)0 −
3(4 + k)(8 + 3k)(13 + 4k)(184 + 121k + 20k2)
8(2552 + 1763k + 300k2)
∂2Tˆ
+
7336 + 9073k + 4814k2 + 1265k3 + 132k4
4(2552 + 1763k + 300k2)
(∂Uˆ∂Uˆ )0 + (k
2 + 6k + 9)(Uˆ∂2Kˆ0)0
+
15152 + 27782k + 18163k2 + 5077k3 + 516k4
2(2552 + 1763k + 300k2)
(∂Uˆ∂Kˆ0)0
+
168352 + 235972k + 123812k2 + 28811k3 + 2508k4
4(2552 + 1763k + 300k2)
(∂Kˆ0∂Kˆ0)0
−(k + 1)(∂UˆKˆ0Kˆ0)0 + (2k
2 + 13k + 22)(Kˆ0∂2Kˆ0)0 −
k + 4
4
(Uˆ∂2Uˆ)0
+
244688 + 354290k + 201124k2 + 55477k3 + 7326k4 + 360k5
12(2552 + 1763k + 300k2)
∂3Uˆ
−
1179328 + 1976920k + 1325876k2 + 445043k3 + 74808k4 + 5040k5
24(2552 + 1763k + 300k2)
∂3Kˆ0
−
k + 3
2
∂W3 (5.6)
We define the algebra (W4)ext by adding the generators Kˆ
+, Kˆ0, and Uˆ to the W4 algebra. It is
obvious that there is and invertible transformation between this extended algebra, and the linear
algebra generated by Tˆ , Gˆ++ Gˆ+− Kˆ+, Kˆ0, and Uˆ .
6 Conclusion
In this paper, we have considered secondary quantum hamiltonian reductions, i.e. hamiltonian
reductions that can be described by the diagram:
G(1)
 
 
 
  ✠
W(G,H′)
❄
W(G,H)
❅
❅
❅
❅❘
or in words: starting with a Lie algebra G, and two regular subalgebras H′ and H with H′ ⊂ H
satisfying certain conditions as described in appendix B, we carry out the hamiltonian reduction
of the W algebra W(G,H′) with suitable constraints, and show that the result is the W algebra
W(G,H).
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Note that for G=sℓ(N), the conditions that we impose on H′ and H in order to perform the
secondary quantum hamiltonian reduction are more restrictive than the conditions necessary for the
classical secondary hamiltonian reduction, see [19]. This should not be taken as a sign that not
all classical secondary hamiltonian reductions can be quantized; it simply reflects the fact that the
method that we have used for the quantum secondary reduction in this paper cannot be applied
to all possible secondary reductions. On the other hand, we have been able to explicitly do some
quantum reductions when G = so(N) or G = sp(2N), while the techniques has not been developped
for the classical case.
The quantum secondary reductions show that the W algebras W(G,H) that can be obtained by
the hamiltonian reduction of a certain affine Lie algebra G(1) are not only related by their common
“ancestor” G(1), but that they are mutually directly connected by the hamiltonian reduction. As a
simple example, consider this diagram of the possible hamiltonian reductions connecting the algebras
W(sℓ(4),H); the simple lines symbolize the quantum reductions we have been able to perform, the
double lines symbolize secondary reductions that gives rise to linearizations, and the dashed line the
classical secondary reduction that is not quantized by our method:
sℓ(4)(1)
✟✟✟✟✟✟✟✙
❍❍❍❍❍❍❍❥
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁☛
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆
❆❯
W(sℓ(4), sℓ(2)) W(sℓ(4), 2 sℓ(2))
W(sℓ(4), sℓ(3)) W4
✲
❄
◗
◗
◗◗
◗
◗
◗
◗
◗
◗
◗
◗
◗
◗◗s
✲
❄
There are two important consequences that follows from the secondary quantum hamiltonian
reduction. One of these is the secondary quantum Miura transformation. The usual quantum
Miura transformation can be used to find free field realizations of the W algebras, and in a similar
way the seondary quantum Miura transformation can be used to find realizations of W algebras
in terms of subalgebras of other W algebras. For example, in the diagram above there are 4 (5
if the dashed line is included) possible secondary reductions , and the secondary quantum Miura
transformation corresponding to these gives us realizations of W4 in terms of W(sℓ(4), sℓ(2)) or
W(sℓ(4), sℓ(3)), and of W(sℓ(4), sℓ(3)) and W(sℓ(4), 2 sℓ(2)) in terms of W(sℓ(4), sℓ(2)) (and W4
in terms of W(sℓ(4), 2 sℓ(2)) if the dashed line is included).
The other consequence that follows from the seondary quantum hamiltonian reduction is the
linearization of W algebras. For a large class of algebras W(G,⊕ln=1Hn), where the possible Hn’s
are given in section 5, we can find a secondary hamiltonian reduction and a corresponding extended
algebra W(G,⊕ℓn=1Hn)ext which is equivalent to a linear algebra with new genrators of positive spin.
In particular, we are able to linearize the WAn, WCn and WBC2 algebras. To take once again the
diagram above as example, this procedure can give us linearizations ofW4 andW(sℓ(4), sℓ(3)). This
linearization ofW algebras could be very useful in study of the representation theory ofW algebras.
In fact one could use the linearization to reduce the representation theory of the non-linearW algebras
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to the representation theory of the corresponding linear algebras.
Note that, as mentioned above, we have not in this paper exhausted the possible secondary re-
ductions; a number of classical secondary reductions cannot be quantized using the present methods,
and it would be of interest to find a method to quantize these remaining secondary reductions.
Besides these problems, there are other open questions about the secondary quantum hamiltonian
reduction. It would be interesting to generalize the procedure to supersymmetric W algebras, and to
do the secondary quantum Miura transformation and the linearization also in that case [28]. Another
interesting possibility is to study in more detail the linearization of W algebras, and to what extent
we can actually reduce the analysis of the non-linear W algebras to the analysis of the matching
linear algebra.
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Appendices
A Spectral Sequences
In this appendix, we will give a few key definitions that are used in the theory of spectral sequences.
For a good introduction to the theory of spectral sequences see e.g. [25].
We assume that we have a complex (Ω, s), i.e. a graded space Ω =
∑
n Ω
n and a nilpotent
derivation s : Ωn → Ωn+1. We assume furthermore that it is possible to define a filtration on the
space, i.e. a sequence of subspaces F qΩ such that
{0} ⊂ · · · ⊂ F q+1Ω ⊂ F qΩ ⊂ F q−1Ω ⊂ · · · ⊂ Ω.
We define a sequence of “generalized co-cycles” Zp,qr by
Zp,qr = F
qΩp+q ∩ s−1(F q+rΩp+q+1)
= {x ∈ F qΩp+q|s(x) ∈ F q+rΩp+q+1} (A.1)
We note that it is natural to define
Zp,q∞ = F
qΩp+q ∩ ker s.
We also define a sequence of “generalized co-boundaries” Bp,qr by
Bp,qr = F
qΩp+q ∩ s(F q−rΩp+q−1)
Bp,q∞ = F
qΩp+q ∩ im s, (A.2)
and we see that (suppressing the (p, q) indices)
· · · ⊂ Br ⊂ Br+1 ⊂ · · · ⊂ B∞ ⊂ Z∞ ⊂ · · · ⊂ Zr+1 ⊂ Zr ⊂ · · ·
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From these generalized cocycles and coboundaries, we can now define a sequence of “generalized
cohomologies” Ep,qr by
Ep,q0 = F
qΩp+q/F q+1Ωp+q
Ep,qr = Z
p,q
r /
(
Zp−1,q+1r−1 +B
p,q
r−1
)
Ep,q∞ = Z
p,q
∞ /
(
Zp−1,q+1∞ +B
p,q
∞
)
(A.3)
It is now possible to show that for every space Er, we can define a nilpotent derivative sr. sr is
defined by the commutative diagram:
s
Zp,qr −→ Z
p+1−r,q+r
r
η ↓ ↓ η
Ep,qr −→ E
p+1−r,q+r
r
sr
(A.4)
where η is the canonical projection operator from Zr onto Er. In other words, for [x] ∈ E
p,q
r ,
sr([x]) = [s(x)].
With all these definitions, we are now finally in a position to state the main theorems of the
theory of spectral sequences:
The “generalized cohomologies” Er that we have introduced are in fact cohomologies, namely
Ep,qr+1 ∼= H
p,q(Er; sr) (A.5)
If the filtration exhausts all of the space Ω, and if the generalized co-cycles Zp,qr converges to Z
p,q
∞ ,
i.e. if Ω = ∪nF
nΩ and Zp,q∞ = ∩rZ
p,q
r , then
Ep,q∞
∼= F qHp+q/F q+1Hp+q (A.6)
where F qH is the filtration on the cohomology H(Ω; s) induced by the filtration on Ω:
F qHp+q = Hp+q(F qΩ; s)
This is the principal result of the theory of spectral sequences. It gives us a way to find the coho-
mology H(Ω; s), supposing that we are able to use the knowledge of the spaces F qHp+q/F q+1Hp+q
to reconstruct H(Ω; s). The usefulness of the spectral sequences rests on the fact that in practical
application the spectral sequence often collapses after a few steps, i.e. sr is identically zero for r > r0
where r0 is some low number.
Let us show the following
Lemma 2 If F qΩ = 0 for q > 0, then H(Ω; s) ∼= E∞
Namely F qΩ = 0 for q > 0 implies that F qHp+q = 0 for q > 0. This means that
Ep,0∞
∼= F 0Hp/F 1Hp ∼= F 0Hp (A.7)
Ep+1,−1∞
∼= F−1Hp/F 0Hp (A.8)
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etc..., and we can use this to show that
F−rHp ∼= Ep+r,−r∞ ⊕ · · · ⊕E
p,0
∞
or equivalently (since Ep,q∞ = 0 for q > 0)
Hp(Ω; s) ∼=
∑
r∈ZZ
Ep+r,−r∞
which proves the lemma 2.
Let us mention here that the isomorphism Ep,q∞
∼= F qHp+q/F q+1Hp+q is in general a vector space
isomorphism. If the space Ω in addition to being a vector space is also an algebra (as in the case
that we are interested in here) then if we can define algebras on all the cohomologies in the spectral
sequence such that the algebra on Ep,q0 = F
qΩp+q/F q+1Ωp+q is induced by the algebra on F qΩp+q, i.e.
[a], [b] ∈ E0 : [a] ◦ [b] = [a ◦ b] (where ◦ denotes the algebra composition), and the algebra on Er+1 =
H(Er, sr) is induced by the algebra on Er, then the the isomorphism E
p,q
∞
∼= F qHp+q/F q+1Hp+q is
an algebra isomorphism. However, even if Ep,q∞
∼= F qHp+q/F q+1Hp+q is an algebra isomorphism, it
may be nontrivial to reconstruct the algebra of Hn(Ω; s).
In the case where the complex (Ω; s) can be given the structure of a double complex structure
(Ω; s′, s′′) with two anti-commuting nilpotent operators s′ and s′′, and with a bigrading Ω =
∑
p,q Ω
p,q,
the spectral sequence simplifies somewhat. Define s = s′ + s′′. The filtration is defined in terms of
the bi-grading as
F qΩ =
⊕
i∈ZZ,j≥q
Ωi,j
F qΩp+q =
⊕
i≥0
Ωp−i,q+i (A.9)
The first element in the spectral sequence, E0, is defined by
Ep,q0 = F
qΩp+q/F q+1Ωp+q ∼= Ωp,q, (A.10)
and the nilpotent bigrade (1, 0)-operator s0 on E0 is defined by the commutative diagram
s
F qΩp+q −→ F qΩp+q+1
η ↓ ↓ η
Ep,q0 −→ E
p+1,q
0
s0
(A.11)
where η is the canonical projection operator
F qΩp+q
η
→ F qΩp+q/F q+1Ωp+q ∼= Ωp,q.
This means that if we identify x ∈ Ep,q0 with x ∈ F
qΩp+q, then s0(x) = η(s(x)) – and since η here is
the projection operator on Ωp+1,q−1, s0 is simply the bigrade (1, 0) part of s: s0 = s
′.
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The second element in the spectral sequence is
Ep,q1 = Z
p,q
1 /(Z
p−1,q+1
0 +B
p,q
0 )
∼=
Ωp,q ∩ s−1(Ωp,q+1)
Ωp,q ∩ s(Ωp−1,q)
(A.12)
Note that Ωp,q ∩ s−1(Ωp,q+1) = Ωp,q ∩ ker s0 and Ω
p,q ∩ s(Ωp−1,q) = Ωp,q ∩ im s0; so, in agreement with
equation (A.5), we can also write E1 as
Ep,q1 = H
p,q(E0; s0) (A.13)
The operator s1 on E1 is again defined by the commutative diagram
s
Zp,q1 −→ Z
p,q+1
1
η ↓ ↓ η
Ep,q1 −→ E
p,q+1
1
s1
(A.14)
and η is again the canonical projection operator. Consider x ∈ ker s0 and let [x] = η(x) be the
corresponding equivalence class in E1. Then s1([x]) = η(s(x)) is just the bigrade (0, 1)-part of s(x),
projected on E1, i.e.:
s1([x]) = [s
′(x)].
B Shift of the Constraints Using a U(1) Generator
We are looking for couples of W(G,H) algebras such that the sets of first class constraints are
embedded one into the other. We first consider the case G = sℓ(N), and to clarify the presentation,
we focus on the secondary reductions of type W(G,H) → W(G,G) ≡ W(G).
In sℓ(N), the regular subalgebras H can always be chosen in such a way that the simple roots ofH
are also simple roots of G. Let H = ⊕ℓn=1Hn where Hn are simple subalgebras of rank rn = rank(Hn),
ordered in such a way that rn ≤ rm if n > m. We define as simple roots
Simple roots of G α1, ..., αr1;αρ1;αρ1+1, ..., αρ1+r2;αρ2 ;αρ2+1, ..., αρ2+r3 ;αρ3; ...
...;αρℓ−1 ;αρℓ−1+1, ..., αρℓ−1+rℓ;αρℓ+1, ..., αN−1
Simple roots of H α1, ..., αr1; ;αρ1+1, ..., αρ1+r2; ;αρ2+1, ..., αρ2+r3 ; ; ...
...; ;αρℓ−1+1, ..., αρℓ−1+rℓ
with ρn =
∑n
i=1(ri + 1)
(B.1)
In the fundamental representation of sℓ(N), this simply means that we have divided the N × N
matrix into rj × rj blocks of decreasing size, plus (when it exists) a block (N − ρℓ)× (N − ρℓ).
The gradation associated to the Cartan generator of the principal sℓ(2) in H attributes a grade
1 to each simple root of H, but the grade of the simple roots of type αρn is
gr(αρn) = −
rn + rn+1
2
< 0 (B.2)
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where we have set rℓ+1 = 0. This implies that the root generators Eρn are constrained in W(G,H)
although they are not in W(G). Thus, it is clear that we have to introduce a new gradation such
that
gr(αρn)
′ ≥ 0 (B.3)
while not changing the resulting W-algebra. Let H be the gradation we are looking for. Then, if
M0 is the Cartan generator of the sℓ(2) embedding we are considering (it has not been changed
because we want theW-algebra to be the same), the new gradation is characterized by the generator
U = H−M0 which commutes with the sℓ(2) algebra and which ”respects” the highest weight gauge.
Thus, classifying the different gradations H is the same as classifying the different U(1) generators
submitted to the non-degeneracy condition
ker ad(M+) ∩ G
′
− = 0 (B.4)
where G ′− denotes the subalgebra of G-generators which have negative grade w.r.t. H . This technique
has been developed in [11, 22], where all the possible gradations leading to the same W-algebra have
been classified. The procedure goes along the following lines.
We start with the decomposition of the fundamental of sℓ(N) w.r.t. the principal sℓ(2) in H:
N = ⊕Iµ=1nµ Djµ with jµ 6= jν when µ 6= ν (B.5)
and add the following U(1) eigenvalues
N = ⊕Iµ=1nµ Djµ(yµ) (B.6)
Then, computing the adjoint representation from this decomposition of the fundamental,
G = ⊕kDk(Yk) (B.7)
where the Yk’s are differences of two yµ’s. The eigenvalues of the allowed U(1) generators will be
characterized by the equations
|Yk| ≤ k and Yk ∈
1
2
ZZ , ∀ Dk(Yk) (B.8)
Then, the different gradations will be M0 + U , with M0 the Cartan generator of the sℓ(2) under
consideration, and U one of the allowed U(1) generators.
Now, to get a gradation satisfying both equations (B.3) and (B.8), we have to impose
|yµ − yν| ≤ |jµ − jν | and yµ − yν ≥ jµ + jν (B.9)
which is clearly satisfied only if one of the two j’s is zero, ie if H is simple8. In that case, the
sℓ(2)⊕ U(1) decomposition
Dj(y)⊕ (N − 2j − 1)D0(z) with y =
j(N − 2j − 1)
N
and z = −
j(2j + 1)
N
(B.10)
indeed gives a gradation where all the simple roots of sℓ(N) have positive grades, and whose associ-
ated W-algebra is W(sℓ(N),H).
8If H is simple, there will be only one Dj representation with j 6= 0 in the fundamental of G
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For the general secondary reduction W(sℓ(N),H′) → W(sℓ(N),H), the reasoning follows along
the same lines. We however have to look at the grade of all the roots (since some simple roots
have negative grades in the general case). Then, one asks the gradations to satisfy G− ⊂ G
′
−. This
necessary condition is sufficent in the case of sℓ(N) because the simple roots of H can always being
choosen among the simple roots of H′ (and thus the constraints Jαi = 1 for H are a subset of the
constraints Jαi = 1 for H′). After a tedious calculation, and using non-degenerated U(1) generators
both for H and H′, one gets the following property:
Property 4 In the case of secondary reductions of type W(sℓ(N),H′) → W(sℓ(N),H), we have
the following necessary and sufficient condition for the existence of a U(1) generator which satisfies
both the non-degeneracy (B.4) and the embbeding of the set of constraints associated to H into the
set of constraints associated to H′:
If H′ decomposes as
H′ = ⊕lα=1mα sℓ(pα) (B.11)
the U(1) generator exists iff H decomposes as:
H = ⊕lα=1mα sℓ(qα) with
{
2 ≤ pα ≤ qα ∀α
|pα − pβ| ≤ |qα − qβ | ∀α, β
(B.12)
Now, turning to the case of orthogonal and symplectic algebras, we can do the same calculation.
However, for these algebras, the U(1) generator is much more constrained (see [11], sections 5.2 and
5.3) so that there are less U(1) generators satisfying both the non-degeneracy and the embedding
conditions. Note that one has really to check in each case that the sets of currents constrained to 1
are also embedded one into the other, since the simple roots of H′ are not always simple roots of H.
Apart from these restrictions, the calculation is the same as for sℓ(N) algebras, so that one is led
to
Property 5 In the case of secondary reductions of type W(G,H′) → W(G,H) with G = so(N) or
sp(N), we have the following necessary and sufficient condition for the existence of a U(1) generator
which satisfies both the non-degeneracy (B.4) and the embedding of the sets of constraints.
− For so(N), H and H′ must be of the form{
H′ = (n + 1) so(p)
H = n so(p) ⊕ so(p+ 2)
with
{
N = (n+ 1)p+ 2 ; n ≥ 0
N ≡ p [mod 2]
− For sp(N), H and H′ must be of the form{
H′ = sℓ(2)⊕µ sℓ(2pµ)
H = sp(4)⊕µ sℓ(2pµ)
with pµ ∈ IN
or of the form
{
H′ = sℓ(2)
H = ⊕jsp(2qj)⊕µ sℓ(pµ)
with

either p1 ∈ 2IN, p1 ≥ pµ + 1 ∀µ ≥ 2 and p1 ≥ 2qj + 1 ∀j
or p1 ∈ (2IN + 1), p1 ≥ pµ + 2 ∀µ ≥ 2 and p1 ≥ 2qj + 1 ∀j
or q1 ≥ qj + 1 ∀j ≥ 2 and q1 ≥
1
2
(pµ + 1) ∀µ
Let us remark that in the case G = so(5), the U(1) generator exists when considering the reduction
W(so(5), so(3)) → W(so(5)), while in the case G = sp(4) the U(1) generator exists for the reduction
W(sp(4), sℓ(2)) → W(sp(4)) which is in agreement with the isomorphism between the so(5) and
sp(4) algebras.
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