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ABSTRACT 
 
The 2D shallow water equations (SWE) have been widely used in hydraulic science and 
engineering. Numerical discretization based on midpoint rule (e.g. leapfrog method) is desirable for 
2nd order temporal accuracy. However, the explicit 3-level Leapfrog approach must be applied with 
appropriate strategies to decouple the known instability mode (Peyret and Taylor, 1983). In this 
paper, we propose a “Time-Centered, Split-Implicit” (TCSI) method based on a 2-level midpoint 
rule. This new method computationally linearizes the advection term such that individual solution 
steps are implicit and linear, but their combination is discretely equivalent to nonlinear midpoint rule 
discretization. To verify the capability of the new method, the 2D SWE are used to develop and test 
the TCSI approach. Test cases of simulating a standing wave in a closed basin are performed to 
examine a variety of model characteristics.  
 
1. INTRODUCTION 
The Leapfrog method, based on midpoint rule, is popular in meteorology and oceanography (Fujima 
and Shigemura 2000). The typical leap-frog approach is a three-level method, discretized as 
 
 ( )n 1 n 1 n n n 3f , t O( t )+ −φ = φ + φ φ φ Δ + Δ  (1) 
 
where f is a function of a nonlinear advection term ( n nφ φ ) and a diffusion term ( nφ ).  The midpoint 
rule is a desirable discretization as it has second-order temporal accuracy. However, the explicit 
Leapfrog approach must be applied with appropriate strategies to decouple the known instability 
mode (Peyret and Taylor, 1983).  We would prefer a two-level method based on the midpoint rule 
that can be written as  
 
 ( )n 1 n n 1/ 2 n 1/ 2 n 1/ 2 3f , t O( t )+ + + +φ = φ + φ φ φ Δ + Δ  (2) 
 
which has the desirable property that the time n+1/2 information is retained only within the 
computation of the n to n+1 time step, and does not directly appear in the discrete equation for 
n+3/2 time step.  If the n+1/2 values in eq. 2 are further discretized by the linear approximation 
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( )n 1/ 2 n n 1 / 2+ +φ = φ + φ , the resulting equation is both implicit and nonlinear, which is generally not a 
good starting point for a numerical method.  However, below we introduce a new splitting method 
based on exactly this form.  This new method computationally linearizes the advection term such 
that individual solution steps are implicit and linear, but their combination is discretely equivalent to 
nonlinear eq. 1.  We call this a “Time-Centered, Split-Implicit” (TCSI) method. 
  
1.1 Computational Linearization 
To solve a nonlinear equation system, computational linearization techniques are typically the most 
effective approach. One example is the local time-linearization method (e.g. Lomax, Pulliam and 
Zingg, 1996).  In local time-linearization, an implicit nonlinear term (e.g. n 1 n 1+ +φ φ ), is approximated 
with information from the known and unknown time steps (e.g. n n 1+φ φ ) by using a Taylor-series 
expansion.  The resulting equation retains the nonlinear term, but time-lagging one variable provides 
a linear equation set for time-integration. However, use of n n 1+φ φ  to represent n 1 n 1+ +φ φ  provides 
first-order temporal accuracy.  The new TCSI approach is similar to local-time linearization, but is 
formally second-order accurate in time by using a two-step approach. 
 The TCSI method applies the approximation 
 
 ( )n n 1n 1/ 2 2O t2
+
+ φ + φφ = + Δ  (3) 
 
Substituting eq. 3 into eq. 2 for one of the advective terms provides: 
 
 ( )n n 1n 1 n 2 n 1/ 2 n 1/ 2 3f O t , t O( t )2
+
+ + +⎧ ⎫⎡ ⎤φ + φ⎪ ⎪φ = φ + + Δ φ φ Δ + Δ⎨ ⎬⎢ ⎥⎪ ⎪⎣ ⎦⎩ ⎭
 (4) 
 
which can be written as: 
 
 ( )n 1 n n n 1/ 2 n 1 n 1/ 2 n 1/ 2 3tf , , O( t )2+ + + + + Δφ = φ + φ φ φ φ φ + Δ  (5) 
 
Thus the nonlinear advection term is discretely linearized without losing the original accuracy. 
 
1.2 Computational Splitting 
Observing that eq. 5 has two different nonlinear terms, a computational splitting approach can be 
applied: 
 
 ( )* n n n 1/ 2 n 1/ 2 tf , 2+ + Δφ = φ + φ φ φ  (6) 
 ( )n 1 * n 1 n 1/ 2 n 1/ 2 3tf , O( t )2+ + + + Δφ = φ + φ φ φ + Δ  (7) 
 
where *φ  is an intermediate solution and substituting eq. 6 into eq. 7 returns eq. 5. To create a 
solvable system, it can be shown that  
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2
n 1/ 2 * tO
2
+ Δ⎛ ⎞φ = φ + ⎜ ⎟⎝ ⎠  (8) 
 
so that we are free to substitute *φ  for n 1/ 2+φ  on the RHS of eq. 6 and eq. 7  without affecting the 
overall accuracy.  With this substitution, the original split system becomes: 
 
 ( )* n n * * 3tf , O( t )2Δφ = φ + φ φ φ + Δ  (9) 
 ( )n 1 * n 1 * * 3tf , O( t )2+ + Δφ = φ + φ φ φ + Δ  (10) 
 
Eq. 9 and eq. 10 are two implicit linear steps of a general time-centered split-implicit (TCSI) method 
that is formally second-order temporally accurate for nonlinear evolution equations.  Solution with 
second-order spatial differences will result in each step being a simple tridiagonal inversion. 
 
2. IMPLEMENTATION AND TESTING FOR  2D SHALLOW WATER EQUATIONS  
2.1 Discretized Equation 
We use the 2D shallow water equation to develop and test the TCSI approach. The 2D shallow 
water equations can be written as: 
 
 
2 2
2 2
U U U U UU V g
t x y x x y
⎛ ⎞∂ ∂ ∂ ∂ζ ∂ ∂+ + = − + ν +⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
 (11) 
 
2 2
2 2
V V V V VU V g
t x y y x y
⎛ ⎞∂ ∂ ∂ ∂ζ ∂ ∂+ + = − + ν +⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠
 (12) 
 H HU HV 0
t x y
∂ ∂ ∂+ + =∂ ∂ ∂  (13) 
 bH Zζ = +  (14) 
 
where U  and V  are depth-averaged velocities in x  and y  directions; g is the gravitational 
acceleration; H  is the water depth and ζ  is surface elevation; bZ is the bottom elevation.  The 
above statement of the 2D SWE neglects the turbulence closure and bottom stress as a test case to 
our numerical method,   
 Applying the midpoint rule between time ‘n’ and n+1’ along with central-differencing of 
spatial derivatives on an Arakawa C grid (Arakawa and Lamb, 1977), eqs. 11, 12 and 13 can be 
discretized as a set of coupled nonlinear equations: 
 ( ) ( )
( )
n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2n 1 n
i, j 3/ 2 i, j 1/ 2 i 1, j 1/ 2 i 1, j 1/ 2i, j 1/ 2 i, j 1/ 2 n 1/ 2 n 1/ 2
i, j 1/ 2 i, j 1/ 2
n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2
i, j 1/ 2 i, j 1/ 2 i, j 3/ 2 i 1, j 1/ 2 i, j 1/ 22 2
U U U UU U
U V
t 2 x 2 y
U 2U U U 2U U
x y
+ + + ++
+ − + + − ++ + + +
+ +
+ + + + +
− + + − + +
− −− = − −Δ Δ Δ
ν ν+ − + + − +Δ Δ ( )
( )
n 1/ 2
i 1, j 1/ 2
n 1/ 2 n 1/ 2
i, j 1 i, j
g
x
+
+ +
+ +
+− ζ − ζΔ
 (15) 
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( ) ( )
( )
n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2n 1 n
i 1/ 2, j 1 i 1/ 2, j 1 i 3/ 2, j i 1/ 2, ji 1/ 2, j i 1/ 2, j n 1/ 2 n 1/ 2
i 1/ 2, j i 1/ 2, j
n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2
i 1/ 2, j 1 i 1/ 2, j i 1/ 2, j 1 i 1/ 2, j i 1/ 2, j2 2
V V V VV V
U V
t 2 x 2 y
v vV 2V V V 2V
x y
+ + + ++
+ + + − + −+ + + +
+ +
+ + + + +
+ − + + + − +
− −− = − −Δ Δ Δ
+ − + + −Δ Δ ( )
( )
n 1/ 2
i 1/ 2, j
n 1/ 2 n 1/ 2
i 1, j i, j
V
g
y
+
+
+ +
+
+
− ζ −ζΔ
 (16) 
 
 ( ) ( )n 1 ni, j i, j n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2 n 1/ 2i, j 1/ 2 i, j 1/ 2 i, j 1/ 2 i, j 1/ 2 i 1/ 2, j i 1/ 2, j i 1/ 2, j i 1/ 2, jH H 1 1H U H U H V H Vt x y
+
+ + + + + + + +
+ + − − + + − −
− = − − − −Δ Δ Δ  (17) 
 
 
2.2 Discussion and Results of Simulating a Standing Wave in a Closed Basin 
As a test of the TCSI method, a free surface standing wave in a rectangular basin has been simulated 
for the basin shown in Figure 1. An equally-spaced 20 5×  mesh is used.  It is recognized that the 
model mesh and initial conditions provide essentially a 1D exercise that does not fully test the x-y 
decoupling of the method; however, this mesh does allow testing of how the method treats the 
nonlinear u u / dx∂  term. Free-slip boundary conditions are enforced on all walls and the bottom.  
L
H
2a
x
yz
 
Figure 1  A standing wave in a rectangular basin 
  
The period of an inviscid free surface wave is (Dean and Dalrymple 1998): 
 
 ( ) 12T tanh kH
g
−πλ=  (18) 
 
where ‘T’ is the wave period; ‘λ ’ is the wave length; ‘k’ is the wave number and ‘H’ is the water 
depth. According to linear wave theory, the wave function is a sinusoid for small amplitude waves. 
The surface height (h) above the still water level is: 
 
 ( ) ( )h(x, t) a sin kx sin t= σ  (19) 
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where the frequency (σ) is 2 / Tπ ; ‘a’ is the free surface wave amplitude. For a viscous unconfined 
wave in deep water, the evolution of the wave amplitude can be approximated as (Lamb 1932), 
 
 
22 k ta(t) a(0)e− ν=  (20) 
 
where ‘ν ’ is kinematic viscosity and ‘ k ’ is the wave number.  However, wave damping based on 
eq. 20 is unlikely to be well-represented in a 2D depth-averaged model as vertical velocity and 
vertical velocity shears are part of the closure term. The Reynolds number is defined as: 
 
 LuRe = ν  (21) 
 
where L  is the length of the basin, ν  is the kinematic viscosity and u  is the characteristic Cartesian 
fluid velocity based on the wave amplitude (a) and the wave frequency (σ ) : 
 
 u a= σ  (22) 
 
We have run simulations for different cases to examine a variety of model characteristics. To 
find out how out model perform in different ratios of water depth to basin length (i.e. H / L ), three 
different cases are tested and compared in Figure 2. Furthermore, three simulations with different 
initial wave steepness (i.e. ratio of wave amplitude to basin length) are presented in Figure 3. All the 
six simulations are run in an inviscid flow to exclude viscous damping effects. Results in Figure 2 
and Figure3 illustrate the nondimensionalized water surface elevation (i.e. ( )H / aζ − ) at x x / 2= Δ , 
which is the grid cell center closest to the left wall. The important parameters for these six test cases 
are listed in Table 1.   
 
Table 1 Parameters of simulations of a standing wave 
 
case H/L a/L Re L /λ  
3a 0.05 5 .0x 10-4 ∞  0.5 
3b 0.1 5 .0x 10-4 ∞  0.5 
3c 0.2 5 .0x 10-4 ∞  0.5 
4a 0.05 5 .0x 10-4 ∞  0.5 
4b 0.05 2 .0x 10-3 ∞  0.5 
4c 0.05 5 .0x 10-3 ∞  0.5 
 
In Figure 2, three cases with different H / L  ratio are compared. As the water depth increases, 
the simulation wave period is shortened.  The wave dispersion behavior of this method requires 
further research. 
In Figure 3, we compare waves with different initial steepness. Wave steepening is inherently 
a nonlinear effect, which increases with increasing initial amplitude, thus we do not expect 
agreement between linear theory and. As the SWE governing equations retain nonlinearity but 
neglect non-hydrostatic dispersion, the wave steepening will be greater. Moreover, we keep the 
nonlinearity while the hydrostatic approximation is inherent in SWE. This two facts will introduce 
additional steepening (Hodges et al. 2006). In case 4a, a very small initial wave steepness is 
introduced and the simulation show little nonlinear effects. With the initial steepness increased in 
case 4b and 4c, the nonlinear effects are more and more obvious. 
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Figure 2  Modeled water surface elevation at x=0 for different ratios of H/L with small amplitude 
wave (a/L = 5 x 10-4) and inviscid model.  analytical solution, simulation. 
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Figure 3 Modeled water surface elevation at x=0 for different ratios of a/L in shallow water (H/L = 
0.05) with inviscid model.  analytical solution, simulation. 
 
Figure 4 (below) displays results for a viscous simulation.  Walls and boundaries are free slip, 
so the only viscous terms are wave-induced (rather than wave-boundary induced). The Reynolds 
number is equal to 0.1. Our simulation result damped slower than the analytical solution, eq. 20. 
This result is not unexpected because that 2D SWE neglect the velocity gradients in the vertical 
(i.e. u / z 0∂ ∂ = ).  As a result, the viscous damping due to 2 2u / zν∂ ∂  is not reflected in our 
simulation. Thus, 2D SWE cannot correctly represent the damping of a standing wave without an 
additional modeling term to represent the viscous term which is partially lost in the depth averaging 
process.  
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Figure 4 Viscous simulation results.  analytical solution, simulation. 
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