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１度パブリッシュされたものは、２度と書き直せないのだよ」とご忠告をいただいたことである。
このご指摘は、私自身が論文作成等の際に今でも気をつけている、大事な留意事項としている。






















「The Determination of Interest Rates in Japan, 1967–1978」『経済研究』第32巻１号, 1981.1





















































































































Generations Model; OLG) はこのような現実を考慮したモデルである。モデルを最初に考案した
サムエルソン (1958) は、２世代を仮定して不換紙幣の経済的役割について論じた。またダイア





































ρρ      (1)
s.t. dat = ( yt + rat - ct)dt
 dyt = µ (yt)dt + σ ( yt)dWt,      ut ∈ [y1, y 2]
 at ≥ 0,  φ (aT ) ≥ 0
ここでφ (aT ) は遺産の効用を表し、ρ  ≥ 0 は主観的割引率である。動的計画法を適用すると、ベ
ルマン方程式は
 ρ V(a, y, t) = max
c




























となる。V(a, y, t) は t 歳のときの value function である。消費の最適条件は
 u'(c) = Va(a, y, t )        (3)
である。消費は資産と所得の関数であり、c(a, y, t) とする。貯蓄は
 s(a, y, t) =  y + ra- c(a, y, t ) 
で与えられる。ただし、t = T では
  V(a, y, T ) = φ (aT )       (4)
となる。a ≥ 0 によりつぎの条件を満たす必要がある。
 Va(0, y, t ) ≥ uc( y )        (5)
また計算の都合上、a ≤ a- とする。このため
 Va(a-, y, t) ≤ uc( y + ra-)       (7)
という条件を課す。さらに所得の上限と下限では
 ∂yV(a, y1, t) = 0        (8)
 ∂yV(a, y2, t) = 0
とする。
　所得はつぎの算術ブラウン運動にしたがう2)。
 dyt = -θ ( yt - µ )dt + σ dWt       (9)
θ  > 0 であり、所得は平均µ に回帰する性質がある。定常状態における所得と資産の分布を
g(a, y, t) と表す。g(a, y, t) はつぎのコルモゴロフ方程式を満たす。
















dadytyag        (11)
も満たさなければならない。第 T 世代は資産を残すので




いくつかの方法があるが、ここでは Achdou 他 (2017) のプログラムを利用できる差分法を用い
ることにした。最初に資産と所得を ai , i = 1,...,I と y j, j = 1,..., J で離散化し、年齢を tn, n = 1,..., N 












































++= +++ρ      (12)
と表される。右辺の An+1 は離散化した (at, y t) の推移行列である。これは 1階の差分方程式であ














 tIg n ∆−=+ (1 1))( −TnA ng       (13)








































と表すこともできる。q(a, y) は全世代の資産と所得を合計したものである。S(r) は利子率の増加
関数であり、利子率が高くなると貯蓄は増加する。資産に対する（海外からの）需要を D とす
ると、資産市場の均衡条件は
 S(r) = D         (14)
 季刊　創　価　経　済　論　集　　　　Vol. XLIX, No. 1・2・3・4






)( −=    
 φ (a) = 0.3log(0.001 + a)
係数の 0.3 は遺産動機の強さを表すパラメータである。
　つぎのステップを実行して数値解を求めた。
[ ステップ 1] r = r 0 と第0世代の資産と所得の分布を設定する。
[ ステップ 2] (11) と (12) 式から V ni,j と g ni,j を求める。




















 を求めて |S new- D| ≤ ε であれば終了する。そうでなければ２分法にしたがっ





　モデルのパラメータを T = 80, ρ = 0.05, θ = 0.8, µ = 1, σ = 0.2 とした。所得と資産を 0.5 ≤ y ≤ 
1.5, 0 ≤ a ≤ 10 の区間にとり、 I = 100 , J = 30 の分点で近似する。資産に対する需要は D = 1 とす
る。Δt = 0.5 として 160世代が重複している。前節のアルゴリズムを実行した結果、均衡利子率


















 dzt = -θ (zt - µ )dt + σ dWt,     z t ∈ [z1, z2]
現役世代の予算制約は
 dat = ((1 - τ )wt zt + rt at - ct)dt      (15)
図1 消費関数と貯蓄関数
図2 資産のプロファイル
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と表される。τ は税率で wt は実質賃金である。退職したあとは
 dat = (rt at + b - ct)dt
となる。b は現役時の賃金と無関係に支給される年金である。政府は労働所得に課税して年金の
財源とする。b = 3τ w とすれば税収と支出は等しくなる。税率をτ  = 0.2 に固定し、賃金の変動に
合わせて年金を調整するシステムを想定する。代表的企業は利潤 



















 Y = AKαL1-α
とすると
 w = A(1 - α )KαL-α       (16)
 r = Aα Kα-1L1-α  - δ
となる。60歳になると退職するので L = 2 / 3 である。
資本市場の均衡条件は 












1      (17)
と表される。定常状態では資産と生産性の分布は変わらない。このため総資産と賃金、利子率は
一定となる。以下の手順でモデルの数値解を求めた。
[ ステップ 1] 第0世代の資産と生産性の分布、および総資産と賃金、利子率の初期値を設定
する。
[ ステップ 2] 現役世代と退役世代について  V ni,j と g ni,j を求める。
[ ステップ 3] 総資本















 を計算する。|K new- K old| ≤ ε  であれば終了し、そうでなければ 
      K 1 = ω K old + (1 - ω )K new   
 に調整する。(16) 式から賃金と利子率を計算し、第0世代の資産と所得の分
布を調整してステップ 2 へ戻る。
　パラメータの値は前節と変わらない。ただし  α = 0. 3,  δ = 0. 1,  τ  = 0.2 とする。上のアルゴリズ






る。世代別にみると、現役世代は 0.65 で退役世代は 0.57 となる。これは退職すると所得格差が
縮小するからである。格差をもたらすもうひとつの要因は全要素生産性である。全要素生産性を
A = 1.0,1.2,1.4,1.6,1.8,2.0 とすると、ジニ係数は 0.62,0.51,0.40,0.29,0.20,0.14 と低くなる。したがっ
て全要素生産性が上昇すれば資産格差は小さくなる。逆に生産性が低下すれば格差は拡大する。
第三の要因は親の遺産である。遺産の効用関数
 φ (a) = η  log(0.001 + a)
の係数η が大きくなると遺産は増える。遺産の影響を見るために、η  = 0.001,0.05,0.1,0.2,0.3,0.4 と






















ρρ       (18)
を最大化する。ここで lt は労働供給を表し、予算制約は
 現役世代 : dat = ((1 - τ )wz t l t + rat - ct)dt
 退役世代 : dat = (rt a t + b - ct)dt      (19)
となる。労働生産性 zt はつぎの確率過程にしたがう。









 φ (a) = 0.3log(0.01 + a)
とした。この場合、HJB 方程式とコルモゴロフ方程式は
 ρ V(a, z, t) = max
c,l










µθ +−∂−−∂=  (20)
となる。消費と労働供給の最適条件は
 uc(c, l ) = Va(a, z, t)
図4 資産の分布
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 l = (1 - τ )wzVa(a, z, t)
となる。これらの式から Va を消去すると
 lc 2 = (1 - τ )wz
が成り立つ。s = 0 であれば、c = (1 - τ )wzl + ra より
 l((1 - τ )wzl + ra)2 = (1 - τ )wz
となる。この式から労働供給を求めることができる 5)。最適労働供給は資産と生産性の関数であ
り、∂l / ∂a < 0 となる。生産要素市場では次式が成り立つ。
 w = A(1 - α ) K αL-α   
 r = Aα Kα -1L1-α - δ   
市場均衡では (17) に加えて



























A = 1 の場合で、破線は A = 1.2 の場合である。一般にライフサイクルモデルでは資産は退職する
まで増加してその後は減少するが、この場合も同じパターンにしたがう。生産性が高くなると曲
線は上にシフトする。このため総資産は 3.447 から 4.053 に増加する。図６は労働供給を示して
いる。生産性が低いとき、労働供給は第0世代の 1.1203 から最終世代の 0.884 に減少し、生産性
が高くなると 1.031 から 0.790 に減少する。労働需要は増加するが、資産の増加で労働供給が減
少するからである。計算結果を要約すると、全要素生産性が上昇すると資本は増加して労働供給
















と定義しよう。生産性の上昇により、総効用は U = -1.382 から -1.152 に改善する。同時に資産
格差も縮小して、ジニ係数は 0.38 から 0.30 に低下する。このように全要素生産性は総生産と資
産の分布に強い影響を与える。税率の影響も無視できない。税率をτ  = 0.2 からτ  = 0.1 に引き下
げると、労働供給は 0.758 に増加し、資本は 3.862 に拡大する。このため総生産は 1.235 となり、
総効用は U = -1.362 と高くなる。したがって減税により経済パフォーマンスは改善する。 





















4) 詳細は釜 (2018) の第11章を参照せよ。
5) 方程式の根は Matlab の fzero 関数で求めた。
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　連続時間ファイナンス理論 Continuous-Time Finance Theory と呼ばれる研究分野の形成と飛躍























f x t u t dt B x T
 
 subject to









Principle of Optimality of Dynamic Programming という。R. ベルマン[2]『ダイナミック・プログラ
ミング』東京図書、1973年を参照。
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 　　　   00 :x x given
   :x T free
 T : given  
を考える。




f x t u t dt B x T   を最大にする制御 を   0
T
u t  を最適 制御、それに
対応する状態の時間経路を最適経路制御、それに対応する状態の時間   
0
T
x t  を最適経路といい、最適制御と最といい、最適制御と最適経路の対を、最適制御問題
の最適解 適経路の対を、最適制御問題の       , : 0, ,u t x t t T u U    4 4という。
　任意の時点 t∈[0,T] の点 x( t ) = x t を初期状態とする最適制御問題の値関数 value function を
 　　　   
  




J x t t f x u d B x T

   
 subject to  subje       , ,x f x u     
                            : ,tx t x given  
   :x T free
 T : given  
と定義する。
 　　　   
  




J x t t f x u d B x T

     
計画期間 [t ,T ] を２つの部分計画期間  [t, t + dt ] , [t+dt,T ] に分けて表せば、
 　　　 
  




f x u d f x u d B x T

     


   




    
  
        0 0max , max ,t dt T
t t dt
t dt T
t t dtu u
f x u d f x u d B x T
 




















   
 　　　
  














       
 










u t U i i
J Jf x t u t f
x t 
   
       
  
これを、ハミルトン・ヤコビ・ベルマンの偏微分方程式 Hamilton・Jacobi・Bellman Partial 
differential equation あるいは単にベルマン方程式 Bellman equation という。
 J(x(t),t) の T における境界条件は、
 　　　   
  




J x T T f x u d B x T B x T














f x t u t dt B x T  
 subject to 
       , ,x t f x t u t
        
 
00 : ,x x given
   :x T free
 T : given  
の最適制御   0
T
u t  は、最大値条件 
 
　　　
           0
1









      

                   
 
         0
1
                  max , ,
n
i
u t U i i
J Jf x t u t f x t u t
x t 
   
       

 
                    = 0
を満足しなければならない5。
定理2





00 : ,x x given
   :x T free
 T : given  
を満たす任意の解をを満たす任意の解を       , : 0, ,x t u t t T u U  とする。する。
5 最大値条件は、最適解（最適経路と最適制御の組）であるための必要条件である。
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00 : ,x x given
   :x T free









u t U i i
J Jf x t u t f
x t 
   
       

と J(x( t ),t ) の T における境界条件
 　　　      ,J x T T B x T
を満たす解をを満たす       , : 0, ,x t u t t T u U    とする。ここに、する。こ に、
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u t U i i
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   
         

















f x t u t dt B x T  
 subject to 
       , ,x t f x t u t
        
 
00 : ,x x given
   :x T free
 T : given  
の最適解（最適経路と最適制御の組）である6。
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1
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1








     
    (1)
 
        





dJ x t t J x t t J x t tdx dt




                      
          
1
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J x t t J x t t












 , 0 ,0 .
nT i
i i
J x t t J x t t
J x T T J x f x t u t dt
x t
             
  ,  (2)
同様に





 , 0 ,0 ,
nT i
i i
J x t t J x t t





             
  (3)
      , : 0, ,x t u t t T u U   ととと       , : 0, ,x t u t t T u U     はいずれも いずれも
 　　　   00 :x x given
を満たすので
 　　　     00 0 :x x x given 
であり
 　　　      0 ,0 0 ,0J x J x  　　　　　　　　　　　　　　　　　　　　　      (4)
不等式 (1) の両辺を、[0,T ] の上で積分すれば、






J Jf x t u t dt f x t u t x t t dt
x t
    

           
 
             0
0 0
1
, , ,  .      5
nT T i
i i
J Jf x t u t dt f x t u t x t t dt
x t
 
            
   (5)
(2),(3),(5) より
           0
0
,  , 0 ,0
T
f x t u t dt J x T T J x    
           0
0
, , 0 ,0  . 
T
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f x t u t dt J x T T  
 
　　　
       0
0
, ,  .                                                         6  
T
f x t u t dt J x T T 

  (6)
      , : 0, ,x t u t t T u U   と と       , : 0, ,x t u t t T u U     はいずれも いずれも境界条件を満たす
から








f x t u t dt B x T  
        0
0
,  .   
T
f x t u t dt B x T 


          証了
　
　次に、ハミルトン・ヤコビ・ベルマンの偏微分方程式を利用して連続時間で確定的な最適制御
の ポ ン ト リ ヤ ー ギ ン の 最 大 値 原 理 Pontryagin-Type Deterministic Maximum Principle in 
Continuous-Time を導出する。いま、随伴ベクトル伴ベク   np t R  をを
 　　　  
        
1 2
, , ,
: , , ,                                  8
n
J x t t J x t t J x t t
p t
x x x
   
      
     (8)
と定義し、ハミルトン関数       , ,H x t p t u t を
 　　　                   0
1
















u t U i i
J Jf x t u t f x t u t
t x 
   
       

           
 




   max , ,
n
i
iu t U i
f x t u t p t f x t u t
 
 
    

            
              max , ,
u t U













H x t p t u t f x t u t p t f x t u t  

  
                 := ,H x t p t
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ここに、
           
 
: argmax , ,
u t U





                       , , , ,
v t U








         ,H x t p t を最大化ハミルトン関数という。上の式の両辺を化ハミルトン関数という。上の式の両辺を x i(t) で偏微分すれば、
  
    
 
    




        9
n
j
ji i j i
H x t p t H x t p t pJ
t x t x t p t x t
 

    
             
  (9)
となる。
(8) の両辺を時間 t で微分すれば、






j i j i
J Jp t x t
x x x t
  
       
   1, ,i n   
(9) を用いて、





j jj i j i
pp H Hf t




    
      
最大化ハミルトン関数 最大化ハミルトン     ,H x t p t を p j( t ) で偏微分すれば、
 　　　 , 1, , .
j
j







 　　　　 , , 1, , .
ji
j i












j jj i j i
pp H Hp t f t




    
    
              
1




j jj i i





    
     









時点 T の境界条件       ,J x T T B x T  の両辺を xi(T ) で偏微分すれば、
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 　　　        , , 1, , .i
i i
J x T T B x T



















f x t u t dt B x T
 subject to
       , ,x t f x t u t
        
 
00 : ,x x given
   :x T free
 T : given  
の最適解が の         , : 0. ,x t u t t T u t U    であるとする。このとき随伴方程式,  する。このとき随伴方程式
 　　　   , 1, ,i
i





   
の連続な解 の連続な  ip t が存在し、 在し、が存在し    0, , 0 ,p t    かつ次の条件を満たす。 かつ次の条件を満たす。
　1°  任意の  t∈[0,T ] に対して、
 　　　  
                  max , , , , ,
u t
H x t p t u t H x t p t u t H x t p t       
ここに、







H f x t u t p t f x t u t

   
　2° 　  
  
, 1, , .i
i
B x T






　定理3 において、1° を最大値条件、2° を横断性条件という。
   , 1, ,i
i





   
をハミルトン正準方程式という。最大化ハミルトン関数を時間 t∈[0,T ] で微分すれば、任意の 
t∈[0,T ] に対して、
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dx t dp td H HH x t p t







        1 1
                               =
0.
n n
i ii i i i
H H H H
x p p x
   
 
    
















f x t u t dt B x T
 subject to
       , ,x t f x t u t
        
 
00 : ,x x given
   :x T free
 T : given  





　連続時間の確率過程 　連続時間の       1 , , nx t x t x t  は、次の確率微分方程式 微分方程式
 　　　            
1








dx t f x t t dt x t t dz t i n

      (10)
        
 
00 : ,x x given        (11)
の解過程であるとする。ここに、     1, , 1, ,iih i idz t i n h n   は、標準ウィナ－ー過程  iihz t の確率微分で、 
率微分で、
 　　　   0, 1, , , =1, ,                                                  12
it ih i i
E dz t i n h n            (12)
7　 T：free（自由終了時間）の場合は、最大化ハミルトン関数の値は、に対する最大化ハミルトン関数     ,H x t p t  は、計画期間 = 0  
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   2 , 1, , , =1, ,                                             13it ih i iE dz t dt i n h n             (13)
 
　　　
   0, 3, 4, , 1, , , =1, ,                             14i
n
t ih i iE dz t n i n h n      
      (14)
 
　　　
  0, 1, , , =1, ,            
it ih i i
E dtdz t i n h n
 
            (15)
 
 
       , , 1, , , =1, , , =1, ,   16  
i j i jt ih jh ih jh i i j j
E dz t dz t t dt i j n h n h n         (1 )
なる性質を持つ。ただし、ここに、なる性質を持つ。ただし、ここ  i jih jh t は、  iihdz t と   jjhdz t の相関係数を 、E t は条件付
き期待演算子を示している。
　確率過程       1 , , nx t x t x t  に対する伊藤の公式を導出する。そのために必藤の公式を導出する。そのために必要な補題を先ず
述べる。
補題1　標準ウィナー過程  iihz t の確率微分で、  は、  iihdz t とに対して、
 　　　   2 , 1, , , 1, ,iih i idz t dt i n h n    　　　　　　　　　      (17)
証明　(13),(14) および (dt)2 = 0 より、
 　　　           
22 4 2 20 0.
i i it ih t ih t ih
V dz t E dz t E dz t dt                      
 
よって 8、
 　　　      2 2 .i iih ihdz t E dz t dt     　　　　　　　　　　　　　　
        証了
補題2　標準ウィナー過程  iihz t の確率微分で、  は、  iihdz t と に対して、
 　　　   0, 1, , , 1, , .iih i idz t dt i n h n    　　　　　　　　　　     (18)
証明　(12),(13), (dt)2 = 0 より
        22i i it ih t ih t ihV dz t dt E dz t dt E dz t dt          
                                    222 2                      i it ih t ihdt E dz t dt E dz t
 
        
 
                                2 2 32     0 0dt dt dt dt
 
   
これと (15) より、より     0
i iih t ih
dz t dt E dz t dt    　　　　　　　　　
        証了
8 例えば、柳川堯 [34]『統計数学』近代科学社、1990年、52頁の定理4.8 の (3) 参照。
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補題3　２つの標準ウィナー過程  iihz t の確率微分で、 ,  ,i jih jhz t z t  の確率微分をそれぞれ の確率微分をそれぞれ は、  iihdz t と , と  jjhdz t の相関係数をとし、
は、  
iih
dz t と  jjhdz t の相関係数を関係数を
 
           
   
i i j j
i j
i j
t ih t ih jh t jh
ih jh
t ih t jh
E dz t E dz t dz t E dz t
t
V dz t V dz t

    
     
 とする。 。
このとき、
 　　　       , , 1, , , 1, ,                        19i j i jih jh ih jh j jdz t dz t t dt i j n h n       (19)
証明　(12) より、
              ,i j i i j jt ih jh t ih t ih jh t jhCov dz t dz t E dz t E dz t dz t E dz t             
                                                                                                      20
i jt ih jh
E dz t dz t
 
     (20)
(12),(13) より、
 　　　        22 0 .i i it ih t ih t ihV dz t E dz t E dz t dt dt               
これより、
  
           
   
i i j j
i j
i j
t ih t ih jh t jh
ih jh
t ih t jh
E dz t E dz t dz t E dz t
t
V dz t V dz t

    
     
  
       ,
              i j i j
t ih jh t ih jhE dz t dz t Cov dz t dz t
dtdt dt
       
よって、
 　　　      ,  .
i j i jt ih jh ih jh
Cov dz t dz t t dt   
これと (20) より
 　　　            ,                 21
i j i j i jt ih jh t ih jh ih jh
E dz t dz t Cov dz t dz t t dt           (21)
(21), (dt)2 = 0,  補題1 の (17) より、
              
 
22
i j i j i jt ih jh t ih jh t ih jh
V dz t dz t E dz t dz t E dz t dz t          
                222                             i j i jt ih jh t ih jhE dz t dz t E dz t dz t
 
        
      
 
         2 22                             1i j i jt ih jh ih jhE dt dt t dt dt t 
 




 季刊　創　価　経　済　論　集　　　　Vol. XLIX, No. 1・2・3・4
これと (21) から9、
 　　　            i j i j i jih jh t ih jh ih jhdz t dz t E dz t dz t t dt    　　　　　   証了
補題4　確率微分方程式 (10) に対して、
 　　　   0, 1, , .                                                                22idtdx t i n          (22)
証明 (dt)2 = 0 と補題2 の (18) により、
 
　　　










dtdx t dt f x t t dt x t t dz t

 
   
 

                        2
1
















         証了
補題5　確率微分方程式 (10) に対して、
 　　　            
1 1
, ,  ,  , 1, ,
ji
i j i j
i j
nn
i j ih jh ih jh
h h
dx t dx t x t t x t t t i j n  
 
  
証明 (10), (dt) = 0  補題2 の (18)，補題3 の (19) から、








i j ih ih jh jh
h h
dx t dx t f x t t dt dz t f x t t dt dz t 
 
  
       
 










f x t t f x t t dt f x t t dz t dt

 
     
 









ih ih ih ih jh jh
h h h
f x t t dz t dt dz t dz t  
  
 
    
           
  
　




i j i j
i j
nn
ih jh ih jh
h h








i j i j
i j
nn
ih jh ih jh
h h
x t t x t t t dt  
 

         証了
9  例えば、柳川堯 [34]『統計数学』近代科学社、1990年、 52頁の定理4.8 の (3) 参照。
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定理5（伊藤の公式10 Ito’s formula）確率過程 x(t) を確率微分方程式 (10) の解とし、F(t, x( t )) を、
t に関して１回連続微分可能、x に関して２回連続微分可能な任意のスカラー関数とする。
このとき、確率過程 F(t, x( t )) の確率微分 dF は、
           
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              
1 1







F x t t
 
       (24)
である。ただし、ここに、である。ただし、ここ
2
, , , , 1, ,t i ij
i i j
F F FF F F i j n
t x x x
  
   
   
  とする。 とする。
証明の概略
 　　　    0 2,3, ,kdt k   補題4の, 補題4 の (22) 補題5 の (23) から
 　　　   
1




dt dx F t x t k
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t i i ij i j
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dF Fdt Fdx F dx dx
  
      
(10) と補題5 の (23) から、
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1   , ,
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ij ih jh ih jh
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F x t t x t t t dt  
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t i ij ih jh ih jh
i i j h h
F F f x t t F x t t x t t t dt  
    
 















         証了
　いま、定理5 の F(t, x( t )) の期待時間変化率を
10 伊藤清 企画・監修 渡辺信三・重川一郎 編 [13]『確率論ハンドブック』丸善出版、2012年、定理
1.53、79頁　あるいは谷口説男 [31]『確率微分方程式』共立出版、2016年、定理4.13、94-100頁を
参照。
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, : lim t
dx
E dF t x t
F t x t
dt
   　　　　　　　　　　　　　     (25)
と定義し、微分生成作用素を
               
2
1 1 1 1 1
1: , , ,
2
ji




ih jh ih jh
i i j h hi i j
L f x t t x t t x t t t
x x x
  
    
  
    
    
    (26)
と定義する。
定理6　確率過程 x( t ) を、確率微分方程式 (10),(11) の解とする。このとき、
 　　　          , , ,tF t x t F t x t L F t x t   　　　　　　　　　　　　     (27)
が成立する。
証明　(12) と定理5 の (24) より、
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 　　　          , , ,tF t x t F t x t L F t x t   　　　　　   証了
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定理7（デンキンの公式 Dynkin’s formula）確率過程 x( t ) を確率微分方程式 (10) の解とし、
F(t, x( t )) を、t に関して１回連続微分可能、x に関して２回連続微分可能な任意のスカラー関数
とする。このとき、0 ≤ s ≤ t に対して、 に対   ,sE F t x t    が存在すれば、
 　　　               , , , ,   28ts s sE F t x t F s x s E F x L F x d               (28)
が成り立つ。
証明　定理5 の (24) と微分生成作用素も定義 (26) から、dF を微分生成作用素を用いて表せば、
           
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F x t t dz t
 

       
1 1 1





t i ih ih i
i h h
F L F dt F x t t dz t F
  







x t t dz t


となるので、この積分形式は、0 ≤ s ≤ t に対して、
             , , , ,t
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F t x t F s x s F x L F x d         
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             , , , ,ts s sE F t x t F s x s E F x L F x d             
                                                                    
1 1
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 　　　        , , 0
i i
t
s i ih ihs
E F x x dz        
より、
             , , , ,ts s sE F t x t F s x s E F x L F x d              　
         証了
11 伊籐清 [11]『確率論』（現代数学14）岩波書店、1953年、339頁の定理64.1 の(1.5)  あるいは、B. エ
クセンダール『確率微分方程式　入門から応用まで』丸善出版、2012年、33頁の定理3.2.1 の (III)
参照。
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Ⅱ-2　連続時間で確率的な最適制御のハミルトン・ヤコビ・ベルマン方程式
　制御ベクトル u( t ) ∈ U（制御領域）を含む状態ベクトル x( t ) の確率微分方程式
                
1








dx t f x t u t t dt x t u t t dz t i n

     (10)
 
       
 
00 : ,x x given        (11)
    :                                                                                       29Tx T x free         (29)
 T : given          (30)
を制約条件とし、ボルツア型の目的関数
 　　        00 0 , , ,
T
E f x t u t t dt B x T T         (31)
を制御 を制御   0
T
u t  に関して最大化せよという、固定始点・自由終点・固定計画期間固定始点・自由終点・固定計画期間をもつ非自律
的12・ボルツア型の連続時間で確率的な最適制御問題を考える。
ここに、   , 1, , , 1, ,
iih i i
dz t i n h n    は、標準ウイナ－過程、標準ウイナー過程  iihz t の確率微分で、 前節の (12),(13), 
(14),(15),(16),(17),(18) および (19) なる性質をもつ。
　任意の時点  t∈[0,T ] における x( t ) = xT を初期状態とする最値関数  J( x( t ), t ) を、
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  
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dx t f x t u t t dt x t u t t dz t















    J(x( t ),t ) は十分滑らかな関数であると仮定する。
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12             0 ,  1, ,  ,  1, , ,
i
i
ih i if f i n h n B    が陽表的に、時間
む。
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             0 0max , , , , ,T
t
t dt T
t t dtt t dtu
E f x u d E f x u d B x T T

       

 




    
  




t t dtt t dtu u
E f x u d E f x u d B x T T
 




             
 
 J( x( t + dt ), t +dt ) の定義により
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             
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0max , , , ,tu t U E f x t u t t dt O dt J x t dt x dt J x t t




             0max , , , , .tu t U f x t u t t dt O dt E J x t dt x dt J x t t        
13 舟木直久 [9]『確率論』朝倉書店、2004年。命題3.29 の (4)、91頁。谷口説男・松本裕行 [32]『確
率解析』培風館、2013年、定理1.4.1 の (6) 1.4.1、11頁。または、谷口説男 [31]『確率微分方程式』
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両辺を dt(> 0) で割ると
 　　　
 
            0 10 max , , , , .tu t U
O dt
f x t u t t dt E J x t dt x dt J x t t
dt dt
 
        
 




          0
0
10 max , , lim , ,tdtu t U f x t u t t dt E J x t dt x dt J x t tdt




       0
0
10 max , , lim , .tdtu t U f x t u t t dt E dJ x t tdt
 
      
(25) により、
 　　　  
        00 max , , ,
u t U
f x t u t t dt J x t t

  
定理6 の (27) を適用して
 　　　  
            00 max , , , , .utu t U f x t u t t dt J x t t L J x t t   　　　 (33)
ここに、Lu( J(x( t ),t )) は、制御ベクトル u( t )∈U を含む確率微分方程式 (10) に対する微分生成
作用素
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    
           
  1 2
1 1 1 1
, ,
,
, , , ,
ji






ih jh ih jh
i j h h i j
f x t u t t
x
J x t t




   
 
    
 







   
  
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            (35)
である。














E f x t u t t dt B x T T   
 subject to
 






























の最適制御   0
T
u t  は、最大値条件は、
最大値条件：任意の  t∈[0,T ] に対して、
 
　　　
           
  





            0  max , , , ,            36tu t U f x t u t t dt J x t t L J x t t    (36)
と
境界条件： 境界条      , ,J x T T B x T T  　　　　　　　　　　　　　      (35)
を満足していなければならない15。
定理9　制御ベクトル u( t ) ∈ U を含む状態ベクトル x( t ) の確率微分方程式 (10)、その初期条件
(11)、終端条件 (29) および計画期間に関する (30)、最大値条件 (36) および境界条件 (35) を満た
す解 を満た          , : 0, ,x t u t t T u t U    は、定理 定理8 の固定始点・自由終点・固定計画期間をもつ
非自律的・ボルツア型の連続時間確率的最適制御問題の最適解である16。 




           
      




           0 , , , , .                             37tf x t u t t J t x t L J t x t      (37)
15 最大値条件と境界条件は、最適制御であるための必要条件である。
16 最大値条件と境界条件は、最適制御であるための十分条件である。
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定理7（デンキンの公式）から ,  J ( x( t ), t ) に対して、
 　　　               0 0 0, 0 ,0 , ,    38
T u
tE J x T T J x E J x t t L J x t t          (38)
また J ( x*( t ), t ) に対して、
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tE J x T T J x E J x t t L J x t t
             (39)
がそれぞれ成り立つ。ここに、がそれぞれ成り立つ。こ    ,uL J x t t  は、
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　２つの解つの解         , : 0, ,x t u t t T u t U  と         , : 0, ,x t u t t T u t U    は、、ともに
(11) を満たすので、
     00 0 :x x x given 
であるから、
 　　　        00 ,0 0 ,0 ,0                                                   41J x J x J x       (41)
(37) の両辺を計画期間 [0,T ] にわたって積分し期待値をとれば、
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tE f x t u t t dt E J t x t L J t x t dt
     
            00 00 0, , , ,        . 
T T






          00 00 , , , 0 ,0
T
E f x t u t t dt E J x T T J x     
 
　　　
          00 00 , , , 0 ,0        . 
T
E f x t u t t dt E J x T T J x    

  .
これと (41) および２つの解         , : 0, ,x t u t t T u t U  と          , : 0, ,x t u t t T u t U    がともに
がともに (35) を満たすから、
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T T
E f x t u t t dt B x T T E f x t u t t dt B x T T      
         証了
Ⅱ-3　連続時間で確率的な最適制御のポントリヤーギン・タイプの最大値原理
　Ⅱ- 2 の連続時間で確率的な最適制御のハミルトン・ヤコビ・ベルマン方程式 (33) を用いて連
続時間で確率的な最適制御のポントリヤーギン・タイプの最大値原理 Pontryagin-Type Stochastic 
Maximum Principle in Continuous-Time を導出する。
　いま、随伴ベクトル　いま、随伴       1 , , np t p t p t  を
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　Ⅱ- 2 の (33),(34) から




        
max , , ,
u t U
p t
H x t p t u t
x t
 
    
 
 　　　　　　　　　　         
, , ,
p t
H x t p t u t
x t
     
 　　　　　　　　　　       
, ,  .
p t
H x t p t
x t
      
　　　　　　　　　　　      (43)
17  Malliaris, A. G. and W. A. Brock[20]  Stochastic Methods in Economics and Finance, North-Holland の
110頁の (10.13) に倣う。
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ただし、それぞれ
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H x t p t
x t
     
と定義している。(43) の最右辺 の最       
, ,
p t
H x t p t
x t
     
を連続時間で確率的な最適 時間で確率的な最適制御問題の
最大化ハミルトニアンという。
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となる。ここに、
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を仮定した。
　 pi( t ) の確率微分 dpi( t ) は、定理5 を適用して、
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境界条件 (35) の両辺を x i(T ) で偏微分すれば、(42) より




, 1, , .i
i i
J x T T B x T T
p T i n





確率的最適制御のハミルトン関数 (42) の両辺を pi( t ) で偏微分すれば、
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であるから、制御ベクトル u( t ) ∈ U を含む、状態ベクトル x( t ) の確率微分方程式 (10) は、
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の最適解が の         , : 0, ,x t u t t T u t U    であるとする。このとき、随伴方程式 する。このとき、随伴方程式
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を満足する随伴ベクトル p( t ) が存在し、次の条件を満たす。
1°   任意の t∈[0,T ] に対して
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Effects of Climate Change on Sri Lankan Rice Production and Economy 
—Applied General Equilibrium Approach—
齋藤 之美1・齋藤 勝宏2・佐藤 秀保3 
チャトラ ワインツンガ 4
Konomi SAITO, Katsuhiro SAITO, Hideyasu SATO  




あたり GDP は 2000年の固定価格表示で 3,850米ドル、経済成長率は年率3.3％を記録している。








期、５月から９月にかけて作付される時期を Yala 期という。降水量が多い Maha 期がメインと
なる。実際、県別 (district) の稲の作付面積を見ると一般に Maha 期の作付面積の方が Yala 期の
作付面積よりも多い傾向にあるが、Yala 期の降水量に恵まれている西部州や南部州では両期に作
付面積がほぼ等しい県もある。主な農産物はコメであるため、乾燥地帯での貧困率が高い傾向に
1  創価大学 経済学部
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3  一橋大学 経済研究所
4  Faculty of Animal Science and Export Agriculture, Uva Wellassa University  

















































































































































































(Mendelsohn et al. 2001)。以下では、数少ない研究の中から、気候変化がスリランカの農業生産
へ及ぼす影響について考察したものを展望したい。
　Eriyagama and Smakhtin (2009) はスリランカの平均気温が、北東モンスーン（11月～２月）
で約2.9度、南西モンスーン（５月～９月）で約2.5度上昇するだろうと予測している。また、降




測されている。加えて、Fernando and Chandrapala (1992)、Chandrapala (1996,1997)、Domroes 
(1996) などの研究によると、スリランカの降水量はこれまでも徐々に減少してきているとい
う。例えば、1931年から 1960年の年間平均降水量は 2005mm だったが、1961年から 1990年の
年平均降水量は 1861mm まで減少してきている (Domroes and Schaefer, 2000)。一方、Madduma 
Bandara and Wickramagamage (2004) は、Nuwara Eliya の周囲の中央丘陵地帯の集水域を対象と
する研究では、1900年から 2002年にかけて年間降水量が有意な下降トレンドを示すことを明ら
かにしている。







結果が得られている。Kurukulasuriya and Ajwad (2007) も、Seo et al. (2005) と同様に Ricardian 
method を応用して、気候変化が小規模農家に及ぼす影響について推計し、農家の所得変動の半
5  推計式は、NRi = a0 + ∑ s( asTs + bsT 2s + cs Ps + ds P 2s ) + ∑ c f c Zc  + ε 。但し、T は気温、P は降水量、
Z は地域属性を表す。また、s は季節を表す添字である。







　Ricardian アプローチを使った Seo et al. (2005)、Kurukulasuriya and Ajwad (2007) は気候変化
が農業所得に及ぼす影響を推計するものであり、個々の農産物の生産量に及ぼす影響について検
討したものではなかった。では、気候変化が個々の農産物生産量に及ぼす影響はどうであろうか。
Wijeratne et al. (2007) は、茶の生産性への影響を評価している。茶の生産にとっての最適気温は
22度であること、月間降水量が 100mm 減少すると１ha 当たりの茶葉生産が 30kg ～ 80kg 減少






　Peiris et al. (2008) はココナッツの統合型の作物収量モデルを援用し、2040年以降のココナッ
ツ生産は国内消費を満たすに十分ではないことを示している。また、気温の上昇によりココナッ
ツの病害虫が発生しやすくなるので、害虫駆除に関する投資を増やす必要があると警告している。
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予想される。さらに、Seo et al. (2005) の Ricardian アプローチでの地域別影響の表地域別（Table 
2 in p.586及び Table 6 in p.589）を見ると、Kilinochchi 地区の農業所得は稲作のみから構成され
ており、当該地区での気候変化による農業所得へのインパクトは－17％である。データは 2015
年ではないが、2012年の１ha 当たりの年平均コメ生産費を見ると、収入が 143,603 rupee、費用
が 56,005 rupee である。収入 / 農業所得は 1.64、費用 / 農業所得は 0.64 となる。ベンチマーク
年次の農業所得が 336 million rupee なので、生産費から得られる比率を使って推計 (guesstimate) 
すると、収入は 551 million rupee,　費用は 215 million rupee となる。気候変化により費用構造及










7  社会会計表の構造については、例えば齋藤 (2012) を参照のこと。
8  https://www.gtap.agecon.purdue.edu/databases/default.asp
     表１　コメの収量関数の推計結果
 Trend 降水量 気温 Adj.--R2 d.w. Est Period
インド
0.02 0.04 -- 1.99 0.47 1.92 AR2 62 -- 00
3.57 0.59 -- 2.35
パキスタン
0.02 -- 0.01 0.32 0.00 1.97 OLS 62 -- 94
1.41 -- 0.57 0.93
バングラデッシュ
0.02 0.06 0.19 0.29 1.87 AR1 62 -- 90
2.33 1.23 0.27
インドネシア
0.03 -- 0.04 -- 0.10 -- 0.05 1.80 OLS 62 -- 90
3.93 -- 0.80 -- 0.25
タイ
0.01 0.10 0.24 0.35 1.92 AR2 62 -- 00
2.10 1.42 0.22
マレーシア
0.01 0.00 -- 0.33 -- 0.03 2.09 OLS 62 -- 00
1.08 -- 0.17 -- 0.92
         出所：Furuya and Koyama (2005)
         上段は推計値、下段は t 値である。また、Est は推計方法を示す。
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10 多段階 CES 型集計関数を前提とするため、それぞれの段階の集計関数内では任意の２要素間の代
替の弾力性がすべて等しくなってしまうという点で若干条件の強い生産構造を仮定している点には
注意する必要がある。 
11 ホモセティック効用関数の問題については、例えば齋藤・齋藤 (2004) を参照のこと。
12  Sadoulet and de Janvry (1995) で紹介されている推計を利用して Frisch パラメーターを推計した。



















































10% 20% 30% 10% 20% 30%
資本 1.000 0.385 0.770 1.155 0.070 0.130 0.200
労働 1.000 0.868 1.736 2.604 0.080 0.170 0.250
農地 1.000 3.035 6.070 9.106 2.660 5.330 7.990





10% 20% 30% 10% 20% 30%
01  稲作 1.000 13.59 27.17 40.76 9.83 19.65 29.48
02  その他の穀物 1.000 0.12 0.23 0.35 0.00 0.00 0.00
03  野菜・果実 1.000 0.25 0.51 0.76 0.00 -- 0.01 -- 0.01
04  その他の作物 1.000 0.05 0.10 0.15 -- 0.02 -- 0.04 -- 0.06
05  畜産・酪農 1.000 0.37 0.75 1.12 0.03 0.07 0.10
06  林業・漁業・鉱業 1.000 0.08 0.16 0.24 0.02 0.03 0.05
07  加工食品 1.000 0.20 0.39 0.58 0.15 0.30 0.45
08  繊維・衣類 1.000 0.09 0.18 0.27 0.05 0.10 0.15
09  軽工業 1.000 0.20 0.41 0.61 0.04 0.08 0.12
10  重工業 1.000 0.08 0.17 0.25 0.03 0.05 0.08
11  建設・公益 1.000 0.56 1.11 1.67 0.07 0.14 0.20
12  運輸・通信 1.000 0.55 1.10 1.65 0.11 0.22 0.33
13  公務・サービス 1.000 0.78 1.55 2.33 0.16 0.32 0.48
   出所：著者によるシミュレーション結果
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るものの、消費量がそれほど大きく減少するわけではない。GDP の変化は表６にまとめた。名







10% 20% 30% 10% 20% 30%
01  稲作 1.000 13.37 26.75 40.12 9.67 19.34 29.02
02  その他の穀物 1.000 0.07 0.14 0.21 0.00 0.00 0.00
03  野菜・果実 1.000 0.22 0.44 0.67 0.00 -- 0.01 -- 0.01
04  その他の作物 1.000 0.05 0.10 0.14 -- 0.02 -- 0.04 -- 0.06
05  畜産・酪農 1.000 0.36 0.72 1.08 0.03 0.06 0.10
06  林業・漁業・鉱業 1.000 0.08 0.16 0.24 0.02 0.03 0.05
07  加工食品 1.000 0.17 0.33 0.50 0.13 0.26 0.38
08  繊維・衣類 1.000 0.08 0.15 0.23 0.04 0.09 0.13
09  軽工業 1.000 0.11 0.22 0.33 0.02 0.04 0.07
10  重工業 1.000 0.03 0.06 0.09 0.01 0.02 0.03
11  建設・公益 1.000 0.55 1.11 1.66 0.07 0.14 0.20
12  運輸・通信 1.000 0.51 1.01 1.52 0.10 0.20 0.30
13  公務・サービス 1.000 0.65 1.30 1.95 0.13 0.27 0.40





10% 20% 30% 10% 20% 30%
01  稲作 1801.5 -- 1.75 -- 3.49 -- 5.24 -- 1.32 -- 2.64 -- 3.96
02  その他の穀物 34.8 0.08 0.15 0.23 0.01 0.01 0.02
03  野菜・果実 3930.9 0.06 0.11 0.17 0.01 0.01 0.02
04  その他の作物 1181.3 0.08 0.16 0.24 0.01 0.02 0.03
05  畜産・酪農 886.6 0.06 0.12 0.18 0.00 0.01 0.01
06  林業・漁業・鉱業 1774.5 0.14 0.27 0.41 0.01 0.01 0.02
07  加工食品 7254.5 0.09 0.19 0.28 -- 0.02 -- 0.03 -- 0.05
08  繊維・衣類 2172.2 0.12 0.25 0.37 0.00 0.00 0.00
09  軽工業 1549.6 0.17 0.34 0.50 0.01 0.01 0.02
10  重工業 3474.5 0.20 0.40 0.59 0.01 0.02 0.03
11  建設・公益 1189.7 0.03 0.05 0.08 -- 0.01 -- 0.02 -- 0.03
12  運輸・通信 13189.2 0.05 0.10 0.15 -- 0.02 -- 0.04 -- 0.07
13  公務・サービス 4972.5 -- 0.01 -- 0.02 -- 0.02 -- 0.04 -- 0.07 -- 0.11


















10% 20% 30% 10% 20% 30%
名目 GDP 59,178 0.69 1.38 2.07 0.29 0.58 0.87
GDP デフレーター 1.000 0.92 1.85 2.77 0.42 0.85 1.27
実質 GDP 59,178 -- 0.23 -- 0.47 -- 0.70 -- 0.13 -- 0.27 -- 0.40
   出所：著者によるシミュレーション結果
表７　短期の資本報酬と長期の資本投入の変化率 （単位：million USD, ％）
短期 長期
Rental Price of  
Capital 基準値
収量減少率（％） 基準値  
(million USD)
収量減少率（％）
10% 20% 30% 10% 20% 30%
01 稲作 1.000 11.22 22.44 33.66 440.4 3.74 7.47 11.21
02 その他の穀物 1.000 -- 0.53 -- 1.07 -- 1.60 3.4 -- 0.06 -- 0.13 -- 0.19
03 野菜・果実 1.000 -- 0.10 -- 0.20 -- 0.30 621.6 -- 0.05 -- 0.10 -- 0.14
04 その他の作物 1.000 -- 0.49 -- 0.99 -- 1.48 659.5 -- 0.06 -- 0.12 -- 0.18
05 畜産・酪農 1.000 0.22 0.45 0.67 408.5 -- 0.10 -- 0.21 -- 0.31
06 林業・漁業・鉱業 1.000 -- 0.23 -- 0.47 -- 0.70 1375.3 -- 0.06 -- 0.11 -- 0.17
07 加工食品 1.000 -- 0.20 -- 0.39 -- 0.59 3430.8 -- 0.17 -- 0.33 -- 0.50
08 繊維・衣類 1.000 -- 0.40 -- 0.79 -- 1.19 1990.7 -- 0.26 -- 0.53 -- 0.79
09 軽工業 1.000 -- 0.08 -- 0.16 -- 0.23 681.2 -- 0.13 -- 0.26 -- 0.39
10 重工業 1.000 -- 0.21 -- 0.42 -- 0.63 2014.3 -- 0.12 -- 0.24 -- 0.36
11 建設・建設・公益 1.000 0.77 1.55 2.32 2101.8 -- 0.05 -- 0.09 -- 0.14
12 運輸・通信 1.000 0.47 0.95 1.42 10217.2 -- 0.08 -- 0.16 -- 0.24
13 公務・サービス 1.000 0.71 1.42 2.14 1138.8 -- 0.08 -- 0.15 -- 0.23
   出所：著者によるシミュレーション結果





（食料必要量 － 食料生産量）× 食料価格  ≤  所得 + 食料購入に利用可能な流動資産
食料必要量 = ひとりあたり必要量 × 世帯員数












ついてみておく。図３は Household Income and Expenditure Survey 2012/2013 の個票を使って
作成したひとり１ヶ月あたりの所得とひとりあたり支出額をプロットしたものである。スリラ






10% 20% 30% 10% 20% 30%
01 稲作 1.000 22.53 45.06 67.60 19.34 38.68 58.02
02 その他の穀物 1.000 -- 0.53 -- 1.07 -- 1.60 -- 0.17 -- 0.34 -- 0.52
03 野菜・果実 1.000 -- 0.10 -- 0.20 -- 0.30 -- 0.12 -- 0.23 -- 0.35
04 その他の作物 1.000 -- 0.49 -- 0.99 -- 1.48 -- 0.16 -- 0.32 -- 0.49
05 畜産・酪農 1.000 0.22 0.45 0.67 -- 0.13 -- 0.27 -- 0.40
06 林業・漁業・鉱業 1.000 -- 0.23 -- 0.47 -- 0.70 -- 0.21 -- 0.42 -- 0.63
   出所：著者によるシミュレーション結果
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　　　 出所：Household Income and Expenditure Survey 2012/2013 より作成 
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付加価値 国産・輸入 家計需要 輸出
01 稲作 0.47 3.8 0.46 -- 5.7
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Asymptotic Theory for Robust Autocorrelation Test  
under Stochastic Volatility*
Manabu ASAI**
Abstract: Wooldridge (1991) suggest a robust test for autocorrelations of the disturbances of 
regression models, under misspecified conditional heteroskedastic model. Although stochastic 
volatility (SV) models allow unconditional time-varying variance, the Monte Carlo results of Asai 
(2000) indicate that the test of Wooldridge (1991) is robust under the SV process. This paper 
shows that the test statistic has asymptotic χ2 distribution under the null hypothesis of no serial 
correlation, even when the underlying process has stochastic volatility.
Keywords: Asymptotic theory; Autocorrelation; Misspecification; Robust Test; Stochastic Volatility.
JEL Classification: C12, C22.
1 Introduction
Wooldridge (1990, 1991) developed a general framework for robust, regression-based 
diagnostics to models with conditional means and conditional variances. As an application, 
Wooldridge (1991) proposed a test for autocorrelations of the disturbances of regression models, 
which is robust to the misspecification of conditional heteroskedastic models. Monte Carlo 
experiments of Asai (2000)  show that the robust autocorrelation test of Wooldridge (1991) has 
satisfactory size and power in finite sample. The purpose of this paper is to give a formal proof for 
the asymptotic property of the test statistic.
The organization of this paper is as follows, Section 2 introduce the testing procedure in the 
presence of stochastic volatility. Section 3 shows that the robust test follows the χ2 distribution 
under the null of no serial correlation, and Section 4 gives some concluding remarks.
The matrix (Euclidean) norm of the matrix, or vector A, is dened as , is defi ||A|| =
√
tr(A′A). We.  
denote a strictly positive constant by K.
2 Stochastic Volatility Model and Robust Autocorrelation Test 
Consider the regression model with autoregressive disturbance: 
* The author is most grateful to Yoshi Baba for very helpful comments and suggestions. 
** Faculty of Economics, Soka University  
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 yt = xt β  + ut,        (1)
 ut = γ1ut-1 + ⋅  ⋅  ⋅ + γp ut-p + et (t = 1, 2,..., T ),     (2)
where y t is a dependent variable, x t is a 1 × k vector of variables which may include exogenous 
variables and predetermined variables, β  is a k × 1 vector of parameters, γ = (γ1,..., γp)'  is a p × 1 
vector of parameters, and et follows a stochastic volatility (SV) process:
 et = zt exp(α t /2)        (3)
 α t+1 = ω  + φα t + η t,        (4)
with zt ∼ iid(0,1) and η t ∼ N(0, σ 2η  ).  
We assume |φ | < 1 for the strict and covariance stationarity of α t . By the denitions (3) and (4), 
Theorem 3.5.8 of Stout (1974) shows that et is strict stationary and ergodic. The structure 21 of the 
SV model (3) and (4) and property of the log-normal distribution indicate: 













(see Andersen and Sørensen (1996) for the moments of the SV model). Hence, e t is covariance 
















, s = 0, 1, 2, . . . ,   (6)
indicating the dependence of the second moment.
We assume that γ satisfy the stationary condition.
Assumption 1. The roots of the characteristic polynomial, 1 - γ1m - ⋅ ⋅ ⋅ γpmp = 0, are greater than one 
in absolute value. 
Remark 2.1.  Since et is strict stationary and ergodic, Theorem 3.5.8 of Stout (1974) and equation 





ϱiet−1, ϱ0 = 1,      (7)
with unconditional moments, E(ut) = 0 and V(ut) =  σ 2u , where  σ 2u = σ 2e ∑
∞
i=0 , ϱ0 2i  < ∞ .
For the model defined in (1)-(4), consider testing autocorrelations via the null hypothesis: 
 H0 : γ1 = ⋅  ⋅  ⋅ = γp = 0.       (8)
For this purpose, we use the robust Lagrange multiplier (LM) test introduced by Wooldridge (1991). 
Following Wooldridge (1991), dene the ‘misspecification indicator’ as:
 λ t( β
 ) = ( yt−1 - xt−1 β ,..., yt−p - xt−p β ).     (9)
Corresponding to the OLS estimate, β^, define λ^ t =  λ t( β
^ ) = (û t − 1,..., û t − p) with the OLS 
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residual defined by ût = y t - x t β
^. Wooldridge (1991) considers a kind of standardization of the 
misspecification indicator  using an approximated heteroskedastic model. For the underlying SV 
process, we use the ARCH(q) specication for the approximated heteroskedastic model. Note that 
the test statistic of Wooldridge (1990) is robust to the misspecification of heteroskedastic function, if 
the regularity conditions are satisfied.
The construction of the robust LM statistic involves the following steps: 
1. Obtain the fitted values, h^ t (t = 1,...,T ) from the regression of  û2t  on (1, û2t−1,...,  û2t−q). 
2. Define  x∼ t  = h
^
t 
−1/2 xt and u∼ t =  h
^
t 
−1/2 û t (t = 1,...,T ).
3. Save the 1 × p vector of residuals, say r∼ t , from the regression of each of λ
∼
t on x∼ t, where λ
∼
t = 
(u∼ t−1,..., u∼ t−p).
4. Compute T - SSR, where SSR is the sum of the squared residuals from the regression of 1 on 
u∼ t r∼ t. 
In the following, we show that T - SSR has the asymptotic  χ 2(p) distribution under H0. 
3 Asymptotic Property 
In the asymptotic analysis, we use the following notations to explain quantities used in the 
procedure in the previous section. 
In addition to the misspecification indicator (9), define the error term ψ t(β ) = yt - xt β . For the 
OLS estimator  β^ = [∑Tt=1 x't x t]−1 ∑Tt=1 x 't y t, the OLS residuals are given by û t = ψ t(β^ ) = ut - xt(β^ - β o), 
where  β o is the vector of true parameters. For the first step in the above procedure, we formally 
state the approximating ARCH(q) model as:
 ht(θ) = δ0 + δ1(yt−1 − xt−1β)2 + · · ·+ δq(yt−q − xt−qβ)2,    (10)










′φt(β̂)     (11)
where
 κt(β) = [1 (yt−1 − xt−1β)2 · · · (yt−q − xt−qβ)2], φt(β) = (yt − xtβ)2.  (12)
By the definition of ht(θ ), we can write h
^
t  in the first step as  h
^
t  = ht(θ
^) with  θ^ = ( δ^ ',  β^ ')'.
Based on x∼ t and u∼ t in the second step, the residual in the third step is given by:
























−1x′tλt(β̂).    (13)
By regressing 1 on u∼ t  r∼ t in the fourth step, we obtain:
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and SSR is the sum of the squared residuals. Note T - SSR = TR 2u , where R 2u is the uncentered 
r-squared from the regression of 1 on u∼t r∼t.
Corresponding to θ , denote the parameter space as Θ = Θβ × Θδ  where Θβ ⊂ ℜk and  Θδ ⊂ ℜq+1 . 
We make the following assumptions.
Assumption 2. The vector process x t  is strict stationary and ergodic. For any t and s, x t and us are 
independent. For the second moments of x t and ut, Vx = E[x't xt] is finite and positive definite, and σ 2u  
defined by equation (7) is finite, respectively. For the fourth moment of  xt, E(| xit xjt xlt xrt |) is finite for 
all i, j, l, and r (i, j, l, r = 1,...,k).
Assumption 3. For the approximating ARCH(q) model (10), δ 0 > 0  and  δ i ≥ 0 (i = 1,..., q). The 
roots of the characteristic polynomial, 1 - δ 1m - . . . - δ qmq = 0, are greater than one in absolute value.
Remark 3.1. The parameter vector,  δ , is determined by the property of ut with the structure (2)-(4). 
The true value of  δ  is given by the following assumption.











Assumption 5. The distribution of  zt is symmetric and E( z 4t) < ∞.
Proposition 1. Under Assumptions 1-5,
 
√
T (δ̂ − δo) = Op(1),
where δ^ is defined by (11).
Proposition 2. Under Assumptions 1-5 and H0
 T − SSR d−→ χ2(p).
where T - SSR is defined in equation (14).
4 Conclusion
Wooldridge (1991) developed a serial correlation test which is robust to the misspecification 
of conditional variance. The paper shows that the test statistic suggested by Wooldridge (1991) has 
the asymptotic χ2 distribution under the null hypothesis of no autocorrelation, when the underlying 
process follows the stochastic volatility (SV) model. The sufficient conditions for the result are 
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existence of the fourth order moment and the assumption of a symmetric distribution.
We can consider several extensions of the paper. Regarding the underlying process, the 
approach used in this paper applicable to symmetric ARCH class model and symmetric type 
SV models. We may also examine asymptotic properties of various tests under misspecified 
heteroskedastic models. These are important directions of future researches.
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Appendix
A.1 Proof of Proposition 1
For a matrix A, {A}ij denotes the (i, j )th element of A. We introduce Lemma A.1 of Wooldridge (1990) 
which is repeatedly used in the following proofs.
Lemma 1. Assume that the sequence of random functions {QT(wT, θ ) : θ  ∈ Θ, T = 1, 2,...}, where 
QT(wT, ⋅ ) is continuous on Θ and Θ is a compact subset of ℜP , and the sequence of non-random 
functions {Q-T(θ ) : θ  ∈ Θ, T = 1, 2,...} satisfy the following conditions:
(i) supθ ∈Θ |QT(wT, θ ) - Q-T(θ )| →p  0;
(ii) {QT(wT, θ ) : θ  ∈ Θ, T = 1, 2,...} is continuous on Θ uniformly in T. Let θ̈T be a sequence of random 
vectors such that  θ̈T - θ oT   →
p   0 where { θ oT  } ⊂ Θ.
Then QT(wT, θ̈T ) -  Q
-
T(θ oT) →
p   0.
Proof. See Lemma A.1 of Wooldridge (1990). □
Lemma 2. Under Assumptions 1 and 2,  β^  → a.s.    β o.
Proof. Noting that  yt = xtβ o + ut,













Since xt  is strict stationary and ergodic, the uniform law of large numbers (ULLN) for stationary 










for all i and j (i, j = 1,..., k). By Assumption 2, Vx is positive definite, and the continuity of the matrix 
inverse indicates that  1-T ∑
T
t=1 x't x t  is nonsingular almost surely for T sufficiently large. As the 














− {V −1x }ij
������
a.s.−−→ 0,     (A.1)





t ) < K,
by Hölder’s inequality. Since (x't , ut)' is strict stationary and ergodic, x't ut is strict stationary and 










Since V −1x   has uniformly bounded elements, uniform continuity implies, 




















− {V −1x E(x′tut)}i
������
a.s.−−→ 0,















implying that Lemma 2 holds. □
Lemma 3. Under Assumptions 1-4, Under Assumptions 1-4,
√
T (β̂ − βo) d−→ N(0, σ2V −1x ). 





tut. As (. As (x't, ut)' is strict stationary and ergodic, x't ut 
is strict stationary ergodic. Assumptions 1 and 2 indicate that x't ut is strict stationary ergodic 
martingale difference with E(u2t xt x't ) =  σ 2uVx , which is finite and positive definite. By the ULLN for 










for all i and j (i, j = 1,..., k). Since Vx is finite and positive definite by Assumptions 2, we can define 
the symmetric positive definite matrix,   σ −1u Vx −1/2 such that (σ −1u Vx −1/2 )2 =  σ −2u Vx −1 . Assumptions 2-4 




















p−→ 0,     (A.2)

















p−→ 0.       (A.3)
As equations (A.2) and (A.3) satisfy the regularity conditions for the central limit theorem (CLT) for 









































































p−→ 0.     (A.5)





x (β̂ − βo)
d−→ N(0, Ik).   □
Lemma 4. Define
 Ξ0t = κt(βo)′κt(βo).
Under Assumptions 1-5,
(i) | 1-T ∑Tt=1 ξ0,ijt - E(ξ0,ijt)| → a.s.  0  for all i and j (i, j = 1,..., q+1), where  ξ0,ijt  is the (i, j )th element of  Ξ0t;
(ii) Γ0 = E[κ t(β o)'κ t(β o)] is positive definite.





1 (i = j = 1)
u2t−j (i = 1, j = 2, . . . , q + 1)
u2t−i (j = 1, i = 2, . . . , q + 1)
u2t−iu
2
t−j (i, j = 2, . . . , q + 1).
By Remark 2.1, E | ξ0,1 j t | < ∞  and  E | ξ0,i1t | < ∞. For i, j = 2,..., q + 1,






= E[u4t ] <∞,
by Hölder’s inequality and the finite fourth moment by Assumption 5. Hence E | ξ0 , i j t | exists and 
bounded. Since ut is strict stationary and ergodic, Theorem 3.5.8 of Stout (1974) with the structure 
Ξ0 t implies that all elements of Ξ0 t except for (1, 1) are strict stationary and ergodic. Note that  ξ 0,11t 









a.s.−−→ 0,       (A.6)
for all i and j (i, j = 1,..., q + 1), which gives Lemma 4(i).
By the structure, T −1 ∑Tt=1 Ξ0t is the sample mean of the outer product of random vector κ t(β 0), 
thus its determinant is non-negative. Since κ t(β 0) is linearly independent by Assumption 3, the rank 
of  T −1 ∑Tt=1 Ξ0t  is q + 1, which guarantees that the inverse of the matrix exists almost surely when 
T > q + 1. Combined with (A.6), we obtain Lemma 4(ii). □
Proof of Proposition 1 Since ut and xt  are strictly stationary and ergodic, Theorem 3.5.8 of Stout 
(1974) with the structure (12) implies that elements of κ t(β 0)'κ t(β 0)  and κ t(β
^ )'κ t(β
^ ) are strict 
stationary and ergodic. Combined with Lemma 4 and the consistency of β^  by Lemma 2, Lemma 1 
indicates that: 






































a.s.−−→ 0,      (A.7)
for all i and j (i, j = 1,..., q +1). Since ut and xt  are strictly stationary and ergodic, the elements of 
κ t( β 0)'ϕ t(β 0) and κ t(β
^ )'ϕ t(β
^ ) defied by equation (12) are strictly stationary and ergodic. Since 
E[[{κ t(β 0)}i]2] = {Γ0}ii < K by Lemma 3 and  E[[ϕ t(β 0)]2] = E(u4t ) < K  by Assumption 5,
 E |{κt(βo)}iφt(βo)| ≤
√
E[[{κt(βo)}i]2]E[[φt(βo)]2] < K (i = 1, . . . , q + 1),   (A.8)

































































































for all i (i = 1,..., q +1), showing that   δ^ → a.s.   δ o .  The covariance matrix of √T (δ^ - δ o)is given by:
 V
(√











Since the elements of Γ−10  are bounded and those of E[u4t κ t(β 0)'κ t(β 0)] are bounded by (A.8), the 









≥ 1− V (
√
T (δ̂i − δoi ))
ϵ2
,
for all i (i = 1,..., q + 1). The result establishes √T (δ^ - δ o) = Op(1). □
A.2 Proof of Proposition 2
Define the information set up to t as  ℑ t = {y t, x t , yt -1, x t -1,...}.
Lemma 5. Under Assumption 1 and 2, ht(θ ) is strict stationary and ergodic with: 
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 E[ht(θ)] = δ0 +
[
σ2u + (β − β0)′Vx(β − β0)
] q∑
i=1




1− γ21 − · · · − γ2q
,
and  σ 2e  is the variance of et defined by (5).
Proof. Noting that yt - i - xt - iβ  = ut- i - xt -i( β  - β 0), we obatin:
 ht(θ) = δ0 +
q∑
i=1
δi [ut−i − xt−i(β − β0)]2 ,      (A.10)
where β 0 is the true value of β . Since ut and xt  are stationary and ergodic by Assumptions 1 and 2, 
Theorem 3.5.8 of Stout (1974) with the structure (A.10) implies that ht(θ ) is stationary and ergodic. 
For obtaining E[ht(θ )], the variance of ut is obtained by the conventional approach. Since ut is 
uncorrelated with xt  by Assumption 2, we obtain E[{ut - i - x t- i( β  - β 0)}2] = σ 2u + (β  - β 0)'Vx(β  - β 0). 
Then we obtain (A.9). □
Lemma 6.  Let  Ξ1t(θ ) = [ht(θ )]-1 x't xt. Under Assumptions 1-4,
(i) supθ ∈Θ |T −1∑Tt=1 ξ1 , i j t(θ ) - E[ξ1 , i j t(θ )]| →p  0 for all i and j (i, j = 1,..., k), where ξ1 , i j t(θ ) is the (i, j)th 
element of  Ξ1t(θ ); 
(ii) {T −1∑Tt=1  E[Ξ1t(θ )] :  θ  ∈ Θ , T = 1, 2,...  } is O(1) and continuous on Θ uniformly in T;
(iii) E[Ξ1t(θ o)] is positive definite.
















































<∞.   (A.11)
The first inequality comes from Assumption 4. Since 1/ht(δ , β ) is strict stationary and ergodic by 
Lemma 5, the uniform law of large numbers (ULLN) for stationary ergodic process (see Theorem 
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for all i and j (i, j = 1,..., k). By the almost sure convergence, we obtain the weak convergence in 
Lemma 6(i).
By (A.11), E[Ξ1t(θ )] exists, and it does not depend on t and continuous on Θ by the structure.
Thus Lemma 6(ii) holds.
By equation (10), ht(θ o) is independent of xt . Hence E[Ξ1t(θ o)] = E[1/ht(θ o)]Vx . Since E[1/ht(θ o)] 
> 0, we obtain Lemma 6(iii) by Assumption 2. □
Lemma 7. Define
 Ξ2t(θ) = −[ht(θ)]−1x′t[(yt−1 − xt−1β) · · · (yt−p − xt−pβ)].   (A.12)
Under Assumptions 1-4,
(i) supθ ∈Θ|T −1∑Tt=1 ξ2 , i j t(θ ) - E[ξ2,ijt(θ )]| →p  0 for all i (i = 1,..., k) and j ( j = 1,..., p), where ξ2 , i j t (θ ) is 
the (i, j)th element of  Ξ2 t(θ ); 
(ii) {T −1∑Tt=1  E[Ξ2t(θ )] :  θ  ∈ Θ , T = 1, 2,...  } is O(1) and continuous on Θ uniformly in T . 
Proof. By (A.12), we obtain an alternative expression of Ξ2t(θ ) as:
 Ξ2t(θ) = −[ht(θ)]−1x′t[(ut−1 − xt−1(β − βo)) · · · (ut−p − xt−p(β − βo))].
We can write the (i, j )th element of Ξ2t(θ ) as:
 ξ2,ijt(θ) = −[ht(δ, β)]−1xit (ut−j − xt−j(β − βo)) .
To prove Lemma 7(i), we will show that E[supβ ∈Θβ  |ξ 2 , i j t|] is finite. By Assumptions 3 and 4 and ht(θ ) 
≥ δ 0 > 0, we obtain: 
 |ξ2,ijt(θ)| ≤ K|xit (ut−j − xt−j(β − β





|xitxl,t−j ||βl − βol |
]
.
For the upper bound of | β l - β ol | (l = 1,..., k), we follow the approach of the proof of Theorem 1 of 
White (1980b). Since β o is finite, there exists a compact neighborhood of ν  of β o such that ( β l - β ol ) 
is finite. There also exists a finite vector β
∼  (not necessarily in ν ) with element  β
∼ 
l such that  | β l - β ol | 
≤ | β
∼ 




|xitxl,t−j ||βl − βol | ≤
k∑
l=1
|xitxl,t−j ||β̃l − βol |.
Hence we obtain  E[supθ ∈Θ |ξ 2 , i j t(θ )|] < ∞. Since 1/ht(δ , β ) is strict stationary and ergodic by Lemma 
5, Theorem 3.5.8 of Stout (1974) with the structure (A.12) implies that ξ 2 , i j t(θ ) is strict stationary 
and ergodic. The ULLN for stationary ergodic processes (Theorem A.2.2 of White (1994)) with the 












for all i (i = 1,..., k) and j ( j = 1,..., p). By the almost sure convergence, we obtain the weak 
convergence in Lemma 7(i). By the proof of Lemma 7(i), E[Ξ2t(θ )] exists, and it does not depend on 
t and continuous on Θ by the structure. Thus Lemma 7(ii) holds. □
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Under Assumptions 1-4, BoT exists and
 B
^
T  -  BoT  =  op(1),        (A.13)
where B
^
T is defined by equation (13).
Proof. Noting that B oT = [E[Ξ1t(θ o)]]-1 E[Ξ2t(θ o)], Lemmas 6 and 7 indicate that BT(θ o) exists. Since 
β^ - β o →p  0 by Lemma 3 and  δ^ - δ o →p  0 by Proposition 1, Lemmas 6 and 7 satisfy the conditions of 
Lemma 1, which establishes (A.13). □
Lemma 9. Define 





(i) supθ ∈Θ|T −1∑Tt=1 ξ 3,it(θ ) - E[ξ 3,it(θ )]| →p  0 for all i (i = 1,..., k), where ξ 3,it (θ ) is the ith element of 
Ξ3t(θ ); 




t=1 Ξ3t(θ O) = Op(1). 




|xit (ut − xt(β − βo))| ≤ K|xitut|+K
k∑
l=1
|xitxlt||βl − βol |.
By discussions similar to the proof of Lemma 7, we obtain  E[supθ ∈Θ |ξ 3,it(θ )|] < ∞, and we can show 
that ξ 3,it(θ ) is strict stationary ergodic process by Theorem 3.5.8 of Stout (1974). By applying the 











for all i (i,= 1,..., k). By the almost sure convergence, we obtain the weak convergence in Lemma 
9(i).
Since E[supθ ∈Θ |ξ 3,it(θ )|] < ∞ , E[Ξ3t(θ )] exists, and it does not depend on t and continuous on Θ 
by the structure. Thus Lemma 9(ii) holds.
When  β  = β o, conditional on the information set up to t - 1, we obtain E( ξ 3,it(θ o)| ℑ t - 1) = 0 and:






for all i (i,= 1,..., k), by Assumptions 2-4. Hence V(ξ 3 , i t(θ )) is also bounded. By Chebyshev’s 
inequality,










≥ 1− V (ξ3,it(θ))
ϵ2





x′tκt(β)       (A.14)
Under Assumptions 1-4,
(i) supθ ∈Θ|T −1 ∑Tt=1 ξ4 , i j t(θ ) - E[ξ 4 , i j t(θ )]| →p   0 for all i (i = 1,..., k) and j ( j = 1,..., q+1), where ξ 4 , i j t(θ ) 
is the (i, j )th element of  Ξ4t(θ ); 
(ii) {T −1 ∑Tt=1 E[Ξ4t(θ )] :  θ  ∈ Θ , T = 1, 2,...} is O(1) and continuous on Θ uniformly in T.
Proof. We can write the (i, j )th element of Ξ4t(θ ) as:
 ξ4,ijt(θ) =
{
−[ht(θ)]−3ψt(β)xit for j = 1,
−[ht(θ)]−3ψt(β)xit (ut−j+1 − xt−j+1(β − βo))2 otherwise,
for i (i = 1,..., k) and j ( j = 1,..., q + 1). For j = 1, noting that ht(δ , β ) ≥ δ 0 > 0, we just need to replace 
ht(δ , β ) by [ht(δ , β )]3 in the proof of Lemma 9 to obtain the result of Lemma 10.
Hence, we concentrate on the case j = 2,..., q + 1.
By Assumptions 3 and 4 and ht(θ ) ≥ δ 0 > 0, we obtain:
 |ξ4,ijt(θ)| ≤ [ht(δ, β)]−3|xit (ut − xt(β − βo)) (ut−j+1 − xt−j+1(β − βo))2 |[ � �
      









xitxlt(βl − βol )
�����
�� ��







xitxl,t−j+1(βl − βol )
�����
��










xitxl,t−j+1xr,t−j+1(βl − βol )(βr − βor )
�����
�� ��









xitxltxr,t−j+1(βl − βol )(βr − βor )
�����
��






















|xitxlt||βl − βol |
   + 2|utut−j+1|
k∑
l=1
|xitxl,t−j+1||βl − βol |





|xitxl,t−j+1xr,t−j+1||βl − βol ||βr − βor |
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|xitxltxr,t−j+1||βl − βol ||βr − βor |









|xitxmtxl,t−j+1xr,t−j+1||βm − βom||βl − βol ||βr − βor |
]
,



































for all i (i = 1,..., k) and j ( j = 2,..., q + 1). By Assumption 2, we obtain E[supθ ∈Θ | ξ4 , i j t(θ )|] < ∞. 
Since ht(θ ), ψ t(β ), xt  are strict stationary ergodic processes, Theorem 3.5.8 of Stout (1974) with 
the structure (A.14) implies that ξ4 , i j t(θ ) is strict stationary and ergodic. The ULLN for stationary 











for all i (i = 1,..., k) and j ( j = 2,..., q + 1). By the almost sure convergence, we obtain the weak 
convergence in Lemma 10(i). By the proof of Lemma 10(i), E[Ξ4t(θ )] exists, and it does not depend 








δl(yt−l − xt−lβ)xt−l  .     (A.15)
Under Assumption 1-4,
(i) supθ ∈Θ|T −1 ∑Tt=1 ξ 5 , i j t(θ ) - E[ξ 5 , i j t(θ )]| →p  0  for all i and j (i, j = 1,..., k), where ξ5 , i j t (θ ) is the (i, j )th 
element of  Ξ5 t(θ ); 
(ii) {T −1∑Tt=1 E[Ξ5 t(θ )] :  θ  ∈ Θ , T = 1, 2,...  } is O(1) and continuous on Θ uniformly in T .
Proof. We can write the (i, j )th element of Ξ5 t(θ ) as:




δl(ut−l − xt−l(β − βo))xj,t−l
for i and j (i, j = 1,..., k). Noting that ht(θ ) ≥ δ 0 > 0, Assumptions 3 and 4, we obtain: 
 |ξ5,ijt(θ)| ≤ [ht(θ)]
−3




δl(ut−l − xt−l(β − βo))xj,t−l
�����
��
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xr,t−l(βr − βor )






xrt(βr − βor )





xrtxm,t−l(βr − βor )(βm − βom)
�����
[











|xitxj,t−lxr,t−l||βr − βor |





|xj,t−lxrt||βr − βor |





|xj,t−lxrtxm,t−l||βr − βor ||βm − βom|
]
,
for all i and j (i, j = 1,..., k). Since | β l - β ol | is bounded by the discussion of the proof of Lemma 7 and 
























for all i and j (i, j = 1,..., k). By Assumption 2, we obtain E [supθ ∈Θ |ξ5,ijt(θ )|] < ∞. Since  ht(θ ),  ψ t(β ), 
and xt  are strict stationary ergodic processes, Theorem 3.5.8 of Stout (1974) with the structure (A.15) 
implies that ξ5,ijt(θ ) is strict stationary and ergodic. The ULLN for stationary ergodic processes 










for all i and j (i, j = 1,..., k). By the almost sure convergence, we obtain the weak convergence 
in Lemma 11(i). By the proof of Lemma 11(i), E[Ξ 5 t(θ )] exists, and it does not depend on t and 
continuous on Θ by the structure. Thus Lemma 11(ii) holds. □












for all i (i = 1,..., k) and j ( j = 1,..., p). By the structure, Ξo6t is an odd function of ut- j . Since ut - j has 
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a symmetric distribution by Assumption 5,  E[ξ o6,i j t |xt, ut(- j)], where  ut(- j ) = {ut−1,..., ut- j +1, ut- j-1,..., 
ut-p} ∩ {ut-1,..., ut−q}, is the integral of an odd function with respect to ut − j from -∞ to ∞, and thus 
E[ξ o6, i j t |xt, ut(-j )] = 0. By the law of iterated expectation, E[ξ o6 , i j t] = E [E[ξ o6, i j t | xt, ut(-j )]] = 0 for all i (i = 












Under Assumptions 1-5,  1-T ∑
T
t=1 Ξ 7t = op(1). 
Proof. Noting that Noting that ∂ψt(β)∂β  = - xt and B
o
T  = 0 by Lemma 12, we can write the (i, j )th element of Ξ o7t as:





for all i (i = 1,..., p) and j ( j = 1,..., k). By the structure, Ξ o7t is an odd function of ut- i. Since ut- i has 
a symmetric distribution by Assumption 5, E[ξ o7,ijt | xt, ut(-i)] is the integral of an odd function with 
respect to ut- i from -∞ to ∞, and thus E[ξ o7,ijt |xt, ut(-i)] = 0. By the law of iterated expectation, E[ξ o7,ijt ] 
= E[E[ξ o7,ijt | xt, ut(-i)]] = 0 for all i (i = 1,..., p) and j ( j = 1,..., k). By Lemma 7 with E[ξ 7,ijt (θ o)] = 0 for all 
i and j, we obtain  1-T ∑
T
t=1 Ξ 7t(θ o)| → a.s.   0, which indicates  1-T ∑
T












Under Assumptions 1-5,  1-T ∑
T
t=1 Ξ o8t(θ o)  = op(1).






x′t−1 · · · x′t−p
]
.
We can write the (i, j )th element of  Ξ o8t as:




for i (i = 1,..., p) and j ( j = 1,..., k). With a minor change of the discussion of the proof of Lemma 9, 









a.s.−−→ 0,      (A.16)
for all i (i = 1,..., p) and j ( j = 1,..., k). Since E [ξ 08,ijt | ℑ t-1] = ] = −
xi,t−j
ht(θo)
E[ut|ℑt−1] = 0, the E   -1] = 0, the law of iterated 
expectation indicates E[ξ 08,ijt] = 0. Equation (A.16) with E[ξ 08,ijt] = 0 establishes Lemma 14. □
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Lemma 15. Define








.     (A.17)
Under Assumptions 1-5 and H0,  1-T ∑
T
t=1 Ξ 9 t(θ o)  = op(1).












































E |etet−iet−l|E |xj,t−l| <∞,
by Assumptions 2 and 5. Thus, E[ξ o9,ijt] exists and it is bounded. Since ht(θ o), et, and xt  are strict 
stationary ergodic processes, Theorem 3.5.8 of Stout (1974) with the structure (A.17) implies that 
ξ o9,ijt is also strict stationary ergodic. By the ULLN for stationary ergodic process (Theorem A.2.2 of 













for i (i = 1,..., p) and j ( j = 1,..., k). By the structure, E[ξ 09,ijt | ℑ t-1] = 0, and hence the law of iterated 
expectation indicates E[ξ 010, i j t] = 0. Therefore, we obtain   1-T ∑
T
t=1 Ξ 9t(θ o)| → a.s.   0. Since the almost sure 
convergence implies the convergence in probability, which is equivalent to the definition of op(1), 
the result establishes Lemma 15. □
Lemma 16. Define










    (A.18)
Under Assumptions 1-5 and H0,  1-T ∑
T
t=1 Ξ 10 t(θ o)  = op(1).







1 u2t−1 · · · u2t−q
]
,
we can write the (i, j )th element of  Ξo10t under H0 as:






for j = 1,
etet−ie2t−i
[ht(θo)]2
for j = 2, . . . , q + 1,




�� ≤ K |etet−i| ,




�� ≤ K ��etet−ie2t−j
�� ,
� �
for j = 2,..., q + 1. Since E |et et−i |< ∞ and E |et  et−i e2t−j |< ∞ by Assumption 5, E[ξ o10, i j t] exists and it is 
bounded. Since ht(θ o) and et are strict stationary ergodic processes, Theorem 3.5.8 of Stout (1974) 
with the structure (A.18) implies that ξ o10,i jt is also strict stationary and ergodic. By the ULLN for 










for i (i = 1,..., p) and j ( j = 1,..., k). By the structure, E[ξ 010,ijt | ℑ t-1] = 0, and hence the law of iterated 
expectation indicates E[ξ 010,ijt] = 0. Therefore, we obtain 1-T ∑
T
t=1 Ξ 10t(θ o)| → a.s.   0. Since the almost sure 
convergence implies the convergence in probability, which is equivalent to the definition of op(1), 

























Under Assumptions 1-5 and H0,
 (i)  Ω̈ oT is positive definite for large T ;
(ii)  |T −1∑Tt=1 ω Oijt - E[ω Oijt]| →p  0  for all i and j (i = 1,..., p),













for i and j (i = 1,..., p). By Assumption 3
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��ωoijt
�� ≤ K |et−iet−j | ,   
for all i and j (i, j = 1,..., p). Since E [et - i et - j] < ∞ by Assumption 5, E [ω Oi j t] exists and it is bounded. 
By the structure,  Ω̈ oT  is the sample mean of the outer product of random vector [σ e ⁄ ht(θ o)]λ t(β o), 
thus its determinant is non-negative. Since λ t(β o) is linearly independent by Assumption 1, the 
rank of Ω̈ oT  is p, which guarantees that the inverse of the matrix exists almost surely when T > p. 
Combined with (A.6), we obtain Lemma 17(i). 
Since ht(θ o) and et are strict stationary ergodic processes, Theorem 3.5.8 of Stout (1974) with 
the structure (A.19) implies that  ω Oi j t is strict stationary and ergodic. The uniform law of large 
numbers (ULLN) for stationary ergodic process (Theorem A.2.2 of White (1994)) with the result 


























where Ω̈ o  = E[Ωot ], where Ωot  is stated in Lemma 17.
Proof. By the definition,  E [̈ζ 0t |ℑ t-1] = 0 and V [̈ζ 0t | ℑ t-1] = Ωot . Since et and ht(θ o) are strictly 
stationary and ergodic, Theorem 3.5.8 of Stout (1974) with the structure (A.21) implies that ̈ζ 0t  is 
strictly stationary ergodic matringale difference under H0. Since Ω̈ o   is finite and positive definite by 
Lemma 17, we can define the symmetric positive definite matrix,  Ω̈ o  -1/2, such that ( Ω̈ o  -1/2)2 =  Ω̈ o  -1. 

















a.s.−−→ 0,      (A.21)























p−→ 0.        (A.22)
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As equations (A.21) and (A.22) satisfy the regularity conditions for the CLT for the strict stationary 







d−→ N(0, Ip),       (A.23)







′λt(β).      (A.24)
Under Assumptions 1-5 and H0,
(i) supθ ∈Θ|T −1∑Tt=1 ξ11,ijt(θ ) - E[ξ11,ijt(θ )]| →p  0  for all i and j (i, j = 1,..., p), where ξ11,ijt(θ ) is the (i, j )th 
element of  Ξ11t(θ ); 
(ii) {T −1∑Tt=1 E[Ξ11t(θ )] :  θ  ∈ Θ , T = 1, 2,... } is O(1) and continuous on Θ uniformly in T .
Proof. We can write the (i, j )th element of Ξ11t(θ ) under H0 as:
 ξ11,ijt(θ) = −[ht(θ)]−2[et − xt(β − βo)]2et−iet−j ,
for i and j (i, j = 1,..., p). Noting that ht(θ ) ≥ δ 0 > 0, Assumptions 3 and 4, we obtain:
 |ξ11,ijt(θ)| ≤ [ht(δ, β)]−3




      
| ≤







t et−iet−j − 2et−iet−j
k∑
r=1
xrt(βr − βor )







xrtxlr(βr − βor )(βl − βol )
�����




��+ 2 |etet−iet−j |
k∑
r=1
|xrt|(βr − βor )








|xrtxlt|(βr − βor )(βl − βol )
]
,


















for all i and j (i, j = 1,..., p). By Assumptions 2 and 5, we obtain E[supθ ∈Θ| ξ11,ijt(θ )|] < ∞. Since 
ht(θ ), ψ t(β ), and xt  are strict stationary ergodic processes, Theorem 3.5.8 of Stout (1974) with the 
structure (A.15) implies that ξ11,ijt(θ ) is strict stationary and ergodic. The ULLN for stationary 
ergodic processes (Theorem A.2.2 of White (1994)) with the result E[supθ ∈Θ| ξ11,ijt(θ )|] < ∞ indicates 
that:










for all i and j (i, j = 1,..., p). By the almost sure convergence, we obtain the weak convergence 
in Lemma 19(i). By the proof of Lemma 19(i), E[Ξ11t(θ )] exists, and it does not depend on t and 
continuous on Θ by the structure. Thus Lemma 19(ii) holds. □





















√We first consider the second term excluding  ^BT - B oT . Noting that  √T ( θ^ - θ o) = Op(1) by Lemma 3 





























T (β̂ − βo)















T (θ̂ − θo) + op(1)  (A.25)
For the right-hand-side of (A.25), the first term is Op(1) by Lemma 9. Since (1) by Lemma 9. Since
∂ψt(β)
∂β
 = -x't, the second 
































T (θ̂ − θo),
















































T (β̂ − βo)
[ [ ]
  (A.26)
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T (θ̂ − θo) + op(1).
For the second term of the right hand side of (A.26),
 
√















by Lemmas 3 and 13, respectively. Hence the second term of the right hand side of (A.26) is op(1). 
























As √T ( θ^ - θ o) = Op(1) by Lemma 3 and Proposition 1, the third term of the right hand side of (A.26) 
















where ζ ot is stated in Lemma 18. By Lemma 17, the covariance matrix of ζ̈ T is positive definite for 
large T. Moreover,  Ω̈ o  -1/2ζ̈ T  →
d   N(0, Ip) under H0 by Lemma 18. Thus,  ̈ζ 'T Ω̈ o  -1̈ζ T  →
d   χ2(p) under 
H0. Applying Lemma 1 with √T(θ^ - θ o) = Op(1), which is obtained by Lemma 3 and Proposition 1, 
Lemma 19 ensures that ̈ΩT is a consistent estimator of ̈Ωo. Therefore, ̈ζ 'T Ω̈ -1T ̈ζ T  →
d   χ2(p) under H0, 
which establishes Proposition 2. □
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Analyzing Sunspot Number via Gegenbauer Long  
Memory Process with Correlated Additive Noise*
Manabu ASAI**
Abstract: It is known that the the sunspot number is well described by a Gegenbauer long memory 
process. Recent development on the field of time series analysis enable us to consider and estimate 
more flexible specification. The purposes of this paper are to extend the conventional specification 
for sunspot numbers to accommodate correlated additive noise and to estimate the new model 
by the Bayesian Markov chain Monte Carlo technique. The empirical result shows that the new 
specification improves the model fitness.
Keywords: Filtering; Kalman filter; Long Memory; State Space Models; Simulation Smoother; 
Sunspot Number.
1. Introduction
This paper analyzes Wolfer’s yearly sunspot averages from 1749 to 1924. This data set is quite 
well known and can be found in Anderson (1971, Section 5.9 and Appendix A.3). Figure 1 shows the 
time series plot of the data set. Gray et al. (1989) and Chung (1996) estimated a generalized long 
memory model for the sunspot data:
 (1 − ϕB)(1 − 2κB +B2)d(yt − µ) = ηt,
where  η t ∼ N(0, ωηη). Following Gray et al. (1989), we refer to this as the GARMA(1,d,0) model. 
If κ = 1, the model reduces to the conventional ARFIMA(1,2d,0). The power series of the function 
of (1 - 2κ z + z2)-d  for |z | ≤ 1 and |κ | ≤ 1 is the Gegenbauer polynomials, and it enables the long 
memory structure to accommodate a periodic pattern. The periodic long memory is controlled 
by the Gegenbauer frequency, defined by λ g = cos-1(κ ), implying a persistent cycle of 2π /λ g . The 
estimates of Gray et al. (1989) and Chung (1996) indicate that there is a persistent cycle of 11.2 
years. As shown by Chung (1996), the maximum likelihood estimator of κ  converges to the true 
value faster than do the other parameters, and it follows a non-standard distribution asymptotically.
* The author is most grateful to Yoshi Baba for his valuable suggestions and comments. 
** Faculty of Economics, Soka University  
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We reconsider the specification and estimate the model via the Bayesian Markov chain Monte 
Carlo technique. For this purpose, we introduce a correlated additive noise ε t in the GARMA(1,d,0) 
model:
 





















k = (1 − ϕz)−1(1 − 2κz + z2)−d.
We consider three kinds of models: (i) the GARMA(1,d,0) model obtained by setting ωεε  = ωεη  = 0 
in (1); (ii) the GARMA plus uncorrelated noise (GARMA+UncN) model with ωεη  = 0; and (iii) the 
GARMA(1,d,0) plus correlated noise (GARMA+CorN) model. For estimating the new models via the 
Bayesian Markov chain Monte Carlo (MCMC) method, the paper uses the algorithm of Asai and So 
(2019) for evaluating the likelihood function.
The remainder of the paper is organized as follows. Section 2 introduces the algorithm of 
Asai and So (2019) for long memory process with correlated additive noise. Section 3 shows the 
empirical results for the yearly averages of the sunspot number. Section 4 gives some concluding 
remarks.
2. Simulation Smoother for Long Memory Time Series with Correlated and Heteroskedastic 
Additive Noise
This paper introduces the simulation smoother for long memory time series with correlated 
and heteroskedastic additive noise, which was developed by Asai and So (2018), as their approach 
can be used for the Bayesian MCMC estimation of the three models.
Figure 1: Yearly Sunspot Averages








March　2020　　Manabu ASAI : Analyzing Sunspot Number
2.1 General Framework
Let yt be a p × 1 observable time series and α t be an m × 1 state vector. Assume that yt is 
governed by the model:
 yt = dt + Ztαt + εt (t = 1, 2, . . . , n),     (2)
 αt+1 = ct +
∞∑
k=0
Ψkηt−k, Ψ0 = Im,      (3)














,    (4)
allowing correlation in the noise ε t and η t and heteroskedasticity in the state variable α t via the 
predetermined positive-definite matrix Ω t. The state vector α t may follow a vector long memory 
process with the heteroskedastic disturbance. The model construction in (2) to (4) extends the time 
series with additive noise model in So (1999). Specifically, when Ωηε , t = O and Ω ηη ,t = Ω ηη  , the model 
reduces to the specification in So (1999). We assume Ω t = Ω(t = 0,-1,-2,...). Denote Y s:r = ( ys' ,..., yr')'.
The specification in (2) to (4) accommodates (i) a short and long memory process in α t 
via the infinite moving average representation and (ii) correlation and heteroskedasticity in the 
disturbance (ε t', η t')'. For a short memory process with (ii), Fruhwirth-Schnatter (1994), Carter and 
Kohn (1994), de Jong and Shephard (1995), Durbin and Koopman (2002) developed the Gaussian 
simulation smoother. For a long memory process with uncorrelated additive noise, So (1999) 
developed a simulation smoother, applying the Choleski decomposition of the covariance matrix of 
Y1:n . To extend the work of So (1999), Asai and So (2019) consider the Choleski decomposition of 
the covariance matrix of  state vectors corresponding to Y1:n . The main contribution of this paper 
is to derive filtering equations, predictive densities and a simulation smoother for state vectors 
under the general model in (2) to (4). On top of the classical filtering, prediction and smoothing 
(Harvey, 1989) in the state space modeling perspective, as an application, we can draw samples of 
state vectors conditional on the observations and all other parameters in the model for Bayesian 
inference.
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2.2 Alternative Representation
To extend the approach of So (1999), Asai and So (2019) derived an alternative representation 
based on the Choleski decomposition. Define






Ψkηt−k,    (5)
to decompose the latent process as α t = β t + γ t . Denote the covariance matrix of  β  = (β 1',..., β n')' 
and γ  = (γ 1' ,..., γ n')' by Γβ  and Γ
γ  respectively. Assume that Γβ  and Γγ  are finite. Then the Choleski 
decomposition of the covariance matrices are given by Γβ  = LβMβ(Lβ )' and Γγ  = LγMγ(Lγ )'. In the 
decomposition, Lh (h = β , γ ) is a block lower triangular matrix with the (i, j)th block given by L i,jh 
(m × m), and Mh is a block diagonal matrix with m × m matrix elements M ih (i, j =1 ,..., n). By the 
definition in (5) and the Choleski decomposition, the (i, j )th block of  Γβ  and  Γγ  are given by
 































respectively. Since β  and γ  are uncorrelated, the covariance matrix of α  = (α 1' ,..., α n')' is given by 
Γα  = Γβ + Γγ . It is obvious from (6) that L i, jβ   = Ψ i-j  (i ≥ j) and M i
β  = Ωηη ,i-1 for β . Regarding γ , we 
can introduce an uncorrelated process et with mean zero and covariance matrix Mt+1γ   , to have the 
correlation structure of  β . By the structure of γ t , the covariance matrix between (ε t', η t')' and et is a 
matrix of zeros.
Then, Asai and So (2019) give an alternative representation of (2) to (4), as:  

















G O] (p × (p + 2mFor convenience, define Gt* = [Gt  O]  (p × (p + 2m)), H tη * = [Ht  O] (m × (p + 2m)), and H te* = [O 
(Mt+1
γ )1/2] (m × (p + 2m)), where Gt (p × (p + m)) and Ht (m × (p + m)) are the first p rows and the 



















and yield ε t = Gt* ut, η t = H tη *ut, and et = H te*ut.
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2.3 Filtering Equations and Predictive Densities
As in the Kalman filter, Asai and So (2019) derived the predictive distributions, p(β t+1 |Y1:t), 
p(γ t+1|Y1:t) and p(α t+1|Y1:t), which have the Gaussian distributions with mean vectors and covariance 
matrices computed by past information. Denote the covariance matrix of Y1:n as ∑, and we use the 
Choleski decomposition ∑ = LML'. As in Γβ  and Γγ , the ( i, j )th block of ∑ gives cov (yi, yj), L is a 
block lower triangular matrix with the (i, j )th block given by L ij, and M is a block diagonal matrix 
with elements Mi (i , j =1,..., n). We denote the predicted value of yt as  y∼t | t-1 = E( yt |Y1:t-1), and its 
error covariance as Ft  = cov( yt - y∼t | t-1 ).
Define β
∼
t | t-1 = E(β t |Y1: t-1), γ
∼
t | t-1 = E(γ t |Y1:t-1) and their error covariances P
β
t | t-1  = cov(β t - β
∼
t | t-1) 
and P γt | t-1   = cov(γ t - γ∼t | t-1). Here  β
∼
t+1 | t and P
β
t+1 | t (γ
∼
t+1 | t and P
γ
t+1 | t ) are the mean and covariance matrix 
of the Gaussian predictive density p(β t+1|Y1 : t) ( p(γ t+1 |Y1: t)) respectively. We derive the following 
filtering equations to recursively calculate   y∼t | t-1  and Ft :










− | − | − | − | |































































With the initial condition  β
∼ 




11 = Ωηη ,  γ∼1|0 = 0, P γ1|0 = Γγ11 = Mγ1, we calculate all predictive 
vectors and matrices in the sequence, {P β1|0, P γ1|0}, F1, {Ξ β11, Ξ γ11}, {P β2|1, P γ2|1}, F2, {Ξ β22, Ξ γ22}, {Ξβ21, 
Ξγ21}, {P β3|2, P γ3|2}, F3,... . As pointed out by So (1999), the algorithm is closely related to the standard 
Choleski decomposition. It is not difficult to verify that Lt+1, k+1 and Mt, obtained from the Choleski 
decomposition of Σ, are related to Ξβt , t-k , Ξ γt , t-k , and Ft according to the relationships L t+1,k+1 = 
Zt+1(Ξβt,t-k + Ξγt,t-k ) and Mt = Ft .
For the original model (2)-(4), we obtain α∼ t | t-1 = E(α t |Y1: t-1) = β
∼
t | t-1 + γ∼t | t-1 and Pt | t-1 = cov(α t - 
α t | t-1)  = P
β
t | t-1 + P γt |t-1, as β t and γ t are uncorrelated. Here, α∼ t+1 | t and Pt+1 | t are the mean and covariance 
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matrix of the Gaussian prediction density p(α t +1|Y1 : t ). Furthermore, if ci, di, Ω i, Γ
β
i, j , and Γ
γ
i, j (i, j = 
1,2,..., n + s) are known, we only need to iterate (8)-(11) to  obtain the s-step-ahead forecast and its 
error covariance:


































for the Gaussian predictive density of p(α n+s|Y1:n).
2.4 Simulation Smoother
For the estimation of the state variable α using the observations Y1:n, Asai and So (2019) 
derived the mean and covariance matrix of the Gaussian distribution p(α |Y1:n). To perform Bayesian 
inference of the class of models such as long memory stochastic volatility models with asymmetric 
effects, Asai and So (2019) also proposed a simulation smoother for  sampling from the distribution 
p(α |Y1:n). As in de Jong and Shephard (1995) and So (1999) among others, Asai and So (2019) 
consider sampling from p(ε 1,..., ε n |Y1:n) and p(η 1,..., η n |Y1:n) rather than p(α |Y1:n) directly to develop 
a Gaussian simulation smoother for the model (2)-(4). For this purpose, define δ t = Δ tut, where Δ t is 
matrix to transform ut to δ t. The Gaussian simulation smoother of Asai and So (2019) is based on the 
decomposition p(δ 1,... , δ n|Y1:n) = p(δ n|Y1:n)Πnt =1-1  p(δ t|Y1:n, δ t+1,..., δ n). If Δ t = Gt* or Δ t = H t*, the sampled 
δ t corresponds to the measurement noise ε t or state noise (η t',et')' respectively. For instance, set Δ t = 
H t* for sampling {α t} and use the draws of (η t',et')' = H t*ut given Y1:n, to plug in to equation (7).
For the simulation smoother, Asai and So (2019) first obtained the Choleski quantities L i,j 
= Zt(Ξβi-1,i-j + Ξ γi-1,i-j ) (i ≥ j), the prediction errors vt, and its error covariance Ft via the filtering 
equations in section 2.3. Then, we calculate Et,s, Wt,s, and Ct, and draw ξ t from N(0,Ct), where
Et,t = ∆tG
∗′










s,j+1 (s = t+ 1, . . . , n),  (12)
∑
































,          (14)
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with Ψβγs,t+1 = [Ψs-t-1  L γs ,t+1]. We evaluate Wt,s and Ct by iterating between (13) and (14) according to 
the sequence
Cn; Wn−1,n, Cn−1; Wn−2,n,Wn−2,n−1, Cn−2; Wn−3,n,Wn−3,n−1,Wn−3,n−2, Cn−3; . . . .
Finally, we set


















Asai and So (2019) showed that δ  is a sample from p(δ |Y1:n), where δ = (δ 0' , δ 1' ,..., δ n').
3 Empirical Results
For the alternative representation in (7), we evaluate Γi,j via a fast algorithm developed by 
McElroy and Holan (2012). We use the new filtering algorithm to evaluate the log-likelihood 
function, excluding the constant, as:











It should be noted that we are unable to use the adjusted version of Durbin’s algorithm (Doornik 
and Ooms 2003) for the likelihood evaluation because the model contains the correlated 
disturbances as in (1). Since the maximum likelihood estimator of κ  is expected to follow the non-
standard distribution, we use the Bayesian approach rather than maximum likelihood estimation. 













µ ∼ N(µ0, σ2µ), Ω−1 ∼W (ν1, S1),
with hyper-parameters, κ 1 = 20, κ 2 = 1.5, d1 = 10, d2 = 1.5, φ 1 = φ 2 = 2, µ 0 = 70, σµ2 = 25, ν 1 = 5, and S1 
= 0.05 I2. For sampling parameters, we use the Delayed Rejection & Adaptive Metropolis (DRAM) 
algorithm of Haario et al. (2006). The DRAM algorithm combines two ideas in the MCMC 
literature: adaptive Metropolis samplers (Haario et al. 1999, 2001; Chen and So 2006) and delayed 
rejection (Tierney and Mira 1999; Green and Mira 2001; Mira 2001). The adaptive Metropolis 
sampler is based on the idea of creating a Gaussian proposal distribution with a covariance matrix 
calibrated using the sample path of the MCMC chain. The basic idea of the delayed rejection is 
that, upon rejection in a Metropolis-Hastings algorithm, instead of advancing time and retaining 
the same position, a higher stage move is proposed to improve the efficiency of the resulting 
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MCMC estimators. By the DRAM algorithm, we generate parameters from their full conditional 
distributions.
We conduct MCMC simulation with 20,000 iterations. The first 10,000 draws are discarded, 
and then the next 10,000 are recorded. We compare the three models by the deviance information 
criterion (DIC) of Spiegelhalter et al. (2002). Table 1 indicates that the GARMA+CorN model has 
the smallest DIC. Table 1 also shows the posterior mean estimates and 95% credible intervals for 
the three models. The three models yield similar results for the parameters, κ , d, and µ , while the 
sample of d of the GARMA model is different from the other two.
For the GARMA+CorN model, Figure 2 shows the normalized histograms of samples from 
posterior distributions of κ , d, and ρ , where ρ  = ωεη/√ωεεωηη. These distributions are skewed to se distributions are skewed to the 
Table 1: MCMC Estimates of GARMA Models for the Number of Sunspots
Parameter GARMA GARMA+UncN GARMA+CorN
κ 0.7466 0.8307 0.8090
(0.5181, 0.9810) (0.7635, 0.8834) (0.6890, 0.9032)
d 0.2476 0.3938 0.3423
(0.0178, 0.4802) (0.2628, 0.4887) (0.1555, 0.4784)
ϕ 0.0172 0.6030 0.4554
(−0.9098, 0.9141) (0.3158, 0.8506) (0.0445, 0.8035)
µ 79.8164 72.3289 71.6394
(61.5412, 98.5356) (57.4759, 86.9253) (53.5764, 88.1616)
ωεε — 58.912 324.39
(5.6297, 180.74 ) (15.273, 936.98)
ωεη — — 489.92
(−44.000, 1246.3)
ωηη 2895.8 632.12 1212.9
(4.8562, 9278.5) (352.13, 1002.97) (498.39, 2272.8)
LL −906.934 −820.509 −812.925
DIC 1868.49 1676.00 1500.53
Note: The entry shows the posterior mean, while 95% credible intervals are
shown in parentheses. ‘LL’ denotes the log-likelihood function evaluated at the
posterior mean.
Figure 2: Histogram of Samples from Posterior Distributions
Figure 2: Histogram of Samples from Posterior Distributions
Note: The red lines show the corresponding normal distributions based on the sample mean and variance.
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left. Among the three distributions, the histogram of d is closest to the normal distribution. On the 
contrary, the histograms of κ  and ρ  are far from the normal distributions. The distributions of κ  
and d indicate the appropriateness of introducing κ  in the long memory process. Furthermore, the 
samples of  ρ  has a mass around 0.9, and this result indicates the appropriateness of accommodating 
correlations in the disturbances.
4. Conclusion
In this paper, we consider a Gegenbauer long memory model with correlated additive noise 
for analyzing yearly sunspot numbers. Based on the filtering algorithm of Asai and So (2019), we 
estimated the new model via the Bayesian MCMC technique. The estimates indicates that the 
model fit is improved by the correlated additive noise.
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The Effect of Role Origin on Bidding Behavior  
in an Asymmetric All-Pay Auction:  
An Experiment †
Hironori OTSUBO‡
Abstract:  This paper reports the results of an experiment concerning whether different origins 
of bidder role affect bidding behavior in the two-person all-pay auction in which ties are broken 
in favor of one role (strong bidder) over the other (weak bidder). Two role allocation procedures 
are compared. In the first one, the roles are allocated at random. In the second one, the roles are 
allocated based on their performance in a simple real-effort task. The data provided no evidence to 
confirm the effect of role origin on bidding behavior in the current asymmetric all-pay auction.
Keywords: Role Origin; Asymmetric All-Pay Auction; Gender; Experiment
JEL Classification: C92, C72
1. Introduction
In experimental economics randomization is a commonly used technique in order to ensure 
each subject an equal chance of being assigned to each of different roles, such as advantageous 
and disadvantageous roles. However, there are two potential issues about this common practice. 
First, randomization may undermine external validity. A casual observation suggests that the right 
to become an advantageous role is not always obtained by luck but often by prior efforts or skills.1 
Second, and more importantly, how people behave may be sensitive to how they obtain roles. 
For example, Hoffman et al. (1994) detected the possibility that role origin matters in economic 
decision-making situations. They conducted the ultimatum game experiment in which the right to 
become the proposer role was allocated either by luck or by the score on a general knowledge quiz. 
1 For example, consider the election contest in which two candidates, an incumbent and a challenger, are 
running for office. Even if they are expected to divide the vote evenly, the incumbent would end up with 
an election victory due to officeholder benefits, such as greater name recognition and voters’ status-quo 
bias. To establish the right to enjoy officeholder benefits, the incumbent usually has to exert substantial 
prior efforts; he has to accumulate more experience in office, engage in fundraising events, and make his 
presence felt among his constituents.
† This paper is dedicated to Professor Kunio Kama on the occasion of his retirement from Soka University. 
Generous financial support from Soka University is gratefully acknowledged.
‡ Associate Professor, Faculty of Economics, Soka University.
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They found that the latter case induced the proposers to significantly lower their proposals.
The proposer is known to be in the stronger position as previous experimental research on 
ultimatum games shows that the proposer tends to earn 50% to 70% of the pie. The finding of 
Hoffman et al. (1994) hints that the earned right to be in an advantageous position may serve to 
legitimize the right to exploit its advantages even more. Then, a natural question is whether this 
finding can be replicated in other economic decision-making situations where role differences are 
clearly defined, such as asymmetric competitions. 
This paper reports on an experiment designed to explore the effect of role origin on bidding 
behavior in the two-person all-pay auction in which one role (strong bidder) is more advantageous 
than the other (weak bidder). Role origin refers to the procedure that allocates the two bidder 
roles to subjects. The experiment consists of two treatments. In one treatment, subjects compete 
in a simple real-effort task in order to secure the advantageous role in the auction. In the other 
treatment, the two roles are allocated randomly. 
The current experiment is designed in that in theory bidders’ bidding strategies remain 
the same between the treatments; subjects should bid according to the same mixed strategy. 
However, the effect of role origin, if such exists, may induce subjects to bid differently in the 
earned treatment. For example, a subject earning the strong bidder role by effort forms a feeling of 
entitlement to the prize and a subject in the weak bidder role respects the opponent’s exerted effort. 
Then, both bidder roles may bid non-competitively.2
The paper proceeds as follows. Section 2 presents a model of the two-person asymmetric all-pay 
auction and its unique equilibrium solution. Section 3 describes an experiment to examine the effect 
of role origin on bidding behavior in the all-pay auction. Section 4 summarizes the results. Section 5 
concludes.
2. Model
Risk-neutral strong and weak bidders, indexed by s and w, compete over a single, indivisible 
prize v. Its valuation is the same for both bidders. Each bidder independently chooses a bid bi, 
i ∈ {s, w}, from the common discrete strategy space B = {0, ε, 2 ε, ... , c}, where ε > 0 and c is the 
common bid cap. v and c are assumed to be multiples of ε such that v > c > ε.3 
Ties are broken asymmetrically; the strong bidder wins the prize if bs ≧ bw, and the weak bidder 
2 It is well known in the theoretical literature of contests that when asymmetry between contestants 
is sufficiently large, they expend their resources non-competitively. This phenomenon is called the 
discouragement ef fect (Konrad, 2009). In the current setting, however, theory suggests that this 
phenomenon does not occur.
3 Otsubo (2015) characterized a complete set of Nash equilibrium in mixed strategies for the model with 
no binding bidding cap. In a sharp contrast to the current model, there exist both a unique symmetric 
equilibrium and a continuum of asymmetric equilibria.
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wins it otherwise. Thus, the weak bidder has to outbid the strong bidder. Their payoff functions are 
given as follows:
π









where πi( ⋅ ) is bidder i’s payoff function. For any pure-strategy profile at least one bidder has an 
incentive to unilaterally deviate her strategy, no pure-strategy equilibrium exists.
In the mixed extension of the game, denote by (σs, σw) a profile of mixed strategies, where σi is 
bidder i’s mixed strategy, i.e., a probability distribution over B, and σi(b) is the probability assigned 
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with equilibrium payoffs v – c for the strong bidder and 0 for the weak bidder.4 In equilibrium, the 
expected bids are c−
c(c+ϵ )
2v
 for the strong bidder and c (c+ϵ )
2v
 for the weak bidder, respectively. 
Thus, the expected sum of the bids is always equal to c. The probability that the strong bidder wins 
the prize is 1−c
(c+ϵ )
2v2
, which is larger than 0.5. Due to the unfair tie-breaking rule, the strong bidder 
always has a higher chance of winning the prize than the weak bidder.
3. Experiment
3.1 Design
There were two treatments in the experiment. In the random treatment, strong and weak 
bidder roles were randomly allocated in that half of the subjects played the strong bidder role and 
the remaining subjects played the weak bidder role. In the earned treatment, on the other hand, 
the two roles were allocated according to their performance in a simple real-effort task similar to 
the counting zeros task introduced by Abeler et al. (2011). There were 20 questions in this task, 
4 The proof is available upon request.
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each of which consists of about 200 integers ranging from 0 to 9. Subjects were given six minutes to 
count zeros in these questions. They were ranked based on the number of questions they answered 
correctly and then divided into two equal-size groups, the high score group and the low score 
group. Subjects in the former group played the strong bidder role, whereas those in the latter group 
played the weak bidder role.
The same set of parameter values was adopted in both treatments; c = 800, v = 1000, and ε = 
200.5  In equilibrium both bidders use the same mixed strategy that assigns probability 0.2 to each 
of the bids 0, 200, 400, 600, and 800. The probability that the strong bidder wins the prize is 0.6.6 
Their expected bids are equal to 400.
One may notice that both bidders can assure their equilibrium payoffs by choosing their 
maximin strategies, namely 800 for the strong bidder and 0 for the weak bidder. The current all-pay 
action belongs to a class of unprofitable games (Harsanyi, 1966); games in which maximin strategies 
do not coincide with the unique equilibrium strategies, yet yield the same payoff as the equilibrium 
strategies. Several game theorists conjectured that the unprofitability of the equilibrium undermines 
its plausibility as a predictor (for example, Harsanyi, 1966; Aumann and Maschler, 1972).
The extent to which a subject is willing to undertake such a risky mixed strategy depends on 
the subject’s risk attitude. Suppose that the strong bidder chooses his maximin strategy, he will 
earn a sure payoff of 200. If his bid falls to, say 600, his potential payoff rises to 400, but whether or 
not he will receive this payoff relies on what the weak bidder does. In the presence of such strategic 
uncertainty, he would form a belief that the probability of getting this payoff is less than one. A risk-
loving strong bidder would still be willing to choose a lower bid, whereas a risk-averse strong bidder 
would bid 800 for a sure payoff of 200. By the similar argument, a risk-loving weak bidder would be 
willing to bid higher, whereas a risk-averse weak bidder would bid 0. It is of particular importance 
to measure subjects’ risk attitudes in order to interpret the all-pay auction data. Therefore, prior to 
playing the all-pay auction, subjects were given a simple lottery choice task inspired by Holt and 
Laury (2002) for elicitation of subjects’ risk preferences.
3.2 Procedures
A total of seventy-six undergraduate students from various majors enrolled at Soka University in 
Tokyo, Japan, were recruited from an online bulletin board on the university’s portal site. Thirty-
six of them participated in the random treatment and the rest the earned treatment. The numbers 
of males and females participated in the experiment were 53 and 23, respectively. These treatments 
5 The currency unit of these values is Japanese Yen. When the experiment was conducted, the USD/JPY 
currency exchange rate ranged approximately from 108 yen to 109 yen.
6 A tie occurs with probability 0.2.
March　2020　　Hironori OTSUBO
had four sessions each, and no subject was allowed to take part in more than one session.7 Each 
session lasted about 90 minutes, including instructions and payment. 
Once all subjects were seated, they began to read instructions for Stage 1 silently at their own 
pace.8  Then, an experimenter read the instructions aloud to induce their common knowledge. The 
experimenter answered questions individually.
In Stage 1, subjects were presented with a list of ten choice problems between a gamble 
with payoffs of 300 yen or 0 yen (called as “Option A”) and a certain payoff of 140 yen (called as 
“Option B”). Table 1 displays the ten paired lottery choice problems used in Stage 1. Subjects 
were instructed to state which option, A or B, they would prefer for each problem. The instructions 
clearly explained that the earnings of Stage 1 would be determined by playing one of the lottery 
choice problems drawn randomly at the end of the session. Notice that as moving down the table, 
the probability of the high payoff ph in Option A decreases. Though everyone is expected to choose 
Option A in the 1st choice problem, when ph becomes sufficiently low, subjects are expected to 
switch over to Option B. For example, a risk-neutral subject should cross over to Option B in the 
7th choice problem whereas a risk-averse subject should switch to Option B before the 7th choice 
problem. At the end of Stage 1, subjects were asked to answer individual characteristics that may 
have an impact on risk preferences, such as gender (Croson and Gneezy, 2009), academic major, 
and the number of years attended at Soka University.
After completion of Stage 1, subjects were given new instructions for Stage 2 and asked to read 
the instructions silently at their own pace. Just as in Stage 1 the experimenter read the instructions 
aloud and answered questions individually. This stage began with assigning the two roles, the 
strong bidder (called as “Player A”) and the weak bidder (called as “Player B”), to subjects through 
7 Each session accommodated either 8 or 10 subjects.
8 Instructions are available upon request.
Problem No. Option A Option B
1 300 yen with probability 1, 0 yen with probability 0 140 yen
2 300 yen with probability 0.9, 0 yen with probability 0.1 140 yen
3 300 yen with probability 0.8, 0 yen with probability 0.2 140 yen
4 300 yen with probability 0.7, 0 yen with probability 0.3 140 yen
5 300 yen with probability 0.6, 0 yen with probability 0.4 140 yen
6 300 yen with probability 0.5, 0 yen with probability 0.5 140 yen
7 300 yen with probability 0.4, 0 yen with probability 0.6 140 yen
8 300 yen with probability 0.3, 0 yen with probability 0.7 140 yen
9 300 yen with probability 0.2, 0 yen with probability 0.8 140 yen
10 300 yen with probability 0.1, 0 yen with probability 0.9 140 yen
Table 1: The ten paired lottery choice problems in Stage 1
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one of two role assignment procedures described above. After role assignment, each subject was 
randomly paired with a subject of the opposite role. Subjects had no way of knowing the identity of 
their opponents. Before playing the auction game, subjects completed the quiz to make sure their 
understanding of the instructions.
Subjects played the auction game only once. Each subject received an endowment of 1000 yen 
and independently and simultaneously chose her bid, which had to be a multiple of 200 yen between 
0 yen and 800 yen inclusive. After all subjects submitted their bids, the experimenter collected them 
and then privately informed each subject of whether or not she won and how much she earned in 
this stage.
At the end of the session, the experimenter determined the earnings for Stage 1 by using a 
bingo cage in front of subjects. The bingo cage contained 10 balls numbered from 1 to 10. The 
experimenter turned the bingo cage twice with replacement. The first draw determined which 
paired lottery choice problem to be selected for payment, and the second draw determined the 
outcome of Option A in the selected choice problem.9 Then, the experimenter calculated the total 
earnings subjects had accumulated and paid them privately in cash. The average individual earnings 
were 1511 yen, including a show-up fee of 300 yen.10
3.3 Hypothesis
Differences in role origins do not alter the unique equilibrium, which serves to establish the 
following hypothesis.
Hypothesis. Holding the player role constant, there is no difference in the bid distribution between the 
two role origins.
4. Results
4.1 Lottery Choice Task (Stage 1)
This section begins with reporting results of the lottery choice task in Stage 1. It is worthwhile 
noting that three subjects who switched back and forth between the two options, as they moved 
down the problems in Table 1. Although these subjects stayed in the session until the end, their 
data were removed from the following analyses since their behavior is considered inconsistent. 
Therefore, the updated dataset includes only seventy-three subjects.
The proportions of Option A choices made by all subjects are shown by the solid line with 
9 Suppose that the first draw is seven and the second draw is four. This means that the seventh paired 
lottery choice problem will be selected for payment. Those who chose Option A will earn 300 yen and 
those who chose Option B will automatically earn 140 yen.
10 The regional minimum hourly wage was 958 yen at the time of the experiment.
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circles in the left panel of Figure 1, where the problem number is listed on the horizontal axis. The 
dash line with crosses represents the predicted behavior for a risk-neutral subject. As expected, 
all subjects were expected to choose Option A in the very first question. The proportion of Option 
A choices decreases in the problem number. That the solid line is above the dashed line for the 
questions 7-10 indicates the presence of risk-loving subjects. About 8% of the subjects never 
switched to Option B. The right panel of Figure 1 displays the proportions of Option A choices 
by gender. It shows that female subjects switched to Option B, i.e., safe choice, earlier than male 
subjects, which hints that male subjects are more risk-seeking than female subjects.
The problem numbers in which subjects switched from Option A to Option B can be used to 
estimate their risk aversion levels. Hereafter, assume that subjects were maximizing the expected 
value of the following CRRA utility function:




    ( r≠1 ) ,    
where x is the amount of money, and r is a relative risk aversion parameter. For each question, the 
value of this parameter can be determined by making the subject indifferent between Option A and 
Option B.11
To estimate the distribution of r, an interval regression model is employed.12 To allow for 
heterogeneity regarding risk attitude, subject i’s relative risk aversion ri is modeled as a linear 
function of three individual characteristic variables. The dummy variable malei  takes on the value 1 
11 For example, r = 0.707 for the third question and r = 0.532 for the fourth question. If the subject switched 
to Option B in the fourth question, her risk aversion parameter lies between 0.532 and 0.707. A subject is 
risk-averse if r > 0, risk-neutral if r = 0, and risk-seeking if r < 0.
12 According to Harrison and Ruström (2008), an interval regression model was first proposed by Coller 
and Williams (1999) for a multiple price list (MPL) experimental task. The estimation technique in this 
subsection follows Chapter 6 of Moffatt (2015).


































Figure 1: Proportion of Option A choices for each of the ten paired lottery choice problems
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if subject i is male and 0 otherwise. The other dummy variable econi takes on the value 1 if subject 
i majors in Economics and 0 otherwise. The variable yeari is the number of years subject i attended 













β ,σ2) .   
Suppose that subject i’s risk aversion parameter lies between a lower bound li and an upper bound 
ui. Given  ri ∼ N( xi β, σ2 ), this event happens with probability
L
i





σ ) ,   
where Φ( ⋅ ) is the cumulative distribution function of the standard normal distribution. Thus, the 
log-likelihood function can be written in the form of  ∑ i lnLi .
Table 2 reports the maximum likelihood estimates of β and σ.13 The variable male is significant, 
and its coef ficient is negative. Neither econ nor year is significant at conventional levels of 
significance. These results confirm past experimental evidence that male subjects are significantly 
more risk-seeking than female subjects.14
13 R package bbmle includes mle2() function which was used to implement the maximum likelihood 
estimation of the interval regression model.
14 For example, see Charness and Gneezy (2012).
Coefficient 95%  Confidence Interval
(Intercept)   0.218 [-- 0.280 0.714]
male -- 0.491** [-- 0.839 -- 0.147]
econ   0.187 [-- 0.137 0.514]
year -- 0.064 [-- 0.197 0.067]
σ   0.674*** [0.570 0.812]
Log-likelihood: --162.32
Number of observations: 73
   *: p < 0.05,  **:  p < 0.01,  ***: p < 0.001 
Table 2: Maximum likelihood estimates of β and σ
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4.2 All-Pay Auction (Stage 2)
Table 3 presents the observed frequency distributions of bids separately in terms of role 
origin and role.15 The mean bids differed for the Player A role (341.2 yen for the random treatment 
versus 260 yen for the earned treatment), whereas the mean bids were the same for the Player B 
role (177.8 yen for both treatments). To test the effect of role origin, the two observed frequency 
distributions of bids were compared separately for each player role. A permutation test of the two-
sample Kolmogorov-Smirnov statistic failed to reject the null hypothesis of no difference for each 
player role at any conventional level of significance.16 The data provided no evidence of the effect of 
role origin on bidding behavior.
A fur ther inspection of the table reveals two other findings that defy the theoretical 
implications. First, the bid distributions are not uniform and rather right-skewed except the Player 
A’s bid distribution in the random treatment. Consequently, their mean bids are clearly lower than 
the predicted mean bid of 400 yen. To formally compare the predicted and observed distributions, 
a one-sample discrete Cramér-von Mises goodness-of-fit test was invoked.17 The rightmost column 
of Table 3 reports the results in terms of p-values. Only for the bid distribution of Player A subjects 
in the Random treatment did the test fail to reject the null hypothesis that the bids came from 
the discrete uniform distribution. Second, Player A subjects on average bid higher than Player B 
subjects. This finding seems to confirm a mild discouragement effect. However, neither of these 
differences was statistically significant; a two-tailed Wilcoxon rank-sum test failed to reject the null 
hypothesis of no difference in mean bid for each pairwise comparison.18
The analysis of Stage 1 confirmed the existence of gender difference in risk attitudes; male 
15 In Stage 1 there were three subjects who switched back and forth between the two options as they moved 
down the problems in Table 1. Although these subjects stayed in the session until the end, their data 
were removed since their behavior is considered inconsistent. The updated dataset includes 51 males 
and 22 females.
16 The two-sample Kolmogorov-Smirnov test statistic was used to implement a permutation test of equal bid 
distributions. The observed test statistics were 0.2559 for the Player A role and 0.1667 for the Player B 
role. The test was done for the Player A role as follows. A sample of n = 17 bids for the random treatment 
and a sample of m = 20 bids for the earned treatment were pooled into one sample. Then, chose 17 bids 
out of the pooled sample at random to the random treatment without replacement. The remaining 20 
bids were assigned to the earned treatment. The test statistic was computed based on this permutation 
resample. This permutation resampling was repeated 10000 times to form the permutation distribution 
of the statistic, i.e., the resampling distribution of the statistic under the null hypothesis. The p-value was 
estimated by locating the observed statistic on this distribution. A similar procedure was taken for the 
Player B role. The estimated p-values were 0.254 for Player A and 0.607 for Player B.
17 R package dgof includes the Cramér-von Mises goodness-of-fit test. For more information, see Arnold 
and Emerson (2011).
18 R package exactRankTests was used to perform the Wilcoxon rank-sum test. The p-values were 0.1713 
for the random treatment and 0.5342 for the earned treatment, respectively.
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subjects were significantly more risk loving than female subjects. This finding suggests the 
following two additional hypotheses. First, for the role of Player A, male subjects on average bid 
lower than female subjects. Second, for the role of Player B, male subjects on average bid higher 
than female subjects.
Table 4 reports the frequency distributions of bids separately in terms of gender and role. 
Holding role constant, the table shows different bidding patterns between males and females. For 
the Player A role, male subjects bid lower than female subjects; the mean bid of male subjects is 
208.7 yen whereas that of female subjects is 442.9 yen. The latter is significantly higher than the 
former at a 5% significance level, based on a one-tailed Wilcoxon rank-sum test (p-value = 0.02594). 
For the Player B role, male subjects on average bid slightly higher than female subjects (192.9 
yen versus 125 yen). A one-tailed Wilcoxon rank-sum test failed to reject the null hypothesis of no 
difference at any conventional significance level ( p-value = 0.1276).
5. Conclusion
This paper contributes to the experimental literature of all-pay auctions (Dechenaux et al., 2014) 
by shedding some light on whether differences in role origin influence bidding behavior in the all-
pay auction in which two bidder roles were treated asymmetrically in case of a tie. The experiment 
manipulated how these two roles were allocated to subjects. No evidence was found to reject the 
hypothesis of no difference in bidding behavior between when the right to acquire the strong bidder 
role is earned and when it is windfall. Instead, the results show that females bid in a more risk-




0 200 400 600 800
Random
Player A 5 5 1 2 4 341.2 200      0.3522
Player B 8 5 4 1 0 177.8 200 < 0.001
Earned
Player A 11 1 3 1 4 260 0      0.0101
Player B 11 4 0 0 3 177.8 0 < 0.001




0 200 400 600 800
Player A
Male 12 5 2 1 3 208.7 0
Female 4 1 2 2 5 442.9 500
Player B
Male 13 8 4 1 2 192.9 200
Female 6 1 0 0 1 125 0
Table 4: Bid distribution by gender and role
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There are two possible reasons why the manipulation of role origin failed to induce significant 
variations in bidding behavior. First, dif ferences in the two role allocation procedures may be 
neither large nor clear enough to give birth to different behavioral rules indicating how each role 
should bid. Second, differences between the two bidder roles may be too small to recognize due to 
the set of parameter values used in the experiment; in equilibrium, both bidders should bid in the 
same manner, and the unfair tie breaking rule comes into play with probability 0.2. Revising these 
aspects of the design is left for future research.
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第 4 条　本会の会員は，次の 4 種類とする。
1 ．正 会 員　本学の教授，准教授，専任講師および助教，なお創価女子短期大学の教員で入会を希
望し総会の承認をえた者




















第 2 条　本会の会計年度は 4 月 1 日に始まり，翌年 3 月31日に終わる。
第 3 条　この会則は昭和46年 9 月22日よりこれを実施する。
第 4 条　一部改正　昭和49年 5 月24日。
第 5 条　一部改正　昭和59年 4 月27日。
第 6 条　一部改正　昭和60年 4 月19日。
第 7 条　一部改正　昭和63年 4 月15日。
第 8 条　一部改正　平成 5 年 5 月21日。




第 1 条　本会の会費は正会員年額20,000円，準会員年額10,000円，賛助会員 1 口年20,000円，学生会員のうち大学






































季刊　創価経済論集　　第 49 巻　　　第 1・2・3・4号
令和２年 3 月31日　発 行
編集・発行人 創 価 大 学 経 済 学 会
 東京都八王子市丹木町1－236
  (042) 691-2211 (代)
 会 長  勘 坂 純 市
 編集委員長 齋 藤 之 美
印　　　　刷 株 式 会 社  紀 伊 國 屋 書 店
THE SOKA
ECONOMIC STUDIES QUARTERLY
THE SOKA ECONOMIC STUDIES:  VOL. XLIX  NO. 1･2･3･4／MARCH 2020
Special Issue in Honor of Professor Kunio KAMA’s Retirement 
Honoring Professor Kunio KAMA in His Retirement ............................  Junichi KANZAKA  (iii)
Honoring Professor Kunio KAMA in His Retirement: 
A Distinguished Scholar Devoting His Life to Academic Research  ..... Koji KOBAYASHI  ( v )
Articles
Numerical Analysis of the Overlapping Generations Models ........................... Kunio KAMA  ( 1 )
Pontryagin-Type Maximum Principle  ...........................................................  Yukio ITAGAKI  (13)
Effects of Climate Change on Sri Lankan Rice Production and Economy  
—Applied…General…Equilibrium…Approach…— 
 .......................................................... Konomi SAITO, Katsuhiro SAITO, Hideyasu SATO  
                                                                                  and Chatura Sewwandi WIJETUNGA    (39)
Asymptotic Theory for Robust Autocorrelation Test under Stochastic Volatility 
 ......................................................................................................................  Manabu ASAI  (55)
Analyzing Sunspot Number via Gegenbauer Long Memory Process  
with Correlated Additive Noise  ...................................................................  Manabu ASAI  (77)
The Effect of Role Origin on Bidding Behavior in an Asymmetric All-Pay Auction: 
An Experiment  ..................................................................................... Hironori OTSUBO  (87)
Edited & Published by
THE SOKA UNIVERSITY ECONOMIC ASSOCIATION
ISSN 0388－3027
SOKA  UNIVERS
ITY
