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Trying to explain statistical independence to "on 
statisticians is a daunting task. This is hardly 
surprising when it is realised that the concept 
often involves a great deal of intuitive depen- 
dence. The idea is difficult to graso. The task 
is not made easier by the use of the term in two 
very different contexts. 
The simpler context is that of sequential events. 
One example of this is repeated throws of a fair 
coin. 
For one throw of a coin the complete set of 
possibilities is: 
set 
Getting a Getting a 
head tail 
The events { 
Getting a 
head 
1 and jGe;;:;g "{ 
are obviously dependent on each other to the 
extent that if one OCCUTB, the other certainly 
does not. They are described as mutually exclu- 
sive. Mutually exclusive events can "ever be 
independent. Statistical independence is related 
to the intuitive idea of real-world independence 
- the outcome of the toss of the coin at one time 
has no effect whatsoever on the outcome of the 
toss of the same coin at another time. The proba- 
bility of gettinga head remains constant. The 
probabilities of sequences and patterns of results 
can be worked out using the tree-diagram method. 
Outcomes for a sequence of tosses can be represen- 
ted by repeated divisions of categories at each 
toss. This results naturally in a multiplication 
of underlying probabilities. The Binomial and 
Poisson distributions can both be produced from 
considerations of this sort. 
The second context involves simultaneous events. 
This relates to a collection of events which are 
each part of a complete range of possibilities at 
one instant. A typical example is the case of a 
set of items, each of which have, or have not, two 
attributes - for example. people to each of whom 
can be ascribed a hair colour, and eye colour. A 
total population can be divided into four cate- 
gories, for example: 
"those with fair hair and blue eyes," 
"those without fair hair, and with blue eyes" 
. . . . etc. 
The two attributes each divide the total popula- 
tion into two eections, which overlap. 
The expression "having fair hair is independent of 
having blue eyes" is a" intuitively acceptable 
Statement (though not necessarily true). 
The sequential event situation can be translated 
into the simultaneous event format by considering 
sequences as o"tcomes: 
eg. possible set of outcomes = [HH, HT. TH, 'TT) 
where for example HT means "head followed by 
tail" 
With this notation it can be seen that events need 
not be individual sample point8 - they can be sub- 
sets. 
For example: the event "the first is a head" 
is the subset A = {HH, HT& 
Similarly B= 
event "the second is a tail". 
~HT, TT} is the 
Both are 
reasonable events, with the appearance of either 
sample point in A, for example, implying the 
Occurrence of outcome A. 
Thus, events, each possibly containing more than 
one sample point, need not be mutually exclusive. 
Therefore they are not necessarily dependent. 
They are possibly independent. (This presupposes 
that these are OPposites - that may not be true!) 
I" fact, while in the real world we say things are 
independent if they are not dependent, in statis- 
tics we say that things are dependent if they are 
not independent. Independence is the concept 
which is tightly defined. 
The definition of statistical independence is 
based on set theory concepts. 
Definition: A and B are statistically independent 
events if and only if 
P(Ar\B) = P(A)P(B) 
In the example above 
in {NH, HT, TH. TT) 
probability equal to 
then, the four sample points 
for a fair coin, all have 
ii' 
If A = bN, HT) 
then P(A) = ; 
then AnEI = HT 
and B = \HT, TT] 
and P(B) = ; 
and P(AnB) = f 
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Since t = t 2 x 6 we have the result that: 
P(AnB) = P(A).P(B) 
and so {HH, HT) and (HT. TT) are thus descrYbed 
a8 statistically independent. 
Unless it is realised that these two sets actually 
each describe the result of only one coin's throw, 
this is not intuitively obvious. In fact, in 
general. in order to be statistically independent, 
two subsets of a finite set need to be very 
closely related to each other. 
The following discussion arose from consideration 
of a typical examination question: 
"A fair six-sided die is thrown. The possible 
outcomes are represented by the set 
E= 4, 2. 3, 4, 5, 6J. Consider the sets: 
A= I 1, 2, 3f and the set B = 13, 65. Are 
A and B independent? If c = i3, 4, 5$ are 
A and C independent?" 
Using the fundamental definition of independence, 
quoted above: 
ie. P(AnB) = P(Al.P(B) if and only if A and 
B are independent, 
then the answer to the question is as follows: 
E?X p element can occur with equal probability 
Of -. 
6 
Hence P(A) = 2 P(B) = % 
AnB = {3) hence P(AnB) = ; 
Since $ x 2 = i we have P(Ar\B) = P(A).P(B) 
Hence A and B are independent events. 
Further: P(C) = ; AAC ={3) P(AnC) = $ 
Since : x $ # $ A and C are not independent 
events. 
Superficially there is no difference between com- 
paring A with B, and comparing A with C. Yet, in 
one case there is statistical independence, in the 
other case there is not. This prompts an investi- 
gation of the concept of independence. In this 
paper, the investigation is restricted to finite 
sets representing simultaneous events, a8 it is 
in this area that the main conceptual problem8 
arise. 
Theorem 
Suppose set N contains n elements. Suppose each 
element represents an outcome, each with equal 
probability of occurring. 
suppose A&N contains a elements 
BCN contains b elements 
Then A and B represent independent events if and 
only if AflB contains exactly @ elements. 
n 
Proof: ( i ‘s P(A) = z P(B) = ; 
P(A). P(B) = ab 
n2 
Let x = number of elements in AnB. 
The"' P(AnB) = ; 
Thus if A and B are independent, z = 2 
ab " 
Thus x = n 
(ii) If AnB contains : elements, 
then P(AnB) = ab 
n2 
Hence P(AnB) = P(A).P(B) 
Hence A and B are independent. 
Lemma 
If integer n can be expressed as $ 
"here a, b and x are integers >1 
then 
Proof: 
n is not prime. 
Since n iS an integer, x is a factor of ab. 
Thus, either a and x have a common factor 
greater than 1 Or b and x have a common 
factor greater than 1. 
Suppose a and x have a common factor 
greater than 1, and let y >I be the highest 
such common factor. 
Then x = yz and a = yk and z and k have no 
COrnrnO" factor. 
But y is an integer, 80 z is afactor of a 
!?= 
so z 
c where I is an integer 
80 n = k.C. 
Hence n is not prime. 
Corollary 
A finite .set with a prime number of equally likely 
elements cannot contain two proper subsets which 
are independent. 
Proof: Let set N have n elements where n is a 
prime number 
Let AeN have a elementsja<n 
Let BCN have b e1ementsjb.Z.n 
Let AnB have x elements. 
Assume A and B are statistically indepen- 
dent 
Then x = ab so n = 22 
" x 
If x = 1 then n = ab 80 n is not prime - 
contradiction, 
IfXfl 
then since n = ? by the lemma, this can 
be written as: 
n= = 
b 
y.z 
where y is a factor of a and z is a factor 
of b. 
Hence, letting ; = k and i = e, 
" = kc where k and e are integers. 
Hence n is not prime - contradiction. 
Hence A and B cannot be statistically independent. 
Hence a set with a prime "umber of equally likely 
elements cannot contain two proper subset6 Which 
are statistically independent. 
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Corollary 
IF set N contains n elements each of which is 
equally likely, subset A of N containing a ele- 
These theorems and corollaries demonstrate why it 
is so difficult to get good Original examples on 
statistical independence to give to students. 
merits, 
B of N 
sed al 
factor 
Proof: 
can only be independent of another subset 
containing b elements, if n can be expres- 
ke, where k and c are integers, and k is a 
of a, and e is a factor of b. 
The number of elements in An B is an 
integer x. 
For independence, x = % and x, a, b and 
n are integers. 
If x is prime, then x is a factor of a, or 
x is a factor of b. Assume x is a factor 
of a. 
Then 2 = k where k is an integer. 
So n = kb 
If x is not prime, then by the lemma, n 
can be expressed as a product of two 
factors, k, 4 where k is a factor of a 
and 4 is a factor of b. 
Hence the corollarY is proved. 
Definition: Three sets A B C are collectively 
statistically independent if and only if: 
P(AnB) = P(A).P(B) 
P(AoC) = P(A).P(C) 
P(Cr\B) = P(C).P(B) and 
P(Ar\BnC) = P(A)P(B)P(C) 
Theorem 2: A finite set N with n equally likely 
elements has three collectively statistically 
independent wbsets, A, B, C with numbers of 
elements respectively a, b and c, if and only if 
(i) the number of elements x in AnB equals 
ab 
" 
(ii) the number of elements y in Ar\C equals 
5% 
n 
(iii) the number of elements z in BnC equals 
LE 
" 
(iv) the number of elements k in AABoC equals 
Proof: For (i), (ii) and (iii) the proof is 
Theorem 1. 
(iv) Suppose P(AnBnC) = i 
Then P(A).P(B).P(C) = z.i.; 
so k = 
abc 
Similarly, if k = abc then P(AnBr\C) = 
abc n2 
"3 
which can be expressed a8: 
abc 
-.-.- - P(A).P(B).P(C). 
nnn 
It can be seen in Fact that the concept of statis- 
tical independence involves a substantial amount 
of intuitive dependence. Small wonder that stu- 
dents find the concept difficult to grasp. After 
all, when the Corollary "The empty set 18 always 
independent" is crudely translated into real world 
terms the student's conclusion might be that 
"Nothing happens independently"! 
. 
Corollary: The empty set is always independent. 
