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In th is  paper, we shall give some o s c i l la t io n  c r i te r ia  fo r  delay 
and functional d i f fe re n t ia l  equations and also fo r  damped d i f fe re n t ia l  
equations o f a rb itra ry  order n > 2. Our theorems extend some results 
in [ 3 ] - [ 8 ] ,  [11 ],  [15 ], [17 ], [19 ], [20 ], [22 ],  [23 ], [2 7 ]- [2 9 ],  and [33].
A no n tr iv ia l so lu tion o f  a d i f fe re n t ia l  equation which exists 
on the h a lf  l in e  [ t^ ,» )  is  said to be o s c i l la to ry  i f  i t  has a zero on 
the in te rva l [ t , « )  fo r  every t  > t ^ ;  otherwise i t  is said to be non- 
o sc i l la to ry  on [ t^ ,® ).  Throughout th is  paper, only n o n tr iv ia l solutions 
o f the corresponding d i f fe re n t ia l  equation which are extensible in f in i t e ly  
to the r ig h t  o f  zero on the real l in e  are considered.
We denote by C(X,Y) the class o f continuous functions with
domain X and range in  Y. The set o f a l l  real numbers is  denoted by <R.
We simply w r ite  C(X) fo r  C(X,«). I f  X = [a ,b ] ,  we w r ite  C[a,b] fo r
C ([a ,b ]) .  S im ila r ly  fo r  X being open or h a l f  open in te rva ls ,  we w rite
C(a,b), C[a,b) and C(a,b] respectively fo r  C ((a ,b )) ,  C([a,b)) and C((a,b]).
SECTION I
Consider the n 'th  order delay d i f fe re n t ia l  equations o f  the
form
(1.1) + (-1 )"+ ' F , ( t . y ( t ) . y ( g , ( t ) ) )  = 0 ,
where the functions F. and ĝ . ( i  = l , 2 , . . . ,m )  s a t is fy  the fo llow ing 
conditions :
( I . | ) Fj e C([0,») X R2), i  = 1 ,2 ,. ..,m , an^ fo r  some index k,
1 < k < m, F^(t,u ,v^) i £  nondecreasinq in u and ijx Vĵ  fo r  each f ixed t ;
(12 ) F . ( t ,u ,V j)  has the same sign as tha t o f  u and v̂ . fo r  
i  = 1 , 2 , . . . ,m, i f  uv. > 0 ;
(13 ) ĝ  e C[0,«), g ^ ( t)  ^  t  -»■ » fo r  i = 1 ,2 , . . .  ,m.
For convenience, we shall employ the fo llowing notation.
S = the set o f a l l  solutions o f the given d i f fe re n t ia l  equation 
which are continuable in d e f in i te ly  to the r ig h t .
For an in teger A, 0 < % < n-1,
S^“  = {y G S: l im  y ^^^ ( t)  = », j  = 0 ,1 , . . . ,% } ,
^ t-H»
S’ ”  = {y G S: -y  G 5 ^ } ,
S® = {y G S: 0 < l im  y ( t )  < » and lim  y^'^^(t) = 0, j  = 1 ,2 , . . .  , n - l } ,
t-H» t-»»
S’ ® = {y G S: -y  G S®} ,
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S° = {y e S: lim  y^^^ ( t)  = 0 monotonically, j  = 0 , 1 . , n - l } ,
S~ = {y G S: y ( t )  is  o s c i l la to ry }  .
In th is  section and the next we shall c la ss ify  solutions o f 
certa in  d i f fe re n t ia l  equations and inequa lit ies  in  terms o f  the sets 
defined above. This w i l l  be done under certa in  assumptions concerning 
the convergence, or divergence, o f an improper in tegra l over [ 0 ,“ ) where 
the integrand involves certa in co e ff ic ie n t functions. Previous related 
results are numerous in  the l i te ra tu re .  Much o f our work relates d ire c t ly  
to tha t o f  Ladas, Ladde, Lakshmikantham and Papadakis, [17 ], [22 ], [23].
We shail provide three preliminary lemmas, the f i r s t  two are 
those o f Kiguradze [14].
LEMMA 1.1 (Lemma 1 i j i  [14 ]).  y is  a func tion , which together 
w ith i t s  derivatives o f  order u£ (n -1 ) in c lu s iv e , is  absolutely con­
tinuous and o f constant sign on the in te rva l [ t^ ,® ) and y ( " ^ ( t ) y ( t )  < 0  
on [ tp ,® ) , then there is  an inteqer &, 0  < & < n -1 , which is  odd when 
n 2 ^  even and even when n is_ o ^ ,  such tha t
( 1 . 2 ) y ( j ) ( t )  y ( t )  > 0 , j  = 0 , 1 , . . . , 4 ,
(_ T )n + j- ly ( j ) ( t )  y ( t )  > 0 , j  = & + l , . . . ,n ,
and
fo r  t  G [ t^ ,® ).
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LEMMA 1.2 (Lemma 2 in  [14 ]) .  I f  y j s  1  function , which together 
with i t s  derivatives o f  order up to (n-1 ) inc lus ive , is absolutely con­
tinuous and o f constant sign on the in te rva l [ t^ ,» )  a ^  y ^ " \ t )  y ( t )  > 0  
on [ t ^ , » ) , then e ither
(1.4) y ( j ) ( t )  y ( t )  > 0 ,  j  = 0 ,1 , . . . ,n ,
or there is an integer £, 0  < t  < n-2 , which is even when n i ^  even and 
odd when n i£  o ^ ,  such tha t
y ( j ) ( t )  y ( t )  > 0 , j  = 0 , 1 , . . . ,%
(1.5)
( - l ) " * j  y ( j ) ( t )  y ( t )  > 0 , j  = £ + l , . . . , n ,  
and the inequa lity  (1.3) holds fo r  t  e [ t ^ ,» ) .
LEMMA 1.3 I f  y is  as in Lemma 1.1 (or Lemma 1.2 ), and i f  fo r  
some 0  < j  < n-1 ,
l im  y ( j ) ( t )  = c, c e (R ,
t-*»
then
l i m y ( j * ^ ) ( t )  = 0 , m = 1 , 2 .........n - j - 1 .
t-»»
Proof. I f  y is  as in Lemma 1.1, the proof is referred to that 
of Lemma 2 in [24]. A s im ila r  proof applies to the case of y being as 
in Lemma 1.2.
The following re su lt  generalizes Ladde's resu lt [23, Theorem 
2.1] to the a rb itra ry  order delay d i f fe re n t ia l  equation (1 .1). A related 
theorem fo r  (1.1) with odd n > 3 is  provided by Theorem 1.3. Further
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related results  fo r  equation (1 .1 ' ) ,  which appears a f te r  Theorem 1.4, 
are provided by Theorems 1.5 and 1.7. For a comparison o f  the results 
o f  th is  section i t  is  natural to compare Theorem 1.1 to Theorem 1.7 and 
Theorem 1.3 to Theorem 1.5.
THEOREM 1.1. For n > 2 even, assume tha t the equation (1.1) 
sa t is f ie s
( 1 . 6 ) F|^(t,Yt,Ygp(t)) d t = ±°° fo r  each constant y f  0 ,
Then S = u S‘ “ , u S® u S"® u S° u S~ .  n-I n-I
Proof. Let y g S -  S . Then there is  a T^ > 0 such tha t y ( t )
> 0  on [Tq,~) or y ( t )  < 0  on [T ^ ,*) .
Case 1. Let y ( t )  > 0 on [T^,»). Since g^(t) -><=<> as t  -> «, there
is a T̂  > Tg such that g . ( t )  > T^ fo r  t  > T̂  ( i  = 1 ,2 , . . .  ,m). By (1.1)
and ( Ig ) ,  y ( " ) ( t )  > 0 fo r  t  > T^. There is a Tg>T^ such tha t each
y ( j ) ( t ) ,  j  = 0 , 1 , . . . , n-1 , is  o f constant sign fo r  t  > Tg.
Let y ' ( t )  > 0 fo r  t  > Tg. Then by Lemma 1.2, y " ( t )  > 0, and
then y ' ( t )  is increasing on [T~,»). This implies tha t 0 < lim  y ' ( t )
t-x»
= y ' ( “ ) < ». Since y ( t )  > 0 and y ' ( t )  > y '(Tg) > 0 fo r  t  > Tg, i t  f o l ­
lows tha t y ( t )  -*- » as t  + *  and we have
v f t )  y ( t )  - y(Tg) ,  ̂
l i m  = l i m  t ’T T j    ^ 0
t -x »  t-x »  2
Thus, fo r  3 = ^ y ' ( T g )  > 0, there is  a Tg > Tg such that ^ y ( t )  > 3 fo r  
t  > Tg. There is  a T^ > Tg such tha t g^(t)  > Tg fo r  t  > T^. Thus, we 
have
( 1 . 7 ) y ( t )  > Bt and y(g,^(t)) > fo r  t  > .
In tegrating (1.1) from to t  > and using (1 .7 ), ( I^ )  and
(1 . 6 ) ,  we have
t
F \(s ,y (s ) ,y (g ^ (s )) )  ds
^4
> y^” "^ V 4 ) + F ^ (s ,y (s ) ,y (g^(s )))  ds
> y ( ’i - ' ' ) (T ^ )  + ^ F|^(s,Bs,Bg|^(s)) ds -> » as t  ^
This says tha t (1.4) holds, since (1.5) cannot hold fo r  j  = n-1. Thus
y ( j ) ( t )  ^  » as t  -*- » fo r  a l l  0 < j  < n-1. Consequently y e S“ _-|.
Let y ' ( t )  < 0 fo r  t  > Tg. Then y ( t )  is decreasing. Since y ( t )
> 0 fo r  t  > Tg, l im  y ( t )  ex is ts  and is nonnegative. Moreover, by Lemma
1.3, y '(» )  = y"(« ) = . . .  = y (" "T )(» )  = 0. That is ,  y € S® u S°.
Case 2. Let y ( t )  < 0 fo r  t> T ^ .  Then the proof follows s im ila r
to the case 1 and we have the conclusion that S=Ŝ S~® u s° fo r  th isn-1
case.
We can modify the proof o f Theorem 1.1 to show tha t Theorem 1.1 
s t i l l  holds fo r  the equation
F , ( t , y ( t ) . y { g , ( t ) ) , y ' ( t ) . y ' ( g , ( t ) ) )  -  0
i f  we replace conditions ( I ^ ) ,  (Ig ) and ( 1 . 6 ) respectively by
( I j )  F̂. G C([0,») X (R**), i  = 1 ,2 , . . .  ,m, and fo r  some index k,
1 < k < m, F^ (t,u ,u^ ,v ,v^ ) 22 nondecreasinq in u ajid ijx U| ,̂ and ^s also
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nondecreasinq in  v an^ in  V|̂  when uuj  ̂ > 0  and vvj  ̂ > 0 ,
( Ig ) F \( t ,u ,u ^ ,v ,v ^ )  has the same sign as tha t o f u and 
fo r  i  = 1 , 2  m, i f  uu  ̂ > 0 , and
(1 .6 ')  j *  F ^ ( t ,y t ,Y g ^ (t) ,a ,a )  = ±~ i f  ay > 0-
The next resu lt generalizes Theorem 2.1 o f Ladas, Ladde and 
Papadakis [17] to equation (1.1) fo r  even n. I t  also includes Theorem
3.1 o f Ladas, Lakshmikantham and Papadakis [22 ]. The proof o f our 
theorem is obtained by modifying that o f the previous mentioned resu lt 
where only l in e a r  equations are considered. At the conclusion o f Section 
I I  we have fu r the r comments re la t in g  to Theorem 3.1 o f  [22] and the 
re su lt  to fo llow . Further related results fo r  equation (1.1) with odd 
n > 3 and fo r  equation (1 .1 ')  are provided by Theorems 1.4, 1.6 and 1.8. 
I t  is natural to compare the conclusion o f  Theorem 1.2 to Theorem 1.8 
and Theorem 1.4 to Theorem 1.6, though we po in t out tha t the assumptions 
o f Theorems 1.2 and 1.4 involve condition (1.8) ra ther than condition 
(1.14) used in the other results .
THEOREM 1.2. For n > 2 even, assume tha t a l l  hypotheses of 
Theorem 1.1 hold. Furthermore, assume that
' < wF^(t,Y,y) fo r  ^  Y > 0 ,
( 1 . 8 ) F|^(t,YW,Yg,^(w))
, > wF^(t,Y,Y) fo r  any. Y < 0,
fo r  al 1 s u f f ic ie n t ly  large t  and w > 0, where Fĵ  l l  aŝ  j j i  (I-j ) .  Then
S = S+-, u S '” , u s“  u s '  . n- 1  n- 1
Proof. Let y g S -  S . As in  the proof o f  Theorem 1.1, we have
that each y^ '^^(t), j  = 0 , 1 , . . . , n-1 , is o f constant sign fo r  t  > Tg.
Case 1. Let y ( t )  > 0 fo r  t s  T« .
I f  y ' ( t )  > 0 fo r  t  > Tg, then i t  follows from the proof of
Theorem 1.1 tha t y g .
I f  y ' ( t )  < 0 fo r  t  > Tg, then y ( t )  is decreasing on [Tg,~) and
then lim y ( t )  exists and is nonnegative. We claim that y ( t )  ̂  0 as
t-x»
t  Otherwise suppose that y ( t )  -»■ 26 > 0 as t  By Lemma 1.3,
y ' ( “ ) = y"(~ ) = . . .  = = 0. Since y ' ( t )  < 0 fo r  t  > Tg, by
(1.5) o f Lemma 1.2, (-1 )'^y^^^(t) > 0, j  = 0 , 1 , . . . , n ,  fo r  t  > Tg. There 
is a Tg > Tg such tha t
(1.9) y (g ^ ( t ) )  > 6 and y ( t )  > 6 fo r  t  > T^.
Integrating (1.1) from Tg to t  > Tg, we have
(1.10) F j ( s ,y (s ) ,y (g , (s ) ) )  ds.
Let t  ^  we obtain
(1.11) y (""^ )(T g ) = - I  F .(s ,y (s ) ,y (g ^ (s )) )  ds.
T3
Integrating (1.10) from Tg to  t  > Tg and using ( Ig ) ,  ( Ig ) ,  (1 .11), (1.9) 
and ( 1 . 1 0 ) ,  we have
y('> -2)(t)  = y ( " -2 ) (T , )  + ( t  -  T ,)  y< "- '> (T ,)
+ ( t  - s) F . (s ,y (s ) ,y (g ^ (s ) ) )  ds
^3
(Tg - s) F ^ (s ,y (s ) ,y (g .(s ) ) )  ds
- ( t  - T3 ) F . (s ,y (s ) ,y (g . (s ) ) )  ds
< y (""^ )(T g ) + (Tg - s) F . (s ,y (s ) ,y (g . (s ) ) )  ds
= y (" "^ )(T g ) + Tg ^ y ( " ) ( s )  ds - s F .(s ,y (s ),y (g^ .(s )))  ds
y ( " - 2 ) ( T g )  + T g [ y ( " - l ) ( y )  -  y ^ ^ ' ^ ^ T g ) ]
^ s F . (s ,y (s ) ,y (g . (s ) ) )  ds
< y(>^-2)(Tg) - Tg y (" 'T )(T g ) - s F |^(s,y(s),y(g^(s))) ds
s F^(s,g,g) ds
< y ( " ' 2 )(T 2 ) - Tg y("-1 )(Tg) - F^{s.gs.gg^(s)) ds.
■̂3
By (1 .6 ), y ( " " ^ ) ( t )  would be negative fo r  a l l  s u f f ic ie n t ly  large t .
This is  a contrad iction since y^” "^ ^ ( t )  > 0 fo r  t  > Tg. Therefore, 
y ( t )  ^  0 as t  + ». Moreover, by Lemma 1.3, y e  S°.
Case 2. Lst y ( t )  < 0 fo r  t  > T^. Then the proof follows s im ila r 
to the case 1 and i t  concludes that y e u S° fo r  th is  case.
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THEOREM 1.3. For n > 3 odd, assume that the equation (1.1)
sa t is f ie s  (1 .6 ), Then S = S® u s‘ ® u s° u s~.
Proof. Let y e S - S . As in the proof o f Theorem 1.1, we
discuss the fo llow ing two cases.
Case 1. I f  y ( t )  > 0 fo r  t  > T^. Since g^(t) ^ « as t
there is a T̂  > T^ such tha t g^ (t)  > T^ fo r  t  > T.j ( i  = 1 , 2 ..........m).
By (1.1) a n d ( l2 ) , y ( " ) ( t )  < 0 fo r  t  > T.|. There is a Tg > T.j such that 
each y ( j ) ( t ) ,  j  = 0 , 1 , . . . , n-1 , is  o f  constant sign fo r  t  > Tg.
I f  y ' ( t )  > 0 fo r  t  > Tg, then & > 2 in (1.2) o f Lemma 1.1, and 
y ' ( t )  is monotone increasing and positive  fo r  t  > Tg. Thus, as in the
proof o f Theorem 1.1 there is  a g > 0 and a Tg > Tg such that
Y y ( t )  > B fo r  t  > Tg.
Since g^Xt) -»■ » as t  ^ ” , there is a T^ > Tg such tha t
9 k ( t )  > Tg fo r  t  > T^.
Thus we have
(1-12) y ( t )  > Bt and y (g ^ ( t ) )  > Bg^Xt) fo r t  > T^.
Integrating (1.1) from T^ to t  > T^ and using (1.12) and ( I ^ ) ,  we have
y ( " ' ^ ) ( t )  =y^'^"^^(T^) - ^  F ^ (s ,y (s ) ,y (q ,(s )) )  ds
< y ( " "^ ) (T 4 ) - F^(s ,y (s ) ,y (g^(s )))  ds
j  y^^ '^^fT^) - F^(s,BS,B9 k(s)) ds.
T/i
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By (1 . 6 ) ,  would be negative fo r  a l l  s u f f ic ie n t ly  large t .
This is a contrad iction since y ( " " ^ ) ( t )  > 0 fo r  t  > T^. Therefore,
y ' ( t )  < 0  fo r  t  > Tg.
I t  follows tha t l im  y ( t )  exists and is  nonnegative. Moreover,
/ .  \ t-+«
by Lemma 1.3, y '  M t)  -> 0 as t  -> », j  = 1 ,2 , . . .  , n - l . That i s , y g S® u s .
Case 2. I f  y ( t )  < 0  fo r  t  > T^, then the proof follows s im ila r
to the case 1 that y e s"® u s°.
THEOREM 1.4. For n > 3 odd, assume tha t a l1 hypotheses o f Theorem 
1.3 hold. Furthermore, assume that (1 .8 ) holds. Then S = S° u S .
Proof. Let y g S - S . As in the proof o f Theorem 1.1, we have
the following two cases.
Case 1. I f  y ( t )  > 0 fo r  t  > T^. Then as in  the proof o f Theorem
1.3, we have the conclusion that y ' ( t )  < 0 fo r  t  > Tg. Then lim  y ( t )
/ . \ t-K«
exists and is nonnegative. Moreover, by Lemma 1.3, y ( t )  -> 0 as t  
j  = 1 , 2 , . . . , n-1. We claim that y ( t )  ^  0 as t  -»■ «>. Otherwise suppose 
that y ( t )  -> 2b > 0 as t  ^  Then there exists a T^ > Tg such tha t
y tg ^ f t ) )  > 8 and y ( t )  > B fo r  t  > Tg.
Since y ' ( t )  < 0 fo r  t  > Tg, by (1.2) o f  Lemma 1.1, (-1 )'  ̂ y^ '^^(t) > 0, 
j  = 0 , 1 , . . . , n, fo r  t  > Tg. Integrating (1.1) from Tg to t  > Tg, we have
(1.13) y ( " " ^ ) ( t )  = y(""^ )(Tg) - F% (s,y(s),y(g .(s))) ds.
Let t  ^  we obtain
y ‘ " ' " ( T 3 )
fCO
m F ^(s ,y (s ) ,y (g .(s ) ) )  ds.
^3
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Integrating (1.13) from Tg to t  > Tg and using the same procedures as
in the proof o f Theorem 1.2, we have
> y (n - 2 )(Tg) - Tg y^ "“ ' '^T g ) + F^(s,Bs,3 g,^(s)) ds
which would be pos it ive  fo r  a l l  s u f f ic ie n t ly  large t .  This is a con­
tra d ic t io n  since y ( " " ^ ) ( t )  < 0 fo r  t  > Tg. Therefore, y e s° .
Case 2. I f  y ( t )  < 0 fo r  t  > T^, the the proof follows s im ila r
to the case 1 .
We now consider the equation 
( l . r )  y<">(t)  + ( -1)"  Z l',, F . ( t , y ( t ) . y ( g , ( t ) ) )  = 0,
where , ĝ  ( i  = 1 ,2  m) s a t is fy  ( I ^ ) ,  (Ig) and ( Ig ) .  We define the
following subsets o f  S:
= {y e S: 0 < 1 im y ( t )  < « and 1 im y^'^^(t) = 0, j  = 1 ,2 , . . .  , n - l } ,
t-x» t-x»
S‘ ^ = ( y  e  S: - y e  S^ } .
Clearly, S® ç  and S'® ç  s '^  hold.
We have the fo llowing theorem corresponding to Theorem 1.1.
THEOREM 1.5. Assume n i_s even and tha t (1 .1 ')  s a t i s f i es (1 .6 ).
Then S = u s '^  u s~.
Proof. Let y e s - S . Then there is a T^ > 0 such that y ( t )  > 0
on [Tg,“ ) or y ( t )  < 0  on [T^,»).
Case 1. I f  y ( t )  > 0 on [T^,»). Since g^-(t) ~ as t  -x there
is a T-| > T^ such th a t g^-(t) > T^ fo r  t  > T̂  ( i  = 1 ,2 , . . . ,m ). By (1 .1 ')
and ( Ig ) ,  y ( " ) ( t )  < 0 fo r  t  > T^. There is a Tg > T̂  such that each
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y ( j ) ( t ) ,  j  = 0 , l , . . . , n - l ,  is  o f constant sign fo r  t  > Tg. By Lemma 1.1, 
y ' ( t )  > 0 fo r  t  > Tg. I t  follows that 0 < l im  y ( t )  < «>. Now e ither
t-VOD
y " ( t )  > 0  fo r  t  > Tg or y " ( t )  < 0  fo r  t  > Tg and 0  < lim y ' ( t )  <
t-H»
In e ithe r case, e ith e r y ' ( t )  0 as t  ->■ °» and we are done, or lim y ' ( t )
t-x»
> 0. The remainder o f the argument is much as in the proof of Theorems
1.1 and 1.3. That i s ,  y e  S^.
Case 2. List y ( t )  < 0 fo r  t  > T^. Then the proof follows s im ila r  
to the case 1 and we have the conclusion tha t S = S~  ̂ fo r  th is  case.
THEOREM 1.6 . Assume n even and tha t ( 1 . 1 ' ) .sa t is f ie s
(1.14) I  F|^(t,Y,Y) dt = ±“  fo r  each Y ^ 0 .
Then S = S .
Proof. Let y be a nonoscilla tory so lu tion o f (1 .1 ') .  We can 
assume that y ( t )  > 0 fo r  t  > T^. As in the proof o f Theorem 1.5, there 
is a Tg > Tq such tha t each y^"^^(t), j  = 0 , 1 , . . . , n-1, is o f constant 
sign and y ' ( t )  > 0 fo r  t  > Tg. I t  follows tha t y ( t )  > 3 fo r  some 3 > 0 
and fo r  each t  > Tg. Since g^Xt) ^  « as t  ^  there is a Tg > Tg such
tha t y (g ^ ( t ) )  > 3 fo r  t  > T^. Integrating (1 .1 ')  from T^ to t  > T^, 
we have
y ( " " ^ ) ( t )  = y ( " '^ ) ( T 2 ) - F . (s ,y (s ) ,y (g . (s ) ) )  ds
JT3
< y ( " " ^ ) (T 3 ) - I F ^(s ,y (s ) ,y (g^ (s )))  ds
T3




I t  follows from (1.22) tha t y^'^” ^ ^ ( t )  would be negative fo r  a l l  suf­
f ic ie n t ly  large t .  This is a contradiction since by Lemma 1.1, y ( " " ^ ) ( t )  
> 0  fo r  t  > Tg.
THEOREM 1.7. For n > 3 odd, assume that (1 .1 ')  sa t is f ie s  (1 .6).
Then S = u s"“ , u u u s~.  n-I n- 1
Proof. Let y e S - S , then there is a T^ > 0 such tha t y ( t )  > 0 
or y ( t )  < 0  on [T^,»).
Case 1. I f  y ( t )  > 0 on [T^,»). Since g^(t) > » as t  -»■ «>, there 
is a T̂  > T^ such that g^ (t)  > T^, i = l , 2 , . . . ,m ,  fo r  t  > T^. Now 
y ( " ) ( t )  > 0 on [T^,«). There is a Tg > T., such tha t each y^"^^(t), 
j  = 0 , 1 , . . . , n-1, is o f constant sign on [T g ,") .  By Lemma 1.2, e ithe r
(1.4) holds or there is  an odd integer £ such that (1.5) holds. I f
(1.4) holds, then by an argument s im ila r  to a portion of the proof of 
Theorem 1.1 i t  follows tha t y ( " " ^ ) ( t )  -»-®as t -» - “ S o y 6  • I f
(1.5) holds, then y ' ( t )  > 0 and e ith e r y " ( t )  > 0  or y " ( t )  < 0 on [T g ,") .
I t  follows tha t 0 < lim  y ' ( t )  < ®. I f  y ' ( t )  -> 0 as t  », then by 
■ t->«
Lemma 1.3, y e  S . I f  0 < l i m y ' ( t )  < «, then as previously we have 
/ 1 \
y ' " "  ( t )  > 0 fo r  a l l  s u f f ic ie n t ly  large t ,  a contrad iction. Thus,
y e s^:, u sE.
Case 2. I f  y ( t )  < 0 on [T^,»). Then by the s im ila r  argument 
as tha t o f  case 1 , we can show tha t y e S~“ -| u S” ^.
THEOREM 1 .8 . For n > 3 odd, assume that (1 .1 ')  sa t is f ie s  (1.14).
Then S = S^” , u S u S .  n- 1  n- 1
Proof. Let y e S - S . As in the proof of Theorem 1.7, we have 
y e  o r y ' ( t )  > 0 and y^" ^ ^ ( t )  < 0 on [Tg,») fo r  case 1. I f
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y ' ( t )  > 0  on [Tg,»), then there is a Tg > Tg and a B > 0  such that y ( t )  
> B and y (g ^ ( t ) )  > B fo r  t  > Tg. I t  follows that
ft
F ,-(s ,y (s ),y (g .(s )))  ds
.>y<"-” (T3) + F|^(s,y(s),y(g^(s))) ds
F. (s ,B,B) ds.
By (1.22), y ( " " ^ ) ( t )  would be pos it ive  fo r  a l l  s u f f ic ie n t ly  large t ,
^00
a contrad ic tion. Thus y e S^_-|.
S im ila r ly ,  we have y e S’ “ -| fo r  case 2.
SECTION I I
Consider the fo llow ing deviating argument d i f fe re n t ia l  inequa li­
t ies  o f  the forms
(2.1) y ( t )  [ y ( " ) ( t )  + F ( t , y ( t ) , y ( g ( t ) ) ) ]  < 0
and
(2.2) y ( t )  [ y ( " ) ( t )  - F ( t , y ( t )  , y ( g ( t ) ) ) ]  > 0,
where F ( t ,u ,v )  sa t is f ie s  ( I - j ) ,  ( Ig ) fo r  F = F̂  and g ( t)  ^  ~ as t  ^
We shall investigate the o s c i l la to ry  behavior o f solutions o f 
inequa lit ies  (2 . 1 ) and (2 . 2 ) via the o s c i l la to ry  behavior o f  solutions 
o f a class o f  d i f fe re n t ia l  inequa lit ies
(2.3) X [%(") + p ( t )N (x ) ]  < 0 
and
(2.4) X [ x ( " )  -  p ( t )N (x ) ]  > 0,
where N e C(-»,») is nondecreasing on [0,») and x N(x) > 0 fo r  x M 0. 
Corollary 2.1 and Corollary 2.2 , under weaker conditions, extend Teufel's 
resu lts  fo r  bounded solutions in  [28] to a rb itra ry  even order functional 
d i f fe re n t ia l  equations. Corollary 2.3 reduces to Theorem 2.7 [ 8 ]  and 
also improves Theorem 3.1 [11] and the s u f f ic ie n t  part o f Theorem 3.2 
[11] in  the case n = 2. Corollary 2.5 [11] and Theorem 2.1 [ 8 ]  are special 
cases o f  Corollary 2.3 fo r  n = 2 and F ( t , y ( t ) , y ( g ( t ) ) )  = p ( t ) f ( y ( t )  , y (g ( t ) ) ) .
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For n = 2 and g ( t)  = t ,  Corollary 2.3 also includes the s u f f ic ie n t  part 
o f  Theorem 1 [33 ].
THEOREM 2.1. Let x ^  â nonoscil la tory solution o f  (2 .3 ) ,  a 
sa t is f ie s  ( 1 . 2 ) and
(2.5) j "  t " " *  p ( t)  N(Yt*'"^ ) d t = ±® fo r  each y f  0.
Then, i f  l l  even, ) ( t )  tends to i n f i n i ty  monotonically. I f  n is 
odd, e i th e r  x ( t )  tends to ^  l im i t  or x ^ * "^^ ( t)  tends to i n f i n i t y  mono­
to n ic a l ly .
Proof. Suppose tha t x ( t )  > 0 on [T^ ,» ). I t  follows tha t
(2.6) x ( " ) ( t )  + p ( t)  N (x (t))  < 0  fo r  t  e [T^,“ ).
Thus x ( " ) ( t )  < 0 on [T^,») follows also. There is a T  ̂ > T^ such that 
each x ( j ) ( t ) ,  j  = 0 , l , . . . , n - l ,  is o f  constant sign on [T^,«). I f  n is 
even, then by Lemma 1.1, there is an odd in teger z such tha t (1.2) 
holds. Since x ^ ^ '^ ^ ( t )  > 0 and x ^ * ) ( t )  > 0 on [T^,=), there is  an 
L > 0 such tha t x^*'” ^ ^ ( t )  > L fo r  t  > T^. In tegrating th is  repeatedly 
and using ( 1 . 2 ) ,  we have
(2.7) x ( t )  > y t^ '^  fo r  some y > 0 and fo r  each t  > Tg > T^. 
In tegrating (2.6) from s > Tg to t  > s, we obtain
0  < x ( n - l ) ( t )  < x(n-T)(s) p(u) N(x(u)) du
s
or
((""T)(o) > [ p(u) N(x(u)) du fo r  t
J n
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Integrating th is  from s > Tg to t  > s, we have
0 > + p(u) N(x(ii)) d u j  d a
J s 0  J
(u - s) p(u) N(x(u)) du
s
or
j(n-2)(^) < -  j  (u - a )  p(u) N(x(u)) du fo r  t  > a > Tg .
Continuing th is  process, we get
(u -x  ̂ ' ( a )  >  P(u) N(x(u)) du fo r  t  > a  > Tg.
Integrating th is  from Tg to t  > Tg and using (2 .7 ), we obtain
,  T — i - y r  du.
'2
I t  follows from (2.5) tha t x^*'~^^(t) -> « as t  -»■ «>.
I f  n is  odd, then £ is  an even integer sa tis fy ing  (1.2). I f
£ = 0 , then x ' ( t )  < 0  fo r  a l l  s u f f ic ie n t ly  large t  and then x ( t )  tends
to a l im i t .  I f  £ > 2, then the proof fo r n even go through.
Let X be a nonoscil la tory solution o f (2.3) w ith n even. I f  x 
is  bounded and assume tha t x ( t )  > 0 on [T ^ ,* ) ,  then £ = 1 in Lemma 1.1. 
Thus we have the fo llowing
COROLLARY 2.1. %f (2.5) holds fo r £ = 1, then every bounded 
solution o f  (2.3) with n even is  o s c i l la to ry .
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THEOREM 2.2. Let l im  i n f  > 0. Assume that y is a non-
t->co ^
o sc i l la to ry  solution o f  (2 .1 ) ,  z sa t is f ie s  (1.2) and (2.5) holds. Fur­
thermore, assume that
(2.8) u F ( t,u ,u ) > u p ( t)  N(u) fo r  u ^ 0.
Then, i f  n is  even, y^^~^^(t) tends to i n f i n i t y  monotonically. I f  n 
is odd, e ith e r  y ( t )  tends to a l im i t  or y^^~^^(t) tends to in f in i t y  
monotonically.
Proof. As in the proof o f Theorem 2.1, we only consider the 
case when n is even. Without loss o f genera lity , we can assume that 
y ( t )  > 0 on [Tg,»). Since g ( t)  ~ as t  -> <», there is  a T̂  > T^ such 
tha t y (g ( t ) )  > 0 fo r  t  > T-j. I t  follows from (2.1) that y ( " ^ ( t )  < 0 on
[T-|,«>). There is  a Tg > T̂  such that each y^ '^^ ( t) ,  j  = 0 ,1 ........ n-1, is
o f constant sign on [Tg,»). Let & be as in  Lemma 1.1 and assume that
is bounded. Then <»> lim  ^ ( t)  = L > 0. There is a T - > T« such tha t
t->oo *5- ^
L > y ( * " ^ ) ( t )  > ^  fo r  t  > Tg
Integrating th is  repeatedly and using estimation, we obtain Ht*"”  ̂ > y ( t )
> Kt*"^ fo r  some H > 0, K > 0 and fo r  a l l  s u f f ic ie n t ly  large t .
Thus we have
y (g ( t ) )  > K (g ( t) )*   ̂ > K t*'  ̂ fo r  a l l  s u f f ic ie n t ly  large t .
Let l im  in f  = a > 0, then we have
t->«
(2.9) y (g ( t ) )  > K
1/ f 2 - 1
Let M = m in { ^ ^  , 1 } ,  then
cx f t - '  ,  K a
2-1
2. ‘  :  H 7 .
y ( t )  fo r  a l l  s u f f ic ie n t ly  large t .
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y (g ( t ) )>  M y ( t )  fo r  a l l  s u f f ic ie n t ly  large t .
I t  follows tha t
0 > y ( " ) ( t )  + F ( t , y ( t ) , y ( g ( t ) ) )  > y ( " ) ( t )  + F ( t ,y ( t ) ,M y ( t ) )
> y ( " ) ( t )  + F(t,M y(t),M y(t)) > y ( " ^ ( t )  + p ( t)  N(My(t)).
Replacing N(x) by N(Mx) in Theorem 2.1, we get a contrad iction.
Sim ilar to Corollary 2.1, we have the following
COROLLARY 2.2. I£  a l l  the hypotheses of Theorem 2.2 hold and 
& = 1 in  (2 .5 ), then every bounded solu tion o f (2.1) w ith n even is 
o s c i l la to ry .
In Corollary 2.2, we can remove the condition lim  in f  > 0
t ^  ^
and only require that l im  g ( t)  = ~. That is  because in  the proof o f
t-+»
Theorem 2.2, we have y ( t )  + L as t  ->■ » and then corresponding to (2.9) 
we have y (g ( t ) )  > ^  ^  y ( t )  fo r  a l l  s u f f ic ie n t ly  large t .  The proof
o f Theorem 2.2 goes through i f  we replace M by j .
THEOREM 2.3. Let l im  in f  > q. Assume tha t y is  a non-   t ------------------------ -----------------
o s c i l la to ry  so lu tion o f (2 . 1 ) ,  i  s a t is f ie s  (1 . 2 ) and
(2 . 1 0 ) j "  t " " *  F (t,Y t*"T ,y t*"T ) d t = ±» fo r  e ^ Y  ^ 0 .
Then, i f  n is  even, y^^“ ^ ^ ( t )  tends to i n f i n i t y  monotonically. I f  n 
is  odd, e ith e r y ( t )  tends to a l im i t  or y^^"^^(t)  tends to i n f i n i t y  
monotonically.
Proof. We can assume that y ( t )  > 0 fo r  a l l  s u f f ic ie n t ly  large 
t .  As in the proof o f  Theorem 2.1, we only consider n even. Then there
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, ( j )is  a > 0  such tha t each y ( t ) ,  j  = 0 , 1 , . . . , n -1 , is  o f constant sign 
on [T-j,») and an odd integer z sa t is fy ing  (1 .2). Since y^^ ^^ ( t)  > 0
and y ( * ) ( t )  > 0 fo r  t  > T^, 0 < l im y^* '” ' ^ ( t )  < I f  y^^ '^ ( t )  asX&-1 )
t-Ho
t  then our proof is done. Let 0 < lim  y^ ^ ( t )  = L < «>. There is
t-x»
a Tg > such that
^  t * " l  < y ( t )  < L t * " l  fo r  t  > Tg .




t ^ - l  > 1  Lo*-l t * " 1  fo r  t  > T3 .
Let p ( t )  = — U -  F ( t ,  I  l / ' ^  t ^ ' l , I  La^ 'l t * ^ l  ) and le t  N(x) = x 
L tr "  ' ^
in  Theorem 2.1, then
y ( " ) ( t )  + p ( t )N (y ( t ) )  < y ( " ) ( t )  + - j q -  F ( t ,  1  l / ' ^  t ^ ‘ ^ , j  Lo^'^ t ^ ’ ’' ) L t ^ ' ' ‘
Lt
= y ( " ) ( t )  + F ( t ,  1  La^-^ t%-T, 1  La"-1 t ^ '^ )  
j  y ( " ) ( t )  + F ( t , y ( t ) , y ( g ( t ) ) )  < 0.
Thus y ( t )  sa t is f ie s  (2 .3). Moreover
t " ' '  p ( t )  N d t * " ' )  d t  = t " ' “  F ( t ,  ^  La"-' t ’- ' ' ,  ^ U ‘ - '  t ^ - ' )  dt =1 I %,-l .5,-1 1 , 5,-1 .&-1
By Theorem 2.1, we get a contradiction.
S im ilar to Corollary 2.2, we have the fo llow ing.
.n- 1COROLLARY 2.3. i f . / ”  t  F (t,Y ,y) d t = ±» fo r  each y f  0, then
every bounded solution o f (2 . 1  ) with n even is o s c i l la to r y .
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Apply the same argument as in the proofs o f Theorem 2.1, Theorem 
2.2 and Theorem 2.3, we have the fo llow ing theorems.
THEOREM 2 .4 . /issuing x is  a nonoscilla tory so lu tion o f  (2 .4 ), &
sa t is f ie s  (1.5) w ith  £ < n and (2.5) holds. Then, if_ n is^ odd, x^^"^^(t)
tends to i n f i n i t y  monotonically. I f .  n i_s_ even, e ith e r x ( t )  tends to ^
1 im it  or ^ ( t )  tends to i n f i n i t y  monotonically.
THEOREM 2.5. Let lim in f  > 0. Assume tha t y is a non-
t-M. ^
o s c i l la to ry  so lution ~)f (2 .2 ), z sa t is f ie s  (1.5) with £ < n amd (2.5) 
holds. Furthermore, assume that (2.8) holds. Then, i f  n is  odd, y ( * " ^ ) ( t )  
tends to in f i n i t y  monotonically. JÇf n even, e ith e r  y ( t )  tends to ^  
l im i t  or y^^~^^(t) tends to in f i n i t y  monotonically.
THEOREM 2.6. Let lim in f  > q. Assume tha t y is a non-
—  t -  t ----------------------- --------------
o s c i l la to ry  so lution o f (2 .2 ), £ s a t is f ie s  (1.5) with £ < n and (2.10) 
holds. Then, i f  n is  odd, y^^~^^(t) tends to i n f i n i t y  monotonically.
%f n even, e ithe r y ( t )  tends to a_ l im i t  or y ^ ^ " ^ \ t )  tends to in f in i t y
monotonically.
Equations (1.1) and (1 .1 ')  in Section I are special cases o f
(2.1) and (2 .2). In fa c t ,  most resu lts  o f  Section I could have been 
stated in terms o f d i f fe re n t ia l  inequa lit ie s . One reason fo r  not doing 
so is  to present the readers a var ie ty  o f  settings in which the compu­
ta tions can be made. I f  we define as in  [2 2 ] ,S*™ = (jJ’ ] and
S ”  = S “̂ , the decomposition in Theorem 3.1 [22] is  S = S ^  u S~“
0u s  u S . Our Theorem 2.6 (n even) has the same decomposition, where 
we give weaker conditions on g ( t)  and replace (3.1) [22] by (2.10).
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Since, when F ( t , y ( t ) , y ( g ( t ) ) )  = p ( t )  y ( g ( t ) ) ,  (2.10) becomes
(2 . 1 1 ) I  p ( t) dt =
(2.10) is also weaker than (3.1) [22 ]. I f  N has certa in growth condi­
t io n s , fo r  instance, i f  is monotone increasing, then (2.5) also
X
may be replaced by (2 . 1 1 )
SECTION I I I
We shall consider the delay d i f fe re n t ia l  equations o f the form
(3.1) y ( " ) ( t )  + y ( t  - T ( t ) )  f ( t , y ( t  - T ( t ) ) )  = 0,
where 0 < T ( t )  < and f ( t , u )  sa t is f ie s  the fo llowing hypotheses:
( I I I ^ )  f  e C([0,“ ) X (R) an^ f ( t , v )  < f ( t , u )  fo r  t  e [0 ,» ) ,
0  < V < u; and
( I l l g )  f ( t , u )  > 0  fo r  each t  e [ 0 ,* )  an^ u > 0 .
Our theorem extends fo r  the case n = 4 a recent re su lt  due to 
Terry and Wong [27, Theorem 3.2]. When n = 4, T ( t)  = 0 and f ( t , y ( t - T ( t ) ) )  
= p ( t )  our resu lt reduces to tha t of Leighton and Nehari [19, Theorem 
11.2]. Our theorem also generalizes a theorem o f Moore and Nehari [20, 
Theorem I I I ]  fo r  the case o f n = 2, x ( t )  = 0 and f { t , y ( t - x ( t ) ) )  =
P(t) [ y ( t ) ] ^ ^ ,  where p is  pos it ive  and continuous on [0,«) and m is a 
pos itive  integer. In [10 ],  Eliason considers the second order equation 
o f the form y " ( t )  + p ( t ) | y ( t - T ( t ) ) s g n  y ( t - x ( t ) )  = 0  (y > 0 ) and gives 
necessary and s u f f ic ie n t  conditions fo r  th is  equation to have a bounded 
nonoscilla tory so lu tion w ith  asymptotic behavior,
LEMMA 3.1. Let y sa t is fy  the hypotheses of Lemma 1.1, Then
lim  (£ + y ( t )  = l im  fo r  each j  = 0 , 1 , . . .  .
t^o“ t"X»
Both l im its  are f i n i t e .
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Proof. Assume tha t y ( t )  > 0 on [T^,™) and z sa t is f ie s  (1.2).
By Taylor's formula w ith in tegra l form o f  remainder, we have
y ( t )  = y ( V  *  y ' ( V ( t - V  '
+ + ^ 2 j ) ,  t  * *  ■ ds _>y(T„) + y ' ( T „ ) ( t - T ^ )
0
(£ + 2 j) / j  \ f t  T
[y< -^^-> (t)  - y ‘ - ^ ^ ) ( T „ ) ]  
fo r  t  > Ip . Dividing th is  by ( t  - , we obtain
v ( t l  ' ( T . )  , y (T .) ^ ^ y ' '+ % ) (T , )
( * - 2 3 ) !  
or
( 3 . 2 )  y ( * + 2 j )  < ( & + 2 j ) ! y ( t )  _ ^ .  ( t + 2 j ) ! y ' ( T p )
" ( t  -To)*+ 2 j  ( t  - Tq)*+2 j  ( t  -TQ)*+2 j - l  
( & + 2 j ) y ( ^ + 2 j - l ) ( T ^ )
fo r  t  > Tq.
°  t-x=
Since y (*+ 2 j) (^ )  > o and y(&+2 j+ l)^ t)  < o on [T„>~), l im  y (& ^ ^ j) ( t )  
ex is ts . I t  follows from (3.2) that
(3.3) lim y ( * + 2 j ) ( t )  < lim in f
t-H» t->~ ( t  - T^)^
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To prove the reverse inequa lity , we choose a a such tha t < o 
< t .  Then we have ( t  - > ( t  - fo r  s s [T^,a]. Hence
y(lt+2 0 )(T )
y ( t )  _<y(TJ + y ( T „ ) ( t - T ^ )  + . . .+  + g : ,? '  ( t
"  C  y ' " 2 ^ " '> ( s )  ds = y(T„) + y ' ( T , ) ( t .  T,)
To
or
. . . . .  [ , (» ^ 2 j ) ( „ ) .  y ( * - y ) ( T „ ) ]
fo r  t  > Tg. Let a be f ixe d , we have
y(S.+2 j ) (T ^ )  ^ sup _ lL ± _ 2 ^ y ( t )  _ y ( t+ 2 j ) ( o )  + y (*^Z j)(T^)
I t  follows that
y(J!-+2 j ) ( ^ )  ^ lim  sup ^^ jg i y ( t ) '
t ^  ( t  -T ^ )*
Since a is a rb itra ry  and since lim  ex is ts , we obtain
t-Ko
(3.4) l im  y ( * ^ 2 j ) ( t )  > lim sup y ( t ) .
t->«> t->«° ( t  - Tq)
The proof is then complete by combining (3.3) and (3.4)
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In the proof o f Theorem 3.1, we only use the case o f j  = ""g  - 
in Lemma 3.1.
THEOREM 3.1. Equation (3.1) has an u lt im a te ly  pos it ive  solution 
y ( t )  sa tis fy ing
(3.5) lim  t " ( " " T ) y ( t )  = K, 0 < K < »,
t ^
i f , and only i f , fo r  some c > 0
•00 - ,
(3.6) t " " l  f ( t , c t " " ' )  d t < ».
Proof. Suppose (3.6) holds fo r  some c > 0. Choose a s u f f i ­
c ie n t ly  large T^ > such tha t
•00 1 1
(3.7) t " " '  f ( t , c t " " ‘ ) d t < ^  .
To
We now construct a solution y ( t )  = y ( t ,T ^ )  of (3.1) w ith the 
i n i t i a l  conditions y(T^) = y '( ÎQ )  = . . .=  y (" "^ ) (T ^ )  = 0 , ^^(T^) = c
and y ( t )  = 0 fo r  T^ - < t  < T^. Since y ^ " '^ ^ T ^ )  = c > 0, y ( t ,T ^ )
is pos it ive  on some open in te rva l whose l e f t  end point is  T^. Let t  = T̂
be the f i r s t  zero o f y ( t ,T ^ )  in  (T^,»), i f  such ex is ts . Then by Taylor's 
Theorem, i t  follows tha t
(3.8) y^" ^ )(c )  = 0 fo r  some T^ < ç < T^.
By Taylor's formula w ith  in tegra l form o f  remainder, we have fo r  < t  <T̂
(3-9)  ds
0
= (n -TTT ( t - s ) " " ^ y ( s  - x ( s ) ) f ( s , y ( s - T ( s ) ) )  ds.
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By ( I l l g ) ,  i t  follows that
(3.10) y ( t )  < ( t  < c t " " l  fo r  < t  < T^.
Since y ( t )  = 0 on [T^ - (3.10) holds fo r  < t  <
I t  follows tha t
(3.11)
.n- 10 < y ( s - T ( s ) )  < OS fo r  Tg f  s < T^.
In tegrating (3.1) from to t  w ith < t  < T^, and using (3.11) and
(3 .7 ), we have
,{n - l) ( t )  = c - y ( s - T ( s ) )  f ( s , y ( s - x ( s ) ) )  ds
> c cs""^ f(s ,cs ""T ) d s > c - ^ c  = ^ c > 0 ,
which contradicts (3 .8). So we have proved the existence o f a pos it ive
nonoscilla tory solution y o f  (3 .1 ) ,  since as long as the above and
(3.10) hold, the solution may be extended in d e f in i te ly  to the r ig h t.
For th is  so lu tion y ( t )  = y ( t ,T ^ ) ,  (3.9) and (3.10) hold fo r
t  > T . I t  follows that 
0
c(t-T^) n- 1 (n-1 )! y ( t )  + ( t  -s ) " " ^  y ( s - t ( s ) )  f (s ,y (s -x (s ) ) )  ds
< (n -1 )! y ( t )  + c ( t -  Tq)""! f ( s ,c s "  ^ ) ds
< (n -1 )! y ( t )  + ^  c ( t  - T^) n- 1
or
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l e  ;  (n-1)! y ( t ) ( t - T „ ) - < ' ' - ’ ).
Combining th is  with (3.10), we obtain
< (n-1 )! y ( t ) ( t  -  ̂ < c.
Since y ( " ^ ( t )  < 0, y^ '^ '^^(t)  is decreasing and then (3.5) follows from 
Lemma 3.1 with j  = — .
To prove necessity, we le t  y be an u lt im ate ly  positive  so lu tion 
o f (3.1) sa tis fy ing  (3 .5). We assume that y ( t )  > 0 fo r  t  > T^. By 
Lemma 3.1 with j  = — ^  , we have
(3.12) "  (n)^ y (s - t ( s ) )  f ( s , y ( s - t ( s ) ) )  ds = -
I .
y ' " M s )  ds
0 '0 
= ^^(Tg) - K (n - l) !  .
I t  follows from (3.5) that fo r  any 0 < e < K, there is a I ,  > I  such
I -  0
tha t
y ( t - T ( t ) )  > ( K - E ) [ t - T ( t ) f '  > ( K - £ ) ( t - T „ ) " ‘ '
fo r  t  > + Tg. By ( I I I ^ ) ,  we have fo r  s >
f ( s ,y (s -x (s ) ) )  > f(s ,(K -e)(s-TQ )""T ).
Substitu ting by in (3.12), we obtain
(3.13) [ ( K - e ) ( s - x j " ' ^ f ( s , ( K - e ) ( s - x j " - ’ ) ds
JT .+ t "  0
< y^""^ ^ 1 +Tq) - K (n - l) !
Tl+'o
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For s > 2Tq, i t  follows that s < 2 ( s - t ^) and then by we have
(3.14) I” s " " '  f ( s , c s " ' ' )  ds < 2 " - '  Ç ( s - T „ ) " ' ’ f ( s .c 2 " - l (s -? o ) " '1 )  ds
=  2 n- 1
Combining (3.13) and (3.14), we have
s" ‘ '  f ( s , c s " ' ' )  ds < [y * " ' '^ T ,+ T ^ )  - K (n - l) ! ] .
The conclusion (3.6) is then proved.
SECTION IV
In th is  section, we are concerned with the delay d i f fe re n t ia l  
equations o f the form
(4.1) y ( " ) ( t )  + p ( t )  y ( t  - t ) = 0,
where x > 0  and p is a continuous nonnegative function on [ 0 ,®).
For the existence and the uniqueness of solutions o f the l in e a r  
equation (4 .1 ), see §4.1 in [13 ].
Our theorem extends Kung's Theorem3 in [15] fo r  equation (4 .1).
LEMMA 4.1 (Lemma 2 in [2 5 ]) .  I f .  y Is  £  so lu tion of (4.1) with 
y ( t )  > 0  and y ' ( t )  > 0  fo r  every t  e [T^,®), then y(""^^ i ^  nonneqative, 
nonincreasinq on [T^+r,®) and
( t  -  T )'^'^
y ' ( t )  > y ( " 'T ) (2 " "2 t )  fo r  t e  [T^+X,®).
THEOREM 4.1. Assume tha t
( IV ,) there exists a pos it ive  and continuously d if fe re n t ia b le
f t  _n- 2
function (j) on [o,») and lim  j ds = ®;
( IV j)  K(t.k) = (y , (s )* (s )p (s )  - d,
+ (n-2 ) ! 2 (n -T ) ( " - 2 )
2 ( t  - T ) " " 2
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fo r  every s u f f ic ie n t ly  large T and every pos it ive  k, where
k
1  i f  n = 2
/ t  ~
1 i f  n > 2 .
Then, ü  n is_ even, every solu tion o f (4.1) is^ o s c i l la to ry ; H . n i £  odd,
every solution y o f (4.1) ij_ e ithe r o s c i l la to ry  or y ( t )  tends to a l im i t
and lim  y^'^^(t) = 0 , j  = l , 2 , . . . , n - l .  
t-x»
Proof. For the case of n = 2, i t  is  proved in [16]. So we 
assume tha t n > 3 in the fo llow ing proof.
Let y be a nonoscil la tory solution o f (4 .1 ). We can assume that 
y ( t - T )  > 0 fo r  t  > T^. Then y ( " ) ( t )  < 0 on [T^,»). There is a T̂  > T^ 
such tha t each y^’̂ ^ ( t ) ,  j  = 0 , 1 , . . . , n-1, is o f constant sign on [T^,«).
By Lemma 1.1, y ( " " ^ ) ( t )  > 0 on [T^ ,» ) .
( i )  Let y ' ( t )  < 0. By Lemma 1.1, th is  can occur only when n
is odd. Then y is  decreasing and then tends to a l im i t  as t  ^  ». Fur-
f i lthermore, by Lemma 1.3, l im  y ( t )  = 0, j  = 1 , 2 , . . . , n-1.
t ^





q ' ( t )  = -
,n- 2 ,n- 2 ,n- 2
,n-2
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p ( t ) y ( t - T * ( t )
y'
) ' ( t )  .
t  1






2 " - 2  / t
2,n-2
B> Lemma 4.1, we have
-
t
,n- 2  " ' 1
n- 2
P & 2  r  Ti
Let Tg = 2""^ T-j. Then
,n- 2
( t  - T J n- 2
) ( t )  fo r  t  > Tr
I t  follows that







*  ( n - 2 ) !  2 ( " - ' ) ( n - 2 y i  t
n- 2
W 1
( t  - Tg) n- 2
(n -2 ) ! 2 ( " - T ) ( " - 2 )




y ( " " ^ ) ( t ) * ( t ) * ' ( t )
y 2n-2
4 ( t  - Tg) n- 2





* ( t )
,n- 2
,n- 2 4 ( t  - Tg)
n- 2 * ' ( t )
p ( t )y ( t -T ] * ( t )  (n-2 )!
y
t
gO- 2 4 ( t  - ig ) " - :




1 i f  t-T > }  o , i . e . ,  i f  t  >  t .,n- 2 ■ 2 "-Z _ 1
Let Tg =  T and le t  T = maxfTg,!]}. Define
2 -  1
h ( t )  = P(s] * (s )\f ( t -T )
y
s
gn- 2 4(s - Tg)"-2 * (s )
ds
and define
Z ( t)  = q ( t )  - h ( t)  fo r  t  > T.
Then
Z ' ( t )  = q ' ( t )  - h ' ( t )  >- * ( t )
( t  - Tg) n- 2 Xn-1 ),
t
gO- 2
4 ( t  -  T j ) "  ^
1
* ( t j - q ( t )
2 ( t  - Tg) n- 2
* ' ( t )
( t  - Tg) n- 2
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( t  -  Tg)n- 2
(n -2 ) !  * ( t )
U ) .  H ( t ) .  , . ( t ) ]
2 ( t  - Tg)n- 2
( t  - Tg) n- 2
Z(t) +








+ (n-2 )! 2 ( " - l ) ( " - Z )  a ' ( t )
n- 2
2 ( t  - Tg)'
fo r  t  > T. We shall estimate the quantity in the bracket as follows.




4(s - Tg)"-? *(s)
+ (n-2 )! 2 ("-T)(n-Z)  * ' f t )
2 ( t  - Tg)"-?
ds
(n-2)! 2( n - ' ) ( n - 2 ) u ' ( s ) f ]
4(s - ^ * (s)
ds
n-z2 ( t  - Tg) 
fo r  some constant c.
Z ( t)  + c + K (t,k ) fo r  t  > T and
Let S be such tha t Z(T) + 6 > 0. By condition (IVg), there
is a T4  > T such that




Dividing th is  by [Z ( t)  + b]  and integrating from to t  > T^, we 
obtain
.n- 2
Z d ^ )  + 6 " ■ Z ( t )  + B + Z d ^ )  + B -  (n_2)! z f"" !  
By ( IV^) ,  we get a contradiction.
t  (s - Tg)
— ÏT iJ— “ =■
u
From the above proof, we see that Theorem 4.1 s t i l l  holds i f  we 
consider the equation
y ( " ) ( t )  + p ( t)  y (g ( t ) )  = 0
fo r  n > 2 , where g ( t)  < t  and g ( t)  > on [a ,“ ) fo r  some large a.
Theorem 4.1 also holds i f  we replace equation (4.1) by d i f fe re n t ia l  
inequality
(4.2) y ( t )  [ y ^ " ) ( t )  + p ( t)  y ( t - x ) ]  < 0.
I f  the delay function g ( t)  is such that t - t  < g ( t)  < t  and i f  y is a non­
o sc il la to ry  solution o f y ( " ) ( t )  + p ( t)  y (g ( t ) )  = 0 , y ( t )  > 0  and y ' ( t )  > 0 , 
then y sa t is f ie s  (4.2) and then Theorem 4.1 would apply.
By taking * ( t )  = 1, we have the following
COROLLARY 4.1. If. / *  p(s) ds = », then the re su lt  o f  Theorem
4.1 holds.
For T = 0, Corollary 4.1 coincides with Theorem V in [12 ]. In 
case o f n = 2, Corollary 4.1 reduces to Corollary 4 in [15 ]. For n = 2 
and T = 0, Corollary 4.1 coincides with Theorem ( i )  in [9 ] .  For th is
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case, also see Corollary 2 in [32 ], the Theorem in [30 ], Theorem 1.1 
in  [18 ], Theorem 1 in [26] and the Theorem in [31].




Let h be a fixed pos it ive  number. For any continuous function 
x ( t )  with domain [t^ -h ,® ) and range is defined to be the function
with domain [ -h ,0 ]  such tha t x^(s) = x(t+s) fo r  -h < s < 0. Moreover, 
we use the fo llow ing notation in th is  section fo r  convenience.
C = C[-h,0]
= C^[-h,0] = {<() G C: *(s) > 0 fo r  s e [ -h ,0 ] }
C+ = C+[-h,0] = {(J) e C^: ((> is  monotone increasing on [ -h ,0 ] } .
Paralle l d e f in it io n s  are t o  Hold fo r  C" and C+.
m(4 ) = i n f  | * (s ) |
-h<s< 0
II * II = sup 
-h<s< 0
D = {(j) G C: ll(j)ll < 1}.
In Theorems 1, 2 and 3, we consider the functional d i f fe re n t ia l  
equations o f  the form
(5.1) y ( " ) ( t )  + p ( t )  f (y ^ )  = 0 ,
where p is a nonnegative, continuous function on [t^ ,® ) and is not iden­
t i c a l l y  zero on any subinterval o f  [t^ ,® ) and f  is continuous such that
sgn f ( 4 ) = sgn *  fo r  *  G c *  or 4 G c".




(5.2) y ^ " ^ ( t )  + p ( t)
is considered,where p is as in (5.1) and f  is  continuous on [ t^ ,» )  x C 
X. ..X C such tha t sgn f ( t , $ , . . . )  = sgn (|) fo r  a l l  t  > t^  and ^ ^ C* or
4) e  c".
The purpose o f th is  section is  to extend Burkowski's results in 
[ 6 ] and [7 ] to a rb it ra ry  order functional d i f fe re n t ia l  equations (5.1) 
and (5 .2).
m
THEOREM 5.1. For n even, assume that
(V-|) f  s a t is f ie s  a Lipschitz condition with Lipschitz constant 
K > 0 fo r  the domai n D.
Then a necessary and s u f f ic ie n t  condition tha t equation (5.1) 
has ^  bounded nonoscilla tory so lution is that
(5.3) I ”  t " - l  p ( t) dt <
Proof. By condition (5 .3), the proof o f the necessity is s im ila r 
to tha t o f Theorem 4.1 in  [16] and we omit i t  here.
The proof o f  su ff ic iency is essen tia lly  contained in Atkinson 
[1 ] .  In [7 ] ,  Burkowski also sketches the proof. We shall show that the 
integra l equation
y ( t )  = 1 -  (s - t ) " ' l  p(s) f(yg ) ds
has a nonnegative solution (also sa tis fy in g  (5 .1)) which is continuous 
and uniformly bounded as t  -»■ ® under the properties o f p and f  and con­
d it io n  (5 .3).
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Using the Picard method o f successive approximation, we define 
a sequence o f functions
(5.4)
y „ ( t )  = 1
where is chosen, by (5 .3 ), such that
K
( n - 1 ) !
.0 0
s""^ p(s) ds < r  < 1
fo r  t  > T . 
0
I t  follows that
^ r  f  (s - t ) " "^  p(s) ds < r  < 1( rM )
fo r  t  > T . 
-  0
I f  ( y „ ) t  e D n c+ fo r  t  ,  T^. then ( y ^ ,  s D n c* fo r  t  >
S i n c e
By (5.4) and (V^), we have
I V 2 “ ) - V i < ‘ ’ l = I w f t  - TC(yJs3Mt
| s - t ) " 'T  p is) ds
< max II ( y ^ , )  - (y^) II r  < r
t < S < w
m+2 fo r  t  > T . 
0
41
This established the uniform convergence o f  the in f in i t e  series 
y^ft) + [(y^)(t) - (yo)(t)] +.. .+ [(y^)(t) - (y^.-|)(t)] + . . .
from which we deduce the uniform convergence o f the sequence {(y^^ ( t) }*_g  
fo r  t  > T^. The required solution is the l im i t  function y ( t )  which is
continuous, bounded and nonoscilla tory since lim  y ( t )  = 1 and lim  y ' ( t ) = 0 .
t - ^  t-*»
THEOREM 5.2. For n > 3 odd, le t  f  sa t is fy  (V.| ). Then ^  neces­
sary and s u f f ic ie n t  condition tha t equation (5.1) haŝ  a bounded nonos­
c i l la to r y  solution not tending to zero is tha t (5.3) holds.
Proof. For necessity, the proof is  as stated in the proof o f 
Theorem 5.1.
For su ff ic iency , we also use the Picard method o f successive 
approximation. We shall show tha t the in tegra l equation
has a nonnegative solution (also sa tis fy ing  (5.1)) which is continuous 
and uniformly bounded as t  -> ® under the properties o f p and f  and ( 5 . 3 ), 
We define a sequence o f functions
yo(t> = f
1 ( s - t ) " " '  p(s) ds. t  >
where T^ is chosen, by (5 .3), ,uch tha t
T C T jr p(s) ds < r  < ^  fo r  t  > T^.
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I t  follows that
K
F T T T (s-t)""^ p(s) ds < r < Y for t  > T̂ .
The proof fo r  the uniform convergence o f the sequence { (y |^ ) ( t ) } “ _Q is
s im ila r  to tha t o f  Theorem 5.1 and f in a l ly  the required solution is the
l im i t  function y ( t )  which is  continuous, bounded, nonoscilla tory and not
tending to zero since lim  y ( t )  = 1  and lim y ' ( t )  = 0 .
t ^  t-X*>
THEOREM 5.3. For n even, le t  f  sa t is fy  in addition (V-j ) that
fo r  some q > 1 ,
(5.5) lim i n f  - M A -  > 0,
m((ji)-+<» l<))(-h)l"
where the 1im it  is  taken through elements o f e ithe r Ct or C+ such that 
m(*) increases toward i n f i n i t y . Then a necessary and s u f f ic ie n t  con­
d it io n  tha t every solution y ( t )  o f  equation (5.1) be o s c i l la to ry  is 
tha t / “ t^"^ p ( t )  dt = “ .
Proof. Assume tha t / ”  t^"^ p ( t)  dt < ». Then by the proof o f 
the su ff ic ie ncy  o f  Theorem 5.1, we get a nonoscillatory so lu tion  o f
(5 .1). This proves the necessity o f th is  theorem.
For the suff ic iency pa rt, le t  y be a nonoscilla tory solution 
o f (5 .1 ). We can assume tha t y ( t )  > 0 fo r  a l l  t  > T^. S im ilar argument 
holds fo r  y ( t )  < 0. There is a T̂  > T^ such tha t each y ( j ^ ( t ) ,  j  = 0,
1 . . . . , n - l ,  is  o f constant sign on [T^,»). By Lemma 1.1, there is  an odd
integer & such that (1.2) holds. In p a rt icu la r ,  y ' ( t )  > 0 fo r  t  > T^.
Then l im  y ( t )  = » or y ( t )  is  bounded. I f  y ( t )  is bounded, then by Theorem 
t-*°
5.1, y is  an o s c i l la to ry  so lu tion o f (5 .1 ), a contrad iction. Therefore,
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lim  y ( t )  = From (5 .1 ), we get
P(s) f(yg ) ds fo r  t  >
Integrating th is  repeatedly and using (1 .2 ),  we obtain
y ( * ) ( t )  > p (V n >
By hypothesis (5 .5 ), there is a Tg > such that
f ( y J
y ^ ( t -h )
+, 1 | f ( y t ) l
> ^  l im  i n f    > a > 0  fo r  t  > Tg.
t-+«o |y ( t -h ) |9
I t  follows from Taylor's  expansion and (1.2) that y(s -h) >
( £ _ 1  ) ^ “
l y j- (Sn_% -h-t)% "l fo r  s^_^^-h > t  and fo r  some s ^ .^ -h - t  < a
< s^_^-h. Thus we have ( L e t  L = [  ( Z - l )  ! ] ^  ^ )
(&),.« , ,oo .00 .00
f | y ,  )
"1 >n-&-l
t+h
' 1 n-ii - 1
. La  
- (A-l)! 2t+h
*1 Sn- % - 1
( V t >  ds,
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T w y r
2 t+h •'s
r f 0 1
J - - j  (Sn-a-h-t) '  P ( V * )  ds,
1 n- % - 1
£-1
- T F H T  jgt+h^ -s, 's  ds^_gds^ ^
I n - £ - i
fo r  t  > T« and s > 2 t > 2t-T«. 
c n-£ c
Integrating th is  inequa lity  from to t  > Tg, we obtain
q - 1




- (% - l) ! .
2* A!




(s -h -T j) * - ’
S i " ' ^n-£"■1
ds^_jj...dsds^
■2 t+h S i - h •oo
2 Î 2 +hJ
2
Î 2 +h
(s - h -T j ) ' - '
^n-&"
P < V i>
-1
ds^_%.. .ds ds
2 t+h .  r
ETg+h






2To+h '2 "  ‘■'2
• • • J  p ( V j >  d S n . t . . . d S 3 d s , d S 2
^ 2  ^n- £ - 1
-  2 * £!
r2 t+h r S .  . •00
(s ,-3h -2T j* ' 
2To+3h '2 To+h' S o
P (V » >  dSn.%...dS3 ds,dS2
2  n-£-l
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Continuing th is  process, we have
n-&-l
1 f 1 1 1 a
q-1 " 2 * ( n - l ) !
r2t+h
2 Ï 2 +h
(s - 3 h-2 T2 )""Tp(s) ds.
By hypothesis, the r ig h t  hand side would tend to i n f in i t y  as t  This
is  a contradiction since the l e f t  hand side is bounded.
I f  the hypotheses o f  Theorem 5.3 hold, then by Theorem 5.2, the 
necessary part o f  Theorem 5.3 holds fo r  n > 3 odd. But the s u f f ic ie n t  
part o f Theorem 5.3 fo r  n > 3 odd w i l l  be stated as fo llows: Every
solution y o f  (5.1) is  e ithe r o s c i l la to ry  or tends to a l im i t  monotoni- 
c a l ly  i f  / "  t " "^  p ( t)  d t = ».
In the proof o f Theorem 5.3, i f  we do not replace q (& -l)  by
Î. - 1 , we shall have that: i f  1 < n < n, q > 1 and / “  s ^^ *"^ )* ( " "^ )p (s )  ds
= », then there are no nonoscilla tory solutions of (5.1) which s a t is fy  
Lemma 1.1 fo r  th is  given, or any greater, value o f %.
THEOREM 5.4. Assume there ex is t  q , 0 < q < 1, and A > 0 such
tha t
(5.6) | f ( t , u , . . . ) |  < A|u(0)|9 fo r  t  > t^  and u e C+ or u e C+.
Then £  necessary condition tha t a l l  solutions o f  (5.2) ^  o sc i l la to ry  
is  tha t
(5.7) ^ {n - l)q  p ( t)  d t = ».
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Proof. Assume tha t f °  p ( t)  dt < ®. We shall show the
existence of a nonoscilla tory solution of (5 .2). Let t^ '^ '^^^p(t) dt 
= M. Choose a pos it ive  number 6 such that > A M /[(n - l) ! ]^ .
Consider the so lu tion y o f (5.2) with the fo llow ing in i t i a l  con­
d it ions:
y ( j ) ( t )  = 0  fo r  t ^ - h  < t  < tq , j  = 0 , l , . . . , n - 2 ,
y ( " " ^ ) ( t )  = 6 fo r  t ^ - h  < t  < t
We shall show that th is  solution does not vanish on ( t ^ , * ) .
I f  y(t-| ) = 0 w ith  y ( t )  > 0 fo r  t  e (t^,t-| ) ,  then by Taylor's
theorem, we have
y(n -2 ) ( t  )
y ( t i )  - y ( tg )  = y ' ( t ^ ) ( t - |  - 1 ^) + . . .+  (^ -2 ) :°  (^ i ‘  ^o^
fo r  some t^  < ç < t - j . I t  follows that y^'^"^^(ç) = 0. We can assume 
y ( " " ^ ) ( t )  > 0 on [ t ^ . s ] .  By (5 .2), y ( " ) ( t )  < 0 on [ t ^ . ç ] .  Then 
is monotone decreasing on [t^^,?] and then y ( " " ^ ) ( t )  < g on [ t ^ ,? ] .  Fur­
thermore, by Taylor's theorem, we have
y ( t )  = y ( t )  -  y ( t^ )  = ^ ( t  ( t - t o ) " " i
fo r  some t^  < ç < t ,  ( t^  < t  < ç). By (5 .6), we obtain
f ( t .y t .y i  y i " '" )  ; A [y (t)f  .< (t -
I t  follows from (5.2) that
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This is a contradiction since = 0. This shows tha t our solu­
t ion  y o f (5.2) does not vanish on ( t ^ , - ) .
THEOREM 5.5. For n even, assume there ex is t 0 < 6 < 1 and B > 0 
such that
(5.8) | f ( t , u , . . . ) |  > B |u (-h )|^  fo r  t  > t^  an^ u e C+ or u e C+.
Then à s u f f ic ie n t  condition tha t a l l  solutions o f (5.2) ^  ^  o s c i l la to ry  
is tha t
(5.9) j p ( t )  dt = «.
Proof. Let y be a nonoscil la tory  solution o f equation (5.2).
We can assume tha t y ( t )  > 0 fo r  t  > t^ .  I t  follows from (5.2) that 
y ( " ) ( t )  < 0 fo r  t  > T^ > t^  + h. There is a T̂  > T^ such tha t each y^ '^^ (t) ,  
j  = 0 , l , . . . , n - l ,  is  o f  constant sign on [T^,»). By Lemma 1.1, y ' ( t )  
is pos itive and y ( " " ^ ) ( t )  is  pos it ive  and nonincreasing on [T^,«). 
M u lt ip ly ing  (5.2) by [ y ( " " ^ ) ( t ) ] " ^ ,  we obtain
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Î T ^ î ! ?  ! | . . i -
p ( t )  f ( t , y , , y ; ........y i " ' ’ *)
  ‘  -
By Lemma 1.1, we have
y ( 2 " " * " l  t )   ̂ y ( t )   ̂ ^
y(n 1 )^2 ^"%"' - y ( n - l ) ^ 2 M"&"l - (n -1 ) (n-2 ) . . . (n-£)
I t  follows that
(5.11) > I t " - '
fo r  t  > T.J
^ Lt fo r  some constant L > 0 and fo r
( " "T ) ( t )
t  > T, = T ,, say.1 ’ 2 ’
From (5.10), (5.11) and (5 .8 ) ,  we obtain
— , \  I -P ( t)  fo r  t  > Tp+h = Tq, say.
[y^" M t ) r  " ■ 3
Integrating th is  from to t  > Tg, we have 
^ ( n - l ) ( t ) ] l - 5  .  [y (n - l ) (T  ) ] ' - «
1 -  6





The r ig h t  hand side w i l l  tends to as t  ^ ». We get a contradiction 
and the proof is then complete.
From Theorem 5.4 and Theorem 5.5, we have the fo llowing
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COROLLARY 5.1. For n even, let there ex is t A > 0, B > 0 and
0  < q < 1 such that
B |u(-h)|9  < | f ( t , u , . . . ) |  < A|u(0)|9
fo r  t  > t_  and fo r  any u 6  C+ or u e C+.
Then a necessary and s u f f ic ie n t  condition tha t a l l  solutions 
o f (5.2) be o s c i l la to ry  is  tha t (5.7) holds.
THEOREM 5.6. For n odd, le t  (5.8) and (5.9) hold. Then every 
so lu tion y o f (5.2) e ith e r o s c i l la to ry  or tends monotonically to a
1 im it  and l im  y^'^^(t) = 0 , j  = l , 2 , . . . , n - l .
t-x»
Proof. Let y be a nonoscilla tory so lu tion o f (5 .2). We can
assume tha t y ( t )  > 0 fo r  t  > T^. As in the proof o f Theorem 5.5, there
is  a T̂  > Tq such tha t y ' ( t )  > 0  fo r  t  > T̂  or y ' ( t )  < 0  fo r  t  > T-j.
I f  y ' ( t )  < 0 fo r  t  > T^, then y is decreasing and bounded below.
Hence y ( t )  tends to a l im i t  as t  « and by Lemma 1.3, l im y ^ '^ ^ ( t )  = 0,
t - ^
j  = 1 ,2 , . . .  , n - l .
I f  y ' ( t )  > 0 fo r  t  > T-|, then the proof is the same as that o f
Theorem 5.5 and we omit i t  here.
SECTION VI
In th is  section, we shall generalize Bobisud's results in [5 ] 
and Baker's resu lts  in [3 ] to a rb it ra ry  order damped nonlinear d i f f e r ­
entia l equations o f the forms
(6.1) y<"> + ♦ ( t . y . y ' ........ y ( " - ' ) ) + F ( t , y , y '  y<"‘ '> )  = 0
and
(6 . 2 ) y*"> + q ( t ) * ( y . y ' , . . . . y ( " - T ) )  + p ( t ) y “ ( t ) f ( y ' , y " ........ y<"‘ " )  = 0 .
We shall employ the fo llow ing assumptions in our theorems.
{VI-| ) F 2 2  continuous on [0,®) x (R*̂ with u F ( t , u , u - | . ,u^_-|)
> 0  fo r  u ^ 0 .
(VIg) (|) continuous on [0,®) x iR*̂  and there e x is t  continuous 
nonnegative functions k an^ m such that
- k ( t )  < ( | ) ( t , u , u . | . ,u^_i ) < m(t) 
fo r  t  e [ 0 ,oo).
(VIg) i|) e C(K^) and there is  a constant B > 0 such tha t 
0 < i{)(x,u^,U2 *^n-l^ ^n-1 - ^^n-1
for u , € (R - {0} and x s (R. n- 1  -----
(VI^) f  G ) and f ( u ^ .u ^ , . . . ,u^_^) > K > 0 fo r
( Û « . ,U^_  ̂) G R
(VIg) p G C[0,<x>) an^ p ( t )  > 0 on [0,®).
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(VIg) q G C([0,<” ) , [0 ,® )) and fo r  f ixed T > 0,
t  fS
exp[-B q(x) d t ]  ds ^  ® as t  •» «.
h  h
I t  follows from (VIg) that i|j(x,u^ , U g ,0) = 0. Moreover,
by (VI^) and (VIg), i f  y ( t )  f  0 on [T,®), then y^'^^(t) f  0 on [T,®),
j  = 1 ,2 , . . . , n - l .
THEOREM 6.1. Let the functions F and * sa t is fy  (VI-j) and (VIg). 
Furthermore, assume the fo llow ing conditions hold.
( i ) Giyen M > 0 and 6 > 0, there e x is t t^  ^ > 0 and â  function
h (t)  = hg ^ ( t )  defined on [tg  |^,®) with
[ h(s) ds ^  ® as t  ->• ®
and such that |u^_^| < M, |u| > 6  arW u u^_^ > 0 imply
|F ( t ,u ,u . | , . . . ,u ^ _ l ) |  > h ( t ) .
( i i )  For t^  > 0,




m(x) dx] ds = ®.
t_
Then. I f  n is_ even, every solution o f equation (6.1 ) ij_ o s c i l la to ry , 
f f  n odd, every solu tion y of (6 . 1 ) e i th e r  o sc i l la to ry  or tends 
monotonically to _a 1 i  mi t  and y^'^^(t) -+ O ^ t  ®, j  = 1 ,2 , . . .  , n - l .
Proof. Let y be a nonoscillatory so lu tion o f (6.1). We can 
assume that y ( t )  > 0 on [T^,®) fo r  some T^ > 0. Similar argument hoi 
fo r  y ( t )  < 0. We claim tha t y ( " " ^ ) ( t )  > 0 on [T .,®). Indeed, f i r s t
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suppose < 0  fo r  some t-| e [T^><*>)» then remains
negative on [ t ^ . tg )  fo r  some tg > t^ .  From (6 .1 ) ,  we have
+ * ( t , y ( t ) , y ' ( t ) , . . . , y ( " " T ) ( t ) )  > 0  fo r  t  e [t^  , tg ) .
In tegrating th is  from t-j to tg , we get
(6.3) y ( " -T ) ( tg )  < y ( " - T ) ( t i )  exp[-
< y ( " "T ) ( tp )  exp[- ^ m(s) ds] < 0
^ * ( s , y ( s ) , y ' ( s ) , . . . , y ( " " T ) ( s ) )  ds]
t i
t l
Therefore, y ( " " ^ ) ( t )  < 0 fo r  every t  g [ t ^ ,« ) .  By Lemma 1.1, y ( " " ^ ) ( t )  
> 0 fo r  t  G [ t - j ,» ) .  In tegra ting  (6.3) from t-j to t  > t ^ , we obtain
f t
exp[-
t i  ; t .
m(x) d r ]  ds ->• -® as t  -> <»,
a contrad iction. Therefore y ( " " ^ ) ( t )  > 0 on [T^,»).
Suppose there is  a t  g  [T^,») such tha t y ( " " ^ ) ( t )  = 0. Since
y ( " ) ( t )  = - F ( t , y ( t ) , y ' ( t ) ........ y ( " " ^ ) ( t ) )  < 0, there is an e > 0 such
th a t y ( ^ " ^ ) ( t )  < 0 on ( t , t+ e ) ,  a con trad ic tion. Hence y ( " " ^ ) ( t )  > 0 
fo r  t  > Tq. There is  a T̂  > T^ such tha t each y^ '^^ (t) , j  = 0 , 1 , . . . , n-2, 
is  o f  constant sign on [T^,»).
By Lemma 1.2, y ' ( t )  < 0 on [T^,«) or y ' ( t )  > 0 on [T^,»).
The case o f y ' ( t )  < 0 on [T^,«) can occur only when n is odd.
So in  th is  case y ( t )  tends monotonically to  a l im i t .  Moreover, by Lemma
1.3, y ( j ) ( t )  -»■ 0 as t  + « fo r  j  = l , 2 , . . . , n - l .
I f  y ' ( t )  > 0  on [ T ^ , « ) ,  then there ex is ts  a 6 > 0  such tha t 
y ( t )  > 6 fo r  t  > T^. Dividing (6.1) by y ( " " ^ ) ( t )  > 0, we have
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Integrating this from T-j to t  > , we obtain
y ( " " ^ ) ( t )  < exp[\ k(s) ds] < y(""T)(Ti)  exp[
1
< M for  some M > 0.
k(s) ds]
‘ 1
Since y ( t )  > 6, 0 < y ( " " ^ ) ( t )  < M and y ( t )  y^’̂ ~^^(t) > 0 for
rt
t  > T-|, by ( i ) ,  there exist t^ and h(t)  = ĥ  ^ ( t )  such that 
- > 0 0  as t  -> » and F ( t ,y ( t )  ,y' ( t ) , . . .   ̂( t )  ) > h(t)  for t  >
' 6 , M
h(s) ds
Let T = maxIT-j ,Tg Integrating (6.1) from T to t  > T, we get
(6.4) y ( " -T ) ( t )  = y("-T)(T) - * ( s ,y ( s ) , y ' ( s ) , . . . , y ( " "T ) ( s ) ) y ( " 'T ) ( s )  ds
- F (s ,y (s ) ,y ' ( s ) , . . . , y ( " "T ) (s ) )  ds
k(s) y(""T)(s)  ds -< y(""T)(T) + h(s) ds,
h(s) ds + « as
,(n-l )
Since y ( " " ^ ) ( t )  is bounded, k(s) is integrable and 
t  -»■ », the l e f t  hand side of (6.4) tends to -<» as t  -> » and then y^"~ '^ ( t )  
would be negative fo r  a l l  su f f ic ien t ly  large t .  This is a contradict ion 
and our proof is then complete.
THEOREM 6.2. the functions F and * sat is fy  (VI^) and (VIg). 
Furthermore, assume the fol lowing two conditions hold.
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( i ' )  given 6 > 0  there e x is t t  > 0  and ^  function h ( t)  = h. ( t )
defined on w ith
1
.n- 1
and such tha t |u| > 6 an^ u u^_^ > 0  imply |F ( t ,u ,u ^ , . . . ,u ^ _ i ) |  > h ( t)  
( i i ' )  for. any. t . j , tg > 0 ,
f t1
un- 1 ( t -  s)""^ k(s) exp[ I<(t ) d%] ds
is bounded while
l im  [ exp[-[ 
t-x» ■'t.j t^
m(t )  d t ]  ds =
Then,if n is^ even, every solution o f equation (6.1) l l  o s c i l ­
la to ry . 1 1  n is^ odd, every solu tion y o f ( 6 . 1 ) js^ e ithe r o sc i l la to ry  
or tends monotonically to a 1 im it  and y^'^^(t) - x O ^ t - x » ,  j  = l , 2 , . . . , n - l
Proof. As in the proof o f Theorem 6.1, le t  y be a nonoscillatory
solution o f  (6.1) w ith y ( t )  > 0 on [T ,■») and conclude tha t y ( " " ^ ) ( t )  > 0
t
and y ( " " ^ ) ( t )  < ^^(Tg) exp[ j  k(s) ds] fo r  t  > T^.
0
I f  y ' ( t )  < 0 on [Tg,»), then as in  the proof o f Theorem 6.1, the 
proof is through.
Suppose y ' ( t )  > 0 on [T^,»), then there exists a 6 > 0 such that 
y ( t )  > 6 fo r  t  > Tg. By ( i ‘ ) ,  there ex is t  T̂  > T^ and a function h such 
that F ( t , y ( t ) , y ' ( t ) , . . . , y ( " " ^ ) ( t ) )  > h ( t)  fo r  t  > T̂  w ith
ft1 ( t  - s)""^ h(s) ds -X œ as t -x
5 5
Integrating (6.1) from T-j to t  > , we obtain
y ( n - l ) ( t )  .  y ( '> - l ) ( T , )  -  ♦ ( s . y ( s ) , y ' ( s ) , . . . , y < " - ' > ( s ) )  y '^ - '^C s) ds
'1
-  f  F ( s , y ( s ) , y ' ( s ) , . . . . y ( " ' ^ ) ( s ) )  
< y < " - " ( T , )  + I *  k(s) y ( " - ' ) ( s )  ds -
5
;  y ' " ‘ '> (T ,)  *  y<"-'>(T^)
ds
h(s) ds




In tegrating th is  repeatedly from T,j to t  > T^, we obtain
n- 1
+ y * " ' " ( T o ) | ^  k(s) exp[ k ( x )  d x ]  ds
( t -  s ) " - i  
T (n -1 )! h(s) ds
or
v ( t )  . W 5 >
fH-l -  ^n- 1  t.n- 2 1 -
,(n- 1 ) (T J n- 1
y(""T)(To) f t .n- 1
(n-1) I
( t -  s) k(s) exp[
(n- 1  j i t " ’ '  J ^
( n U l T T ^ l ! ,
k ( x )  d x ]  ds
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By ( i ‘ ) and ( i i ' ) ,  the r ig h t  hand side tends to -« as t  ->■ « and then 
y ( t )  would be negative fo r  a l l  s u f f ic ie n t ly  large t .  This contradiction 
proves our theorem.
In the fo llowing lemma, we consider an equation which is s l ig h t ly  
more general than equation ( 6 . 2 ).
LEMMA 6.1. Consider the d i f fe re n t ia l  equation
(6.5) y ( " )  + q ( t )  <|;(y,y'........... y^""^^) + p ( t)  y(y) f ( y ' , y " , . . . , y ^ " ‘ ^^) = 0
w ith (VIg) - (VIg) holding and le t  y g C(«), xy(x) > 0 fo r  x f  0. I f  
y is^ ^  nonoscillatory so lu tion o f  (6.5) on [0 ,» ) , then there exists a
t_ > 0  such that 0  ------------------
y ( t )  y ( " " T ) ( t )  > 0  fo r  t  > t ^ .
Proof. We can assume tha t y ( t )  > 0 on [T^,») fo r  some > 0. 
S im ilar argument holds fo r  y ( t )  < 0. We shall show tha t y ( " " ^ ) ( t )  > 0 
on [Tq,“ ). Suppose y^ '^ '^^(t^ ) < 0 fo r  some t-j e [1^ ,“ ). Let y ( " " ^ ) ( t )  
remain negative on [ t ^ , t 2 ). From (6 .5 ), we have
y ( " ) ( t )  + q ( t )  ^ ( y ( t ) , y ' ( t ) , . . . , y ( " " T ) ( t ) )  < 0  fo r  t e  [t^  . tg ) .
By (VIg), we obtain
fo r  t  e [ t ^ . t g ) .  In tegrating th is  from t^ to tg ,  we get
(6 . 6 ) y ( " -T ) ( tg )  < y ( " - T ) ( t i )  exp[-B  ̂ q ( t )  d t ]  < 0 .
1̂
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Therefore, < 0 on [T-|,“ ). Since is decreasing fo r
t  > T-J, by the remark given above Theorem 6.1 and by Lemma 1.1,
> 0  fo r  a l l  s u f f ic ie n t ly  large t .
Integrating (6 . 6 ) with respect to t^  from t^ to t  > t - j , we obtain
fS
q(T) d x ]  ds,
I '^1
By (V Ig), y ( ^ " ^ ) ( t )  would be negative fo r  a l l  s u f f ic ie n t ly  large t .  This 
contrad iction shows tha t y ( " " ^ ) ( t )  > 0  fo r  t  > T^.
Suppose there is  a t  e [T^,*) such th a t y ( " " ^ ) ( t )  = 0. Since 
y ( " ) ( t )  = -p ( t )  y (y )  f ( y ' , y " , . . . , y ( "  ^ ) )  < o,  there exists an e > 0  such 
tha t y ( " " ^ ) ( t )  < 0 fo r  t  e ( t , t+ e ) ,  a contrad ic tion. Therefore, y ( " " ^ ) ( t )  
> 0  on CTq,“ ).
THEOREM 6.3. Let a > 1 ^  the quotient o f odd integers and le t  
(V Ig )-  (VIg) ^  s a t is f ie d . Let
(6.7) j ”  t " "^  p ( t)  d t = “ .
Then, i f  n is even, every solution o f (6.2) is o s c i l la to ry . I f  n is  odd, 
every solution y o f ( 6 . 2 ) j[s e ither o s c i l la to ry  or tends to â  1 im it  
monotonically and y^^^ ( t)  -»■ 0  ^  t  -> «, j  = 1 ,2 , . . .  , n - l .
Proof . Let y be a nonoscilla tory so lu tion o f (6 .2). We can 
assume that y ( t )  > 0 on [T^,») fo r  some T^ > 0. By Lemma 6.1, y ( " " ^ ) ( t )  
> 0 fo r  t  > Tq. By (V Ig), ^ ( y ( t ) , y ' ( t ) , . . . , y ( " " T ) ( t ) )  > 0 on [T^,»). 
From (6 .2 ) ,  we see tha t y ( " ^ ( t )  < 0 on [T^,»). There is  a T̂  > T^ such 
tha t each y^ '^^(t), j  = 0 , 1 , . . . , n-1, is  o f constant sign on [T^,= ). By 
Lemma 1.1, there is an integer a such tha t (1.2) holds. The case o f
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& = 0  can occur only when n is odd and then y ( t )  tends monotonically to
a l im i t .  Moreover, by Lemma 1.3, y^'^^(t) + 0 as t  ~ fo r  j  = 1 ,2 ........ n-1.
Apply (VI^) to (6 .2 ) ,  we have
(6 . 8 ) + p ( t )y “ ( t)K  < y ( "> ( t )  *  p ( t )y “ ( t ) f ( y ' ( t ) , y " ( t ) ......... y < " ' ’'> ( t ) )
< 0  fo r  t  > T.J.
M u lt ip ly ing  (6 . 8 ) by t ^ " \ y " °  and in tegra ting  from to t  > T-j, we obtain
r t  , " : l . y ( " ) ( s )  , 3  ,
'T , [y (s ) ] “
p(s) ds < 0 .
In tegrating the f i r s t  in tegra l by parts, we have
gH-l y (n - l)
i s l
[y (s ) ]“
- (n -1 )
1
*  (n -1 )
T, [y (s)3“
(s) ds
+ a [   y y ( " " ^ ) (s )  ds + K [ s""^ p(s) ds < 0 fo r  t  > T,
We repeat th is  procedure on the second term o f the above d isp lay , etc.
From th is  we obtain
(6.9) P(t) -  P(T^)  + Q(t) + K | |  s""1 p(s) ds < 0 fo r  t  > T^ ,
where
P(t) 1 [ t n - l y ( n - l ) ( t )  _ (n_T)tn-2 y ( " - 2 ) ( t )
[ y ( t ) ] “
+ (n - l ) (n -2 ) t " - 3 y ( " -3 ) ( t )  - . . . +  ( n - l ) . . . ( & + l ) t * y ( * ) ( t ) ]
+ (n -1 )(n -2 ) . . .A  i L L z l l k s l  ds.
[y (s ) ] “
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and
Q(t) = o f  - (n - l )s " -2 y (" -2 ) (s )
Jt, [ y ( s ) r  '
+ . . .+  ( n - l ) (n -2 ) . . . (& + l) s * y ( * ) ( s ) ]  ds.
I t  follows from (1.2) that P(t) > 0 and Q(t) > 0 fo r  t  > T-j.
By (6 .7 ) ,  the inequa lity  (6.9) is  impossible fo r  a l l  s u f f ic ie n t ly  large 
t .  The proof is  then complete.
LEMMA 6.2. I f  y is  an n 'th  continuously d if fe re n t ia b le  function 
with y ( t )  > 0, y ' ( t )  > 0, y ( " " ^ ) ( t )  > 0 an^y^ '^^(t) < 0 on̂  [ t ^ , » ) ,  then
there is  a T_ > t_ such tha t 
     0 -  0  — —
■ (n - l ) ( n - 2 ) . . . ( n - * )  
fo r  t  > 2 " "^  T_, where i  is  defined in Lemma 1.1.
Proof. Since y ^ ^ ) ( t )  < 0 on [ t ^ , » ) ,  there is a > t^  such 
tha t each y^ '^^(t), 3 = 0 , l , . . . , n - l ,  is of constant sign on [T^,»). By 
Lemma 1.1, we have
,n-l
y ( t )  ( t - T ^ ) '
Xn-ll^gn-^T l > frirr)-Cn.2 y.-.-. Cn- 0  ^ ^ ‘̂ o*
Since y ( t )  is increasing.
(gn -t - 1  '  ( t - T p l " ' '
yXn-ll^gH-A-l - (n-1) (n -2 ) . . . (n-&)
Let s = t  and s^ = 2"‘ ^ '^  T^, then
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y
, ,   ̂ (s ^
" (n - l ) ( n - 2 ) . . . ( n - £ )   ̂ '  (n- 1  ) (n - 2 ) . . .  (n-)i)2 ^"’ ^
i f  s > 2s„ = 2 " ' *  T .0 0
THEOREM 6.4. Let 0 < a < 1 ^  the quotient o f odd integers and 
le t  (V Ig ) -  (VI^) be s a t is f ie d . Let
(6 . 1 0 ) j  p ( t )  d t = ».
Then. j_f n is_ even, every so lu tion o f (6.2) i_ŝ  o s c i l la to r y . If. n i ^  odd, 
every so lu tion  y o f (6 . 2 ) i ^  e ith e r o s c i l la to ry  or tends to à l im i t  
monotonically and y^'^^(t) - > O a ^ t - > ~ ,  j  = 1 , 2 , . . .  , n - l .
Proof. Let y be a nonoscilla tory so lu tion o f (6 .2). We can 
assume tha t y ( t )  > 0 on [T^,») fo r  some T^ > 0. By Lemma 6.1, y ( " " ^ ) ( t )
> 0 fo r  t  > Tq. I t  follows from (6.2) that y ( " ^ ( t )  < 0 fo r  t  > T^. As 
in the proof o f Theorem 6.3, there is an integer i  such tha t (1.2) 
holds fo r  t  > T̂  > T^. The case o f  y ' ( t )  < 0 on [T^,«) can occur only 
when n is  odd. In th is  case, y ( t )  tends monotonically to a l im i t .  More­
over, by Lemma 1.3, y^*^^(t) -*• 0 as t  -*■ « fo r  j  = 1 ,2 , . . .  , n - l .
Also as in  the proof o f Theorem 6.3, we have inequa lity  ( 6 . 8 ). 





By Lemma 6.2, we obtain
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5 a(n - l)  p(g) ds < 0 .
[ ( n - l ) ( n - 2 ) . . . ( n - £ )  2 ^""^ ^ •
Since > 0 on [T,«) and by (6.10), the above inequality
is impossible fo r  a l l  s u f f ic ie n t ly  large t .  This proves Theorem 6.4.
I f  q ( t )  E 0, then function q sa t is f ie s  (VIg). In th is  case, we 
have s im i la r  results  in Theorems 5.5 and 5.6 fo r  functional d i f fe re n t ia l  
equation (5.2).
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