This paper describes a CUDA implementation of Wagener's PRAM convex hull algorithm in R 2 [3, 2] . It is presented in Knuth's literate programming style.
Figure 1: Points and hoods. The x-coordinates have been distorted in the depiction of host hood.
globals ≡ #include <stdio.h> #include <stdlib.h> #include <cuda.h> float2 * point; int count; float2 * host_hood; /* The following are device variables */ float2 * hood, * newhood; short * scratch; float2 REMOTE = { 10.0f, 0.0f }; /*************************************** * make_remote () without memcopy ***************************************/ __device__ void make_remote ( float2 * p ) { p->x = 10.0f; p->y = 0.0f; } Points are stored in the array point, and initially copied to host hood. The main program launches the global routine match and merge repeatedly to merge adjacent hoods from intervals of size d to hoods of size 2d.
The algorithm repeatedly copies host hood[] to device array hood[], launches match and merge(), and copies the device array newhood[] to host hood[].
Let s = log 2 n; s is a positive integer. The hood is built in s − 1 stages (there is nothing to do if s = 1). At the r-th stage, let d = 2 r : host hood defines n/d hoods. For 0 ≤ ℓ < n/d, let P be the ℓ-th block of d points from point (indexed from ℓd to ℓd + d − 1). The ℓ-th hood is H(P ). The corners of H(P ) are stored in the corresponding block of host hood, shifted left and padded with copies of REMOTE ( Figure 1) .
Next, n/2 match and merge threads are launched in n/(2d) blocks of dimension
The ℓ-th block of threads cooperate to compute H(P ∪ Q), where P and Q are the 2ℓ-th and 2ℓ + 1-st interval of d points, locating the common tangent of H(P ) and H(Q) and replacing these separate hoods by H(P ∪ Q), shifted and padded in a block of 2d entries in hood.
The routine make remote(float2 * p) is used to set a point to remote values (I'm not sure how to assign a constant float2 value in device code). THE ARRAY point WILL CONTAIN THE data points, and host hood will contain the intermediate hoods as illustrated in Figure 1 . H scratch is to hold a copy, on the host, of the device array scratch, for debugging. The shared device arrays hood, newhood, scratch are allocated at every thread launch. Also, host hood needs to be copied to hood before the thread launch. NOW THE THREAD LAUNCH: n threads in n/(2d) blocks of dimension
main +≡ /* * LLL and RRR need to be replaced * by triple < and >: double < and > * have a special meaning in noweb, * the literate programming system * we use. */ dim3 range ( count / (2*d) ); dim3 block ( d1, d2 ); match_and_merge LLL range, block RRR ( hood, newhood, scratch );
WHEN ALL THREADS HAVE TERMINATED, copy the revised array newhood to host hood, and print various debugging items. main +≡ cudaMemcpy(host_hood, newhood, count * sizeof(float2), cudaMemcpyDeviceToHost);
printf("#returned from match_and_merge, d1=%d, d2=%d, d=%d\n", d1, d2, d);
cudaMemcpy(h_scratch, scratch, count * sizeof (short), cudaMemcpyDeviceToHost);
The following is for debugging. wagener.nw 8 match and merge ≡ /*************************************** * left_of () ***************************************/ __device__ int left_of ( float2 r, float2 p, float2 q ) { float value;
return ( value > 0 ); } Suppose P and Q are adjacent intervals of points processed by a thread block in match and merge. Given two points p andis either a corner of H(Q) or is remote, and p is to the left of Q, there is a unique tangent to H(Q) from P : suppose q ′ is the corner of H(Q) which supports the tangent. Let f (p, q) be LOW, EQUAL, or HIGH according as q is left of, at, or right of q ′ (high if q is remote). Similarly if p is remote or on H(P ) and q is to the right of P , a function f (p, q) indicates whether p is left of, at, or right of the point supporting the tangent to H(P ) from q (or remote).
These functions are implemented (on the device) by g and f below, where p = hood[i] and q = hood[j] and P is defined by the range start..start+d-1, Q by start+d..start+2 * d-1. Atend signals the condition that q is the rightmost corner of H(Q). As written, it might cause thread divergence, which could be remedied by adding an extra slot in hood and making it REMOTE. Using atend, we can (without divergence) make q next default to a point directly underneath the righmost corner in H(Q), in the case where q is the last corner in H(Q).
If q next is left of pq, then q is LOW. Similarly atstart indicates whether q is leftmost in H(Q), in which case q prev is directly below it; otherwise it is the corner of H(Q) to its left; q is HIGH iff q prev is left of the directed line-segment pq. return HIGH * isleft + EQUAL * (1-isleft) ; } /******************************* * f ( i, j, start, d ) *******************************/ __device__ short f( float2 * hood, short i, short j, short start, short d ) { float2 p, q, p_next, p_prev; int atstart, atend; int isleft; THE WORKHORSE of Wagener's algorithm is the match and merge procedure below. Recall that n/(2d) threads are launched in blocks of dimension
The ℓ-th block is to calculate H(P ∪ Q), where P and Q are intervals of d points in hood beginning at 2dℓ (this offset is computed and stored in start). First start and other parameters are computed, and the scratch array is set to a recognisably 'uninitialised' value.
(scratch[start..start+2 * d-1] is shared by the threads in the same block). The main effort is calculating the corners of H(P ) and H(Q) supporting the common tangent. Their indices will be placed in pindex and qindex, initially −1 to show uninitialised.
There are d 1 sample points along H(P ) and d 2 along H(Q), but some of them will be REMOTE. MATCH AND MERGE begins by setting the variables d 1 , d 2 , d, start, x, y,, indx to mirror the construction of its thread blocks. Also, pindex, qindex, scratch are set to negative values, meaning not initialised. Also i and j are set to sample corners (indices) in H(P ) and H(Q). For mam 0: intialisations ≡ /****************************** * match_and_merge () ******************************/ SUPPOSE THAT p and q are the actual corners to be calculated, supporting the common tangent to H(P ) and H(Q). For each sample point p i a corresponding tangent corner q Sketch proof. Parametrise the tangents to H(Q) by the angle θ they make with the x-axis: θ varies over the clockwise interval from 90
• (yielding the left vertical tangent) to −90
For each θ, let L θ be the half-plane left of the tangent line at angle θ (except at ±90
• , this means above the tangent line). The map θ → L θ is, loosely speaking, continuous, and H(P ) ∩ L θ contracts with θ. The point of contact between L θ and H(Q) shifts discontinuously from corner to corner, but always rightward. At a unique angle, θ = α, say, the intersection contains a single point, and that point is p. The points p i under consideration are left and right endpoints of various sets H(P ) ∩ L θ , the points q On the other hand, we tried to avoid branching, another reason for serialisation, and the writing of branch-free code is an interesting challenge.
Another possible innovation was our usage of padding, rather than compression, which we felt too cumbersome. That is, data would be in blocks, with 'live' data to the left of the block padded with 'remote' values on the right. This left some threads with nothing to do, but it avoided allocation tasks.
A few last words about optimal speedup. Our algorithm gets the data points in sorted order, and in principle should use O(n) work (runtime × processor count): but it uses O(n log n). We indicate how Wagener's algorithm can achieve optimal speedup: O(log n) time and O(n) work. So we suppose we have n data points and n/(log 2 n) processors.
• Separate the data into n/ log n strips, 1 per processor, and compute the convex hood in each strip, O(log n) time serially.
• Store the hood corners in each strip (in left-to-right order) in balanced trees of size ≤ log n.
• Overmars and Van Leeuwen devised a logarithmic time procedure, a balanced search, for locating common tangents: see [1, 2] . Applying their procedure to convex hoods stored in balanced trees, convex hoods can be merged in logarithmic time.
• This means that with log log n passes using ≤ n/ log n processors per pass, convex hoods can be calculated for n/ log 2 n strips each containing log 2 n points, each in time O(log log n), hence O((log log n)
2 ) overall, which is of course O(log n).
• Under the PRAM model, these trees can be flattened into arrays using log n processors per tree. Now we have the same organisation as in our Cuda algorithm, with strips of log 2 n points each stored in an array.
• Our implementation involved finding the common tangent between adjacent hoods using k processors for hoods of size (at most) k, in O(1) time.
Given k ≥ log 2 n, this can be done with k/ log n processors. In this case there are at least √ k processors available. Let h = 4 √ k, and let P be the points in the left-hand strip and Q the points on the right. Subdivide H(P ) into k/h intervals of length h. For each interval endpoint p, allocate h processors which first inspect intervals in H(Q) of length k/h, bracketing the tangent from p to one of these intervals; next they bracket the tangent to an interval of length k/h 2 , then k/h 3 , and finally return the tangent from p to H(Q). This brackets the common tangent endpoint in H(P ) to an interval of length k/h; repeat the process to bracket to intervals of length k/h 2 and k/h 3 , and finally compute the common tangent.
When run on the dataset illustrated, our CUDA algorithm is perceptibly slower by comparison with a serial algorithm (which is not described here). This is not surprising considering the serialisation of conflicting memory accesses. To attempt optimal speedup as described here would demand a great deal of effort. Our CUDA program is a specimen implementation of a PRAM algorithm which cannot claim much speed advantage.
