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integroida muihinkin ohjelmiin, joissa ohjaukseen halutaan käyttää webkameraa hiiren sijasta.  
 
Tämän työn tekemisessä käytettiin OpenCV:tä. Työssä saavutettiin logiikka sovelluksen oh-
jaamiseen webkameralla. Työssä tehtiin monta osa-aluetta, joita voidaan käyttää hyväksi 
muissa sovelluksissa. Osa-alueita ovat maskien tekeminen ja yhdistäminen, osien erottami-
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LYHENTEET 
BGCodeBook taustan opetukseen suunniteltu tietuerakenne, joka sijaitsee 
OpenCV:n kirjastossa 
HSV   väriformaatti  
IplImage  OpenCV:n kuvaformaatti 
OpenCV   avoin lähdekoodi, joka on suunniteltu tietokonenäön suunnit-
telemiseen 
Pseudokoodi  tietojenkäsittelytieteessä ohjelmointikielen tapainen koodi, 
jonka tarkoituksena on piilottaa eri ohjelmointikielten väliset 
syntaksierot ja jättää jäljelle vain algoritmin perusrakenne 
QImage  Qt:n kuvaformaatti 
Qt  alustariippumaton ohjelmistojen ja graafisten käyttöliittymien 
kehitysympäristö  
RGB  punaisesta, vihreästä ja sinisestä väristä koostuva värifor-
maatti 
Ubuntu    Linux-käyttöjärjestelmän jakeluversio 
YCbCr  väriformaatti 
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1 JOHDANTO 
Tässä dokumentissa kerrotaan eleohjauksen integroimisesta Catwalkiin. Työ 
on tehty yritykselle nimeltä MobileSpot. MobileSpotilla on Catwalk-ohjelma, 
jota voidaan käyttää esimerkiksi vaatteiden valitsemisen helpottamiseksi 
vaateliikkeissä. Catwalkia ohjataan hiirellä. Työn tavoitteena on lisätä Cat-
walkin ohjaamiseksi toiminto, jolloin ohjaaminen onnistuu ilman hiirtä. Tavoi-
te pyritään saavuttamaan webkameralla. Apuna tämän tavoitteen saavutta-
miseen käytetään OpenCV-kirjastoja, jotka on tarkoitettu tietokonenäön 
suunnittelemiseen. Ohjelma on kirjoitettu Qt-ympäristöön ja Linux-
käyttöjärjestelmään. OpenCV, Qt ja Linux ovat avoimia lähdekoodeja.  
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2 ELEOHJAUS 
Osiossa käydään läpi eleohjauksen periaatteet. Eleohjauksella tarkoitetaan 
ominaisuutta, jonka avulla ohjelmaa voidaan käyttää eleillä. Eleohjaukseen 
toteuttamiseksi tarvitaan webkamera kuvan ottamista varten ja OpenCV-
kirjastojen menetelmiä sekä algoritmeja. 
 
2.1 Tietokonenäkö 
Ihminen tunnistaa hahmoja näkemästään ympäristöstä automaattisesti aivo-
jen ansiosta. Kone ei tunnista hahmoja automaattisesti, vaan se pitää opet-
taa. Kone tarvitsee kameran ympäristön kuvaamiseen. Tämän jälkeen ko-
neelle pitää kertoa, miten tätä kuvaa pitää tutkia hahmojen tunnistamiseksi. 
Kone tarvitsee jonkun algoritmin tai prosessin, jonka avulla voidaan tunnis-
taa hahmoja. (1, s. 3.) 
Hahmot täytyy tunnistaa, jotta kone erottaisi ympäristöstä ihmisen tai jonkun 
tietyn osan ihmisestä, kuten pää tai käsi. Tämä avaa paljon uusia tapoja oh-
jata laitteita ympäristössämme, esimerkiksi televisioruudun käyttö webkame-
ralla. 
Ihminen erottaa liikkuvat asiat. Hän pystyy muistamaan, missä jokin asia on 
ollut aiemmin, jos sen paikka on muuttunut. Kone voidaan myös opettaa 
muistamaan, minkälainen ympäristö on ollut alun perin. Vertaamalla alkupe-
räistä ympäristön tietoa kameran antaman nykyisen ympäristön tietoon kone 
löytää, mitkä asiat ovat muuttuneet. Näin voidaan opettaa kone etsimään 
ympäristössä tapahtuvat muutokset. 
Tätä prosessia kutsutaan taustan opetukseksi. Tätä varten OpenCV:hen on 
kehitetty algoritmeja ja tietuerakenne BGCodeBook. Tietuerakenne mahdol-
  8 
listaa niiden kuvien tallentamisen, joita kone käyttää ympäristössä tapahtuvi-
en muutosten löytämiseksi. 
 
2.2 Väriformaatit 
Kun ihminen katselee ympärilleen, hän ei ajattele, miten hän näkee eri värit, 
vaan eri sävyille on annettu nimiä, kuten punainen, musta, valkoinen, violetti 
jne. Kone ei katsele värejä näin. Kun kone saa kuvan, kone tallentaa kuvan 
kuten se on opetettu.  
Yleisin käytössä oleva menetelmä on RGB-väriformaatti. Tämä formaatti tar-
koittaa, kuinka paljon pikselin värissä on punaista, vihreää ja sinistä sävyä. 
Kun kone saa kuvan, kone näkee vain pikselin kohdan kuvassa ja numeroi-
na sen, miten paljon eri värejä on pikselissä. Konenäöllä tästä kuvasta on 
vaikea löytää hahmoja. Siksi on kehitetty eri väriformaatteja. 
YCbCr-väriformaatti on väriformaatti, jota hahmon tunnistuksessa käytetään 
taustan opetuksen yhteydessä. Tämän formaatin värit luodaan RGB-
väriformaatin kuvasta kaavalla 1 (2). 
128  B'*0.071 - G'*0.368 - R'*0.439  Cr'
128  B'*0.439  G'*0.291 - R'*0.148-  Cb'
16  B'*0.098  G'*0.504  R'*0.257  Y'
          KAAVA 1 (2) 
Kaavassa Y’ on kuvan kirkkausinformaatio, luminanssi, gammakorjattuna, 
Cb’ kuvaa kelta-sinistä vaihtelua ja Cr’ kuvaa vihreä-punavaihtelua. Tästä 
kuvasta tietokoneen on helpompi tunnistaa, mitkä osat ympäristössä ovat 
muuttuneet ja mitkä eivät. Kuvassa 1 on värikartta, kun luminanssi on 0,5. 
Kuvassa 2 on esimerkki RGB-kuvasta ja siitä muodostetusta YCbCr-
kuvasta. (3; 4.) 
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KUVA 1. YCbCr-väriskaala kun Y = 0,5 (3) 
 
 
KUVA 2. RGB-kuvasta muutettu YCbCr-kuva 
 
HSV-väriformaatti on formaatti, jossa väri kuvataan sävyn, kylläisyyden ja 
kirkkauden arvoina. HSV-väriformaattia käytetään tässä työssä tietyn väri-
alueen tunnistukseen. Tämä värimuutos RGB-väriformaatista HSV-
väriformaattiin voidaan kuvata pseudokoodina kuten kuvassa 3. Kuvassa 4 
on esimerkki RGB-kuvasta ja siitä muodostetusta HSV-kuvasta. (5; 6.) 
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KUVA 3. Pseudokoodi RGB-väriformaatista HSV-väriformaattiin (5) 
 
 
KUVA 4. RGB-kuvasta muutettu HSV-kuva 
 
2.3 Kuvaformaatit 
Kuvaformaateilla tarkoitetaan eri tavalla tallennettuja kuvia. Joka koodikie-
lessä on omat kuvaformaatit, joita ei välttämättä voida käyttää eri menetel-
missä dekoodaamatta niitä toiselle kuvaformaatille. Tässä työssä on käytetty 
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kahta kuvaformaattia, QImage, joka on Qt-kielen kuvaformaatti, ja 
OpenCV:n kuvaformaattia IplImage. 
Työssä käytettiin QImage-kuvaformaattia kuvan ottamiseen kamerasta ja 
näyttämiseen käyttäjälle. Käden tunnistamiseen käytettiin IplImagea. 
OpenCV:n menetelmät eivät osaa käyttää QImage-kuvaformaattia ja siksi 
QImage-kuva täytyy dekoodata IplImageksi, ennen kuin näitä menetelmiä 
käytetään. Tämä toteutetaan kuten kuvassa 5. (7.) 
 
KUVA 5. QImagen muutos IplImageksi (7) 
 
Tässä muutoksessa pitää ottaa huomioon, että QImage on 4-kanavainen 
kuva. Kanava tarkoittaa värikanavia. RGB-kuvassa on kolme kanavaa, yksi 
punaiselle värille, yksi vihreälle värille ja yksi siniselle värille. QImage on ra-
kenteeltaan 4-kanavainen, koska on olemassa myös 4-kanavaisia värifor-
maatteja. Tässä työssä ei käytetä 4-kanavaisia väriformaatteja, joten QIma-
gen 4-kanava saa aina arvon 0.  
Koska Qimage on 4-kanavainen kuva, täytyy IplImagen johon kuva dekooda-
taan myös olla 4-kanavainen kuva. Tässä työssä käytetään ainoastaan väri-
formaatteja, joihin riittävät 3-kanavaiset ja 1-kanavaiset kuvat. Siksi ennen 
menetelmien käyttöä muutetaan 4-kanavainen kuva 3-kanavaiseksi kuvaksi. 
Tämä toteutetaan kutsumalla metodia cvConvert(const CvArr* src, CvArr* 
dst, int flags=0).  
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Jokaisella kanavalla on määrätyn verran bittejä, jotka ovat pikselin väri. 
Esim. 8-bittisessä 3-kanavaisessa kuvassa voi väriarvo olla yhdellä pikselillä 
yhdessä kanavassa 0…255, joten yhdellä pikselillä on 256 * 256 * 256 eri 
väriarvoa. Yksikanavaisessa kuvassa voi yhdellä pikselillä olla vain 256 eri 
väriarvoa. Yksikanavaisia kuvia käytetään maskeissa. Maskit ovat musta-
valkoisia kuvia, joissa käytetään kahta väriarvoa 0 ja 255. Maskit ovat kuvia, 
joita luodaan esittämään muutoksia kuvassa tai tietyn väriarvon löytymistä 
kuvassa. Kuvassa 6 on esimerkki maskista. (8.) 
 
KUVA 6. Esimerkki maskista 
  
2.4 Taustan opetus 
Liikkuvan objektin löytäminen on usein tärkein ja kriittisin osa tietokonenäön 
suunnittelemisessa. Yleensä tämä toteutetaan opettamalla koneelle tausta. 
Taustan opetusta käytetään kameran alueella tapahtuvien muutosten löytä-
miseen. Taustan opetukseen käytetään IplImage-kuvia ja BGCodeBook-
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tietuerakennetta. IplImage on OpenCV:n formaatti kuville ja BGCodeBook-
tietuerakenne on suunniteltu kuvien opetukseen. Tähän tietuerakenteeseen 
voidaan helposti lisätä kuvia ja määritellä, kuinka paljon pikseleiden väriarvo 
saa muuttua, ennen kuin sen ilmoitetaan olevan eriarvoinen väri kuin alkupe-
räinen väri. (9.)  
 
Taustakuvan opetus tarkoittaa taustakuvan mallin luomista ja sen vertaamis-
ta kameran kuvaan. Taustakuvan mallin luominen aloitetaan ottamalla ka-
meralta kuva. Kameralta tuleva kuva on RGB-väriformaatin kuva, joka muu-
tetaan YCbCr-väriformaattiin. Muunnos tehdään siksi, että se tekee 
muutosten etsimisen kuvasta varmemmaksi. Tämä väriskaalan muutos to-
teutetaan metodilla cvCvtColor. Kun kutsutaan cvCvtColor metodia, anne-
taan parametreina muistipaikka, mihin kameran kuva on talletettu, muisti-
paikka, mihin YCbCr-kuva tallennetaan ja tieto, mistä väriskaalasta mihin 
muunnos suoritetaan. Kuvassa 7 on taustakuvan opetuksella tehty maski. 
 
KUVA 7. Taustakuvan opetuksen maski 
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Kun väriskaalan muunnos on suoritettu, kuva tallennetaan BGCodebook-
nimiseen tietuerakenteeseen metodilla cvBGCodeBookUpdate. Tähän tie-
tuerakenteeseen tallennetaan 10 kuvaa, jotta lopullisessa opetuksessa ka-
meran kohina olisi mahdollisimman pieni. Sen jälkeen kun kuvat on tallen-
nettu tietuerakenteeseen, lasketaan joka pikselille keskiarvo metodilla 
cvBGCodeBookClearStale.  
Kun taustakuva on opetettu BGCodeBook-tietuerakenteeseen, on hyvin tär-
keää huomioida, että tämän jälkeen kameran kuvaamalle alueelle ei saa 
tuoda mitään, joka muuttaa kameran alueen pikseleiden väriarvoa. Jos alu-
eelle tuodaan tämmöinen asia, täytyy taustan opetus suorittaa uudestaan. 
Tämä menetelmä toimii parhaiten ympäristössä, jossa on mahdollisimman 
tasainen valaistus. 
 
2.5 Maskit 
Maskilla tarkoitetaan 1-kanavaista kuvaa. Maski on musta-valkoinen, johon 
käytetään kahta väriarvoa, 0 ja 255. Maski luodaan kuvaamaan muutoksia 
kameran alueella tai tietyn värialueen löytämistä. Maskiin piirretään pikselit 
mustalla tai valkoisella sen mukaan, onko pikseli sallitussa väriarvossa vai 
ei. Jos maski piirretään mustalla, pikseli saa väriarvon 0, ja jos se piirretään 
valkoisella, se saa väriarvon 255.  
Aluksi käydään läpi taustakuvan opetuksen avulla tehty maski. Ensin pitää 
tehdä taustakuvan opetus niin kuin kappaleessa 2.4 ja kuva pitää alustaa 
metodilla IplImage* cvCreateImage(CvSize size, int depth, int channels).  
Kun maski on alustettu, se piirretään metodilla cvBGCodeBookDiff. Kun tätä 
metodia kutsutaan, annetaan parametreina muistipaikka BGCodebookiin, 
muistipaikka, mihin YCbCr-väriskaalan kuva on tallennettu, ja maskin muisti-
paikka. Tämän seurauksena metodi piirtää maskin.  
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Maskiin piirretään pikseli valkoisella, jos arvo ei ole sallituissa rajoissa taus-
takuvan opetuksen kanssa, ja mustalla, jos arvo on sallituissa rajoissa. Aina 
kun tarkastellaan BGCodebookia, kameralta saatu kuva täytyy muuttaa 
YCbCr-väriformaattiin ennen metodin cvBGCodeBookDiff kutsumista. On 
huomioitava, että YCbCr-väriformaatin kuvan ja maskin on oltava täysin sa-
mankokoisia kuvia. Kuvassa 8 on taustakuvan opetuksella muodostettu 
maski.  
 
KUVA 8. Taustakuvan opetuksen maski 
 
Työssä on käytetty myös toisenlaista maskia. Tämä maski etsii tietyn väri-
alueen sisällä olevia pikseleitä. Maski käden löytämiseen luotiin käden värin 
perusteella. Ennen maskin luomista täytyy muuttaa RGB-väriformaatin kuva 
HSV-väriformaatin kuvaksi. Tämä toteutetaan samalla cvCvtColor-metodilla 
kuin aiemmin kuvattu YCbCr-muunnos.   
Kun HSV-väriformaatin kuva on luotu, kutsutaan metodia cvInRangeS. Kun 
kutsutaan tätä metodia, annetaan parametreina muistipaikka, HSV-
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väriformaatin kuvaan, minimiväriarvot, maksimiväriarvot ja maskin muisti-
paikka. Tämän seurauksena metodi piirtää maskin.  
Maskiin piirretään valkoisella, jos pikselin arvo on halutun värialueen sisällä 
ja pikseli saa arvon 255.  Jos pikselin arvo ei ole halutun värialueen sisällä, 
piirretään pikseli mustaksi, ja pikseli saa arvon 0. Kuvassa 9 on väritunnis-
tuksella muodostettu maski. 
 
KUVA 9. Väritunnistuksen perusteella tehty maski 
 
Lopullinen maski tehdään yhdistämällä aiemmin esitellyt maskit. Lopullista 
maskia käytetään käden etsimiseen. Tämä tehdään seuraavasti. Kun väriar-
vojen avulla tehdyn maskin pikseli on saanut arvon 255, lopulliseen maskiin 
merkitään sama arvo kuin taustakuvan opetuksen avulla tehdyn maskin pik-
selin arvo. Jos taas väriarvon avulla tehdyn maskin pikseli arvo on 0, lopulli-
sen maskin pikseli saa arvoksi 0. Tämän jälkeen lopullinen maski on valmis 
ja sitä voidaan käyttää tunnistukseen. Kuvassa 10 on maskien yhdistämisel-
lä muodostettu maski. 
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KUVA 10. Lopullinen maski 
 
Kuvassa 11 on esitetty prosessi, miten kameran kuvasta muodostetaan lo-
pullinen maski. Kuvassa vasemmalla on kameran kuva. Kameran kuva muu-
tetaan YCbCr-väriformaattiin ja HSV-väriformaattiin, ja muodostetaan taus-
tanopetuksen maski ja väritunnistuksen maski. Maskit yhdistetään ja siitä 
muodostuu lopullinen maski, joka on esitetty oikealla. 
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KUVA 11. Lopullisen maskin tekeminen 
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3 KÄYTTÖYMPÄRISTÖ 
Työssä on käytetty käyttöjärjestelmänä Ubuntua. Ubuntu on käyttöjärjestel-
mä, joka pohjautuu Linux-käyttöjärjestelmään, joka koostuu Linux-ytimestä, 
GNU-käyttöjärjestelmäalustasta ja joukosta muita vapaita ohjelmia. Linux 
syntyi alun perin Unix-käyttöjärjestelmän kopioksi, mutta nyt siitä on kehitty-
nyt monipuolinen Unixin kaltainen käyttöjärjestelmä. Työssä käytettiin versio-
ta Ubuntu 10.10. Ubuntu pyrkii tarjoamaan ajan tasalla olevan, keskiverto-
käyttäjälle suunnatun vakaan käyttöjärjestelmän, jossa keskitytään ennen 
kaikkea toimivuuteen sekä asennuksen helppouteen. (10; 11.)  
Työn ohjelmointikieli on C++ ja kehitysympäristö on Qt. Qt on alustariippu-
maton ohjelmistojen kehitysympäristö. Qt sisältää C++-luokkakirjaston ja 
alustariippumattoman ohjelmointiympäristön. Qt:n alkuperäinen kehittäjä oli 
Trolltech. Vuonna 2008 Nokia osti Qt:n. (12.) 
Työssä on käytetty käden tunnistukseen OpenCV-lähdekirjastoja. OpenCV 
on tehty reaaliaikaisen tietokonenäkemisen suunnittelemiseen. OpenCV:n 
kehitys on aloitettu vuonna 1999 ja sen ensimmäinen betaversio julkaistiin 
vuonna 2000. Tämän jälkeen viisi betaversiota julkaistiin vuosien 2001 ja 
2005 välissä. Versio 1.0 julkaistiin vuonna 2006. OpenCV:n on suunnitellut 
Intel Corporations ja sen jälkeen Willow Garage on jatkanut suunnittelemista 
aina vuodesta 2008 asti. Seuraava suuri päivitys, OpenCV 2.0, julkaistiin 
vuonna 2009. OpenCV on avoin lähdekoodi, jolla on BSD-lisenssi. (13; 14.) 
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4 ELEOHJAUKSEN TOTEUTUS 
Tässä osiossa kerrotaan, miten eleohjaus on toteutettu Catwalkiin. Kuvassa 
12 on esitetty Catwalk-sovellus, johon eleohjaus on integroitu. Alin luokka, 
handchecking, on tämän työn tulos. 
 
  
KUVA 12. Vuokaavio Catwalkista 
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4.1 Alustukset 
OpenCV käyttää kuvan käsittelyyn kuvaformaattia nimeltä IplImage. Työssä 
käytettiin taustakuvan opetukseen tietuerakennetta BGCodeBookmodel. 
Nämä esiteltiin headerissä. (Liite 1, r. 40–43.)  
Esittelyn jälkeen BGCodeBookmodel alustettiin metodilla cvCreateBGCode-
BookModel. Sitten määriteltiin, kuinka paljon värierot saavat muuttua, ennen 
kuin pikselin kohta merkitään muuttuneiksi. (Liite 2, r. 23–33.)  
Kuvat alustettiin metodilla cvCreateImage. Kuvia alustettiin erikokoisiksi ja 
erikanavaisiksi käyttötarkoituksen perusteella. Kameralta tuleva kuva oli  
QImage, joka on 4-kanavainen kuva. QImage piti muuttaa IplImageksi, joten 
tätä varten tehtiin 4-kanavainen samankokoinen kuva kuin QImage. Työssä 
käytettiin väriformaatteja, jotka tarvitsevat vain 3 kanavaa, joten 4-
kanavainen kuva muutettiin 3-kanavaiseksi kuvaksi. Tätä varten luotiin 3-
kanavainen samankokoinen kuva kuin 4-kanavainen kuva. Työn suoritusno-
peuden haluttiin pysyvän nopeana. Tätä varten luotiin 3-kanavaisia puolet 
pienempiä kuvia kuin 4-kanavainen kuva. Näitä kuvia tehtiin kolme, joka vä-
rimallille oma. Työssä käytettiin maskeja, joten luotiin 1-kanavaisia puolet 
pienempiä kuvia kuin 4-kanavainen kuva. Näitä kuvia tehtiin neljä. Kuvia tar-
vittiin taustanopetukseen, väritunnistukseen, lopulliseen maskiin ja sovelluk-
sen ohjaamisen logiikkaan. (Liite 2, r. 35–44.) 
 
4.2 QImagen muuttaminen IplImageksi 
Jotta voitiin käyttää OpenCV-metodeja, piti QImage muuttaa IplImageksi. 
QImage on 4-kanavainen kuva, joten IplImage, johon kuva kopioitiin, oli 4-
kanavainen. Kameralta tulleen kuvan väriformaatti oli RGB, joka tarvii vain 3 
kanavaa, joten 4-kanavainen kuva muutettiin 3-kanavaiseksi kuvaksi meto-
dilla cvConvertImage. Koodin suoritus haluttiin pitää nopeana, joten kuva 
muutettiin puolet pienemmäksi metodilla cvResize. Tätä metodia käytettiin 
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codebookin tekemisessä ja pääluupissa. Tässä metodissa käytettiin QMute-
xia, koska muuttujaa käytti useampi metodi ja tieto ei saanut korruptoitua. 
(Liite 2, r. 50–54, 153–164.) 
 
4.3 Taustan opetus 
Alustuksien jälkeen toteutettiin taustan opetus. Tämä tapahtui opettamalla 
kameran kuvat codebookiin eli tietietuerakenteeseen BGCodeBookmodel. 
Tähän tietuerakenteeseen tallennettiin YCbCr-väriformaatin kuvia.  
Pääluokka lähetti kuvan getImage metodiin ja kutsui createCodeBook-
metodia. Tässä metodissa käytettiin QMutexia, koska useampi metodi käytti 
samaa kuvaa ja tieto ei saanut korruptoitua. CreateCodeBook-metodissa 
pääluokan lähettämä QImage-kuva muutettiin 4-kanavaiseksi IplImage ku-
vaksi. 4-kanavainen kuva muutettiin 3-kanavaiseksi kuvaksi metodilla 
cvConvertImage. 3-kanavaisen kuvan koko puolitettiin metodilla cvResize ja 
sitten vapautettiin QMutex. Kuvan väriformaatti muutettiin YCbCr-
väriformaatiksi metodilla cvCvtColor. YCbCr-väriformaatin kuva tallennettiin 
codebookiin metodilla cvBGCodeBookUpdate. Pääluokka lähetti kuvia 10 eri 
kertaa ja kutsui joka kuvan lähetyksen jälkeen cvCreateCodeBook-metodia. 
Kutsuja tehtiin 10 kertaa, kohinan minimoimiseksi. Kun kuvia oli talletettu 10 
kappaletta, laskettiin pikseleille keskiarvo metodilla cvBGCodeBookClearS-
tale ja lähetettiin pääluokkaan signaali, että taustan opetus on valmis. (Liite 
2, r. 9–15, 48–71.) 
Pääluuppi käytti taustan opetuksesta syntynyttä codebookia taustakuvan 
opetuksen maskin luomiseen. Maskin luomisessa käytettävän YCbCr-
väriformaatin kuvan täytyi olla samankokoinen kuva kuin kuva, jolla se alun 
perin opetettiin. Kuvasta eroavaisuuksien etsimiseen käytettiin metodia 
cvBGCodeBookDiff. CvBGCodeBookDiff-metodi etsii kuvasta eroavaisuudet 
ja luo siitä maskin. Maskin luomisen jälkeen kutsuttiin metodia cvSeg-
mentFGMask. CvSegmentFGMask-metodi poistaa liian pienet muutokset ja 
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muuttaa maskin keskikohdat muuttuneiksi. Kuvassa 13 on taustan opetuk-
sen maski ennen cvSegmentFGMaskin kutsua ja kutsun jälkeen. (Liite 2, r. 
153–178.) 
 
KUVA 13. Taustan opetuksen maski ennen cvSegmentFGMask kutsua ja 
kutsun jälkeen 
 
4.4 Tietyn värialueen avulla tehty maski 
Tietyn värialueen avulla tehdyn maskin avulla etsittiin käden väriä. Tämän 
ansiosta voitiin kuvasta helposti rajata pois muut värit, paitsi käden väri. Tä-
mä oli hyvin helppo teknisesti toteuttaa, mutta oikean värialueen etsiminen 
oli haastavaa.  
Kuva muutettiin HSV-väriformaatin kuvaksi metodilla cvCvtColor. Etsittiin 
annettuun värialueeseen sopivat pikselit metodilla cvInRangeS. CvInRan-
geS-metodia kutsuttaessa parametreina annetaan HSV-väriformaatin kuva, 
minimi ja maksimi väriarvot ja IplImage, johon maski luodaan. Maskin luomi-
sen jälkeen kutsuttiin metodia cvSegmentFGMask. CvSegmentFGMask-
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metodi poistaa liian pienet muutokset ja muuttaa maskin keskikohdat muut-
tuneiksi. Kuvassa 14 on väriopetuksen maski ennen cvSegmentFGMaskin 
kutsua ja kutsun jälkeen. (Liite 2, r. 181–185.) 
 
KUVA 14. Väriopetuksen maski ennen cvSegmentFGMask kutsua ja kutsun 
jälkeen 
 
4.5 Maskien yhdistäminen 
Maskien luomisen jälkeen maskit yhdistettiin. Tämä tehtiin seuraavasti. Jos 
värialueen maskin pikselin arvo oli 255 eli valkoinen väri, lopulliseen maskiin 
kopioitiin se arvo, joka oli taustakuvan opetuksen maskin arvo. Jos värialu-
een maskin arvo oli 0 eli musta, lopullinen maski sai arvon 0. Lopullisen 
maskin luomisen jälkeen kutsuttiin metodia cvSegmentFGMask. CvSeg-
mentFGMask-metodi poistaa liian pienet muutokset ja muuttaa maskin kes-
kikohdat muuttuneiksi. Kuvassa 15 on lopullinen maski. (Liite 2, r. 187–214.) 
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KUVA 15. Lopullinen maski kameran kuvasta 
 
4.6 Maskien osien erottaminen 
Sovellusta haluttiin käyttää kaikenkokoisilla käsillä. Tämän toteuttamiseksi 
osat erotettiin toisistaan. Ennen osien erottamista määriteltiin alue, jossa kä-
den tulee olla, jotta sovelluksen ohjaaminen on mahdollista. Kuvassa 16 on 
maski, josta osien erottamista lähdettiin suorittamaan. (Liite 2, r. 219–243.) 
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KUVA 16. Lopullinen maski, josta osia lähdetään erottamaan 
 
Osien erottaminen aloitettiin alustamalla tarvittavat muuttujat. Alustuksien 
jälkeen tutkittiin kuvaa vaakasuoraan. Jos rivi oli täynnä mustia pikseleitä, 
osa ei ollut tällä rivillä. Jos alueella oli valkoisia pikseleitä ja edellinen rivi oli 
täynnä mustia pikseleitä, kyseessä oli uusi osa ja osien lukumäärää kasva-
tettiin yhdellä. Osien lukumäärä on muuttuja n. Kunkin osan pienin leveysar-
vo laitettiin muuttujaan x1[n], pienin pituusarvo laitettiin muuttujaan y1[n], 
suurin leveysarvo laitettiin muuttujaan x2[n] ja pienin pituusarvo laitettiin 
muuttujaan y2[n]. Kuvissa 17 ja 18 on esitetty, miten osat muodostuivat vaa-
kasuoran tutkimisen jälkeen. (Liite 2, r. 245–302.) 
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KUVA 17. Osa 1 vaakasuoran tutkimisen jälkeen  
 
 
KUVA 18. Osa 2 vaakasuoran tutkimisen jälkeen  
 
Vaakasuoran tutkimisen jälkeen tutkittiin osat pystysuoraan. Tämä toteutet-
tiin käymällä joka osa erikseen ylhäältä alas. Tämän tarkoitus oli tutkia, onko 
kyseisessä osassa enemmän kuin yksi osa. Jos riviltä löydettiin valkoisia 
pikseleitä, osan arvo ei muuttunut. Jos riviltä ei löydetty yhtään valkoista pik-
seliä, merkittiin kyseinen osa loppuneeksi. Tämän jälkeen jatkettiin tutkimista 
ja jos löydettiin valkoisia pikseleitä, merkittiin pikselin kohta uudeksi osaksi. 
Osa sai seuraavan vapaan arvon n. Tätä jatkettiin, kunnes osat oli tutkittu. 
Kuvissa 19, 20 ja 21 on esitetty, miten osat muodostuivat pystysuoran tutki-
misen jälkeen.  (Liite 2, r. 304–400.) 
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KUVA 19. Osa 1 pystysuoran tutkimisen jälkeen 
 
 
KUVA 20. Osa 2 pystysuoran tutkimisen jälkeen 
 
 
KUVA 21. Osa 3 pystysuoran tutkimisen jälkeen 
 
Jos pystysuorassa tarkistuksessa tuli uusia osia, käytiin läpi kaikki osat vaa-
kasuoraan. Tämä tehtiin kuten aiemmin pystysuoran tarkistus, mutta vaa-
kasuoraan. Kuvissa 22, 23 ja 24 on esitetty, miten osat muodostuivat toisen 
vaakasuoran tutkimisen jälkeen. (Liite 2, r. 402–499.) 
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KUVA 22. Osa 1 vaakasuoran tutkimisen jälkeen 
 
 
KUVA 23. Osa 2 vaakasuoran tutkimisen jälkeen 
 
 
KUVA 24. Osa 3 vaakasuoran tutkimisen jälkeen 
 
4.7 Käden löytäminen 
Osien erottamisen jälkeen tarkistettiin, oliko yksikään osa ohjauksen vaati-
malla alueella. Jos alueella oli jokin osa, tarkistettiin, onko kyseessä käsi.  
Käden tunnistaminen aloitettiin muuttamalla tarkasteltava osa isommaksi. 
Osan koon muuttaminen tehtiin, jotta käden koolla ei olisi väliä. Käsi tutkittiin 
oletuksella, että käsi oli avoin. Jokainen alueella oleva osa tarkistettiin vaa-
kasuoraan, vasemmalta oikealle. Jokaisella vaakasuoralla rivillä piti olla tar-
peeksi valkoisia sekä mustia pikseleitä peräkkäin ja näitä rivejä piti olla tar-
peeksi paljon allekkain. Tarkistaminen tehtiin, jotta löytyisi kolme sormea ja 
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niiden välissä tyhjää. Työssä määritettiin sormen paksuudeksi vähintään 10 
pikseliä, sormien väliksi vähintään 8 pikseliä ja sormen pituudeksi ainakin 50 
riviä. Jos jokin osa täytti nämä ehdot, käsi merkittiin löydetyksi ja käden koh-
ta asetettiin muuttujaan handLocation. Jos kättä ei löydetty yhdestäkään 
osasta, muuttuja handLocation jäi arvoon 0. (Liite 2, r. 501–586.) 
 
4.8  Käyttäjän kanssa kommunikointi ja sovelluksen ohjaami-
nen 
Logiikkaa käyttäjän kanssa kommunikointiin ja sovelluksen ohjaukseen tässä 
dokumentissa ei voida kertoa. Logiikka perustui käden löytämiseen ja lopulli-
sen maskin pikseleiden väreihin. 
 
4.9 Signalointi 
Koodi pyöri omassa säikeessään koko ajan, joten sen piti jollain tavalla myös 
kommunikoida pääluokan kanssa. Tämä toteutettiin Qt-signalointimetodilla. 
Qt-signalointimetodi mahdollistaa informaation kulun hyvin helposti.  
Ensin pääluokkaan alustettiin slotit kuvan 25 mukaisesti. Nämä slotit suori-
tettiin, kun alaluokalta tulee signaali. Jotta signaalin tullessa suoritettiin oikea 
koodi, slotit yhdistettiin signaalien kanssa. Tämä on esitetty kuvassa 26. 
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videowidgetsurface.h 
 
KUVA 25. Slottien alustus 
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videowidgetsurface.cpp 
 
KUVA 26. Signaalien osoittaminen slotteihin 
 
Kun pääluokkaan oli tehty esittelyt ja signaalit oli yhdistetty slotteihin, piti 
signaalit esitellä alaluokassa. Kun on esitelty, alaluokka pystyi lähettämään 
signaalin. Kun alaluokka lähetti signaalin pääluokkaan, pääluokka suoritti 
koodin, joka oli yhdistetty kyseiseen signaaliin. (Liite 1, r. 55–66, 626.) 
  33 
5 TESTAUS 
Testaus suoritettiin sisätiloissa, loisteputkilamppujen valaistuksessa. Testis-
sä suoritettiin kolme eri valaistusta: täysivalaistus, puolivalaistus ja ilman va-
laistusta. Testauksessa testattiin käsi avoimena, käsi suljettuna, käsi vaa-
kasuorassa ja kädessä musta hanska. Testituloksista ilmenee, että käsi 
löytyi täysivalaistuksessa ja puolivalaistuksessa. Ohjelma ei toiminut hanska 
kädessä. Ilman valaistusta ei löytynyt kättä, joten ohjelmaa ei voi käyttää pi-
meässä. Testitulokset olivat, kuten odotettiin. (Liite 3.) 
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6 POHDINTA 
Työ oli todella monipuolinen, haastava ja onnistunut. Työssä oli monta eri 
osa-aluetta, joita voidaan soveltaa muihinkin sovelluksiin. 
Taustanopetusta voidaan helposti käyttää liikkuvien osien tunnistamiseen. 
Menetelmän hyvä puoli on sen nopeus. Aluksi opetetaan tausta ja sitä voi-
daan käyttää löytämään muutokset tietyllä alueella. Ongelmana menetelmän 
käytössä on valaistuksen muuttuminen. Jos käyttöpaikassa on ikkunoita, 
tunnistaminen muuttuu hankalaksi, koska alueiden väriarvot muuttuvat. Ny-
kykameroiden automaattisia tarkennuksia ei voida käyttää, koska ne vaihta-
vat kuvan väriskaalaa. 
Maskien teko on tärkein osa-alue tietokonenäön suunnittelemisessa. Maski-
en luonti ja yhdistäminen on hyvin helppo ja nopea. Maskien luonnin vaikeus 
on algoritmien suunnitteleminen eli se, mitkä säännöt maskin luontiin laite-
taan. 
Myös osien pilkkomista ja käden löytymistä voidaan soveltaa useisiin eri so-
velluksiin. Osien pilkkomisella voidaan helposti erotella osat, joita tutkitaan. 
Tämän toiminta perustuu hyvin tehtyihin maskeihin, joiden perusteella pilk-
kominen tapahtuu. Käden löytämisen avulla ohjelma voidaan tehdä käyttäjäl-
le helposti käytettävä.  
Työn jatkokehitystä ajatellen kannattaa tutkia uusia tapoja tehdä maskeja. 
Tapa saada käyttäjän etäisyys kamerasta ja tästä maskin muodostaminen 
olisi hyvin kannattavaa. Myös pimeässä toimivien infrapuna-kameroiden 
käyttöä kannattaa testata.  
Työ sujui todella nopeasti, koska minulla oli jo ennestään paljon osaamista 
tietokonenäön suunnittelemisesta. Työn haasteena oli ympäristön eli taustan 
muuttuminen. Myös värin perusteella maskin tekeminen oli hyvin hankalaa. 
Oli hyvin vaikea löytää oikeaa väriskaalaa käden tunnistamiseen, koska kä-
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siä on hyvin monen värisiä ja taustassa ei saa olla väriä, joka sopisi tähän 
väriskaalaan. Valaistus on hyvin tärkeä eleohjauksessa. Paikkaan, missä 
eleohjausta käytetään, pitää luoda tasainen valaistus. Myöskään ympäris-
tössä ei saisi olla ikkunoita. Loppujen lopuksi työ sujui hyvin ja oli onnistunut. 
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1 #ifndef HANDCHECKING_H 
2 #define HANDCHECKING_H 
3 
4 #include <QThread> 
5 #include <QMutex> 
6 #include <opencv2/highgui/highgui.hpp> 
7 #include <opencv2/core/core.hpp> 
8 #include <opencv2/gpu/gpu.hpp> 
9 #include <opencv2/core/types_c.h> 
10 #include <opencv2/video/background_segm.hpp> 
11 #include <opencv2/imgproc/imgproc_c.h> 
12 #include <QtGui/QImage> 
13 
14 struct buttonLocation{ 
15 int x; 
16 int y; 
17 int width; 
18 int height; 
19 }; 
20 
21 class handChecking : public QThread 
22 { 
23 Q_OBJECT 
24 public: 
25 explicit handChecking(QObject *parent = 0); 
26 
27 void initialize(); 
28 QImage transformedImage; 
29 void getImage(QImage image); 
30 void captureButtonLocation(int x, int y, int width, int height); 
31 void delayButtonLocation(int x, int y, int width, int height); 
32 void compareButtonLocation(int x, int y, int width, int height); 
33 void ButtonPushed(); 
34 void createCodeBook(); 
35 void delayVideoStarted(); 
36 void delayVideoStopped(); 
37 void ButtonPushInProgress(); 
38 
39 private: 
40 IplImage *backgroundMask, *colorMask, *finalMask; 
41 IplImage *rawImage, *yuvImage, *hsvImage; 
42 IplImage *bigImage, *buttonMask, *cameraImage; 
43 CvBGCodeBookModel *codeBook; 
44 bool gotNewImage; 
45 bool buttonPushed; 
46 bool delayVideoStartedBool; 
47 int codebookPictures; 
48 QMutex mutex; 
49 int sizeChanger; 
50 
51 buttonLocation captureButtonLocationStructur; 
52 buttonLocation delayButtonLocationStructur; 
53 buttonLocation compareButtonLocationStructur; 
54 
55 signals: 
56 void pushCaptureButton(); 
57 void pushCompareButton(); 
58 void pushDelayButton(); 
59 void HandInDelayButton(); 
60 void HandInCompareButton(); 
61 void HandInCaptureButton(); 
62 void HandInDelayButtonClicked(); 
63 void HandInCompareButtonClicked(); 
64 void HandInCaptureButtonClicked(); 
65 void NoHandInButton(); 
66 void CodeBookDone(); 
67 
68 protected: 
69 void run(); 
70 }; 
71 
72 #endif // HANDCHECKING_H 
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LIITE 2. handchecking.cpp 
 
1 #include "handchecking.h" 
2 
3 handChecking::handChecking(QObject *parent) : 
4 QThread(parent) 
5 { 
6 sizeChanger=2; 
7 } 
8 
9 void handChecking::getImage(QImage image) 
10 { 
11 mutex.lock(); 
12 transformedImage=image; 
13 gotNewImage=true; 
14 mutex.unlock(); 
15 } 
16 
17 //This has to be called first it makes codebook and pictures 
18 void handChecking::initialize() 
19 { 
20 buttonPushed=false; 
21 codebookPictures=0; 
22 
23 //make codebook and values how accurate codebook is 
24 codeBook=cvCreateBGCodeBookModel(); 
25 codeBook->modMin[0]=5; 
26 codeBook->modMin[1]=5; 
27 codeBook->modMin[2]=5; 
28 codeBook->modMax[0]=5; 
29 codeBook->modMax[1]=5; 
30 codeBook->modMax[2]=5; 
31 codeBook->cbBounds[0]=5; 
32 codeBook->cbBounds[1]=5; 
33 codeBook->cbBounds[2]=5; 
34 
35 //create Images 
36 cameraImage = cvCreateImage(cvSize(transformedImage.width(), transformedImage. 
height()), IPL_DEPTH_8U, 4); 
37 bigImage = cvCreateImage( cvSize(transformedImage.width(), transformedImage. 
height()), IPL_DEPTH_8U, 3); 
38 rawImage = cvCreateImage( cvSize(transformedImage.width()/sizeChanger, 
transformedImage.height()/sizeChanger), IPL_DEPTH_8U, 3); 
39 yuvImage = cvCreateImage(cvGetSize(rawImage), IPL_DEPTH_8U, 3); 
40 hsvImage = cvCreateImage(cvGetSize(rawImage), IPL_DEPTH_8U, 3); 
41 backgroundMask = cvCreateImage(cvGetSize(rawImage), IPL_DEPTH_8U, 1); 
42 colorMask = cvCreateImage(cvGetSize(rawImage), IPL_DEPTH_8U, 1); 
43 finalMask = cvCreateImage(cvGetSize(rawImage), IPL_DEPTH_8U, 1); 
44 buttonMask = cvCreateImage(cvGetSize(rawImage),8,1); 
45 } 
46 
47 //This build codebook what is used for background subtraction 
48 void handChecking::createCodeBook() 
49 { 
50 mutex.lock(); 
51 cameraImage->imageData = (char*) transformedImage.bits(); 
52 cvConvertImage(cameraImage,bigImage); 
53 cvResize(bigImage,rawImage); 
54 mutex.unlock(); 
55 if(rawImage->imageData>0) 
56 { 
57 //change rawimage color to YCrCb color and saves it in yuvimage 
58 cvCvtColor(rawImage,yuvImage,CV_RGB2YCrCb); 
59 
60 //copy yuv image in codebook 
61 cvBGCodeBookUpdate(codeBook,yuvImage); 
62 codebookPictures++; 
63 
64 if(codebookPictures==10) 
65 { 
66 //change average values in codebook 
67 cvBGCodeBookClearStale(codeBook,codeBook->t/2); 
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68 emit CodeBookDone(); 
69 } 
70 } 
71 } 
72 
73 //capture button location 
74 void handChecking::captureButtonLocation(int x, int y, int width, int height) 
75 { 
76 captureButtonLocationStructur.x=x/sizeChanger; 
77 captureButtonLocationStructur.y=y/sizeChanger; 
78 captureButtonLocationStructur.width=width/sizeChanger; 
79 captureButtonLocationStructur.height=height/sizeChanger; 
80 } 
81 
82 //delay button location 
83 void handChecking::delayButtonLocation(int x, int y, int width, int height) 
84 { 
85 delayButtonLocationStructur.x=x/sizeChanger; 
86 delayButtonLocationStructur.y=y/sizeChanger; 
87 delayButtonLocationStructur.width=width/sizeChanger; 
88 delayButtonLocationStructur.height=height/sizeChanger; 
89 } 
90 
91 //compare button location 
92 void handChecking::compareButtonLocation(int x, int y, int width, int height) 
93 { 
94 compareButtonLocationStructur.x=x/sizeChanger; 
95 compareButtonLocationStructur.y=y/sizeChanger; 
96 compareButtonLocationStructur.width=width/sizeChanger; 
97 compareButtonLocationStructur.height=height/sizeChanger; 
98 } 
99 
100 //button pushed can push button after this 
101 void handChecking::ButtonPushed() 
102 { 
103 mutex.lock(); 
104 buttonPushed=false; 
105 mutex.unlock(); 
106 } 
107 
108 //button pushed can't push button now 
109 void handChecking::ButtonPushInProgress() 
110 { 
111 mutex.lock(); 
112 buttonPushed=true ; 
113 mutex.unlock(); 
114 } 
115 
116 //delay video started end thread 
117 void handChecking::delayVideoStarted() 
118 { 
119 mutex.lock(); 
120 delayVideoStartedBool=true; 
121 mutex.unlock(); 
122 } 
123 
124 //delay video stopped new thread starting 
125 void handChecking::delayVideoStopped() 
126 { 
127 mutex.lock(); 
128 delayVideoStartedBool=false; 
129 mutex.unlock(); 
130 } 
131 
132 //thread started 
133 void handChecking::run() 
134 { 
135 int usingHandTrackingModel=1; 
136 CvRect rect; 
137 uchar *databuttonMask, *datacolorMask, *datafinalMask; 
138 uchar *databackgroundMask; 
139 int color,capturePixel,comparePixel,delayPixel,buttonSize; 
140 int handFoundTime=15,handClickTimerCompare=0,handClickTimerDelay=0, 
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handClickTimerCapture=0,handLastLocation=0; 
141 //these values are default values what program uses change these with ini when 
program ready to publish 
142 int rmin = 90, gmin = 0, smin = 65; 
143 int rmax = 140, gmax = 256, bmax = 256; 
144 
145 bool lastRoundWasCompare=false,lastRoundWasCapture=false,lastRoundWasDelay=false; 
146 buttonSize=compareButtonLocationStructur.width*compareButtonLocationStructur. 
height; 
147 int handFoundCalculator=0; 
148 
149 while(delayVideoStartedBool==false) 
150 { 
151 if(buttonPushed==false&&gotNewImage==true&&delayVideoStartedBool==false) 
152 { 
153 mutex.lock(); 
154 cameraImage->imageData = (char*) transformedImage.bits(); 
155 if(cameraImage->imageData>0) 
156 { 
157 cvConvertImage(cameraImage,bigImage); 
158 cvResize(bigImage,rawImage); 
159 mutex.unlock(); 
160 } 
161 else 
162 { 
163 mutex.unlock(); 
164 } 
165 if(rawImage->imageData>0) 
166 { 
167 try 
168 { 
169 capturePixel=0; 
170 comparePixel=0; 
171 delayPixel=0; 
172 
173 //change rawimage color to YCrCb color and saves it in yuvimage 
174 cvCvtColor(rawImage,yuvImage,CV_RGB2YCrCb); 
175 
176 //check difference in codebook and make mask 
177 cvBGCodeBookDiff(codeBook,yuvImage,backgroundMask); 
178 cvSegmentFGMask(backgroundMask); 
179 
180 //change rawimage color to HSV color and saves it in hsvimage 
181 cvCvtColor(rawImage,hsvImage,CV_RGB2HSV); 
182 
183 //check pixels that is in color range 
184 cvInRangeS(hsvImage,cvScalar(rmin,gmin,smin,0),cvScalar(rmax,gmax 
,bmax,0),colorMask); 
185 cvSegmentFGMask(colorMask); 
186 
187 //imagedata copied to uchar for pixel checking 
188 datacolorMask = (uchar *) colorMask->imageData; 
189 datafinalMask = (uchar *) finalMask->imageData; 
190 databackgroundMask = (uchar *) backgroundMask->imageData; 
191 
192 int widthStep=colorMask->widthStep; 
193 int nChannels=colorMask->nChannels; 
194 
195 for(int i=0;i<colorMask->height;i++) 
196 { 
197 for(int j=0;j<colorMask->width;j++) 
198 { 
199 //check pixel color 
200 color=datacolorMask[i*widthStep+j*nChannels]; 
201 
202 if(color==255) 
203 { 
204 //copy background mask color in final mask 
205 datafinalMask[i*widthStep+j*nChannels]=databackgroundMask[i*widthStep+j*nChannels]; 
206 } 
207 else 
208 { 
209 //finalmask color black '0' 
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210 datafinalMask[i*widthStep+j*nChannels]=0; 
211 } 
212 } 
213 } 
214 cvSegmentFGMask(finalMask); 
215 
216 //best hand checkingmodel 
217 if(usingHandTrackingModel==1) 
218 { 
219 int handLocation=0; 
220 int areaComparePixels=0,areaCapturePixels=0,areaDelayPixels=0; 
221 
222 //imagedata copied to uchar for pixel checking 
223 uchar *datafinalMask=(uchar *) finalMask->imageData; 
224 
225 int n=0,pixels=1; 
226 bool lastOneWasBlack=true; 
227 widthStep=finalMask->widthStep; 
228 nChannels=finalMask->nChannels; 
229 int checkingLocationStartX=3*(finalMask->width/5); 
230 int checkingLocationEndY=finalMask->height; 
231 
232 //object locations 
233 int x1[40]; 
234 int x2[40]; 
235 int y1[40]; 
236 int y2[40]; 
237 for(int i=0;i<40;i++) 
238 { 
239 x1[i]=0; 
240 x2[i]=0; 
241 y1[i]=0; 
242 y2[i]=0; 
243 } 
244 
245 for(int i=0;i<checkingLocationEndY;i++) 
246 { 
247 pixels=1; 
248 for(int j=checkingLocationStartX;j<finalMask->width;j++) 
249 { 
250 //check pixel color 
251 color=datafinalMask[i*widthStep+j*nChannels]; 
252 if(color==255) 
253 { 
254 if(i>compareButtonLocationStructur.y&&i<compareButtonLocationStructur.y+ 
compareButtonLocationStructur.height&&j>compareButtonLocationStructur.x&&j< 
compareButtonLocationStructur.x+compareButtonLocationStructur.width) 
255 { 
256 areaComparePixels++; 
257 } 
258 else if(i>captureButtonLocationStructur.y&&i<captureButtonLocationStructur.y+ 
captureButtonLocationStructur.height&&j>captureButtonLocationStructur.x&&j< 
captureButtonLocationStructur.x+captureButtonLocationStructur.width) 
259 { 
260 areaCapturePixels++; 
261 } 
262 else if(i>delayButtonLocationStructur.y&&i<delayButtonLocationStructur.y+ 
delayButtonLocationStructur.height&&j>delayButtonLocationStructur.x&&j< 
delayButtonLocationStructur.x+delayButtonLocationStructur.width) 
263 { 
264 areaDelayPixels++; 
265 } 
266 //is it new object 
267 if(lastOneWasBlack==true) 
268 { 
269 if(n<40) 
270 { 
271 n++; 
272 } 
273 } 
274 //if new object change start values more than they can be 
275 if(x1[n]==0) 
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276 x1[n]=10000; 
277 if(y1[n]==0) 
278 y1[n]=10000; 
279 
280 //object locations marked 
281 if(x1[n]>j) 
282 x1[n]=j; 
283 if(x2[n]<j) 
284 x2[n]=j; 
285 if(y1[n]>i) 
286 y1[n]=i; 
287 if(y2[n]<i) 
288 y2[n]=i; 
289 
290 lastOneWasBlack=false; 
291 } 
292 if(color==0) 
293 { 
294 pixels++; 
295 //if whole line full black pixels this object ends here 
296 if(pixels>finalMask->width-checkingLocationStartX) 
297 { 
298 lastOneWasBlack=true; 
299 } 
300 } 
301 } 
302 } 
303 
304 int nStorage=n; 
305 int nToNull=0; 
306 while(nToNull<nStorage+1&&n>0) 
307 { 
308 nToNull++; 
309 int xStart=x1[nToNull]; 
310 int yStart=y1[nToNull]; 
311 int xEnd=x2[nToNull]; 
312 int yEnd=y2[nToNull]; 
313 
314 lastOneWasBlack=false; 
315 bool firstObjectThisRound=true; 
316 for(int i=xStart;i<xEnd;i++) 
317 { 
318 pixels=1; 
319 for(int j=yStart;j<yEnd;j++) 
320 { 
321 color=datafinalMask[j*widthStep+i*nChannels]; 
322 if(color==255) 
323 { 
324 //is it new object 
325 if(lastOneWasBlack==true) 
326 { 
327 if(n<40) 
328 n++; 
329 } 
330 
331 //if same object we are checking go here 
332 if(firstObjectThisRound==true) 
333 { 
334 if(x1[nToNull]==0) 
335 x1[nToNull]=10000; 
336 if(y1[nToNull]==0) 
337 y1[nToNull]=10000; 
338 
339 if(x1[nToNull]>i) 
340 x1[nToNull]=i; 
341 if(x2[nToNull]<i) 
342 x2[nToNull]=i; 
343 if(y1[nToNull]>j) 
344 y1[nToNull]=j; 
345 if(y2[nToNull]<j) 
346 y2[nToNull]=j; 
347 } 
handchecking.cpp  LIITE 2 / 6     
  
348 
349 //if its new object go here 
350 else 
351 { 
352 if(x1[n]==0) 
353 x1[n]=10000; 
354 if(y1[n]==0) 
355 y1[n]=10000; 
356 
357 if(x1[n]>i) 
358 x1[n]=i; 
359 if(x2[n]<i) 
360 x2[n]=i; 
361 if(y1[n]>j) 
362 y1[n]=j; 
363 if(y2[n]<j) 
364 y2[n]=j; 
365 } 
366 
367 lastOneWasBlack=false; 
368 } 
369 
370 if(color==0) 
371 { 
372 pixels++; 
373 
374 //if whole line full black pixels this object ends here 
375 if(pixels>yEnd-yStart) 
376 { 
377 //if same object we are checking go here 
378 if(firstObjectThisRound==true) 
379 { 
380 if(lastOneWasBlack==false) 
381 { 
382 x2[nToNull]=i; 
383 firstObjectThisRound=false; 
384 } 
385 } 
386 //if its new object go here 
387 else 
388 { 
389 if(lastOneWasBlack==false) 
390 { 
391 x2[n]=i; 
392 } 
393 } 
394 
395 lastOneWasBlack=true; 
396 } 
397 } 
398 } 
399 } 
400 } 
401 
402 nStorage=n; 
403 nToNull=0; 
404 while(nToNull<nStorage+1&&n>1) 
405 { 
406 nToNull++; 
407 int xStart=x1[nToNull]; 
408 int yStart=y1[nToNull]; 
409 int xEnd=x2[nToNull]; 
410 int yEnd=y2[nToNull]; 
411 
412 lastOneWasBlack=false; 
413 bool firstObjectThisRound=true,firstObjectWasWhite=false; 
414 for(int j=yStart;j<yEnd;j++) 
415 { 
416 pixels=1; 
417 for(int i=xStart;i<xEnd;i++) 
418 { 
419 color=datafinalMask[j*widthStep+i*nChannels]; 
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420 if(color==255) 
421 { 
422 if(lastOneWasBlack==true) 
423 { 
424 if(n<40) 
425 { 
426 n++; 
427 } 
428 } 
429 if(firstObjectWasWhite==false) 
430 { 
431 firstObjectWasWhite=true; 
432 y1[nToNull]=j; 
433 } 
434 if(firstObjectThisRound==true) 
435 { 
436 if(x1[nToNull]==0) 
437 x1[nToNull]=10000; 
438 if(y1[nToNull]==0) 
439 y1[nToNull]=10000; 
440 
441 if(x1[nToNull]>i) 
442 x1[nToNull]=i; 
443 if(x2[nToNull]<i) 
444 x2[nToNull]=i; 
445 if(y1[nToNull]>j) 
446 y1[nToNull]=j; 
447 if(y2[nToNull]<j) 
448 y2[nToNull]=j; 
449 } 
450 else 
451 { 
452 if(x1[n]==0) 
453 x1[n]=10000; 
454 if(y1[n]==0) 
455 y1[n]=10000; 
456 
457 if(x1[n]>i) 
458 x1[n]=i; 
459 if(x2[n]<i) 
460 x2[n]=i; 
461 if(y1[n]>j) 
462 y1[n]=j; 
463 if(y2[n]<j) 
464 y2[n]=j; 
465 } 
466 
467 lastOneWasBlack=false; 
468 } 
469 
470 if(color==0) 
471 { 
472 pixels++; 
473 if(pixels>xEnd-xStart) 
474 { 
475 if(firstObjectWasWhite==true) 
476 { 
477 if(firstObjectThisRound==true) 
478 { 
479 if(lastOneWasBlack==false) 
480 { 
481 y2[nToNull]=j; 
482 firstObjectThisRound=false; 
483 } 
484 } 
485 else 
486 { 
487 if(lastOneWasBlack==false) 
488 { 
489 y2[n]=j; 
490 } 
handchecking.cpp  LIITE 2 / 8     
  
491 } 
492 lastOneWasBlack=true; 
493 } 
494 } 
495 } 
496 } 
497 } 
498 } 
499 nStorage=n; 
500 
501 while(n>0) 
502 { 
503 if(x2[n]>compareButtonLocationStructur.x+ 
compareButtonLocationStructur.width/3) 
504 { 
505 int buttonMaskPixels=0; 
506 cvReleaseImage(&buttonMask); 
507 buttonMask=cvCreateImage(cvGetSize(rawImage),8,1); 
508 
509 //copy object location in cvRect 
510 rect.x=x1[n]; 
511 rect.y=y1[n]; 
512 rect.width=x2[n]-x1[n]; 
513 rect.height=y2[n]-y1[n]; 
514 if(rect.width==0) 
515 rect.width=1; 
516 if(rect.height==0) 
517 rect.height=1; 
518 
519 //set object location in finalMask and resize it in buttonMask 
520 cvSetImageROI(finalMask,rect); 
521 cvResize(finalMask,buttonMask); 
522 cvResetImageROI(finalMask); 
523 
524 databuttonMask=(uchar *) buttonMask->imageData; 
525 int pixels=1,fingerPixels=0,fingerNumbers=0; 
526 bool gotHand=false; 
527 int handCalculator=0; 
528 widthStep=buttonMask->widthStep; 
529 nChannels=buttonMask->nChannels; 
530 
531 //check object pixels 
532 for(int i=0;i<buttonMask->height;i++) 
533 { 
534 pixels=0; 
535 fingerPixels=0; 
536 fingerNumbers=0; 
537 
538 for(int j=0;j<buttonMask->width;j++) 
539 { 
540 //check pixel color 
541 color=databuttonMask[i*widthStep+j*nChannels]; 
542 buttonMaskPixels++; 
543 if(color==255) 
544 { 
545 fingerPixels++; 
546 //has the finger been wide enough 
547 if(fingerPixels==10) 
548 { 
549 fingerNumbers++; 
550 //is there 3 fingers 
551 if(fingerNumbers==3) 
552 { 
553 j=buttonMask->width; 
554 gotHand=true; 
555 handCalculator++; 
556 //is finger long enough 
557 if(handCalculator>50) 
558 { 
559 handLocation=y1[n]+(y2[n]-y1[n])/2; 
560 i=buttonMask->height; 
561 } 
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562 } 
563 } 
564 } 
565 
566 if(color==0) 
567 { 
568 pixels++; 
569 //has cap between fingers been wide enough 
570 if(pixels>8) 
571 { 
572 fingerPixels=0; 
573 } 
574 
575 //if there has been line with black pixels go here 
576 if(pixels>buttonMask->width-2) 
577 { 
578 handCalculator=0; 
579 gotHand=false; 
580 } 
581 } 
582 } 
583 } 
584 } 
585 n--; 
586 } 
587//TÄSTÄ ALKAA SOVELLUKSEN OHJAUKSEN LOGIIKKA, JOTA TÄSSÄ TYÖSSÄ EI VOI NÄYTTÄÄ 
//... 
742 catch(QString e) 
743 { 
744 } 
745 gotNewImage=false; 
746 } 
747 } 
748 } 
749 } 
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Testausympäristö: 
Sisätiloissa 
Valaistuksena loisteputki lamput 
Seinät valkoiset 
Takana puunvärsiä ja harmaita tavaroita 
Testausmatka 2m 
 
Testi caset: 
Käsi auki löytääkö kättä 
Käsi kiinni löytääkö kättä 
Musta hanska kädessä löytääkö kättä 
Käsi vaakasuorassa löytyykö kättä 
 
Caset suoritetaan kolmessa eri valaistuksessa.  
 
Valaistukset: 
Täysi valaistus, kaikki loistelamput päällä. 
Puoli valaistus, etu loistelamput päällä.  
Ei valaistusta, loistelamput pois päältä. 
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CASE 1: 
 
Testataan eleohjausta täydessä valaistuksessa. 
 
Käsi avoin napin päällä: Käsi löytyi 
 
Käsi kiinni napin päällä: Käsi ei löytynyt, Nappi painettiin 
 
Musta hanska kädessä napin päällä: Käsi ei löytynyt. 
Nappia ei painettu 
 
Käsi vaakasuorassa napin päällä: Käsi ei löytynyt. Nappia 
painettiin 
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CASE 2: 
 
Testataan eleohjausta puoli valaistuksessa. 
 
Käsi avoin napin päällä: Käsi löytyi 
 
Käsi kiinni napin päällä: Käsi ei löytynyt, Nappi painettiin 
 
Musta hanska kädessä napin päällä: Käsi ei löytynyt. 
Nappia ei painettu 
 
Käsi vaakasuorassa napin päällä: Käsi ei löytynyt. Nappia 
painettiin 
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CASE 3: 
 
Testataan eleohjausta ilman valaistusta. 
 
Käsi avoin napin päällä: Kättä ei löytynyt 
 
Käsi kiinni napin päällä: Kättä ei löytynyt 
 
Musta hanska kädessä napin päällä: Kättä ei löytynyt 
 
Käsi vaakasuorassa napin päällä: Kättä ei löytynyt 
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LOPPUTULOS 
 
Ohjelma toimi oikein täysi valaistuksessa ja puolivalais-
tuksessa. Ohjelma ei toiminut ilman valaistusta. Tästä 
voidaan päätellä, että ilman valaistusta kuva on liian pi-
meä, että löydettäisiin kättä. Ohjelmaa ei voida käyttää 
hanska kädessä. 
 
