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Abstract
Light-field cameras (LFC) have received increasing at-
tention due to their wide-spread applications. However,
current LFCs suffer from the well-known spatio-angular
trade-off, which is considered as an inherent and fundamen-
tal limit for LFC designs. In this paper, by doing a detailed
geometrical optical analysis of the sampling process in an
LFC, we show that the effective sampling resolution is gen-
erally higher than the number of micro-lenses. This con-
tribution makes it theoretically possible to break the res-
olution trade-off. Our second contribution is an epipolar
plane image (EPI) based super-resolution method, which
can super-resolve the spatial and angular dimensions si-
multaneously. We prove that the light field is a 2D series,
thus, a specifically designed CNN-LSTM network is pro-
posed to capture the continuity property of the EPI. Rather
than leveraging semantic information, our network focuses
on extracting geometric continuity in the EPI. This gives
our method an improved generalization ability and makes
it applicable to a wide range of previously unseen scenes.
Experiments on both synthetic and real light fields demon-
strate the improvements over state-of-the-art, especially in
large disparity areas.
1. Introduction
The light-field camera[26, 31] is becoming more and
more popular. Due to its capability to capture whole 4D
light field[24, 12] in a single shot, it enables new imag-
ing capabilities such as refocusing[28] and free-viewpoint
roaming. However, the performance of current LFCs
is limited by the well-known spatio-angular trade-off [9],
namely, the notion that the product between the spatial res-
olution and angular resolution must not exceed the sensor
resolution.
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Figure 1. Comparison of light field super-resolution of the
Amethyst[1]. Given a low-resolution (sparsely sampled) input
light field (5 × 5 × 410 × 307), our method is able to produce a
high resolution (densely sampled) light field (9× 9× 820× 614).
The bigger picture in each sub-figure shows the reconstructed cen-
ter view at (4, 4) as obtained a number of different methods. In
the bottom row of each sub-figure, the left panel shows a close-up
image region (as indicated by the red box in the full image). On
the right panel, we show the reconstructed horizontal and vertical
EPIs.
To break the trade-off, several methods have been pro-
posed to recover a high angular resolution light field from
a low resolution input (Fig.1). However, there are still
several challenges in current solutions. For depth-based
methods[8, 11, 6, 5, 29, 38], the results are prone to errors
in the depth estimation, which may cause artifacts on oc-
clusion boundaries. Additionally, since each view is recon-
structed independently, the geometric consistency between
views can not be guaranteed.
Recently, learning-based light field reconstruction has
also been explored. Kalantari et al.[16] proposed two
convolutional neural networks (CNNs)[21, 19] to estimate
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depth and predict colors sequentially. However, since an
explicit depth map has to be estimated, their method is
still prone to estimation error. Wu et al.[39] tackled the
issues with depth based approaches by focusing on learn-
ing EPI super-resolution. They eliminated the information
asymmetry[42] between the spatial and angular dimensions
by applying a blur operation on EPI. However, such a blur
operation can not handle large disparity areas, where the
continuous epipolar lines become discrete points. In this
case, the information asymmetry still exists after the blur
operation. Moreover, the EPI consistency is lost during the
super-resolution process, which leads to fine structures in
the image to be lost or over-smoothed in the reconstructed
views.
In this paper, we first analyze the effective sampling res-
olution of an LFC and then propose a learning based method
to super-resolve light fields in both, their angular and spa-
tial dimensions. One of our key insights is that the spatio-
angular trade-off only holds when the LFC is in general-
ized focused case (Sec.3). In the defocused case, the effec-
tive spatial sampling rate can be higher than the number of
micro-lenses in the Plenoptic 1.0[28]. This insight is impor-
tant since it provides the theoretical basis for further light
field super-resolution beyond the resolution trade-off.
Another key insight is a learning-based framework for
EPI super-resolution (Sec.4). Although the appearance of
epipolar lines varies (continuous vs discrete) in different
disparities, they can be uniformly described with a 2D series
model, which is the basis for introducing the well-known
convolutional long short term memory (c-LSTM)[15, 40]
for light field super-resolution. In contrast with previous
super-resolution methods[16, 39], which leverage semantic
information and content based inpainting, our network fo-
cuses on extracting and interpolating geometric continuity
in EPI. This gives our method a better generalization abil-
ity and makes it applicable to a wide range of previously
unseen scenes. Experiments (Sec.5) on both synthetic and
real light fields demonstrate the performance of the pro-
posed LSTM layers and hint at significant improvements
over state-of-the-art learning-based methods (>3dB), espe-
cially in large disparity areas.
2. Related Work
Light field sampling: Since the two-parallel-plane rep-
resentation for light field sampling[24, 12] was proposed,
two types of LFCs were developed, namely, the Plenoptic
1.0[28] and 2.0[10]. However, they both suffer the spatio-
angular trade-off. Bishop et al.[2] analyzed the optical path
in the Plenoptic 2.0. They pointed out that the aliasing effect
in the spatial image contains new information, thus the res-
olution trade-off can be broken. The same conclusion was
also summarized by Broxton et al. in [3], where the diffrac-
tion effects are proved to be helpful for improving lateral
resolution of the light field microscope using wave optics.
Compared with [2, 3], we focus on whole pixels instead of
aliasing or diffraction, and prove that multiple views in the
Plenoptic 1.0 record different point sets. The resolution of a
light field can hence be improved by combining these point
sets accordingly.
Depth based methods: Light field reconstruction can be
viewed as a special case of image based rendering, as the
input and reconstructed novel views are all restricted in a
2D grid. So previous depth based rendering techniques
[8, 11, 6, 5, 29] can also be directly applied in light field
reconstruction [16, 33, 36]. However, there are two prob-
lems in depth based algorithms. Firstly, there are depth am-
biguities in shadow, reflection and refraction areas where a
correct depth may not be a good depth. Secondly, as each
view is reconstructed independently, the view consistency
may be broken in the reconstructed light field.
Non-Depth based methods: Considering the special grid
features of light field sampling, some signal processing cues
have been used in light field reconstruction. These include,
but are not limited to the dimension gap between 3D fo-
cal stack and 4D light field [22], the sparsity of light field
sampling in continuous fourier domain[32] and sparse rep-
resentation of EPI in shearlet transform domain[35].
Recently, CNNs have been used in light field reconstruc-
tion. Wu et al.[39] tackled the light field reconstruction task
viewing it as a one-dimensional EPI super-resolution prob-
lem and proposed the “blur-restoration-deblur” method.
Wang et al.[37] introduced the 4D CNN to directly super-
resolve 4D light field instead of the 2D EPI. Yeung et al.[41]
explored the coarse characteristics of the sparsely-sampled
light field and proposed the spatial-angular alternating con-
volutions to accelerate the reconstruction process. All of
these CNNs treat light fields (or EPI) as a traditional 2D
image, where each pixel is correlated with its standard “4-
neighboring system”. However, note the neighboring sys-
tem size depends upon the direction of epipolar line in light
field and its displacement. Thus, pixels with large dispari-
ties have a large neighboring system. As a result, previous
CNN-based methods work well for narrow baseline light
field while they often fail when applied to wide baseline
light fields (see Fig.1).
3. Optical Path Analysis in LFC
In this section, we prove that the well-known spatio-
angular trade-off only exists when an LFC is in a gener-
alized focus case, i.e., the disparities of all pixels in the
recorded light field are integer values. In this case, all views
in an LFC capture the same point set. Otherwise, different
views account for different point sets which are aliased with
respect to other views. As a result, the effective spatial res-
olution of the Plenoptic 1.0 is larger than the number of
micro-lenses.
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(a) Generalized Focus case
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(b) Defocused case
Figure 2. Optical Path in the Plenoptic 1.0.
3.1. On the Number of Recorded Scene Points
Generalized focused case: In Fig.2(a) we show the optical
path of an ideal Plenoptic 1.0 camera, where all the pixels
are covered by a micro-lens recording different views of a
same point in space. In such case, the depth Zf of the scene
point and the distance fmM between the micro-lens array
(MLA) and the main lens must meet the Gaussian imaging
principle, i.e., 1fM =
1
fmM
+ 1Zf , where fM is the focal
length of the main lens. Here, the spatio-angular trade-off
holds and all recorded pixels are clear images of objects at
depth Zf . That is, the recorded light field describes a con-
sistent point set observed from each of the different views.
If the scene depth varies, i.e., the LFC is in the defo-
cused case, where the pixels covered by a micro-lens be-
come a uniform sampling over a circular area in space (the
gray areas in Fig.2(a)). In this case, different pixels under a
micro-lens record different points in space. Note, however,
that the above trade-off also holds in some defocused situ-
ations. When the point in space is moved to the depth Z ′f
in Fig.2(a), the point P is still only recorded once by the
micro-lens mi+1 from view Vj . Other views also record it
at different positions, e.g., view Vj−1 records it at the micro-
lensmi. In such a case, the images of point P from different
0.2 0.5 1
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Anti-aliasingNo Anti-aliasing
Figure 3. The number of recorded pixels changes when the base-
line in light field sampling also changes. From top-to-bottom we
show the EPIs, the reconstructed point clouds and the sketch maps
of light field sampling. From left-to-right we show the light fields
with 0.2, 0.5 and 1 pixel disparity. Note that the light field with
0.2 pixel disparity records the larger number of points.
angles are also recorded at different micro-lenses (boundary
pixels are ignored here). In other words, the recorded light
field is still a multi-view description of a same point set.
The above defocused case is similar to the focused case
in the sense that different views in the recorded light field
describe the same set of scene points. We call both, the
defocused and focused cases as generalized focus case, of
which the mathematical formulation is given as,
∀p, d(p) ∈ Z, (1)
where d(p) is the disparity of pixel p, Z is the set of integers.
If all pixels in an LFC have integer disparities, the LFC is in
generalized focus case and previous spatio-angular trade-
off holds.
Defocused case: Except for the above generalized focus
case, different views of the recorded light field generally de-
pict different scene point sets. As a result, the actual num-
ber of captured scene points is larger than the number of
micro-lens. Roughly speaking, the “resolution-trade-off”
is broken in this case. In Fig.2(b), we illustrate the defo-
cused case. Pixels p1 and p2 under the micro-lensmi record
two different points P1 and P2 from views Vj+1 and Vj , re-
spectively. Note that the ray passing through the point P1
from view Vj to the MLA (the orange areas in Fig.2(b)), is
“aliased” by the micro-lenses mi and mi+1. We can also
trace the ray for the micro-lens mi+1 from view Vj to space
point P3. It can be seen that P1 drops between points P2 and
P3. Because P2 and P3 are the nearest points in view Vj , the
point P1, which is recorded by view Vj+1, is not recorded
by view Vj . Thus, the number of effectively recorded points
in LFC is larger than the resolution of view Vj . Since the
resolution of each view equals the number of micro-lenses
in the Plenoptic 1.0, the effective sampling resolution be-
comes larger than the number of micro-lenses.
We also provide an intuitive explanation to the above
analysis on EPI. Fig.3 shows EPIs and the corresponding
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Figure 4. Different types of continuity. The first, second, third
and fourth rows show the input low resolution EPI, super-resolved
EPI from [7], ours and ground truth, respectively. Previous im-
age super-resolution CNN cope well with “continuous continuity”
(green boxes), failing for “discontinuous continuity” (red boxes).
point clouds under different disparity levels. Three light-
fields are captured with different baselines. It is noticed
that the number of recorded points are different in these
light fields and the one with 0.2 disparity records the most
points. The sketches in the third row of Fig.3 reveals the
reason well. When the disparity is 0.2, it can be seen that the
red line passes through an entire pixel once every 5 views;
in other words, views {1, 5, 9, ...} sample same point set
while views {2, 3, 4, 6, ...} sample other point sets. When
the disparity equals to 1, all views sample the same set of
points. Thus, the light field with 0.2 disparity records the
largest number of scene points. To summarize:
Proposition 1. The Spatio-angular trade-off in LFCs only
holds when the LFC is in the generalized focused case. This
is due to the fact that the depth has a continuous and com-
plex distribution in a real-world scene. Thus, the effective
spatial resolution of the Plenoptic 1.0 is larger than the
number of micro-lenses. In such cases, the light-field can
be super-resolved.
4. Approach
While the above sections show it is possible to recover
high resolution light field defying the conventional spatio-
angular trade-off, this is still a not straightforward task. The
main difficulty strives from how to super-resolve a light
field while keeping the consistency across different views.
Most existing light field super-resolution methods are either
based on depth recovery [43, 16, 33] or based on EPI analy-
sis [39, 37, 41]. The former approached are overly sensitive
to errors in depth estimation, often failing to maintain cross-
view consistency. The latter one treat EPIs as a regular dig-
ital image, failing to capture the EPI nature of continuous
traces corresponding to pixels across multiple views.
In this section, we first discuss the issue of continuity
preservation in light field super-resolution. We prove these
continuities can be uniformly described as a 2D series. We
then propose a novel CNN-LSTM architecture tailored for
EPI super-resolution.
4.1. Different continuities
There are two types of continuities in light field, i.e., the
‘continuous continuity’ and ‘jumping continuity’ (Fig.4).
When the disparity is small, epipolar lines are continu-
ous (green boxes), previous single image super-resolution
methods[7, 18, 20] can be applied directly in such case.
However, the continuous epipolar lines become discrete
points (red boxes) when the disparity increases. Previous
image super-resolution methods treat the discrete epipolar
line as independent points, so epipolar line may be lost
or over-smoothed in the super-resolved new views, leading
thin structure objects missing or becoming unclear. Com-
pared with ‘continuous continuity’, the ‘jumping continu-
ity’ is more common in light field reconstruction task. Be-
cause novel views can be synthesized directly by interpola-
tion in 4D space[24, 4, 25] when the disparity is small, it is
unnecessary to use expensive reconstruction techniques.
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Figure 5. For each epipolar line, it can be projected to angular or
spatial axis when fixing on of the axes for d ∈ (0,∞).
4.2. Light field as 2D series
Although the above two continuity cases appear to be
distinct, they share a common characteristics, i.e., the pix-
els in these two different epipolar lines are all connected
together through their disparities.
For each light ray p = (u, x) in free space (without oc-
clusion), there is a corresponding ray p1 = (u1, x1) describ-
ing the same 3D point in any other view u1, such that
x1 = (u1 − u)d(p) + x (2)
where d(p) refers to the disparity of p. In such case, the
light field is a series in an angular space.
From another point of view, there is a corresponding ray
p2 = (u2, x2) in any other pixel position x2, such that
u2 = (x2 − x) 1
d(p)
+ u. (3)
Here, the light field is also a series, but in a Cartesian space.
Fig.5 illustrates the above assertions, where each epipo-
lar line can be projected to an angular or spatial axis by
fixing one of the axes given d ∈ (0,∞). In other words, the
ray in the light field is predictable if the disparity is known.
Hence a light field may be treated as a 2D series allowing
for the use of LSTM.
4.3. CNN-LSTM for EPI super-resolution
Considering large disparities in the light field, we pro-
pose a CNN-LSTM network whose architecture is shown in
Fig.6. The overall network is inspired from the U-network
in EPI analysis[13, 14]. Our network has four “levels”,
where each of these accounts for the EPI at different res-
olutions. In contrast with previous work, four c-LSTM[40]
layers are added at each level (the purple blocks in Fig.6), to
model the series nature of the EPI in the top-down, bottom-
up, left-right and right-left directions, respectively. In our
network, each c-LSTM has 100 channels while the kernel
size is 1× 3.
When processing a low-resolution input EPI, this is
firstly scaled 2 times up in both angular and spatial dimen-
sions using Bicubic interpolation. Before LSTM analysis at
each level, 4 convolutional layers are applied. These layers
have kernels of size 3 × 5. The channels of these convolu-
tional kernels equal to 25× i for the i-th level. After LSTM
analysis, three convolution layers are added with kernel size
5 × 5 and channels 64, 32 and 32. Note that each convolu-
tional layer is followed by a ReLU [27]. Different levels
in Fig.6 are connected by down and up-convolutional layers
with kernel size 3× 3.
It’s worth noting in passing that the proposed light field
super-resolution network takes a 2D EPI as input. Despite
effective, this induces an inherent ambiguity as related to
spatial super-resolution. The reason being that each EPI
only covers one spatial dimension whereas every pixel is re-
lated to two spatial dimensions in the super-resolution pro-
cess (1 pixel to 2× 2 pixels). This, however, as we will see
later on in Section 5, does not overly affect the performance
of our method in practice.
4.4. Datasets
In order to train and evaluate our network, we build an
automatic light field generator based on POV-ray[30, 34] to
render 100 light fields. Fig.7 shows some examples. For
training and testing we have included various challenging
environments in our dataset. These include inter-reflection,
occlusion, shadowing, various illumination conditions and
structures with fine detail.
We augment the training data using two approaches. The
first of these is exchanging the RGB channels. The second
consists of shearing EPIs[28] using the expression
EPId(u, x) = EPI0(u, x+ ud), (4)
where EPI0 and EPId are the original and sheared EPIs,
respectively. The main goal of the shearing operation is to
enhance the performance in negative disparity areas.
Note that, the flip operation as commonly used for data
augmentation in traditional image super-resolution[7], can
not be applied in EPI super-resolution. This is since, in its
traditional form, the network will learn a wrong occlusion.
Note that, as shown in Fig.8(a), the intersection between
foreground and background is lost after the light field sam-
pling. Thus, the flip operation will lead the wrong occlusion
to be learnt, causing forbidden occlusions to appear in the
reconstructed light fields. This is shown in Fig.8(c), where
an incorrect light field is reconstructed when the foreground
is occluded by the background.
5. Experimental Results
We compare our method with a combination of state-
of-the-art light field reconstruction methods such as
EPICNN[39] and LFST[35] and deep-learning based im-
age super-resolution methods such as SRCNN[7]. All the
results shown here are evaluated using the code released by
the authors.
We evaluate the performance of the proposed method
both on synthetic and real light fields. All the quantitative
comparisons shown here are average values for all the views
under study. As our network is trained on synthetic data, to
be fair, the data introduced in Sec.4.4 is only used to vali-
date the efficacy of the LSTM layers. Real-world data from
camera array [1, 17] is used for comparison. Here we have
not used the light fields from the Lytro Illum camera due to
their small disparity.
5.1. Synthetic data
In Tab.1, we show the quantitative comparison between
the results yielded by our network with and without the
LSTM layers. Fig.9 shows a plot of the PSNR for both
settings as a function of disparity. Note that, as expected,
our network with LSTM layers outperforms the one with-
out over almost all of the disparity range.
Furthermore, Fig.10 shows qualitative results. Notice
that the network with LSTM delivers more detail than the
one without LSTM in the reconstructed views. This is
mainly due to the fact that discrete EPI lines in these areas
are over-smoothed as shown in the bottom EPI comparison
in Fig.10 when LSTM is not included. This is consistent
with the notion that LSTM can better cope with the “dis-
continuous continuity” in EPIs.
Table 1. Quantitative comparison between the results yielded by
our network with and without LSTM layers.
PSNR (dB) SSIM
w. LSTM 28.34 0.886
w/o. LSTM 27.75 0.863
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Figure 6. The architecture of our neural network.
Figure 7. Light field examples. Top row: central views; Bottom
row: corresponding occlusion maps.
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Figure 8. Flip operation causing the network to learn incorrect oc-
clusions. (a) Recorded light field[23]: The red lines refer to sam-
pled views while the blue/green lines account for the EPI lines; (b)
Occlusion after reconstruction; (c) Incorrect occlusion caused by
the flip operation.
5.2. Real data
5.2.1 Comparison with State-of-the-arts
For purposes of comparison on real-data, we have used the
Stanford light field dataset (SLFD)[1]. In order to compare
the performance of different methods more fairly, we zoom
out each view of the SLFD to 0.2, 0.3, 0.4, 0.5 of the orig-
inal size. Recall that the disparity range decreases with re-
spect to the zoom out factor. Thus, for the readers reference,
we show the disparity ranges of the originally sized view are
shown in Tab. 2.
Tab. 3 shows a quantitative comparisons of our method
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Figure 9. Performance of our network with and without LSTM
layers as a function of disparity.
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Figure 10. Qualitative comparisons between the ground truth and
the results from networks with and without LSTM layers, respec-
tively. Compared with the one without LSTM, LSTM provides
more clear novel views and more accurate EPI lines.
Table 2. Disparity ranges of the SLFD [1].
Data Amethyst Bulldozer Bunny Chess Lego Truck
Dis. [−6, 5] [−4, 20] [−8, 5] [0, 7] [−9, 7] [0, 3]
Table 3. Quantitative comparison on SLFD.
Factor EPICNN[39]+SRCNN[7] LFST[35]+SRCNN[7] OursPSNR(dB) SSIM PSNR SSIM PSNR SSIM
0.2 28.77 0.898 32.38 0.945 32.17 0.956
0.3 28.28 0.891 32.20 0.940 32.85 0.958
0.4 27.97 0.889 32.27 0.944 33.44 0.961
0.5 27.71 0.888 31.19 0.935 33.70 0.960
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Figure 11. Qualitative comparison on the Bulldozer and the Lego. For each light field, the first and second rows show the results at different
resolution inputs. For each of the zoom in areas in red and green, the left panel shows the reconstructed view, while the right two rectangular
panels shwo the horizontal and vertical EPIs computed from the reconstructed light field.
with respect to the alternatives on SLFD. Note that our
method outperforms the alternatives at almost all of the
zoom out factors. Although our network only employs syn-
thetic data during the training process, it shows a good
generalization ability as applied to unseen camera array
data. Fig.11 shows qualitative demonstrations1. For each
scene in Fig.11, the first and second rows refer to results
for zoom out factors 0.2 and 0.5, respectively. Note that
EPICNN and LFST achieve in general similar performance
as ours at small zoom out factors. However, their perfor-
mance decreases at large zoom out factors and they tend
to over-smooth object boundaries. Ours, in the other hand,
can always maintain sharp object boundaries at both small
and large zoom out factors. For example, in Fig.11(a), the
boundaries of Bulldozer are all preserved well. However,
previous methods often fail at large zoom out factors.
Ours vs EPICNN: Compared with the state-of-the-art, our
method has achieves at least a 3dB lead (32.17 vs 28.77).
This advantage increases with the disparity. Fig.11(a) gives
a better comparison in larger disparity areas. There are
serious ghosting in the shovel boundaries recovered by
EPICNN. Since the maximum disparity at these areas is
about 20 pixels, the EPI consistency on the shovel is lost
by EPICNN, while our result remains sharp.
Ours vs LFST: Despite LFST achieves good results in large
positive disparity regions (such as the shovel boundaries
in Fig.11(a)), the results at negative disparity regions are
somewhat mediocre. The best example is Fig.11(b), where
the areas in front of and behind the toy warriors have pos-
itive and negative disparities, respectively. LFST induces
ghosting in large negative disparity areas. In contrast, our
method produces consistent results in both positive and neg-
ative areas. This is thanks to the shearing (Eqn.4) data
augmentation and the LSTM’s ability to model EPIs. Fur-
thermore, in contrast with our approach, LFST often gener-
ates artifacts in texture boundaries, as shown in some of the
green boxes on Fig. 11(a).
5.2.2 Disparity vs Resolution
As shown in Tab. 3, the performance of our method in-
creases in a manner commensurate with the scale. To bet-
ter illustrate this, we conducted another two experiments
by fixing the spatial resolution and disparity range, respec-
tively. To this end, we have used the Disney light field
dataset[17]2. Since it has high angular and spatial resolu-
tions, we have conducted experiments by controlling the
number of skipped views. Generally, a larger number of
skipped views leads to a larger disparity range and lower
resolution.
1More results are provided in the supplementary material.
2Details of the light fields are provided in the supplementary material.
Table 4. Comparison of our method with the alternatives with fixed
resolution and increasing disparity.
Skipped views Bikes CouchPSNR(dB) SSIM PSNR SSIM
1 (low dis.) 35.35 0.974 35.59 0.948
3 32.06 0.947 34.23 0.931
5 29.28 0.909 31.52 0.904
7 (high dis.) 28.16 0.893 29.69 0.898
Table 5. Comparisons of our method with the alternatives with
fixed disparity and increasing resolution.
Skipped views Bikes CouchPSNR(dB) SSIM PSNR SSIM
7 (low res.) 29.68 0.923 33.06 0.872
5 30.87 0.942 33.63 0.886
3 32.87 0.963 34.17 0.906
1 (high res.) 35.34 0.975 35.57 0.948
1 3 5 7
O
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Figure 12. Results yielded by our method with fixed resolution for
several disparity values.
Tab. 4 and 5 show quantitative comparisons of the pro-
posed method in these two experiments, respectively. The
performance of our method decreases with increases in dis-
parity. The performance increases with increments in res-
olution. In large disparity areas with complex textures, the
EPI consistency is very weak, so a small error in EPI recon-
struction leads to heavy artifacts in the reconstructed view.
This can be seen in the reconstructed EPIs which are very
close to the ground truth both in small disparity and large
disparity cases in Fig.12. However, the corresponding view
is well recovered at small disparity being overly smoothed
at large disparity. Regardless, both the angular and spatial
resolution are improved by our network. Further, the de-
fects induced in the angular domain are compensated by the
super-resolution in the spatial domain. As a result, the per-
formance of our method seemingly increases as the zoom
out factor increases in Tab. 3.
6. Conclusion
In this paper we have shown that, since most 3D points
in a scene are generally defocused in an LFC, contrary to a
common belief as per the spatial-angular resolution trade-
off, the resolution of an LFC is in fact larger than its number
of micro-lenses. This new insight provides a theoretical ba-
sis to overcome the barrier of “spatio-angular trade-off”. By
analyzing the light path in an LFC, we have identified two
different types of “continuity” in EPIs. We have proposed
a novel CNN-LSTM network to practically super-resolve a
high resolution light field in both, the spatial and angular
axes. Experiments on synthetic and real-world light fields
validate the superiority of the proposed method in large
disparity areas, outperforming most of the state-of-the-art
methods.
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