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Abstract. This article considers the backward error of the solution of polynomial eigenvalue
problems expressed as Lagrange interpolants. One of the most common strategies to solve polyno-
mial eigenvalue problems is to linearize, which is to say that the polynomial eigenvalue problem is
transformed into an equivalent larger linear eigenvalue problem, and solved using any appropriate
eigensolver. Much of the existing literature on the backward error of polynomial eigenvalue prob-
lems focuses on polynomials expressed in the classical monomial basis. Hence, the objective of this
article is to carry out the necessary extensions for polynomials expressed in the Lagrange basis. We
construct one-sided factorizations that give simple expressions relating the eigenvectors of the lin-
earization to the eigenvectors of the polynomial eigenvalue problem. Using these relations, we are
able to bound the backward error of an approximate eigenpair of the polynomial eigenvalue problem
relative to the backward error of an approximate eigenpair of the linearization. We develop bounds
for the backward error involving both the norms of the polynomial coefficients and the properties of
the Lagrange basis generated by the interpolation nodes. We also present several numerical examples
to illustrate the numerical properties of the linearization and develop a balancing strategy to improve
the accuracy of the computed solutions.
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1. Introduction. In this article, we are interested in the solution of polynomial
eigenvalue problems (PEPs) expressed in barycentric Lagrange form. In these PEPs,
polynomials are defined by their values Pj = P (σj) at a set of n + 1 distinct nodes
{σ0, . . . , σn}. Throughout this article, we will use the first form of the barycentric
interpolation formula [6] (also known as the modified Lagrange formula [26]), defined
by
(1.1) P (λ) = (λ)
n∑
j=0
βjPj
λ− σj ,
where the degree of P (λ) is at most n, the Lagrange basis coefficients are Pi ∈ Cm×m,
and the node polynomial (λ) and barycentric weights βj are defined by
(1.2) (λ) =
n∏
i=0
(λ− σi) , βj =
n∏
k=0
k =j
(σj − σk)−1 , 0 ≤ j ≤ n .
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The usual Lagrange basis polynomials j(λ) can be written in terms of the node
polynomial and barycentric weights as
(1.3) j(λ) = (λ)
βj
(λ− σj) , 0 ≤ j ≤ n .
The polynomial eigenvalue problem is to find scalars λ and nonzero vectors x and
y that satisfy P (λ)x = 0 and y∗P (λ) = 0. In this work, we shall also assume that the
polynomial is regular, that is, detP (λ) is not identically zero.
In the literature, polynomial eigenvalue problems are most commonly expressed
in the monomial basis [23, 28, 40]. However, there has been growing interest in PEPs
expressed in other bases [2, 15, 41], either due to the construction of the polynomials
themselves or in order to take advantage of the properties of a particular polynomial
basis.
2. Linearization. One of the most widespread solution methods for solving
PEPs is to linearize [22], which is to say they are transformed into larger generalized
eigenvalue problems having the same eigenstructure. That is, the linearization has the
same eigenvalues as the polynomial, and the eigenvectors of the polynomial are easily
recovered from the eigenvectors of the linearization. Since the problem is now a linear
generalized eigenvalue problem, one may use any of the well-established algorithms
for computing the eigenvalues and eigenvectors of the linearization, for example, the
QZ algorithm [36].
Certainly, linearization has proven to be an extremely convenient method to com-
pute all of the roots of scalar polynomials, and many different linearizations have
been proposed. Almost all of the linearizations proposed in the literature to date are
constructed using the monomial basis coefficients of the polynomial [4, 13, 19, 34],
although there have been some notable exceptions for polynomials satisfying three
term recurrence relations [5, 24]. Most of the aforementioned linearizations were de-
veloped for computing the roots of scalar polynomials only. However, almost all can
be extended to matrix polynomials in a very simple way, for example, the extensions
proposed by Amiraslani, Corless, and Lancaster [2], as well as the generalization of
the Fiedler companion forms proposed by Antoniou and Vologiannidis [4].
Before introducing the particular linearizations for PEPs expressed in barycentric
Lagrange form, we will first introduce the basic definitions of linearization and strong
linearization relevant to the discussion. This is a restatement of the definition of
linearization introduced by Gohberg, Kaashoek, and Lancaster [22] and later named
strong linearization by Lancaster and Psarrakos [29].
Definition 2.1. Linearization of order mn [22]: A linear matrix pencil L(λ) =
λB −A is said to be a linearization of P (λ) of order mn if L(λ) is of size mn×mn
and the polynomials P (λ) and L(λ) are related in the following way:
(2.1) E(λ)L(λ)F (λ) =
[
P (λ) 0
0 Im(n−1)
]
,
where E(λ) and F (λ) are both mn × mn unimodular matrix polynomials, that is,
invertible matrix polynomials with nonvanishing determinant independent of λ.
This definition of linearization ensures that the finite eigenvalues of L(λ) coincide
with the finite eigenvalues of P (λ). However, if the highest degree coefficient of
P (λ) is singular, then the polynomial is said to have eigenvalues at infinity. This
is equivalent to saying that the reverse polynomial [29] P#(λ) = λnP (1/λ) has an
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eigenvalue at zero. This motivates us to construct linearizations that also preserve
infinite eigenstructure, and thus the following definition makes precise the notion of
linearizations preserving the eigenstructure at infinity.
Definition 2.2. Strong linearization (of order mn) [22, 28, 29]: A matrix pencil
L(λ) = λB−A is said to be a strong linearization (of order mn) if it is a linearization
of order mn and there exist two unimodular polynomial matrices M(λ) and N(λ) such
that
(2.2) M(λ)L#(λ)N(λ) =
[
P#(λ) 0
0 Im(n−1)
]
,
where L#(λ) = B − λA and where P#(λ) = λnP (1/λ) is known as the reverse
polynomial [29], or the n-reversal [14, Definition 2.12]. Note that the choice of n does
not need to coincide with the degree, that is, we admit n ≥ degP (λ).
Remark 1. According to Lancaster and Psarrakos [29], the term strong lineariza-
tion was so named by Gohberg, Kaashoek, and Lancaster [22]. In that work, they do
not make the restriction that n = degP (λ), that is, they allow for some of the leading
coefficients of the polynomial to be equal to zero. This fact was also pointed out by
Lancaster and Psarrakos in the note [29] and evidently needed further clarification [28]
by making the explicit distinction that the polynomials in question have extended de-
gree (also known as the grade of the polynomial), that is, when n > degP (λ) (see, for
example, De Tera´n and Dopico [12]). Yet another approach was taken by De Tera´n,
Dopico, and Mackey [14], where they also distinguish such polynomials by employing
the grade of the polynomial.
In this work, we examine m×m polynomials of degree at most n that are either
already expressed in the Lagrange basis or have been transformed into the Lagrange
basis by sampling the polynomial where it is well conditioned to do so. For the La-
grange basis, it appears that the first linearization (of order m(n+2)) to be described
for matrix polynomials was the arrowhead linearization proposed by Corless [9]. (We
have recently discovered an earlier work of Fiedler [18], in which he gives a symmetric
arrowhead construction for computing the zeros of scalar polynomials.) We work with
a slightly different form of the linearization, defined by
(2.3) L(λ) = λB −A = λ
⎡⎢⎢⎢⎣
0
I
. . .
I
⎤⎥⎥⎥⎦−
⎡⎢⎢⎢⎣
0 −P0 · · · −Pn
β0I σ0I
...
. . .
βnI σnI
⎤⎥⎥⎥⎦ .
Using Schur’s determinant formula, we easily see that detL(λ) = detP (λ), and thus
the eigenvalues of the linearization coincide with those of the polynomial P (λ). Fur-
thermore, Amiraslani, Corless, and Lancaster [2] demonstrated that L(λ) is a strong
linearization of order m(n+2). That is, the linearization L(λ) has the same finite and
infinite eigenvalues of P (λ) as well as an additional 2m spurious infinite eigenvalues.
Since the linearization (2.3) has an additional 2m eigenvalues at infinity, there
have been efforts to construct linearizations of Lagrange interpolants with smaller
dimension [42]. We show in section 4 that the m(n + 1) × m(n + 1) linearization
proposed by Van Beeumen, Michiels, and Meerbergen [42] can be obtained by sim-
ple equivalence transformations applied to (2.3). Smaller linearizations can also be
obtained by using unitary equivalence transformations instead, and we develop a pro-
cedure to deflate the spurious infinite eigenvalues; thus, the methodology developed
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in this manuscript for deriving bounds for the ratios of the backward errors is also
applicable to these linearizations. Naturally, the bounds would be different from the
ones we develop here in this work.
3. Backward errors. We will first introduce some general definitions and no-
tation for backward errors of the solutions of polynomial eigenvalue problems and
then develop bounds for the backward error of approximate eigenpairs of P (λ) rel-
ative to the backward error of the approximate eigenpairs of the linearization L(λ).
These bounds provide useful information as to when the eigenvalues of P (λ) can be
computed with small backward errors.
3.1. Definitions and notation. Throughout this article, we are primarily in-
terested in the normwise backward error of an approximate eigenpair of the polynomial
P (λ). We would like to know the extent to which we need to perturb the original
polynomial coefficients in order for an approximate eigenpair to be the exact solution
of the perturbed problem.
The normwise backward error of a finite approximate right eigenpair (λ, x) of a
polynomial P (λ) is defined by
(3.1) ηP (λ, x) = min{ε : (P (λ) + ΔP (λ))x = 0, ‖ΔPj‖2 ≤ ε‖Pj‖2, 0 ≤ j ≤ n} ,
where ΔP (λ) =
∑n
j=0ΔPjj(λ), and the j(λ)’s are the Lagrange basis polynomi-
als (1.3). Similarly, for an approximate left eigenpair (λ, y∗) of P (λ), the normwise
backward error is defined by
(3.2) ηP (λ, y
∗) = min{ε : y∗(P (λ) + ΔP (λ)) = 0, ‖ΔPj‖2 ≤ ε‖Pj‖2, 0 ≤ j ≤ n} .
These definitions are straightforward generalizations of the definitions for the mono-
mial basis [27]. However, the difference here is that we consider perturbations to the
Lagrange basis coefficients Pj rather than to the monomial coefficients.
Tisseur [38] obtained explicit expressions for the backward errors of the ap-
proximate left and right eigenpairs, (λ, y∗) and (λ, x), respectively, of polynomials
P (λ) =
∑n
j=0 Ajλ
j expressed in the monomial basis, given by
(3.3) ηP (λ, x) =
‖P (λ)x‖2
BM (λ)‖x‖2 , and ηP (λ, y
∗) =
‖y∗P (λ)‖2
BM (λ)‖y‖2 .
In these expressions, BM (λ) is defined by
(3.4) BM (λ) =
n∑
j=0
‖Aj‖2|λ|j ,
where the Aj ’s are the monomial basis coefficients.
Amiraslani [1] and Corless, Rezvani, and Amiraslani [11] have also extended this
result to the Lagrange basis by considering the ε-pseudospectrum of polynomials
expressed in other bases. For a polynomial P (λ) =
∑n
j=0 Pjj(λ) expressed in the
Lagrange basis, the equivalent expressions (for the 2-norm) for the backward errors
are obtained by replacing BM (λ) in (3.3) by BL(λ), that is,
(3.5) ηP (λ, x) =
‖P (λ)x‖2
BL(λ)‖x‖2 and ηP (λ, y
∗) =
‖y∗P (λ)‖2
BL(λ)‖y‖2 ,
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where
(3.6) BL(λ) =
n∑
j=0
‖Pj‖2|j(λ)| .
It has also been noted by both Tisseur and Higham [39] and Corless, Rezvani, and
Amiraslani [11] that the norms ‖Aj‖2 and ‖Pj‖2 occurring in (3.4) and (3.6), respec-
tively, can be replaced by nonnegative weights αj , not all equal to zero, which control
how the perturbations to the coefficients are measured. Farouki and Rajan [17] have
also defined these quantities as (absolute) condition numbers for the evaluation of
polynomials (see also Corless and Fillion [10, Theorem 2.8, pp. 63]). For this work,
we only consider relative perturbations in the coefficient matrices, and thus we use
the expressions (3.4) and (3.6) above.
By applying the expressions in (3.3) to the linear pencil L(λ), the backward errors
of approximate left and right eigenpairs, (λ, u∗) and (λ, v), are given by
(3.7) ηL(λ, u∗) =
‖u∗L(λ)‖2
(|λ|‖B‖2 + ‖A‖2) ‖u‖2 , ηL(λ, v) =
‖L(λ)v‖2
(|λ|‖B‖2 + ‖A‖2) ‖v‖2 ,
where L(λ) = λB −A, and the coefficient matrices A and B are defined in (2.3).
3.2. Backward error of P (λ) relative to L(λ). The main objective of this
article is to bound the backward errors of eigenpairs of P (λ) relative to the back-
ward errors of eigenpairs of L(λ) for polynomials expressed in the Lagrange basis. To
achieve this goal, we need to find relations between the eigenvectors of the polynomial
P (λ) and those of the linearization L(λ), where the polynomial and linearization are
defined in (1.1) and (2.3), respectively. We may utilize the framework developed by
Grammont, Higham, and Tisseur [25] to analyze nonlinear eigenvalue problems; once
we find appropriate one-sided factorizations of the linearization L(λ), we are imme-
diately able to obtain relations for the backward error of the polynomial eigenvalue
problem relative to the backward error of the linearization.
Thus, our goal is to determine the polynomial matrices G(λ) and H(λ), which
satisfy
(3.8) G(λ)L(λ) = gT ⊗ P (λ) , L(λ)H(λ) = h⊗ P (λ) ,
and where G(λ) and H(λ)T have dimension m by m(n+2), g ∈ Cn+2, and h ∈ Cn+2.
By direct computation, we easily see that
(3.9) H(λ) = Λ(λ)⊗ I =
⎡⎢⎢⎢⎣
(λ)
0(λ)
...
n(λ)
⎤⎥⎥⎥⎦⊗ I
satisfies the second relation in (3.8) with h = e1, the first unit vector, since
(3.10) L(λ)H(λ)
=
⎡⎢⎢⎢⎣
0 P0 · · · Pn
−β0I (λ− σ0)I
...
. . .
−βnI (λ− σn)I
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
(λ)I
0(λ)I
...
n(λ)I
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣
n∑
i=0
i(λ)Pi
0
...
0
⎤⎥⎥⎥⎥⎥⎥⎦ .
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It is only slightly more complicated to construct a suitable polynomial matrix G(λ),
and one may easily verify that
(3.11) G(λ) =
[
(λ)I −0(λ)P0β−10 · · · −n(λ)Pnβ−1n
]
satisfies the first relation in (3.8) with g = e1. Now that we have found two specific
one-sided factorizations of the linearization, we use them to relate the eigenvectors of
L(λ) to those of P (λ) in the following lemma.
Lemma 3.1. Suppose that (λ, u∗) and (λ, v) are left and right approximate eigen-
pairs of L(λ), respectively. Then, y∗ = u∗(e1⊗ I) and x = (eT1 ⊗ I)v are left and right
eigenvectors of P (λ), respectively, provided that they are both nonzero.
Proof. From the relations (3.8), it follows that
(3.12) u∗L(λ)H(λ) = u∗(e1 ⊗ P (λ)) = u∗(e1 ⊗ I)P (λ)
and
(3.13) G(λ)L(λ)v = (eT1 ⊗ P (λ))v = P (λ)(eT1 ⊗ I)v .
Provided that y∗ = u∗(e1 ⊗ I) and x = (eT1 ⊗ I)v are nonzero, these equations imply
that y∗P (λ) = 0 and P (λ)x = 0 by virtue of u and v being eigenvectors of L(λ), and
thus y and x are eigenvectors of P (λ) corresponding to eigenvalue λ.
Remark 2. We need to consider the possibility of encountering cases where y∗ =
u∗(e1⊗I) or x = (eT1 ⊗I)v could be equal to zero. It is a happy coincidence that due to
the special structure of the linearization L(λ), this occurs precisely when an eigenvalue
coincides with one of the interpolation nodes σi. Hence, we consider L(σi), which has
a zero block on the diagonal, that is, having (σi − σi)I = 0I. In this block column,
the only other nonzero block is Pi, and since Pi = P (σi) is singular, an approximate
eigenvector of the linearization is zero everywhere except for the corresponding block,
that is, from the (i + 2)nd block. Thus, we may recover an approximate eigenvector
of P (λ) directly from this block.
Now, having found suitable one-sided factorizations (3.12) and (3.13), which re-
late the eigenvectors of the linearization to the corresponding eigenvectors of the
polynomial, we state our first theorem relating the backward error of the approxi-
mate eigenpairs of P (λ) to those of L(λ).
Theorem 3.2. The backward error ηP (λ, x) of an approximate right eigen-
pair, (λ, x) of P (λ) =
∑n
j=0 Pjj(λ), relative to the backward error ηL(λ, v) of a
corresponding approximate right eigenpair, (λ, v) of L(λ), can be bounded by
(3.14)
ηP (λ, x)
ηL(λ, v)
≤ |λ|‖B‖2 + ‖A‖2
BL(λ)
· ‖G(λ)‖2‖v‖2‖x‖2 ,
where G(λ) is defined in (3.11), and L(λ) = λB − A is defined in (2.3). We may
similarly bound the backward error of an approximate left eigenpair, (λ, y∗) of P (λ),
by
(3.15)
ηP (λ, y
∗)
ηL(λ, u∗)
≤ |λ|‖B‖2 + ‖A‖2
BL(λ)
· ‖H(λ)‖2‖u‖2‖y‖2 ,
where ηL(λ, u∗) is the backward error of a corresponding approximate left eigenpair
(λ, u∗) of L(λ), and H(λ) is defined in (3.9).
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Proof. Our proof follows the discussion in Higham, Li, and Tisseur [27, sec-
tion 2.2]. The only difference is that we use BL(λ), since the polynomials are ex-
pressed in the Lagrange basis. In essence, we begin with the two definitions of the
backward errors of eigenpairs of P (λ) (3.5), and we then replace the two terms P (λ)x
and y∗P (λ), using the relations (3.12) and (3.13). That is, we rewrite the expressions
for the backward errors given in (3.5) in terms of the linearization L(λ), the one sided
factorizations H(λ) and G(λ), and the eigenvectors u and v of the linearization. After
this, we combine these expressions with (3.7) to arrive at the desired upper bounds
(3.14) and (3.15).
Now that we have established a relationship between the backward error of P (λ)
and the backward error of L(λ), we would like to know what conditions need to
be satisfied in order to obtain small backward errors in the solution of the PEP.
Thus, we investigate the conditions under which the ratios ηP (λ, x)/ηL(λ, v) and
ηP (λ, y
∗)/ηL(λ, u∗) are approximately equal to one. Small backward errors in the
computation of the approximate eigenvalues of L(λ) will then necessarily lead to
small backward errors in the solution of the PEP.
Theorem 3.3. Let (λ, v) be an approximate eigenpair of L(λ). If x is recovered
from the first m rows of v, we obtain the bound
(3.16)
ηP (λ, x)
ηL(λ, v)
≤ (|λ|+ ‖A‖2)max (1,maxi ‖Pi‖2|β
−1
i |)‖Λ(λ)‖2∑n
i=0 ‖Pi‖2|i(λ)|
· ‖v‖2‖x‖2 ,
where Λ(λ) = [ (λ) 0(λ) · · · n(λ) ]T , the node polynomial (λ) is defined
in (1.2), and the j(λ)’s are the Lagrange basis polynomials as in (1.3). Similarly, let
(λ, u∗) be an approximate left eigenpair of L(λ). If y∗ is recovered from the first m
columns of u∗, we obtain the bound
(3.17)
ηP (λ, y
∗)
ηL(λ, u∗)
≤ (|λ|+ ‖A‖2) ‖Λ(λ)‖2∑n
i=0 ‖Pi‖2|i(λ)|
‖u‖2
‖y‖2 .
Proof. For an approximate left eigenpair (λ, u∗), we combine (3.15) with (3.9).
Given that ‖H(λ)‖2 = ‖Λ(λ) ⊗ I‖2 = ‖Λ(λ)‖2, we immediately obtain the upper
bound (3.17). For an approximate right eigenpair (λ, v), we combine (3.14) with (3.11)
and rewrite G(λ) = Λ(λ) diag {I,−P0β−10 , . . . ,−Pnβ−1n }, where diag {·} constructs a
block diagonal matrix. Thus, ‖G(λ)‖2 ≤ ‖Λ(λ)‖2max (1,maxi ‖Pi‖2|β−1i |), and we
obtain the upper bound (3.16).
From the bounds (3.17) and (3.16), we begin to see the conditions under which the
backward error of the solution of the PEP is not that much larger than the backward
error of the linearization.
Remark 3. The influence of the choice of nodes manifests itself in the term
‖Λ(λ)‖2. This term behaves essentially like the Lebesgue function, and hence we
would ideally like to choose sets of nodes that give small Lebesgue functions. However,
we also need points that are good approximations of the eigenvalues themselves, since
we also need to limit the effect of (λ), the first entry of Λ(λ). We will not be able
to satisfy this condition for all mn eigenvalues, but if we are interested in obtaining
some eigenvalues with small backward errors, it is clear that placing a well-conditioned
set of nodes close to the eigenvalues of interest will achieve this goal. Moreover, the
norms ‖Pi‖2 should not be too large, and when the magnitudes of all of the polynomial
coefficients are approximately equal to one, we minimize the upper bound.
3.3. Balanced linearizations. In this section, we discuss the issue of balancing
the linearization L(λ) so as to improve the backward errors of the computed eigenpairs
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of P (λ). Lawrence has shown [32] that balancing linearizations of scalar polynomials
can lead to significant gains in the accuracy of computed roots. Indeed, for stan-
dard eigenvalue problems, balancing a matrix prior to computing its eigenvalues has
become a standard technique [3]. However, the landscape is not so well established
for generalized and polynomial eigenvalue problems. For generalized eigenvalue prob-
lems, Lemonnier and Van Dooren [33] suggest a balancing strategy to bring the pencil
closer to some standardized normal pencil. For the polynomial eigenvalue problems,
the most commonly used technique appears to be eigenvalue parameter scaling, ex-
emplified by the works of Fan, Lin, and Van Dooren [16] for the quadratic eigenvalue
problem and by Gaubert and Sharify [21] for the higher degree polynomials based on
tropical roots. Further, Higham, Li, and Tisseur [27] propose a diagonal scaling that
modifies only the identity blocks in the companion matrix in order to improve the
backward errors of computed eigenpairs.
In this work, we apply block diagonal similarity transformations to the lineariza-
tion in order to improve the ratios ηP (λ, x)/η ̂L(λ, v̂) and ηP (λ, y
∗)/η
̂L(λ, û
∗), where
(3.18) L̂(λ) = D−1s L(λ)Ds
is the balanced linearization, Ds is a block diagonal matrix, and û and v̂ are approx-
imate left and right eigenvectors of L̂(λ), respectively. From the one sided factor-
izations (3.8) with g = h = e1, and if the first diagonal block of Ds is equal to the
identity, we obtain
(3.19) (G(λ)Ds)(D
−1
s L(λ)Ds) = eT1⊗P (λ), (D−1s L(λ)Ds)(D−1s H(λ)) = e1⊗P (λ).
Thus, Ĝ(λ) = G(λ)Ds and Ĥ(λ) = D
−1
s H(λ) are one-sided factorizations of L̂(λ).
Applying Theorem 3.2 to the balanced linearization L̂(λ), we may simply replace the
matrices involved in the one sided factorization by their balanced versions and replace
the eigenvectors of L(λ) with those of L̂(λ). The backward errors for the approximate
eigenpairs of L̂(λ) are given by
(3.20) η
̂L(λ, û
∗) =
‖û∗L̂(λ)‖2(
|λ|‖B̂‖2 + ‖Â‖2
)
‖û‖2
, η
̂L(λ, v̂) =
‖L̂(λ)v̂‖2(
|λ|‖B̂‖2 + ‖Â‖2
)
‖v̂‖2
,
and furthermore, we can form the upper bounds
(3.21)
ηP (λ, x)
η
̂L(λ, v̂)
≤ |λ|+ ‖Â‖2
BL(λ)
· ‖Λ(λ)‖2‖DGDs‖2‖v̂‖2‖x‖2
and
(3.22)
ηP (λ, y
∗)
η
̂L(λ, û
∗)
≤ |λ|+ ‖Â‖2
BL(λ)
· ‖Λ(λ)‖2‖D
−1
s ‖2‖û‖2
‖y‖2 ,
where Â = D−1s ADs, and DG = diag {I,−P0β−10 , . . . ,−Pnβ−1n }. Thus, we suggest
the following heuristic diagonal scaling matrix:
(3.23) Ds = diag
{
I, I
√
|β0|/‖P0‖2, . . . , I
√
|βn|/‖Pn‖2
}
.
The reasoning behind this is that we then have ‖D−1s ‖2 = ‖DGDs‖2, equal to
(3.24) ‖Ds‖2 = max
(
1,max
i
√
‖Pi‖2
|β0|
)
,
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and thus both upper bounds are the same apart from the terms ‖v̂‖2/‖x‖2 and
‖û‖2/‖y‖2. Furthermore, if we examine the term ‖Â‖2 closely, we see that the norms of
the off diagonal blocks are made equal, that is, we see that |β̂i| = ‖P̂i‖2 for 0 ≤ i ≤ n,
where β̂i and P̂i are the off diagonal entries in the balanced matrix Â. The conse-
quence of this is that the matrix A is then balanced (blockwise) in the sense of Parlett
and Reinsch [37], that is, the above scaling solves the optimization problem
(3.25) inf
D
‖D−1AD‖F ,
where D is constrained to have block diagonal entries and its first block entry is equal
to the identity.
Remark 4. It could so happen that ‖Pi‖2 = 0 for some i. However, this would
mean that σi is an eigenvalue of multiplicity at least m, and we should perform a
similarity to move this block of eigenvalues to the top of the linearization where they
can be decoupled from the problem.
4. Related linearizations and removal of infinite eigenvalues. Recently,
Van Beeumen, Michiels, and Meerbergen [42] have developed new linearizations for
the Lagrange basis that have smaller dimension than (2.3), in order to achieve one-
to-one correspondence between the eigenvalues of the PEP and the eigenvalues of the
linearization. In this section, we show how the spurious infinite eigenvalues of the lin-
earization (2.3) can be decoupled via constant equivalence transformations, and thus
we recover the smaller (n+1)m× (n+ 1)m linearization proposed by Van Beeuman,
Michiels, and Meerbergen [42]. We then develop an alternative deflation method
based on unitary equivalence transformations that allows us to obtain a mn × mn
linearization from L(λ). Furthermore, the procedure can also handle the deflation of
nonspurious infinite eigenvalues in addition to deflating the 2m spurious ones intro-
duced by forming the linearization (2.3).
In order to decouple the spurious infinite eigenvalues from the linearization (2.3),
we bring the linearization to generalized Hessenberg form. One way to do this is to
apply a sequence of block Gauss transformations on the right of L(λ), annihilating the
βj ’s in the first block column. We first define the ratios θi = βi−1/βi and explicitly
form the equivalence transformation matrix
(4.1) Eθ =
⎡⎢⎢⎢⎢⎢⎣
0 I
I 0
0 I −θ1I
. . .
. . .
I −θnI
⎤⎥⎥⎥⎥⎥⎦ .
Once this matrix is applied to L(λ), we obtain the following equivalent linearization:
(4.2)
EθL(λ) =
⎡⎢⎢⎢⎢⎢⎣
−β0I (λ− σ0)I 0
0 P0 P1 · · · Pn
0 (λ− σ0)I −(λ− σ1)θ1I
. . .
. . .
(λ− σn−1)I −(λ− σn)θnI
⎤⎥⎥⎥⎥⎥⎦ .
From this equation, we see immediately that we may deflate a block of m infinite
eigenvalues. We thus arrive at the same (n+1)m by (n+1)m linearization proposed
by Van Beeumen, Michiels, and Meerbergen [42, Theorem 4.4] in the lower right block.
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Let us now point out a unitary alternative to the equivalence transformation Eθ
to decouple the infinite eigenvalues. The method was developed for scalar polynomial
linearizations by Lawrence [32] and is straightforwardly extended to the matrix case.
The method is also related to a procedure for the construction of vector orthogonal
polynomials [8]. The construction produces an (n+ 1)× (n + 1) unitary matrix Q1,
and (n+ 2)× (n+ 2) unitary matrix Q = diag{1, Q1}, such that
(4.3) Q∗1
⎡⎢⎣ β0 σ0... . . .
βn σn
⎤⎥⎦Q = [ αe1 H ] ,
where H = (hi,j)
n
i,j=0 is an (n + 1) × (n + 1) upper Hessenberg matrix. If we now
form L˜(λ) = (Q∗ ⊗ Im)L(λ)(Q ⊗ Im), we see that
(4.4) L˜(λ) =
[
0 P˜
−αe1 ⊗ I λI − (H ⊗ Im)
]
,
where
(4.5) P˜ :=
[
P˜0 · · · P˜n
]
=
[
P0 · · · Pn
]
(Q1 ⊗ Im) .
Furthermore, by permuting first two block rows of L˜(λ) yields the following equivalent
linearization:
(4.6)
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
−αI (λ− h0,0)I −h0,1I · · · −h0,nI
0 P˜0 P˜1 · · · P˜n
0 −h1,0I (λ− h1,1)I
... −h1,nI
. . .
. . .
...
−hn,n−1I (λ− hn,n)I
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
One of the advantages to this approach comes when we aim to deflate more infi-
nite eigenvalues of the pencil, since we can do this via unitary transformations on
the linearization (4.6). Now suppose that P˜0 = U0S0V
∗
0 is the singular value de-
composition of P˜0, where the singular values are arranged from smallest to largest
along the diagonal of S0. We then multiply the lower right block of (4.6) by U
∗ =
diag {U∗0 , V ∗0 , . . . , V ∗0 } on the left and V = In+1⊗V0 on the right. This transformation
does not change any of the hi,j ’s; it only modifies the matrices P˜i. At this point, if
we inspect the lower right block of the transformed pencil, we have
(4.7)
⎡⎢⎢⎢⎢⎢⎣
S0 U
∗
0 P˜1V0 · · · U∗0 P˜nV0
−h1,0I (λ− h1,1)I
... −h1,nI
. . .
. . .
...
−hn,n−1I (λ− hn,n)I
⎤⎥⎥⎥⎥⎥⎦ .
If P˜0 is nonsingular, and thus P (λ) has no additional infinite eigenvalues, we can
deflate the second set of m spurious infinite eigenvalues from the linearization by
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performing a unitary equivalence transformation to annihilate the block −h1,0I. Note
that this can be performed by a sequence of m Givens rotations since S0 is diagonal.
Now consider the case where P˜0 is singular (or equal to zero). If it is equal to zero,
we permute the first two block rows to deflate a block of m infinite eigenvalues in
one step, in a similar way to how we obtained (4.6). We continue the process by
applying smaller transformations, similar to U and V , replacing U0 and V0 with U1
and V1, where U1S1V1 = U
∗
0 P˜1V0 is the singular value decomposition of U
∗
0 P˜1V0.
This process can be continued until we obtain a nonzero coefficient P˜z , after which
we perform the final deflation step. To show the final step, let us suppose that P˜0 is
singular, having k singular values equal to zero. Since the singular values are arranged
from smallest to largest, we can thus permute the first k rows of the first block with
the first k rows of the second block (that is, the block containing −h1,0I), and this
immediately decouples k infinite eigenvalues. We then apply a sequence of m − k
rotations to annihilate the rest of the elements in the block −h1,0I. At this point,
we have decoupled 2m infinite eigenvalues from the linearization L(λ), and there are
k others left to deflate. We proceed in a similar fashion as before, computing the
singular value decomposition, applying block matrices U and V , but in the last step,
we only need to annihilate the k entries of the block −h2,1I, after which the process
is complete and we are left with a linearization of dimension (mn − k) × (mn − k)
having only finite eigenvalues. As an alternative, we could just pass the mn × mn
linearization to the QZ algorithm for the computation of the finite and nonspurious
infinite eigenvalues. The aforementioned procedure to deflate infinite eigenvalues from
the linearization was described by Lawrence [31].
5. Numerical examples. In this section, we illustrate the backward error of
computing eigenpairs of P (λ) via the linearization L(λ) and also via the balanced
linearization L̂(λ). The examples are taken from a variety of sources, some of which
are available in the collection NLEVP [7]. The polynomials are expressed in the
monomial basis, and thus we first need to sample the polynomials at a set of n + 1
interpolation nodes, where n is the degree of the polynomial. The linearization L(λ)
is constructed from these samples and the computed barycentric weights. We also
construct the balanced linearization L̂(λ) discussed in section 3.3. The generalized
eigenvalues and the left and right eigenvectors of the linearization are computed in
MATLAB using the function qz. Throughout this section, we use (3.5) for computing
the backward errors of eigenpairs of P (λ), (3.7) for computing the backward errors of
eigenpairs of L(λ), and (3.20) for computing the backward errors of eigenpairs of L̂(λ).
For the computation of the upper bounds, we use the expressions (3.16) and (3.17)
for the unbalanced linearization and (3.21) and (3.22) for the balanced linearization.
5.1. Butterfly. Our first example is available in the NLEVP collection [7], pro-
posed by Mehrmann and Watkins [35]. The polynomial is a 64 by 64 quartic with
T-even structure. The spectrum has a butterfly shape. In the monomial basis, the
polynomial is given by
(5.1) P (λ) = λ4A4 + λ
3A3 + λ
2A2 + λA1 +A0 ,
where A4, A2, and A0 are real symmetric matrices. The matrices A3 and A1 are real
skew-symmetric.
Because the polynomial is given in monomial form, we sample the polynomial at
five Chebyshev points of the second kind, on the interval [−1, 1]. The computed eigen-
values are shown in Figure 1; they show good visual agreement to the eigenvalues com-
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Fig. 1. Butterfly example—eigenvalue distribution.
(a) Left eigenpair (b) Right eigenpair
Fig. 2. Butterfly example—backward error ratio distributions.
Table 1
Butterfly example—bound comparison.
Eigenpair min ηP
ηL
Upper bound max ηP
ηL
Upper bound
Unbalanced: Left 1.22 5.47 7.49 18.3
Right 0.406 27.6 11.4 239
Balanced: Left 0.748 5.58 2.88 14.1
Right 0.293 8.26 7.12 65.4
puted in [35]. The distribution of the ratios of the backward errors ηP (λ, x)/ηL(λ, v)
and ηP (λ, y
∗)/ηL(λ, u∗) are shown in Figure 2, along with the same ratios for the
balanced linearization. The backward errors of the eigenpairs of the linearization are
all of the order of the machine precision εM ≈ 1.1 × 10−16, and thus we are ensured
that the backward errors of the eigenpairs of the PEP are not much larger. We also
see that balancing the linearization reduces the ratios of the backward errors signifi-
cantly: almost half of the eigenvalues have ratios approximately equal to one for both
the left and the right eigenpairs. Furthermore, as we show in Table 1, the upper
bounds (3.17), (3.16), (3.21), and (3.22) approximate the ratios fairly well. We also
see an improvement in the upper bounds for the balanced linearization. In these com-
putations, the maxima and minima are computed over all eigenvalues, and the upper
bound corresponds to those eigenvalues.
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(a) Left eigenpair (b) Right eigenpair
Fig. 3. Speaker enclosure example—backward error distributions.
Table 2
Speaker enclosure—upper bound comparison.
Eigenpair min ηP
ηL
Upper bound max ηP
ηL
Upper bound
Unbalanced: Left 3.6× 10−7 1.04× 104 6.55 5.58× 103
Right 3.59× 10−6 2.52× 1011 1.7× 1010 6.46× 1011
Balanced: Left 1.29× 10−6 2.92× 104 0.37 2.00
Right 3.3× 10−10 7.2× 104 1.3× 106 4.9× 107
5.2. Speaker enclosure. Our second example is also taken from the NLEVP
collection [7]. The polynomial is the quadratic P (λ) = λ2M + λC + K, where
M,C,K ∈ C107×107, arising from a finite element model of a speaker enclosure.
There is a large variation in the norms of the monomial basis coefficients: ‖M‖2 = 1,
‖C‖2 = 5.7× 10−2, and ‖K‖2 = 1× 107.
We interpolate P (λ) at the nodes {−i, 0, i}. At these nodes, ‖Pj‖2 ≈ 1 × 107,
and so we have already, in a sense, equalized the norms of the coefficients through
interpolation. The linearization P (λ) is then balanced using the strategy described in
section 3.3, and this further equalizes the norms of the blocks Pj and the barycentric
weights βj . All the computed eigenvalues of the balanced linearization have real
parts equal to zero, with the exception of the double eigenvalue at zero. This was
not expected, since the linearization involves complex non-symmetric matrices. The
logarithms of the backward errors of the eigenvalues of P (λ) are shown in Figure 3. We
show these values rather than the ratio of the backward errors because the backward
errors of the eigenvalues of the linearization are all O(10−15) in magnitude. The
backward errors of the eigenpairs of P (λ) are excellent, with the exception of the two
eigenvalues close to zero for the right eigenvectors. However, the error bounds (3.17)
and (3.16) do not predict the small backward error of the eigenpairs of P (λ) relative
to those of L(λ). We show the maximum ratios obtained in Table 2, together with
the corresponding upper bounds. It would appear that the QZ algorithm is able to
take advantage of the structure of the linearization in some way, since eigenvalues
with zero real parts are produced. However, we do not have a concrete explanation
as to why this behavior occurs.
5.3. Damped mass-spring system. The third example we investigate is a con-
nected damped mass-spring system described by both Higham, Li, and Tisseur [27]
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Fig. 4. Damped mass spring system—eigenvalue distribution.
(a) Left eigenpair (b) Right eigenpair
Fig. 5. Damped mass spring system—backward error distributions.
and Tisseur and Meerbergen [40, section 3.9]. The polynomial P (λ) is a 100 by
100 quadratic P (λ) = λ2M + λC + K, where M = I; C is tridiagonal with super-
and subdiagonal elements all equal to −64 and diagonal elements equal to 128, 192,
192, . . . , 192, 128; and K is tridiagonal with super- and subdiagonal elements all equal
to −1 and diagonal elements equal to 2, 3, 3, . . . , 3, 2. All of the eigenvalues are real
and negative, 50 of which range from −320 to −64, while the remaining 50 are all ap-
proximately equal to −1.56×10−2. We interpolate P (λ) at the nodes {−0.01, 0, 0.01}.
The eigenvalues of P (λ) are all real, and hence we plot the real part against the index
of the eigenvalue, as shown in Figure 4. Figure 5 shows the distribution of the log-
arithm of the backward errors of the eigenvalues of P (λ) computed using the scaled
linearization L̂(λ). Both figures show a distinct separation between two groups of
eigenvalues. The eigenvalues near −1.56× 10−2 are computed with backward errors
of O(10−12), whereas the larger magnitude eigenvalues are all computed with back-
ward errors of O(10−16). This behavior has also been observed by Higham, Li, and
Tisseur [27], where the backward errors can only be small for one of the two groups
of eigenvalues. We compare the upper bounds for the ratios of these backward errors
in Table 3, where we additionally compare the maximum and minimum ratios and
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Table 3
Damped mass spring system—upper bound comparison.
Eigenpair min ηP
ηL
Upper bound max ηP
ηL
Upper bound
Unbalanced: Left 31.5 1.54× 103 3.81 × 105 1.09 × 106
Right 6.68 2.53× 105 5.13 × 105 2.37 × 109
Balanced: Left 0.113 66.2 1.77 × 104 1.24 × 106
Right 0.13 110 1.01 × 104 1.29 × 106
Left (λ ≤ −63) 0.113 66.2 0.293 110
Right (λ ≤ −63) 0.13 110 0.329 218
upper bounds for the set of eigenvalues of larger magnitude. Although we see a con-
siderable reduction in the ratios and the upper bounds for the balanced linearization,
the overestimation of the upper bound is still roughly two orders of magnitude. Part
of the reasoning for the large backward errors of the small magnitude eigenvalues is
the block from which the eigenvectors of P (λ) are recovered from those of L(λ). For
example, we see from (3.10) that we could recover the right eigenvector x from any
of the blocks of v; this is a similar situation in the monomial basis [27], where the
eigenvalues are recovered from the block of v having the largest norm.
5.4. Damped gyroscopic system. For our final example, we examine the
damped gyroscopic system proposed in [30]. The polynomial P (λ) is constructed
as follows: let N denote the 10 by 10 nilpotent matrix having ones on the subdi-
agonal and zeros elsewhere, and let I denote the 10 by 10 identity matrix. Define
M̂ = (4I + N + NT )/6, Ĝ = N − NT , and K̂ = N + NT − 2I. Then define the
matrices M , G, and K, using the Kronecker product ⊗, by
M = I ⊗ M̂ + 1.3M̂ ⊗ I ,
G = 1.35I ⊗ Ĝ+ 1.1Ĝ⊗ I ,
K = I ⊗ K̂ + 1.2K̂ ⊗ I .
The damping matrix D is tridiagonal with super- and subdiagonal elements equal to
−0.1 and diagonal elements equal to 0.2. The quadratic polynomial P (λ) that we
examine is defined by
P (λ) = λ2M + λ(G+D) +K .
We interpolate P (λ) at the nodes {−1.8, 0, 1.8}. In addition to the eigenvalues and
backward errors, we also compute the weighted ε-pseudospectrum (see, for example,
[30, 39]), shown together with the eigenvalues in Figure 6. The dotted line represents
where the absolute condition numbers for evaluation are equal for the Lagrange basis
and the monomial basis, that is, BM (λ) = BL(λ). Within the dotted line, the con-
dition number of the Lagrange basis is somewhat smaller than that of the monomial
basis, and hence we can expect to compute more accurate eigenvalues there. Further-
more, because we are able to choose the locations of the nodes, we can ensure that
eigenvalues of interest are computed accurately by placing nodes near the eigenval-
ues. If nothing is known about the spectrum of P (λ), then we may initially compute
the eigenvalues using, for example, Chebyshev nodes on the interval [−1, 1]. We may
then interpolate P (λ) using some of the computed eigenvalues as nodes. This kind of
iterative algorithm has been used successfully in the scalar case [20], and we expect
to obtain similar results in the matrix case. For the monomial basis, we have no such
flexibility.
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Fig. 6. Damped gyroscopic system—eigenvalue distribution and pseudospectra. (The dotted
line represents the level curve where BM (λ) = BL(λ).)
(a) Left eigenpair (b) Right eigenpair
Fig. 7. Damped gyroscopic system—backward error distributions.
Table 4
Damped gyroscopic system—upper bound comparison.
Eigenpair min ηP
ηL
Upper bound max ηP
ηL
Upper bound
Unbalanced: Left 4.7 17.5 18.8 26.5
Right 3.91 272 58.7 321
Balanced: Left 1.05 9.84 2.63 9.62
Right 0.671 18.2 29.1 95.9
The ratios of the backward errors are shown in Figure 7 for the balanced lin-
earization L̂(λ). We see that for the left eigenpairs, the ratios are close to one. The
ratios are not so favorable for the right eigenpairs, and there are two outliers close
to 30. These two eigenvalues are the closest ones to the node at −1.8, and we sus-
pect that the backward error could be improved by choosing a different block from
which to recover the eigenvector of P (λ). We also compute the maximum ratios of
the backward error and the corresponding upper bound. These values are shown in
Table 4, where we see that for the left eigenvectors, the bounds are quite reasonable.
Again, we also see the upper bound overestimate the ratios for the right eigenpairs
by about an order of magnitude for the balanced linearization.
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6. Concluding remarks. In this article, we have investigated the backward er-
ror of the solution to polynomial eigenvalue problems expressed in the Lagrange basis,
solved via linearization. We have derived upper bounds for the ratio of the backward
error of eigenpairs of the polynomial to those of the linearization. The conditions un-
der which these ratios are close to one depend strongly upon the interpolation nodes
used, as well as on the norms of the polynomial coefficients. In the Lagrange basis
setting, the polynomial coefficients are the values of the polynomial at the nodes.
Thus, in order to have good backward errors, we are guided to choose nodes that give
polynomial coefficients with norm close to one, in conjunction with having a set of
nodes that gives a well-conditioned basis. We have described a blockwise balancing
strategy for the linearization, and in the numerical examples explored here, we observe
an improvement in the backward errors of the computed eigenpairs.
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