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The geometric phase acquired by an electron in a one-dimensional periodic lattice due to weak
electric perturbation is found and referred to as the Pancharatnam-Zak phase. The underlying
mathematical structure responsible for this phase is unveiled. As opposed to the well-known Zak
phase, the Pancharatnam-Zak phase is a gauge invariant observable phase, and correctly character-
izes the energy bands of the lattice. We demonstrate the gauge invariance of the Pancharatnam-Zak
phase in two celebrated models displaying topological phases. A filled band generalization of this
geometric phase is constructed and is observed to be sensitive to the Fermi-Dirac statistics of the
band electrons. The measurement of the single-particle Pancharatnam-Zak phase in individual topo-
logical phases, as well as the statistical contribution in its many-particle generalization, should be
accessible in various controlled quantum experiments.
I. INTRODUCTION
The concept of geometric phase [1] appears surpris-
ingly late in the development of quantum mechanics. The
work of Pancharatnam [2] on the interference of polar-
ized light is now recognized as an early precursor of this
phase [3]. Other anticipations of this effect are found
in the works of Mead and Truhlar [4], Herzberg and
Longuet-Higgins [5] and Aharonov and Bohm [6]. The
work of Berry [7] on the adiabatic theorem of quantum
mechanics drew wide attention to the scope and general-
ity of the geometric phase [3] which manifests in a variety
of phenomena across physics [8].
The notion of geometric phase in a condensed matter
system perhaps makes its first appearance in the work
of Thouless [9, 10] in the guise of a topological invari-
ant, known as the Chern number, characterizing differ-
ent quantum Hall states. This topological invariant was
in fact, the integral of a geometric quantity (the Berry
curvature) over a closed manifold [11], rather like the
Gauss-Bonnet theorem in classical geometry. Since then,
such topological invariants have been employed to under-
stand and classify the phases of several condensed matter
systems [8, 12, 13]. The central theme in the current un-
derstanding of electromagnetic properties of insulators
and superconductors is the usage of the geometric phase
as an invariant, describing various quantum states in such
systems [14–18].
The purpose of this paper is to study the origin and
structure of the geometric phase in a one-dimensional
(1D) periodic lattice under the influence of a weak elec-
tric field. The earliest attempt in evaluating the geo-
metric phase in such a system was due to Zak [19], who
is claimed to have derived an expression for the same,
which is often called the Zak phase. It was later under-
stood that the Zak phase is closely related to the Chern
number characterizing the quantized particle transport in
a 1D insulator [14, 20]. These works subsequently lead
to the modern understanding of the electric polarization
in dielectric materials purely in terms of the geometrical
phase [17, 20–23]. The emergence of the Zak phase has
been studied in strongly coupled LC circuits [24] and pho-
tonic waveguide lattices [25]. It has also been employed
to classify the edge states in planar honeycomb lattice
systems [26, 27] and to understand the topological states
of a spin chain with long-range interactions [28]. The
Zak phase is also used for characterizing topological edge
states of 1D photonic lattice for the experimental demon-
stration of lasing in topological edge states [29] and for
isolating topological defects from trivial defects [30].
The geometric phase has been observed in several ex-
periments in diverse areas of physics [8, 31]. The value of
the geometric phase, a physically measurable quantity,
can not be altered by spatially translating the system.
Nevertheless, it was found that the value of the Zak phase
itself was changed as one translated the system spatially
or employed a different gauge convention for the Bloch
states [17, 19, 22, 23, 32–34]. This problem leads to a
general belief that the Zak phase in such systems itself is
not a physically measurable quantity [32]. It essentially
means that the Zak phase can not be a genuine geometric
phase, as claimed in the literature, which by definition is
invariant under gauge transformation and spatial trans-
lation.
In this light, one naturally wonders about the correct
notion of the geometric phase in a 1D periodic lattice.
By careful consideration of the concept of the geometric
phase in its generality, here we find the geometric phase
gained by (a) a single electron, and (b) by electrons of a
filled band of a lattice when influenced by a weak elec-
tric field. The geometric phase in the single electron
case, referred to as the Pancharatnam-Zak phase, pos-
sesses the essential invariances under gauge transforma-
tion and spatial translation. The underlying geometrical
and topological properties of the system are uncovered
in the course of its derivation. In particular, it is shown
that this system displays cyclicity under time evolution
in a generalized sense, rather than the existing notion
of cyclicity based on returning of the density matrix in
the course of evolution. The Pancharatnam-Zak phase is
found to be quantized for systems with inversion symme-
2try, in the sense that it either equal to 0 or π. The geo-
metrical phase for the filled band case is properly formu-
lated, and surprisingly, it is found to receive a contribu-
tion owing to the Fermi-Dirac statistics of the electrons.
An explicit calculation of the Pancharatnam-Zak phase is
also presented for the Su-Schrieffer-Heeger (SSH) model
and the Kitaev model of 1D p-wave superconductors.
The theoretical value for the difference of (single-particle)
Pancharatnam-Zak phase in the SSH model across the
topological phase transition is observed to agree with the
experimental measurement [33] by Atala et al. in an op-
tical lattice setup.
The paper is organized as follows. In section (II),
the concept of the geometric phase, as defined in its
generality, is briefly reviewed. Subsequently, the prob-
lem of a charged particle in a 1D periodic lattice, sub-
jected to a weak electric field, is formulated and its
kinematic aspects are studied in section (III), bringing
out the underlying mathematical structure. In section
(IV), the adiabatic quantum dynamics of such a motion
discussed in (a) single-particle case, and (b) in many-
particle filled band case; and the manifestation of the
geometric Pancharatnam-Zak phase in both the cases
is found. An explicit calculation of the single-particle
Pancharatnam-Zak phase for SSH and Kitaev model is
provided in section (V), followed by the conclusion.
II. GEOMETRIC PHASE
Consider a quantum mechanical system being de-
scribed by some Hermitian Hamiltonian Hˆ(t) which gen-
erates time evolution of the (normalized) state |ψ(t)〉 as
per the Schro¨dinger equation:
Hˆ(t)|ψ(t)〉 = i~ ∂
∂t
|ψ(t)〉. (1)
In the course of time evolution, the state |ψ(tf )〉 differs
from |ψ(ti)〉, and one can ask about the net phase ac-
quired in the process. The acquired phase is given by
γT = Arg 〈ψ(ti)|ψ(tf )〉, and is often referred to as the
Pancharatnam total phase [35, 36][37]. At any given time
t, the state |ψ(t)〉 and eiΛ(t)|ψ(t)〉 (Λ(t) is some real func-
tion of t) represent the same physical state, since the cor-
responding density matrices are identical. Nevertheless,
the total phase γT acquired is different for these states
|ψ(t)〉 and eiΛ(t)|ψ(t)〉, showing that the total phase γT
is not a physical observable.
Motivated by the requirement that a physically observ-
able phase must be the same for whether the system is
described by states |ψ(t)〉 or eiΛ(t)|ψ(t)〉, it turns out that
a unique phase γg can be extracted from γT by subtract-
ing what is called the dynamical phase γdyn [35, 36]:
γg = γT − γdyn (2)
= Arg 〈ψ(ti)|ψ(tf )〉+ i
tf∫
ti
dt 〈ψ(t)| ∂
∂t
|ψ(t)〉. (3)
It can be readily checked that this phase is invariant un-
der the local gauge transformation |ψ(t)〉 → eiΛ(t)|ψ(t)〉.
Interestingly, the phase γg also possesses another prop-
erty called reparameterisation invariance. Let a real pa-
rameter r(t), an increasing function of time t, be used
to relabel the states |ψ(t)〉. The parameter r takes the
values between ri = r(ti) and rf = r(tf ), so that one
can now express states |ψ(t)〉 as parameterised by r(t):
|ψ˜(r)〉 = |ψ(t)〉. Upon changing the variable t with r in
(3), it is immediately clear that:
Arg 〈ψ(ti)|ψ(tf )〉+ i
tf∫
ti
dt 〈ψ(t)| ∂
∂t
|ψ(t)〉
= Arg 〈ψ˜(ri)|ψ˜(rf )〉+ i
rf∫
ri
dr 〈ψ˜(r)| ∂
∂r
|ψ˜(r)〉.
This property of form invariance of γg under reparame-
terisation, along with the local gauge invariance, is a clear
evidence of the geometric origin of this phase. Owing to
this fact, γg, so defined as (3), is called the geometric
phase. The above expression for (3) and its proper gener-
alization encompassing the case of non-unitary evolution
were originally obtained long back using a manifestly ge-
ometric route [35]. The existence of such a phase is well
established through several experiments [3, 8, 31, 38, 39].
The geometric phase γg possesses yet another invari-
ance under the static unitary operations. Let the state
|ψ¯〉 obtained from |ψ〉 as: |ψ¯(t)〉 = Tˆ |ψ(t)〉, where Tˆ
is time independent unitary operator. Then it is clear
that 〈ψ¯(ti)|ψ¯(tf )〉 = 〈ψ(ti)|ψ(tf )〉, and 〈ψ¯(t)| ∂∂t |ψ¯(t)〉 =
〈ψ(t)| ∂∂t |ψ(t)〉, which implies the invariance of γg under
action of Tˆ . Noting the that the coordinate translation
operator Tˆx(ǫ) = e
− iǫ
~
pˆ and momentum translation op-
erator Tˆp(ǫ) = e
− iǫ
~
xˆ are both time independent unitary
operations, it thus follows that the geometric phase γg is
invariant under coordinate and momentum translations.
It is known [35] that the expression (3) can be cast
into a familiar form by using the natural connection
A (t) = i〈ψ(t)| ∂∂t |ψ(t)〉 and by noting that the Pan-
charatnam total phase Arg〈ψ(ti)|ψ(tf )〉 can be expressed
as a line integral over the shortest geodesic connecting
|ψ(tf )〉 and |ψ(ti)〉:
Arg 〈ψ(ti)|ψ(tf )〉 =
ti∫
tf
dsA (s)
∣∣∣∣
geodesic
. (4)
Here the states |ψ(s)〉 used to define A (s), do not evolve
by the Schro¨dinger equation but rather by the geodesic
equation:
D2s |ψ(s)〉 = 0, (5)
where the covariant derivative Ds =
∂
∂s − iA (s). With
3this identification the expression for γg now reads:
γg =
∮
C
dl A (l), (6)
where the integration is to be done along the closed curve
C, which consists of (i) the curve traced by |ψ(t)〉 in
course of its Schro¨dinger evolution from ti to tf , and (ii)
the shortest geodesic curve connecting |ψ(tf )〉 to |ψ(ti)〉.
This expression manifests the local gauge invariance of
the geometric phase.
In the special case, when the final state |ψ(tf )〉 turns
out to be colinear to the initial state |ψ(ti)〉, which
means:
|ψ(tf )〉 = eiθ|ψ(ti)〉, (7)
then the corresponding geometric phase is often referred
to as cyclic. The reason behind this nomenclature is the
fact that even though the initial and final states are not
identical, the corresponding density matrices are identi-
cal, indicating that the system returns to its initial state
in the course of time evolution.
The notion of geometric phase in the systems, whose
time evolution is both adiabatic and cyclic, is well stud-
ied by Berry [7]. Usually it is assumed that the time
dependence in the Hamiltonian only appears via a pa-
rameter λ(t), which is cyclic: λ(ti) = λ(tf ). Owing to
the adiabaticity condition, the state of the system is given
by: |ψ(t)〉 ≃ eiφ(t)|n¯(λ)〉 (φ(t) is a real phase factor),
where the vector |n¯(λ)〉 is the instantaneous eigenket of
the Hamiltonian. Generally, it is assumed that |n¯(λ)〉 is a
smooth function of λ as also |n¯(λi)〉 = |n¯(λf )〉, in which
case the expression for the geometric phase, as obtained
by Berry, appears without the Pancharatnam total phase
contribution (since it vanishes).
However, if the time evolution in a given system is
adiabatic but not strictly cyclic, then the notion of ge-
ometric phase of Berry does not hold, and one needs to
work with its general definition, as given by (3).
III. PERIODIC POTENTIAL PROBLEM
Consider a (spinless) charged particle of mass µ and
charge e defined on a line, under the influence of a 1D
periodic potential V (x) with lattice constant a. Owing
to the periodicity of potential V (x) = V (x+a), it follows
that:
[Hˆ(0), Tˆx(a)] = 0, (8)
where Tˆx(a) is a spatial translation operator over a unit
cell, and
Hˆ(0) =
pˆ2
2µ
+ V (xˆ). (9)
The simultaneous eigenstates Ψnkm(x) ≡ 〈x|Ψnkm〉,
which diagonalise both these operators solve:
Hˆ(0)Ψnkm(x) = EnkmΨnkm(x), (10)
Tˆx(a)Ψnkm(x) = e
ikmaΨnkm(x). (11)
These eigenvalue problems are defined with the periodic
boundary condition (PBC):
Ψnkm(x+ L) = Ψnkm(x), (12)
where L = Na, and N represents the number of unit
cells in the system. Here, the wave vector km =
2pi
L m
(m is an integer) takes values within the first Brillouin
zone [0, 2pia ], whereas n stands for the band index. By
construction the eigenstates Ψnkm(x) possess the Bloch
property: Ψnkm(x+a) = e
ikmaΨnkm(x). As a result, one
finds that:
Ψnkm+N (x) = Ψnkm(x)e
iχ, (13)
where χ is some arbitrary real number. The equation
(13) shows that both the states Ψnkm+N (x) and Ψnkm(x)
correspond to the same physical state, since the corre-
sponding density matrices are identical. It is often as-
sumed that χ = 0, and is referred to as the periodic gauge
condition [22, 32]. Since there is no physical reason to
work with such a gauge restriction, in what follows no
condition is imposed on χ, and we shall demand that the
physical observables must be insensitive to the choice of
χ.
The cell periodic Bloch states unq(x) are given by the
application of the momentum translation operator [40]
Tˆp(k) = e
−ikxˆ on Ψnq(x):
unq(x) = e
−iqxΨnq(x), (14)
so that they solve the eigenvalue problem:
Hˆq|unq〉 = Enq|unq〉, where
Hˆq =
1
2µ
(pˆ+ ~q)
2
+ V (xˆ). (15)
Consider that this system is further influenced by an
external weak DC electric field, so that the Hamiltonian
now reads:
Hˆ(t) =
1
2µ
(pˆ− eA(t))2 + V (xˆ). (16)
Since the time dependence in the above Hamiltonian ap-
pears only from the vector potential A(t) = −Et, it
is useful to define a real parameter: α(t) = −eA(t)/~,
which allows the Hamiltonian to be written as:
Hˆ(t) ≡ 1
2µ
(pˆ+ ~α(t))
2
+ V (xˆ) ≡ Hˆα(t). (17)
It may be noted that the parameter α(t) is a monotoni-
cally increasing function of t, and is not cyclic. Owing to
4the periodicity of potential V (x) = V (x + a) and there-
fore of Hˆα, one has [Hˆα, Tˆx(a)] = 0, which allows for
their simultaneous instantaneous eigenstate, denoted by
Ψnkmα, which solves the eigenvalue problems:
HˆαΨnkmα(x) = EnkmαΨnkmα(x), (18)
Tˆx(a)Ψnkmα(x) = e
ikmaΨnkmα(x), (19)
where the wavefunction Ψnkmα(x) obeys the PBC.
The fact that [Hˆα, Tˆx(a)] = 0 gives rise to impor-
tant consequences on the time evolution of the system.
Firstly, Tˆx(a) is conserved under time evolution. Further-
more if the system is prepared initially in an eigenstate
|Ψnklα(0)〉 of Tˆx(a), then it immediately follows that un-
der time evolution the system is forbidden to evolve into
any other eigenstate |Ψn′kl′α(t)〉 (l 6= l′) in any band n′ at
any time t. This clearly shows that the wave vector kl is a
conserved quantum number under time evolution. How-
ever, it must be noted that this conservation law does not
prohibit the system into evolving to the state |Ψn′klα(t)〉,
with the same wave vector kl albeit in a different band
n′.
The Hamiltonian (17) has very interesting property un-
der time evolution. The vector potential at any time t
can be written as a gauge transformation:
A(t) = A(0) +
i~
e
U †(x, t)∂xU(x, t), (20)
where
U(x, t) = exp
(
i
~
eEtx
)
, (21)
and A(0) = 0 by virtue of its definition. Under such a
transformation, the momentum operator transforms as:
pˆ− eA(t) = U †(x, t)pˆ U(x, t), which allows the Hamilto-
nian at some time t and at t = 0 to be written as:
Hˆ(t) = U †(x, t)Hˆ(0)U(x, t). (22)
The gauge transformation U(x, t), which is a function of
x, must respect the PBC, U(x, t) = U(x + L, t) in order
to be a well defined operator. It immediately follows
that only for time t = jτ (j is an integer), the boundary
condition is respected, where
τ =
2π~
eEL
. (23)
This shows that the Hamiltonian Hˆ(jτ) (for different
js) are physically the same (they are gauge equivalent),
their spectra are identical, and further their instanta-
neous eigenstates are related to each other by the gauge
transformation U(x, jτ). It is straightforward to see that
the instantaneous eigenstates Ψnkmα(jδ)(x) are express-
ible in terms of Ψnkmα(0)(x) as:
Ψnkmα(jδ)(x) = U
†(x, jτ)Ψnkm+jα(0)(x) (24)
= exp
(
−i2πxj
L
)
Ψnkm+jα(0)(x), (25)
and the energies are related by: Enkmα(jδ) = Enkm+jα(0).
The gauge transformation factor U(x, jτ) = ei
2πx
L
j has
a very interesting topological property. It is a function of
x, albeit with the PBC, implying that the points x = 0
and x = L are identified since U(0, jτ) = U(L, jτ). This
shows that it lives on a circle with circumference L. Now,
U(x, jτ) by definition is a phase and takes values only on
the unit circle in the complex plane. Thus, U(x, jτ) is a
map from one circle (with circumference L) to the unit
circle. Such maps are classified in terms of homotopy
classes [41], with each of them characterized by an integer
called the winding number, which measures the number
of times one circle is winded on another. In the case of
U(x, jτ), it is easy to see that the integer j is actually
the winding number; under one rotation in x space, the
factor ei
2πx
L
j completes j rotations of the unit circle. As a
result, it is not possible to continuously deform U(x, jτ)
to some U(x, j′τ) for j 6= j′. The class of such gauge
transformations, which can not be continuously deformed
into the identity (gauge) transformation, is often referred
to as large gauge transformations.
This shows that the system owing to the PBC only
allows for the large gauge transformations U(x, jτ),
which are topologically non-trivial in the sense that each
U(x, jτ) belongs to different homotopy class with the
winding number j.
IV. GEOMETRIC PHASE IN THE PERIODIC
POTENTIAL PROBLEM
As seen in section (II), in order to determine the ge-
ometric phase acquired during the evolution, the knowl-
edge of the state |Φ(t)〉 of the system during the course
of time evolution is essential. As shown earlier for the
periodic potential problem described by (16), if the sys-
tem is prepared to be in the instantaneous eigenstate
|Φ(0)〉 = |Ψnklα(0)〉 at time t = 0, then the system is
constrained to evolve with the same quantum number kl
at any other time t. This dictates that the system can
only evolve into a linear combination of states |Ψmklα(t)〉
with different values of m, which all have the same quan-
tum number kl, albeit different energies Emklα. Assum-
ing that the external electric field is sufficiently weak
such that the evolution to other band states |Ψmklα(t)〉
(m 6= n) is energetically suppressed, such transition can
be ignored in the leading order. Thus, one assumes that
the time evolution is adiabatic [42, 43] in this approxima-
tion. So, the system only evolves into the instantaneous
eigenstate |Ψnklα(t)〉 along with an overall phase:
|Φ(t)〉 = eiφ(t)|Ψnklα(t)〉, (26)
where φ(t) is given by [7, 42]:
φ(t) = φg(t)− 1
~
t∫
0
ds Enklα(s), (27)
5with φg(t) = i
∫ t
0 ds 〈Ψnklα(s)| ∂∂s |Ψnklα(s)〉. This can be
expressed in the light of (24) as:
|Φ(jτ)〉 = eiφ(jτ)Uˆ †(x, jτ)|Ψnkl+jα(0)〉, (28)
which shows that the system, which was initially in the
eigenstate with a wave vector kl, in the course of adia-
batic evolution goes into the eigenstate with a wave vec-
tor kl+j (in the same band) after time t = jτ , modulo
a large gauge transformation with the winding number
−j. This remarkable result leads to the evaluation of
the geometric phase acquired by the system in two dis-
tinct cases: the single-particle case and the filled band
many-particle case.
A. Single-particle case
From the above relation (28), it immediately follows
that after the time evolution for time Nτ , the state of
the system is given by:
|Φ(Nτ)〉 = eiχeiφ(Nτ)Uˆ †(x,Nτ)|Ψnklα(0)〉, (29)
indicating that the system returns to the initial state with
a large gauge transformation. It may be noted that in
general,
|〈Ψnklα(0)|Uˆ †(x,Nτ)|Ψnklα(0)〉| 6= 1. (30)
This shows that neither the initial and final states are
colinear:
|Φ(Nτ)〉 6= eiθ|Φ(0)〉, (31)
and nor the corresponding density matrices are identical.
Thus, strictly speaking the system does not return to its
initial state after the time evolution for time Nτ . How-
ever, owing the gauge transformation factor U †(x,Nτ) in
(29), it is straightforward to see that the average of any
gauge covariant observable Fˆ (xˆ, pˆ− eA(t)) returns after
time Nτ :
〈Ψnklα(0)|Fˆ (xˆ, pˆ− eA(0))|Ψnklα(0)〉
= 〈Ψnklα(Nτ)|Fˆ (xˆ, pˆ− eA(Nτ))|Ψnklα(Nτ)〉. (32)
So the states |Φ(0)〉 and |Φ(Nτ)〉 are though not colinear,
nevertheless they represent the same physical state of
the system, albeit expressed in different gauges. Thus,
the time evolution of the system in this case must be
understood to be of adiabatic and cyclic kind. It must
be mentioned that this notion of cyclicity generalizes the
existing notion in the literature [35, 36] based on the
requirement of returning of the density matrix.
The geometric phase gained by the system after such
a cyclic adiabatic evolution then follows from the substi-
tution of (26) in (3), and it reads:
γg(n) = Arg〈Ψnklα(0)|Ψnklα(Nτ)〉
+ i
Nτ∫
0
dt 〈Ψnklα(t)|
∂
∂t
|Ψnklα(t)〉. (33)
Employing the reparameterisation invariance of the geo-
metric phase, enables us to rewrite γg(n) while treating
α as a parameter, as:
γg(n) = Arg〈Ψnklα=0|Ψnklα= 2πa 〉
+ i
2π
a∫
0
dα 〈Ψnklα|
∂
∂α
|Ψnklα〉. (34)
The above equation can be further simplified by working
with the cell periodic Bloch states |u(kl + α(t))〉 which
are defined as:
|Ψnklα〉 = eiklxˆ|un(kl + α)〉, (35)
which solve the eigenvalue problem for Hˆkl+α:
Hˆkl+α|un(kl + α)〉 = Enklα|un(kl + α)〉, (36)
where
Hˆkl+α =
1
2µ
(pˆ+ ~α+ ~kl)
2 + V (xˆ). (37)
These states |un(kl + α)〉 are generalization of states
|un(q)〉 encountered earlier in (14), albeit the parameter
q is now understood to be continuous with the identifica-
tion q = kl+α. Setting kl = 0 without loss of generality,
one gets a very important relation for the geometric phase
γg(n) expressed in terms of |un(α)〉:
γg(n) = Arg〈un(0)|un(2π/a)〉+ i
2π
a∫
0
dα 〈un(α)| ∂
∂α
|un(α)〉.
(38)
The above expression for γg(n), which is referred to as
Pancharatnam-Zak phase, is one of the main results of
this paper. Comprising of the contributions from all the
states in the band n, this geometric phase properly char-
acterizes the band. This expression can also be derived
using a direct axiomatic route as shown in the appendix.
The idea of evaluating the geometric phase in such a
1D periodic lattice potential influenced by a weak electric
field has a long history starting from the work of Zak [19].
The expression thus obtained, and often claimed to be
the geometric phase, is popularly referred to as Zak
phase [17, 22, 23, 32, 34]. It is given by:
γZ(n) = i
2π
a∫
0
dk 〈un(k)| ∂
∂k
|un(k)〉, (39)
wherein the states |un(k)〉 are required to obey the peri-
odic gauge condition [17, 19, 22, 23]:
|un(k + 2π/a)〉 = e−i 2πa xˆ|un(k)〉.
6In derivation of (39), the wave vector is treated as a
continuous variable k parametrising the states, and the
limit N → ∞ is assumed. Comparing (38) and (39),
it is evident that the second term in the (38) can be
identified with the Zak phase [44]. This clearly shows
that the Zak phase is only a partial contribution to the
net geometric phase γg(n), and it is devoid of the non-
vanishing contribution of the Pancharatnam total phase
Arg〈un(0)|un(2π/a)〉 [45]. A clear testimony of this fact
is that the value of the Zak phase is known to suffer
from the well acknowledged flaws of gauge-dependence
and non-invariance under spatial translation [22, 23, 32–
34].
Often in the literature it is inaccurately claimed [17,
19, 22, 34] that the Zak phase is gauge invariant, by show-
ing that γZ(n)→ γZ(n)−2πm under a restricted class of
gauge transformations, for which Λ(2π/a) = Λ(0)+ 2πm
(m being an integer). As argued earlier, the physical re-
quirement of invariance under any general gauge trans-
formation stems from the fact that the state |un(q)〉 and
eiΛ(q)|un(q)〉 (Λ(q) is some arbitrary function of q), rep-
resent the same physical state of the system, since the
corresponding density matrices are identical. As a result
one demands that a physically observable quantity must
remain invariant under a general gauge transformation
for any choice of Λ(q). This is clearly not the case with
the Zak phase. (The gauge dependence of the Zak phase
in an alternate way is also shown in the appendix.)
It follows from section (II) and (III) that the Pan-
charatnam total phase contribution can be expressed as
a line integral:
Arg〈un(0)|un(2π/a)〉 = i
0∫
2pi/a
ds 〈un(s)| ∂
∂s
|un(s)〉
∣∣∣∣
geodesic
,
(40)
which is to be evaluated along the shortest geodesic
connecting |un(2π/a)〉 to |un(0)〉. With the identifica-
tion of natural connection An(l) = i〈un(l)| ∂∂l |un(l)〉, the
Pancharatnam-Zak phase thus takes a manifestly gauge
invariant form [46]:
γg(n) =
∮
C
dl An(l). (41)
The local gauge invariance of γg(n) can be explicitly
checked by considering a local gauge transformation of
the form:
|un(q)〉 → eiΛ(q)|un(q)〉. (42)
It is immediately clear that the contributions arising from
the first and the second term in (38) due to such a gauge
transformation exactly cancel each other.
Apart from the local gauge invariance, the
Pancharatnam-Zak phase γg(n) is also invariant
under spatial translation. Consider two observers whose
coordinate origins are separated by a distance d. If one
observer finds that the system is in the state |Ψnq〉,
then the other observer finds that it is described by
|Ψ˜nq〉 = e id~ pˆ|Ψnq〉. From (14), it follows that the
corresponding Bloch states |un(q)〉 and |u˜n(q)〉 are
related by a local gauge transformation and translation:
|u˜n(q)〉 = eiqd e id~ pˆ|un(q)〉. (43)
We have already seen earlier in section (II), and it
can also be checked explicitly using the relation (43)
in (38) that the geometric phase γg(n) remains invari-
ant under the above operation. So, the two observers
located at different points in space indeed agree upon
the Pancharatnam-Zak phase γg(n) of the system, which
means that the value of the Pancharatnam-Zak phase
does not depend upon the choice of the origin of the unit
cell. Here, one again notes that neither the argument
term nor the Zak phase term in (38) are individually in-
variant under translation operation (43) [47].
It is worth noting that the Pancharatnam-Zak phase
so obtained above is independent of the total number of
cells N in the system, and the continuum limit N → ∞
has not being assumed in deriving it.
The spatial inversion (unitary) operator Πˆ is defined
such that −xˆ = Πˆ xˆ Πˆ† and −pˆ = Πˆ pˆ Πˆ†. So for the
lattices which are inversion symmetric, that is V (−xˆ) =
Πˆ V (xˆ)Πˆ† = V (xˆ), one finds that |un(−κ)〉 = Πˆ|un(κ)〉
from (35). Using this in (38) along with the reparame-
terisation invariance of γg(n), one immediately finds that
the Pancharatnam-Zak phase for such a system is quan-
tized:
γg(n) = 0 or π. (44)
In the subsequent section, the Pancharatnam-Zak
phase γg has been explicitly calculated for the SSH model
and the Kitaev chain to show the validity of the above
assertions.
B. Many-particle case
From equation (28), it is clear that if the system was
prepared in the initial state |Ψnklα(0)〉, then after time τ
it adiabatically evolves as:
|Φ(τ)〉 = eiφ(τ)Uˆ †(x, τ)|Ψnkl+1α(0)〉, (45)
and the Hamiltonian returns modulo a large gauge trans-
formation:
Hˆ(τ) = Uˆ †(x, τ)Hˆ(0)Uˆ(x, τ), (46)
indicating that the spectra at time t = 0 and t = τ are
identical.
This observation motivates one to consider the N -
particle generalization of this problem, the case wherein
the band n is completely filled by N non-interacting spin-
less fermions. The many-particle wavefunction Ψ¯ repre-
senting such a filled band at any time t in the adiabatic
approximation is given by the Slater determinant:
7Ψ¯n(x1, x2, · · · , xN ;α(t)) = 1√
N !
∣∣∣∣∣∣∣∣∣
Φnk0α(x1) Φnk1α(x1) · · · ΦnkN−1α(x1)
Φnk0α(x2) Φnk1α(x2) · · · ΦnkN−1α(x2)
...
...
...
Φnk0α(xN ) Φnk1α(xN ) · · · ΦnkN−1α(xN )
∣∣∣∣∣∣∣∣∣
. (47)
Here, Φnklα(t)(xj) ≡ 〈xj |Φ(t)〉 represents the jth particle
wavefunction whose adiabatic evolution can be expressed
using equations (26,27) as:
Φnklα(t)(xj) = e
−
∫
t
0
ds 〈Ψnklα(s)|∂s|Ψnklα(s)〉
× e− i~
∫
t
0
ds Enklα(s)Ψnklα(t)(xj).
The wavefunction Ψnklα(t)(xj) is the instantaneous
eigenstate of the Hamiltonian Hˆjα(t) =
1
2m (pˆj + ~α(t))
2+
V (xj). Employing equation (45), we can write the many-
particle wavefunction at time τ as:
Ψ¯n(x1, x2, · · · , xN ;α(τ)) = e
iΓ(τ)
√
N
G(x1, x2, · · · , xN ; τ)
∣∣∣∣∣∣∣∣∣
Ψnk1α(0)(x1) Ψnk2α(0)(x1) · · · ΨnkNα(0)(x1)
Ψnk1α(0)(x2) Ψnk2α(0)(x2) · · · ΨnkNα(0)(x2)
...
...
...
Ψnk1α(0)(xN ) Ψnk2α(0)(xN ) · · · ΨnkNα(0)(xN )
∣∣∣∣∣∣∣∣∣
.
Here, the N -particle large gauge transformation G is
given by the product:
G(x1, x2, · · · , xN ; τ) =
N∏
j=1
U †(xj , τ), (48)
whereas the phase factor Γ(τ) reads:
Γ(τ) = i
2π
a∫
0
dα 〈un(α)| ∂
∂α
|un(α)〉 − 1
~
N−1∑
j=0
τ∫
0
dt Enkjα(t).
(49)
Note that ΨnkNα(xj) = e
iχΨnk0α(xj) due to the Bloch
property. We further use the anti-symmetric nature of
the Slater determinant to rewrite the many-particle wave-
function at time τ :
Ψ¯n(x1, x2, · · · , xN ;α(τ)) = (−1)N−1eiχeiΓ(τ)
×G(x1, x2, · · · , xN ; τ)Ψ¯n(x1, x2, · · · , xN ;α(0)).
(50)
This shows that the wavefunction Ψ¯ at times t = 0 and
t = τ represents the same physical state with identical
spectrum, which is the filled band n. So the evolution of
the system in such a case should be understood as cyclic,
albeit in the generalized sense as the single-particle case;
since the system returns to its initial state after time
τ , modulo a large gauge transformation. Recapitulating
that the only gauge-invariant contribution to the total
phase gained by the system during time evolution is the
geometric phase, allows one to straight away read off the
geometric phase Γg acquired by the filled band n from
(50) using (38), and it reads:
Γg = γg(n) + ((N − 1) mod 2)π. (51)
This remarkable expression tells us that the geometric
phase acquired by the band n over the cyclic evolution
after time τ is not only comprises of the Pancharatnam-
Zak phase γg(n), but also a contribution coming from
the Fermi-Dirac statistics of the N -particle state, which
is sensitive to odd/even nature of the number of states in
the band. The geometric phase for filled bands has been
studied for some time now [21, 22, 48]. However, such
a contribution of Fermi-Dirac statistics to the geometric
phase has not been reported. This is an example of the
many-particle geometric phase, which has been studied
earlier theoretically [49] in the context of intensity in-
terferometry, followed by an experimental observation in
the quantum optical regime [39] and as a classical light
analog of the multi-particle Aharanov-Bohm effect [50].
While the theoretical predictions and the experiments of
this effect were not in dispute; the interpretation was crit-
icized [51] perhaps because it was formulated in the lan-
guage of Feynman path integrals, rather than the quan-
tum Hilbert space description.
8V. EXPLICIT EXAMPLES
In this section, the calculation of the Pancharatnam-
Zak phase for two popular soluble models, e.g., the SSH
model and the Kitaev model of 1D p-wave superconduc-
tors, is presented. The aim is to show explicitly the va-
lidity of the conclusions drawn about the Pancharatnam-
Zak phase in the previous sections.
A. SSH model
The SSH model is a 1D lattice of atoms with an unit
cell consisting of two atoms. This model is formulated
within the tight-binding approximation with nearest-
neighbour couplings between the atoms [16, 32]. In the
recent years, there are many experimental realizations of
this model in photonics [29, 30, 33]. The Hamiltonian
describing the model reads as:
HˆSSH =
N/2∑
m=−N/2
(−v|ma+ rα〉〈ma+ rβ |
−w|(m+ 1)a+ rα〉〈ma+ rβ |+ h.c.) . (52)
Here, rα,β represent the coordinates of the two atoms
respectively within the unit cell, whereas a is the lattice
constant. The spatially localized electron state on atom
in mth unit cell at site rα,β is described by |ma + rα,β〉,
whereas the distance between the two atoms in the unit
cell is b = rβ − rα. The parameter v is the intracell
electron hopping amplitude, whereas w is the intercell
hopping amplitude. The system consists of N cells with
PBC. Going over to the momentum space allows one to
define the free particle states |k〉α,β as:
|k〉α,β = 1√
N
N/2∑
m=−N/2
eik(ma+rα,β)|ma+ rα,β〉, (53)
so that the above Hamiltonian reads:
HˆSSH =
∑
k∈FBZ
(|k〉α, |k〉β) [H (k)]
(
α〈k|
β〈k|
)
. (54)
Here, the sum is over all the allowed values of k in the first
Brillouin zone (FBZ). The 2× 2 matrix [H (k)] has only
two non-vanishing off diagonal elements Hαβ = H
∗
βα =
x(k) + iy(k) =
(−veikb − weik(b−a)). This can be diag-
onalized to find two eigenvalues E±(k) = ±E(k), where
E(k) =
√
x2 + y2 =
√
v2 + w2 + 2vw cos(ka). The cor-
responding eigenvectors [u±(k)] are given by:
[u±(k)] =
(
u1,±(k)
u2,±(k)
)
=
1√
2
(
± (x(k)+iy(k))E(k)
1
)
. (55)
Note that, there is an ambiguity (upto a local gauge
transformation) in defining these eigenvectors, since
[u±(k)] and e
iθ(k)[u±(k)] (where θ(k) is any general func-
tion of k) both solve the eigenvalue problem for [H (k)]
for the same eigenvalues. It follows that the Hamiltonian
(52) diagonalises in terms of |Ψ±(k)〉:
HˆSSH =
∑
k∈FBZ
E±(k)|Ψ±(k)〉〈Ψ±(k)|, (56)
which are defined as:
|Ψ±(k)〉 = u1,±(k)|k〉α + u2,±(k)|k〉β .
One can now invoke relation (35) to find the Bloch
states [52] |u±(κ)〉 as:
|u±(κ)〉 = u1,±(κ)|0〉α + u2,±(κ)|0〉β , (57)
so that the Pancharatnam-Zak phase γg(±) from (38) is
given by:
γg(±) = Arg
(
u∗1,±(0)u1,±(2π/a) + u
∗
2,±(0)u2,±(2π/a)
)
+ i
2pi/a∫
0
dκ
(
u∗1,±∂κu1,± + u
∗
2,±∂κu2,±
)
. (58)
Evidently, the ambiguity of local phase factor eiθ(κ) in
the definition of |u±(κ)〉 does not affect γg(±). It can be
readily checked that the contributions from the first and
second terms in the expression (58) arising from such a
phase factor get exactly cancelled, displaying yet again
the gauge invariance of the Pancharatnam-Zak phase. It
can be immediately seen from (43) and from the above
expression for |u±(κ)〉, that the γg(±) is also invariant
under spatial translation operation.
This is to be contrasted with the range of values of the
Zak phase γZ(±) reported in literature [16, 23, 32, 33]
which is arising due to the different choices in defining
[u±(κ)] and the choice of the origin of the unit cell.
Employing relation (58), we find that γg(±) in this
model takes two values: (a) it is equal to π when v/w < 1,
and (b) it is equal to 0 when v/w > 1; where we have
assumed that b < a/2. Interestingly, it turns out that
when b > a/2, the system resembles itself with b < a/2
9case, albeit with the roles of v and w now interchanged.
Thus, one finds that (a) γg(±) = π when v/w > 1, and
(b) γg(±) = 0 when v/w < 1 for b > a/2.
The SSH model is thus found to exist in two dis-
crete phases: the non-topological phase when γg(±) = 0,
and the topological phase when γg(±) = π. This sharp
change in the Pancharatnam-Zak phase shows the topo-
logical phase transition of this model.
In the above paragraphs, the spectrum as well as the
geometric phase of the SSH model are derived using the
PBC. However, it is the open boundary condition that
is obeyed by the system in the physical realization of
this model. Upon diagonalizing the Hamiltonian (52)
numerically [16] with the open boundary condition, one
finds that the system admits a degenerate pair of zero
energy modes within the bulk-gap and localized at the
edges when v/w < 1, and no zero mode for v/w > 1,
irrespective of the value of b/a. As mentioned earlier,
the SSH model, employing the PBC, is often only stud-
ied in the region b ≤ a/2, in which case the topological
phase of the model corresponds to the parameter regime
v/w < 1. The fact that the SSH model admits zero
modes (with open boundary condition) and non-trivial
Pancharatnam-Zak phase (= π) (with PBC), leads one
to think that this is an example of the bulk-boundary
correspondence, in the sense, that the finite/zero value
of Pancharatnam-Zak phase corresponds to the pres-
ence/absence of the zero energy edge modes. However, it
is evident from the above discussion that the existence of
such a correspondence in this model needs to be relooked,
since the value of the Pancharatnam-Zak phase changes
as a function of b/a, whereas the presence/absence of zero
energy modes is indifferent to the changes in b/a.
It is worthwhile to consider the work of Atala et
al., wherein the experimental observation of the single-
particle Zak phase in the SSH model was reported [33].
The SSH model in their experimental setup was realized
in an optical lattice setup, and the difference in the geo-
metric phase between the topological and non-topological
phase of the system was observed to be equal to π. Such
a phase difference is also in agreement with the difference
of the calculated single-particle Pancharatnam-Zak phase
across the topological transition point. Nevertheless, it
would be interesting to experimentally measure the abso-
lute value of the geometric phase separately in the topo-
logical and non-topological phase of the model so as to
validate the assertions made about the Pancharatnam-
Zak phase.
B. Kitaev model of 1D p-wave superconductors
The Kitaev model is a mean-field Hamiltonian of 1D
p-wave superconductors with triplet (p-wave) supercon-
ducting pairing between electrons with the same spin ori-
entation. It is well known that this model, like SSH
model, admits two distinct phases respectively having
trivial and non-trivial topological property. This model
in the topological phase hosts two zero energy Majorana
bound states at the two ends of the system when defined
with open boundary condition.
The Hamiltonian of the Kitaev model [15], with the
PBC, in terms of the creation and destruction operators
of electrons reads:
HˆK =
N/2∑
j=−N/2
(−Jcˆ†j cˆj+1 +∆cˆj cˆj+1 + h.c.) + ε(cˆ†j cˆj −
1
2
).
(59)
Here, ε represents the on-site energy, J is the nearest-
neighbour hopping amplitude, and ∆ stands for the su-
perconducting pairing amplitude; and all them are as-
sumed to be real. The electron creation and destruction
(Fermi) operators at site j, obey the anticommutation
relations:
{cˆj, cˆ†j′} = δj,j′ , and {cˆj, cˆj′} = 0. (60)
These creation and annihilation operators can be de-
composed in terms of Hermitian Majorana operators,
ηˆjα(= ηˆ
†
jα) and ηˆjβ(= ηˆ
†
jβ) as:
cˆj =
1
2
(ηˆjα + iηˆjβ) , (61)
for which the relation {ηˆjα, ηˆj′β} = 2δj,j′δα,β holds. The
Hamiltonian HˆK can now be expressed as:
HˆK =
N/2∑
j=−N/2
i
4
(
ε(ηˆjαηˆjβ − ηˆjβ ηˆjα)− (J +∆)(ηˆj+1αηˆjβ − ηˆjβ ηˆj+1α) + (∆− J)(ηˆjαηˆj+1β − ηˆj+1β ηˆjα)
)
. (62)
The Majorana operators can be written in terms of their k-space counterparts as:
ηˆjα =
1√
N
∑
k
e−ikaj ηˆkα, (63)
ηˆjβ =
1√
N
∑
k
e−ikaj ηˆkβ , (64)
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which are such that, ηˆ−kα = ηˆ
†
kα, ηˆ−kβ = ηˆ
†
kβ , and
{ηˆkα, ηˆ−k′β} = 2δk,k′δα,β. (65)
The operators ηˆ−kα and ηˆ−kβ respectively create single
(Majorana) particle state |k〉α,β = ηˆ−kα,β |0〉α,β, with
wave vector k. The Hamiltonian HˆK can now be ex-
pressed in terms of these k-space operators as:
HˆK =
∑
k∈FBZ
(
ηˆ†kα, ηˆ
†
kβ
)
[H (k)]
(
ηˆkα
ηˆkβ
)
. (66)
The 2 × 2 matrix [H (k)] has only non-zero elements as
Hαβ = H
∗
βα = X(k) + iY (k), where X(k) =
∆
2 sin(ka),
and Y (k) = ε4 − J2 cos(ka). The matrix [H (k)] when
diagonalized yields two bands of eigenvalues: E±(k) =
±E(k), where E(k) =
√
X2(k) + Y 2(k). The corre-
sponding eigenvectors are given by [u±(k)]:
[u±(k)] =
(
u1,±(k)
u2,±(k)
)
=
1√
2
(
±X(k)+iY (k)E(k)
1
)
. (67)
As was noted in the earlier case of the SSH model, these
eigenvectors are ambiguous upto a local phase factor
eiθ(k). The Hamiltonian HˆK in the diagonal form reads:
HˆK =
∑
k∈FBZ
(
E±(k)Ψˆ
†
±(k)Ψˆ±(k)
)
, (68)
where the field operator Ψˆ†±(k) = u1,±(k)ηˆ−kα +
u2,±(k)ηˆ−kβ . From here, it follows that the energy eigen-
states are:
|Ψ±(k)〉 = u1,±(k)|k〉α + u2,±(k)|k〉β , (69)
and the corresponding cell periodic Bloch states |u±(κ)〉
are given by:
|u±(κ)〉 = u1,±(κ)|0〉α + u2,±(κ)|0〉β . (70)
It is easy to see that the Pancharatnam-Zak phase γg in
this model can be evaluated exactly as the earlier model,
using (58), with the expression of u1,2(κ) now given by
(67).
It is found that the Pancharatnam-Zak phase in this
model takes two values: (a) γg(±) = 0 when |ε| > 2J ,
and (b) γg(±) = π when |ε| < 2J .
VI. CONCLUSION
In this paper, we have attempted to provide a correct
and consistent understanding of the notion of the geomet-
ric phase in 1D periodic lattice systems weakly perturbed
by an electric field. The expression of the Pancharatnam-
Zak phase, which is the geometric phase acquired by a
single electron in such a system, is found, and the un-
derlying mathematical structure is unveiled. It is shown
that the Pancharatnam-Zak phase is an example of cyclic
adiabatic geometric phase, albeit the concept of cyclicity
of time evolution in this system is a generalization of the
existing notion.
For a given system, if the density matrix over time
evolution returns to its initial state, then the time evo-
lution is considered to be cyclic. However, in the case
of systems that were considered in this work, the density
matrix in the course of evolution never actually returns
to its initial state but instead returns with a topologi-
cally non-trivial large gauge transformation. So the time
evolution is not strictly cyclic; nevertheless it turns out
that, owing to the nature of the gauge transformation,
all the physical observables, like expectation values, re-
turn to their respective initial values in the course of
evolution. It shows that evolution should be considered
cyclic, albeit in a generalized sense. In these cases, how-
ever, the concept of the geometric phase, as pioneered by
Berry, can not be applied, since it is only defined for the
systems displaying strict cyclicity [7]. Thus one is natu-
rally drawn to work with the notion of geometric phase
defined in its generality, which is meaningful even while
the system does not display strict cyclicity.
The Pancharatnam-Zak phase, so constructed keeping
in mind the above consideration, is gauge invariant and
spatial translation invariant. In the case of systems with
inversion symmetry, it is found that Pancharatnam-Zak
phase can either be equal to 0 or π. An explicit calcula-
tion of this geometric phase is demonstrated for the SSH
model and Kitaev model. It would be exciting to ex-
perimentally confirm the calculated values of the single-
particle Pancharatnam-Zak phase separately in the topo-
logical and trivial phases of the SSH and Kitaev model
by generalizing current experimental schemes [33] which
have already probed the difference in geometric phases.
A many-particle generalization of this cyclic adiabatic
geometric phase for a filled band case is obtained, and
remarkably it is found to receive a contribution owing
to the Fermi-Dirac statistics of the band electrons. This
statistical contribution to the geometric phase is com-
pletely missed in the previous treatments dealing with
filled band systems which are common in condensed mat-
ter physics [15, 16]. It would also be interesting to ob-
serve such statistical contribution to the geometric phase
in the experimental set-up of Atala et al. [33] with mul-
tiple fermionic cold atoms in optical lattices.
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ALTERNATE DERIVATION OF
PANCHARATNAM-ZAK PHASE
It has been known since long that the notion of ge-
ometric phase γg is essentially a kinematic one, and
can be defined for any given set of states |ai〉 (where
i = 0, 1, 2, · · · ,M), as the argument of the cyclic object
DM [35, 36] called the Bargmann invariant:
DM = 〈a0|aM 〉〈aM |aM−1〉 · · · 〈a2|a1〉〈a1|a0〉.
The expression for the Pancharatnam-Zak phase can
be straight away obtained using this route. Let the
Bargmann invariant be defined as:
∆M = 〈un,0|un,M 〉〈un,M |un,M−1〉 · · · 〈un,2|un,1〉〈un,1|un,0〉,
where |un,i〉 ≡ |un( 2piiMa )〉. The expression (38) for
Pancharatnam-Zak phase can be seen to be obtained as
γg(n) = Arg ∆M , in the limit M → ∞. The cyclic na-
ture of ∆M ensures that it is invariant under local gauge
transformations |un,j〉 → eiΛj |un,j〉 (here Λj are some ar-
bitrary real numbers), and under unitary operation both
of which preserve the value of the amplitudes in ∆M .
It is argued in the literature [17, 22] that the Zak phase
(39) can be obtained from the argument of the non-cyclic
object as:
γZ(n) = Arg 〈un,N |un,N−1〉 · · · 〈un,2|un,1〉〈un,1|un,0〉.
It follows from (13) that:
|un,N 〉 = eiχe−i 2πa xˆ|un,0〉,
which allows γZ(n) to be written as:
γZ(n) = Arg 〈un,0|e−iχei 2πa xˆ|un,N−1〉 · · · 〈un,2|un,1〉〈un,1|un,0〉.
The explicit occurrence of phase χ clearly shows that the
absolute value of the Zak phase is arbitrary, since χ can
be fixed to any desired value by a gauge convention. This
evidently shows that the Zak phase can not be an observ-
able phase, since the value of the physical observables are
required to be independent of the choice of convention.
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