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Abst ract - -Th is  paper considers extrapolation of rational methods for the numerical solution of 
initial value problems (IVPs) in ordinary differential equations (ODEs). The extrapolation code, 
D IFEX2 of Fatunla [i], which is a modification of the automatic extrapolation code, D IFEX I  of 
Deuflhard [2], is further modified to accommodate the basic integrators. The extrapolation method 
which we refer to as D IFEX2+ for reference purposes is compared with results from DIFEX I  and 
DIFEX2,  and GBS extrapolation method. C) 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
We consider the numerical solution of the IVP 
y' : f (x,  y); y(a) : y0; y, f c R N, (1.1) 
in ODEs  by  extrapolated rational methods  where  the solution may contain singularities. The 
solution of such a system is assumed to have continuous derivatives to the order desired. In our 
opinion, such a prob lem seems very challenging and  this statement may be approved by  the fact 
that we  do not know enough on the nature and location of the singular points of the ODEs .  
More  so is another glaring fact that LMM and RKM fail in the ne ighbourhood of the singular 
points. This is certainly not surprising, because the algorithms are formulated on the basis 
that the IVP  satisfies the existence and  uniqueness theorem, so that po lynomia l  interpolation 
can be applied quite successfully in their formulation. The  singularities may appear  in three 
different forms: in the components  of f(x,y(x)), in derivatives of f(x,y(x)) or y(x), and  in 
the components  of the solution vector y(x). Until now,  three classes of methods  have been 
used successfully in the numerical  solution of singular IVPs.  The  categories of methods  include 
perturbed polynomial methods due to Lambert [2]; rational methods given by Lambert et el. [3], 
Luke et el. [4], Fatunla [5-7], Van Niekerk [1], Wambecq [8], Wuytack [9] and Otunta et el. [10], 
Ikhile [11,12]; extrapolation methods used by Fatunla [5], and Ikhile [12,13]. Rational methods 
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are found suitable for the numerical solution of singular IVPs when the zeros of the denominator 
are the singularities of the IVPs. We may remark that some authors have presented the concept 
of switching function approach, in which a singularity detection function is built in. A change 
in sign of the singularity function indicates the existence of a singular point in the integration 
interval. An inherent problem here is that roundoff errors may swap the true sign of this function 
thereby raising a false alarm. Others have proposed the monitoring of the magnitude of the 
local error estimator. Here, discontinuity may exist if there is a significant difference between the 
current mesh size Hold and the predicted mesh size hnew for the integration step; i.e., hnew >> hold 
with 
(TOL ~ 1/(p+I) 
hnew -- oz \ L---~-n j ' hold; 0 < a < 1, (1.2) 
where LTn is the estimated local truncation error of the method, TOL is the error tolerance 
demanded by the user, p is the order of the method, and a is a scMing factor. The LTn can 
be estimated by the method of embedding if RKM is employed, Milne's method if LMM is 
used, and by subdiagonal error criteria in extrapolation methods. This idea has been employed 
to modify existing methods to handle singularities, see [7]. In what follows, we examine the 
methods in the above-mentioned three categories in order to appreciate the concept in them 
and their underlying merits or demerits. To treat singularities, the following basic steps may be 
crucial: detecting a singularity/discontinuity, locating a singularity/discontinuity, and restarting 
the integration process with the intention to overstep the singular point. The first two steps are 
no doubt difficult to achieve xactly, while the third represents an overhead cost in computation. 
The methods to be considered may not necessarily need the rigors of characterising the above 
three steps, however see [4]. This is a price we may pay to resolve this problem. In [3], the 
rational interpolant is proposed 
Pk(x) (1.3) Rk,l(x) -- b + x '  
for the solution of the IVP where 
k 
~(x)=EajxJ; k>O, (1.4) 
j=O 
is a polynomial of degree k. The conditions 
Rk, l (xn+j )  = Yn+j; j = O, 1, 
(1.5) 
R(i)/x ~ ~,(i). i = 0(1)k + 1, k, l \  n/  ~ .~'n , 
result in the nonlinear one-step method 
k hJy U) hk+l ( (k ) (k+l ) ) .  
_ _  yn  y~ (1 .6 )  
y +l = j! + (k+l) , 
j=0 
of order p = k + 1. It is L-stable for k -- 0 and A-stable if k = 1. It is of bounded stability region 
if k > 1. In this case, it is not worthy of stiff IVPs of (1.1). Analogously, Lambert and Shaw [3] 
considered the perturbed polynomial interpolant 
( a,A+x, N, N~{0,1 ,2 ,3 , . . . , L} )  (1.7) 
F(x)=Pk(x)+ alA+xlNlogld+xl, N e {0,1,2 , . . . ,n} ' 
with A and N as singularity parameters. While A detects the location, N determines the nature 
of the singular point. In fact, the logarithmic perturbation i  (1.7) is solely incorporated to 
track logarithmic singularity which occurs when x = -A.  Unfortunately, the robustness of the 
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methods still remains a major setback. Fortunately, the methods to be introduced do not require 
the need to characterise the singular points. Following the above ideas, Luke et al. [4] derived 
predictor-corrector formulae from the local interpolant 
Pm(X) (1.8) 
where P,~(x) and Q~(x) are polynomials  of degree m and n, respectively, where Q~(x) is delib- 
erate ly  normal ised in the form 
n 
Q (x) = 1 + by, (1.9) 
j= l  
for the purpose to get uniqueness for the result ing integrat ion formulae. The methods  are derived 
by subst i tut ing x = xo + th which implies that  x j  = j ,  j = 0, 1, 2 . . .  and after the formulae are 
obtained,  y} is replaced by hy} and t = (x - Xo)/h. Let Lm,,(x) = Q=(x)y(x) - Pm(X). To get 
the formulae, the following condit ions are imposed. 
CASE 1. m + n = 2k. 
Pred ictor  (error order p = 2k): 
L,~,~(xi) = 0, i = O(1)k + 1, 
L~,~(xi) = O, i = l (1)k,  (1.10) 
corrector (error order p _> 2k): 
Lm, . (xd  = 0, i = l (1)k + 1, 
L<,n(xi ) = 0, i : l (1)k.  (1.11) 
CASE 2. m+n:2k-1 .  
Pred ictor  (error order p = 2k - 1) 
nm,~(xi) = 0, i ---- 0(1)k, (1 .12)  
L~,~(x~) = 0, i = 0(1)k - 1, 
corrector (error order p = 2k - 1): 
L,~,~(xi) = 0, i = 0(1)k - 1, 
L~m,,(x~) = 0, i = l (1)k.  (1.13) 
The s implest  form of the resultant  a lgor i thm is when m = n = 1 and it is the two-step predictor  
and the corresponding corrector 
2 1 y2 /12 / / 
2yny~+l  - 2Y~+1 + Y~+lY~ n+l  - 'o Yn+lY ,~+2 (1.14) 
Yn+2 = 2y~ - 2yn+l  + hy~+l  ' Y~+2 = 2y~+l  - Yn+2 
The  snag  aga ins t  these  methods  is the i r  typ ica l  unwie ld iness .  Moreover ,  the i r  genera l i sed  fo rmu-  
la t ion  is a lmost  imposs ib le .  The  numer ica l  resu l t s  f rom these  methods  are  in  Tab le  1. 
Table 1. Luke st al. [4]; results from (1.14) on y~ = 1 +y2,  y(0) = 1. 
Theoretical 
Solution 
0.1 1.22305 
0.2 1.50850 
0.3 1.89577 
0.4 2.46496 
0.5 3.40822 
9.6 5.33186 
0.7 11.68137 
0.8 --68.47964 
0.9 --8.68763 
1.0 --4.58804 
Predicted 
Uniform 
1.2~3o5 
1.50848 
1.89574 
2.46493 
3.40815 
5.33165 
11.68998 
--68.59667 
--8.73393 
--4.62137 
Corrected 
h = 0.05 
1.22305 
1.50850 
1.89577 
2.46498 
3.40826 
5.33186 
11.68153 
--68.66273 
--8.68629 
--4.64804 
Predicted 
Uniform 
1.22305 
1.50850 
1.89577 
2.46496 
3.40822 
5.33186 
11.68138 
--68.48685 
--8.69860 
--4.56120 
Corrected 
h = 0.01 
L22305 
1.50850 
1.89577 
2.46496 
3.40822 
5.33186 
11.68139 
--68.49443 
--8.69493 
--4.56121 
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To formulate generalizable numerical integrators, Fatunla [5] adopted the inverse polynomial 
interpolant 
A 
Ro,k(x) -- Qk(x)' k > 0, (1.15) 
where A is a constant. On setting 
and imposing the conditions 
Lk(x )=Qk(x)y (x ) ,A  (1.16) 
Lk(xi) = O, i = l(1)k, (1.17) 
L~(xi) = 0, i = 0(1)k - 1, 
, k > 0, (1.18) 
obtained the explicit nonlinear multistep methods 
Yn 
Yn+k = k 
1 + ~ kJaj 
j=O 
of order p = k. The parameters are obtained from the solution of the linear system Ra = b with 
the entries 
Rij = hiYy~ ÷ j i J - lyi ,  bi = -hy~; i = 0(1)k - 1, j -- l(1)k (1.19) 
and 
a = (al ,a2,. . . ,ak)T; b--- (bl, b2,...,bk) T. 
The methods of [4] and that of [13] require the solution of linear algebraic equations typical 
of (1.19) at every integration step. This is eliminated in the case of the methods of [13] by 
extrapolation i  [5]. In [10], the rational variant 
Rk-t,k(x) = Pk-t(x) k-  t > 0, (1.20) 
k 
1 + ~ bjxa 
7=1 
of [4] is proposed for a self-adjusting t = 0, 1, 2, 3 , . . . ,  with the parameters derived in a quite 
different manner. Methods of [2] constitute special forms of (1.19). We provide a technique for 
the global formulation of the class of rational schemes by defining some certain coefficients C} i), 
j - i > 0, j = 1(1)p, i = 1(1)p - 1, where p is the order of the method. 
2. THE RAT IONAL METHODS 
For the purpose of simple illustration, we define the constants C~ s) as 
bjxJ = E C~ ~)xj' s>_ 1. (2.1) 
j= l  j=s+l 
See Part II, for further recursive form of computing these coefficients. Now, for the purpose of 
deriving rational schemes for the numerical solution of (1.1), consider the rational expression 
A 
y(x)  = k ; k > o, (2.2) 
1+ ~bxJ  
j=l  
which is a particular variant of (1.20). This suggests the class of methods 
A 
yn+l= k ; k>_l ,  xn+l=(n+l )h ,  (2.3) 
1+~ Y bj x n+ 1 
j= l  
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which are inverse polynomial schemes, where the discrete points x~,  Xn+l , . . .  are given such that 
x0 = 0 without loss of generality and are the steps of h. It is usual to write that Yn is the estimate 
of the theoretical solution y(Xn) .  The parameters A, b = [bl, b2,..., bk] are obtained from (2.3) 
as  
I ] (r--l) j yn+l=A 1+ I+EC ) Xn+ 1 (-1)" ; C}°)=by, (2.4) r=l \ j----r / 
and matching with its Taylor series 
: •  hJy(J) v(2) (2.5) 
j~ 
j=O 
of the theoretical solution y(x~+l) of (1.1). The parameters are derived from the order equations 
A ~- yn, 
-AblXn+l = bye, 
2 (-b2 + C~ 1)) h2Y~ AXn+l -- 2! '  
~3 I I I  
3 (_b3 .~_ 63(1) 1)) rt Yn Axn+ 1 - C~ = 3! ' (2.6) 
k / h%~k) 
k --bk + E( -1 ) J+ Ic  (j) Ax '~+l  = k! ' 
j=l / 
from which 
A = Yn; bl - hy~ 
Axn+l  ' 
j -1 
-h JYU)  -F E(-1)r+lcJr); j 2(1)k. 
bj -- j!Ax~+ 1 r=l 
The class of methods for a choice of k is 
(2.7) 
yn • k > 1. (2.8) Yn+l = k ' - -  
I+E  J bjXn+l 
j= l  
It is important to note that the process of obtaining the scheme by matching with its Taylor's 
series (2.5) is different from that of [7,13] or [4] which instead interpolates the known values y, 
and y~ at previously computed  points, as with a conventional multistep method.  It is also of 
interest to appreciate that the derivation of the generalised scheme (2.8) does not require the 
solution of the system of linear equations unlike those of [4,13] and typical of LMM.  This makes  
order variation generously flexible. The  associated local truncation error 
k ) hk+ly(k+l ) 
Y~+I - y(x~+l) - -  n~k+l X-"f 1~J+1~ (j) - -  
- ~+1 /z__ ,~-~J  ~k+l  (k+ 1)! 
\~=1 
(2.9) 
using (2.6) shows that the order of (2.8) is p = k. From (2.7), by virtue of the explicit nature of 
the bj, j = l(1)k it appears that the order variation of these schemes (2.8) is quite generously 
flexible. In fact, order increment is obtained by adjoining terms to the denominator f (2.8). A 
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profound property that allows the variable order, variable stepsize implementat ion  of (2.8). In 
particular, for k -= 1 the method  is 
hy'y  
- - -  - + (2 .1o)  
8~+1 Yn - Y~ Y~ - hYn 
of order p = 1, also independently derived by [2] and [5,7,13] known as inverse Euler method. 
The success of (2.10) in an extrapolation code DIFEX2 of [5,6] is documented therein. This 
code is reputed by [6] to be of better accuracy in the vicinity of singularity than DIFEX1 which 
implements the extrapolation of the midpoint rule by [14]. For k = 2, the order is p = 2, and the 
method explicitly is 
2y~n 
Yn+l  = 2Y2n - 2hy~yn-h2(  ''ynyn - 2 (Y/n)2) " (2.11) 
In a next section, we  hope  to consider (2.11) as the basic integrator in an extrapolation process 
to be compared  with DIFEXI, DIFEX2, and GBS.  In a similar way, consider the local interpolant 
Bx 
y(x)  ~ A -~ k ; k > 1, (2.12) 
1 + ~ bjxJ 
j= l  
of the theoretical solution y(x)  in the integration interval [x~,x~+l]. Parameters A, B, b = 
{bl, b2 . . . .  , bk} of the method 
BXn+l 
Yn+l = A + k ; k _> 1, (2.13) 
I+E  J by x n+ 1 
j-=l 
are derived in an analogous manner  as 
2 II -h  y~ 
A = Yn; B : Xn+lhYln ," bl - 2[Bx2+ 1 , 
_h J+ ly ( j+ l  ) j - i  
bj = (J + ) . - -~+1 ~ ,=1 I j+ l  + j = 2( i )k ,  
(2.14) 
to have that 
hy" . k > 1. (2.15) Yn+l = Yn "-F k ' -- 
I+E  J bjXn+l 
j=t 
The order of the class of methods (2.15) is p = k+ 1. The methods possess imilar characteristics 
as that of (2.8), although more advantageously schemes (2.14) will always work even when the 
initial value of the IVP (1.1) is away from the origin which is a defect of (2.8). We remark 
that scheme (2.15) corrects the defects of the method in [1]. This method leads to the solution of 
nonlinear equations which engenders the evaluation of radicals that may become complex at some 
real interpolation points, which of course may be unrealistic, unlike the explicit expression (2.15). 
For k = 1, the order of (2.14) is p = 2, and 
2h (y~n) 2 (2.16) 
Yn+l = Y,, + 2y~ - hy~" 
One can consider also extrapolation of this scheme. However, the unwieldiness of this class of 
schemes deteriorates as the order increases teadily. It is useful to define methods (2.8),(2.15) in 
matrix notation as 
Yn 
Yn+l : 1 + eTb~ ' t = I, (2.17) 
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for (2.8) and 
for (2.15) with 
hy" 
Y~+I = Y~ + 1 + eTb~ ' t = 2, (2.18) 
. . . .  [i]. 
bt =(b l ,b2 , . . . ,bk )=C*e  - ht_ly(t_1 ) Tt; e=(1 ,1 ,1 , . . . ,1 )T ;  t= l ,2 ,  (2.19) 
where 
[hty(t ) ht+ly(t+l ) ht+k_ly(nt+k_l) T 
Tt= L ~ ( t+ l ) !  ' ' " '  ( t+k-1) !  ; t=1,2 ,  
where for t = 1, (2.17) are the methods of (2.8) and if t = 2, (2.18) represents (2.15), respectively. 
This presents a nice way of varying the methods between (2.8) and (2.15) with the understanding 
that 
{_t  _ t+ l  ~t+k-1]  T
C*  : x I c ;  x : \Wn+l ,a ,n+l , . . . ,~n+l  ] , (2.20) 
C; (i) { l~i+l~t+J-lry(i) 
with 
0 0 0 
0 0 0 C~ (1) 
0 (1) (2) 
C*= 0 C4(D-C4(2)  C4(3) (2.21) 
0 ' .  
o o 2) 
.0 C~ (1) _<(2) (_l)~C~!~-l) 
In fact, the order is p = k + t -1 ;  t = 1, 2 and so a variation of the dimension of this matrix defines 
a very flexible and convenient process of order variation depending on the choice of method. 
3. APPL IED EXTRAPOLAT ION METHODS 
Survey in [14] shows encouraging application of extrapolation methods. In fact, [5,6,12,14] 
are further developments on applied extrapolation. Really, the applicability of extrapolation, or 
otherwise referred to as a deferred approach to the limit, entails that the basic method possess 
an asymptotic error expansion 
(x) 
y(x ;h )=y(x)+h~PEA~](x )h J ;  7= 1,2; p>l  (3.1) 
j= l  
preferably in the powers of h 2 where h is the basic stepsize. The basic idea of extrapolation lies 
in the systematic annihilation of the powers of h or h 2 in the error expansion (3.1). However, 
the basic integrators (2.8) and (2.15) are seen from (2.9) to possess uch an expansion (3.1) in h, 
and are therefore, strong candidates for extrapolation. In this regard, define the integer sequence 
I = [nr] = [2, 22, 23, . . . ,  2 r] which is ideal for stability analysis. Let 
[ h ] 
- - ;  r = 1 ,2 ,3 , . . . .  (3.2) s(h)= hr : h~ = n~ 
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Because bj; j = 1(1)k are dependent on yn and the derivatives y(nJ); j = l(1)q _< h we may 
present methods (2.8) and (2.15) with clarity as 
Y~+I = k Y~ (3•3) 
( " y(J); ) J  1 + ~ bjl Yn,Y~n,Yn,. " h 
• , Xn+l 
j=l 
and 
hv" 
= , (3.4) 
/ y(J) ; ) J ! H 1+ ~ bj2 Yn,Yn,Y~,...  h , Xn+l 
j=l 
respectively• Then a variable extrapolation method which is based on the class in (2.8) and (2.15) 
is 
Z0 = y~, 
z~ 
Z~+l  = k , (3•5)  
( " .., ) J 
j=l 
and (see Part II) 
Zo = Yn , 
Zs+l = Yn -[- 
hrZ'~ 
k ( , ,, ,z !~ ) ) j , 1 + ~ bj2 Zs, Zs, Zs , . . .  ; h~ xn÷ 1 j=l 
(3.6) 
respectively• In each case, we set x,~+l = (n ÷ 1)h~, s = 0(1)nr, r -- l (1)m where m is the 
maximum order of applications of extrapolation• At this point then set T~,0 = y(x~+l; h~) = z~ ; 
r ~ m. This forms the zeroth column of the extrapolation table (3•1), see Part II. The other 
columns Trs ; r = 0(1)m, s = l (1)m are generated from the polynomial extrapolation rule 
Tr, s = { Tr+l,s_l Jr- 
Too; 
Tr+l,s-1 - Tr,s-l• 
(hr/hr+s)~ - 1 ' 
s=0,  r=0 } 
s = 1(1)m; r = 0(1)m, 3/= 1,2 ' 
(3.7) 
On the other hand, the rational extrapolation rule 
Tr's = { Tr+l,s-1 -[- 
0; 
T~+I,~-I - T~,~-I 
(h~/h~+~)'Y (1 - (Tr+l,~-i - T~,s-1)/(T~+l,~-I - T~+l,s-2)) - 1; 
s=0,  r=0 } 
= 1(1)~;  ~ = o(1)~,  ~ = 1, 2 
(3.8) 
may be employed and set out in Table 2 in Part II. The  rational extrapolation process is proposed 
by [6] to have higher degree of accuracy in the neighbourhood of a singularity when compared 
with the polynomial extrapolation rule, although the polynomial extrapolation appears to be more  
efficient in the variable order and variable stepsize mode [14]. The  process of extrapolation is 
concluded when it is satisfied that the subdiagonal error estimation criteria ]E0~ I = ]TOs-TO~+II <- 
TOL;  s = 0, I, 2,..., m is true where TOL  is the allowable error. A variable stepsize can be 
obtained from 
: {" TOL ' ]  1/(p~'~) 
h~+l \TE -~/  • h~; h0 : h, (3.9) 
One-Step Rational Schemes 1471 
where pt,s is the variable order of the rational method in (3.5) or (3.6). For the particular cases 
k = 2, p = 2 in (3.5) and k = 1, p = 2 in (3.6) we have 
Z0 = y~, 
2(z~)  3 
z~+~ = 2(z~)2 - 2h~z'~z~ - h~ rZ, ,Z - 2 (Z~')) ' s = 0(1)~,  (3.10) 
\ s s r=l(1)ra 
T~O = y(x~+l; h~) = Zn~; r <_ m, 
and 
Z O  ~ Yn , 
2h~ (Z; )  2 
Zs-kl = Zs -Jr- 2Zts _ hrZtJ, s = 0(1)n~,  (3.11) 
r=l(1)m 
TrO = y(Xn+l; hr) = Zn~; r <_ m. 
These extrapolation methods have been considered in [12,15]. One can observe that for k = 1 
in (3.5) we obtain the inverse Euler extrapolation which is the basic integrator in the extrapolation 
code DIFEX2 of [5]. This code improved that DIFEXI  due to Deuflhard [14]. The results of the 
code DIFEX2 are more accurate in the vicinity of a singularity than those of the original DIFEXI.  
4. STABIL ITY  OF  THE EXTRAPOLAT ION METHODS 
Application of methods (2.8) and (2.15) for the stability on the test problem 
y '=Ay;  Re(z )<0,  z=hA 
with an arbitrary initial value is given by (see Section 6 in Part II), 
1 ( )  Re(z) < O, z = hA (4.1) ~[1]-z- = k 
1 + • ((-1)JzJ/j!) 
j=l  
as the stability function of (2.8) and 
(4.2) #[2] (z )  = 1 + k ' 
1 ÷ E a;zJ  
j=l  
*k  for (2.15) where the explicit form of the constants [%. ]j=l are known by specifying k. The stability 
function of the zeroth column of extrapolation is given as 
1 
[ k 1 2~; r=°(l)m' k>-l' t= l '  
1 + E ((-1)J/J[)(z/Zr) j
j= l  
[t] [ 2 ~ 
~r. ,0(z )  = (4.3) 
l 1+ z - r=0(1) rn ,  k>l ,  t=2.  1 2~ 1+ a; (z /Z~l  j
It can be shown that To,, = }-~=o Cs,s-jTj,o; s = 0(1)m. When the polynomial extrapolation 
rule is used, the constants C~,~_j are given by 
C~ s_j 2~Cs-l '*-d - C~- l , s - j -1 .  Coo = 1, C~-1,-1 = 0, C~-1,~ = 0 (4.4) 
' 2 ~ - 1 ' 
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so that 
C = 
T1 = CT2, 
T1 = (Too,To1,... ,Tom)t; T2 = (Too,Tlo,... ,Tmo) t, 
1 
-1  2 
1 --6 8 
5 T i o 
- i  14 -56  64 
21 21 21 21 
1 -30  38O -960  
315 315 315 315 
1 62 -1240 9920 
9765 9765 9765 9765 
Cmm Cmm-- 1 
Thus (see (6.8) in Part II), 
It] ~z~ ~C ., It] 
To,~k ]= s,s-2t~Tj,o (z); 
j=0 
1024 
315 
-31744 32768 
9765 9765 
C,~o 
s=l (1 )m;  t=1,2 .  
Therefore, in our case (see again (6.9),(6.10) in Part II) 
•[•] rz~ ~C~,~_~ 1 
~=1 1 + ((-1)J/j!) (z/2~) j 
for the methods of (3.5) and 
[ ,[2] r z~=EC'~, '~- r  1+ z 
r= l  2 r 1 "j- g*. (Z/2r) j
2 
2 ~ 
for (3.6). Interesting cases are (3.5), k = 2 and in (3.6), k = 1: that is, 
, [1] {Z~ : E C . . . .  v 1 
t~To.,~, , ,-=1 1 - (z/2 ~) + (1/2) (z/2~) 2 
and 
2 ~ 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
(4.9) 
~n 7 2r  
z [ z , [2] (z, ~ = Cm . . . .  1 + 2~: [1 - (172) (z/2~,)] J (4.10) t~To,~ k / 
r=l 
respectively. The plot for m < 4 of these functions has been given in [12,15]. The stability region 
by definition is the complex region for which 
RAs={ z: Izl-~o~lim #[~,~ (z) < 1}; t = 1,2. (4.11) 
The extrapolation process defined by (3.10) is L-stable and that in (3.11) js A-stable. In fact, 
taking the limit we get (see Section 6 in Part I) 
lira (z) : {0; (310/, 1} (4.12) 
i z l -~ o,~ 1; (3.n), t=2 ' 
respectively. It shows that process (3.11) may have an oscillatory behaviour at infinity, that is in 
a situation of extremely large Jacobian of (1.1), but in (3.10), this defect can be excluded. 
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5. NUMERICAL  EXPERIMENT 
The extrapolation processes (3.10) and (3.11) have been used to solve the singular IVP (see 
Section 7 in Parts I and II) 
y~ -= f (x ,  y) = 1 q-y2; y(O) = 1, 
which has the explicit solution y(x) = tan(x + 7r/4) and has a singularity at x = ~r/4. The 
results of extrapolation in this neighbourhood are presented in Tables 2 and 3. The accuracy of 
the results on this occasion of extrapolation at x = 0.75 appear quite impressive. The numerical 
solution x = 28.23825285014160 accurate to 15-digits was compared with the results of [1,3,13,15] 
(see Part II, Table 4). 
Table 2. Extrapolation methods on the IVP, y~ -- f (x ,y) ;  y(0) = 1; x = 0.75, rn = 6. 
Theoretical Solution 
Inverse Euler + Polynomial Extrapolation: 
Fatunla [5]-DIFEX2 
Inverse Euler + Rational Extrapolation: 
Fatunla [5]-DIFEX2 
Solution 
28.23825285014160 
28.23948693 
/Error/ 
1.2(--3) 
28.264477616 2.6(-2) 
Euler + Rational Extrapolation: 
Deuflhard [14,17]-DIFEX1 25.991812595 3.247(0) 
Gragg-Bulirsch-Stoer Extrapolation 27.315540959 9.2(-1) 
DIFEX2+: 
Method (3.10) + Polynomial 
Extrapolation [M1] 
Method (3.10) + Rational 
Extrapolation [M2] 
Method (3.11) + Polynomial 
Extrapolation [M3] 
Method (3.11) + Rational 
Extrapolation [M4] 
28.23825223062016 .2(-7) 
28.23825284833971 1.9(--8) 
28.23825286238454 1.22(--8) 
28.23825284814822 1.99(--9) 
Table 3. Extrapolation methods on the IVP y~ = f (x ,  y); y(0) = 1 at various values 
of x, 
x 0.25 0.50 0.75 1.00 
Theoretical Solution 1.68579647 ... 3.408223442 ... 28.23825850 ... -4.588037825 ... 
[Error] 
Inverse Euler q- 6.25983166058(-6) 2.3982664172(-5) 1.2340798584(-3) 8.914898390077(-5) 
Poly-Extrapolation 
Inverse Euler q- 7.33098316605(-5) 3:243396641723(-4) 2.62247658584(-2) 7.150749839004(-4) 
Rat. Extrapolation 
Euler's Scheme + 5.28941683395(-5) 1.22462533583(-3) 2.2464402514(0) Overflow 
Rat. Extrapolation 
G.B.S. 3.441683396054(-7) 2.6455335827(-5) 9.227118911416(-1) Overflow 
M3 1.283365271(-7) 1.22429426(-8) 1.224294265(-8) 3.922429914(-8) 
M4 3.208423304(-8) 1.99337790(--9) 1.993377907(--9) 3.922429914(-8) 
M1 1.681828809(-7) 6.19521440(-7) 6.1952144037(-7) 8.5426584250(-8) 
M2 4.203114523(-8) 1.80189019(-9) 1.9018901926(-8) 2.1344122691(-8) 
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DIFEX2-t-: A Modif icat ion of D IFEX I  and D IFEX2 
The modification is done simply by involving formulae (3.10) and (3.11) into DIFEX2. This 
is achieved in the following way. One keeps in mind the essential features of the original code, 
DIFEXI, and use already existing modification DIFEX2 as follows. 
(a) The incorporation of the extrapolation processes (3.10) and (3.11) into DIFEX2 is indi- 
cated by defining the flag ITYPE as 
ITYPE = / 
0; Gragg modified midpoint rule, 
Gragg-Bulirsch-Stoer extrapolation, 
1; inverse Euler: Fatunla [5], 
2; extrapolation process (3.10); Ikhile and Otunta [15], 
3; extrapolation process (3.11); Ikhile [12]. 
(b) The coding as [5] suggests hould be such that it accommodates the asymptotic error 
expansion of the various methods. In this case, 
2; for Gragg modified midpoint integrator (in h2), 
7 = 1; for inverse Euler (2.11), methods (3.10) and (3.11) (in h). 
(c) The variable stepsize algorithm (3.10),(3.11) becomes 
TOL'~ 1/p~,s 
hn+l : \ ~ 7  • h~; h0 = h, 
with pt ,s  = 2s for modified midpoint rule and Pt ,s  = s for inverse Euler and (3.14),(3.15). 
Let us consider now the integration of the IVP by DIFEX2+ 
y~=l+y2;  y (0 )= l ,  0<x<l ,  h=0.05,  x=0.75,  
at the specified point x = 0.75. The results of the accuracy reached after a maximum allowable 
number rn = 6 of applications of extrapolation are presented in Tables 2 and 3. We know 
(see Table 6 in Part II) that the order of accuracies of the inverse Euler and Euler's scheme 
are far from those of the methods mentioned in Part II as new rational methods. The success 
of (3.10) and (3.11) may be attributed to the higher order of p = 2 and the stronger stability 
characteristics of the basic integrators compared to that of DIFEX2. However, processes (3.10) 
and (3.11) demand the need for the evaluation of second erivatives. We have argued in [12] that 
even then the computational complexities may not be more than, if at all of, the second erivative 
methods of [16] which require the evaluation of second erivatives as well and especially the need 
for the solution of a linear system of equations by an LU-deeomposition. The extrapolation 
processes of (3.10) and (3.11) which eliminate the requirement for LU-decomposition because of 
their component applicability to systems of ordinary differential equations have an advantage that 
reduces considerably the need for linear algebra from a computational standpoint. Furthermore, 
the DIFEXI abandons the integration in the vicinity of the singularity and shows a defect of 
overflow at x = 1.0, see Table 3 where DIFEX2 and DIFEX2+ will not find any problems. This 
defect can be explained on the basis that the basic integrator, modified midpoint rule is formulated 
from polynomial interpolation which requires the continuity of the IVP. The restriction k _< 2 
in (3.5),(3.6) keeps the order of derivative valuations to a manageable number. Otherwise, even 
when, for example, the methods of (3.5) are highly stable for k > 2, it may not be surprising 
that the accuracy becomes bad. 
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