Computational Models of Function and Evolution of cis-Regulatory Sequences by He, Xin
c© 2009 Xin He. All rights reserved.
COMPUTATIONAL MODELS OF FUNCTION AND EVOLUTION OF
CIS-REGULATORY SEQUENCES
BY
XIN HE
DISSERTATION
Submitted in partial fulfillment of the requirements
for the degree of Doctor of Philosophy in Computer Science
in the Graduate College of the
University of Illinois at Urbana-Champaign, 2009
Urbana, Illinois
Doctoral Committee:
Assistant Professor Saurabh Sinha, Chair
Professor Bruce Schatz
Associate Professor Chengxiang Zhai
Assistant Professor Sheng Zhong
Associate Professor Marc S. Halfon, University at Buffalo
Abstract
Gene expression is controlled by regulatory DNA sequences, often called cis-regulatory
modules or CRMs in higher organisms. Even though complete genomes are available in
many species, a catalog of CRMs is far from complete. Meanwhile, how basic building
blocks of CRMs, called transcription factor binding sites (TFBSs), coordinate to drive gene
expression is unclear. My thesis is focused on predicting the location of CRMs in genomes
and understanding their function and evolution through computational methods.
The first part of my thesis developed a comparative genomic method of CRM prediction.
This method is based on a probabilistic model of CRM evolution, capturing the constraint as
well as turnover of TFBSs during evolution. Through a statistical approach that marginal-
izes hidden variables, the method is able to deal with the uncertainty of sequence alignment
and prediction of individual TFBSs, two primary technical hurdles of existing methods. In
a related work, I collaborated with a graduate colleague to study the empirical evolutionary
pattern of TFBSs, taking advantage of the recently available 12 Drosophila genomes. We
found, among other things, that the evolution of binding sites is constrained by the affinities
to their cognate TFs.
The second part of my thesis developed predictive models of gene regulation based on
physical principles. One such method is able to analyze large scale TF-DNA binding data
to identify cooperative interactions of TFs, to explore the effects of sequence organization
on the TF interactions and to study the conservation of TF-binding affinities of sequences.
The model we developed for predicting expression patterns of CRMs advances existing work
by incorporating a number of mechanistic aspects of transcriptional regulation, including
cooperative binding of TFs, the synergism among multiple activators and the short-range
repression, where repressors block the function of adjacent activator sites. This allows us to
ii
gain understandings of the regulatory process in Drosophila segmentation, for instance, both
the cooperative interactions among activator molecules and their synergistic interaction with
the transcriptional machinery are important in determining the expression patterns.
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Chapter 1
Introduction
Gene regulatory networks control when and where genes are expressed, and are essential
for the physiology and development of organisms [34]. The information of gene expression
pattern is encoded in the regulatory DNA sequences or cis-regulatory modules (CRMs)
as they are commonly called. These sequences serve as the mediates of gene regulatory
systems: a CRM detects the expression level of transcription factors (TFs) in the cell,
integrates the signals and directs the correct expression pattern of the neighboring gene
[71].
Exactly how CRMs function is not clear. Unlike coding sequences, there is no simple
“genetic code” that instructs how information in CRM sequences should be translated to
the expression pattern of the target genes. This poses great difficulty for predicting the
locations of CRMs, which are often a few hundred base pair long and embedded in large
genomes without easily discernible boundaries [54]. Another much studied aspect of CRMs
is their evolution across species. It has been recognized that changes in cis-regulatory
sequences often drive phenotypic changes, and lead to novelty and diversity of organisms
[29]. But exactly how CRMs evolve novel features while preserving key functions is a
major open problem. Large-scale genomic data, such as genome sequences, DNA binding
data and gene expression measurements, provide opportunities for studying gene regulatory
systems, and CRM sequences in particular. Given the amount and complexity of such
data, computational tools are becoming increasingly important. This thesis is focused on
developing these tools for predicting CRMs in genomes and for understanding their function
and evolution.
1
Problem: Where are the target sequences?
Genome
Figure 1.1: Predicting regulatory target sequences of a set of TFs with known binding
profiles
1.1 Comparative genomics of cis-regulatory sequences
The lack of simple structural rules makes CRM prediction a very difficult problem in genome
analysis. One feature of CRMs that makes this task feasible is the presence of transcription
factor binding sites (TFBSs) that gives CRMs different statistical properties than other
parts of the genome. A transcription factor generally binds with a specific set of DNA
sequences, often 8-20 bps in length. The binding profile of a TF, commonly referred to as a
motif, is often represented by a position weight matrix (PWM) [138]. Matching a sequence
segment with the PWM of a TF allows one to infer putative binding sites of this factor and
is the basis of most computational methods for regulatory sequence finding. Some methods
attempt to further improve prediction by focusing on regions with high density of binding
sites. [16].
The precise problem we try to solve is: given a set of TFs with known binding profiles,
predict the regulatory target sequences of these TFs in the genome (Figure 1.1). One main
limitation of the existing methods for CRM prediction is the low accuracy of binding site
prediction [54]. Even though a TF typically has some unique profile, there is no clear cutoff
between functional binding sites and non-sites because the difference is not a matter of kind,
but degree. Cross-species genome comparison is one promising direction to address this
problem [17, 133, 153]. Functional DNA sequences generally are more conserved than non-
functional sequences because mutations in functional sequences often have adverse effects
and are eliminated quickly by natural selection [105]. Furthermore, functional sequences
often have unique patterns of conservation, sometimes called “evolutionary signature” [136].
For example, in coding sequences, insertions and deletions often occur with lengths as
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multiples of three because these mutations will not cause frame-shift [136]. Similarly, in
functional binding sites, the pattern of conservation in different positions of a site often
correlates with the pattern of the PWM [107]. For Drosophila melanogaster, the model
organism that is of primary interest for this thesis work, the availability of the genomes of 12
related Drosophila species makes the comparative genomic method particularly attractive.
There are two major difficulties in applying comparative genomic methods for predict-
ing CRMs. The first one comes from sequence alignment, which is a pre-requisite for cross-
species sequence comparison. It has been shown that the alignment procedure may seriously
affect the results of comparative genomic analysis such as reconstruction of phylogenetic
trees and inference of positive selection [154]. In particular, most alignment tools are not
customized for regulatory sequences, and thus cannot take advantage of their specific struc-
tural and evolutionary properties. The second difficulty is due to the complex evolutionary
history of TFBSs. While functional binding sites are generally under some evolutionary
constraint, a number of recent studies also suggested that gain or loss of binding sites hap-
pen frequently during evolution [109, 38]. Thus across multiple species, a binding site may
be functional only in some species, and not in other parts of the phylogenetic tree. How to
effectively utilize information in this complex, lineage-specific, evolutionary pattern poses
a significant methodological challenge. Part of my thesis work is to develop methods that
leverage the power of comparative genomics for CRM prediction while at the same time
dealing with these important methodological issues.
Our approach for comparative genomic analysis of regulatory sequences is probabilistic
modeling. A probabilistic model offers two key advantages over heuristic methods: first, it
specifies the important details of the process of sequence evolution. We believe, as expressed
in “the study of biological sequence data should not be divorced from the process that
created it” [144]. Second, the inherent uncertainty of data, due to the stochastic nature
of evolution and the lack of historical data, can be naturally addressed within a statistical
framework.
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Figure 1.2: A CRM sequence (bottom-left) reads the TF expression profiles (top-left) as
input and generates the target expression pattern (right).
1.2 Understanding the sequence-function relationship of
CRMs
A CRM can be viewed as a computing device that accepts input in the form of transcription
factor concentrations, and produces a particular expression pattern as output (Figure 1.2).
The function that this device implements is determined, to a large extent, by nucleotide
sequences of CRMs. Despite its importance, the problem of sequence-function relationship
of CRMs is not well-understood [4, 5]. This greatly limits our ability to interpret genome
sequences. As explained before, without such an understanding, it is difficult to predict the
locations of CRMs. Furthermore, even if we know all functional CRM sequences, we will
still not be able to map the sequences into the expression information of target genes if we
do not understand the sequence-function relationship.
The precise “quantitative modeling” problem we consider is the following: given the
sequence of a CRM, the concentration profiles (in space or time) of a set of transcription
factors (TFs) and their respective DNA-binding specificities, predict the expression profile
driven by the CRM, also called the “readout” of the CRM. We assume here that the input
includes all TFs that play a role in determining the CRM’s readout. The quantitative
model is the mathematical function that maps the input data to the readout. Such a model
is typically based on the following, widely-accepted, broad characteristics of the process
of transcriptional regulation: (1) transcription factor (protein) molecules bind DNA, to
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an extent that depends on their concentration, binding specificity and the sequence of the
binding site, and (2) gene expression (readout) depends on the combination of transcription
factors bound to the DNA.
We emphasize the quantitative nature of this work for two reasons. First, the sequence-
expression relationship is fundamentally quantitative [18]. Transcription factors are gener-
ally expressed in very low concentrations in cells, thus the CRM devices need to be very
sensitive to small, quantitative, changes in the input factor concentrations in order to func-
tion effectively. The process of transcriptional activation is driven by interaction among
multiple proteins, and binding of TFs to DNA sequences. These molecular interactions are
characterized not by a simple scheme of interaction vs. non-interaction, but by a quan-
titative measure of affinity of interaction. Many important properties of transcriptional
systems, for example, synergism, where the effect of two factors is greater than the sum
of the effects of two factors acting independently, have to be understood in a quantitative
sense. The output of the CRM device, i.e. the expression pattern of the target genes,
must also be specified in a quantitative fashion. For instance, in embryonic development,
a gene often has to be expressed in very precise spatial patterns so that the downstream
cascade of events can follow correctly. The second reason for the importance of a quanti-
tative framework is the complexity of the genomic data that researchers are using to solve
the puzzle of gene regulation. Traditionally, biologists used to generate and analyze data
in an accurate, but low-throughput way, for instance, the phenotype of a mutant is be
specified with anatomical terms. With high-throughput genomic data in the form of gene
expression, genome-wide protein binding, etc., this essentially qualitative thinking is not
scalable. For instance, it is not always easy to map high-resolution gene expression patterns
into anatomical structure, and especially difficult when a large amount of such data is to
be processed. Therefore, only through a quantitative framework, researchers can connect
and properly make sense of multiple sources of genomic data.
Quantitative models of sequence-expression relationship thus represent an advance in
our understanding of the process, over the qualitative picture offered by our knowledge of
individual regulatory interactions. Importantly, they allow us to predict the function of an
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uncharacterized piece of DNA, and may be harnessed to discover novel CRMs in a genome,
as well as to predict the readout of a known CRM in conditions where aspects of the input
information differ from those in wild type.
It is important that the quantitative models reflect the underlying process of transcrip-
tional regulation. The mechanistic details of cis-regulatory function are extremely rich,
especially in higher eukaryotes [5, 20, 28, 116, 140]. Activating and repressing TFs may
achieve their functions through a number of different mechanisms, such as influencing the
assembly of basal transcriptional machinery (BTM), interactions with other TFs and mod-
ification of chromatin structure. The effects of TFs may also depend on the context and
exact arrangement of their binding sites [52, 86]. Some of these mechanisms have been
characterized in several model systems, including the regulatory system of early Drosophila
development. It is thus natural that quantitative models be built to incorporate such qual-
itative understandings. By testing these models against experimental data, it is possible to
improve our (still limited) understandings of the cis-regulatory mechanisms and rules.
We choose statistical thermodynamic theory as the basic machinery of our models. The
process of transcriptional regulation is fundamentally a physical process, thus should obey
the relevant laws in physics. Importantly, a macromolecule, such as a DNA sequence or
protein complex, exists in an ensemble of many micro-states, with each state associated
with certain probabilities. Our work is built on the foundations of Shea & Ackers, who
pioneered the application of statistical thermodynamic theory to the study of transcriptional
regulation [127].
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Chapter 2
Background
In this chapter, I will introduce some background materials, covering relevant aspects of
probabilistic models of evolution, and thermodynamic modeling of regulatory sequences.
2.1 Evolutionary models of DNA sequences
2.1.1 Basic population genetics
We consider a population whose effective size is N (thus for diploids, there are 2N copies
of any locus). There are two possible alleles at the locus we are interested in, denoted as
a and b. Suppose we start with a population consisting of only b’s, a mutation creates a
single allele a, we ask what is the probability that a is fixed in the population, i.e. all the
alleles in the population become a as the consequence of natural selection and random drift.
According to the population genetics theory [32], this probability of fixation is equal to:
p(a, b) =
1− exp[−2(F (b)− F (a))]
1− exp[−4N(F (b)− F (a))]
(2.1)
where F (.) is the relative “fitness” of an allele. If 4Nµ << 1 where µ is the mutation rate,
i.e. the mutation events are slow enough, we can consider them as completely separate in
time. Then the rate of substitution a → b is the product of the total mutation rate in the
population, 2Nµ(a, b), and the probability of fixation:
u(a, b) = 2Nµ(a, b)
1− exp[−2(F (b)− F (a))]
1− exp[−4N(F (b)− F (a))]
(2.2)
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2.1.2 Nucleotide substitution models
A probabilistic model of sequence evolution specifies, probabilistically, how a DNA sequence
evolves over time, and estimates the probability of sequence change during a specified time
span. Comparisons of protein or DNA sequences across species have generally relied on
such models [157]. Nucleotide substitution models have been the cornerstone of many
successful methods for reconstructing phylogenetic trees [157] and related tasks such as
sequence alignment [104]. A nucleotide substitution model uses a Markov chain of four
states to represent the evolutionary transitions among four nucleotides at any position in
a sequence. One of the commonly used model is called Felsenstein81 or F81 model. It is
parameterized by an equilibrium distribution pi and a rate parameter α [43, 157]. The “rate
matrix” of the model is given by:
R =


−(piC + piG + piT )α piCα piGα piTα
piAα −(piA + piG + piT )α piGα piTα
piAα piCα −(piA + piC + piT )α piTα
piAα piCα piGα −(piA + piC + piG)α


(2.3)
where piA, piG, piC , piT specify the equilibrium distribution of nucleotides (i.e. the frequen-
cies). The transition probability matrix of the Markov chain is P (t) = {Pij(t)} = e
R(t),
where Pij(t) is the probability that the descendant nucleotide is j after time t conditioned
on the ancestral nucleotide i. Another commonly used model is called HKY85, which al-
lows transitions (purine to purine or pyrimidine to pyrimidine) and transversions (purine
to pyrimidine or pyrimidine to purine) to have different rates [62].
2.1.3 Evolutionary models of transcription factor binding sites
To adopt the nucleotide substitution models to binding sites of a TF, one simply sets the
equilibrium distribution at any position to be the distribution of that position in the PWM
of the TF, while α is set to the neutral mutation rate inferred from other studies. In other
words, the nucleotide at each position in a TFBS is assumed to evolve independently, with
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evolutionary dynamics dictated by the substitution model parameterized by the correspond-
ing position of the PWM. The F81 model was incorporated into several popular tools of
binding site prediction that use comparative sequence analysis [133, 129].
Halpern and Bruno developed a model that, like the above models, considers the evo-
lution of binding sites as independent substitutions of nucleotides, but explicitly considers
mutation and natural selection [59, 107]. It uses the population genetics theory, specifically,
Equation 2.2 to derive the nucleotide substitution rates under selection (in our case, TFBSs
are usually under selection). Let P0(a) be the equilibrium distribution of a if there is no
selection and Q(a) be the equilibrium distribution of a under selection. Again, µ(a, b) is the
mutation rate from a to b, which is also the substitution rate of neutral sequences according
to the neutral sequence of molecular evolution [83], and F (·) is the fitness function. Now
we first establish a result that relates P0 and Q. Assuming that the evolutionary models of
both neutral and functional sequences are reversible, we have the so-called detailed balance
equations:
P0(a)µ(a, b) = P0(b)µ(b, a) (2.4)
Q(a)u(a, b) = Q(b)u(b, a) (2.5)
Plugging in Equation 2.2 and through a few simple steps, one may show that:
Q(a) ∝ P0(a)e
4NF (a) (2.6)
for any a. This gives the fitness values in terms of P0 and Q: 4NF (a) = log(Q(a)/P0(a))+
const. Assuming both P0 and Q are known, one can apply this result to eliminate the fitness
function in Equation 2.2 and get the following equation:
u(a, b) = µ(a, b)
log Q(b)µ(b,a)
Q(a)µ(a,b)
1− Q(a)µ(a,b)
Q(b)µ(b,a)
(2.7)
In deriving this, we have assumed that the selection is generally weak, i.e. |F (b)−F (a)| << 1
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Figure 2.1: Molecular configurations and the statistical weights of configurations (the num-
bers). The curved arrows represent cooperative interactions.
for any a and b.
Now if each position of a TFBS evolves independently, then Equation 2.7 gives the
substitution rate for one position of this site. Under this assumption, P0 is the equilibrium
distribution of nucleotides in neutral sequences, which is position-independent, and Q is the
equilibrium distribution of nucleotides at this position, which is the corresponding column
in the PWM of this transcription factor. As usual, the transition probability matrix at each
position is the exponential of the transition rate matrix, which can be computed from the
eigenvalues and eigenvalues of the rate matrix.
2.2 Thermodynamic model of transcriptional regulation
To understand how a regulatory sequence may control the transcription of the target gene,
we consider the thermodynamic system consisting of: (a) the stretch of DNA forming the
regulatory sequence (CRM), (b) transcription factor (TF) molecules, and (c) the basal
transcriptional machinery (BTM). A TF molecule may bind the CRM at any binding site
(TFBS, assumed of a fixed length), with site-specific affinity. The BTMmay bind at the core
promoter of the gene, and it initiates transcription when thus bound. We assume, following
Shea & Ackers [127], that the level of gene expression depends primarily on the rate of
transcription initiation. The regulatory function of TFs is achieved through modifying
the occupancy of the BTM. For instance, by interacting with a promoter-bound BTM, a
transcriptional activator may makes the BTM-DNA complex more energetically favorable.
We begin with an overview of the thermodynamic framework, following Buchler et al. [25].
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2.2.1 DNA binding of TFs
Consider a CRM with n putative TFBSs (e.g., n = 3 in Figure 2.1). A molecular configu-
ration, denoted by σ, specifies which TFBSs are bound and which are free. Thus there are
2n possible configurations. The statistical weight of configuration σ, denoted by W (σ) gives
us the relative probability, P (σ), of the configuration when the system is in equilibrium.
In other words, we have P (σ) = W (σ)/Z, where Z is a normalization constant, defined
as
∑
W (σ), and known as the partition function. Calculation of P (σ) would allow us to
answer questions like: What is the relative probability of site S being in the bound state?
This may be computed by summing P (σ) over all σ in which S is bound, and is also called
the “fractional occupancy” of site S. We shall see next how to compute W (σ).
As a first step, we define the statistical weight of an individual TFBS S bound by a TF.
This is given by:
q(S) = [TF ]K(Smax)e
−β∆E(S) (2.8)
where [TF] is the concentration of the TF, Smax is the strongest binding site (the consensus
sequence) of this TF, K(Smax) is the effective association constant of Smax, ∆E(S) is
the “mismatch energy” of the site S relative to Smax and β is the Boltzmann constant.
According to the theory of Berg & von Hippel [13, 139], the mismatch energy is related to
the log likelihood ratio (LLR) score of a site by β∆E(S) = −LLR(S) +LLR(Smax), where
LLR(·) is computed from the known position weight matrix (PWM) of the TF and the
background distribution of nucleotides [139]. Since our input data usually includes relative
values for TF concentration (on an arbitrary scale), we rewrite [TF] above as ν[TF]rel
where [TF]rel is concentration relative to some unknown reference, and ν is the value of this
reference level. The statistical weight of a site can thus be computed as
q(S) = νK(Smax)[TF]rel(LLR(Smax)− LLR(S)) (2.9)
where νK(Smax) is a free parameter.
The statistical weight of a configuration, in the absence of cooperative binding, is then
given by W (σ) =
∏
q(Si)
σi , where σi is an indicator variable for the site Si being occupied
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by its TF in configuration σ. Also note that the state where two overlapping binding sites
are occupied simultaneously is not allowed, reflecting steric exclusion of TFs, i.e. its weight
is zero. If two bound TFs interact (protein-protein interaction), they make an additional
contribution to the statistical weight of the configuration. We denote the contribution of
such “cooperative binding” by ω, which may depend on the arrangement of binding sites.
The statistical weight of a configuration, accounting for cooperative binding, is:
W (σ) =
∏
i
q(Si)
σi
∏
(i,j)|i<j
ωij(dij)
σiσj (2.10)
where ωij(dij) denotes the statistical weight contribution due to interaction between the
TFs bound to sites Si and Sj , and dij is the distance between them. We assume that
cooperative binding is possible only if the bound sites are adjacent in the configuration,
i.e., there is no other bound site in between. The statistical weights of the configurations
of one example sequence are shown in Figure 2.1. In the figure, qA and qB represents the
binding weight of two sites bound by factors A and B respectively, and ωAB represents
the interaction between A and B. Note that the interaction may depend on distance, for
instance, in the last configuration, only the first A molecule, but not the second one (which
is farther) interacts with the B molecule.
2.2.2 From DNA binding to transcription
We next describe how the above molecular configurations affect gene expression. We assume
that the gene expression level (on a scale of 0 to 1) is equal to the fractional occupancy
of the promoter by the basal transcriptional machinery (BTM). Each of the configurations
σ considered above (i.e., with bound or unbound TFs) may now correspond to two states,
depending on whether BTM is bound or not. If the BTM is unbound, the statistical weight
of the system comes only from TF-DNA interaction, given by W (σ) as defined in Equa-
tion 2.10. When the BTM is occupied, there are additional interactions in the system,
from TF and BTM interactions. This extra contribution is denoted as Q(σ) (including a
constant term qBTM , representing the basal transcription), and thus the statistical weight
of the BTM-occupied state is W (σ)Q(σ). Q(σ) is specified by the bound TFs in the config-
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uration, for instance, it is higher if there are more bound activators in σ. We now calculate
the relative probability of bound BTM as ZON =
∑
W (σ)Q(σ), and that of unbound BTM
as ZOFF =
∑
W (σ), to obtain the probability that the BTM is occupied (also the gene
expression level) as:
E =
ZON
ZOFF + ZON
=
∑
σW (σ)Q(σ)∑
σW (σ) +
∑
σW (σ)Q(σ)
(2.11)
Note that E is a monotonic function of ZON/ZOFF =
∑
P (σ)Q(σ), where P (σ) is the
probability of σ. This quantity is the weighted average of Q(σ), thus Q(σ) may be construed
as the transcriptional output from the configuration σ. In later sections, we will describe
how Q(σ) may be defined.
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Chapter 3
Predicting cis-Regulatory
Sequences Through Comparative
Genomics
Our goal is to develop a statistical method for predicting regulatory sequences, taking
advantage of the conservation of TFBSs. Meanwhile, we will also produce the best alignment
of sequences, as the existing alignment tools are not designed for non-coding sequences and
thus may produce less accurate alignments. Our method should be based on a sequence
evolution model that captures the important biological details. Meanwhile, to maximize the
statistical power, the problem should be solved in a single, integrative framework, instead of
being split into multiple steps. Specifically, this means that to predict a CRM, one should
take into account the uncertainty of alignment and TFBS annotation by summing over them
from a combined statistical model. The above philosophy has been adopted previously in the
area of statistical alignment [95], where stochastic models are used to describe the evolution
of indels and the alignment task is often integrated with the ultimate goals, most notably,
the reconstruction of phylogenetic tree [96]. Models that describe one or more aspect of
regulatory sequence evolution have been proposed recently [137, 118, 12, 111, 41, 99, 119],
but none of these methods offers a complete evolutionary model of CRM sequences that can
be directly used for bioinformatic tasks such as CRM alignment and prediction. We propose
an expressive and biologically realistic model of CRM evolution where (1) stochastic models
of substitution and indels are used to characterize the evolution of background sequences
(non-TFBS sequences inside a CRM); (2) TFBSs evolve according to a population genetic
model developed previously; (3) functional switching between a non-TFBS and TFBS can
occur in a manner dependent on the binding energy of the evolving site. We implement an
efficient inference machinery and apply it to the tasks of CRM alignment and prediction.
This chapter is based on [64].
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3.1 Related work
Several approaches have been proposed to predict CRMs from cross-species sequence com-
parison. In general, these methods attempt to improve CRM prediction by utilizing the
fact that TFBSs tend to be more conserved, but often they do not adequately address the
two main difficulties discussed in Chapter 1: alignment errors and the gains and losses of
binding sites during evolution. The programs Stubb [133], EvoPromoter [155] and Phyl-
CRM [152] predict CRMs as significant clusters of TFBSs, which are detected by comparing
orthologous sequences using an evolutionary model of binding sites. However, all methods
require a fixed alignment as input and do not model the binding site gains and losses. The
programs CONREAL [11], EEL [58] and SimAnn [7] align putative CRM sequences with
the explicit goal of aligning the sites matching known TF profiles. None of these methods
use rigorous statistical or evolutionary models, and they all assume the complete conser-
vation of TFBSs. Moses et al. [109] deal with alignment uncertainty in their analysis of
binding site turnover, but this is done as a post-hoc analysis rather than being integrated
with the inference step. Our recent work, Morph [132], tries to solve all the above problems
in a single framework with a pair-HMM model. However, the Morph model does not accu-
rately capture the evolutionary dynamics of CRMs. Lineage specific TFBSs are treated not
as gain or loss events in evolutionary time, but merely as HMM “emissions” from one se-
quence, and not the other. Another recent work, SAPF [123], aims to combine probabilistic
model-based alignment with “phylogenetic footprinting” which refers to the identification
of evolutionarily constrained sequences based on their lower substitution rates. However,
TFBSs are not explicitly represented in the SAPF model, and the program is not designed
to predict targets of specific transcription factor(s). Our goal is not to detect constrained
sequences per se, but the target sequences of specific transcription factors, whose binding
motifs are known a priori.
Our proposed problem is related to statistical alignment (reviewed in [95]), as we also
attempt to align the orthologous sequences in the process of inferring regulatory sequences.
The key features of statistical alignment are: explicit modeling of indel evolution; and a
probabilistic treatment of alignment uncertainty. Statistical alignment started with the pi-
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oneering work of Thorne et al. on pairwise sequence alignment [144, 145], commonly named
TKF91 model, where insertions and deletions were treated as single nucleotide events. It
was later extended to more realistic indel models, where the indels were treated as multi-
nucleotide blocks that followed a geometric length distribution, emulating the commonly
used affine gap penalty [145, 85, 103], or an arbitrary length distribution estimated empiri-
cally [78]. In other work, the TFK91 model has been applied to multiple alignment, and an
MCMC approach developed to sample alignment from a phylogenetic tree [70]. To make the
evolutionary model more realistic, some researchers have attempted to capture the hetero-
geneity of substitution and indel rates and used it to infer slowly-evolving DNA sequences
[97, 123, 145]. More recently, the “transducer” model has provided a computational frame-
work for multiple alignment, using TKF91 and other indel models [69, 68]. Even though
we attempt to borrow the ideas from statistical alignment, it is designed specifically for the
alignment of cis-regulatory modules. Thus modeling of substitution and indels, the charac-
teristic feature of statistical alignment, has to be integrated with a model-based treatment
of binding site evolution.
Models of regulatory sequence evolution have been proposed recently [137, 118, 12, 111,
41, 99, 119]. Early studies have used in silico simulation to model how a new binding
site evolves [137, 99]. Lassig and colleagues [12, 111] developed population genetic models
where a binding site evolves under a fitness function that depends on the edit distance
(to the consensus site) or the energy of the site. Their models are the most detailed and
perhaps realistic existing models of binding site evolution; however, they cannot be easily
used for computational inference since likelihood computation under these models is very
expensive. Mustonen and Lassig [111] also proposed ways to model the gain and loss events
of TFBSs. In their model, these events are caused by external selection forces, whose
rates of occurrences are independent of the actual sequences. A similar model of TFBS
turnover has been used to discover lineage-specific TFBSs [119], where the gain and loss of
binding sites are modeled by a two-state Markov chain, similar to the Jukes-Cantor model
of nucleotide evolution. Again, the rates of change between functional and neutral sites are
external parameters that do not depend on the sequences themselves. Durrett and Schmidt
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Figure 3.1: Evolution of CRM sequences with possible binding site gains and losses
[41] studied binding site evolution from the perspective of time needed for a specific word
to appear and be fixed in a population, according to population genetic models of mutation
and drift. Their study assumes neutral evolution and points out that selective forces will
take over if the specific word thus evolved is close to being a binding site. Recently, Raijman
et al. [118] developed a model of CRM evolution, based on the idea that any mutation that
creates a new TFBS or destroys an existing one is penalized, i.e. fixed with a smaller
probability. Their representation of TFBSs is based on the consensus sequence, instead
of the more realistic PWM. The possibility of TFBS gain from adaptive selection [109] is
missing in their model, where all occurrences of new TFBSs will be selected against.
3.2 A probabilistic model of CRM evolution
In this section, we present the details of our model, which first captures the salient proper-
ties of a CRM’s content and then lays out the evolutionary forces acting upon its different
components. Our model assumes that an ancestral sequence is generated by some proba-
bilistic process, corresponding to a model of CRM content, then it evolves over time, with
changes in both TFBSs and background sequences, i.e. non-sites within CRMs (Figure 3.1).
The model prescribes the joint likelihood of a set of orthologous CRMs that are related by
a given phylogenetic tree.
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3.2.1 CRM composition model
We begin with a model of CRM composition and assume that the ancestral CRM is gener-
ated from this model. We use a generalized HMM of zero order, similar to the ones used in
[133, 46, 155]. The binding specificities (motifs) of K TFs are represented by K position
weight matrices (PWMs), and the nucleotide frequencies of the background sequence are
denoted by pi. At each step, the background state or the k-th motif is sampled with prob-
ability w0 and wk, 1 ≤ k ≤ K, respectively. If the k-th motif is chosen, the actual site is
sampled from the k-th PWM; otherwise, a single nucleotide is sampled from pi. The HMM
transition probability, wk, can be interpreted as the average number of binding sites of this
motif per nucleotide at equilibrium, or simply binding site density.
3.2.2 Background evolution model
Our evolutionary model of the background sequences is adapted from the models developed
earlier for “statistical alignment” [85, 95, 130]. Substitutions are described by the standard
HKY model [62], with equilibrium distribution pi and transition-transversion bias β. Inser-
tions and deletions follow Poisson processes with rates λ and µ respectively. The length of
an indel follows the geometric distribution with the probability of extension r. To compute
the transition probability of indels, we make two simplifications that have often been made,
for example [131]: first, the insertion and deletion rates are low so that the probability of an
insertion event in time t is roughly λt (instead of the exact value 1−e−λt), and similarly for
deletion events; second, we ignore possible “multiple-hits” at one position, in other words,
we will explain any observed indel as created from a single insertion or deletion event. Con-
sider this example:
x: ####---#
y: #--#####
The probability of x becoming y in time t is:
P (x→ y|t) = (1− λt− µt)3λt(1− r)r2µt(1− r)r (3.1)
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The term (1 − λt − µt) is the probability of not seeing an insertion or deletion event in t.
To compute the joint probability of both sequences in the case of pairwise comparison, the
ancestral sequence must be summed out since it is not observed. Specifically, consider a
simple two-species phylogenetic tree with branch lengths t1 and t2 respectively, we wish to
compute the joint probability of a single indel (##,−−). There are two cases: the ancestor
is a gap then the indel is due to insertion in the first branch; or the ancestor is nucleotides,
then the indel is due to deletion in the second branch. Suppose the probability of planting
an extra nucleotide in the ancestral sequence is p, then:
P (##,−− |t1, t2) = λt1(1− r)r+ p
2µt2(1− λt1−µt1)(1− r)r ≈ (λt1+µt2)(1− r)r (3.2)
where we made the assumption that both p and (1−λt1−µt1) are close to 1 (the ancestral
sequences are generally long, so p should be close to 1, and indel events are relatively
rare). The joint probability of the example given above involving multiple indels is thus
approximately:
P (x, y|t1, t2) = (1− λt− µt)
3(λt1 + µt2)(1− r)r
2(µt1 + λt2)(1− r)r (3.3)
where t = t1 + t2.
3.2.3 TFBS evolution model
We use the population genetics-based Halpern-Bruno (HB) model for evolution [59, 107] of
TFBSs, when they are under selection. For a description of this model, see Section 2.1.3.
This model captures the fact that the evolutionary constraints at different positions of
a TFBS may be different: less degenerate positions in the PWM generally have lower
substitution rates. Let Q0 be the substitution rate matrix of the background sequences,
and θ be the PWM of the motif being evolved, the rate of substitution of a nucleotide a to
b at position i is:
Qi(a, b) = Q0(a, b) log
θi(b)Q0(b, a)
θi(a)Q0(a, b)
/
[
1−
θi(a)Q0(a, b)
θi(b)Q0(b, a)
]
(3.4)
Figure 3.2: A model of TFBS loss. Shaded and white box represent functional TFBS
and non-functional site respectively. The dashed arrow between z and z′ indicates the
instantaneous substitution or indel event that disrupts the site.
The transition probability of a to b in time t is thus the (a, b) entry of the matrix Pi(t) = e
Qit.
Since HB model is time reversible, the joint probability: Pi(a, b|t1, t2) is simply θi(a)Pi(a→
b|t1 + t2).
Gain and loss of TFBSs are commonly observed across a large evolutionary spectrum:
e.g. fungi [38], insects [109] and vertebrates [19]. There are two different scenarios in which
these events may occur. In the first scenario, the expression pattern of the target gene is
under adaptive change, which “demands” a change in the composition of the controlling
CRM, causing binding site gains and losses. In the second scenario, the expression of the
gene is under stabilizing selection, but the selection on individual TFBSs may be weak, and
as a result, a TFBS may be lost during evolution due to random drift. New TFBSs may also
be created in the background sequences simply by mutations and random drift, due to the
fact that TFBSs are often short and degenerate. The two processes may be linked to each
other: the loss of one TFBS could make gain of a TFBS in the background more beneficial
so as to compensate for the loss; likewise the gain of a new site could make existing sites
redundant, thus relax the constraints and speed up the loss process.
The main difference between the two scenarios is: in the former, the changes of TFBSs
are driven by external selection forces while in the latter, the changes are mainly dominated
by the stochastic forces of mutation and random drift, with selection being weak. In our
model, we adopt the second scenario as it is a more “parsimonious” explanation of TFBS
gain and loss, and is more consistent with our current knowledge about the Drosophila early
developmental CRMs [94, 93], which are among the most well-characterized available today.
Our specific model formulates the ideas discussed above. We follow the usual definition
of binding energy of a TFBS, for example [111]. We assume that there is a threshold for
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the binding energy of a site, E0, above which a site is not functional. We use Ψ and Ψ0 to
denote the evolutionary models of a TFBS and non-TFBS respectively. Our basic idea for
modeling gain and loss is: switching of a site between TFBS and non-TFBS states is a switch
between the models that govern the evolution of this site. Under the model Ψ, mutations
that change the energy of a site above E0 may occasionally be fixed due to random drift.
After that point, natural selection will not be able to perceive this site (switch to Ψ0).
Likewise, under the model Ψ0, a background site could occasionally reach E0 by mutation
and random drift. This site will then be visible to its cognate TF and will be subjected to
natural selection (switch to Ψ). We note that indel events may happen inside TFBSs, albeit
with a much lower rate than in background sequences, and we denote by ρ the relative rate
of intra-TFBS indels. Interaction between gain and loss events as explained above is not
explicitly modeled, to avoid creating dependencies that make the computational task much
more difficult.
We illustrate our model of TFBS loss in Figure 3.2: starting with a functional site
x, a substitution or indel event disrupts this site at time t′; the background model then
governs the evolution of this site, which eventually becomes sequence y. Let z and z′ be
the sequences preceding and following the loss event respectively, then:
P (x→ y|t) =
∑
(z,z′)
∫ t
0
P (x→ z|Ψ, t′)Q(z, z′)P (z′ → y|Ψ0, t− t
′)dt′ (3.5)
where Q is the instantaneous rate of substitution (given by Eq. 3.4) or indel (given by the
product of ρ and the background indel rate) under the model Ψ, the evolutionary model of
TFBSs; and (z, z′) must satisfy the energy constraint: E(z) ≤ E0 and E(z
′) > E0, and the
neighborhood constraint: they differ by a single mutation event. The probability of TFBS
gain can be calculate in a similar way.
In a two-species phylogenetic tree, the observation of a functional site in the first se-
quence, but a non-functional orthologous site in the second can be interpreted as: a loss
event in the second branch or a gain event in the first branch. As illustrated in Figure 3.3,
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Figure 3.3: Two possible histories that could lead to a pair of functional and neutral sites
the joint probability is given by:
P (x1, x2|t1, t2) =
∑
(z,z′)
∫ t2
0 P (x1, z|Ψ, t1, t
′)Q(z, z′)P (z′ → x2|Ψ0, t2 − t
′)dt′
+
∑
(z,z′)
∫ t1
0 P (z
′ → x1|Ψ, t1 − t
′)Q0(z, z
′)P (z, x2|Ψ0, t
′, t2)dt
′
(3.6)
For computational efficiency, we make the parsimony assumption: suppose z is an in-
termediate site between x and y, then the symbol at any position of z is either the symbol
of x or of y at that position. We also note that, even though we rely on a threshold for
determining when binding site gain or loss happens, this parameter is not directly used for
classifying a site as functional or not. Instead, the annotation of a site depends upon an
examination of the site and its orthologous sequences, and their probability under different
histories: background, conserved or lineage-specific.
3.2.4 Computing likelihood by dynamic programming
We use Ψ0 to denote the background evolutionary model (both substitutions and indels),
and Ψk for the evolutionary model for binding sites of the k-th TF (HB model for substi-
tution and reduced indel rate ρ). The joint probability of the orthologous sites x1 and x2
under a model Ψ (background or TFBS) is represented as: P (x1, x2|Ψ, t1, t2), where t1, t2
are branch lengths of the 2 sequences. In the case of TFBS gain or loss, the probability of
a functional site of k-th TF being present in the first sequence but not in the second one is
denoted by Pk0(x1, x2|t1, t2); similarly we use P0k for the opposite case.
For a pair of sequences S1 and S2, we wish to compute the joint probability of the two
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Figure 3.4: The recurrence variables used in dynamic programming. #: any of the 4
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sequences under the CRM evolutionary model, given the parameters. We define the recur-
rence variables for dynamic programming as: L
(a)
k (i, j), the probability of sub-sequences
S1[1..i] and S2[1..j] where the last site is either k-th TFBS (if k ≥ 1) or background (if
k = 0) with the “state variable” a as explained below and in Figure 3.4. We then define:
Lk(i, j) =
∑
a
L
(a)
k (i, j) ∀k ≥ 0 (3.7)
L(i, j) =
K∑
k=0
Lk(i, j) (3.8)
Then the probability of the sequences is L(m,n) where m and n are their respective lengths.
In the first case in Figure 3.4, the last site of the sequence S1[1..i] and S2[1..j] is a matched
background column:
L
(0)
0 (i, j) = L(i− 1, j − 1)w0(1− λt− µt)P (S1[i], S2[j]|Ψ0, t) (3.9)
where t = t1 + t2. In the second case, the last column is a gap in the second sequence. If
the previous column is also a gap, this should be treated as extension of an existing indel,
otherwise as a new indel:
L
(1)
0 (i, j) = {[L0(i− 1, j)− L
(1)
0 (i− 1, j)](λt1 + µt2)(1− r)
+L
(1)
0 (i− 1, j)r}pi(S1[i])
(3.10)
The third case, L
(2)
0 (i, j), is handled similarly. In the fourth case, the last sites are a
conserved pair of TFBSs of the k-th motif, whose length is lk:
L
(0)
k (i, j) = L(i− lk, j − lk)P (S1[i− lk + 1..i], S2[j − lk + 1..j]|Ψk, t) (3.11)
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In the fifth case, the last site is a k-th TFBS in S1 but a non-site in S2. Note that in this
case, the length of the non-conserved site may not be lk, since there could be insertion or
deletion in non-TFBS. We will denote it as l′k. We use L
(1)
k (i, j; l
′
k) to denote the probability
that the site in S1 is k-th TFBS, but the site in S2 is background with length l
′
k, then:
L
(1)
k (i, j) =
∑
l′
k
L
(1)
k (i, j; l
′
k) (3.12)
To make the computation tractable, we will limit l′k to the range of [lk − dmax, lk + dmax]
for some user-specified parameter dmax. Thus, for the new recurrence variable, we have:
L
(1)
k (i, j; l
′
k) = L(i− lk, j − l
′
k)Pk0(S1[i− lk + 1..i], S2[j − l
′
k + 1..j]|t1, t2) (3.13)
The treatment of the last case is similar. One complication is: if the orthologous sites have
a gap at the beginning, it may be an extension of an existing indel. In other words, we
may have multiplied the probability of an indel event twice: one during the computation
of TFBS switching (the second term in Eq. 3.13), and the other during the computation of
the earlier sequences (the first term in Eq. 3.13). The idea is that we need to divide the
probability of opening an indel so that it is multiplied only once in the computation. The
new equation for the recurrence variable L
(1)
k (i, j; l
′
k) will be:
L
(1)
k (i, j; l
′
k) = {[L(i− lk, j − l
′
k)− L
(1)
0 (i− lk, j − l
′
k)]
+L
(1)
0 (i− lk, j − l
′
k)
1
(λt1+µt2)(1−r)
}
·P10(S1[i− lk + 1..i], S2[j − l
′
k + 1..j]|Ψk,Ψ0, t1, t2)
(3.14)
For alignment, we simply need to replace the sum operator in the algorithm with the
max operator, as is standard in computations involving HMM.
3.2.5 Parameter estimation
We solve the following computational problems: given two orthologous sequences (that are
roughly alignable so that they could be identified in the first place) and a set of TF motifs,
(1) align the two sequences and annotate the TFBSs; (2) predict if the sequence is a CRM
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targeted by the given motifs. We use dynamic programming to simultaneously find the
optimal alignment and TFBS annotation. For the second task, we use a likelihood-ratio
test of two models: the CRM evolutionary model and the background evolutionary model
where no motif is used. Computation under each model is also done by dynamic program-
ming, summing over all possible alignment paths and annotations of TFBSs. We allow all
parameters to be learned automatically from the data while allowing certain parameters
to be specified by users (see below). Our computational framework is implemented as a
program called EMMA (Evolutionary Model-based cis-regulatory Module Analysis).
All the parameters used by the program are listed in Table 3.1. In theory, we can esti-
mate all parameters, except the switching threshold for each TF, by the standard maximum-
likelihood approach. In practice, we offer the options of using estimated values from external
data or from heuristic approaches. Specifically, for the background nucleotide distribution
pi, we will set it as the frequencies in the input sequences. For the substitution parameters
of the background sequences (we assume that the divergence time is 1 and only need to
estimate the background rate since the two are not separable in HKY model), we offer two
options: either align the sequences with a general tool like LAGAN and estimate the rate
and bias from the program PAML [158]; or use the estimated values from previous genome-
wide studies. For the background indel parameters λ, µ and r, we again obtain them from
previous studies, or estimate them in the following way: we first align the sequences with
LAGAN, then set the rates λ and µ so that the expected fractions of indels are equal to
Table 3.1: Parameters used by the program EMMA.
wk weight of the k-th motif in CRM (k = 0: background)
lk length of the k-th motif (1 ≤ k ≤ K)
θk the PWM of the k-th motif (1 ≤ k ≤ K)
pi stationary distribution of nucleotides in the background
α the substitution rate of the background
β transition-transversion bias of the background
λ insertion rate in the background
µ deletion rate in the background
r length distribution of indels in the background (probability of extension)
ρ rate of indels within TFBS relative to the rate in the background
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the observed amounts, that is: 

λt1 + µt2 = f1
µt1 + λt2 = f2
(3.15)
where f1 and f2 are the fractions of the two types of gaps: (#,−) and (−,#) respectively.
The parameter r is similarly set so that the expected and observed average indel length are
equal:
n =
1
1− r
(3.16)
The intra-TFBS indel rate ρ is trained from external data since in general, it cannot be
reliably estimated from an input pair of sequences. We set the default value be 0.25, by
manually inspecting the alignment of eve-stripe 2 CRM in [94]. The weight parameters
wk, 1 ≤ k ≤ K are estimated from maximum-likelihood approach. The switching thresh-
old for each TF is determined by using a p value cutoff: at default value p = 0.002, the
threshold is chosen at the binding energy of the top 0.2% among all sites generated by
sampling from a specified nucleotide distribution. Our default distribution for energy com-
putation is (0.3, 0.2, 0.2, 0.3) for (A,C,G,T), which is the global nucleotide frequencies in D.
melanogaster [109].
3.3 Application of EMMA to predict TFBSs and CRMs
3.3.1 EMMA improves detection of TFBSs in fly developmental CRMs
To test if our model truly brings benefits in real-world applications over existing programs,
we start with the task of alignment, and compare our program EMMA with Lagan and
Morph. We study the set of blastoderm CRMs from the RedFly database [56] in D.
melanogaster and D. pseudoobscura. Since it is not possible to know the true alignments of
the real data, we follow the earlier approach [36] of evaluating an alignment by how often a
TFBS appears to be conserved in this alignment: a correct alignment should contain more
conserved TFBSs on average than an incorrect alignment. We call a TFBS conserved in an
alignment if it appears as a gapless block, and both orthologous sites have binding energy
above some threshold (p-value 0.002, where p-value is defined through a standard likelihood
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CACACAACACAAAATTGTTGCAGAAGAGAGAAAAATACACGACACTTGGATTTGGATTTGTACTG
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Figure 3.5: Alignment of part of the CRM, hb anterior activator, by two programs. Shown
in the D. melanogaster sequence (top) are the FlyReg sites of Bcd and Hb, and shown in the
D. pseudoobscura sequence are the predicted sites in this region. (A)Lagan; (B) EMMA.
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ratio score [138, 109]).
In our first experiment, we use the known TFBSs [14] of seven motifs important in
the blastoderm stage of development. Among the total of 188 known sites in 65 CRMs,
80 are conserved in the Lagan alignment, while 91 and 103 are conserved in EMMA and
Morph alignments, respectively. We further manually examined some sequences on which
the alignment programs disagree and show one such example in Figure 3.5. Three patterns
of possible mis-alignment are revealed in Lagan alignment. For the first Hb site, the orthol-
ogous site is shifted by two nucleotides likely because the Hb motif has a repeat structure
(AAAA in its consensus sequence). For two Bcd sites in the middle row, the nucleotides at
the boundaries are not aligned. In particular for the first one, the gap in D. melanogaster
can be moved by one position without changing the Lagan score, suggesting that arbitrary
resolution of ambiguous alignments can contribute to small-scale alignment errors that may
be important for binding sites. Finally, the last Bcd site in D. melanogaster is close to,
but does not align to a potentially orthologous Bcd site in D. pseudoobscura. In EMMA
alignment, all four sites in D. melanogaster are aligned with their functional orthologs in
D. pseudoobscura.
We next use predicted sites for further evaluation, since the number of known TFBSs
is small. For each of the seven motifs, we constructed alignments with Lagan, EMMA
and Morph, using only one motif a time. The results were evaluated by the number of
predicted sites (p-value 0.002) that appear conserved in the alignments. The results are
shown in Table 3.2. Similar to what we have found above, the number of conserved sites
under EMMA is significantly higher than that under Lagan, for all motifs but Kni and Tll.
The performance of Morph is intermediate between EMMA and Lagan.
Though our alignment evaluation is not perfect, all the evidence taken together strongly
suggests that by utilizing the knowledge of binding motifs, EMMA can significantly improve
detection of TFBSs over general purpose tools by overcoming the alignment problems such
as arbitrary gap placement. Morph can also improve TFBS detection, but because lineage-
specific TFBSs have to be gap-aligned, Morph results do not capture the true evolutionary
history of orthologous sequences.
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Figure 3.6: Predicting regulatory targets of seven blastoderm TFs. CBust: Cluster-Buster.
(A) AUC; (B) the average sensitivity at the specificity level above 80%.
3.3.2 EMMA improves prediction of regulatory targets of fly TFs
In this experiment, we tested different programs for predicting regulatory target sequences
of a given TF. Each program was made to score test sequences with a single known PWM.
We did not follow the previous procedure [133, 155] of classifying CRM and non-CRM se-
quences based on sets of known motifs, because we believe that our setting will make the
task more challenging and thus make it easier to see the differences of various methods. Fur-
Table 3.2: Number of predicted TFBSs in blastoderm CRMs that are conserved in dif-
ferent alignments. The “Total” row shows the total number of predicted TFBSs in D.
melanogaster.
TF Bcd Cad Gt Hb Kni Kr Tll
Total 319 412 432 664 293 313 257
Lagan 140 132 102 192 68 100 111
EMMA 166 152 117 244 70 126 115
Morph 154 140 111 220 69 112 112
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thermore, this experimental setting is particularly relevant to the problem of reconstructing
transcriptional regulatory networks, since knowing regulatory relations is often the goal,
rather than knowing whether a sequence is a CRM per se [1]. In addition to EMMA, Stubb
and Morph, we tested Cluster-Buster, a popular CRM finding program [47]. Cluster-Buster
uses a HMM to search for binding site clusters in a given sequence and may therefore be
used to discover such clusters for individual TFs. Unlike other methods we are testing,
Cluster-Buster does not directly use information in orthologous sequences. For each of the
seven blastoderm TFs, we constructed a positive set of sequences: those that contain at
least one known binding site of this TF in FlyReg; and we used a common set of random
non-coding sequences as the negative set. Again, the D. melanogaster -D. pseudoobscura
comparison is used for this experiment. Our evaluation is based on, first, the area under
curve (AUC) of the ROC curve, i.e. the plot of sensitivity vs (1 - specificity); and second,
the average sensitivity of programs at high specificity levels. The latter measure is more
relevant in practice than AUC because the score threshold is typically chosen to reduce false
positive rate to a satisfiable level.
EMMA substantially outperforms all other three programs with the AUC measure (Fig-
ure 3.6A). Averaging over seven TFs, the improvements of EMMA over Cluster-Buster,
Stubb, Morph are 9%, 9% and 17% respectively. Measured by the average sensitivity corre-
sponding to the specificity levels above 80% (Figure 3.6B), the improvements of EMMA are
even more convincing: 15%, 21%, 42%, over the three programs respectively. These results
support the key ideas of EMMA: dealing with uncertainty of alignment and explicit model-
ing TFBS evolution will greatly assist the prediction of regulatory sequences. Interestingly,
even though Cluster-Buster uses only sequences in D. melanogaster, it is comparable to or
even better in some cases than Stubb and Morph, which are based on somewhat similar
HMM models and use extra information in the orthologous sequences. Since unlike Cluster-
Buster, neither Stubb nor Morph applies a threshold for determining a TFBS, it is likely
that they are more sensitive to false positive sites. The problem seems particular serious
for Morph because Morph allows a site to be emitted from only one sequence and thus
may be overly tolerant to lineage-specific sites matching a PWM (also likely false positive
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Figure 3.7: Conservation of predicted binding sites in regions bound by TFs. (A) Expressed
(Unexpressed): sequences associated with genes that are expressed (unexpressed); Unbound:
randomly chosen intronic sequences. (B) Proximal/Distal: sequences less than 2kb (more
than 10kb) from the TSS of the associated genes.
sites). We also note that the experimental setting in this paper is different from the one in
[132], where multiple motifs are used simultaneously to classify a sequence. In that setting
where there is more motif information and the relative importance of conservation may be
reduced, the ability of Morph to score non-conserved weak sites may become an advantage.
One common procedure to enhance the performance of a program running on single-
species data, such as Cluster-Buster, is to filter out the sequences that are not very conserved
before running the program. We combined this conservation filtering (percent identity
greater than 70%, other values of threshold gave similar or worse results) with Cluster-
Buster. However, the new results are only slightly better than the original Cluster-Buster,
and still lag far behind EMMA (data not shown). This can be probably explained by the
fact that a large fraction of Drosophila genome is under constraint [15, 2, 57], thus simple
conservation measure is not very discriminative of CRM sequences. To test if our results
are robust to PWMs, we also repeated the same experiment with PWMs of the same TFs
obtained from bacterial one-hybrid experiments [112] and found similar trends.
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3.4 Conservation of binding sites in sequences bound by
Drosophila TFs
In this experiment, we used EMMA to study the evolutionary pattern of TFBSs in sequences
involved in gene regulation in blastoderm-stage development of Drosophila melanogaster.
Such analysis depends on the accurate alignment of TFBSs, a task that EMMA has been
shown to perform better than general purpose sequence alignment tools. We took the
sequences bound by each transcription factor (except Gt and Kni), as per ChIP-chip as-
says in Li et al. [88]. As a “negative control”, we took the intronic sequences that were
not bound by the corresponding TFs. These control sequences are presumably neutral or
close to neutral [88]. Each “bound sequence” was associated with its nearest gene. We
grouped sequences based on whether their associated genes are expressed in the blasto-
derm or not. (The expression information was obtained from Berkeley Drosophila Genome
Project (BDGP) [146]). The two groups were compared based on the level of conservation
of predicted binding sites, defined as the percentage of binding sites in D. melanogaster
that are conserved in D. pseudoobscura. We expect that the sequences in the expressed
group are more conserved than those in the non-expressed group, because binding in the
latter group is much more likely to be non-functional. Contrary to our expectation, the
non-expressed group appears to be have slightly more binding site conservation than the
expressed group (Figure 3.7A), though the difference is not significant (data not shown).
Compared with the control sequences, sequences in both groups have much greater binding
site conservation, suggesting functional constraint. We next compared the bound sequences
that are proximal to TSS (defined as less than 2 kb distant) and those that are distal (de-
fined as greater than 10 kb). Our expectation is that the proximal sequences overall are
more functionally important than the distal sequences, as suggested by others [156, 17],
and have more conserved binding sites. The results, however, show the opposite pattern
(Figure 3.7B): binding sites in distal sequences tend to be more conserved than those in
the proximal ones, and the differences are statistically significant (p value < 10−4 for Bcd,
Cad, Hb, and < 0.005 for Kr, by hypergeometric test).
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3.5 Discussion
We have proposed an integrative framework for cross-species analysis of cis-regulatory se-
quences. At the heart of our approach is a probabilistic model covering important aspects of
CRM evolution, including substitutions and indels in background sequences, and constraints
and turnover of TFBSs. The dynamic programming algorithm allows us to efficiently carry
out likelihood-based statistical inference. This framework solves the problems of the ex-
isting approaches discussed earlier. It aligns regulatory sequences by taking advantage of
the tendency of conservation of TFBSs. The TFBS gain and loss model allows us to use
information present in lineage-specific TFBSs. Most importantly, when used for predict-
ing CRMs, our method treats alignment and annotation of TFBSs as random variables,
summing over them and thus minimizing the impact of an uncertain alignment and TFBS
annotation. Our previous programs Stubb and Morph have similar aims, but as shown in
our experiments, EMMA significantly outperforms both, strongly suggesting that correct
evolutionary modeling is essential to fully utilize the sequence information.
One main limitation of our model is that under Halpern-Bruno model, the nucleotides
of a TFBS evolve independently while in reality, the TFBS as a whole should be a unit for
natural selection [111]. Also, our model of TFBS gain and loss does not parameterize the
fitness function of a TFBS, which will be required for correct modeling based on principles
of population genetics[59, 111]. So our model can be viewed only as an approximation.
Our model choice was based on: (i) avoidance of additional free parameters, which will be
difficult to estimate given only an individual CRM sequence; (ii) computational complexity,
since modeling a TFBS as a unit is very expensive [111, 118]. One consequence of our
simplifications is: any new site created by evolution of background sequences will be selected
afterward. A better model should reflect the variability of the rate of TFBS gain in different
CRM sequences. Despite these simplifications, we found through simulation that the gain
and loss rates under our model with a realistic parameter setting agreed broadly with the
empirically estimated values in Drosophila [35, 109] (data not shown).
The relationship between TF binding and target gene expression is an important, but
not straightforward, issue. Earlier studies suggested a high level of non-functional binding
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in ChIP-chip experiments. Gao et al. estimated that more than 40% TF binding are not
functional, based on the correlation of binding and mRNA expression [48]. More recently,
Hu et al. found that only a small percentage of genes whose promoters bind to some TF
changed expression level when that TF was knocked out in yeast [72]. Our analysis based
on binding site conservation provides a new way of studying binding-expression relation-
ship. We find that sequences whose associated genes are not expressed, and thus most
likely non-functional, are at least as conserved as the sequences close to expressed genes.
This suggests that the extent of non-functional binding may be very low, at least when
we restrict ourselves to strong binding events (1% FDR). This immediately raises the fol-
lowing question: if strong binding sites near non-expressed genes are indeed functional (as
their evolutionary conservation would reveal), what is this function? We speculate several
answers. The function of these sites may be to control expression of more distant genes.
(Recall that we annotated only the nearest gene as being the target of each site.) Alterna-
tively, these sites may not directly activate or inactive expression, rather, they help attract
TF molecules to DNA, and thus help direct the TF molecules to their true target sequences.
Another possibility is that these sites function in regulating the nearby gene in a different
developmental stage (i.e., not in blastoderm).
Very little is known about the difference between proximal and distal regulatory se-
quences. It is likely that the two types of sequences work through different mechanisms
(for example, the distal sequences may need specific mechanisms such as DNA looping, to
communicate with the core promoter sequences of the target genes [20]) and that they play
different functional roles, as hypothesized by [156]. Our results suggest that binding sites
are more conserved in the distal regions than in proximal regions. One possible explanation
is that the proximal sequences are under more adaptive selection than distal sequences, per-
haps because it is easier to achieve a different expression pattern by changing the binding
sites in the proximal sequences. This increased adaptive selection has been demonstrated in
Drosophila in 5’ UTR sequences [2]. Another possibility is that because it is more difficult
for distal regulatory sequences to target the promoters, they will be more sensitive to minor
changes of binding sites, and thus will be more evolutionarily constrained.
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We believe that our proposed framework opens up possibilities for a few major appli-
cations. The immediate task is to extend the current work to comparison of more than
two species. In pairwise comparison, a TFBS is either conserved or not and it is difficult
to distinguish a non-conserved but functional TFBS from a spurious site. In the case of
multi-species comparison, there is a wide spectrum of partial conservation, which could be
effectively used by a program, as shown in earlier studies [81]. We therefore anticipate that
our improved evolutionary model and methods will make a crucial difference to the accuracy
of multi-species analysis. Our method takes a set of TF motifs as input; however, which
TFs may cooperate while binding is often unknown. Our framework itself offers a way of
learning such regulatory rules: the probability of sequences under different TF combinations
could suggest how well a particular combination explains the data. Finally, it is possible to
learn motifs de novo by treating PWMs as unknown parameters. This approach to motif
finding will introduce several benefits over existing programs, e.g., PhyloGibbs [129], such
as correcting the alignment errors and using information in partially-conserved TFBSs.
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Chapter 4
The Evolutionary Pattern of
Transcription Factor Binding Sites
A key idea to predict TFBSs is that binding sites tend to be more evolutionarily constrained
than neutral sequences, thus conservation across species enhances the signal for functional
sites. Several methods have been developed to identify TFBSs based on their conservation,
e.g., only sequences that match a PWM in two species will be reported as candidate sites
[91, 153, 39]. The formal way to utilize cross-species information is through a probabilistic
model of evolution of TFBSs, which we reviewed in Section 2.1.3. Because of the inherent
randomness of evolutionary processes, a statistical framework based on such a model is
essential to proper assessment of the statistical significance of binding site conservation or
change. Existing models often assumed that evolution of nucleotides at different positions
are independent; however, its validity is not obvious, given that a binding site typically
functions as a unit. Empirical evidence either for or against this assumption has been
lacking, except for a study in bacterial evolution [111] (where the evidence was against it).
There is thus a clear need to test existing and new models of binding site evolution on the
multi-species data from different phyla. This chapter is based on [82].
4.1 Site-level selection model
Existing models of binding site evolution generally assume that each position of a binding
site evolves independently (see the review at Section 2.1.3). Clearly, this may not always
be true. The same mutation can have a very different effect on the functionality of a site
depending on how strong the site was to begin with. A site that is close to optimal will
probably remain a site even if an important nucleotide is mutated, thus this substitution
is likely to be fixed in the population. On the other hand, the same nucleotide mutation
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inside a weak site may have a larger functional consequence (the site loses its binding
functionality), thus will be less likely to be fixed. It therefore seems plausible that the
substitution rate of a position should depend on the entire site.
The above intuition can be captured in a model called the “Site-level Selection” or “SS”
model that treats binding sites as single evolutionary units. The model assumes that the
fitness of a binding site may take two values, 1 if the binding affinity of this site is below some
threshold (non-functional), and 1 + s if the affinity is above this threshold (functional), for
s > 0. (This approach to modeling genotypic variations with differing fitness consequences
is standard practice in population genetics, for example [61].) By applying Equation 2.2
where a and b now refer to sites, we have the substitution rate u(a, b) = µ(a, b), the neutral
mutation rate, if both a and b are functional sites or both are non-functional sites. When
a is non-functional and b is functional, we have:
u(a, b) = µ(a, b)
4Ns
1− e−4Ns
(4.1)
For the opposite situation, we have:
u(a, b) = µ(a, b)
4Ns
e4Ns − 1
(4.2)
Note that N and s are inseparable in the above equations, so we will use the single quantity
4Ns to represent the intensity of selection.
Having described an evolutionary model, it is possible to simulate the evolution of
binding sites and observe the emerging properties of the simulated sequences. This would
allow us to test the predictions of the model with experimental data. The simulation
procedure consists of the following repeated steps:
1. Compute the rate of each substitution event at each position according to Equation
2.7 for HB model or Equations 4.1 and 4.2 for SS model;
2. Choose a substitution event with the probability proportional to the rate of the event;
3. Update the TFBS according to this event, and increment the “clock” by an exponential
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Table 4.1: Comparison of HB and SS models
Factor HB model SS model p value 4Ns
Bcd 0.19 0.11 < 10−15 8
Cad 0.23 0.16 < 10−15 8
Dstat 0.12 0.06 < 10−15 11
Hb 0.10 0.08 < 10−15 15
Kni 0.21 0.16 < 10−15 19
Kr 0.19 0.16 < 10−15 8
Tll 0.18 0.10 < 10−15 17
Figure 4.1: Distributions of evolutionary changes in observed binding sites (Observed), un-
der Halpern-Bruno (HB) and under Site-level Selection (SS) models. (A) Energy difference
of orthologous sites. (B) The number of substitutions. SSE: the difference the observed and
models; 4Ns: the estimated value under SS model.
random variable with mean equal to the inverse of the total rates of all events.
The procedure is run until the “clock” reads a pre-specified time (the divergence between
the species studied). This procedure simulates the evolution of a single TFBS, and repeating
the procedure many times provides the data which can be used for constructed statistical
properties, e.g. the distribution of binding affinity of all descendant sites from a common
ancestor.
4.2 Selection acts on entire binding sites
We tested how well the SS model fits the data on binding site evolution, and compared it
to the “Halpern-Bruno” or “HB” model [59], which assumes positional independence and
purifying selection at each position of the TFBS. The HB model has been used previously in
cis-regulatory analyses (e.g., Moses et al. [108]). We considered predicted binding sites in
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D. melanogaster and their respective aligned sequences (whether designated binding site or
not) in a closely-related species (D. yakuba), arbitrarily calling the former sites “ancestral”
and the latter sites “descendant”. Assigning an “energy score” to each binding site based
on its similarity to the PWM [139], we calculated the difference in energy score between
the ancestral and descendant sites, and used this as the statistic to represent binding site
evolution. We computed, for each TF, the histogram of this “energy difference” statistic,
and asked how well this histogram fits theoretical predictions from simulations using either
the SS or the HB model. For every motif, the SS model showed a significantly better fit
to the data than the HB model (Table 4.1; Figure 4.1A, see below for significance test).
Our estimated level of selection (4Ns in the range 8-19) is consistent with an early estimate
from bacterial regulatory sequences [111] and our results argue in favor of models treating
entire binding sites as evolutionary units.
Since the SS model involves one extra parameter (4Ns) than the HB model, we need to
control model complexity when comparing these two. For each factor, the collection of sites
was divided into two randomly chosen subsets: the first, called the training set, was used
to learn a value of 4Ns for the SS model, and the second, called the test set, was used to
compare the two models. The histogram of energy difference values of sites in the test set
was compared to a predicted histogram from either model (previous paragraph), using a
“sum of squared errors” or SSE. The random split into training and test sets was repeated
100 times, and the SSE scores of each model were compared using a paired Wilcoxon signed
rank test. The predicted histogram of a model was obtained as follows: a D. melanogaster
binding site was chosen at random from the test set, and subjected to simulated evolution
under the model, for the divergence time of D. melanogaster and D. yakuba, thus giving
us a site pair, and its energy difference. This was then repeated 100 times, to obtain a
histogram of energy difference values. To obtain the SSE values shown in Figure 4.1, we
used the entire collection of sites as the training as well as test set.
In absolute terms, neither HB nor SS model explains the data very well (Figure 4.1A).
There is a greater amount of conservation (energy differences close to zero) in the observed
data than predicted even with strong selection. A similar analysis was performed with the
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evolutionary statistic being the number of substitutions between ancestral and descendant
sites, and we found that there is an excessive number of fully conserved sites (no substitu-
tions) than expected under either the HB or the SS model (Binomial test, p-value< 10−12)
(Figure 4.1B). This seems to indicate that for many sites, the allowed binding affinities fall
in some narrower range, instead of being determined by a single threshold (lower bound).
It has been suggested that in order to produce the correct expression pattern, a binding
site may prefer some specific affinity level, and both stronger and weaker binding tend to
be less functionally optimal [113]. Our results provide support for this hypothesis.
4.3 Discussion
Our model of binding site evolution, the “Site-level Selection” (SS) model, is a special
case of the population genetic model proposed by Mustonen and Lassig [111]. Under their
model, the fitness of a site is determined by its binding energy. The difference of the
energy distribution of known sites and of the neutral sites allows one to estimate the fitness
of any energy value. A binding site evolves in the space of all possible sequences, with
the transition rate between any two sequences determined by the fitness values of the two
sequences, given by Equation 2.2. For most known TFs, however, the number of known
sites is too small to reliably estimate a fitness function and the simplification introduced
in our model is probably necessary. Our SS model is also similar to the model in Raijman
et al [118]. Under this model, a site always tends to preserve its current functional status,
that is, the substitution in a binding site that makes is nonfunctional will have a lower
rate, and similarly, a substitution that creates a functional site in an originally neutral site
will also have a lower rate. However, their model is not formulated in population genetic
terms and the transition from a non-site to site is always selected against (this will be
favored under the Mustonen-Lassig model and ours). We found that the SS model better
explains the evolutionary pattern of binding sites than the HB model, which assumes the
independence of substitutions at different positions of a site. A recent study also reported
this dependence of binding site positions, though without directly comparing two kinds of
models [110]. Admittedly, the presence of false sites may complicate our analysis. It is
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difficult to directly address this issue, say, through a mixture model approach as done in
[38] because of the difficulty of computing probabilities under the SS model. However, we
note that if we were to remove false sites from the observed data, we would see a greater
proportion of conserved sites, implying that the SS model will continue to be closer to the
observation than the HB model (see Figure 4.1A). Next, we observe an overrepresentation
of fully conserved sites (no mutations) compared to what is expected from both SS and
HB models (Figure 4.1B). This argues for the conservation of precise affinities, a hypothesis
consistent with our current knowledge about the dependence of expression pattern on precise
binding affinities [101, 134], though this phenomenon has not been statistically observed
previously.
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Chapter 5
Analyzing Large-Scale TF-DNA
Binding Data Through Biophysical
Modeling
Our ultimate goal is to understand how expression is determined by regulatory sequences.
An intermediate step is to understand how DNA sequences attract TFs at the first place.
Genome-wide DNA-binding data from chromatin immunoprecipitation followed by either
genome tiling array analysis (ChIP-chip) or sequencing (ChIP-seq), provide an opportunity
to address this problem [26, 8]. DNA-binding by TFs is a key step in transcriptional
regulation, thus modeling combinatorial TF-DNA interactions will serve as a bridge to
understanding the complex transcriptional process. Focusing on ChIP-based data, instead
of gene expression data, simplifies the task at hand. Gene expression is often accomplished
through an intricate process involving not only TF-DNA interactions, but also chromatin
remodeling, epigenetic modifications, communications among multiple enhancers, etc [20].
The focus on this study is the combinatorial aspect of TF-DNA binding. Sequence-
specific binding of TF molecules to DNA has been well studied, both in theory [13] and in
practice [138]. In contrast, the interactions between TF molecules that enhance or inhibit
their DNA binding affinities or transcriptional effects are not well understood. Although the
importance of cooperative interactions among TF molecules in gene regulation were clearly
demonstrated [67, 50, 51, 128], it is not clear, at a quantitative level, what are the roles of
such interactions, and in most systems the identities of interacting TFs remain unknown.
In cases where multiple TF molecules do interact, it is generally unknown how the spatial
organization of their binding sites affects DNA binding. Some studies suggest that binding
sites must be arranged in specific ways, following “grammar-like rules” [140, 10] in order for
them to interact properly; others provide evidence of a flexible organization of regulatory
sequences [5, 23]. Knowledge of the role of TF interactions and how they interact will be
central to our understanding of gene regulation.
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The central task of this work is to build a predictive model of TF binding affinity from
DNA sequences, incorporating both TF-DNA and TF-TF interactions. Such a predictive
model has been shown to be effective in learning binding profiles of TFs [141, 44]. The model
would also allow us to learn how cooperative interactions among TFs may contribute to
their DNA binding affinities. By varying the assumptions of TF interactions and observing
their effects on the model predictability, one may be able to understand the details of how
binding site arrangements affect interactions. Moreover, a model trained from one set of
sequences in one situation can be applied to a different setting to make more predictions
about TF targets. This extrapolative ability will be useful, for instance, when we only have
TF binding data for part of the genome (e.g. only promoters) and want to identify more
TF targets (a large portion of regulatory sequences may lie outside the promoter regions
in higher organisms). In one of the analyses, we applied the binding models learned from
one genome to predict affinities of the orthologous sequences in a related organism. Such
predictions facilitate the analysis of the evolution of TF binding even when ChIP-chip or
ChIP-seq data are available in only one organism.
We developed a novel method, called STAP (Sequence To Affinity Prediction), to an-
alyze large scale TF-DNA binding data. The heart of this method is a thermodynamic
model adapted from earlier theoretical studies [127, 25]. The key novel feature of STAP is
the explicit treatment of cooperative interactions among different TF molecules. Different
from existing thermodynamic models, STAP explicitly expresses the expected number of
TFs bound to a regulatory sequence, and thus it is directly applicable to analyze binding
intensities reflected in whole-genome binding data. In addition, our specially developed
computational techniques based on dynamic programming will enable the model to be effi-
ciently applied to complex sequences and large scale data. Another main feature of STAP
is the utility of genome-wide binding data not only as binary indicators of TF binding
regions, as been done by most existing studies, but also as quantitative measurements of
the binding strengths. Thus, more information from these data will be utilized by this new
method. STAP was applied to analyze the ChIP-seq data of 12 TFs in mouse embryonic
stem cells (ESCs) [30] and the ChIP-chip data of two TFs involved in fruit fly blastoderm
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development [88]. The analysis results demonstrated the effectiveness of the new method
to address issues in combinatorial gene regulation using genome-wide binding data. This
chapter is based on [63].
5.1 Related work
A number of computational methods have been proposed to study the TF binding pro-
files [141, 44] and combinatorial aspect of gene regulation through predictive models [77].
Typically, these methods attempt to extract information from statistical patterns in DNA
sequences, e.g., the occurrence of sequence motifs. Various techniques from statistical learn-
ing, such as Bayesian networks [10], multivariate regression [135, 33, 27], decision trees [77],
regression trees [126], SVM and artificial neural networks [160], were applied to extract
important features from sequences, using either gene expression or ChIP-chip data. How-
ever, these methods do not reflect underlying physical principles. As such, it is not clear
to what extent their assumptions, e.g., additivity of different features, are valid. Addi-
tionally, important sequence features, such as interactions among adjacent binding sites,
are often not represented in these approaches. Quantitative methods that are not based
on predictive modeling are also available for analyzing ChIP-chip or ChIP-seq data for the
purpose of identifying binding sites in the data [147, 75] or patterns of co-occurrence of mo-
tifs [135, 159]. These methods serve somewhat different goals and do not offer the benefits
of predictive models. Interested readers are referred to recent reviews [8, 42].
By directly modeling the underlying processes, a biophysics-based approach can over-
come many limitations of the statistical methods mentioned above. Shea and Ackers [127]
and Buchler et al. [25] pioneered the use of thermodynamic principles in the study of
regulatory mechanisms. A number of recent studies applied these principles to model ex-
pression data on promoters/enhancers [74, 162, 125, 50, 161] or TF-DNA binding data
from ChIP-chip experiments [44, 121, 141]. However, these methods have not adequately
addressed the interaction of multiple transcription factors with each other and with DNA.
Also, most of these studies focused on individual regulatory sequences [74, 161, 162] rather
than genome-wide data, while others have taken the route of simulations [161], or studied
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Figure 5.1: STAP model of TF-DNA interaction to compute binding affinity of the factor
A. The two columns: statistical weight and the number of bound A molecules. The arrow
indicates cooperative interaction. qA (qB) - strength of factor A (B) binding to DNA; wAB
- strength of the interaction between A and B.
artificial promoters [50], which are by design far simpler than natural systems. In summary,
no existing work has provided a quantitative framework to analyze genome-wide TF-DNA
binding data based on realistic biophysical modeling, especially of combinatorial interaction
among multiple TFs and their DNA binding sites.
5.2 A biophysical model based method for the analysis of
ChIP-chip or ChIP-seq data
5.2.1 A biophysical model of TF-DNA interaction
Our model is motivated by the observation that TFs are often co-localized to neighboring
regions in the genome in ChIP-chip or ChIP-seq experiments [30, 63]. A possible explanation
for TF co-localization is that DNA-binding of one factor helps recruit another factor to its
binding site, through favorable TF-TF interaction. (Note that the binding sites in this
paper refer to 10-20 bp regions actually occupied by TFs, while other papers may refer to
putatively larger regions identified in ChIP-chip or ChIP-seq experiments - these will be
called TF-bound regions in our terminology). Thus, when co-localized, both factors may
access the DNA with higher affinity than their individual binding sites alone would allow.
We adapted the biophysical model from [25] that incorporates such cooperative binding,
for the purpose of analyzing TF-DNA binding data. Given a transcription factor (called
TFexp), our goal is to predict the binding affinity of TFexp to any sequence. The basic
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assumption is that many putative binding sites, including the sites of TFexp and of other
factors, not just the single best match, may contribute to interaction of this sequence to
the TFexp. Indeed, the importance of weak binding sites and cooperative interactions has
been supported by a number of recent studies [141, 121, 125, 50]. Under this picture:
binding sites of TFexp directly attract TFexp, and the sites of other factors may interact
cooperatively with TFexp, thus indirectly recruiting TFexp. The cooperative interactions
may occur among adjacent binding sites of the same TF (homotypic cooperativity) or of
different TFs (heterotypic cooperativity).
Our formal model follows the work of Buchler et al. [25], which is reviewed in Section 2.2.
The probability of a state depends on interactions of TFs with their binding sites, as well as
TF-TF interactions, as quantified by Equation 2.10. Following earlier work on ChIP-chip
data analysis [44, 121], we assume that the binding affinity of TFexp to this sequence is
proportional to the average number of TFexp molecules occupying their sites, over all states
weighted by their probabilities (Figure 5.1).
Specifically, we first scan the sequence with the position weight matrices of all relevant
TFs (including TFexp and possible cooperative factors) using very low thresholds to identify
putative binding sites [138]. Thus our sequence would contain both strong and weak binding
sites, instead of a single best match site for each factor. This step is not absolute necessary
as each position in theory can bind to any TF. We choose to discard those very weak
sites only for the purpose of speeding up computation. For a binding site Si, its affinity
to its corresponding TF is given by Equation 2.9. Note that in ChIP-chip or ChIP-seq
data, [TF]rel is not observed, so we merge this term with other constant terms and define
R = ν[TF]relK(Smax) as a TF-specific parameter. The weight of any molecular configuration
is given by Equation 2.10. In this equation, sites i and j may bind to the same TF, and
therefore self-cooperativity (the cooperative interactions among binding sites of the same
TF) is accounted for in the model. The interaction may depend on the arrangement of the
binding sites. Our default model of interaction is a simple binary model: the bound factor
at position i, f , and the bound factor at position j, f ′, can interact with constant ωf,f ′ if
the distance of their binding sites is less than dmax. We assume that the binding affinity of
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the whole sequence to TFexp (denoted as index k) is proportional to the expected number
of bound molecules of k, averaging over all states:
Nk =
∑
σ
Nk(σ)P (σ) =
∑
σNk(σ)W (σ)∑
σW (σ)
(5.1)
where Nk(σ) is the number of bound molecules of k in σ (Figure 5.1, the second column).
5.2.2 Computing the binding affinity of a multi-site sequence
Because the number of states is exponential to the number of sites in a sequence, the brute-
force computation of Equation 5.1 is expensive. The computation of the partition function
(the denominator) follows the transfer matrix method in statistical mechanics and is similar
to the dynamic programming algorithms in other related work [142, 65, 125]. We show that
dynamic programming can also be applied to compute the summation in the numerator,
due to the simplicity of the functional form of Nk(σ) (note that summation of some function
defined on σ may not always be solvable by dynamic programming).
In the first step, we compute the denominator in Equation 5.1: Z =
∑
σW (σ). Let
σ[i] be one configuration up to the site i, where i is bound by its cognate TF fi, we
define: Z(i) =
∑
σ[i] W (σ[i]) and Yk(i) =
∑
σ[i] W (σ[i])Nk(σ[i]). We could decompose the
configuration σ[i]: supposing the nearest site to i that is occupied in this configuration is j
(j < i, j = 0 if no site is occupied before i), we have:
W (σ[i]) =W (σ[j])ω(i, j)q(i) (5.2)
We use Z(i) to denote the total statistical weight of all configurations up to i, where the
site i is occupied, i.e., Z(i) =
∑
σ[i] W (σ[i]). Summing over all σ[i] in the above equation
and plugging in the expression of Z(j) lead to the following recurrence:
Z(i) = q(i)

 ∑
j∈Φ(i)
ω(i, j)Z(j) + 1

 (5.3)
where Φ(i) is the set of sites before i that do not overlap with i. In order to compute Z,
we note that the last bound site in any configuration could be 1, 2, · · · , n or no bound site.
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So we have: Z = 1 +
∑n
i=1 Z(i).
Next we compute the numerator Yk =
∑
σ W (σ)Nk(σ). We define the variable Yk(i) =∑
σ[i] W (σ[i])Nk(σ[i]). For any specific configuration σ[i], we have:
W (σ[i])Nk(σ[i]) = [W (σ[j])q(i)ω(i, j)] [Nk(σ[j]) + I(fi, k)] (5.4)
where I(fi, k) is the indicator variable of whether fi is equal to k. Summing over all σ[i]
and plugging in the expressions of Z(j) and Yk(j), we have the following recurrence:
Yk(i) = q(i)


∑
j∈Φ(i)
ω(i, j) [Yk(j) + I(fi, k)Z(j)] + I(fi, k)

 (5.5)
The last bound site could be 1, 2, · · · , n (if no site is bound, no contribution to Yk), so we
have: Yk =
∑n
i=1 Yk(i).
5.2.3 Model fitting procedure
We implemented this model and the fitting procedure in the software, STAP. It can be
used for analyzing both ChIP-chip and ChIP-seq data. It takes as input a set of sequences
and their measured binding intensities to TFexp (also called the primary factor), a set of
TF motifs (including TFexp) and learns TF-binding models that can be used to predict
binding affinity of any new sequence. A TF-binding model consists of two parts: the set of
cooperative factors, and the free parameters, which include Rf for each factor f , and the
interaction parameters between the primary factor and any cooperative factors (including
self-cooperative interactions). We note that when there are more than one cooperative
factor, we do not allow interactions among these factors, as doing so will greatly increase
the number of parameters (quadratic to the number of factors), and we may not be able to
estimate them since we only have binding data for the primary factor.
The STAP model is fit by maximizing the Pearson’s correlation coefficient between the
predicted binding affinities and the overlapping ChIP-seq counts (or ChIP-chip intensities).
At the first step of creating the binding model, we learn the motifs in the input motif
collection that are cooperative to the primary factor. For each of these motifs, we cal-
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culate the Pearson correlation coefficient of the model including this motif as well as the
primary factor. We estimate the statistical significance of this value by comparing with a
null distribution constructed from randomized motifs. Specifically, we choose randomly a
motif from a background motif library (we used JASPAR [24]), which could be different
from the input motif collection, and then randomly shuﬄe the columns of this motif. The
correlation coefficient of the model using this random motif and the primary factor will be
estimated. The null distribution consists of the correlation values from 1000 randomized
motifs. We use p value 0.05 as the threshold for significance judgment. After learning
all significant motifs, we combine them into a single model and estimate the model pa-
rameters. For parameter estimation, we use the combination of the Nelder-Mead simplex
method and the quasi-Newton method (the BFGS algorithm), both provided in the GNU
Scientific Library [115, 125]. We alternate the two optimization methods until the solutions
converge (as defined by the respective criterion of the two methods) or a specified number of
alternations are reached. This approach is not guaranteed to find the global optimum, but
we find through simulation that it usually produces reasonable solutions, while the global
optimization method we tested, Simulated Annealing, is too slow for our purpose.
When running STAP on a TF dataset from ChIP-chip or ChIP-seq experiments, we
generally need to use only a subset of data for training the binding model, while the rest
can be used as testing data. In our experiments with both stem cell ChIP-seq data and
Drosophila ChIP-chip data (see below), we first identify the peak positions of the strongest
bound regions (provided in both cases from our data sources) and extract the surrounding
sequences, defined as 250 bp upstream/downstream of the peaks. Since these sequences only
represent regions bound by TFs, we also add an equal number of sequences that do not
show significant binding, chosen randomly from the genome. The binding affinities of these
negative sequences are not always available, so we use some value below the lowest binding
affinity among all bound sequences, as the substitute of measurements. In our experiments,
the size of the training data is 1000 sequences (500 for both positive and negative sets).
Our construction of testing data is similar: we choose the next 500 bound sequences and
500 random unbound sequences.
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The STAP model is designed for analyzing ChIP data from a single TF; a variation of
STAP is developed for simultaneously analyze ChIP data from several TFs. This procedure
is used to study the effect of binding site arrangements on cooperative interactions. Suppose
we want to study the interaction of the factors A and B. We estimate a single set of
parameters: RA,RB and the relevant interaction parameters (depends on how we model their
interaction) from the binding data of both factors. The objective function is the average
correlation coefficients between predictions and observations in the two sets of sequences.
Also we vary the interaction parameters to observe their effects on the predictability of
the model, instead of estimating single optimal values. We note that such procedure is not
applicable to fitting a “global” model of a large number of TFs (e.g. all 12 TFs in the mouse
ESC dataset). In that case, the number of possible interactions is probably too large (66
in the ESC case) to be reliably estimated. Our software, however, does support estimating
the global model when the number of factors is small (less than four, for instance).
5.3 Application of STAP to ChIP-seq data of mouse
embryonic stem cells
5.3.1 A novel characterization of Nanog binding specificity
We studied ChIP-seq data on 12 TFs active in embryonic stems cells [30]: cMyc, CTCF,
E2f1, Esrrb, Klf4, Nanog, nMyc, Oct4, Sox2, STAT3, Tcfcp2l1 and Zfx. At the first step, we
identified the motifs of the 12 TFs. For each factor, we ran the MEME program [6] on the
top 100 regions (ranked by tag counts) detected in the ChIP-seq experiments. These motifs
are by and large similar to those reported in the original ChIP-seq paper [30]. However, we
noted that the motifs of Oct4, Sox2 and Nanog, learned by [30] were remarkably similar to
each other. We hypothesized that this similarity was due to co-localization of the factors,
which resulted in similar collections of genomic regions being used for enrichment-based
motif finding. To test this hypotheses, we used sequences bound exclusively by each of
these three factors and performed MEME analysis again (NestedMICA [40] and Gibbs
sampler [143] gave similar results). The resulting Oct4 and Sox2 motifs are similar to the
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Figure 5.2: Comparison of three Nanog motifs. (A) Nanog1: learned by STAP; Nanog2:
from [106]; Nanog3: from [90]. (B) Performance of models using three different motifs.
corresponding parts of the previously identified Oct4-Sox2 joint motif, while the Nanog motif
is different (Figure 5.2A, Nanog1). We also note that several other DNA binding profiles
of Nanog were reported from previous studies [30, 106, 90], but they do not resemble each
other. Inspired by the importance of Nanog as an essential regulator in ESC proliferation
and self-renewal [106], we set out to characterize the binding specificity of Nanog using a
combination of computational and experimental approaches.
Even though STAP was not designed for de novo motif finding, it is applicable to
compare multiple motifs of the same factor. By setting these motifs as alternative inputs
and comparing the model fit to genome-wide binding data, the best motif can be recognized.
We applied this strategy to the new Nanog motif as well as two previously published ones
(Nanog2 [106] and Nanog3 [90], Figure 5.2A) to test if the new motif better explains the
ChIP-seq data. The new Nanog motif resulted in a much higher correlation than the
other two in the sequences bound only by Nanog, but not Oct4 and Sox2 (Figure 5.2B,
Nanog-only), providing initial support to the novel Nanog motif. In a second test, we
utilized STAP’s capability of analyzing cases where multiple factors are bound. As discussed
before, the enrichment of Oct4 and Sox2 binding sites in the Nanog-bound sequences tend
to confuse the motif discovery tools. This obstacle was resolved by setting Oct4 and Sox2 as
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Table 5.1: Importance of cooperative interactions. Non-cooperative (non-coop.) model:
only the motif of the primary factor; Cooperative (coop.) model: allow cooperative inter-
actions. Significance of a cooperative factor is determined through comparison with a large
number of randomized motifs.
Factor Non-coop. Coop. Improvement Significant Coop. Factor (p-value)
cMyc 0.57 0.82 44% E2f1(0.004), Klf4(0.04), Zfx(0.033)
CTCF 0.75 0.81 7%
E2f1 0.50 0.66 31% Nanog(0.048)
Esrrb 0.62 0.78 26% Zfx(0.003)
Klf4 0.58 0.74 28% CTCF(0)
Nanog 0.24 0.50 107% Sox2(0), Klf4(0.012), Zfx(0.05)
nMyc 0.67 0.83 23% E2f1(0.005)
Oct4 0.45 0.56 22% E2f1(0.029), Klf4(0.032), Zfx(0.017)
Sox2 0.50 0.62 24% Klf4(0.014), Oct4(0.039), Zfx(0.045)
STAT3 0.52 0.65 24% Klf4(0.004), E2f1(0.049), Zfx(0.039)
Tcfcp2l1 0.74 0.76 3% Esrrb(0.121)
Zfx 0.70 0.71 1%
cooperative factors, and varying the candidate primary motif. In this way, the difference of
results was attributed to the different Nanog motifs, with the effects of Oct4 and Sox2 sites
automatically disentangled. Again, the new Nanog motif provided a significantly better fit
to the ChIP-seq counts of the Nanog bound sequences than the other motifs (Figure 5.2B,
Nanog-500). In addition, the fitting of observations with the new Nanog motif is highly
significant under a test using randomized motifs.
5.3.2 Cooperativity among TFs is frequently associated with DNA
binding
We next identified cooperative interactions among TFs for DNA binding. For each ChIP-
seq experiment, we created training and testing data sets, each consisting of 500 bound
and 500 randomly chosen unbound sequences. STAP was applied to learn the significant
cooperative factors (among all eleven possible candidates) for each experiment in the train-
ing data, following the procedure described above (Table 5.1). This analysis reproduced
some known (functional or physical) interactions, including Sox2-Oct4 [22] and cMyc-E2f1
[102]. In addition, the pairs Nanog-Esrrb and Oct4-Esrrb, which were reported to interact
in ESCs [150, 148], exhibited small p values (0.06 and 0.08 respectively). The results also
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suggested that Klf4 may cooperate with a number of other factors, i.e., Oct4, Sox2, Nanog
and STAT3. Klf4 facilitates self-renewal of ESCs and promotes the efficiency of inducing
pluripotency [76], through mechanisms that are not completely clear. The predicted co-
operative interactions between Klf4 and other key TFs may underlie the function of Klf4.
Using the independent testing data, we were able to confirm most of predicted interactions.
All cooperative pairs, except CTCF as a co-factor of Klf4, improved the basic models where
only the primary factor was used, in the testing data, suggesting that the results were
not due to model overfitting. These results seem to suggest that even though eleven motifs
were tested simultaneously at each experiment, the significance threshold (p value = 0.05) is
stringent in practice. We therefore chose not to further correct multiple hypothesis testing.
After training a single binding model for each factor using all its significant cooperative
factors, we compared the effectiveness of this cooperative model with the “non-cooperative
model” where no cooperative interaction (not even self-cooperativity) is allowed, in the
independent testing data. For most factors, incorporating TF interactions substantially
improved the predictive ability of the models (Table 5.1). These results were consistent
with our initial intuition that incorporating TF-TF interactions may improve the predictive
model, and hence we recommend the final trained model for predictive purposes (to classify
a new sequence as being bound to the TF or not). Interestingly, for CTCF and to a small
extent Zfx, the cooperative model outperformed the non-cooperative one, even though no
significant cooperative factor was found, suggesting that self-cooperativity may play a role
in these factors.
To explore other interacting factors that did not have genome-wide binding data, we
repeated the above analysis using motifs from the JASPAR database [24], in addition to
the motifs in this dataset. We found several cooperative pairs involving factors not in the
original TF list in ChIP-seq experiments, including for example, Elk1-Klf4, SP1-Nanog, Zfx-
TFAP2A and GABPA-Oct4. The most interesting pair seems to be GABPA-Oct4. GABPA
expression is known to be induced in undifferentiated ES cells and its expression decreases
during differentiation [55]. Moreover, GABPA has been shown to regulate the expression of
Oct4 in mouse ESCs [84]. Thus, it would be interesting to test experimentally how GABPA
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Figure 5.3: ROC curves comparing three methods for classification of Oct4 target sequences
in the ChIP-seq data
is related to the function of Oct4. This is an example where our method can be utilized
to automatically discover biologically plausible hypothesis from existing resources of DNA
binding and motif data.
5.3.3 STAP improves prediction of TF targets over existing methods
An intended application of STAP is to use the learned binding model to predict affinities
of unseen sequences to a set of TFs. An initial support to this application came from
the results above showing incorporating cooperative interactions were more predictive than
simple models without interactions (Table 5.1). We then compared STAP with the existing
methods that are also capable of predicting TF target sequences. Two popular programs
were chosen for this purpose, Cluster-Buster [47] and Stubb [133]. Both programs take a set
of TF motifs as input, and predict if some binding site clusters appear in a test sequence. To
use these programs to predict the targets of some TF, it was necessary to obtain the relevant
motifs (in addition to the motif of this TF). Neither program provides such capabilities, and
therefore we used another program Clover for this purpose [45]. In summary, the executed
procedure of applying these two programs was: first learn all overrepresented motifs using
Clover from TF-bound sequences in the training data, and then classify all sequences in
the test data using Cluster-Buster or Stubb (the same training and testing data as used
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in the previous section). We evaluated the classification performance with the standard
ROC curves, which quantifies the tradeoff of specificity and sensitivity as the classification
threshold varies.
Clover identified a number of overrepresented motifs from the collection of 12 motifs of
the 12 assayed TFs. These results were similar to STAP’s predictions in some aspects: both
predicted few interacting factors for CTCF, E2f1 and Esrrb, and some pairs were predicted
by both including Nanog-Sox2 and Tcfcp2l1-Esrrb. But Clover and STAP generated quite
different results on other factors. We noticed that Clover results were largely parallel to
the co-localization results in [30], with Oct4, Sox2, Nanog and Esrrb forming a cluster
of mutually interacting factors. Clover effectively identified motifs whose presence in the
training sequences could not be explained by chance alone, regardless of whether these motifs
actually facilitate binding of the primary factor. We comment on these different ways of
defining “interacting” factors in Discussion. For now, this motif set was simply applied to
predict TF targets by Cluster-Buster and Stubb. In almost all cases, STAP better classified
the sequences in the testing data than the other two programs (see Figure 5.3 for the Oct4
result, others not shown here).
5.3.4 Exploring the effect of binding site arrangement
How binding sites are arranged in a regulatory sequence is an important, but poorly under-
stood aspect of combinatorial gene regulation. Our biophysical model includes a component
that describes how the strength of interaction between bound TF molecules depends on the
arrangement (distance and relative orientation) of their respective binding sites. By vary-
ing this component, we tested if the data supports a particular mode of TF interaction
over others. In each of the three models we studied, we assume a maximum distance dmax
between the two bound factors, beyond which there is no interaction. Under the “Binary”
model, which is also our default model used in the analysis reported above, the strength
of interaction is constant within the range of 0 to dmax. Under the “Linear” model, the
interaction is stronger when the two cooperative sites are closer. For both Binary and Lin-
ear models, there may be an orientation bias: the interaction of two factors may depend
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Figure 5.4: The effect of binding site arrangement on TF interactions. (A,B) Binary model
of interaction. (C,D) Periodic model of interaction. Only two values of periodicity are
shown.
on the relative orientation of the two binding sites. The extent to which one orientation is
favored is encoded by a bias parameter. Finally, under the “Periodic” model, the strength
of interaction is a periodic function of the distance. This periodicity has been reported in
a few cases before and often corresponds to the helical period of DNA molecules [122, 100].
Because the analysis here is focused on likely subtle details of binding site arrangements,
we decided to work on the TF pairs with the strongest evidence of cooperative interactions.
We chose the most significant cooperative factor, as defined by p values, for each primary TF
(removing those not showing large improvements in the testing data). Further combining
these significant pairs with prior knowledge of interacting TFs in ESCs led to five TF pairs:
cMyc-E2F1, Nanog-Esrrb, Oct4-Zfx, Sox2-Oct4 and STAT3-Klf4. The overall patterns from
the five pairs were very similar. Shown here are the results of Sox2-Oct4 and Nanog-Esrrb,
both interactions suggested before by experimental work [30, 150], and the rest are not
presented here.
The first studied was the Binary model of cooperative interaction. We varied the dmax
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parameter and for each value of dmax, we optimized the orientation bias parameter and
compared this optimized model with the one without bias. Small orientation bias was found
in the cases of Nanog-Esrrb, Sox2-Oct4 and cMyc-E2f1, where the free energy that penalizes
one orientation is about 20% of the interaction free energy, and no such bias was detected for
STAT3-Klf4 and Oct4-Zfx. What is more revealing is that the performance of the models
which optimized the bias parameter was close to the one without bias (Figure 5.4A,B).
The differences in terms of correlation coefficients are less than 1% in most cases (except
Nanog-Esrrb, which reaches about 2%). In contrast, the parameter dmax plays a much
larger role (Figure 5.4A,B). More tested TF interactions occur in the range of 150-200 bp.
Next, we observed that the Linear model did not improve the predictability (the Linear
model actually does better only in the case of Oct4-Zfx, but the improvement is less than
1%), suggesting that interaction between two factors does not decrease significantly with
distance. Finally, for the Periodic model, we varied the periodicity from 10.0 to 12.0 bp
(corresponding roughly to the range of DNA helix), and for each of these values, we also
varied the amplitude parameter, which is a measure of the strength of periodicity. Similar
to the results from the Linear model, we found that this more complex model is no better
than the simpler Binary model. In fact, the performance of the Periodic model always
decreases when the amplitude parameter is increased under all values of periodicity we
tested, suggesting that the interactions are not periodic for these pairs (Figure 5.4C,D). All
these results: the lack of clear orientation bias, tolerance to distance change and the lack
of periodicity together seem to indicate that binding site interactions do not follow strict
rules, at least in these tested cases.
5.4 Application to Drosophila ChIP-chip data of
segmentation factors
This section presents the results on testing STAP for its capability of making cross-species
extrapolations. We constructed binding models of the TFs regulating pattern formation in
the early embryonic development of D. melanogaster (Mel) and applied them to the genome
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Table 5.2: Conservation of Bcd and Kr binding of different groups of sequences. Shown are
the fraction of conserved sequences (in parenthesis, the number of conserved and the total
number of sequences). Random: random unbound sequences; Enhancers: known enhancers;
Bound: all bound sequences; Bound and expressed: all bound sequences adjacent to some
transcribed genes.
Sequences Bcd Kr
Random 0.13 (32/250) 0.22 (54/250)
Enhancers 0.83 (29/35) 0.48 (16/33)
Bound (1% FDR) 0.45 (310/692) 0.34 (685/2001)
Bound (1% FDR) and expressed 0.43 (141/331) 0.33 (205/621)
of D. pseudoobscura (Pse). While the original paper reported the ChIP-chip data of six
TFs, we focused on two of the most well characterized, Bcd and Kr, as the other factors
did not have sufficient amount of data or reliable binding profiles [112, 82]. We trained the
binding models of Bcd and Kr in 1000 Mel sequences, half from bound sequences at 1%
FDR level, and the other half from random unbound sequences. These models were then
applied to the Pse orthologs of all bound sequences (at 25% FDR level) and 250 random
unbound sequences. A sequence was considered conserved if the predicted binding affinity
of its ortholog was above certain threshold (learned from the training data in Mel).
STAP successfully predicted binding affinities of orthologous sequences in the Pse genome.
We assumed that the majority of the random unbound sequences should remain unbound
in Pse. Since STAP predicted that 13% (for Bcd) and 22% (for Kr) of these random se-
quences have high binding affinities (Table 5.2), the specificities of STAP predictions were
no smaller than 87% and 78%, respectively. Based on the observation that many known
enhancers are also functional in Pse [125, 93, 31], we estimated the model sensitivities at
83% and 48%, respectively, corresponding to the fractions of known enhancers that have
conserved orthologs in Pse (Table 5.2). We note that some enhancers do not have orthol-
ogous sequences in Pse (from UCSC alignment), thus the classification of these enhancers
as having non-conserved affinity is not a fault of our prediction method. If adjusting for
these cases, the model sensitivities would become 91% (Bcd) and 62% (Kr). Overall, STAP
achieved medium to high sensitivities for predicting Bcd and Kr targets in the Pse genome
with low false positive rates.
Interestingly, STAP predicted that the binding affinities of a large fraction of TF-bound
58
sequences are not conserved. Among all bound regions at 1% FDR level, only 45% (Bcd)
and 34% (Kr) were predicted to have conserved affinities in Pse (Table 5.2), and the fraction
of conservation for bound sequences at 25% FDR was even lower. Such a low level of conser-
vation could be attributed to errors in model prediction, where some conserved sequences
might be missed by STAP predictions. However, this alone cannot account for the low
conservation level we observed, as the numbers of sequences with low affinities in Pse (692
- 310 = 382 for Bcd and 2001 - 685 = 1316 for Kr, Table 5.2) are too large to be explained
by misclassification of high affinity sequences (p < 10−15 for both factors assuming the
misclassification rates at 0.13 for Bcd and 0.22 for Kr, Binomial test). Correcting for false
positives and false negatives, we estimated the fraction of bound sequences with conserved
affinities by multiplying the observed fraction with (1 - false positive rate), to account for
false positives, and by dividing the result by sensitivity, to account for false negatives. This
led to the estimates that 46% of Bcd targets and 55% of Kr targets remain bound by their
respective factors in the Pse genome. Interestingly, even if we limit to sequences not only
bound by TFs in the ChIP-chip experiments, but also adjacent to some gene transcribed
in blastoderm, the fractions of sequences with conserved affinities are virtually unchanged
(compare the last two rows in Table 5.2). These results suggest a high level of turnover
of TF-binding across Mel and Pse genomes. While similar observations have been made
before in other organisms [21, 151], what is striking here is that even the strongest bound
sequences whose nearest genes are transcribed (a sign of regulatory functions) display low
levels of affinity conservation across species.
While there may be alternative interpretations of the lack of conservation (see Discus-
sion), one simple hypothesis would be that TF binding, and even with the transcription of
adjacent genes, is not sufficient to establish functionality. We reasoned that if this is true,
we might be able to filter the non-functional sequences from all bound ones by testing the
binding affinities of the orthologous sequences, an idea successfully applied in yeast studies
[151]. We classified the bound sequences in Mel (at 1% FDR, with the extra requirement
of being adjacent to some expressed gene) into two categories: those with high predicted
affinities in Pse (Conserved group) and those with low affinities (Non-conserved group).
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Figure 5.5: Functional characterization of sequences bound by Bcd and Kr (1% FDR)
in D. melanogaster. The sequences are divided into the Conserved and Non-conserved
groups, depending on whether the orthologous sequences also have high affinities. The
GO annotations of the nearest genes of sequences in each group are analyzed (only top 50
sequences).
We extracted the adjacent genes of these two groups of sequences to analyze the putative
functions of these sequences (we limit to the top 50 sequences in each group as the total
number of genes in each group is large). We found that the sequences in the conserved
group are much more likely to be associated with genes in the relevant functional classes,
such as “developmental processes” (Figure 5.5). These results suggest that by using the
predicted affinities of orthologous sequences as a filter, one can enrich the functional se-
quences in the results from genome-wide binding experiments. This approach of improving
function sequence prediction from conservation is different from the more common approach
of using nucleotide-level conservation, which is sensitive to alignment between orthologous
sequences.
5.5 Discussion
In this work, we adapted the theoretical models pioneered by Shea-Ackers [127] and for-
mulated by Buchler et al. [25] to the analysis of large-scale TF binding data. Different
from these previous works, we explicitly expressed the expected number of TFs bound by a
given regulatory sequence, and thus derived a variation of the Shea-Ackers model suitable
for analysis of genome-wide binding data. We developed a dynamic programming algo-
rithm that efficiently computes the binding affinity of any sequence. We provided software,
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STAP, to automatically learn the best models from the binding data. Through extensive
evaluations, we demonstrated that this is an effective computational framework to extract
information from and extrapolate over TF-DNA binding data.
STAP was applied to several important analysis tasks, including comparison of TF bind-
ing profiles, identification of TF interactions, studying the effect of binding site arrangement
(regulatory grammar) and prediction of TF target sequences. These tasks are commonly
encountered in analysis of genome-wide data, and we believe STAP offers key benefits over
existing methods. First, STAP was applied to compare several putative Nanog motifs. Such
functionality can be useful, for example, when one needs to compare outputs from multiple
motif-finding programs or from different experiments. Furthermore, when multiple factors
access the same target regions, STAP is able to disentangle the effects of confounding fac-
tors. This was demonstrated in the analysis of Nanog-bound sequences, which are often
bound by Oct4 and Sox2 as well. Second, we took advantage of the new method to predict
TF-TF interactions. Similar analyses were done previously by first predicting the binding
sites of the pair of motifs, and then analyzing the co-occurrence pattern of two types of
sites [135, 159]. Co-occurrence based analysis does not utilize the measured TF-binding
intensities, sacrificing a significant amount of available information. Co-occurrence based
analysis also requires the explicit annotation of binding sites, a task known for its inaccu-
racy. Weak binding sites were shown to contribute significantly to TF binding [121, 125],
making a binary demarcation of sites and non-sites more problematic. Thirdly, STAP was
applied to test different regulatory rules for binding site arrangement. This task has been
gaining attention from the community [5, 23], but a computational tool for addressing this
challenge has been missing so far. Finally, we demonstrated that STAP is able to make
more accurate predictions of TF targets in new sequences than other state-of-the-art pro-
grams. This capability enables the study of the evolution of TF binding across species
despite that the binding data are often available in only one species. We also found that
limiting to sequences with conserved affinities would improve the identification of functional
TF targets.
Combinatorial gene regulation by definition involves the relationship among different
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Figure 5.6: Co-localization, co-binding and cooperative interactions between two TFs. (A)
Co-localization without co-binding. (B) Co-binding without cooperative interaction. (C)
Cooperative binding of the molecules of A and B.
transcription factors. However, how such relationships should be defined and inferred is not
clear in practice. We believe it is important to distinguish among three types of relationship
between a pair of transcription factors (Figure 5.6): (A) co-localization of two factors as
revealed by ChIP experiments; (B) direct binding of two factors to the neighboring DNA
sites (co-binding) and (C) cooperative interaction of two factors bound in the neighborhood.
Note that these three classes correspond to progressively more specific relationships. Co-
localization of two TFs in a ChIP experiment may be due to co-binding, or due to one of the
TFs being bound to DNA and recruiting the other TF (without the latter directly binding
to DNA). Similarly, when two factors bind to adjacent sites on DNA (co-binding), they may
not actually interact with each other, i.e. no cooperative interactions. The different results
we obtained from our co-localization analysis, from motif enrichment test using Clover and
from our identification of cooperative factors may partly come from these distinctions. This
picture of a hierarchy in the relationships of TFs (in the context of DNA binding) suggests
that it is important to interpret the results in a way that is appropriate for the type of
analysis performed.
We assumed that cooperative interactions are due to protein-protein interactions, but
this may not always be true. For example, the factor B may stimulate DNA-binding of
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the factor A through chromatin modification that makes DNA more accessible. This point
has also been commented before [65]. It is difficult to distinguish different mechanisms of
cooperative interactions when only DNA binding data is available. This is important for
interpreting the results, as the predictions may not be confirmable through protein-protein
interaction assays. In addition, this suggests that the cooperative interactions, as defined
by stimulated effects of DNA binding on another factor, may not be symmetric. In the
example we cited above, the factor A itself may not modify chromatin structure, thus has
no effect on DNA binding affinity of the factor B.
We studied the effect of binding site orientation and relative distance on the cooperative
TF interactions. Because the effect is likely to be subtle, we focused on the TF pairs with the
strongest signals in the data. We did not found evidence supporting rigid rules, such as the
periodicity of distance (in the range of period tested). This may suggest that the interactions
occur indirectly, rather through physical protein-protein interactions, such as the well known
case of lambda repressor [67]. If a TF modifies the chromatin structure through chemical
modifications of histones or remodeling of nucleosomes, the effect of this TF on other TFs
will be less specific (as it could affect all binding sites in the neighborhood) and less likely
to follow strict rules. We recognize there are several limitations in our methodology: only
several forms of cooperative functions were tested while the actual function may be much
more complex; and in the thermodynamic model, only immediately adjacent binding sites
may interact with each other, an assumption taken for the ease of computation without
much theoretical justification. These limitations coupled with the fact that only five TF
pairs were tested in a single dataset limit our ability to extrapolate any general regulatory
rules. Still, the STAP method is relatively sensitive, as demonstrated by the large effect of
dmax and the amplitude parameters we observed (Figure 5.4), and represents one concrete
step towards an important but difficult problem.
STAP can be applied to learn TF binding models in one species and extrapolate to
another species. This enabled the study of the evolution of sequences in terms of their
interaction with TFs. That TF-binding of DNA sequences may not be constrained evolu-
tionarily has been reported in yeasts and mammals [21, 19]. In Drosophila, it was reported
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that important TFBSs are subject to turnover across related species [94, 35, 109, 82]. The
analysis based on the conservation of individual binding sites, however, does not address
the question whether a promoter or enhancer, which typically have multiple binding sites,
would have conserved functionality or not, as the gains and losses of binding sites in the
neighborhood may compensate each other so that the overall affinity remains largely un-
changed [93, 109, 73]. By predicting binding affinities directly in the Pse genome, without
relying on sequence alignment and tracing the fate of individual sites, we showed that even
the overall affinities are largely un-conserved. The fact that this also applies to sequences
adjacent to transcribed genes adds another interesting dimension to the findings. One pos-
sible explanation is that these “biochemically active” sequences provide no evolutionary
advantages, but merely serve as sequence “warehouse” for future functional elements [19].
Another possibility is that many of these sequences are functional, lineage-specific elements
that evolve from adaptation to specific environment of D. melanogaster [2].
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Chapter 6
Predicting Expression Pattern
from Sequences Using Statistical
Thermodynamic Models
As discussed in Chapter 1, our goal is to develop a method that quantitatively predicts the
expression pattern of a sequence, from the input TF expression profiles. Our work is based
on the foundations laid by Shea & Ackers and formalized by Buchler et al. [25, 127]. We
1. Use statistical thermodynamics to compute the relative probability of every molecular
configuration involving binding sites, transcription factors and the basal transcrip-
tional machinery (BTM);
2. Model gene expression as being proportional to the so-called “fractional occupancy”
of the promoter by the BTM, i.e., the total probability of all configurations where the
BTM is bound to the promoter.
The model captures sequence-specific TF binding (using the TF’s position weight matrix or
PWM), competition between TFs for overlapping binding sites and cooperative interactions
between TFs bound at nearby sites. We incorporate additional mechanistic aspects in the
model that were not present in the Shea & Ackers model, but are believed to be relevant
to metazoan developmental regulation:
1. Repression mechanisms: (a) We model the repressive action of a TF through direct
interactions with the BTM (with a destabilizing effect), as was adopted in recent work
by Gertz et al. [50]. (b) In an alternative approach, we model repressor action through
a “quenching” mechanism where a bound repressor molecule shuts off activator bind-
ing within a limited distance, e.g., 100 bp, around itself. This short-range action of
repressors is known to be a key feature in the regulation of Drosophila segmentation
genes and has been substantiated by several experimental studies [52, 86].
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2. Activation mechanism: Activation is modeled through direct interactions of bound
activators with the BTM. We allow multiple activator molecules to simultaneously
interact with the BTM, setting up the possibility of a kind of “synergistic” activation
where the activation effect of two binding sites is greater than the sum of each [140],
even in the absence of DNA-binding cooperativity. How the effects of multiple acti-
vators are combined is a key aspect of transcriptional activation [149], as suggested
for example by developmental CRMs that often contain multiple activator sites.
Note on computational complexity : Implementing our model involves summing the relative
probabilities of all possible molecular configurations. Since strong as well as weak binding
sites may be crucial for the readout of a CRM [50, 141], and since a typical CRM harbors
generous numbers of such sites [89], there are an enormous number of possible configurations,
leading to a severe computational challenge. We meet this challenge by devising dynamic
programming formulations of all of our model calculations. This is an important and novel
contribution of our work.
6.1 Summary of biological findings
Following Segal et al. [125], we examined how well our model agrees with existing data
on transcriptional gene regulation during Drosophila embryonic development (anterior-
posterior axis specification). This involved training our model on 37 experimentally char-
acterized CRMs and 6 transcription factors. (None of the other models discussed above,
except [125], have been tested on a data set of this scale.) The overall predictive ability
of our model, as estimated by cross-validation, was high, and qualitatively comparable to
that of the Segal model, despite the fact that the latter uses a much larger number of free
parameters.
We investigated various mechanistic aspects of transcriptional regulation by varying
specific components or parameters of our models, and examining the effect on correlation
between data and prediction. First, we studied mechanistic details of transcriptional acti-
vation: simultaneous interaction of multiple activator molecules with the BTM, and coop-
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erative DNA-binding by multiple activators (one activator helps DNA- binding of another)
[53, 117]. Both mechanisms can contribute to synergism of activator sites, but not only are
they different biochemically, they respond differently to the change of TF concentrations
[149]. Despite a number of experimental studies [98, 124], the relative importance of each is
unclear. By controlling the parameters of our activation model, we were able to show that
the synergistic effect of simultaneous contact of activators with the BTM is significant be-
yond what can be explained from mutual interactions between activators. This finding is a
novel contribution of our work. Next, we studied mechanisms of transcriptional repression.
Our results demonstrate that the competitive binding of repressors at activator binding
sites is an insufficient mechanism of repression [66]. Rather, our results are consistent with
short-range repression, where a bound repressor stops binding of activators in its neighbor-
hood [52]. To our knowledge, this is the first time this has been shown on a data set of this
scale. We also studied the importance of cooperative DNA-binding (of both activators and
repressors) in this system. Our results provide evidence of cooperative effects of some, but
not all, TFs, somewhat contrary to earlier reports [125].
Our model examines putative binding sites purely based on their sequences. However,
it is believed that not all sites with the same quality of match to the TF’s motif have reg-
ulatory function [60]. Evolutionary conservation is widely believed to aid the identification
of functional binding sites, but recent findings also indicate this approach to have limita-
tions, as functional sequences may not always be conserved [19, 35, 109]. We examined this
controversy in the context of our model and data. We restricted the model to consider only
those putative sites that are largely (but not necessarily fully) conserved across multiple
Drosophila genomes, and found the quality of fit to improve significantly. Interestingly,
the correlation deteriorated when we insisted upon complete conservation of a binding site
across all genomes compared, suggesting that lineage – specific losses affect functional sites
to a noticeable extent. This analysis reveals that function and conservation of binding sites
are not always coupled, and showcases a novel synthesis of in silico functional assessment
of binding sites and studies of their evolutionary tendencies.
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Table 6.1: Thermodynamics-based models and their properties. *: whether the input
sequence is allowed to have an arbitrary number of binding sites with variable affinities.
Statistical thermo-
dynamic modeling
Variable
site
affinity*
Cooperative
DNA-
binding
Synergy
from
multiple
activators
Short
range
repres-
sion
Shea & Ackers
[50, 127]
Y N Y Y N
Reinitz [120] Partial/approximate Y N Y Y
Zinzen [161] Y N Y N Y
Segal [125] Partial/approximate Y Y N N
This paper Y Y Y Y Y
6.2 Related work
Our method is based on the Shea & Ackers model, but incorporates new features that were
not needed in that model’s application to a prokaryotic system [25, 127]. The approach of
Reinitz and colleagues exploits physical-chemical principles, and includes important mech-
anistic aspects such as short range repression through quenching [74, 120]. The Reinitz
model (also implemented in [9]) however, makes certain phenomenological approximations.
It models synergism of activation through use of the “Hill function” [114], a mathemati-
cally convenient but “mechanistically obscure” formalism [149]. It differs from our model
also in that it does not enumerate the molecular configurations and possible cooperative
interactions between TFs are also missing in the model. Segal et al. presented a model
based on enumeration of all configurations (of bound and unbound TFs) and their relative
probabilities [125]. A key component of this model is a logistic function that specifies the
transcriptional output of a configuration (i.e., how strongly it activates transcription), in
terms of numbers of bound TF molecules. The main drawback of this approach is that
it does not explicitly follow statistical thermodynamics theory and is missing important
mechanistic aspects such as synergistic activation and short range repression. The logis-
tic function approximation also makes the computational task intractable. (The authors
adopted sampling methods to deal with this issue, thereby sacrificing exactness of the model
computation.) Other models make various simplifying assumptions, e.g., binding of a single
activator is strong enough to activate transcription [161], and are often limited in their
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generality, e.g., only sequences with a small number of binding sites are considered [50], or
all sites are assumed to have identical binding affinities [161]. See Table 6.1 for a summary
of the strengths and weaknesses of the models discussed above.
6.3 Computational methods of transcriptional regulation
based on thermodynamic models
The framework of Buchler et al. [25] (described also in Figure 6.1A and B), designed for
prokaryotic systems, assumed repressors to work by competition with RNA Polymerase. It
also neglected the issue of combining the effect of multiple bound activators, in formulating
Q(σ). Here, we introduce two models incorporating activator and repressor action that are
applicable to metazoan systems.
6.3.1 A model based on direct interactions between TFs and BTM
We assume that each TF is either an activator or repressor. A bound activator A interacts
(protein-protein interaction) with the bound BTM with statistical weight αA > 1, while a
repressor R interacts with weight αR < 1 (Figure 6.1C). Q(σ) is the product of the α terms
corresponding to each bound TF in the configuration. This corresponds to the intuition
that a bound activator makes the configuration more energetically favorable (thus, a greater
weight) while a bound repressor makes it less favorable. We also assume that each bound
TF interacts independently with the BTM, with energy contributions that add up, which
also means that the statistical weights are multiplicative. We will call this the “DirectInt”
(direct interaction) model. We note that Gertz et al. made the same assumptions [50],
but, unlike their method, we provide a general computational approach so that the model
is applicable to arbitrary sequences.
To compute the expression of the sequence, E, we apply Equation 2.11, thus what we
need to compute are ZOFF and ZON . Let ZOFF (i) denote the total statistical weight of
all configurations up to the site i, with site i being occupied. We obtain the following
recurrence, by summing over the position of the occupied site j nearest to site i :
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ZOFF (i) = q(i)

 ∑
j∈Φ(i)
ω(i, j)ZOFF (j) + 1

 (6.1)
where q(i) is the statistical weight of the site i, as defined in Equation 2.9, ω(i, j) is the
interaction between the occupied sites i and j, and Φ(i) is the set of sites before i that do not
overlap with i. This recurrence equation is similar to that in [65, 125, 142]. The constant
term, +1, corresponds to the case where no site before i is occupied. Under this model,
Q(σ) is the product of the transcriptional effects (α terms) of all occupied TF molecules in
σ. Let f(i) be the factor bound at the site i, and αf(i) be the transcriptional effect of f(i),
then we have a similar recurrence for ZON :
ZON (i) = q(i)αf(i)

 ∑
j∈Φ(i)
ω(i, j)ZON (j) + 1

 (6.2)
6.3.2 A model incorporating short-range repression and synergistic
activation
In the DirectInt model above, repressor action is independent of the location of binding sites
for activators. However, experimental work has shown that certain repressors (including
the three in our system) act on activators only if they are bound within a “short range”,
e.g., less than 100 bp, of the activator binding site [52]. Such short range repression (SRR),
also called “quenching” in literature [52], may work by repressors inhibiting DNA-binding of
activators [79]. We model SRR by assuming that a bound repressor will create a new possible
configuration, one where DNA in its neighborhood (defined by a range parameter dR) is
inaccessible to binding by any other TF, for example by localized chromatin modification
(Figure 6.1E). The statistical weightW (σ) of such a configuration is obtained by multiplying
the contributions from TF-DNA interaction (Equation 2.10) by a constant βR that may be
interpreted as the equilibrium constant of the reaction that changes the chromatin state from
accessible to inaccessible. A configuration where the neighboring chromatin is inaccessible
(Figure 6.1E, bottom) competes with the configurations where the chromatin is accessible
to activators (Figure 6.1E, top), thus effectively reducing the occupancy of activators. βR
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Figure 6.1: Thermodynamic model of transcriptional regulation. A for activators (green).
R for repressors (red). (A) All configurations of a sequence, with weights on the right.
(B) Cooperative TF-TF interaction in DNA binding. (C) Direct interaction of TFs (both
activators and repressors) with BTM. (D) Additive and multiplicative effect of multiple
activators. (E) Short-range repression. The black curved line indicates chromatin rendered
inaccessible by the repressor.
may be interpreted as the quenching parameter that controls the strength of the repressor.
When it is close to 0, there is no repression effect; when it approaches +∞, the repressor
completely shuts down all activator sites in the neighborhood.
For any configuration σ, we assume that only bound activator molecules contribute to
expression, i.e., Q(σ) is a function of bound activators only. We consider the question: how
are the effects of multiple bound activators combined? In Section 6.3.1, their individual
statistical weights (α) were multiplied, in calculating the overall contribution of TF-BTM
interactions. This is the “multiplicative effect” model of combined action by multiple acti-
vators. It reflects a scenario where the bound activators interact with different parts of the
BTM (or different steps of transcription initiation), and the energy terms are added. Veitia
[149] shows that this multiplicative effect model results in “synergistic activation” even in
the absence of cooperative DNA-binding. We next consider an alternative scenario where in
any given configuration, at most one activator molecule may interact with the BTM. This is
plausible if for example the bound activators must interact with the same part of the BTM.
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In this case, the TF-BTM interaction term is written as Q(σ) =
∑
i αi, where the sum is
over bound activators in the configuration. This is the called the “additive effect” model
(Figure 6.1D). In this case, there will be no synergistic activation from TF-BTM interaction,
though some form of synergy may still arise from cooperative DNA-binding by activators.
We implement both “multiplicative effect” and “additive effect” models as special cases of
a more general model for combined activator action: a user-defined parameter NMA > 0
sets the limit on the maximum number of bound activators that can simultaneously interact
with the BTM. We call this the “limited contact” model of activator action. The cases NMA
= 1 and NMA =∞ correspond to the additive and multiplicative effect models respectively.
We call this new model SRR (short-range repression), with the parameterNMA encoding
different levels of synergistic activation. Having described the ideas of the SRR model, we
will describe its details. We first specify the configurations under the SRR model, then the
W and Q terms for each configuration. Each activator site can exist in two states: bound
or unbound; in contrast, each repressor site can exist in three states: unbound, bound-only,
and bound-effective. (The bound-only state is as before, but in the bound-effective state
the repressor makes the neighboring DNA inaccessible.) Not all possible configurations
are allowed. We assume that within the range of an effective repressor site, only another
bound-effective repressor site is allowed, and two bound-effective repressor sites may also
cooperatively interact with each other (this corresponds to the scenario where two repressor
molecules cooperatively bind to DNA first, then together modify the chromatin structure in
the joint neighborhood). For a legitimate configuration σ, W (σ) is given by Equation 2.10,
multiplied by βR for each bound-effective repressor site of the repressor R. Q(σ) is only
determined by the bound activator molecules in σ. If NMA = ∞: it will be the product of
all αA terms for each bound activator molecule as all of them can simultaneously interact
with BTM; if NMA is finite, it will be specified by our limited contact model, where the
multiplicative effect is limited.
To describe the limited contact model, we consider a configuration σ where N activator
molecules (of the same type) are bound with the parameter NMA indicating the maximum
number of activator molecules that may simultaneously contact BTM. If N ≤ NMA, then all
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bound activator molecules can simultaneously interact with BTM, we have Q(σ) = (1+α)N
where α is the transcriptional effect of the activator (note that each molecule may actually
interact with BTM or not - imagine that the BTM-interaction site of an activator has two
states, similar to TFBS in DNA, thus we have the term 1 here). If N > NMA, then at most
NMA molecules can interact with BTM simultaneously. Since there are
(
N
k
)
ways of choosing
k molecules (k ≤ NMA), this results in: Q(σ) =
∑NMA
k=0
(
N
k
)
αk, where αk corresponds to
the multiplicative effect of k molecules. If the bound activator molecules are of different
types, the computation can be similarly achieved, by replacing binomial coefficients with
multinomial coefficients, and αk with another appropriate power term.
6.3.3 Computation under the SRR model
Similar to the DirectInt model, we need to compute ZOFF and ZON under the SRR model.
We start with ZOFF (this is independent of NMA). We define Z0(i) as the partition function
of the sequence up to site i where i is in the bound-only state; and Z1(i) is defined similarly
except that site i is bound-effective. (Note that we have dropped the subscript “OFF”
here.) If i is bound-only, it could interact with other bound sites, but should not fall in
the range of any effective repressor site. We have the following recurrence for Z0(i), where
dij > dR enforces the constraint that no effective repressor site can be found within dR of
site i :
Z0(i) = q(i)

 ∑
j∈Φ(i)
ω(i, j)Z0(j) +
∑
j<i,d(i,j)>dR
Z1(j) + 1

 (6.3)
For Z1(i), we consider two cases: if f(i) is an activator, then Z1(i) = 0; otherwise, site i
may interact with other bound-effective repressor site, but no other sites should fall in the
repression range of i. We have:
Z1(i) = q(i)βf(i)

 ∑
j∈Φ(i)
ω(i, j)Z1(j) +
∑
j<i,d(i,j)>dR
Z0(j) + 1

 (6.4)
where βf(i) is the repression strength of the repressor f(i). The final ZOFF is the sum of
Z0(i) and Z1(i) over all possible values of i.
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Next we compute ZON under this model. We discuss first the case corresponding to
NMA = ∞. A similar recurrence can be defined for Z0(i) (again, the subscript ON is
dropped here), by multiplying the transcriptional effect, α, of the bound site i (1 if f(i) is
a repressor):
ZON (i) = q(i)αf(i)

 ∑
j∈Φ(i)
ω(i, j)ZON (j) + 1

 (6.5)
For Z1(i), we use the same Equation 6.4 defined above, since it is defined only for repressor
sites, and repressors do not interact with the BTM in this model. Similarly, ZON is the
sum of Z0(i) and Z1(i) over i.
We then explain how to compute ZON when NMA as a finite integer. We define Z0(i, k)
as the sum of weights over all configurations where the site at i is in the bound-only
state and the number of contributing activators equals to k ; and Z1(i, k) be the sum over
all configurations where the site at i is a bound-effective repressor and the number of
contributing activators equals to k. Comparing with the algorithm where NMA is unlimited,
the additional index k is used to keep track of the number of BTM-interacting activator
molecules. As before, f(i) denotes the factor bound at site i. When k ≥ 1, we have two
cases for Z0(i, k). If f(i) is an activator, it may or may not interact with BTM: contributing
αf(i) only if interaction occurs. Thus we have:
Z0(i, k) = q(i)
[∑
j∈Φ(i) ω(i, j)Z0(j, k) +
∑
j<i,d(i,j)>dR
Z1(j, k)
]
+q(i)αf(i)
[∑
j∈Φ(i) ω(i, j)Z0(j, k − 1) +
∑
j<i,d(i,j)>dR
Z1(j, k − 1) + [k = 1]
] (6.6)
The term [k = 1] is the indicator function. When f(i) is a repressor, it will not contribute
to activation:
Z0(i, k) = q(i)

 ∑
j∈Φ(i)
ω(i, j)Z0(j, k) +
∑
j<i,d(i,j)>dR
Z1(j, k)

 (6.7)
On the other hand, Z1(i, k) is 0 if f(i) is an activator. Otherwise, we have the recurrence
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similar to Equation 6.4:
Z1(i, k) = q(i)βf(i)

 ∑
j∈Φ(i)
ω(i, j)Z1(j, k) +
∑
j<i,d(i,j)>dR
Z0(j, k)

 (6.8)
When k = 0, the recurrences need to be modified: the terms containing k-1 will be removed.
The final partition function is given by:
ZON =
∑
i
NMA∑
k=0
[Z0(i, k) + Z1(i, k)] (6.9)
6.3.4 Model fitting procedure
The model training program takes as input: a set of sequences, the PWMs of the relevant
TFs and the expression patterns of the sequences and the TFs. It will estimate the TF-
specific parameters: for the DirectInt model (and the logistic regression approximation),
these are νK(Smax) in Equation 2.9 and the transcriptional effect α; for the SRR model,
these are νK(Smax), α (for activators) and the repression effect β (for repressors). Since each
TF is an activator or repressor in the SRR model, the number of free parameters per TF
is two under either model. When cooperative interactions are specified, one free parameter
is added for each cooperative pair. Here, we examine only homotypic cooperativity, hence
we have one extra parameter per TF under the cooperative model. In addition, we have a
parameter for the basal transcription by BTM, qBTM (this is α0 under the logistic regression
approximation). There are also a few control parameters which can be varied by a user
(we use default values unless testing a specific aspect): the role of a TF as an activator
or repressor (only needed for the SRR model), the cooperative interactions allowed, the
distance thresholds for cooperative interactions (dC) and short-range repression (dR), and
the multiplicative activation parameter NMA. Note that the measured expression level of a
CRM is a relative value ranging between 0 and 1, so expression profiles of different CRMs
may not be comparable. We therefore have one scaling constant, ci for each CRM sequence
Si. Let Θ be the set of free parameters, E(i, j) and P (i, j) be the measured and predicted
expressions of Si under the j -th condition, respectively, the following objective function is
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Table 6.2: The prediction performance of various models. Random: DirectInt model with
randomly permutated PWMs. For Random, mean and standard deviation are shown across
100 simulations. Only Bcd and Kni are used in the DirectInt-Coop model.
Model #Pars CC #(CC> 0.65) CVCC
Random 13 0.16 (0.056) 5.7 (1.2) 0.02 (0.05)
DirectInt 13 0.44 13 0.38
SRR (NMA =∞) 13 0.43 15 0.36
DirectInt-Coop 15 0.49 14 0.41
minimized:
Ψ(Θ) =
∑
i,j
[ciP (i, j|Θ)− E(i, j)]
2 (6.10)
The optimization is performed using a combination of the Nelder-Mead simplex method
and the quasi-Newton method (the BFGS algorithm), both provided in the GNU Scientific
Library [115, 125]. We alternate the two optimization methods until the solutions converge
(as defined by the respective criterion of the two methods) or a specified number of alterna-
tions are reached. This approach is not guaranteed to find the global optimum, so we run
the optimizer multiple times (a user-specified parameter) by starting from different random
parameter values.
6.4 Evaluation of new models
.
We started with the Drosophila segmentation data set from [125]. This set includes 44
bona fide CRMs with their A/P expression profiles, eight TFs (Bcd, Cad, TorRE, Hb, Gt,
Kni, Kr, Tll) with their concentration profiles and PWM motifs. One problem with this
data set is that not all relevant TFs in the terminal regions are included (e.g. Slp1) or
known [3]. We thus limited the CRM expression profiles to that lying between 20% and
80% e.l. The number of CRMs came down to 37, after excluding those with expression only
at the terminals. This final data set included six motifs (Tll and TorRE were excluded), of
which five (Cad, Gt, Hb, Kr, Kni) were taken from [112] and one (Bcd) was from FlyREG
[14].
We first evaluated models implementing various combinations of ideas described above.
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These are the DirectInt model and the SRR model with NMA = ∞, with no cooperative
DNA-binding. We also evaluated a version of the DirectInt model where self-cooperative
interaction is allowed, called DirectInt-Coop. A model that uses randomly permuted PWMs
was evaluated as negative control. As evaluation metrics, we calculated the correlation
coefficient (CC) between predicted and true expression readout (averaged across all CRMs)
and the number of CRMs with CC > 0.65. We calculated the average CC under 10-fold
cross validation (denoted by “CVCC”), for a fair performance comparison across models
with different numbers of parameters. As shown in Table 6.2, all models achieve high
predictive ability (CVCC 0˜.36 - 0.41, compared to 0.02 ± 0.05 from negative controls),
with accurate predicted readout (CC > 0.65) on 13 - 15 of the 37 CRMs. Introducing
cooperativity improve average CC from 0.44 to 0.49 with only two additional parameters
(DirectInt vs. DirectInt-Coop in Table 6.2, p-value < 10−7), a clear improvement that is
also supported by an increase in predictive ability (CVCC). Visual inspection also confirmed
the predictive power of our models. Guided by the criterion of CC>0.65 and the qualitative
criteria used in Segal et al. [125], we identified 13 CRMs (out of 37) with high quality fits
from the predictions of DirectInt-Coop (Figure 6.2), and 12 from the SRR model predictions.
These numbers are comparable to that in [125] (17 “good” predictions out of 44), despite
the far greater number of free parameters (due to motif training) in the latter. A rigorous
comparison with the performance of the Segal model was not possible mainly because the
program is not available, in addition, (1) the number of free parameters is widely different, as
just noted, and (2) our evaluations are on a modified dataset, where the terminal expressions
are removed, and use fewer TFs.
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Figure 6.2: Predictions of 12 selected CRMs
Table 6.3: The impact of NMA (multiplicative activation parameter) on the performance of
the SRR model. 1*: NMA = 1 and allow cooperativity binding of activators.
NMA CC #(CC> 0.65)
1 0.33 12
1* 0.34 12
2 0.38 11
3 0.40 14
∞ 0.43 15
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6.5 Mechanisms of transcriptional regulation in Drosophila
segmentation
6.5.1 Importance of synergistic interaction of multiple bound activators
with BTM
Our model implements two alternative approaches to combining the effects of multiple
activator sites: the additive effect (NMA = 1) and the multiplicative effect (NMA = ∞),
as well as approaches that are in between these two extremes (the limited contact model).
Greater values of NMA correspond to allowing greater numbers of activator molecules to
simultaneously contact the BTM, leading to synergistic activation even in the absence of
cooperative DNA-binding. We varied the value of NMA to examine how this phenomenon
affects quality of fit. (The repression model used was SRR, with dR = 150 bp.) First, we
found that increasing NMA from 1 to 2 or 3 causes a significant improvement in the average
CC (Table 6.3), although the number of free parameters is fixed. This strongly suggests
that simultaneous interaction of multiple activators with the BTM is a plausible source of
synergistic activation. Cooperative binding was kept out of the model in this test. Even
when we do introduce cooperative binding by activators (at NMA = 1), the average CC, 0.4
remains significantly below that 0.43, with NMA = ∞ and without cooperativity (p-value
< 10−13). This suggests that synergistic activation due to multiplicative effect of activators
is over and beyond that due to cooperative binding [149].
6.5.2 Short range repression as mechanism of repressor function
We have already seen in Table 6.3 that the SRR model (at dR = 150 bp, as suggested in
the literature) is comparable to the DirectInt model in terms of quality of fit, with the same
number of parameters. This suggests that repression may occur without direct interaction
between repressors and the BTM. To further explore the mechanisms of repression, we varied
the repression range parameter (dR). The average CC is plotted against dR in Figure 6.3.
First, we note that at very small dR, the model fits the data very poorly. This suggests
that competitive binding of repressors on overlapping sites (as suggested in [25, 66]) is not a
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Figure 6.3: Performance of the SRR model (at NMA =∞) vs. the repression range param-
eter (dR) in bp.
Table 6.4: Cooperative binding of six TFs. Each row named by a TF represents the result
of the DirectInt-Coop model with homotypic cooperative interaction of that TF (but no
other TFs, “none” means no homotypic TF).
Factor None Bcd Cad Gt Hb Kni Kr Bcd + Kni
CVCC 0.376 0.386 0.358 0.372 0.372 0.392 0.364 0.412
sufficient mechanism of repression: at dR=0 or 10, a repressor can only make its immediate
neighborhood inaccessible, equivalent to inactivation of overlapping activator sites. The
performance reaches close-to-optimum values when dR= 70 - 90 bp, consistent with the
literature [86]. At larger values, the quality of fit fluctuates around sub-optimal values.
This may reflect that even though our model captures the general trend of short-range
repression, it may be limited in accurately estimating the parameters (see Discussion).
6.5.3 Modeling cooperative DNA-binding improves quality of fit to data
We next studied the effect of cooperative DNA-binding by molecules of the same TF. Our
results here are based on the simpler DirectInt model, as SRR model does not bring ob-
vious benefits in studying this effect. Segal et al. also studied this effect, but because
their model lacks mechanistic details of activation, the effect of cooperative binding may
not be distinguishable from simultaneous interaction of TFs with the BTM. We included
80
self-cooperativity of each TF separately (only one additional parameter at a time), and
computed the CVCC as before. Only two (of six) TFs: Bcd and Kni, showed improvement
over the baseline of no cooperativity (Table 6.4). When both Bcd and Kni were included
as cooperative factors, the CVCC improved further over the model with each factor alone.
However, when all six factors were allowed to have self-cooperativity, the CVCC fell below
the baseline, presumably because of overfitting. Visual inspection of the expression predic-
tions with the cooperativity model (Bcd, Kni only) showed a clear improvement for four
CRMs – sharper peaks in three cases and a more accurately positioned peak in the fourth
case (Figure 6.4). Our results are broadly consistent with Segal et al. [125], who found
self-cooperativity to improve prediction. However, contrary to [125], we found no evidence
of self-cooperativity for factors other than Bcd and Kni. In the above analysis, we modeled
cooperative interaction as a binary function of inter-site distance (i.e., constant within a
certain separation dC and 0 otherwise), and found the effect to be short ranged (optimal
CC values observed at dC=50bp). We did not find any significant evidence that cooperative
interaction is stronger if the binding sites are closer (data not shown).
6.6 Evidence for functional contribution of evolutionary
conserved and lineage-specific sites
We next focused on two questions regarding the function and conservation of binding sites:
1. Evolutionary conservation is frequently used to filter PWM-based site predictions
for functional sites [60]. But it is not clear if the premise of functional sites being
conserved is true within a functional enhancer, as all PWM matches should be able
to attract TFs [74]. We therefore asked if expression predicted based on conserved
sites is more consistent with data than from all PWM-predicted sites.
2. A number of recent studies have reported the “turnover” (evolutionary gain and loss)
of binding sites, based on sequence comparison [35] or from ChIP-based experiments
[21]. However, it is possible that such lineage-specific loss and gain is largely limited
to non-functional sites, i.e. the false positive matches to PWMs, or sites bound by
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Figure 6.4: The four CRMs where the cooperative and non-cooperative models (DirectInt)
show significantly different predictions (chosen by visual inspection and verified by statistical
test of the difference of CC)
Figure 6.5: Effect of the number of species used in the conservation filter (with and without
turnover) on quality of model predictions (CC).
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TFs but not regulating expression [92]. Here, we explore this possibility by asking if
lineage-specific sites are functional in contributing to the expression patterns.
We used an evolutionary model of binding sites that allows lineage-specific loss and gain
to predict conserved binding sites (Ling et al., manuscript in preparation) from Drosophila
multi-species alignments. First, we predicted sites without the “turnover” feature, i.e.,
by demanding that any predicted site be conserved in all species analyzed, and examined
how the quality of fit varies as this evolutionary filter was made more stringent by adding
more species. We found that more conservative evolutionary filters lead to greatly reduced
average CC under the DirectInt model (Figure 6.5, blue). This suggests the existence of
lineage-specific binding sites that are functional. Next, we activated the “turnover” feature
in the evolutionary model used to predict sites, so that we could now find lineage-specific
sites as well. Now we find that increasing the number of species compared leads to better
average CC (Figure 6.5, red, compare number of species = 2 vs. 6). This suggests that the
conservation criterion is indeed valuable for identifying functional sites. Overall, our results
suggest that not all PWM-predicted sites are functional and even functional sites may be
lost during evolution.
6.7 An approximation of thermodynamic models by logistic
regression
All the models in this paper, as well as the Segal model, involve complex computations. We
asked if a simpler model, lacking full thermodynamic treatment, may work well in practice.
We assume that expression level is a function of the total occupancy of each factor, which is
the sum of its fractional occupancy at each site of the sequence. The fractional occupancy
of a single site i by the k -th TF is given by [49]:
pk(i) =
qk(i)
1 + qk(i)
(6.11)
The q terms have exactly the same meaning as before, and are determined by both binding
site strength and TF concentrations. The expression is a logistic function of the occupancy
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of all TFs:
E = logit(α0 +
∑
k
αkNk) (6.12)
where Nk is the total occupancy of the k -th TF:, Nk =
∑
i pk(i), αk is the effect of the k -th
TF (positive if activator, and negative if repressor), and α0 represents the basal transcription
level.
Surprisingly, we find that this heuristic model produce results that are almost as good as
the thermodynamic models if self-cooperativity is excluded. The average CC of this model,
0.44 and the CVCC, 0.36, are close to those from DirectInt model (Table 6.2). We note
that this approach may be useful when binding affinities can be measured experimentally
with ChIP-chip or ChIP-seq [48].
6.8 Discussion
Predicting the expression pattern of a putative regulatory sequence is a central problem of
regulatory genomics. In order to understand the intricate regulatory “logic”, it is important
to incorporate mechanistic understandings of gene regulation, obtained through years of
experiments, into quantitative models [87]. In this work, we developed models, based on
well-established physical principles, that capture mechanisms known to be important in
gene regulation in segmentation, such as cooperative interactions among TFs, short-range
repression and synergistic activation. Our experiments reveal a number of insights into
mechanisms of transcriptional regulation and evolution of regulatory sequences.
It is somewhat unexpected that our SRR model does not better explain the data than
the simpler DirectInt model. This could be due to the limitations of our SRR model, which
ultimately result from our lack of understanding of short-range repression. We do not know,
for instance, how repression effect depends on the distance to the repressor site, how the
effects of two nearby repressor sites are combined. We also note that the dataset may limit
our ability to study detailed mechanisms: the resolution of expression patterns is low, and
the dataset lacks informative negative controls (all sequences are wide type CRMs). Despite
these limitations, SRR model along with a detailed activation model allows to ask questions
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that cannot be addressed with simple non-mechanistic models. Also, we believe that the
ideas proposed here will be more valuable when higher-quality data become available in the
not-so-distant future.
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Chapter 7
Conclusion
To reconstruct and understand regulatory networks is a central problem of genomics and
systems biology. The large-scale genomic data, such as genome sequences, DNA binding
data of TFs and gene expression measurement, is making this goal feasible. On the other
hand, given the amount and complexity of such data, computational tools are becoming in-
creasingly important. At the heart of these tools are quantitative models of gene regulatory
systems that incorporate existing data and allow researchers to infer unobserved biological
mechanisms and details.
My thesis is focused on modeling different aspects of regulatory DNA sequences, or
cis-regulatory modules (CRMs). These sequences serve as the center of gene regulatory
systems: a CRM detects the expression level of TFs in the cell, integrates the signals and
directs the correct expression pattern of the neighboring gene. In my thesis, I developed
computational methods to predict CRMs using comparative genomics, and quantitative
models of regulatory function of CRMs. The specific contributions are:
1. We developed an integrated probabilistic framework for comparative regulatory se-
quence analysis. It defines a stochastic model for the evolution of entire CRMs, with
its highlight being a novel theoretical treatment of the commonly observed loss and
gain of binding sites during evolution. This new evolutionary model forms the back-
bone of newly developed software for the prediction of new CRMs and alignment of
known modules to elucidate general principles of cis-regulatory evolution.
2. We studied the patterns of binding site evolution in 12 Drosophila species. By using a
new model based on the population genetics theory, we demonstrated that mutations
of nucleotides within a binding site are constrained by evolutionary forces to preserve
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the site’s binding affinity to the cognate transcription factor. This finding shows the
importance of understanding regulatory sequence evolution in terms of their function.
3. We developed a biophysics-motivated method to analyze genome-wide TF-DNA bind-
ing data. In contrast to previous approaches, we explicitly consider the quantitative
measurements, instead of treating sequences as merely two categories, bound or un-
bound. Our underlying model reflects important physical details, accounting for both
weak and strong binding sites as well as contributions from cooperative interactions
among adjacent binding sites. Our method is able to identify TF-TF interactions
and predict binding affinities of sequences not covered by the experiments, such as
orthologous sequences in a different organism.
4. We developed and implemented a thermodynamics-based quantitative model of tran-
scriptional gene regulation. The model predicts gene expression driven by a regulatory
sequence, as a function of transcription factor concentrations and their DNA-binding
specificities. It incorporates mechanistic features such as cooperative DNA binding of
TFs, synergistic effect of multiple activators, and short range repression. At the same
time, the new model is amenable to an exact algorithm based on dynamic program-
ming. The application of this method to a large dataset of segmentation network in
Drosophila provides a number of insights on the functional mechanisms as well as the
evolution of regulatory sequences.
My thesis work has opened up research in several directions, of which the most inter-
esting ones are:
1. Multiple alignment of regulatory sequences: EMMA is designed for pairwise sequence
analysis. A natural extension of EMMA is comparative analysis of multiple ortholo-
gous sequences. I have been working with my colleague, Xu Ling, on this extension
(Ling et al., manuscript in preparation). The new program we developed (STEMMA)
however, uses a fixed alignment produced from other (generic) tools, instead of pro-
ducing its own alignment because of the concern of computational speed. Still, a
standalone multiple alignment tool designed for regulatory sequences would be ex-
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tremely useful in practice. Researchers who study the pattern of evolution of TFBSs
have been relying on heuristic ways and in many cases even visual inspections to fix
the errors of the common multiple alignment tools, which do not take into account
the presence of TFBSs. One approach would be to use a sampling method, such as
MCMC, to reconstruct the multiple alignment, similar to [70]. To reduce the compu-
tational demand, an approximation similar to ProbCons [37, 82], may be necessary
or even more desirable.
2. Modeling of transcriptional regulation: The guiding principle of our modeling of
the sequence-expression relationship is that a model should reflect the basic physio-
chemical process of transcriptional regulation. We thus attempted to incorporate
qualitative understandings into a statistical thermodynamic framework. Partly be-
cause of the limitation of our understandings, partly because of the computational
need, our current model still makes somewhat “unrealistic” assumptions in several
places. Under our model of repressor action, a repressor blocks the access of its entire
chromatin neighborhood by activators. However, we would expect that the repres-
sion effect is distance dependent, with stronger repression at the regions closer to
the repressor binding site [74]. In our activation model, specifically the limited con-
tact model, we assume the number of activator molecules interacting with BTM is
constrained without distinguishing different types of activators, but the reality may
be much more complex. For instance, one possible scenario is: one A and one B
molecules can simultaneously interact with BTM, but not two A molecules, i.e., the
synergy may happen only between different types of activator molecules. Since the
important biological details cannot simply be inferred from first principles, the key to
improve the current models is to integrate the efforts of quantitative modeling with
the experiments that generate high-quality data in a systematic way.
3. Evolution of CRMs driven by expression patterns: We have seen that a realistic model
of binding site evolution should treat sites as whole units (Chapter 4). The individual
binding sites, however, are only part of an intermediate level of organization of genome
sequences. The function of regulatory sequences is to control the expression of their
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target genes, which requires coordination of multiple binding sites. Therefore, it is
more natural to consider entire cis-regulatory modules as the appropriate functional
units for evolution. Under this scenario, the evolutionary process of a CRM is driven
by selection of the function of this CRM, in other words, the expression pattern it
controls. This approach centered on entire functional sequences has led to several
simulation-based studies which reveal unique insights of cis-evolution [73, 99, 80]. We
believe this line of work promises to reveal more intimate connections between function
and evolution of regulatory sequences. By integrating a predictive model of sequence-
to-expression mapping and an evolutionary simulator, we would be able to answer
important questions such as: Why do functional sequences change rather rapidly
despite that their functions (expression patterns) are highly conserved [94]? Why
do many regulatory sequences sharing similar expression profiles have very different
sequence compositions in terms of the number and arrangement of TFBSs [23]? What
is the evolutionary origin of the complexity often seen in CRM organization?
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