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Abstract
The goal of this project is to develop a 3U CubeSat nanosatellite bus capable of
short duration technology veriﬁcation experiments while providing compelling hands-
on student education opportunities. This 3U CubeSat platform has been prototyped
by the design team in order to demonstrate its capabilities. This spacecraft, the
Unspeciﬁed Payload Active Attitude Control Nanosatellite (UPAACN), is designed
to perform a 3-6 month technology veriﬁcation experiment for a NASA test component
and an SCU single-axis attitude control system (AACS) in Low Earth Orbit (LEO).
This project builds upon the ﬂight heritage of SCU's Robotic Systems Laboratory
(RSL) and improves its satellite development capabilities. The 3U CubeSat platform
is designed to support any payload that meets basic constraints. This design can be
manufactured and assembled entirely at the university level. It allows for a faster
design cycle, lower project risk and cost, and the opportunity to launch university
payloads.
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1 Introduction
1.1 Background
Over the past few decades, satellites have grown in size, cost, and complexity. This
trend has greatly increased the capabilities of satellites, but technological advance-
ment is still limited by the risky, high-cost nature of space missions. Large projects
tend to rely on older technology with proven ﬂight histories. However, as the demand
for more advanced spacecraft increases, a need for cheap low-risk on-orbit testbeds
has risen. Smaller satellites have become increasingly popular in the aerospace indus-
try and have allowed non-governmental organizations to develop space technologies.
Nanosatellites, a type of small satellite weighing between 1 and 10 [kg], are a popular
low-cost platform for academic and some government missions. This is due in part
to the CubeSat program, developed by California Polytechnic State University in
1999, as well as to the many new private spaceﬂight startups.1 Using standardized
design parameters, CubeSats can be launched from a common mechanism, called a
P-POD (Poly Picosatellite Orbital Deployer). The P-POD is mounted in the fairing
of a launch vehicle, usually sharing a launch with a much larger spacecraft. The size
of these spacecraft are measured in "U's", a unit of volume measuring 10x10x11.35
[cm]. CubeSats can support a variety of mission types, including biological research,
communications, deep space observation, or technology testing and characterization.
These spacecraft have high educational potential. Santa Clara University (SCU) has
launched and operated nanosatellites in the past, including the NASA PharmaSat
and NASA O/OREOS spacecraft.2
In addition to the uses already mentioned, nanosatellites and CubeSats have several
important capabilities. For instance, using multiple nanosatellites in a constellation
or satellite swarm is being explored for its communications and defense potential.3
Nanosatellites are also beginning to replace much older and larger satellites due to
their versatility and lower cost. One example of this is using 6U CubeSats to replace
the RapidEye Earth-imaging satellite constellation.4 These planned spacecraft will be
faster than the old system and will be more accessible to developing nations interested
in geoimaging.
Despite the increased accessibility of nanosatellites, the overall cost and development
time of these spacecraft is still high. The CubeSat program has improved the situa-
tion, but these spacecraft still require a high level of technology development. There
are several third-party solutions, including companies that manufacture ﬂight-ready
CubeSat buses and support circuitry, but these products can cost tens of thousands
of dollars, essentially excluding small companies and educational institutions from
being competitive in today's industry. If this process were streamlined and made
cheaper, nanosatellites could be more easily produced, thus growing the industry and
accelerating technological progress.
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1.2 Review of Field and Literature
As previously mentioned, there are several companies producing ﬂight-ready nanosatel-
lite components. Pumpkin Inc., based in San Francisco, has been prominent in
the small satellite community for producing ﬂight processors and bus structures for
CubeSats.5 Pumpkin's products successfully streamline the design process, but their
high cost limits their use to larger projects at institutions already well-established in
the industry.
Several publications were consulted regarding the CubeSat standard, most notably
CubeSat: Developing a Standard Bus for Picosatellites.6 Their publication was
authored by the founders of the CubeSat program, several of whom were originally
professors from Stanford University. This paper describes the need for the standard as
well as the services it can oﬀer. Furthermore, it outlines some of the most important
design speciﬁcations which were later organized into an explicit design document still
used today.
Once the CubeSat program was formally established at Cal Poly, several papers were
published further developing on the capabilities of the platform, including CubeSats
as Responsive Satellites.7 This paper describes the CubeSat platform as inexpensive,
cost eﬀective, reliable, and capable of creating launch opportunities for universities.
The current design team relies heavily on the work completed by the 2011-12 un-
dergraduate design team here at SCU. Their thesis, "Nanosatellite Fabrication and
Analysis", outlines the design, analysis, and manufacturing processes of a 3U Cube-
Sat (also termed a triple CubeSat), entirely relying upon existing university resources,
at a fraction of the cost of a Pumpkin bus structure.8 The team completed ﬁnite el-
ement analysis of the structure to predict its natural frequency and failure modes.
This thesis also includes a buildbook giving instructions on how to fabricate a similar
structure from scratch.
The thermal analysis of this project uses the SatTherm MATLAB package developed
by Cassandra Belle VanOutryve of San Jose State University (SJSU) as part of her
thesis "A Thermal Analysis and Design Tool for Small Spacecraft."9 Completed in
2008, the package models the orbit and incoming heat ﬂux for a small satellite on-
orbit. SatTherm is simple and accessible compared to the industry standard, Thermal
Desktop.10 The latter is expensive and has a steep learning curve, making it diﬃcult
to implement at the university level.
All design work completed by the design team is in accordance with the CubeSat De-
sign Speciﬁcation document published by the CubeSat Program at California Poly-
technic State University.11
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Figure 1.1: Sapphire microsatellite before launch.
1.3 SCU Satellite Heritage
Santa Clara University (SCU) has launched and operated several nanosatellites in the
past.12 This section will give a brief overview of some of these projects and the extent
to which the RSL contributed.
One of the ﬁrst satellite projects at SCU was the Artemis picosatellite.13 This was
one of the picosatellites provided to Stanford's Orbiting Picosat Automatic Launcher
(OPAL). The goal of the project was to use a quick, low-cost prototype process in
order to explore the limitations of picosatellites. Artemis was launched in 2000.
The RSL operated the Sapphire microsatellite, launched in September 2001.14 In
addition, several lab members served on the Sapphire design team at Stanford in
the mid 1990s. This satellite was capable of digital Earth photography, FM digital
voice broadcasts, and MEMS sensor characterization. The RSL also used Sapphire to
experimentally demonstrate a model-based reasoning anomaly management system.
Sapphire is shown in Figure 1.1.
Working with NASA Ames Research Center, the RSL operated the GeneSat-1 nanosatellite.15
GeneSat-1 contained a life support system that monitored the eﬀects of spaceﬂight
on bacteria. The RSL currently operates several satellites, including two FASTRAC
nanosatellites, the NASA PharmaSat spacecraft (shown in Figure ), and the O/OREOS
spacecraft.16
In addition to helping design, launch, and operate several NASA spacecraft, there are
several research projects into satellite technologies within the RSL. For example, the
current project team has built upon the active attitude control ﬂywheel mechanism
used in previous projects. The RSL has also designed a distributed ﬂight computing
system which has been used in several satellite projects, some of which have been
launched.
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Figure 1.2: PharmaSat spacecraft before launch.
1.4 Project Objectives
The goal of this project is to develop a 3U CubeSat nanosatellite bus capable of
supporting short duration technology veriﬁcation experiments in Low Earth Orbit
(LEO) while providing compelling hands-on student educational opportunities. The
project makes use of past work and existing technology within the Robotic Systems
Laboratory (RSL) here at SCU. Building on the goals of previous design teams, this
project has produced a design methodology for future CubeSat projects that allows
for easy customization and minimizes cost and design time. This spacecraft can be
manufactured at the university level and can act as a testbed for student projects.
Furthermore, the team has built and tested a 3U CubeSat making use of this method.
The bus structure was updated and assembled based on the buildbook included in
the aforementioned 2011-12 thesis. This satellite includes the Active Attitude Con-
trol System (AACS), a student project. The ﬂight computing is handled by the RSL
Distributed Command and Data Handling (dCDH) and Communications (COMM)
systems. The Electronic Power System (EPS) relies on an updated RSL power board
design, a student designed Peak Power Tracker (PPT), and a student designed so-
lar array. Thermal analysis was completed using an updated SatTherm MATLAB
package. Once again, Finite Element Analysis (FEA) was used to predict the natural
frequency and potential failure modes of the ﬁnal spacecraft. Sensitive components
as well as the assembled satellite were subjected to vibration, thermal cycling, and
vacuum testing. This spacecraft is called the Unspeciﬁed Payload Active Attitude
Control Nanosatellite (UPAACN).
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1.5 Design Team Composition
The current project team has ten primary engineers. There are seven mechanical
engineers and three computer engineers, all seniors within the School of Engineering.
These members have been further divided into subsystem design teams, to be de-
scribed in Chapter 3. At the SCU School of Engineering 43rd Annual Senior Design
Conference, this design team made three separate presentations. These included De-
sign, Fabrication, and Systems, which described the 3U CubeSat platform from a
chieﬂy mechanical perspective; Active Attitude Determination and Control, which
described the mechanical attitude control system; and Communications and Data
Handling, which described the ﬂight computing system.
In addition to the primary design team, a group of four Junior electrical engineering
students designed the electrical power system (EPS) for the 3U CubeSat platform.
Although their work was not presented at the Senior Design Conference, it is sum-
marized in Chapter 7.
1.6 Reader's Guide
This thesis has been prepared to accomplish three goals. These are to describe the
services oﬀered by the 3U CubeSat platform within the RSL, to showcase the work
completed by the design team, and to instruct future users on use and replication of
the CubeSat.
The thesis is broken down into subsystem chapters along with supporting documen-
tation. Each chapter describes the background of the system, its purpose, and how
it was implemented in the UPAACN. A buildbook is included in Appendix A. This
comprehensive guide will help future users reproduce and update the current designs.
These instructions focus on machining the structure and the testing procedures, but
will also touch on programming the ﬂight computers and completing the thermal
analysis. Also included is a bill of materials, a copy of the SatTherm package, and
controller code for AACS.
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2 System Overview
The 3U CubeSat design team must meet a variety of requirements from diﬀerent
sources. These requirements come from the CubeSat Design Speciﬁcations, internal
RSL goals, and a customer needs survey. The following sections describe these in
detail.
2.1 CubeSat Design Speciﬁcations
The purpose of the CubeSat Program is to provide a standard for design of picosatel-
lites to reduce cost and development time, increase accessibility to space, and sustain
frequent launches.17 The CubeSat Design Speciﬁcation is a document that explicitly
states all requirements needed for CubeSats to be designated acceptable for launch
as well as integration into the P-POD. It includes mechanical, electrical, operational,
and testing requirements.
There are several major general satellite requirements. The most signiﬁcant are as
follows:
 2.1.4 No pressure vessels over 1.2 standard atmosphere shall be permitted.
 2.1.7.1 Total Mass Loss (TML) shall be ≤ 1.0%
 2.1.7.2 Collected Volatile Condensable Material (CVCM) shall be ≤ 0.1%
In addition, there are important mechanical requirements. The most important are
listed here:
 2.2.4 The CubeSat shall be 100.0±0.1 [mm] wide.
 2.2.5.1 A Triple CubeSat shall be 340.5±0.3 [mm] tall.
 2.2.6 All components shall not exceed 6.5 [mm] normal to the surface of the
100.0 [mm] cube.
 2.2.16 Each triple CubeSat shall not exceed 4.0 [kg] mass.
 2.2.19 Aluminum 7075 or 6061 shall be used for both the main CubeSat structure
and rails.
The important electrical requirements aﬀect the design of the EPS. They are:
 2.3.1 No electronics shall be active during launch to prevent any electrical or
RF interference with the launch vehicle and primary payloads. CubeSats with
batteries shall be fully deactivated during launch or launch with discharged
batteries.
 2.3.2 The CubeSat shall include at least one deployment switch on the desig-
nated rail standoﬀ to completely turn oﬀ satellite power once actuated.
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Testing requirements for CubeSats are derived from speciﬁc launch vehicles. However,
if the launch vehicle environment is unknown, generalized NASA standards are used,
given in GSFC-STD-7000.18
The above requirements can be found in their entirety in the CubeSat Design Speci-
ﬁcation document.19
2.2 RSL Requirements
There are several project goals set by Dr. Christopher Kitts, the head of the RSL.
His goal is to use this project as a platform for future satellite development at SCU.
While the RSL has helped develop and operate several spacecraft in the past, the
UPAACN will be the ﬁrst CubeSat developed entirely by the RSL. This platform will
be used to attract potential users at NASA Ames which may lead to future ﬂight
opportunities. The 3U CubeSat platform is required to support payloads that meet
some basic mechanical, electrical, and data constraints; these are speciﬁed in section
2.9. Finally, all mechanical work is required to be completed by students in the SCU
machine shop.
In addition to developing the 3U CubeSat platform, the design team is required to
perform all thermal analysis using the SatTherm MATLAB package. This program
was used by the 2011-2012 design team and has been improved by the current design
team.
To increase the likelihood of future launches, Professor Kitts has required that the
design team work to improve the baseline testing capabilities of the RSL. This includes
basic environmental testing as well as interfacing with the existing ground station.
He has also required that the team assemble the spacecraft in a low-grade cleanroom
located in the RSL space at NASA Ames. The testing developments are further
described in sections 2.8 and 3.9.
Overall, the RSL requires that all designs be reproducible by future SCU students.
The system architecture is designed such that future students will be able to quickly
and easily customize the project for future missions.
2.3 Customer Needs
In addition to the speciﬁc requirements stated by the CubeSat Design Speciﬁcation,
the project team has completed a customer needs survey. This information has helped
the design team tailor the CubeSat platform to the needs of potential users outside
of the RSL. These users are space industry professionals, university professors, and
university students. The survey gathered feedback from these potential customers
based on the design capabilities of SCU and the RSL, speciﬁcally related to payload
constraints.
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First of all, the industry professionals agreed that when working with a university
group, proper project management techniques must be implemented. This includes
proper documentation and adherence to engineering standards. The project team
takes this customer need very seriously. The need for proper documentation is exac-
erbated by the fact that the team is working with government agencies. The systems
engineering component of the project is dedicated to meeting this customer need. It
is further described in Chapter 3.
The industry professionals surveyed unanimously stressed the importance of proper
testing. This includes functional testing of all subsystems as well as environmental
testing of the ﬁnal launch-ready spacecraft.
The potential customers collectively indicated that additional attitude control capa-
bilities would be required for the 3U CubeSat platform. Currently, the UPAACN will
include the AACS ﬂywheel mechanism, which is able to control the spacecraft's z-axis
angular position and rotation. This is a single degree of freedom system. Future iter-
ations could include a three degree of freedom attitude control system, but this would
likely occupy more space in the 3U CubeSat. The design team is comfortable with
the current conﬁguration as it is being used as a technology demonstration. Future
work on this system could improve the pointing capabilities of the spacecraft.
The customer needs survey questions and responses can be found in their entirety in
Appendix I.
2.4 Subsystem Summary
The system architecture has been designed such that each subsystem can have dedi-
cated team members with minimal overlap. Each subsystem team is managed by the
systems engineering (SYST) component. SYST manages the project documentation,
scheduling, and trade-oﬀ analysis. These functions are further described in Chapter
3.
The major mechanical subsystems are Structures (STRUC), Thermal Design and
Analysis (THERM), and Testing (TEST). The two software-based subsystems are
Distributed Command and Data Handling (dCDH) and Communications (COMM).
Finally, the Electronic Power System (EPS) is handled by the Junior level electrical
engineering students. The speciﬁc functions of each subsystem and their roles within
the UPAACN will be further explained in the following chapters.
A baseline conﬁguration of the 3U CubeSat platform is shown in Figure 2.1. It is
color-coded to indicate each subsystem. The system architecture is shown in Figure
2.2. This block diagram indicates inter-subsystem interfacing as well as the connection
to the RSL ground station.
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Figure 2.1: System architecture with labeled subsystems.
Figure 2.2: System architecture interfaced with RSL ground station.
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2.5 Payload Support
The 3U CubeSat platform is capable of supporting any payload that meets some ba-
sic constraints. In general, the payload is the cargo of the satellite, and deﬁnes the
mission. All bus components are tailored to the payload, which have mission spe-
ciﬁc requirements. In nanosatellite projects, especially in an academic environment,
payloads are often scientiﬁc instruments or experiments used for research purposes.
Another common payload type is on-orbit technology characterization.
There are obvious limitations to designing a satellite that does not already have a
payload, but the design team hopes to overcome these via a semi-modular design.
The characteristics of the bus components and subsystems will be described in later
chapters.
Based on the technical capabilities of the RSL and SCU, the CubeSat Design Speciﬁ-
cations, and the customer needs survey, the 3U CubeSat platform has been designed
to support payloads that meet the following requirements:
 Volume
 0.5-1U
 7 x 8 x 8 [cm] without a sealed container
 6 x 7 x 7 [cm] if a sealed container is needed
 Fixturing
 Must be mountable using standard ISO sized screw holes
 Must have suﬃcient mounting points to ensure stability during launch
 Weight
 < 1 [kg]
 Power
 Must accept 3.3, 5, or 12 [V] input
 Must accept 50 or 150 [mA] input
 Data
 S-Band - 115 [kbps]
 Beacon (HAM radio) - 9.6 [kbps]
 Thermal
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 Passive thermal control (PTC) - payload must be able to function at am-
bient satellite temperature
 Active thermal control (ATC) - heating element can be incorporated via
simple circuitry in order to maintain the operational temperature range,
however this may cut into available volume, weight, and power
 Attitude Control
 Passive stabilization via magnets and hysteresis rods
 Angular position and rotation control about Z-axis
 De-spin in ~10 minutes
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3 Systems Engineering (SYST)
3.1 Project Challenges and Constraints
There are several major challenges associated with developing a nanosatellite. Project
success hinges upon understanding the complexity that comes from interfacing be-
tween subsystems. This is common to all aerospace projects. This issue is tradi-
tionally handled by a system engineering subteam. System engineers must be able
to manage the project as well as fully understand the technical theory behind each
subsystem. The current design team uses this approach to developing a 3U CubeSat.
Aerospace projects typically have many interrelated components and subsystems that
have to be designed and assembled concurrently. Small changes in one subsystem can
drastically aﬀect the design of other components. The interdependency of subsystems
is exacerbated for space projects because of mass, volume, power, and data handling
constraints. Systems engineers must eﬀectively mediate and communicate between
each subsystem team in order to specify design requirements and limitations.
There are a variety of project constraints from several sources. These are general
NASA requirements, RSL goals, and CubeSat Design Speciﬁcations. Meeting all of
these requirements is crucial to receiving a launch opportunity. The SYST subteam
has attempted to streamline the project so that future users will be able to meet
these requirements relatively easily. Speciﬁc constraints that aﬀect all subsystems
are listed in Chapter 2.
3.2 Project Organization
In order to mitigate project complexity, the CubeSat was divided into seven subsys-
tems. These are systems engineering (SYST), thermal design and analysis (THERM),
structural engineering (STRUC), distributed command and data handling (dCDH),
communications (COMM), electronic power systems (EPS), and the active attitude
control system (AACS). Each subsystem had dedicated team members. There was
some personnel overlap between subteams; however, scheduling and task conﬂicts
were avoided through use of a Gantt chart.
The design team met weekly to discuss current tasks and challenges. In addition,
subteams met as needed (usually weekly) to discuss subsystem issues. Members of
SYST attended other subteam meetings in addition to the larger weekly team meeting
to help coordinate the project. SYST helped interface between subteams on multi-
subsystem tasks. These tasks were managed using a detailed requirements ﬂowdown
and a Gantt chart. These documents can be found in Appendix D.
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Table 3.1: UPAACN mass budget.
Item Mass [kg]
STRUC Frame 0.81
Solar Panel Faces 0.24
ACR-SAT boards 0.1
BCN antenna & board 0.11
Transmitter antenna 0.031
MHX2420 boards 0.125
Sensor Board 0.013
AACS 0.12
Estimated Battery 1.0
Total 2.549
3.3 Budgeting
When applied to a space project, budgeting refers to more than just money. Due to
the limitations of launch vehicles and satellite technologies, other project capacities
are managed in a budget format as well. This includes mass, power, and data. The
budget was broken down by subsystem in order to help control the complexity and
the overall cost. The budgets for the current design team can be found in Appendix
F. As an example, the project mass budget is shown in Table 3.1.
The monetary budget is dictated by the project requirements. Funding is provided
directly through the RSL. The team also has access to many necessary components
and hardware from previous projects. While some of these items were used in the
prototyping phase, they may not all be suitable for ﬂight as speciﬁed by the project
requirements. As a result, a budget for the ﬂight phase is described in Chapter 4.
Several components, such as the space rated solar cells, are pre-existing RSL assets
that do not contribute to the project budget.
To meet mission objectives, many components will be manufactured at SCU. This
helps the team provide a low-cost alternative to traditional solutions for high-risk
endeavors. The team purchased components through the RSL that could not be
fabricated at the university level.
The SYST subteam managed all budgeting for the UPAACN. As stated above, this
included the monetary budget as well as mass, volume, and power budgets. These
living documents allowed the design team to keep track of project resources as well
as CubeSat constraints. This documentation can be found in Appendix E.
3.4 Timeline
An important task for SYST was to manage task scheduling via a Gantt chart.
A Gantt chart helps illustrate the time required to complete each task as well as
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task interrelatedness. This allowed interdependent subsystem tasks to be completed
linearly and helped prevent delays in the design process. Use of the Gantt chart
allowed SYST to eﬀectively manage the complexity of the 3U CubeSat platform.
This document is found in Appendix F.
3.5 Design Process
With multiple subsystems being designed concurrently, SYST had to ensure that the
designs could be assembled together and work in the way intended. Documentation
was produced that helped manage interrelated subsystem tasks and interfacing.
From a top level, this process began with creating a project statement and a separate
mission statement. These statements were developed into a requirements ﬂowdown
document, which can be found in Appendix D. This helped the team separate work
for developing a 3U CubeSat platform and the work for prototyping and fabrication.
The Project Statement is as follows:
The goal of the project is to develop a 3U CubeSat platform capable
of supporting short duration technology veriﬁcation experiments while
providing compelling hands-on student education opportunities.
The Mission Statement for the prototype of the 3U CubeSat, also known as the
UPAACN, is as follows:
The Unspeciﬁed Payload and Active Attitude Control (UPAAC) nanosatel-
lite will perform a 3-6 month technology veriﬁcation experiment for a
NASA test component and a new SCU single axis active attitude control
system in Low Earth Orbit (LEO).
Some speciﬁc examples of guiding documents are the success criteria and the operating
modes document. These both describe the speciﬁc functions of the spacecraft on-
orbit and the means of judging whether requirements were met. Furthermore, these
functions were further illustrated using a system block diagram, found in Chapter 2.
One of the main project requirements was reproducibility and manufacturability. To
help with this, SYST created documents such as a Bill of Materials (BoM) and a
standard formatting for all the drawings. This aided in the creation of a buildbook
that can help future project teams.
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3.6 Risk Mitigation
Space projects are traditionally very risky due to the impossibility of retrieval or
repair of spacecraft. Mission success requires guaranteed functionality from each
subsystem. Subsystem failures can often cascade and cause the entire satellite to fail.
For instance, if the thermal subsystem fails, the satellite component temperatures
will drift outside their operational ranges causing damage and possibly failure. The
traditional approach to this problem is to design with high safety factors and introduce
system redundancy. This project makes use of these ideas to a certain extent, but in
order to lower the cost, some compromises were made.
An example of building to a high factor of safety is the design for the structural
subsystem. It is constructed from machined aluminum and is 2 [mm] at its most
thin. This dimension stems not only from design, but also from the capabilities
of the SCU machine shop. Compared to other bus structures, such as a Pumpkin
CubeSat bus, this is extremely thick. This means that the structural design will be
very resilient during launch. The bus structure also makes use of brackets made for
mounting internal components. These increase the stiﬀness of the structure overall,
raising the natural frequency. While this design does increase the factor of safety, it
was implemented primarily to facilitate machining at the university level. Therefore,
any realized increase in natural frequency can be more accurately characterized as a
positive externality.
System redundancy was introduced by means of using ﬂash memory via an SD card.
This card allows for data logging in addition to the capacity of the ﬂight computers.
This will help the satellite with anomaly management, i.e. dealing with disturbances
on-orbit. It will also help the ground team manage the long-term health of the
satellite.
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4 Structural Engineering (STRUC)
4.1 Background
The structure of a satellite has several main functions. It provides the framework for
the satellite as a whole and incorporates the other subsystems into its design while
optimizing the use of volume and mass. The structural integrity of a satellite must
be maintained throughout handling, launch, deployment, and mission life in order to
provide support and protection for all subsystems. This includes the payload, the
ﬂight computers, EPS components, transmitter board, and AACS mechanism. The
structure must be able to passively dissipate heat generated by internal components
as well as insulate against incoming radiation.
The structural design must ensure the safety of the satellite throughout three ma-
jor mechanical environments: ground, launch, and orbital. Each environment places
unique stresses on the design. On the ground, the satellite must be able to survive
the test, transportation, and fabrication conditions. Here, the spacecraft is exposed
to thermal and atmospheric conditions that are very diﬀerent from space. The second
environment, the launch environment, places signiﬁcant dynamic and static loads on
the spacecraft. These include boundary conditions in the launch envelope, acoustic
and acceleration loads, and shock from the launch vehicle/multistage rocket separa-
tion events. The satellite will spend the longest time in the space environment. It
will be exposed to a vacuum, which can cause outgassing and cold welding, depend-
ing on the material composition. Radiation and ultraviolet degradation can change
the material properties of the spacecraft and orbital debris could cause damage upon
impact. In order to ensure a properly functioning spacecraft, the structure must be
able to withstand all three of these unique environments.
Typically, the design of the structure is based on the orbit and mission type of the
spacecraft. Orbits may be classiﬁed under two major categories: low-earth orbit
(LEO) and geostationary orbit (GEO).
Unlike LEO satellites, GEO satellites beneﬁt from almost never entering the Earth's
shadow, but must have large communication dishes to reach Earth. They are typically
larger and more massive than LEO satellites. GEO spacecraft typically have large
gimbaled solar panels and communication dishes. Often, GEO satellites have their
own means of propulsion for precision pointing. Overall, they are far more expensive
and complicated, and fulﬁll several missions simultaneously.
LEO satellites must be able to tolerate the temperature changes caused by the Earth's
shadow, albebo (reﬂection of sunlight oﬀ the Earth), and Earth's own infrared radia-
tion, but beneﬁt from being close to the Earth. This means that satellites in LEO can
be small and compact. They can have small communication dishes, small solar pan-
els, small batteries, simple command and data handling, and small control systems.
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Smaller systems have lower power requirements, so solar arrays can be body mounted,
in contrast with the deployable arrays typical of GEO spacecraft. Additionally, LEO
satellites can be designed to be launched to form a constellation of satellites. Smaller
size lowers the cost to launch and streamlines the design process, making them a
popular option.
4.2 Requirements
There are several requirements to be met in order for the satellite to be considered
a structurally launch-ready 3U CubeSat. First, the natural frequency of the entire
spacecraft must be kept above 100 [Hz] so that the satellite will not experience res-
onance during the launch. Resonance occurs when the system experiences vibration
at one of its fundamental frequencies, which causes the amplitude of the oscillation
to increase without bound. This could damage the satellite prior to deployment.
Natural frequency, ωn, can be loosely approximated as:
ωn =
√
k
m
(4.1)
where k is the stiﬀness of the structure and m is the mass of the overall structure.
For a system as complex as the completed nanosatellite, ﬁnite element analysis and
experimental veriﬁcation must be used to determine the natural frequency.
Second, the 3U CubeSat has physical constraints deﬁned by the characteristics of the
P-Pod launcher. As stated in Chapter 2, the external volume of the satellite must
be maintained at 100±0.1 x 100±0.1 x 340.5±0.3 [mm]. This means the structure of
the nanosatellite must be manufactured with strict tolerances. The total mass of the
satellite including the payload must be kept under 4 [kg]. This will ensure that the
nanosatellite will ﬁt within the P-Pod launcher without adding signiﬁcant weight to
the launch. In addition to these requirements, the external structure of the satellite
must include rails that will be in contact with the launcher. At least 75%, or 255.4
[mm], of the satellite rails must be in contact with the launcher rails. These rails
must be made out of hard anodized aluminum to prevent damage.
A SYST level requirement for the structure of the satellite is that it must be student
built. This reduces cost and turnaround time for the project because changes and
problems can be managed directly by the students. However, this also meant that
longer and more arduous machine processes were used due to the limited capabilities
of the average university machine shop. One example of this was that the SCU
machine shop lacked a metal-capable laser cutter, which could have been used to
quickly fabricate the faces of the structure. Instead, these structural components had
to be manufactured using a milling machine.
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Figure 4.1: Bus structure from 2012 design team.
Finally, the arrangement of the internal components must be completed in such a
way as to ensure proper mass distribution. Speciﬁcally, as per the CubeSat Design
Speciﬁcations, the spacecraft center of mass must be within 2 [cm] of its geometric
center.
4.3 Inherited Design
Drawing from the lessons learned from the 2011-12 nanosatellite team and the re-
quirements for the P-Pod, a 3U structure was designed. Although the Pumpkin Inc.
design only included three distinct parts, the 3U CubeSat design requires ten separate
parts: four side faces, four corner brackets, one top face, and one bottom face. This
design is shown in Figure 4.1. The solid side faces allow the internal components to
be incorporated into the satellite. They attach to the corner brackets along the side
and to the top and bottom faces. All the parts are manufactured from aluminum 6061
and the fasteners are military speciﬁcation stainless steel to increase the likelihood of
mission success. A detailed parts list can be found in Appendix H.
4.4 Design Updates
A thorough review of the 3U design from last year revealed that signiﬁcant changes
were needed to meet requirements for launch and deployment. For instance, the inher-
ited design lacked a deactivation switch integrated with the structure and mounting
and cabling were an afterthought. Considering how many subsystems and components
are included in the 3U CubeSat platform, it was clear that changes were necessary.
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Figure 4.2: Updated bus structure design.
The structural design from last year included side faces with pockets milled out.
Although this reduces the mass of the structure, it did not allow ﬂexibility within the
design. For the unspeciﬁed payload, it is crucial that the design can be modiﬁed easily
to account for changes in payload and batteries. Additionally, the 2011-12 design did
not consider how to incorporate the solar panels. The design was changed to have
solid side faces. This allowed the design to be more ﬂexible, and the new design
includes holes for the attachment and wiring of the solar panels. The new design
has also sped up and simpliﬁed the manufacturing process, because the pockets no
longer needed to be milled out. This had the added bonus of increasing the natural
frequency because the solid faces greatly increased the stiﬀness of the structure. The
new assembly is shown in Figure 4.2.
In order to better incorporate the internal electronics of the nanosatellite, several
hole locations were changed and added. Through-holes were added so that the AACS
payload, communication board, and solar panels could be included in the satellite.
The bottom face was also redesigned so that it allows the wires to be routed along
one side of the satellite and makes the wiring process much simpler.
The brackets were also redesigned. The bracket that mounts the ﬂywheel can was
designed with speciﬁcations set by the AACS subteam. It must keep the ﬂywheel
centered within the structure to prevent anomalous system behavior. The second
bracket is used to attach the payload and the communication board. It was designed
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in such a way that the through-holes for the communication board lined up with the
through-holes for the brackets.
4.5 Challenges
The major challenge encountered during the design and fabrication of the structure
was maintaining the scale and tolerances of each component. This challenge is a
result of the project requirement to manufacture and assemble the spacecraft in the
university machine shop using only student labor. Machining the side faces was
especially challenging; these parts were fabricated on milling machines, which is a
long and arduous process compared to something more high-tech such as a metal-
capable laser cutter. The top and bottom faces were milled from solid blocks of
aluminum and were mounted using assembly tools. This was necessary as each part
required thin ﬂanges in order to attach to the side faces. The corner brackets had the
tightest tolerances and required a special tool in order to be machined properly.
4.6 Analysis
Modal analysis was conducted using the ﬁnite element analysis (FEA) program AN-
SYS 14 to ﬁnd the natural frequencies of the system. This analysis was completed for
the assembled structure and did not include internal components. This is because it
is diﬃcult to simulate the behavior of the various electronic components, especially
those that have not yet been selected, such as the battery and payload. Further
FEA will be completed once the internal components are ﬁnalized. The boundary
conditions of the model were chosen to simulate the constraints imposed by the P-
POD. The eight corners of the nanosatellite were constrained so that they have no
displacement in any direction.
The results of the ﬁnite element analysis show that the structure has a ﬁrst natu-
ral frequency of 591.55 [Hz], which greatly exceeds the minimum natural frequency
requirement of 100 [Hz]. The program also calculated ﬁve other modes of vibra-
tion. These natural frequency values are signiﬁcantly higher than those derived from
the 2012 design, as shown in Table 4.1. Despite the increased mass, the additional
material increased the stiﬀness of the structure signiﬁcantly.
Because the solid side faces are relatively thin compared to the rest of the structure,
it is expected that this is where failure may occur. The mode shapes in Figure 4.3
show that the structure does vibrate as anticipated.
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Table 4.1: Natural frequencies for diﬀerent modes of vibration.
Mode Updated Design [Hz] 2012 Design [Hz]
1 591.55 499.4
2 892.45 531.9
3 896.87 536.5
4 931.14 581.5
5 1151.5 717.2
6 1153.7 791.4
Figure 4.3: Six modes of vibration of the bus structure.
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5 Thermal Design and Analysis (THERM)
5.1 Satellite Thermal Background
The thermal subsystem is vital to a satellite's functionality. It ensures other system
components are not compromised in the extreme conditions of the space environment
due to temperature ﬂuctuations. Every component has an operational temperature
range that must be maintained to ensure functionality. In addition to an operational
temperature range, there is a survival temperature range. Generally, if the compo-
nent temperatures ﬂuctuate outside of their operational range, the systems will still
function if returned to operational conditions. Unfortunately, once outside the sur-
vival temperature range, components will fail. A satellite's survival and operational
temperature ranges are determined by its most sensitive components.
In LEO, the thermal inputs that aﬀect satellites are direct internal heat generation,
solar radiation from the sun, infrared radiation emitted by Earth, and albedo, which
is solar radiation reﬂected oﬀ Earth's surface. The external thermal inputs are trans-
ferred to the orbiting spacecraft through radiation, which is illustrated in Figure 5.1.
The heat ﬂux is determined by the geometry, orientation, and material properties of
the spacecraft. Internal heat generation is created by electrical components and is
transferred through conduction and radiation. The only means of heat dissipation is
through radiation.
Thermal analysis is necessary to simulate the behavior of the satellite while in orbit.
This is typically completed using Thermal Desktop, an industry standard. Thermal
Desktop is used to generate thermal models of systems that can be manipulated
in a CAD environment.20 Unfortunately, it has a steep learning curve, making it
impractical to implement at the university level.
The current design team took a diﬀerent approach to thermal analysis. This was
completed using the thermal analysis tool SatTherm, which was used by the previous
design team. This is described in Section 5.3.
Thermal analysis considers the worst case scenarios a satellite might sustain during
its mission life. This approach determines whether a satellite will survive the most
extreme environments it might encounter on orbit. It also benchmarks the tempera-
ture range the satellite will sustain. The two scenarios of interest are the hot case,
when the satellite's largest surface faces the sun with the inclusion of internal heat
generation, and the cold case, when the satellite's smallest surface faces the sun
without any internal heat generation. This is typical for a satellite in LEO; alter-
nate assumptions are made for diﬀerent orbits. From this analysis, the THERM
subsystem is engineered using a combination of Active Thermal Control (ATC) and
Passive Thermal Control (PTC) to keep the satellite within the temperature range
requirement.
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Figure 5.1: Energy balance of a satellite in LEO.
5.2 Modes of Heat Transfer
Since there is no medium in space to transport heat by convection, there are only two
modes of heat transfer relevant to analysis: conduction and radiation. This analysis
neglects the eﬀects of convection in the sealed vessel for the AACS.
5.2.1 Conduction
Conduction is the transfer of energy by atomic vibrations (phonons) and electronic
transitions (for metals in particular). The higher the particle energy, the higher the
temperature.21 Heat transfer processes can be characterized by rate equations, such
as Fourier's Law:
q” = −kdT
dx
(5.1)
where q” is the heat ﬂux [W/m2], k is a transport property or the thermal conductivity
[W/mK], and dT
dx
is the change in temperature over distance. The minus sign is used
because heat is transferred in the direction of decreasing temperature.
To calculate the heat transfer rate and ﬂux between two points i and j, Fourier's Law
may be used as
qij =
kA
L
(Ti − Tj) (5.2)
qij” =
k
L
(Ti − Tj) (5.3)
where qij is the heat rate in [W] between points i and j, A is the cross sectional area
in [m2] through which the heat is ﬂowing, L is the distance in [m] between points i
and j, Ti is the temperature in [K] at point i, Tj is the temperature in [K] at point j,
and qij” is the heat ﬂux in [W/m
2] between points i and j .
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5.2.2 Radiation
Thermal radiation is energy emitted at the surface of matter and is transported
by electromagnetic waves. Since radiation does not require a material medium, it
is most eﬃcient in a vacuum.22 The rate at which radiation energy is emitted is
contingent on the direction and wavelength of the electromagnetic waves and the
surface temperature. This rate is known as the surface emissive power, E, and is
measured in [W/m2].
An ideal radiator is known as a blackbody. A blackbody's characteristics are that it
absorbs all incident radiation, regardless of wavelength and direction; for a prescribed
temperature and wavelength, no surface can emit more energy than a blackbody; and
it is a diﬀuse emitter.23 The Stefan-Boltzmann law calculates the emissive power of
a blackbody as a function of surface temperature:
Eb = σT
4
s (5.4)
where Eb is the emissive power of a blackbody [W/m
2], σ is the Stefan-Boltzmann
constant (5.67× 10−8 [W/m2· K4]), and Ts is the surface temperature.
The heat ﬂux emitted by a real surface is less than that of a blackbody because it is
also dependent on the surface emissivity:
E = εσT 4s (5.5)
where E is the emissive power and ε is the surface emissivity (0 ≤ ε ≤ 1). Further-
more, the heat ﬂux radiated from one body to another can be calculated using:
qij” = εσFij(T
4
i − T 4j ) (5.6)
where Fij is the view factor between surface body i and surface body j.
5.3 SatTherm
SatTherm is a thermal analysis and design tool for small spacecraft designed by
NASA Ames and San Jose State University in 2008. It is a MATLAB package that
runs a nodal transient thermal analysis for small spacecraft. A benchmark comparison
between SatTherm and Thermal Desktop consistently yielded temperature proﬁles
within 4 [K] of one another.24
The SatTherm package uses the ﬁnite-diﬀerence numerical method to calculate the
transient temperature of each surface of a modeled satellite.
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The way in which heat ﬂux aﬀects an object's temperature can be characterized in
the transient heat ﬂux equation of a one dimensional system:
k
∂2T
∂x2
= ρcp
∂T
∂t
(5.7)
where k is the thermal conductivity of the material in [W/mK], ρ is the material
density in [kg/m3], and cp is the material speciﬁc heat in [J/kgK]. This is a second-
order partial diﬀerential equation which relates the partial derivative of temperature
with respect to time to the second partial derivative of temperature with respect to
position. With the use Equation 5.7 and the ﬁnite-diﬀerence method, the temperature
proﬁle as a function of time and position, T (x, t), can be approximated.
The ﬁnite-diﬀerence method uses a forward diﬀerence approach to determine an ob-
ject's transient temperature at each of its nodes. An approximation to the time
derivative in Equation 5.7 is expressed as:
∂T
∂t
≈ 1
∆t
[T (x, t+ ∆t)− T (x, t)] (5.8)
∂2T
∂x2
≈ 1
∆x2
[T (x+ ∆x, t)− 2T (x, t) + T (x−∆x, t)] (5.9)
Each node n is separated by length x, making its neighboring nodes n− 1 and n+ 1.
This means that T (x + ∆x, t) becomes Tn+1, T (x, t) becomes Tn, and T (x − ∆x, t)
becomes Tn−1. Similarly, T (x, t) becomes Tn and T (x, t + ∆t) becomes T ′n, which is
the the temperature of node n after one time step t. Using the notation in Equations
5.8 and 5.9, Equation 5.7simpliﬁes into:
k
(∆x)2
(Tn−1 − 2Tn + Tn+1) = ρcp
∆t
(T ′n − Tn) (5.10)
Then, both sides of Equation 5.10 are multiplied by the volume of material separating
each noden, A∆x , where A is the cross-sectional area and ∆x is the length. Further
replacing kA
∆x
with the conductive resistance R, and V ρcp with the material's thermal
capacity C, one obtains:
Tn−1 − Tn
Rn,n−1
+
Tn+1 − Tn
Rn,n+1
=
C
∆t
(T ′n − Tn) (5.11)
Equation 5.11 can be generalized for a two-dimensional system as follows:∑
j
Tj − Ti
Rij
=
Ci
∆t
(T ′i − Ti) (5.12)
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Additional consideration of radiation and internally generated heat results in the
following expression for T ′i :
T ′i = Ti +
∆t
Ci
(∑
j
q”ij−cond. +
∑
j
q”ij−rad. + q”i−int.
)
(5.13)
where q”ij−cond. is the heat ﬂux from conduction, q”ij−rad. is the heat ﬂux from ra-
diation, and q”i−int. is the heat ﬂux from internal heat generation. Equation 5.13
demonstrates that the temperature of a node can be calculated iteratively for a tran-
sient analysis, though it requires that the initial temperatures as well as the radiation
and internal heat ﬂuxes at each time step be known. The value of ∆t should be
bounded using an associated stability criterion to ensure that there are no numeri-
cally induced oscillations, which can cause the solution to diverge.25
5.4 Active and Passive Thermal Solutions
There are several methods of thermal control to keep a satellite within its required
temperature range. One popular approach taken for satellite thermal design is cold-
biasing, meaning that the satellite is designed to operate closer to its low temperature
limit than its high temperature limit. This is typically done because it is cheaper and
more eﬃcient to generate heat than it is to dissipate heat in the space environment.
Another approach is to maximize PTC and minimize ATC to reduce THERM sub-
system complexity and maintain minimal impact on the power budget. Since PTC
will be optimized to reduce necessity of ATC, several subsystem options have been
explored.
There are many traditional thermal design solutions. One example is multi-layer in-
sulation (MLI), which minimizes heat transfer to and from the satellite, but requires
space in the volume budget. A diﬀerent approach is to reduce or increase the amount
of thermal radiation the satellite absorbs or emits using a surface ﬁnish with appro-
priate thermal properties. Heat pipes are eﬃcient devices used to dissipate heat,
however they are not practical for a small satellite. A highly thermal conductive
plate made out of aluminum or titanium can be used to mount the high energy pro-
ducing components. This allows heat to ﬂow from the plate to the exterior surface
of the satellite and be dissipated through radiation. In some cases, satellites mount
radiators to dissipate heat.
To eﬀectively use ATC, temperature sensors are required. Some options include
thermistors, resistance temperature detectors (RTD), and thermocouples. RTDs are
made of conductors, such as platinum, and have a resistance that varies linearly with
temperature. Thermistors are semiconductors that give a power function relationship
between resistance and temperature.26 In a thermocouple, a voltage is generated
across the junction of two diﬀerent alloys in response to temperature changes.
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RTDs and thermistors are compatible with computerized systems and have an operat-
ing temperature range of 73 to 973 [K]. They generally provide temperature readings
of up to two signiﬁcant ﬁgures and can remain stable with little degradation. RTDs
are expensive because of their material value, while both sensors are more sensitive to
environmental disturbances than thermocouples. Thermocouples have a wider tem-
perature range of 73 to 2593 [K] and do not require any power to operate. The only
drawback is that thermocouples degrade more quickly than RTDs and thermistors.27
Since small satellites have a relatively short mission life, thermocouples are the best
option for thermal sensors.
For ATC, louvers can be used to control the thermal environment. Louvers func-
tion as shutters that open when the satellite's internal temperature is too high. A
bi-metallic sensor actuates the louver blades by contracting and applying a torque as
temperature increases. Using a highly reﬂective base-plate to reject heat, the satel-
lite's temperature can be controlled passively.28 Unfortunately, louvers are diﬃcult
to manufacture, demand too much of the mass budget, and reduce space designated
for photovoltaic panels. Thermoelectric coolers can be used to dissipate excess heat,
however they are not eﬃcient in performance and are typically used for low heat ﬂux
systems.
The most practical solution to generating heat is the use of ﬂexible electrical heaters,
which exploit the heat generated from resistors. They are simple components that can
be epoxied to another component and conduct heat. When the temperature measur-
ing device indicates that the component has fallen below its operational temperature
range, the heater will turn on, then turn oﬀ once the sensor indicates the component's
temperature has been returned to its operational temperature range.
5.5 SatTherm Updates
Upon reviewing the SatTherm package, an error with the internal view factor function
for the satellite had to be corrected. This error caused the internal view factors to not
add up to 1. It was also discovered that the SatTherm package previously assumed
that only the top surface of the satellite would constantly face the sun. The script was
changed so that the hot and cold cases mentioned in section 5.1 could be simulated.
Additionally, a hot and cold case were simulated that included Chemglaze Z306 Black
paint as the surface ﬁnish for the top and bottom surfaces. The satellite's orbital
parameters were changed to match the orbit of the International Space Station (ISS)
as of January 21, 2013. Also, the analysis now includes diﬀerent surface ﬁnishes for
each surface of the satellite, including aluminum 6061, Chemglaze Z306 Black Paint,
and an averaged surface ﬁnish of aluminum 6061, photovoltaic cells, and printed
circuit board.
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Table 5.1: Thermal properties of surface ﬁnishes.
Surface Finish Absorptivity Emissivity
Aluminum 6061 0.031 0.039
Averaged Composite 0.651 0.649
Chemglaze Z306 Black Paint 0.920 0.890
5.6 Work Summary
To begin, a temperature range requirement had to be deﬁned by the UPAACN's
system components temperature sensitivity, which was bounded to 242 to 358 [K].
To input the UPAACN's material properties into SatTherm, an average surface ﬁnish
for the side surfaces had to be calculated to account for the composite material of
aluminum 6061, photovoltaic cells, and printed circuit board. The surface thermal
properties are tabulated in Table 5.1. Once the satellite's thermal properties were
calculated and updated in SatTherm, the simulation was run for a period of six hours
for both hot and cold cases.
Diﬀerent paint surface ﬁnishes were used in the thermal analysis as part of the
PTC to maintain the satellite's surfaces within the temperature range requirement.
Chemglaze Z306 Black Paint was selected as the best surface ﬁnish.
5.7 Challenges
The ﬁrst challenge encountered was deciphering the SatTherm package. The package
had several scripts that ran diﬀerent functions necessary to perform the thermal
analysis, making it a tedious process. Every function was veriﬁed and modiﬁed where
necessary. Another challenge stemmed from ﬁnding a surface ﬁnish with thermal
properties that was ideal to maintain the satellite's surfaces within the temperature
range requirement while also being cost eﬀective.
5.8 Results
Before a surface ﬁnish was considered, a hot and cold case were simulated using
aluminum 6061 material properties. These results are shown in Figures 5.2 and
5.3, respectively. The hot case results show that the UPAACN will stay within
its operational temperature range. The cold case shows that the UPAACN node
temperatures will drop below the lower limit of the operational temperature range.
This is due to the low absorptivity of aluminum 6061. These results prompted the
team to consider using a surface ﬁnish with more desirable material properties on the
top and bottom faces of the UPAACN.
The hot case results with the top and bottom surface ﬁnish of Chemglaze Z306 Black
Paint are shown in Figure 5.4. The cold case results with the top and bottom surface
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Figure 5.2: Hot case simulation over six hour period with aluminum 6061 as a surface
ﬁnish on the top and bottom faces.
Figure 5.3: Cold case simulation over six hour period with aluminum 6061 as a surface
ﬁnish on the top and bottom faces.
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Figure 5.4: Hot case simulation over six hour period with Chemglaze Z306 Black
Paint as a surface ﬁnish on the top and bottom faces.
Table 5.2: Temperature ranges for hot and cold cases with and without Chemglaze
Z306 Black Paint on the top and bottom faces.
Surface Finish Hot Case [K] Cold Case [K]
Aluminum 6061 262-313 229-237
Chemglaze Z306 Black Paint 252-304 242-275
ﬁnish of Chemglaze Z306 Black Paint is shown in Figure 5.5. Figures 5.4 and 5.5 each
contain data for the temperature of each surface of the satellite while in orbit.
The hot case shows that the UPAACN will stay within its temperature range require-
ment with a safety of 10 [K] above its lower limit and oscillates well below its upper
limit. Similarly, the cold case stays well below its upper limit, but reaches the lower
limit at 242 [K]. Since it is not expected that the UPAACN's orientation will be ﬁxed
in a cold case position for a signiﬁcant amount of time, the risk of UPAACN falling
out of its operating temperature range is small. These results were compared to the
hot and cold cases run without the additional surface ﬁnish of Chemglaze Z306 Black
Paint, which are shown in Table 5.2.
Through simulation, with the current conﬁguration of the UPAACN and applying
Chemglaze Z306 Black Paint to the top and bottom surfaces, the results show that
the UPAACN should stay within its temperature range requirement.
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Figure 5.5: Cold case simulation over six hour period with Chemglaze Z306 Black
Paint as a surface ﬁnish on the top and bottom faces.
5.9 Future Work
With the implementation of a battery and payload, the SatTherm simulation will
need to be modiﬁed to adopt the new changes and be run again for new results. It
is likely that new components will have more sensitive temperature ranges, which
would most likely require the use of ATC in the thermal subsystem. As discussed
in section 5.5, MLI can be used to minimize heat transfer while thermocouples and
ﬂexible electric heaters can be used to sense component temperatures and provide
heat when necessary.
SatTherm does not have a complete graphical user interface. All variables are deﬁned
in a MATLAB script (m-ﬁle), which runs by calling the functions needed to calcu-
late the transient temperature. Developing a graphical user interface would increase
SatTherm's usability and shorten its learning curve.
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6 Distributed Command and Data Handling (dCDH)
and Communications (COMM)
6.1 Introduction
The Data Handling subsystem is comprised entirely of one single piece of hardware
on which four main processes are installed; the Dallas-Master (DMS), the Scheduler,
the Expert, and the Beacon (BCN). The main function of the dCDH subsystem is to
control all the software in the satellite. It monitors the statuses of the subsystem such
as current and temperature in order to make sure the system is within the operational
range. The beacon continuously transmits system telemetry data packets in order to
communicate the satellite operational status to the ground component. The scheduler
is used to turn on the COMM subsystem after initial satellite deployment and if it
has been turned oﬀ in order to save power. It will also control the frequency of the
beacon packet broadcasts. The expert system will ensure the system is within the
operational range.
The main functions of the COMM subsystem are to send data from the satellite to the
ground station and to distribute commands from the ground station to the satellite.
The COMM subsystem is necessary for dCDH as it is the only means for the ground
station to communicate with and send commands to the satellite on-orbit.
6.2 Requirements
Mission success is determined by customer satisfaction. In the case of the UPAACN
and its subsystems, Dr. Christopher Kitts of the RSL is the primary customer.
Several RSL requirements have already been discussed in Chapters 1 and 2. For
dCDH and COMM, the requirements are split into three categories: functional, non-
functional, and design constraints. Functional requirements deﬁne system actions,
while non-functional requirements deﬁne how these actions are completed. Design
constraints restrict the means in which solutions are implemented.
There are several functional requirements. The system will send health packets and
data via the beacon board. In addition, the ﬂight computers will receive data and
commands from the RSL ground station. The system will then execute these com-
mands by distributing them to the various subsystems. Finally, the dCDH system
will interface with the AACS mechanism.
The non-functional requirements are more general and aﬀect the system design pro-
cess. For instance, the system is designed to be as eﬃcient and cost eﬀective as
possible while complying with all NASA and CubeSat Design Speciﬁcations. The
system is also design to be expanded in future iterations so that a variety of payloads
can be supported. This approach helps develop the capabilities of the 3U platform.
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Figure 6.1: Clockwise from top left: two AVR-SAT boards, beacon board, lab power
board, MHX2420 OEM Radio Transmitter board.
Finally, the dCDH and COMM systems are designed to be maintained by students
in the RSL.
The dCDH/COMM subteam used AVR-SAT hardware boards in accordance with the
design requirements. The system was also required to ﬁt within the physical archi-
tecture of the 3U platform. For transmissions, a MHX2420 OEM Radio Transmitter
board was used in order to maintain compatibility with existing RSL operations.
This allows the RSL ground station to communicate with the UPAACN on-orbit.
This hardware is shown in a lab conﬁguration in Figure 6.1.
6.3 System Architecture
6.3.1 Conceptual Model
The ﬁrst iteration of the dCDH and COMM subsystems was based on the architec-
tural diagram shown in Figure 6.3.1. This was a client-server model adapted for the
distributed ﬂight computing approach. The diagram shows how the dCDH processes
interface with the AACS mechanism.
6.3.2 Final Model
The design team eventually settled on the architectural model shown in Figure 6.3.
This model was adopted after the team encountered issues with the conceptual model.
This updated model more comprehensively considers the overall subsystem structure
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Figure 6.2: Conceptual architectural model of dCDH and COMM.
Figure 6.3: Final architectural model for dCDH and COMM.
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of the 3U platform. The main update is that Beacon is now included in the dCDH
hardware instead of COMM due to memory overlap issues.
6.4 Use Cases
The following use cases explain the main functions of the dCDH and COMM subsys-
tems. They include the components that perform a function, or the actors, the goal
of the function, the conditions that must be satisﬁed before and after the function is
performed, and the step-by-step process of completing the function.
6.4.1 Sending Commands via the Transmitter
 Actors - RSL Ground Station.
 Goal - Send commands to the UPAACN from the RSL Ground Station.
 Pre-Condition - Satellite is powered, ground antenna is able to broadcast.
 Post-Condition - Commands were sent and received.
 Exceptions - Transmitter is non-functional.
1. Seek out UPAACN.
2. Establish link between ground station and UPAACN.
3. Broadcast command to UPAACN.
4. End broadcast.
6.4.2 Sending Beacon Packets
 Actors - RSL Ground Station.
 Goal - Initialize beacon in order to send packets.
 Pre-Condition - Satellite is powered, ground antenna is able to broadcast, HAM
radio is on.
 Post-Condition - Commands were sent and received, beacon is transmitting
packets.
 Exceptions - Transmitter is non-functional, satellite is out of HAM radio range.
1. Seek out UPAACN.
2. Establish link between ground station and UPAACN.
3. Broadcast to UPAACN.
4. Initialize beacon command for set time interval.
5. End broadcast.
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6.4.3 System Power On
 Actors - UPAACN.
 Goal - Turn on all subsystems individually.
 Pre-Condition - UPAACN has gone through reboot or has powered oﬀ individual
subsystems.
 Post-Condition - All UPAACN subsystems are powered on.
 Exceptions - N/A.
1. Dallas-Master detects subsystems that are powered oﬀ.
2. Dallas-Master executes commands that redirect power to subsystems in ques-
tion.
6.4.4 System Power Oﬀ
 Actors - UPAACN.
 Goal - Turn oﬀ all subsystems individually.
 Pre-Condition - UPAACN has power and is receiving commands, hardware
sensors are functioning.
 Post-Condition - UPAACN subsystems are powered oﬀ.
 Exceptions - N/A.
1. UPAACN sensors detect that criteria is met for full system reboot or for indi-
vidual subsystems to be powered oﬀ.
2. Dallas-Master sends commands to power oﬀ to subsystems in question.
6.4.5 AACS Motor Control
 Actors - UPAACN.
 Goal - Receive data from and send control commands to AACS motor.
 Pre-Condition - UPAACN has power, RSL ground station is able to broadcast.
 Post-Condition - Motor response is controlled.
 Exceptions - Sensors are non-functional.
1. Dallas-Master reads information from sensors.
2. Dallas-Master will send control command to motor depending on telemetry
data/system functional criteria.
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3. Telemetry/AACS data is relayed to RSL ground station.
4. End broadcast.
6.5 Activity Diagrams
The activity diagrams show the ﬂow of the dCDH and COMM processes. They
separates each into logical and graphical components while describing the ﬂow of
each process. Each diagram shows how processes interact with and lead into other
processes. These diagrams were taken from previous RSL projects that used the same
boards and processes. They can be found in Appendix F.
6.6 Technologies Implemented
6.6.1 Software
The code used for the 3U CubeSat platform ﬂight computing subsystems is written
in C. Programmer's notepad was used to compile the code. It was then ﬂashed onto
the hardware boards using AVR Studio 4. When running the code on the hardware,
the commands and data can be monitored and sent via the Terminal program or any
serial compatible program.
6.6.2 Hardware
In keeping with project requirements, the hardware used was provided by the RSL.
This includes:
 2 AVR-SAT Microcontroller Boards (based on ATMega128)
 2 MHX2420 Transmitter Boards
 1 Beacon board with antenna
 1 Faulhaber 1202 Brushless DC Penny-Motor with speed controller
 Various sensors:
 Gyroscope
 Magnetometer
6.7 Design Rationale
The purpose of the dCDH subsystem is to process the commands and telemetry data
and relay it to the RSL ground station. It was important to ensure that the hardware
used was reliable and compatible with all subsystems. The AVR-SAT boards used
are outdated, but they have a ﬂight heritage, which is highly desirable in the space
industry. In other words, these boards have been proven on-orbit, so they can be im-
plemented in the 3U CubeSat platform with conﬁdence. These boards communicated
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Table 6.1: Risk analysis chart for dCDH and COMM subsystems.
Risks Consequences Probability Severity Impact Mitigation Strategy
Dynamic
require-
ments
Requirements
not met
0.9 8.5 7.65 Frequent
communication with
adviser, make
system adaptable
Diﬃcult
board
integration
UPAACN
will not
function
0.9 8.0 7.20 Become familiar
with documentation
and AVR libraries
Unfamiliarity
with
hardware
Requirements
not met
1.0 7.0 7.00 Become familiar
with documentation,
read previous thesis
Bugs in
existing
code
Spend time
ﬁxing bugs
0.8 8.0 6.40 Compile and check
code after every
change, read
comments left by
previous authors
Time Miss project
deadline
0.6 7.0 4.20 Have weekly group
meetings,
communicate with
SYST
through I2C protocol, which allows for easy integration with compatible payloads.
While it would be possible to design and implement more capable boards, it would
be too time consuming and the value oﬀered by the ﬂight heritage would be lost.
Finally, the beacon has been chosen to broadcast over HAM radio protocols as this
has been proven on-orbit as an eﬀective approach for LEO spacecraft.
The COMM subsystem is used by the dCDH subsystem on-orbit to send and recieve
commands from the RSL ground station. This function is handled by the MHX2420
transmitter board. Like the AVR-SAT boards, the MHX2420 has ﬂight heritage and
helpful documentation from previous satellite missions, making it easy to implement
in the 3U CubeSat platform. The antenna used by the COMM subsystem is ﬂat
and ﬂexible, allowing it to ﬁt within the bus structure without interfering with other
hardware. This helps optimize volume and functionality.
6.8 Project Risks
The risk analysis chart, found in Table 6.1, helped the team better understand po-
tential design obstacles. The chart is organized by decreasing impact on the group,
measured on a scale from zero to ten, ten being project failure.
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Figure 7.1: IV curve for Triangular Advanced Solar Cell.
7 Electronic Power System (EPS)
7.1 Background
The EPS is responsible for providing power all electrical components on a satellite. In
general, it has several major functions. This includes generating power; storing power
in batteries for use during eclipse/peak power draw periods; conditioning, regulating,
converting, and distributing power; and protecting against power failures.29 In ad-
dition to functional requirements, satellite power systems must also consider system
degradation, orbital parameters, and spacecraft conﬁguration. The power system in
a satellite is also used to handle mission speciﬁc applications.
7.2 System Architecture
All satellite power systems have the same basic components. This includes a means
of power generation, a regulating system, a means of storage, and the satellite loads.
For a CubeSat, power generation is typically handled through photovoltaics assembled
into body mounted panels. These are designed in order to produce desired current
and voltages. When a photovoltaic cell is exposed to electromagnetic radiation, it
generates a voltage and causes current to ﬂow. The voltage across the cell is dependent
on the current through the cell. This relationship is expressed through the used of a
Current vs. Voltage graph, also known as an IV curve. The IV curve for the triangular
advanced solar cells (TASC) used in the solar panel design for the UPAACN is shown
in Figure 7.1.30
The regulating functions of the EPS are handled by a power board. The main func-
tions of this board are to control the power generated by the solar array, to regulate
the voltage of the satellite, and to charge the battery. Diﬀerent satellites use diﬀerent
levels of power regulation.
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Figure 7.2: EPS block diagram.
Power storage in a satellite is typically handled by rechargeable batteries. For a
satellite in LEO, the battery is charged by the solar array when exposed to solar
radiation. The battery provides power to the satellite when it is in eclipse. It is also
used to supplement the solar array during times of peak power draw. These batteries
are typically Nickel-Cadmium or Lithium Ion.
The 3U CubeSat platform will use a power system that includes four body mounted
solar panels that each feed into individual peak power trackers (PPT). The PPTs are
used to dynamically optimize the power output of the solar arrays. This then feeds
into a power board which regulates the bus voltage and current. The power board
also controls the charging and discharging of a Lithium Ion battery. The 3U CubeSat
platform also includes a kill switch that ensures no systems start up before 30 minutes
after deployment. A system block diagram can be found in Figure 7.2.
The power from each panel on the UPAACN is fed into a peak power tracker. The
peak power tracker regulates the input current from the cells in order to keep the
input power and voltage at a predetermined level based on the power curve of the
cells. The output voltage is then bucked to a level suitable to charge the battery. The
output of the battery feeds into the startup comparator. The startup comparator is
responsible for the 30 minute delay between launch from the pod and systems turn
on. The output of the comparator is fed to both boosting and bucking converters.
The output of these converters are fed to the various other boards as voltage supply
rails.
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7.3 Solar Array Design and Assembly
Solar panel arrays are created by placing multiple cells in series to create strings, and
then these strings are placed in parallel to form an array. Cells are combined in series
in order to produce a desired voltage. These strings are placed in parallel in order to
produce a desired current output. Diodes are often included at the end of each string
in order to protect the solar cells from reverse charging. For CubeSats, these arrays
are typically mounted to the satellite body.
The solar panel design for the UPAACN is similar to that of the Brown Cube Satellite.
Each panel utilizes a two layer PCB. This PCB is the body of the panel, it is where
each of the cells associated with the panel will be mounted. The PCB also holds
the traces that form the electrical connections between cells. Each panel will span
the length of the CubeSat, and the width between rails along the long edges of the
satellite. Four of these panels will be used to cover the rectangular surfaces of the
satellite. The top and bottom, square surfaces of the satellite, will not contain solar
panels.
The panel dimensions are 321 x 68.58 [mm]. Each panel will contain ﬁfty Triangular
Advanced Solar Cells or TASCs. These cells will be connected in strings of ﬁve cells.
These strings will be connected in parallel to form ten strings per panel. The trace
width used for the series connections was determined based on the current expected
to ﬂow through each one of these traces. It was made wider than necessary to avoid
resistive losses, and to better dissipate heat. These traces were selected to be 0.76
[mm] in width. At the cathode of each string a vishay B120 schottky diode was placed,
with the anode of the diode placed at the anode of the string. These diodes serve
the purpose of blocking current from ﬂowing through a string from anode to cathode
in the presence of a string at a higher potential. These strings were then connected
in parallel via 2.54 [mm] traces. These traces were again larger than necessary for
the amount of current traveling through them, however, the increased width meant
better thermal conduction and less resistivity. Two vias were provided at the back of
each panel to provide a soldering point for the anode and the cathode of the panel.
The electrical characteristics of each panel are as follows under peak power conditions.
Peak power conditions include exposure to 1 Sun or 136 [mW/cm^2], and max power
point operation. The max power point for each cell was determined using the TASC
data sheet. It can be found by taking the product of current and voltage for a solar
cell's IV curve as shown in Figure 7.3. Note that this curve is not derived from a
TASC.
Operating at the maximum power point (MPP) of 28 [mA] and 2.19 [V], each string
produces 10.95 [V] and 28 [mA] of current for a total of 306 [mW]. The maximum
power output of each panel is therefore ten times this number or 3.067 [W].
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Figure 7.3: IV curve for a solar cell and maximum power point (MPP).
Figure 7.4: Solar panel PCB layout showing top traces in red and bottom traces in
blue.
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Figure 7.5: Start-up comparator circuit design.
The following assembly procedure was found in the 2012 Brown CubeSat design.31
First a solder mask must be created. We created our mask out of a laser cut plastic
polymer. The purpose of the mask is to assist in the placement of each cell on the
panel. The mask itself is the same size as the panel and contains cutouts in the shape
of each cell to be place. By placing the mask over the PCB it would be possible to
place each cell in precisely the right place without having to worry about accidentally
shorting two cells. EPO-TEK H20E Electrically Conductive Silver Epoxy can be used
to form both the electrical and physical connection between the back end of each solar
cell or the anode of the cell, and the appropriate solder pad for the cell. To place each
cell a handivac should be used to prevent damage to the cells. Once the cells have
been placed the anode of each cell can be soldered to the appropriate solder pad via
30 AWG Wires. The layout of the solar panels is shown in Figure 7.4.
7.4 Battery and Support Circuitry
The output of the battery in the UPAACN goes to the start-up comparator circuit.
The purpose of the start-up comparator is to determine whether or not power should
be delivered from the battery to the load. If the battery is charging for the ﬁrst time,
it is important that it does not deliver power to the load until it has been adequately
charged. In order to accomplish this a circuit was constructed based on the 2009
designs. This design is shown in Figure 7.5.
7.5 Peak Power Tracker
In photovoltaic systems, solar panels are usually connected directly to a battery.
While this conﬁguration is simple and requires no support circuitry, it is not eﬃcient.
In order to extract the maximum available power from a solar panel, it must be
operated at the maximum power point (MPP). The MPP is located at the knee of
an IV curve. Unfortunately, the voltage of the battery, which is often lower than
the MPP, limits the solar panel output voltage. In order to prevent power losses, a
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Figure 7.6: LT3652 PPT circuit design.
step-down converter is implemented between the solar array and the battery. This
circuitry, known as a peak power tracker (PPT), increases system complexity, but can
extract up to 20% more power from the array by operating it at the MPP.32 In a small
satellite application, it is extremely important to maximize the power output of the
body mounted solar array as its area is limited by the surface area of the spacecraft.
The PPT regulates the input voltage in order to get the most power out of each panel.
The MPP voltage and current for the UPAACN solar array are listed in Section 7.3.
The PPT also bucks this voltage to provide a regulated voltage to the battery. If the
PPT was to regulate the input to that of the voltage needed by the battery, eﬃciency
would be lost due to the power curve of the solar panels. A buck converter is used
to provide maximum eﬃciency between the input from the panels and the input of
the battery. The UPAACN EPS will use the LT3652 PPT in order to charge a 7.4
[V] battery. Unfortunately, because a battery has not been selected, the PPT designs
are not deﬁnite as they depend on the battery voltage. However, we have a basic
conﬁguration as shown in Figure 7.6. Charging time and current will be adjusted
based on battery input voltage speciﬁcations.
7.6 Power Board Design Updates
The power board consists of two buck converters and one boost converter in addition
to the PPT and charging circuitry. The buck converters take an approximate battery
input voltage of 7.4 [V] and buck to 5 and 3.3 [V]. Two non-synchronous switching
converters are used to accomplish this. Both converters are exactly the same except
for their inputs to the voltage sensor, which is the input to the control loop that
determines the duty cycle. As D = Vo/Vin, the duty cycle for the respective buck
converters is expected to vary with the input to the converter. Each buck converter
uses a TPS 5450 switching chip. The circuitry for the buck converters can be seen
in Figure 7.7. The boost converter uses a TPS55340 chip. The schematic for this
chip is shown in Figure 7.8. Like the buck converters, the TPS55340 uses feedback to
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Figure 7.7: Buck converter circuitry schematic.
Figure 7.8: Boost converter circuitry schematic.
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determine the switching duty cycle. This feature could be very important depending
on battery performance.
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8 Active Attitude Control System (AACS)
8.1 Purpose
The purpose of the AACS is to determine and control the orientation of the spacecraft
as it orbits Earth. The AACS uses a reaction ﬂywheel to control rotation of the
spacecraft about one axis. Using the law of conservation of momentum, the AACS
uses rotation of a reaction ﬂywheel to cause rotation of the spacecraft. A nested closed
loop control approach is used to achieve the desired performance of the subsystem.
The inner control loop is comprised of the actuator, a brushless DC motor, and
its own controller, a motor controller developed by the motor manufacturer. This
control system is directly attached to the reaction ﬂywheel. Feedback is provided by
Hall eﬀect sensors built into the motor, closing the inner control loop. The outer loop
is comprised of the spacecraft, the inner control loop, and the controller implemented
on the ﬂight computers. The outer loop is closed by using a rate gyro to provide
feedback. The rate gyro used on this spacecraft measures angular speed about three
axes, though only one axis is used by the AACS. The AACS is able to control angular
speed about one axis using this approach. This is necessary to de-spin the spacecraft,
a process which counteracts the unknown angular speed of the spacecraft when it is
deployed. This process is expected to take up to ten minutes.
8.2 Requirements
The AACS is an experimental proof of concept and the success of the sub-system will
be deﬁned as such. Experiments will be performed on the ground pre-launch and re-
peated on orbit. Performance in space will be quantiﬁed and recorded. Discrepancies
that are thought to be results of the space environment will be of particular interest.
Speciﬁc subsystem requirements are deﬁned by other subsystems, RSL, and Cal Poly
CubeSat requirements. The total subsystem mass is to be less than 0.5 [kg]. Total
power consumption is required to be less than 5 [Whr] every ﬁfteen minutes.
Table 8.1: Summary of AACS requirements.
Speciﬁcation Requirement Achieved
Mass < 0.5 [kg] 0.12 [kg]
Power < 20 [W] 0.975 [W]
Performance 2 [RPM] de-spin 2 [RPM] de-spin within 3 minutes
Cost < $500 $402.82
For performance requirements, the AACS needs to be capable of de-spinning a 3U
CubeSat from 2 [RPM] on orbit in under ten minutes. Finally, the total subsystem
cost needs to be under $500. See Table 8.2 for a summary of these requirements. All
physical and monetary requirements were met. The performance requirement was
achieved using combinations of proportional, derivative, and integral (PID) control.
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Figure 8.1: AACS architectural diagram.
8.3 System Architecture
The AACS is composed of four primary parts, just like any closed loop control sys-
tem. The plant, or what is to be controlled, is the spacecraft in this case. The rate
gyro sensor provides feedback to the controller about the motion of the plant. The
controller, which is control code implemented on the dCDH ﬂight computers, sends
the input signal to the actuator. The actuator is composed of a brushless DC motor
with an attached ﬂywheel. The AACS architecture is shown in Figure 8.1.
The AACS is limited by the internal volume of the spacecraft and the need for a sealed
container. The size of the ﬂywheel is determined by the mass of the spacecraft. The
ﬂywheel must have enough mass so it can suﬃciently aﬀect the spacecraft's rotation,
but must also be small enough to ﬁt within the spacecraft. The ﬂywheel mechanism
is vulnerable to the space environment, so it must be encased in a sealed container.
The sealed container further limits the size of the ﬂywheel, but will ensure that the
ﬂywheel can run properly for the mission life.
8.4 Control System Design
The mechanics of rotational control using a ﬂywheel rely upon the mass moment of
inertias of the ﬂywheel and spacecraft and the torque output of the motor. The equa-
tions of motion that govern rotational speed and position are derived from Newton's
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Second Law. The equations of motion were derived in this fashion for the spacecraft
and reaction wheel. These are found in Equations 8.1 and 8.2, respectively. The mass
moment of inertias are denoted by I, and the angular speeds are denoted by w. The
subscripts refer to the spacecraft, s, and the reaction ﬂywheel, f . The input torque
from the motor is t. Note that t is negative in Equation 8.2 due to Newton's Third
Law. These two equations are cross-coupled by the friction, b, that exists between
the ﬂywheel and spacecraft. These friction values are from the friction in the motor,
and the friction in the bearing that pins the end of the ﬂywheel.
Isωs = τ − b (ωs − ωf ) (8.1)
Ifωf = −τ − b (ωf − ωs) (8.2)
This simulation was completed using Simulink, as shown in Appendix C. The ﬁrst
model is for the open loop analysis of the spacecraft. The equations of motion were
put in a state-space realization. A ramp input was used to simulate the torque from
the motor. Realistically, the torque supplied by the motor is not constant; it will
decrease as the motor speed increases. The ramp input is of a negative slope to
simulate spinning the motor from standstill to full speed in ten seconds. This has
inaccuracies as the motor does not gain speed linearly and was found to be a second
order system. The motor dynamics will be explained later. Also, this analysis only
examines one axis. The other two axes of rotation are cross-coupled, relating rotation
about one axis to rotation about three axes. However, it is assumed that the forces
resulting from this cross-coupling are negligible. These cross-coupled forces are too
weak compared to other forces that can inﬂuence the rotation of the spacecraft.
The second Simulink model is for the closed-loop analysis of the spacecraft. In this
model, the actuator, controller, and sensor are also modeled. The actuator is a second-
order transfer function derived from experimental data collected from the motor and
motor controller. Again, the motor dynamics will be explained later. The controller
uses PID control, which will also be justiﬁed later. The sensor used here has a unity
gain as its signal, which is not ampliﬁed in any way. The saturation block in this
model is to simulate the loss in available torque as the motor gains speed. The
speed of the ﬂywheel used to determine the torque limits is taken from the law of
conservation of momentum. This is inaccurate because friction between the ﬂywheel
and spacecraft would decrease rotational speeds over time. By adjusting the physical
sizes of the simulated ﬂywheel, the model was used to help determine what size of
ﬂywheel would ﬁt within operating and budget constraints. By adjusting the control
gains of the model, safe gain values could be found for use in an actual test of the
AACS. This allows tests to be run without damaging the motor or motor controller.
By examining these equations of motion in Simulink, it was found that a larger
ﬂywheel is capable of controlling a larger spacecraft. However, using a larger ﬂywheel
consumes more power and takes up more of the mass and volume budget. Also, a large
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Figure 8.2: Torque and angular speed relationship for Faulhaber DC motor.
ﬂywheel requires more torque to overcome its static friction. A small ﬂywheel cannot
aﬀect the spacecraft quickly, but consumes little power and mass. For this subsystem,
a small ﬂywheel with a diameter of 31 [mm] and height of 3 [mm] was chosen to
be well under budget and allow more mass to be used for the sealed container. A
small ﬂywheel also requires little power to spin, further keeping the subsystem below
budget. However, the ﬂywheel must be able to produce a desired angular position or
rotation within a designated amount of time. The longer the AACS takes to produce
a desired output, the more power is used. Fortunately, issues regarding power can be
approached with motor selection.
Several factors were considered when selecting a motor. It was ﬁrst decided to use
a brushless DC motor. This decision was largely based on research done in the 2010
Nanosatellite Attitude Determination and Control senior design project.33 Other
factors considered were power consumption, torque and the angular speed it was
capable of providing. The motor's physical conﬁguration was also a major inﬂuence
in the selection process. The 1202H004BH Brushless Flat DC Penny Motor produced
by Faulhaber, seen in Appendix F, was chosen. The factors that were highly weighted
in this decision were low power consumption, ability to attain high speeds, and the
ﬂat physical conﬁguration. The model chosen also incorporated Hall eﬀect sensors
which made the motor easily controlled using a closed-loop strategy that incorporated
a speed controller.
Once the motor was selected, an iterative process was used to size the ﬂywheel. First,
a steady state analysis was used to quantify the motor's performance. Speed was
related to torque, as seen in Figure 8.2, so that a target optimum operating region
was deﬁned. DC motors runs more eﬃciently at high speeds and low torque, so a
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Figure 8.3: Flywheel diameter plotted against operating speeds for Faulhaber DC
motor.
nominal operating speed of 20,000 [RPM] was selected. It should be noted that while
the motor can operate at 4 [V], it is implemented in the AACS at 3.3 [V].
After the desired nominal operating speed of the motor was determined, the ﬂywheel
was sized. Based upon the principle of the conservation of angular momentum, a
MATLAB script, found in Appendix C, was used to calculate the diameter of the
ﬂywheel based on system properties. These parameters included angular speed of the
spacecraft, mass of the spacecraft, and height of the ﬂywheel. A ﬂywheel diameter
of 31 [mm] was chosen. As seen in Figure 8.3, a small change in ﬂywheel diameter
greatly aﬀects the nominal operating speed of the motor. Needless to say, the system
will still function while the motor is operating at diﬀerent speeds, but the system
should perform best at the nominal speed.
The ﬂywheel is controlled using PID control. This form of control relates a desired
output with the current output and conditions the input based on the output values.
The diﬀerence between desired output and current output is referred to as the error
value. PID control uses three individual terms to generate the input. The ﬁrst
term, proportional, is simply the error multiplied by a proportional gain, Kp. The
second term, integral, is the sum of all errors multiplied by a diﬀerent gain, Ki. The
ﬁnal term, diﬀerential, is the diﬀerence in error values multiplied by another gain,
Kd. These three terms added together form the input into the actuator. This is
shown in Equations 8.3 and 8.4 below. The discrete version of this is used for actual
implementation in the control code, found in Appendix C.
u (t) = Kpe (t) +Ki
 ∞
0
e (t) dt+Kd
de (t)
dt
(8.3)
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u (t) = Kpe (t) +Ki
n∑
i=1
ei (t) ∆t+Kd
e (t)− e (t−∆t)
∆t
(8.4)
PID control is eﬀective at setting desired response mechanics, such as settling time
and overshoot. This control is also easy to implement, and allows easier integration
and coordination with the dCDH system. PID control can also be modular to ac-
commodate diﬀerent payloads. Using programs to control the gains of PID control
will allow the AACS to properly function with virtually any practical payload. These
gains can also be set to change the response mechanics depending on the payload.
Some applications may require little to no overshoot, while other cases will desire a
short rise time at the expense of overshoot or settling time.
Optimal control is another viable option that could perform better than PID con-
trol. This kind of control attempts to minimize the energy spent achieving a good
response. However, it is very diﬃcult to implement and requires knowledge outside
of the undergraduate curriculum. Other forms of control, such as lag-lead compensa-
tion or basic observer-state feedback, are also capable of functioning for the AACS.
Currently, PID control is the preferred method, as it is easily accessible and versatile
enough to function for this project.
8.5 Flywheel Mechanism Design
Due to the nature of the mission, a number of considerations had to be taken into
account for the physical mechanism design, and the machine design process. When
making the initial decisions about design and materials at the beginning of the 2012-
2013 academic year, it was decided that the AACS would be made entirely from
aluminum. The system had to be made of metal because of the outgassing constraints
speciﬁed in Chapter 2. Aluminum was chosen as the best choice for this application
based on a number of factors. First, compared to other materials such as steel,
aluminum is somewhat cheaper and easier to machine. It is light metal, which made
it a logical choice in trying to budget weight to the diﬀerent subsystems. Second, in
looking at many of the other projects in the RSL, aluminum is a widely used material
that has proven its success in space applications.
With this decided, other design decisions had to be made. The motor selected by
the AACS subteam has lube in the motor bearings that has a TML above 1%. In
other words, it will not satisfy the CubeSat Design Speciﬁcations stating that every
material exposed to the space environment must have a TML of less than 1%. While
there was discussion about switching to a space rated motor, because of the abilities
of the motor and the volume saving form factor, it was decided to create a sealed
can held at 1 [atm] to protect the motor from the space environment. To do this,
a ﬂanged cylindrical tube was designed, as seen in Appendix B, with two diﬀerent
lids that would be screwed down with an o-ring inside to complete the air seal. The
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o-ring chosen is 3/16 [in] thick and sits in a groove in the can lids. The material is
Viton Fluoroelastomer which has a TML of 0.4%.34
The AACS subteam chose to use o-rings as opposed to other sealing options for a
number of reasons. One option brought up was to try to machine incredibly close
tolerances and then used a press ﬁt to seal the can. This would be diﬃcult to repeat
multiple times if the can had to be opened and closed. Additionally, aluminum,
because it is a softer material, would not be able to hold the tight tolerances necessary
with machining processes used. Another option explored was to use a gasket. This
was abandoned in favor of the o-ring option, mostly because for a gasket, a ﬂat surface
is needed to insure a seal. Due to the machining process and the tolerances held in
aluminum, the AACS subteam was unsure if the ﬂanged can body and the lids could
be machined to meet requirements. Additionally, the o-ring option would be cheaper
and easier to implement.
From the beginning of the 2012-2013 academic year, the design for the AACS mech-
anism has changed in a number of diﬀerent ways. From sizing changes to the sealing
of the system, each decision has oﬀered new design challenges. As stated before,
the ﬂywheel was resized based on the dynamics of the smaller spacecraft. With the
smaller ﬂywheel, the system could be reduced in size, which as a whole beneﬁted the
mission-speciﬁc portion of the project. For instance, characteristics such as power
requirements, mass, and volume were all decreased. While the original mission power
and mass budget had allowed for 20 [W] and 0.5 [kg] respectively, the smaller attitude
control system only used 0.975 [W] and 0.12 [kg]. Unfortunately, from a machine de-
sign standpoint, because the system reduced in size, it meant that there were new
design and fabrication challenges that had to be addressed.
The ﬁrst assembly decision that had to be made was how to attach the ﬂywheel to
the motor. As can be seen in the speciﬁcation sheet in Appendix D, the size of the
motor shaft is small compared to other more robust control system mechanisms. To
mount their ﬂywheel, the 2010 Nanosatellite Attitude Determination and Control
team used a compression technique with set screws to create a collar around the
motor shaft.35 Unfortunately, this method could not be reproduced by the UPAACN
system. Because the motor shaft of the chosen motor is only 3 [mm] tall, it would be
diﬃcult to make a ﬂywheel thick enough to actuate the system as well as withstand
deformation forces in everyday handling and launch, while still being able to create
a usable collar on the shorter shaft.
To solve this problem, a number of design alternatives were considered. The ﬁrst was
to use a shrink ﬁt in which the hole in the ﬂywheel could be expanded using heat and
then ﬁt over the esteel shaft. In practice, the hole in the ﬂywheel would expand to a
larger diamter than the shaft, and then shrink back down to size, thus attaching itself
to the shaft with a snug ﬁt. Unfortunately, this method proved not to be viable due
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Figure 8.4: SolidWorks model of Faulhaber DC motor showing boss in red.
to the fact that the required temperature would be higher than the melting point of
the aluminum.
The next option for attaching the ﬂywheel to the motor shaft was to use a press ﬁt
in which the hole on the ﬂywheel is the same as the shaft diameter, and the wheel
is pushed onto the motor, again with a secure and snug ﬁtting end product. The
problem with this method, however, is that there would be no way to insure that the
ﬂywheel would be mounted parallel to the motor. Additionally, the force required to
push the aluminum onto the steel shaft could damage the motor. The motor chosen
is a ﬂat motor that has all of its circuitry in the base. Because of this, any normal
force applied to the motor risks damaging the electronics.
With these options ruled out, the las option was to use glue on the ﬂywheel and
motor shaft. To do this, a hole was drilled and reamed to be slightly larger than the
diameter of the motor shaft. The ﬂywheel then slipped easily over the motor shaft
and rested parallel on a small boss protruding from the the spinning disk. This boss
is shown in Figure 8.4.
Another design challenge encountered was trying to mount the motor onto the alu-
minum lid. The ﬂat motor form factor meant that the motor could be mounted ﬂat
on the aluminum lid by using holes on the PCB board. One of the advantages to this
is that a clamp system did not have to be implemented to hold in a cylindrical motor,
as is often done. The problem that was encountered, however, again had to do with
the scale of the system. Because the motor is so small relative to other motors, the
mounting holes were clearance holes for an M1 screw. The issue arose as drilling and
tapping M1 screw holes into aluminum on the SCU Machine Shop machines would
be incredibly diﬃcult. In the interest of staying true to the project requirement to
fabricate all hardware in house, a mounting bracket was utilized, as can be seen in
Figure 8.5.
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Figure 8.5: SolidWorks model of AACS bracket, DC motor, and can lid.
This bracket utilized 3/16 [in] screw holes in the lid that were more manageable to
drill and tap. This conﬁguration of mounting the motor lead to a very interesting
observation. Once all the parts were machined and the motor mounted, testing began.
While it was expected for the motor with no load from the ﬂywheel on it to output
about 30,000 [RPM] and draw 30 [mA] of current, this was not the case. Instead
of what was expected, the motor was drawing about 120 [mA] of current, but only
outputting 12,000 [RPM]. After some research it was concluded that the magnets
in the motor were producing eddy currents in the conductive aluminum can lid. An
eddy current is current induced by changing magnetic ﬁelds in conductors. The theory
behind this concept comes from Lenz's Law, shown in Equation 8.5.
ε = −δΦB
δt
(8.5)
In this equation, ε stands for the induced electromotive force which is proportional
and opposite to the magnetic ﬂux δΦB. In other words, as the magnets in the motor
spin, they create a magnetic ﬁeld perpendicular to the spin, and so into the aluminum
lid. This changing magnetic ﬁeld then induces currents in the lid that opposes the
direction of the magnetic ﬁeld.36 This opposing magnetic ﬁeld then induces a sort
of drag, and quickly dissipates power. In this case, because power is a function of
current, the observed increase in current draw for a slower rotation speed led to the
conﬁrmation of the hypothesis that eddy currents were the problem.
To solve this problem, two diﬀerent solutions were explored. The ﬁrst was to eliminate
the metal lid altogether. By using a low outgassing plastic as the lid material, it was
issue could be solved. Due to the price of plastics like Techtron and Vespel Polyimide,
55
Figure 8.6: Eﬀects of distance between motor and lid on system performance.
as well as the time left in the year, it was impractical to fabricate a new lid from these
materials.37
The distance between the conductor and the magnetic ﬁeld greatly impacts the drag
eﬀects of eddy currents.38 With this in mind, iterative tests were performed to deter-
mine the amount of spacing actually needed to dissipate the eﬀects. Using 0.008 [in]
increments, and measuring the current draw and output speed, it was found that the
eﬀects on the speed of the motor dissipated at about 0.070 [in] from the lid, but the
current draw did not reach the desired 30 [mA] until about 0.120 [in] distance was
reached. This behavior can be seen in Figures 8.6and 8.7.
The AACS team decided that a plastic spacer, made of Delrin, could be a viable
option. This spacer was machined and recessed into the lid. The ﬁnal height was
chosen to be 0.130 [in] in order to ensure that the eﬀects from eddy currents dissipated
completely.
8.6 Passive Control
While the AACS controls the spin of the spacecraft about one axis, other control
strategies are used to control the other axes. Passive control using bar magnets will
be employed to stabilize the spacecraft on-orbit by using the Earth's magnetic ﬁeld.
Passive control techniques exploit features of the space environment without drawing
energy from the EPS.
Examples of other passive control strategies include mass bias, which takes advantage
of gravity gradients, or use of solar pressure, which is caused by photons from the sun
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Figure 8.7: Eﬀects of distance between motor and lid on system current draw.
hitting light and dark surfaces. For this spacecraft, bar magnets were oriented along
the long axis. For this discussion, yaw is deﬁned as the rotation about the long axis
while roll and pitch are deﬁned about the other two axes. In orbit, the bar magnets
will align with the ﬁeld lines of the Earth's magnetic ﬁeld, which minimize the roll
and pitch of the spacecraft. Consequently, the spacecraft is free to yaw, which is
the motivation for the design and development of the AACS. As the passive control
components were not the focus of this project, they are not discussed in any further
detail.
8.7 Future Work
The AACS meets requirements. In practice, it could be implemented in a more
massive spacecraft as is, or could be reduced in size for the UPAACN. Should the size
be reduced, it could be possible to include three of these systems to control all three
axes of rotation. However, this would require further simulation to determine what
sizes of ﬂywheels would be eﬀective for this task. As such, the model used to determine
the size of the ﬂywheel for one axis would need to be updated to accommodate three
axes of control.
Another improvement would be to use a diﬀerent motor that has a built-in encoder
for speed control. The current motor uses digital Hall eﬀect sensors which can only
provide an estimation of rotational speed. An encoder is more accurate, so the motor
speed would be smoother and provide a less noisy response. When the motor is set to
operate at a ﬁxed speed, the Hall eﬀect sensors show that the speed ﬂuctuates several
thousand [rpm]. While the motor speed is probably ﬂuctuating to a certain extent
under steady state conditions, it is most likely not changing by a few thousand rpm
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as the signal sometimes indicates.
Since the feedback from the Hall eﬀect sensors is used to close the speed control
loop, noise in the sensory signal could negatively aﬀect performance. The noise issue,
resulting in steady state error, must be addressed if the AACS is to achieve a higher
level of functionality such as angular position control. The AACS could be used to
control angular position. Orienting the spacecraft at speciﬁc angle can have uses
for the unspeciﬁed payload. Any device or experiment that requires a speciﬁc level
of light or the view of another object such as the sun or Earth would beneﬁt from
controlling angular position.
In terms of hardware improvements, there are a number of diﬀerent areas of design
reworked. The ﬁrst being the wiring from the motor. The current design leaves a small
hole through which the leads can leave the can to connect to the speed controller.
Obviously, this defeats the purpose of a sealed can, and so the current conﬁguration
calls for a space rated epoxy to be used to seal the hole around the motor leads. While
there are certain plugs that could accomplish a true seal, they were more expensive
than what the team could spend. While it is not the most elegant of designs, it
is eﬀective. Space-rated epoxy is also expensive and there is a risk of ruining the
subsystem during assembly. It is possible to get epoxy on the motor or reaction
wheel while ﬁlling the hole. Consequently, it is justiﬁable to design a sealed plug in
future iterations.
The second design that could be improved upon is the way that the motor and ﬂywheel
are pinned on the opposite can lid. The concern is that because the motor shaft is so
small in comparison to the ﬂywheel, the weight on the end of the shaft will act as a
lever arm and could shear the motor shaft oﬀ. One design solution explored was to
put a small boss on the top of the ﬂywheel that could sit within a bearing seated in
the opposite can lid. This would assume a pinned-pinned conﬁguration without any
moments being enacted on the shaft. While the AACS team has done considerable
research into suitable bearings, because of the size and performance necessary, they
would be expensive and rather rare.
Another possible design improvement would be the inclusion of a pressure sensor in-
side the can. It would be of interest to log the pressure inside the can throughout
the duration of the mission. As small pressure transducers are readily available on
the market, it could be possible to incorporate one into the design. The leads could
exit through the same hole as the motor leads. Regardless, the internal layout of the
subsystem components would have to be reconﬁgured to include the sensor. Quantiﬁ-
cation of the leak rate would aid in future design. Also, it would be of interest to see if
there is improved system performance if the reaction wheel was operated in a reduced
air environment. In a reduced air environment, there would be less aerodynamic drag
on the reaction wheel, potentially increasing motor eﬃciency. Nonetheless, eﬃciency
would only be increased to a certain point. Once the can is suﬃciently depressurized,
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the lubrication in the subsystem's bearings would evaporate and the motor would
seize. Optimizing the pressure inside the can might be a cheap and eﬀective way to
increase the performance of the subsystem.
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9 Subsystem Functionality Veriﬁcation and Testing
(TEST)
9.1 Introduction
Satellites must undergo thorough testing before launch and deployment. As it is
extremely diﬃcult to service satellites on-orbit, these testing procedures must ensure
that failure does not occur. In general, environmental testing of a new product
involves examining modes of failure. This gives engineers valuable information about
the behavior and shortcomings of a design. Unfortunately, satellites cannot be taken
to failure during testing; the high cost of the spacecraft means that all testing is
performed on the ﬂight unit.
Strict testing requirements have been developed by NASA to ensure that satellites
do not fail on-orbit. These are extremely important during the development process
as failure on-orbit could damage more than just the satellite; collateral damage could
include other payloads in the launch vehicle and contribute to the already dangerous
amount of space debris. The testing requirements are documented in the NASA
document GSFC-STD-7000.39
9.2 Requirements
In addition to the GSFC-STD-7000 document, the design team must meet require-
ments from the CalPoly CubeSat Design Speciﬁcation and from the RSL. During
development, the team compiled these documents into the requirements ﬂowdown.
From here, the requirements were split into project requirements and mission re-
quirements. These can be found in Appendix D.
9.3 Methodology
The purpose of testing the 3U CubeSat is to verify that the design has met all
requirements. In the industry, special environmental chambers are constructed to
simulate the launch environment. Access to these chambers is generally only given to
projects with launch dates. To help increase the likelihood of using these chambers,
the design team developed basic environmental testing procedures to be completed
at SCU. This simultaneously allowed the team to test the platform as well as develop
the testing capabilities of the RSL.
In the industry, there are several types of testing. These include vacuum testing,
thermal testing, vibration testing, and acoustic testing. Functionality veriﬁcation
testing is also performed on the satellite components, but this varies between projects.
Here at SCU, the design team performed basic thermal testing, vibration testing, and
vacuum testing.
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9.4 Shock and Vibration Testing
Finite element analysis is a powerful tool and oﬀers a reliable approximation of the
natural frequency for a perfect system. However, experimental veriﬁcation is neces-
sary to account for the real world launch stresses the satellite will encounter. The
UPAACN was tested using two methods: impact testing and vibration table testing.
Impact testing is used to determine the natural frequency of the system by striking the
satellite with a special hammer, which causes the system to vibrate at its fundamental
frequency. The response of the system was measured using accelerometers. The
acceleration of the system was ﬁrst plotted against time, an example of one of the
plots can be seen in Figure 9.1. Logarithmic decay was then used to ﬁnd the natural
frequency of the system. The accelerometers were placed in several diﬀerent locations
including the top, bottom, and center of gravity of the nanosatellite. From the plot
of the acceleration versus time, the logarithmic decrement, d, is deﬁned as
δ =
1
n
ln
(
x1
xn−1
)
(9.1)
Where n refers to the peaks of the second order response shown in Figure 9.1, x1
is the amplitude of the ﬁrst peak, and xn−1 is the amplitude of the peak prior to
the last peak. After the logarithmic decrement was found, the damping ratio, z, was
calculated to be:
ζ =
[
1 +
2pi2
δ
]− 1
2
(9.2)
The damping frequency, wd, was found by taking the inverse of the period, T , of
the satellite's response. From the damping frequency and damping ratio, the natural
frequency was found with Equation 9.3:
wn = wd
[
1− ζ2]− 12 (9.3)
The average natural frequency from the impact tests was determined to be 116.78
[Hz] with a standard deviation of 1.16 [Hz]. This result shows that the natural
frequency of the satellite was above the 100 [Hz] requirement. Obviously, this data
is much lower than the natural frequencies calculated via FEA, the lowest value
being 591.55 [Hz]. This error is likely due to the experimental set-up. This test was
completed using the best equipment available at SCU, which is at best an improvised
version of what is completed in the industry. The experimental set-up is shown in
Figure 9.2. Professional impact testing uses a special hammer that can account for
its own frequency response while also measuring the natural frequency of the test
components. The design team is satisﬁed with these results as they do meet the
design requirements, but additional testing is required to further verify the natural
frequency.
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Figure 9.1: Accelerometer response to impact testing.
Figure 9.2: Set-up for baseline vibration table testing.
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Figure 9.3: Thermal cycling experimental setup.
The second step is to complete vibration testing on a table capable of reaching 100
[Hz] or above. This still only simulates base excitation, which is simpler than what the
system will experience during launch. To simulate the launch properly, the satellite
will be placed within the P-Pod launcher and then placed on the vibration table.
Accelerometers will be used to measure the response of the system to ensure that the
amplitude does not increase signiﬁcantly during any of the tested frequencies.
9.5 Thermal Cycling
Theoretical calculations and transient thermal analysis oﬀer a reliable projection of
how a system will behave on-orbit. However, there are far too many variables in real
world applications that are not accounted for in calculations and computer analy-
ses. Thermal cycling testing was completed on UPAACN components as well as on
the assembled spacecraft. This simulated the on-orbit thermal environment. The
only problem with this method is the mode of heat transfer; on-orbit heat will be
transferred via radiation where the test uses conduction and convection. This is
an acceptable trade-oﬀ for preliminary testing. The satellite health was monitored
throughout the test via the beacon signal from the dCDH subsystem.
Preliminary testing was performed on the AACS mechanism in order to characterize
behavior resulting from thermal cycling. Before thermal cycling tests were run, a
control bump test was necessary to benchmark the system's performance. See section
9.8.1 for more details about the bump test. The preliminary tests were completed
using an oven and freezer in the SCU materials lab. This setup is shown in Figures
9.3 and 9.4. These were used to simulate a 90 minute LEO orbit, where components
were moved between the oven and freezer every 45 minutes. The temperatures of the
oven and freezer were about 320 [K] and 250 [K], respectively.
The thermal cycle was run three times to simulate three complete orbits. The ambient
temperature as well as ﬂywheel motor temperature were measured before and after
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Figure 9.4: Oven used for thermal cycling.
each cycle, as seen in Table 9.1. Because the oven and freezer used were not in a
vacuum environment, condensation was observed on the test components after each
cold cycle, increasing the convective coeﬃcient. The satellite health was monitored
between test cycles using a bump test to observe the control system's behavior. These
tests were plotted against the control test as seen in Figure 9.5.
The results in Figure 9.5 show no signiﬁcant diﬀerence between the control test and
those tests run between cycles. The temperatures that UPAACN will endure on-orbit
should have minimal eﬀect on the control system's health and functionality.
9.6 Acoustic Testing
In the industry, thorough vibration testing is performed in an acoustic chamber. This
chamber simulates the high intensity acoustic noise experienced by a satellite during
launch.40 Vibroacoustic testing is extremely valuable during the testing process. Un-
fortunately, it is not practical to reproduce this test at the university level. Therefore,
the design team has forgone acoustic testing and focused on basic vibration testing.
9.7 Vacuum Testing
Aerospace companies perform thermal-vacuum tests to demonstrate a spacecraft's
ability to operate in a vacuum at on-orbit temperatures. This test is extremely useful
in uncovering defects and design faults. It can help the engineers observe the eﬀects
of outgassing on various spacecraft components. Outgassing occurs when volatile
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Table 9.1: Thermal cycling temperature results on AACS mechanism.
Cycle Start/End Environment Time
[min]
Ambient
Tempera-
ture
[K]
Component
Tempera-
ture
[K]
Comments
1
Start
Hot
0 318.2 307.8
End 45 318.0 318.0
Start
Cold
45 258.0 315.0
End 90 258.1 261.1 Visible
Condensa-
tion
2
Start
Hot
90 317.0 289.2
End 135 311.5 313.6 Dry
Start
Cold
135 257.0 309.5
End 225 256.4 283.6 Visible
Condensa-
tion
3
Start
Hot
225 305.0 287.2
End 315 312.0 316.3
Start
Cold
315 256.9 310.0
End 405 258.8 261.5 Visible
Condensa-
tion
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Figure 9.5: Bump test results of AACS mechanism in between thermal cycles.
materials emanate from surfaces under vacuum conditions. This results in mass loss
and material condensation on other surfaces.41 CalPoly CubeSat Design Speciﬁcations
state that the total mass loss (TML) of the spacecraft must be less than 1% and the
collected volatile condensable material must be less than 0.1%.42
At SCU, it is not possible to complete thorough thermal-vacuum testing. However,
as the AACS mechanism is located in a sealed container, it is important that it be
tested with a pressure gauge to quantify the rate at which leakage occurs. As stated in
Chapter 8, the bearing lube used in the AACS motor was a high outgassing material,
requiring the use of a sealed vessel. Though a functional vacuum chamber was not
available to the design team, the AACS mechanism was subjected to a water leak
test.
After sealing the system, the vessel was submerged to a depth of ﬁfteen feet and
allowed to sit for ten minutes. The system was then brought to the surface and
allowed to dry before being opened. Once opened, there was no measurable evidence
of leakage. The future plan for testing is to subject the system to a more robust
depth test. This will be performed in the ocean at a depth of 10 [m] which will create
a pressure diﬀerential of 1 [atm], which is what the system will experience on-orbit.
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Figure 9.6: Bump test of AACS motor.
9.8 Subsystem Veriﬁcation of Functionality
Before launch, it is extremely important to test all subsystems to verify functionality.
This testing is completed for each separate subsystem as well as for the assembled
3U CubeSat. The goal of this testing is to prove that all systems will behave as
expected on-orbit as well as to characterize any anomalous behavior. Explicit func-
tionality veriﬁcation requirements are outlined in section 2.1 of the GSFC-STD-7000
document.43
The primary functionality veriﬁcation tests were performed on the AACS, dCDH,
COMM, and EPS subsystems. Functionality veriﬁcation tests diﬀer between subsys-
tems; however, success criteria for these tests is given by the requirements ﬂowdown
found in Appendix D.
9.8.1 Active Attitude Control System
Testing of the AACS was conducted in two phases. First, the functionality of the
actuator was tested and quantiﬁed. That information was used to make a more
robust model of the entire control system. The functionality for the control system
as a whole was then tested and that performance was quantiﬁed.
In order to model the dynamic response of the actuator accurately, a bump test was
performed on the motor. The motor was set to run at a ﬁxed speed and then was
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provided with a step input to raise the speed. In the test, the motor started at 12,000
[rpm] and was bumped to 23,000 [rpm]. The actuator response to the step input was
recorded and plotted. This response resembles a second order system, as shown in
Figure 9.6.
Based on this data, response characteristics were determined. An overshoot of 15.2%
and peak time of 0.168 [s] were calculated. The damping ratio, ζ, was found to be
0.514 using Equation 9.4, where % is the percent overshoot. Using the damping ratio
and the peak time, Tp, the natural frequency was determined using Equation 9.5.
These values were incorporated into the Simulink models to improve accuracy. The
transfer function for this model is shown in Equation 9.6.
ζ =
− ln (%OS/100)√
pi2 + ln2 (%OS/100)
(9.4)
ωn =
pi
Tp
√
1− ζ2 (9.5)
G(s) =
ω2n
s2 + 2ζωns+ ω2n
(9.6)
Luckily, comprehensive AACS testing can take place before launch. The ideal test-
ing environment would be to suspend the UPAACN using a low-friction swivel in a
vacuum. This can simulate the space environment and allows for rotation about one
axis. However, this testing apparatus goes beyond the resources available at SCU, so
the system was tested at ambient atmospheric pressure while hanging from a string.
The testing apparatus consisted of a wooden frame with a hook used to suspend the
UPAACN with ﬁshing line. While the bus structure is suspended, the AACS is run
using an Arduino microcontroller. This helped eliminate extra programming work.
Ideally, the COMM infrastructure would be used to relay the angular speed from the
rate gyro to a computer.
These tests were performed without a functional power system, so on-board communi-
cation could not be used. A full circle protractor was positioned beneath the satellite
in order to measure angular speed. A reference point was marked on the satellite in
order to prevent error from estimation. Each test used a desired angular speed of 2
[rpm]. The PID control gains were adjusted between tests in order to determine the
capabilities of the system. At an interval of 5 [s], the angular position of the satellite
was recorded and used to generate a table of angular speeds. These tables were used
to generate graphs to determine the response characteristics for each set of gains.
Ground testing is useful when verifying functionality, but it can provide results very
diﬀerent than what is expected on-orbit. For instance, drag forces from the atmo-
sphere on Earth can aﬀect the rotation of the UPAACN during testing. These limit
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Figure 9.7: Angular speed response of UPAACN for three tests.
the total available motor torque and the damping of the response. In addition, tor-
sion in the ﬁshing line applies a spring force that counteracts the torque of the motor.
This is avoided by suspending the satellite with a longer string.
Another shortcoming of this setup is that ﬁshing line cannot ﬁx the UPAACN to
one axis of rotation. Environmental disturbances can cause it to swing. This was
especially prevalent whenever the system was powered up for a test run. The forces
from the ground environment are not insigniﬁcant, but luckily they are not strong
enough to prevent testing altogether.
The ﬁrst tests used only proportional control. The gains were set by the Simulink
model. Beginning with a gain of 5, three tests were run to check the error associated
with the testing method as well as to determine if the length of ﬁshing line was
suﬃcient for a two minute test. The results of these three tests, including an average
of the runs, are compiled in Figure 9.7.
The results from these tests are noisy due to the poor resolution. The angular speed
of the UPAACN began to diminish after 40 [s] of each test run. This is due to the
torque of the ﬁshing line. The testing apparatus could not support a string long
enough to prevent this from occurring.
Similar testing was performed with the UPAACN suspended from a spiral staircase
spanning 3 ﬂoors. This prevented the ﬁshing line from tangling. Note that the average
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Figure 9.8: Response of AACS from PI control.
response has a settling time between 25 and 35 [s]. This suggests that proportional
control is capable of achieving steady state before the spring forces overcame the sys-
tem response. The results also suggest that using only proportional control will have
a steady state error. This is consistent with the theory that pure proportional control
on second order closed-loop systems will involve steady state error. For practical
uses, proportional control can be tuned to minimize this error at the expense of other
response characteristics.
Adding integral control to proportional control can help eliminate steady state error.
This is important when a tuned proportional controller may saturate its actuator
in order to achieve a small steady state error. In this system, saturating the motor
is detrimental as it quickly uses the available torque to control satellite spin. Inte-
gral control can overcome the steady state error while also reducing saturation time.
However, using integral control will increase overshoot and settling time. These char-
acteristics are demonstrated in Figure 9.8 which shows the response from PI control
generated by the AACS. Note the perceived steady state error and gradual decline
towards the desired angular speed of 2 [rpm].
In this response curve, the overshoot is approximately 50% and the settling time is
much longer than the total test time. By decreasing either the proportional or integral
gains, the overshoot and settling time can be reduced. This will allow the response to
be within the desired response characteristics deﬁned in Chapter 8. Figure 9.9 shows
the response curve when the proportional gain is lowered from 5 to 1.
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Figure 9.9: Response of AACS from PI control with lowered proportional gain.
Figure 9.10: Response of AACS from PI control with lowered integral gain.
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Figure 9.11: Response of AACS with PID control.
In this response, the overshoot is now approximately 15%. However, the settling time
appears to still be larger than the test time. By further tuning gains, a favorable
response can be determined. Figure 9.10 is the response curve where the integral
gain has been lowered from 0.1 to 0.01. In this graph, there is no overshoot or
visible settling time. The best ﬁt line for the response, however, was generated with
a logarithmic function. The responses shown in Figures 9.8 and 9.9 use third order
polynomials to generate best ﬁt lines. This approach produced an unstable response
when applied to the data in Figure 9.10. Third order polynomials work well for
characterizing the data of short underdamped second order responses, but tend to
fail for critically or overdamped second order responses. A logarithmic best ﬁt line is
more appropriate for a response in which there is no signiﬁcant overshoot or settling
time. This response is ideal for this application because overshoot and steady state
error are undesirable. This suggests that a proportional gain of 1 and an integral
gain of 0.01 generate a response that meets design requirements. One shortcoming
of this is that the response has a high rise time. Although it still meets the design
requirements, it could be further improved by introducing derivative control.
Derivative control is capable of reducing overshoot and settling time. Proportional
and integral control can reduce rise time at the expense of increasing overshoot and
settling time. While derivative control cannot technically reduce rise time, it can re-
duce the overshoot and settling time incurred by increasing proportional and integral
control. In this way, derivative control mitigates the weaknesses of proportional and
integral control. However, too much derivative control can cause a response to be
overdamped with an apparent steady-state error. This is shown in Figure 9.11.
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Figure 9.12: Response of AACS from diﬀerent integral gains; 0.1 is in blue and 0.001
is in red.
The response shown used a proportional gain of 1, a derivative gain of 0.5, and an
integral gain of 0.1. The derivative gain is too high at half the proportional gain value.
While it may appear that there is a steady-state error, the integral gain will eventually
cause the response to match the desired value. These gains were still successful in
reducing the rise time, as it has been reduced from over 2 minutes to approximately
10 seconds. However, this is a case in which the gains are producing a response well
outside the design requirements. By reducing the derivative gain, a better response
may be produced. Figure 9.12 shows this response as the blue line.
While the blue response uses a much smaller derivative gain than in Figure 9.11,
the responsive still has an excessive overshoot and settling time. The red response
uses a signiﬁcantly smaller integral gain of 0.001. This response has a desirable
short rise time, though it has some unwanted overshoot. With further tuning, a
response with a similar rise time and favorable overshoot could be generated. This red
response successfully shows that Proportional-Integral-Derivative control is eﬀective
for the satellite. However, there are multiple sets of gains that can generate a desired
response. Changing the proportional gain instead of the integral gain could also work.
In Figure 9.13, two sets of gains using diﬀerent proportional values are compared. For
both responses, the diﬀerential gain value is 0.1 and the integral gain value is 0.01.
These responses use an integral gain higher than in Figure 9.12. Note that the
blue response in this graph is a less excessive version of the blue response in Figure
9.12. By changing the proportional gain to only 0.8, a 20% decrease, the response
changes dramatically. The response no longer reaches the desired value before it
peaks, meaning it has an undesirable rise time. While a proportional gain of 0.8 does
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Figure 9.13: Response for proportional gains of 1 in blue and 0.8 in red.
not meet the design requirements, it shows that a properly tuned proportional gain
can also generate a favorable response. Should the response peak near the desired
value, it is expected that the response will be within or near the design requirements
like the red response in Figure 9.12. With additional tuning, more sets of gains could
be found to ﬁt within the speciﬁed design requirements. These tests have shown that
the AACS is an eﬀective controller that can meet the design requirements set for the
satellite.
9.8.2 Distributed Command and Data Handling (dCDH) and Communi-
cations (COMM)
To verify dCDH and COMM functionality, each component was tested individually.
For these subsystems, there are ﬁve main processes: COMM, beacon (BCN), Dallas-
Master (DMS), scheduler (SCH), and expert (EXP). Unit testing was needed in order
to verify each process separately. The test cases for each of these processes are shown
below.
1. COMM
(a) Verify communication via computer over serial port.
(b) Verify communication from COMM to other boards.
(c) Verify communication from COMM to computer wirelessly.
2. BCN
(a) Verify that BCN is sending packets over the correct frequency.
74
(b) Verify that packets are received over the HAM radio.
(c) Verify that packets can be constructed from data given by other units (for
example, temperature and current from DMS and EXP).
3. DMS
(a) Test operating conditions of over- and under-current
(b) Test operational temperature range.
(c) Verify that DMS will automatically turn on if there is power.
4. SCH
(a) Verify that schedules are ran at the proper time.
5. EXP
(a) Verify that a rule can be created.
(b) Verify that a variable can be added.
(c) Verify that a variable can be changed.
(d) Verify that the EXP rules can be turned on and oﬀ.
(e) Test what happens when the board loses power.
Once unit testing was complete, components were tested together. This helped the
team verify that the processes were functioning over the hardware interfaces. This
phase required the most in-depth testing as it had to cover all use cases while ensuring
that the system is error-free.
First, DMS and BCN were tested together to verify that they could communicate
directly through serial. SCH and EXP were then similarly tested. Once full dCDH
functionality was veriﬁed, COMM was tested by directly connecting to the COMM
AVR-SAT board and verifying that commands were received and executed. Finally,
wireless testing of the MHX2420 transmitter board was completed. This was carried
out by verifying the board could send and receive commands wirelessly and execute
commands correctly.
Previously, the system architecture had BCN and COMM on the same AVR-SAT
board. During testing, this created a memory overlap. This occurred when the
BCN was collecting and broadcasting data while COMM was sending or receiving
data/commands. There were two solutions to this problem: add external memory or
change the system architecture. As adding external memory would increase system
complexity, the design was changed so that COMM ran on its own board while BCN
was integrated with DMS, SCH, and EXP.
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9.8.3 Electronic Power System (EPS)
The primary source of power generation for the 3U CubeSat platform comes from
Triangular Advanced Solar Cells (TASC) which are made from gallium-arsenide on a
germanium substrate. These cells are designed for high power aerospace applications.
The manufacturer recommends that two solar cells can be arranged within an ap-
proximate rectangular area of 1.55 x 3.18 [cm] with a cell of gap of 0.046 [cm]. These
solar cells were chosen over more conventional silicon cells due to their voltage out-
put, eﬃciency, and antireﬂective coating. The TASC cells deliver four times greater
voltage than silicon cells; i.e., one TASC cell can generate the same voltage as four
silicon cells in series. Additionally, the TASC cells are twice as eﬃcient as the silicon,
therefore they deliver more than twice the power from the same area. Lastly, these
cells have a built in multi-layer which provides low reﬂectance over the wavelength
range of 0.3 to 1.8 [mm].
Mechanically, the power team decided to attach the solar cells on a printed circuit
board (PCB) as shown in Figure 7.4. This approach helps maintain the electronic
circuit characteristics without introducing parasite capacitance. With proper circuit
board design, component wiring and assembly can be manufactured by a PCB print-
ing company. These PCBs oﬀer uniformity of electrical characteristics, simpliﬁed
component identiﬁcation and equipment maintenance, and reduced inspection time.
The printing process eliminates the possibility of error during assembly and therefore
prevents miswiring and shorts.
The board design placed the triangular cells in rectangular pairs in order to maximize
space, as shown in Figure 7.4. Each rectangular area was 17.4 x 31.8 [mm], which
complies with the manufacturer's recommendations. This orientation is oversized in
the x-axis by 12.25% in order to compensate for possible errors during fabrication
and assembly. The design accommodates 25 pairs of solar cells (50 total) per panel,
which could ideally provide an output of 10.95 [V] at 280 [mA] with an estimate of
3.07 [W]. The top layer routes are 0.76 [mm] and the bottom are 2.54 [mm], which
gives enough physical space for electrons to move through the board without causing
it to overheat or damage the routes. The board also includes four drill holes (4.49
[mm] diameter) to attach the panels to the bus structure structure.
The board layout includes Schottky diodes, which have a small voltage drop between
0.15 to 0.45 [V]. This provides the circuit with a higher switching speed and minimizes
unused voltage. The diodes are capable of blocking up to 30 [V]. This prevents one
string of solar cells at a higher voltage from forcing the current to ﬂow towards a
lower potential string.
The power board holds the regulators and voltage converters. It receives input from
the solar array and is capable of outputting three diﬀerent bus voltages: 3.3, 5, and
12 [V]. The power board is also responsible for charging the battery, as detailed in
Figure 7.5.
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The startup comparator schematic used to charge up the battery was tested using
comparators (LM139), two DC power sources, and an oscilloscope. After tests, the
circuit had to be modiﬁed as each comparator has an open voltage collector. This
means a pull-up resistor is needed in the output of node 2. After adding a 10 [kW]
resistor connected to the unregulated bus in parallel with the JP52 Header 1x2, the
results on node 2 showed that the circuit has a turn on voltage of 8.85 [V] and a 5.9
[V] turn oﬀ point with a reference voltage of 2.5 [V].
Both the 3.3 and 5 [V] regulators feed into a package with a PowerPad at the bottom
of the case. This PowerPad would have to be grounded in order to turn on the IC.
This means customized PCBs would be required or special tools (not available at
SCU) would have to be used. In order to save resources, the EPS team decided to
perform SPICE simulations.
Simulations were run for the comparators and buck converters. For the buck simula-
tions, TINA spice was used on a TPS5450 chip from a 7.4 [V] input. In the setup, two
buck converters were created and a voltage analysis was taken at the output of each.
For the ﬁrst buck, an output voltage of 3.3 [V] was created. The settling time was
8.1 [ms], and had a peak overshoot of 80 [mV]. The transient analysis showed that
during the ﬁrst 0.53 [ms], there was little activity at the output, which was a steady
1.05 [mV]. The Vout quickly began to ramp up before it settled to a constant rate
of increase, ﬁnally settling at its 3.3 [V] output. For the second buck converter, an
output of 5 [V] was achieved. The settling time was also 8.1 [ms], however, there was
a peak overshoot of 150 [mV]. This was expected as dV
dt
was higher for this converter
as it climbed to a higher voltage in the same time period as the 3.3 [V] converter.
The initial rise in voltage also occurred at 0.53 [ms].
For the the startup comparator, all simulations were run on LT SPICE. The compara-
tor circuit as seen above was simulated using an LM139 chip. From this simulation,
it was determined that there was a turn on voltage of 15 [V] and a turn oﬀ voltage
of 9.75 [V]. However, this was not compatible with system requirements. Therefore,
the values were adjusted in the input voltage divider so that a turn on voltage of 7
[V] and a turn oﬀ voltage of 5 [V] was achieved.
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10 Business Plan and Cost Analysis
10.1 Introduction
Traditionally, the nanosatellite industry has revolved around NASA and its sub-
sidiaries. Launch opportunities are highly regulated, and as stated in previous chap-
ters, diﬃcult to obtain without the proper connections. Luckily, the success of
aerospace start-ups such as Space-X is changing the industry for the better. In-
vestors are increasingly interested in similar ventures, and NASA is attempting to
facilitate the process.
There are several successful nanosatellite companies, such as Pumpkin Inc. As stated
in Chapter 1, Pumpkin has developed a platform similar to the design team's CubeSat,
but at a much higher cost. Several other start-ups are attempting to meet the pre-
fabricated CubeSat demand, so it is obvious that this is a growing industry.
10.2 Goals and Objectives
The goal of the team is to use the 3U CubeSat platform as an educational tool for
universities and as a low-cost alternative for start-ups. The 3U CubeSat platform
will be marketed as accessible and easy to customize rather than compete directly
with Pumpkin Inc. As a comparison, the diﬀerence between each product is similar
to that of the Basic Stamp and an Arduino board.
The previous design team did not believe that their CubeSat was commercially viable
because the nanosatellite market was too small at the time. Just a year later, the
team now believes that there is signiﬁcant demand for an accessible 3U CubeSat
platform. Regardless, the purpose of the platform is primarily educational. Business
plans would start at the university level, and if there is signiﬁcant interest from the
industry, then expansion would be considered.
10.3 Product Description
The 3U CubeSat platform is a viable option for university space programs interested
in producing a functioning nanosatellite. While the previous design team produced
several iterations of their designs, the current team has focused on the 3U form factor.
The structural design is comprised of four major components: corner brackets, side
faces, and a top face, and a bottom face. These parts are attached using undercut
screws and locknuts. In addition to the bus structure, there are cross brackets for
mounting internal components. This design meets all CubeSat Design Speciﬁcations.
All parts are fabricated on a standard milling machine, making it easy to customize
each part. The assembled bus is shown in Figure 10.1.
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Figure 10.1: Assembled bus structure for 3U CubeSat platform.
In addition to the structure, the 3U platform will oﬀer a distributed command and
data handling ﬂight computing system and a power regulator board. These are de-
signed to ﬁt inside of the bus structure and can be stacked vertically, therefore saving
space. The ﬂight computing system also handles communications through a HAM
radio beacon and an S-Band transmitter.
Optionally, the 3U CubeSat platform can include the active attitude control system
mechanism in order to oﬀer basic pointing capabilities. This system can control the
position and rotation of the spacecraft about its long axis. It will be stabilized through
the use of passive magnets that work with the Earth's magnetic ﬁeld.
10.4 Potential Market
As previously mentioned, the primary market is educational institutions wishing to
develop their nanosatellite programs. This will potentially allow these institutions
to complete experiments and research on-orbit while minimizing the design cycle
and cost. The 3U CubeSat platform will also be marketed to start-ups for similar
applications.
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Pumpkin Inc., via CubeSat Kit, markets its products to start-ups as well, but its use
of complex manufacturing processes increases the overall cost. For Pumpkin, this will
only payoﬀ once sales surpass the initial investment. While previously this was seen
as a risky venture, this has been oﬀset by increased demand. This is a good time to
attempt to break into the prefabricated nanosatellite market.
It should be noted that the low cost of the 3U CubeSat platform is partially due to
student labor, which for the purpose of the project is free. The team has assumed
that potential customers will have basic machining capabilities. Industry labor will
obviously increase the overall cost of the platform, however the value oﬀered via its
ease of customization should oﬀset this.
10.5 Manufacturing
The 3U CubeSat platform can be manufactured on a standard milling machine.
Reusable ﬁxtures are used to manufacture the bus structure. Aluminum 6061 is
used for all bus structure components. The manufacturing process is simple enough
such that university students trained to work in a machine shop can complete it. Re-
alistically, this process ﬁts best at the university level, hence why the primary market
is educational institutions. The same process can be used in the industry, however,
trained machinists will decrease manufacturing time and increase cost.
10.6 Cost Analysis
The total cost of the 3U CubeSat platform bus structure is about $500. This includes
the cost of tooling, raw materials, and ﬁxtures. However, once ﬁxtures and tooling are
procured, the cost of machining multiple bus structures is about $100 a piece. As a
comparison, the Pumpkin 3U structure is about $10,000. It should be noted that the
other subsystems oﬀered with the platform will increase the overall cost. Reusing the
manufacturing ﬁxtures designed by 2011-2012 nanosatellite also helped reduce cost.
The nanosatellite must still undergo rigorous testing and meet certain standards for
handling before it can be considered ﬂight ready. Both of these will add signiﬁcant
costs. The speciﬁc costs are further detailed in Appendix F.
10.7 Financial Outlook
The primary market for the 3U CubeSat platform is educational institutions. Success
of the project hinges upon accessibility, therefore, future ﬁnancials depend on outside
donations and grants. Luckily, this money can be applied in other areas as the cost of
machining the platform at a university is low. Future funding depends on adapting
the platform to developing needs.
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11 Engineering Standards and Constraints
11.1 Sustainability
It is well known that the proliferation of satellite technology has led to a high level
of debris orbiting Earth. Similar to air pollution, this is an issue that will lead
to dire consequences if action is not taken. Fundamentally, this is a sustainability
issue. If space debris is not curbed, it will become impossible to launch and operate
spacecraft. This is known as Kessler Syndrome. It refers to the exponential increase
in space debris due to collisions and erosion of existing spacecraft to the point at
which it becomes impossible to safely operate new satellites.44
There are several ways to avoid Kessler Syndrome. The easiest means of prevention
is to follow all design speciﬁcations given by NASA and other space agencies as
they are designed to limit on-orbit decay of spacecraft. These requirements also
specify that rigorous testing must occur to verify that the spacecraft will survive the
launch environment.45 In addition to following correct procedure during the design
cycle, there are several solutions actively being pursued by NASA as means to limit
space debris. Typically this involves re-entry of old spacecraft from orbital decay or
boosting these satellites into a graveyard orbit. In addition, there are some satellite
based methods of debris retrieval in development.
About 19,000 pieces of debris larger than 5 [cm] are currently being tracked by NASA.
It is estimated that another 300,000 pieces smaller than 1 [cm] are currently orbiting
below 2000 [km] altitude.46 This debris is most highly concentrated at about 800 [km]
altitude, or near geosynchronous orbit (GEO).47 This is likely because GEO orbits
are popular for large communication satellites, but these orbits take extremely long
to decay. There is still signiﬁcant debris in LEO, and even though it decays relatively
quickly compared to GEO, it is a threat to many spacecraft, including the ISS. In
fact, just recently a piece of debris penetrated one of the solar arrays of the ISS. We
hope to avoid contributing to this problem by properly following all CubeSat Design
Speciﬁcations as well as any other requirements given by NASA. This will help ensure
that UPAACN will survive the launch environment and will not decay on-orbit.
11.2 Economics
The project has a success criteria in reducing the cost to manufacture the satellite.
Machining the components in the Santa Clara University's machine shop and creating
in-house testbeds will signiﬁcantly reduce the satellite's total cost. All the labor will
be completed by students so that this cost will be minimized. While utilizing these
resources will reduce the cost, some components will need to be purchased because
they can not be manufactured at the university level.
Our team successfully lowered the total cost of producing a satellite. The UPAACN
nanosatellite can be produced at approximate $2,000 whereas most satellites of a
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similar size will cost approximately $10,000 or more to produce. We hope that this will
make the technology more accessible to newcomers to the space industry, including
universities and start-ups. Since the cost is signiﬁcantly lowered, hopefully more
people will be exposed to the technology, hopefully making a beneﬁcial impact on the
space industry.
11.3 Manufacturability
The manufacturability of the UPAACN nanosatellite project was designed to improve
both the social and environmental impacts. The project was designed to make the
nanosatellite able to be built cheaper, rapidly, and at an university level. This aspect
of the design creates a huge social impact. It allows college students to get hands-
on experience with building a satellite, and allows them to create or expand their
very own projects. This gives rise to more research to be done at a university level,
which, in turn, can lead to more students becoming interested in the aerospace ﬁeld
and ultimately more research to be done in and about the space environment. This
research could create more improvements for technology which will impact society as
a whole.
The manufacturability of the UPAACN nanosatellite project was also designed to have
solid side faces. These solid side faces, which are used for more mounting capabilities,
allow about 20% more material in the exterior frame to be in use where in most
nanosatellites the sides would be cut-out. This value was determined by an exterior
frame mass of 0.4 [kg], which is the mass of the 2012 3U CubeSat exteriors with
cut-out sides, compared to the UPAACN design which has an exterior mass of 0.5
[kg]. Of the 20% of the material (aluminum) that is cut out, even if it is used to be
recycle not all of the aluminum scraps can be recycled for it is often mixed in scraps
of other metals and plastic from the machine shops. This will have an environmental
impact because it will prevent less aluminum waste to go into the environment.
11.4 Ethics
The UPAACN is a project that may use private information from NASA. This private
information includes intellectual property and other sensitive details. It is unethical
to share this information with any person or organization outside of this project. This
information could cause damage to NASA or become a threat to national security,
and as such, must be protected. To do so, all private information is kept within
the RSL. This lab is only open to members of this project. There is also an oﬀ
campus location where a cleanroom is maintained to store and test components of
the spacecraft. This cleanroom is also only accessible to members of the project. By
keeping all information and work on this project contained in private locations, the
information from NASA can be kept safe.
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11.5 Political
While one might not think of politics when discussing a satellite, in recent years
politics has found its way into aerospace discussions. In the last year alone, President
Obama and the U.S. government have cut NASA's budget by over 20%. This is due
to several reasons, including the sequester, the national debt, but most notable the
fact that the government and the general public do not place enough importance in
space research and education. In the past there has been much excitement in terms
of learning about and sending missions to space. In recent years, however, people
have begun to view this kind of work as superﬂuous and unnecessary when there are
other more pressing issues.
Among the hardest hit departments in NASA are the Mars exploration as well as the
educational departments. The ﬁrst mentioned has the potential to make history, and
yet a large amount of funding has been taken away from it and allocated elsewhere.
Space industry has always been at the forefront of innovation, and by cutting funding,
the risk is that some of these inventions will never see the public light. Inventions like
water ﬁlters, Velcro, and infrared thermometers all began at NASA. Cutting funding
to the sciences like the space industry will only inhibit innovation.
In terms of education, NASA has always worked to educate employees as students,
and chosen to instill an excitement for aerospace in them. Without the proper fund-
ing, however, it becomes diﬃcult to impart the same enthusiasm. This is where
nanosatellites are useful. This project allows for a general payload system that is
easy and cheap to manufacture and assemble (~$5,000 vs ~$50,000). It can be used
by future students as a platform for experimentation or as a starting point for future
innovation. While NASA will continue to be the leader in space research and applica-
tions in the U.S., with the government cutting spending, it is only natural that other
project will arise to help bridge the gap left by the lack of funds.
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12 Conclusion
12.1 Summary
The objective of this project was to develop a 3U CubeSat platform capable of sup-
porting short duration technology veriﬁcation experiments in LEO while providing
valuable experience to university students. The project made use of existing tech-
nologies within the RSL. This design methodology allows for easy customization,
minimizes cost, and shortens the design cycle for future CubeSat projects. This plat-
form can be manufactured at the university level and is capable of supporting student
projects. Along with the platform, the satellite development capabilities of the RSL
have been improved through the use of various testbeds and methods of analysis.
The 3U CubeSat platform has several major subsystems. The bus structure is an
updated design based on the work completed by the 2011-12 design team. The ﬂight
computing is handled by the dCDH and COMM subsystems, which make use of RSL
ﬂight computers. The EPS was updated based on a previous RSL power board and
solar panel design which now includes a PPT system. Basic attitude control capa-
bilities are provided by the AACS mechanism, another RSL project. This platform
was prototyped; the resulting CubeSat is called the UPAACN. It was assembled in
the RSL cleanroom at NASA Ames.
To ensure that all requirements were met, especially the CubeSat Design Speciﬁca-
tions, the SYST subteam provided necessary documentation and completed manage-
ment tasks. Thermal analysis was completed using the SatTherm MATLAB package.
This tool is also available to future CubeSat design teams at SCU. Finite element
analysis was completed on the updated bus structure to ensure that the natural fre-
quency was above 100 [Hz].
Several baseline tests were completed on the UPAACN and its subsystems. Vibration
testing was completed on the SCU vibe table to ensure resonance did not occur. Im-
pact testing was also performed on the empty structure as well as on the assembled
CubeSat. Thermal cycling was performed on the electronic components. This was
done by moving the components between an oven and a freezer in the SCU materials
lab. This process simulated the thermal environment experience by satellites in LEO.
Vacuum testing was completed on the AACS mechanism to ensure that air did not
leak from the sealed vessel. Once integrated into the UPAACN, the AACS mecha-
nism functionality was tested via a spin test. These procedures and their results are
compiled here for use by future design teams.
12.2 Lessons Learned
During the project, the design team learned many valuable lessons about the design
process, project management, and working in the aerospace industry. This began
with becoming familiar with the CubeSat Design Speciﬁcations as well as all general
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requirements for satellites. These constraints helped the team formulate and under-
stand the engineering problems present when designing and fabricating a satellite.
The most valuable lessons came from learning the processes commonly used in the
industry. It was fascinating to discover the issues that arise on-orbit due to the
extreme environment of space. From a management perspective, it was interesting
to learn how systems engineers manage a design team while maintaining a thorough
understanding of the technical underpinnings, which is something not found outside
the aerospace industry. The approach to analysis and testing is also very unique. The
team enjoyed balancing redundancy with design and fabrication constraints. During
the machining process, the mechanical engineering team members developed their
knowledge of design for manufacturability.
Overall, the team believes that this project has helped its members prepare for careers
in the aerospace industry. It has provided the team with valuable hands-on experience
that can be applied in the ﬁeld. As the project relied heavily on the design process,
this experience would be extremely valuable in other design focused capacities.
12.3 Future Work
The scope of the project was limited due to the lack of a launch date. While this
may change in the future, this limited the work of the team. Before the 3U CubeSat
platform can be made ﬂight-ready, several important components must be integrated
and thorough environmental testing must be completed.
The EPS requires assembled solar panels, a power board, and a space-rated battery.
Designs and prototypes exist for the solar array and power board, but these have not
yet been purchased. Passive magnets must be integrated into the bus so that the
satellite's orientation will be ﬁxed on-orbit.
While the team has completed baseline testing here at SCU that has yielded promis-
ing results, the platform must be tested to industry standards. This includes vibroa-
coustic and thermal-vacuum testing. More in depth FEA should be completed that
includes all bus components and better simulates the launch environment.
Most importantly, the 3U platform needs a payload. The UPAACN prototype is
valuable as a demonstration of the technology, but it lacks a mission payload. It is
diﬃcult to call a satellite complete that lacks a payload, as there is a not insigniﬁcant
amount of customization required to support one. Once the design team presents the
project to engineers at NASA, it is possible that a payload and a launch opportunity
will be granted. The responsibility of updating the platform in this case would be
left to a future design team. Hopefully, the documentation left by the current design
team will help the future team achieve success.
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Figure A.1: Bottom ﬁxture for top and bottom faces.
A Build Book
The following describes the machining and assembly process used to prototype the
3U CubeSat platform. These procedures rely heavily upon the work of the 2012
design team; their procedures are included in part along with pertinent updates in
the following sections.
A.1 Top and Bottom Faces and Fixtures
In order to construct the top and bottom faces, two ﬁxtures were machined. They
were constructed out of solid blocks of aluminum 6061 on a milling machine. The
procedure for these ﬁxtures are as follows. These instructions rely upon the drawings
included in Appendix B.
A.1.1 Bottom Fixture
1. Bring the block of aluminum down to size on the milling machine.
2. Machine out the central pocket to the appropriate depth. This is done so that
the ﬂanges (1) seen in Figure A.1 actually connect all the way around the
perimeter of the piece.
3. Machine out the corner materials to the appropriate depth. This leaves four
ﬂanges that are the exact height and length required.
4. Drill and tap the three holes (2).
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Figure A.2: Top ﬁxture for top and bottom faces.
A.1.2 Top Fixture
1. Machine the aluminum block down to the appropriate size.
2. Machine the radii on the corners (1) one at a time.
3. Drill the three holes (2) in the middle of the ﬁxture. These are through holes.
See Figure A.2 for detail.
A.1.3 Top and Bottom Faces
The procedure for machining these faces is mostly the same, however, mounting
requirements will aﬀect the locations of through holes.
1. Bring the aluminum block down to size.
2. Machine out the four corner notches (1) shown in Figure A.3.
3. Drill the four mounting holes (2) for the captive nuts.
4. Drill and countersink the mounting holes (3) on the bottom of the face. These
locations will vary based on mounting requirements.
5. Machine out the pocket (4).
(a) Machine out a pocket large enough to ﬁt the top ﬁxture down to the ﬁnal
thickness of the face. Be sure to make the pocket larger than the ﬁxture.
(b) If not machining a pocket all the way through the part, then three holes
will need to be drilled to accommodate the ﬁxtures.
(c) Attach the part to both ﬁxtures, using properly sized bolts to hold the
parts together. This assembly is shown in Figure A.4.
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Figure A.3: Top/bottom face.
(d) Without taking material oﬀ the top ﬁxture, continue to machine out the
pocket until the ﬂanges are the proper thickness.
A.2 Side Faces and Fixtures
In order to construct the four side faces, two ﬁxtures were machined. They were
constructed out of solid blocks of aluminum 6061 on a milling machine. The procedure
for these ﬁxtures are as follows. These instructions rely upon the drawings included
in Appendix B.
A.2.1 Bottom Fixture
1. Bring the aluminum block down to size.
2. Machine out the pocket (1) leaving three walls as shown in Figure A.5.
3. Drill and tap the twelve holes (2).
A.2.2 Top Fixture
1. Bring the aluminum block down to size.
2. Drill the twelve through holes (2) as shown in Figure A.2.2.
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Figure A.4: Top/bottom face ﬁxture assembly.
Figure A.5: Bottom ﬁxture for side faces.
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Figure A.6: Top ﬁxture for side faces.
A.2.3 Side Faces
1. As the side faces are very thin, all four are clamped together and machined
concurrently.
2. Bring down the clamped faces to the correct size.
3. With the faces clamped onto the bottom ﬁxture, drill the eight through holes
for the captive nuts (1).
4. If pockets are desired in the side faces, drill the six through holes (2) so that
the top ﬁxture can be attached.
5. Drill and countersink the two holes on the top and bottom (3) as shown in
Figure A.7.
(a) To countersink with the faces clamped together, start with the top face.
(b) Carefully remove the top face, leaving the other faces in the ﬁxture to
maintain dimensions.
(c) Countersink the next face.
(d) Repeat steps (b) and (c) until all faces are complete.
6. If pockets are desired, put all faces into the ﬁxtures and bolt down using the
six through holes (2) as seen in Figure A.8.
7. Machine out pockets.
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Figure A.7: Side faces.
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Figure A.8: Side faces ﬁxture assembly.
A.3 Corner Brackets and Fixture
A.3.1 Fixture
1. Bring the aluminum block down to size.
2. Machine out the material on both sides of the ﬁxture (1) as shown in Figure
A.9.
3. Machine down the platforms that will have two holes to the proper height (2).
4. Just inside of the platforms (2), there is a small pocket. Machine this down to
the proper height on both sides.
5. Machine the center pocket (3) down to the correct size.
6. Drill and tap the four holes (4).
7. Drill and tap the eight holes in the ﬂoor of the center pocket (3).
A.3.2 Corner Brackets
Two brackets are machined at once and come from the same block of aluminum.
These are attached along the long side and split into two pieces once attached to the
ﬁxture.
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Figure A.9: Fixture for corner brackets.
1. Bring the aluminum down to size.
2. Machine out the radii that run the length of the part.
3. Machine out one side of the cubes (1) as shown in Figure A.3.2.
4. Holes are then drilled and countersunk in the appropriate locations (2).
5. Place the part into the ﬁxture with the radii facing down, clamping the cubes
(1) to the ﬁxture as shown in Figure A.11.
6. Machine out the pocket in the middle (3).
(a) Use a large cutting tool to bring the pocket to the appropriate depth.
(b) Use a small cutting tool to clean up the corners of the pocket.
7. Remove the clamps and fasten the brackets to the ﬁxture using the eight holes
that were drilled and tapped (2).
8. Finish the cubes (4).
9. Split the piece down the middle using the same small cutting tool.
10. Switch the brackets in the ﬁxture so that the sides of the brackets facing down
are now on the sides of the ﬁxture.
11. Machine out the leftover material.
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Figure A.10: Corner bracket.
Figure A.11: Corner bracket ﬁxture assembly.
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Figure A.12: Assembly tool.
A.4 Assembly Tools
1. Bring the aluminum block down to size.
2. Remove all material except for the base and the four protruding cubes (1) as
shown in Figure A.12.
3. The cubes are then machined one at a time.
(a) Drill out the corners of the inside pocket that will be made.
(b) Pocket each cube down to the appropriate depth (2).
(c) Drill and tap the holes (3).
A.5 AACS Fixtures
In order to machine the small scaled AACS two pieces of ﬁxturing were needed. The
ﬁrst was a set of aluminum soft jaws which allowed the circular pieces of the system
to be held in the mill during machining. The second was a soft collet used to hold
the ﬂywheel in place on the lathe. The procedure for the machining of these ﬁxtures
in described below.
A.5.1 Soft Jaws
1. Mount the soft jaws in the mill vice and ﬁnd the center point using an indicator.
2. Mill the largest diameter and take steps down for the smaller diameters, as
shown in Figure A.13.
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Figure A.13: Soft jaws.
Figure A.14: Soft collet.
A.5.2 Soft Collet
1. Mount soft collet in lathe.
2. Machine pocket in collet 0.100 [in] deep, as shown in Figure A.14.
A.6 AACS Parts
Due to the nature of the tolerances, make sure to test ﬁt all components while ma-
chining.
A.6.1 Can Body
1. Use the lathe cutting tool to set outer diameter of can body ﬂanges.
2. Use boring bar to machine inner diameter.
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Figure A.15: Can body.
(a) Must be done at high speeds to insure that the ﬁnish will be smooth.
(b) Finish must be smooth to create best seal with the O-rings.
3. Use parting tool to create the groove between the two ﬂanges.
4. Use parting tool to part oﬀ the part from the original stock.
5. Place part in soft jaws on the mill.
6. Drill holes on one ﬂange (6).
7. Remove part and ﬂip over.
8. Drill holes on second ﬂange (6). Part is shown in Figure A.6.1.
A.6.2 Top Can Lid
1. Machine aluminum rod stock to ﬁnal outer diameter on lathe.
2. Use lathe to machine the boss.
3. Use parting tool on lathe to create groove for the O-ring.
4. Use parting tool to separate part from stock.
5. Place part in soft jaws on mill.
6. Machine circular pocket to depth.
7. Drill and tap 2-56 holes to depth.
8. Drill #11 through hole.
9. Drill ﬂange clearance holes (6). Final part is shown in Figure A.16.
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Figure A.16: Top can lid.
A.6.3 Bottom Can Lid
1. Machine aluminum rod stock to ﬁnal outer diameter on lathe.
2. Use lathe to machine boss.
3. Use parting tool on lathe to create groove for the O-ring.
4. Use parting tool to separate part from stock.
5. Place part in soft jaws on mill.
6. Machine circular pocket for the bearing.
(a) Test with bearing so that the ﬁt is snug on the bearing but it can still slip
in and out of the pocket.
7. Drill #10 hole on the surface of the pocket.
8. Drill ﬂange clearance holes (6). Final part is shown in Figure A.17.
A.6.4 Flywheel
1. Machine aluminum rod stock to ﬁnal diameter on lathe.
2. Use bandsaw to cut a piece larger than the ﬁnal height of the ﬂywheel.
3. Clamp part in soft jaws.
4. Drill #61 through hole.
5. Ream hole with 1 [mm] reamer.
6. Mount part in soft collet.
7. Face part to size and create boss on top. Final part is shown in Figure A.18.
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Figure A.17: Bottom can lid.
Figure A.18: Flywheel.
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Figure A.19: Motor spacer.
A.6.5 Motor Spacer
1. Use lathe to bring Delrin to size.
2. Use parting tool to part oﬀ to height.
3. Use laser cutter to cut appropriate holes. Final part is shown in Figure A.19.
A.6.6 Motor Mounting Bracket
1. Machine stock to size.
2. Use bandsaw to cut oﬀ part of the sized stock.
3. Place part into soft collet and face it to size.
4. Clamp part (softly) in soft jaws.
5. Machine circular pocket through all.
6. Drill #43 through holes.
7. Use 82 degree countersink to create chamfer for ﬂat head screws. Final part is
shown in Figure .
A.6.7 Assembly
1. Use M1 screws to attach motor to motor spacer.
2. Use 2-56 screws to attach motor mounting bracket over the brushless DC motor,
through the motor spacer, and ﬁnally to the top can lid.
(a) Make sure the motor lead wires ﬁt through the clearance hole.
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Figure A.20: Motor bracket.
(b) Make sure bracket is snug on top of the motor but not so tight as to crush
the PCB on the motor.
3. Slip o-rings over both can lids into the machined grooves.
4. Use (6) M2 screws and nuts to attach the top can lid to the can body.
5. Use general quick set epoxy to attach ﬂywheel to the motor shaft.
(a) Use the small boss to ensure a parallel seating of the reaction wheel on the
motor.
6. Slip the bearing over the reaction wheel boss.
7. Slip the lower part of the assembly into the bottom can lid.
8. Secure the bottom can lid to the rest of the can body with the remaining (6)
M2 screws. Assembly is shown in Figure A.21.
A.7 System Integration
System integration of the UPAACN occurred at the RSL building at NASA Ames. A
low grade cleanroom was built using RSL supplies. This cleanroom had a HEPA ﬁlter
mounted on the roof of the cleanroom and was lined with plastic. Smocks, masks,
gloves, and foot-covers were used by team members. All furniture and tools used in
the cleanroom were cleaned before being brought in.
All satellite components were cleaned using a combination of rubbing alcohol and
acetone. This helps to minimize the potential of outgassing.
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Figure A.21: AACS assembly.
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B Drawings
1. AACS-101 - Reaction Wheel
2. AACS-201 - Can Body
3. AACS-202 - Can Lid 1 - Sheet 1
4. AACS-202 - Can Lid 1 - Sheet 2
5. AACS-203 - Can Lid 2
6. AACS-204 - Motor Spacer
7. AACS-205 - Motor Mounting Bracket
8. AACS-2A - Flywheel Assembly
9. AACS-301 - Soft Jaws
10. STRUC-101 - Side Faces
11. STRUC-102 - Corner Brackets Overview
12. STRUC-102 - Corner Brackets Dimensioned
13. STRUC-102 - Corner Brackets End Detail
14. STRUC-103 - Top Face Overview
15. STRUC-103 - Top Face Dimensioned
16. STRUC-104 - Bottom Face Overview
17. STRUC-104 - Bottom Face Dimensioned
18. STRUC-105 - Payload/Transmitter Board Bracket
19. STRUC-106 - Flywheel Can Bracket
20. STRUC-201 - Side Face Bottom Fixture
21. STRUC-202 - Side Face Top Fixture
22. STRUC-203 - Top/Bottom Face Bottom Fixture
23. STRUC-204 - Top/Bottom Face Top Fixture
24. STRUC-205 - Corner Bracket Fixture
25. STRUC-206 - Assembly Tool
26. STRUC - Assembly
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27. STRUC-401 - Payload Can
28. STRUC-402 - Payload Can Lid Overview
29. STRUC-402 - Payload Can Lid Groove Detail
30. STRUC-402 - Payload Can Lid Back Detail
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C Detailed Calculations
C.1 SatTherm Code
The SatTherm code package that was used by the 2013 design team is included on a
USB stick submitted with this thesis.
C.2 AACS Code and Calculations
C.2.1 Control Code
AACS Control Code for Arduino Platform:
//The Wire library is used for I2C communication
//Note: Mega 2560 uses pins 20 and 21 instead of A4 and A5
#include <Wire.h>
//This is a list of registers in the ITG-3200. Registers are parameters that de-
termine how the sensor will behave, or they can hold data that represent the sensors
current status.
//To learn more about the registers on the ITG-3200, download and read the
datasheet.
char WHO_AM_I = 0x00;
char SMPLRT_DIV= 0x15;
char DLPF_FS = 0x16;
char GYRO_XOUT_H = 0x1D;
char GYRO_XOUT_L = 0x1E;
char GYRO_YOUT_H = 0x1F;
char GYRO_YOUT_L = 0x20;
char GYRO_ZOUT_H = 0x21;
char GYRO_ZOUT_L = 0x22;
//This is a list of settings that can be loaded into the registers.
//DLPF, Full Scale Register Bits
//FS_SEL must be set to 3 for proper operation
//Set DLPF_CFG to 3 for 1kHz Fint and 42 Hz Low Pass Filter
char DLPF_CFG_0 = 1<<0;
char DLPF_CFG_1 = 1<<1;
char DLPF_CFG_2 = 1<<2;
char DLPF_FS_SEL_0 = 1<<3;
char DLPF_FS_SEL_1 = 1<<4;
//I2C devices each have an address. The address is deﬁned in the datasheet for
the device. The ITG-3200 breakout board can have diﬀerent address depending on
how
//the jumper on top of the board is conﬁgured. By default, the jumper is con-
nected to the VDD pin. When the jumper is connected to the VDD pin the I2C
address
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//is 0x69.
char itgAddress = 0x69;
//Calibration for oﬀsets
int xbias=-10;
int ybias=42;
int zbias=-12;
double rawtorpm=0.0128; //value to convert raw data to rpm
double rpmtorads; //value to convert rpm to rad/sec
int motorpin=6;
int direcpin=5;
//In the setup section of the sketch the serial port will be conﬁgured, the i2c
communication will be initialized, and the itg-3200 will be conﬁgured.
//Controller variables
double wsdes=0.0; //Reference r(t), aka desired speed in rpm
double Kp=2.0; //Controller gains
double Kv=1.0;
double Ki=0.1;
double actuator=250.0; //This is the value that relates input u (rad/sec) to tau
(Nm).
//Note that u is actually converted into a PWM which the motor controller un-
derstands as our desired tau.
//Also, this value might be dynamic, as in it changes with time.
double x0=0; //Or use another known initial value.
double error=wsdes-x0; //Error value e(t) that becomes u(t) through PID control.
double ws; //Output y(t), aka the actual speed in rad/sec.
double lasterror,interror=0; //Variables for I control
double diﬀerror; //Variable for D control
double P,I,D,u; //Variables for input
int direc=LOW; //CW (LOW) and CCW (HIGH)
//Check if directions are correct
//Timer variables
double previousMillis=0;
double interval=100.0; //Control loop runs each 50 ms.
double delta_t=interval/1000.0; //Time step for diﬀerential input
void setup(){
//Create a serial connection using a 9600bps baud rate.
Serial.begin(9600);
//Initialize the I2C communication. This will set the Arduino up as the 'Master'
device.
Wire.begin();
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//Read the WHO_AM_I register and print the result
char id=0;
id = itgRead(itgAddress, 0x00);
Serial.print("ID: ");
Serial.println(id, HEX);
//Conﬁgure the gyroscope
//Set the gyroscope scale for the outputs to +/-2000 degrees per second
itgWrite(itgAddress, DLPF_FS, (DLPF_FS_SEL_0|DLPF_FS_SEL_1|DLPF_CFG_0));
//Set the sample rate to 100 hz
itgWrite(itgAddress, SMPLRT_DIV, 9);
rpmtorads=2.0*PI/60.0;
wsdes=wsdes*rpmtorads; //Convert rpm to rad/sec
pinMode(motorpin,OUTPUT);
pinMode(direcpin,OUTPUT);
}
void loop(){
//Create variables to hold the output rates.
int xRate, yRate, zRate;
double xrpm, yrpm, zrpm;
double xrads, yrads, zrads;
unsigned long currentMillis = millis();
//Each interval is 50ms. Consider using nested loop to separate sensor readings
and motor output.
if(currentMillis - previousMillis > interval) {
previousMillis = currentMillis;
//Sensors: Read the x,y and z output rates from the gyroscope.
xRate = readX(); //Figure out which one to use for ws.
yRate = readY();
zRate = readZ(); //It's this one, right?
xrpm=(xRate+xbias)*rawtorpm; //Convert to rpm
yrpm=(yRate+ybias)*rawtorpm;
zrpm=(zRate+zbias)*rawtorpm;
xrads=xrpm*rpmtorads;
yrads=yrpm*rpmtorads; //Convert to rad/sec
zrads=zrpm*rpmtorads;
/*Serial.print(xrpm); //Biases included
Serial.print('\t'); //This will output the data used to generate graphs.
Serial.print(yrpm);
Serial.print('\t');
Serial.print(zrpm);
Serial.print('\t');
Serial.println(currentMillis);*/
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//Wait 10ms before reading the values again. (Remember, the output rate was
set to 100hz and 1reading per 10ms = 100hz.)
//Control code:
ws=yrads; //Feedback, y(t)
lasterror=error;
error=wsdes-ws; //r(t)-y(t)=e(t)
P=Kp*error; //Proportional control term
interror=interror+error*delta_t;//int(error*dt) 0 to inf
I=Ki*interror; //Integral control term
diﬀerror=error-lasterror; //e(t)-e(t-deltat)
D=Kv*diﬀerror/delta_t; //Diﬀerential control term
u=P+I+D;
u=u*actuator; //Convert input, u (rad/sec) to PWM which generates the input
on the plant, tau (Nm).
if(error<0)
direc=LOW;
else
direc=HIGH;
if(u<0)
u=-u;
if(u>255.0)
u=255.0;
analogWrite(motorpin,u);
digitalWrite(direcpin,direc);
/*Serial.print(error);
Serial.print('\t');
Serial.print(direc);
Serial.print('\t');
Serial.println(u);*/
}
}
void itgWrite(char address, char registerAddress, char data)
{
//Initiate a communication sequence with the desired i2c device
Wire.beginTransmission(address);
//Tell the I2C address which register we are writing to
Wire.write(registerAddress);
//Send the value to write to the speciﬁed register
Wire.write(data);
//End the communication sequence
Wire.endTransmission();
}
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//This function will read the data from a speciﬁed register on the ITG-3200 and
return the value.
//Parameters:
// char address: The I2C address of the sensor. For the ITG-3200 breakout the
address is 0x69.
// char registerAddress: The address of the register on the sensor that should be
read
//Return:
// unsigned char: The value currently residing in the speciﬁed register
unsigned char itgRead(char address, char registerAddress)
{
//This variable will hold the contents read from the i2c device.
unsigned char data=0;
//Send the register address to be read.
Wire.beginTransmission(address);
//Send the Register Address
Wire.write(registerAddress);
//End the communication sequence.
Wire.endTransmission();
//Ask the I2C device for data
Wire.beginTransmission(address);
Wire.requestFrom(address, 1);
//Wait for a response from the I2C device
if(Wire.available()){
//Save the data sent from the I2C device
data = Wire.read();
}
//End the communication sequence.
Wire.endTransmission();
//Return the data read during the operation
return data;
}
//This function is used to read the X-Axis rate of the gyroscope. The function
returns the ADC value from the Gyroscope
//NOTE: This value is NOT in degrees per second.
//Usage: int xRate = readX();
int readX(void)
{
int data=0;
data = itgRead(itgAddress, GYRO_XOUT_H)<<8;
data |= itgRead(itgAddress, GYRO_XOUT_L);
return data;
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}//This function is used to read the Y-Axis rate of the gyroscope. The function
returns the ADC value from the Gyroscope
//NOTE: This value is NOT in degrees per second.
//Usage: int yRate = readY();
int readY(void)
{
int data=0;
data = itgRead(itgAddress, GYRO_YOUT_H)<<8;
data |= itgRead(itgAddress, GYRO_YOUT_L);
return data;
}
//This function is used to read the Z-Axis rate of the gyroscope. The function
returns the ADC value from the Gyroscope
//NOTE: This value is NOT in degrees per second.
//Usage: int zRate = readZ();
int readZ(void)
{
int data=0;
data = itgRead(itgAddress, GYRO_ZOUT_H)<<8;
data |= itgRead(itgAddress, GYRO_ZOUT_L);
return data;
}
C.2.2 Controller
Equations C.1 and C.2 show the state-space realization of the equations of motion
for the spacecraft and reaction wheel rotation. Note that these are cross-coupled ﬁrst
order equations. The open loop Simulink model used is shown in Figure . The motor
block is explained in depth in Chapter 8.[
ω˙s
ω˙f
]
=
[ −b/Is b/Is
b/If −b/If
] [
ωs
ωf
]
+
[
1/Is
1/If
]
τ(t) (C.1)
y(t) =
[
1 0
] [ ωs
ωf
]
+
[
0
]
τ(t) (C.2)
Figure C.1: Open loop Simulink model.
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Figure C.2: Closed loop Simulink model.
The open loop Simulink model used is shown in Figure C.1. The motor block is
explained in depth in Chapter 8. The closed loop Simulink model used is shown in
Figure C.2. Components to this system are also explained in Chapter 8.
C.2.3 Steady State Motor Analysis MATLAB Script
clear; close all
% AACS
%
% Steady State Motor Analyis
%
% Elliott Martin
% 4/30/13
% w = v/kt - R/(ktke)*Tm
% 4 Volt Supply
V4 = 4; % V
w_nl = 41740; % rpm
Tstall4 = 0.222; % mNm
kt = V4/w_nl; % mNm/A
slope = 187793; % rpm/mNm
Tm4 = [0:.0001:Tstall4]; % mNm
w4 = -slope.*Tm4 + V4/kt; % rpm
w4 = w4/1000; % krpm
% 3.3 Volt Supply
V3 = 3.3; % V
Tstall3 = V3/(slope*kt);
Tm3 = [0:.0001:Tstall3];
w3 = -slope*Tm3 + V3/kt; % rpm
w3 = w3/1000; % krpm
plot(Tm4,w4,'r');
hold on;
plot(Tm3,w3,'b');
grid on
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xlabel('Torque (mNm)');
ylabel('Angular Speed (krpm)');
%title('Angular Speed vs. Torque of Brushless DC Motor');
legend('4 Volt', '3.3 Volt')
% Current Draw vs. Torque
% v = 4V
I4 = Tm4/kt + Tstall4/kt; % A
ﬁgure;
plot(Tm4, I4);
C.2.4 Reaction Wheel Sizing MATLAB Script
clear; close all
% AACS
% Momentum Exchance Analysis and Reaction Wheel Sizing
% Using Faulhaber Brushless Flat Penny Motor:
% Series 1202H004BH
% Elliott Martin
% May 3, 2013
% Rev 2.0
% Note: Steady State Motor Analysis completed in Matlab ﬁle "
%% Motor Characteristics
% Target Motor Speed and Output Torque
% Coresponding Motor output Torque
% 3.3 Volt Supply to Motor
V3 = 3.3; % V
kt = 9.5831e-05; % mNm/A
slope = 187793;
Tstall3 = V3/(slope*kt);
Tm3 = [0:.0001:Tstall3];
w3 = -slope*Tm3 + V3/kt; % rpm
w3 = w3/1000; % krpm
% Corresponding Disk Speed
spin_disk = w3*1000; % rpm
w_disk = spin_disk*2*pi/60; % rad/s
plot(Tm3,w3,'b');
xlabel('Torque (mNm)');
ylabel('Speed (krpm)');
title('Speed vs. Torque of Brushless DC Motor');
legend('3.3 Volt')
%% Properties of Spacecraft
% Note: subscrip sc refers to Spacecraft
% Note: z-axis is deﬁned to run along longest dimention (h) of Spacecraft
% Mass
m_sc = 4.0; % kg
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% Dimensions
h_sc = 0.34; % m
a = 0.1; % m
b = 0.1; % m
% Mass Moment of Inertia
Izz = m_sc*(a^2+b^2)/12; % kgm^2
I_sc = Izz; % kgm^2
%% Spin of Spacecraft
% Note: Typical Spin of Spacecraft about z-axis after histerisis
% stabelisation is 1-2 rpm.
spin_sc = 2; % rpm
w_sc = spin_sc*2*pi/60; % rad/s
%% Momentum Transfer
% Momentum is conserved: H(sc) + H(disk) = 0
% where H = I*w
% The target speed of the motor and acutal speed of the spacecraft are used
% to determine the required moment of inertia of the ﬂywheel
I_disk = I_sc*w_sc./w_disk; % kgm^2
ﬁgure;
plot(I_disk, w3);
grid on
xlabel('Moment of Inertia (kg*m^2)');
ylabel('Nominal Operating Speed of Flywheel(krpm)');
title('Moment of Inertia vs. Speed of Flywheel');
%% Determined Dimentions of the Flywheel
% Chosen Material: 6061 Al Alloy
% Density
rho = 2700; % kg/m^3
% Given Flywheel hight
% Note: m = rho*V, where V is volume
% V = pi*r^2*h
% I_disk = 0.5*m*r^2
r = (2*I_disk./(rho*pi*h)).^0.25; % m
d = 2*r; % m
d_mm = 1000*d; % mm
V = pi*r.^2*h; % m^3
m = rho.*V; % kg
w_target = 20; % krpm d_20 = 30.95; % mm
ﬁgure;
plot(d_mm,w3 );
hold on
plot( d_20,w_target,'*r')
xlabel('Diameter of Reaction Wheel (mm)');
ylabel('Nominal Motor Speed (krpm)');
%title('Diameter of Reaction Wheel vs. Nominal Motor Speed');
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grid on
ﬁgure; d_mm_2 = d_mm(200:900);
w3_2 = w3(200:900);
plot(d_mm_2,w3_2);
hold on
plot( d_20,w_target,'*r')
xlabel('Diameter of Reaction Wheel (mm)');
ylabel('Nominal Operating Speed of Motor(krpm)');
title('Zoomed: Diameter of Reaction Wheel vs. Nominal Motor Speed');
grid on
% ﬁgure;
% plot3(Tm3,w3,d_mm)
% zlabel('Diameter of Flywheel (mm)');
% xlabel('Torque (mNm)');
% ylabel('Nominal Operating Speed of Flywheel(krpm)');
%
% grid on
C.2.5 Bump Test Arduino Sketch
#deﬁne AVGL 4 //rolling average length
volatile unsigned long ticks = 0;
unsigned long prevMillis = 0;
unsigned long interval = 100000<<1;
int state = false;
unsigned int avgArray[AVGL];
unsigned int avgCounter = 0;
volatile long lastTick = 0;
volatile long period = 0;
void setup()
{
pinMode(6, OUTPUT);
Serial.begin(9600);
// Use Pin 2 (interrupt # 0) for input to Arduino
attachInterrupt(0, isr_ticks, RISING);
TCCR0B = TCCR0B & 0b11111000 | 0x02;
Serial.println("Press any key to start the test...");
while(!Serial.available());
analogWrite(6, 100); }
void loop()
{
int b = 100;
int c = 200;
int i; // for(i = 0; i < 500; i++)
unsigned long currentMillis = millis();
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if( currentMillis - prevMillis > interval )
{
//Serial.print("\tinterval: ");
//Serial.println(currentMillis - prevMillis); prevMillis = currentMillis;
if( state )
analogWrite(6, b);
else
analogWrite(6, c);
state = !state;
} if( avgCounter == AVGL )
{
avgCounter = 0;
//avgSum = 0;
}
avgArray[avgCounter] = period;
//avgSum += period;
avgCounter++;
// analogWrite(6, 100);
Serial.print(currentMillis);
//Serial.print(":");
//Serial.print(avgCounter);
//Serial.print("-");
Serial.print("\t");
Serial.print(period >> 3);
Serial.print("\t");
Serial.println((average(avgArray))>>3);
delay(300 << 3); //delay(10000<<3);
}
void isr_ticks()
{
//unsigned long m = micros();
//unsigned int p = m - lastTick; //new period
ticks++;
period = micros() - lastTick;
lastTick = micros();
//the new period shouldn't be much smaller than the old one.
/* if( period > (p >> 2) )
{
period = p;
lastTick = m;
}*/
}
/*
unsigned int getPeriod()
{
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int t = micros();
ticks = 0;
int p = 0;
interrupts();
delay(4<<3); //delay for 4 milliseconds
p = (micros() - t) / ticks ;
noInterrupts();
return p;
}
*/
unsigned int average(unsigned int * a)
{
int i = 0;
unsigned long s = 0; //sum
for( i = 0; i < AVGL; i++)
s += a[i];
/* Serial.print("\ts: ");
Serial.print(s);
Serial.print("\t");*/
return (s / AVGL);
}
C.3 dCDH and COMM Code
The code for the dCDH and COMM subsystems is included on a USB stick submitted
with the physical copy of this thesis.
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F Budgets and Spreadsheets
F.1 Operating Modes
F.1.1 Purpose
The goal of this document is to deﬁne the diﬀerent operating modes of the UPAACN
(Unspeciﬁed Payload Active Attitude Control Nanosatellite) system. Speciﬁcally, this
includes the power requirements and operating times of each subsystem used for each
mode. Note: this document does not speculate as to what the power requirements of
a payload would be, rather it assumes that future revisions would take this additional
power draw into account. These power requirements would have to stay within the
constraints of UPAACN.
F.1.2 Relevant Subsystems
The power drawing components from each subsystem mentioned in this document
are as follows:
 Beacon - A component of Communications (COMM), located on the Dallas
Master board. It also includes the BCN antenna.
 COMM Board - A component of COMM. This board is separate from the Dallas
Master board, but cannot function independently.
 Transmitter Antenna/Board - Components of COMM. They are used to trans-
mit and receive commands, which are then relayed through the COMM board.
 Dallas Master Board - A component of the distributed command and data han-
dling subsystem (dCDH). Must be running for all other power drawing compo-
nents to function, excluding beacon and the power board.
 Scheduler/Expert - Components running oﬀ of the same board as Dallas Master.
Work as parts of dCDH.
 Power Board - Component of the electronic power system (EPS). This will
include the peak power tracker circuit.
 Arduino - Controller of the active attitude control system (AACS). Used to send
commands to and receive data from the ﬂywheel mechanism and its feedback
loops. This may be replaced by a motor driving board.
 DC Micromotor - Actuator of the AACS.
F.1.3 Operating Modes
The following are the expected operating modes for UPAACN. They are essentially
combinations of the powered components listed above.
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1. Idle - both dCDH boards, Beacon, COMM Board, EPS Power Board
(a) Voltage Range - 5 to 12 [V]
(b) Power Draw - 5 [W]
2. AACS Experiment - both dCDH boards, Beacon, COMM Board, EPS Power
Board, AACS motor and driver board
(a) Voltage Range - 4 [V] for motor, 5 to 12 [V] for other components
(b) Power Draw - 12 W
3. Transmitting - both dCDH boards, Beacon, COMM Board, EPS Power Board,
Transmitter antenna/board
(a) Voltage Range - 5 to 12 V
(b) Power Draw - 20 W
F.1.4 Operating Schedule
Below is the expected schedule for each of the three modes to be operated. UPAACN
will likely remain in Idle mode most frequently. For power budgeting reasons, the
AACS system will not be run at the same time that data is being transmitted to and
from the ground station. It is expected there will be more time transmitting during
the initial weeks after launch in order to establish normalized telemetry. The AACS
system will not be operated until the orbit has settled and the payload functionality
has been established.
 Phase 1:
 Idle: 97% or 163 hours per week
 Transmitting: 3% or 5 hours per week
 Phase 2:
 Idle: 91% or 153 hours
 Transmitting: 3% or 5 hours per week
 AACS Experiment: 6% or 10 hours per week
 Phase 3:
 Idle: 95% or 159 hours per week
 Transmitting: 2% or 4 hours per week
 AACS Experiment: 3% or 5 hours per week
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 Phase 4:
 Idle: 97% or 163 hours per week
 Transmitting: 2% or 4 hours per week
 AACS Experiment: 1% or 1 hour per week
In Phase 1, UPAACN will be checked by the ground team during every available pass
to verify system functionality and troubleshoot any system errors. Once telemetry
data is collected and the spacecraft has settled into a normalized orbit, the AACS
experiment will be operated as part of Phase 2. The ground team will continue to
communicate with the system during every available pass to collect telemetry and
results data from the satellite and from the AACS. During Phase 3, use of the AACS
will diminish, as will transmitting time. Phase 4 will take the mission to its end of
life. The UPAACN system will mainly transmit to verify survival. AACS usage will
be minimal.
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F.2 Activity Diagrams
Figure F.1: Activity diagram for Dallas-Master.
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Figure F.2: Activity diagram for Expert.
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Figure F.3: Activity diagram for Scheduler.
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Figure F.4: Activity diagram for COMM.
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Figure F.5: Activity diagram for Beacon.
F.3 Success Criteria
F.3.1 Mission Statement
During a short term low Earth orbit mission, the spacecraft will operationally validate
NASA components while testing an active single axis attitude control system and
providing hands-on experience for university students.
F.3.2 Primary Mission Success Criteria
1. Complete a fully functional launch-ready spacecraft capable of supporting an
unspeciﬁed payload.
(a) Payload possibilities will be restricted based on power, mass, and volume
capabilities of the spacecraft.
(b) First iteration of the spacecraft will include the Active Attitude Control
System (AACS) ﬂywheel mechanism.
(c) Functional criteria will be deﬁned by Requirements Flowdown.
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F.4 Mass Budget
Table F.1: Mass budget for UPAACN.
Item Mass [kg]
STRUC Frame 0.81
Solar Panel Faces 0.24
ACR-SAT boards 0.1
BCN antenna & board 0.11
Transmitter antenna 0.031
MHX2420 boards 0.125
Sensor Board 0.013
AACS 0.12
Estimated Battery 1.0
Total 2.549
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F.5 Monetary Budget
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G Senior Design Conference Presentations
G.1 Nanosatellite - Design, Fabrication, and Systems
The presentation entitled Nanosatellite - Design, Fabrication, and Systems was
given by Charles Dorsey, Thomas Hoye, Owen Jacobs, and Kadja Klarreich-Giglio at
the 2013 Senior Design Conference. This presentation gives the overview of the 3U
CubeSat platform as well as its major mechanical subsystems. These include SYST,
STRUC, THERM, and TEST.
G.2 Active Attitude Determination and Control Subsystem
The presentation entitled Active Attitude Determination and Control Subsystem
was given by Todd Chun-Van Osdol, Elliott Martin, and Michael Schlesselmann at the
2013 Senior Design Conference. This presentation focuses on the AACS mechanism.
This includes the control strategy, actuator design, as well as system testing and
characterization.
G.3 Nanosatellite - Communications and Data Handling
This presentation entitled Nanosatellite - Communications and Data Handling was
given by Jake Hedlund, Michael Ruiz, and Zachary Singh at the 2013 Senior Design
Conference. This presentation focuses on the dCDH and COMM subsystems. This
includes an overview of technologies implemented, the processes of each subsystem,
and a functional demonstration.
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H Parts List
186
187
I Customer Needs Survey Responses
The RSL at SCU is capable of producing a spacecraft with the following speciﬁcations:
 Size: 1-6 U
 Schedule: 9-24 months of development
 On-orbit life: 6+ months
 Communications architecture: Microhard S-band and amateur radio (HAM)
beacon
 Pointing: passive magnets, perhaps other passive techniques such as a gravity
gradient boom, also possibly low-grade active control capable of ±20 degrees
 Power: body mounted panels with power limited by size of spacecraft
 Propulsion: none
 Payload accommodation: 1-3U; data interfaces such as serial, I2C, Dallas, etc;
power on order of 4 [W] continuous for 2U payload (can be duty-cycled to
provide higher draw over shortened durations), mass commensurate with volume
given CubeSat standards
 Cost to produce: > $50k apart from customer payload
Please give us your thoughts regarding the following questions:
1. Do you have payloads or projects that could be supported by this type of space-
craft? If so, what type (electronic component test, biological test, technology
demonstration, etc.)?
(a) Anthony Lee, NASA: Yes, small transponder
(b) Brian Custodio, University Space Research Association: N/A
(c) Vanessa Kuroda, NASA: Not immediately, but could develop one, most
likely an electronic component test or technology demonstration.
(d) Elwood Agasid, NASA AMES, SCU contract manager for small satellite
technology development contract: yes, this type of satellite/team could cer-
tainly support simple electronic package testing for new components of in-
terest to Ames/NASA. This would be very consistent with the cost/risk/schedule
proﬁle. And in doing so you would qualify for reduced cost launch options
through NASA, perhaps even with NASA paying for the full launch. Some
tech demo ideas might also be valuable, particularly some of the technolo-
gies that SCU itself produces in the robotics lab with Dr. Kitts. This
might include some attitude control experiments, some on-board comput-
ing experiments, and/or some automation experiments.
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(e) Chris Kitts, SCU - RSL: Yes, we should be able to "market" simple elec-
tronic component testing to several partners (Ames, USAF, Marshall, and
perhaps a few others). We could probably use this type of satellite as
the basis for grant proposals to the Air Force for technology demonstra-
tions involving multi-satellite applications, and also on-board automation
capabilities.
2. Would you be willing to work with a student group to ﬂy a payload on this type
of spacecraft given the level of risk involved in these projects?
(a) AL: Yes, if had something
(b) BC: Yes, I believe space exploration is important for the survival of the
human race. And thus, despite the risk I would partake.
(c) VK: Yes, it would be mutually beneﬁcial for both parties, and a learning
experience overall.
(d) EA: Absolutely. We have done this before, and our relationship with SCU
in particular is outstanding given the mission control work done over the
past 8 years. We could easily identify payload options that would make
sense given the undergraduate team, cost target, and risk level. SCU has
ﬂight proven computing and communication avionics - using that as the
backbone for any mission would be essential.
(e) CK: It's what I do!
3. What would you require from a student team in terms of tests, processes, and/or
benchmarks to make you more comfortable with the risk of working on a student
developed spacecraft?
(a) AL: All the component such as tests for: communications, data, survive
all data environments (launch vibrations, thermal environment), control
systems, and maintain power.
(b) BC: If possible, wind tunnel tests, spin balance tests, drop tests, and shear
strength tests should be conducted with model(s) of the spacecraft. The
student team could also follow a certain engineering standard (e.g. ANSI)
(c) VK: I would probably want a full comprehensive test, including environ-
mental tests (TVAC, shock, vibe, etc) if possible in order to prove it will
survive on orbit and for the duration of its mission
(d) EA: Well, the more the better, but we understand that there are lim-
its. Showing good teamwork and mature approaches is big. Good use
of systems engineering for requirements and trade-oﬀs, and being able to
logically explain design choices. Analysis is great - test is even better!
(e) CK: Design process, and proof through testing/veriﬁcation.
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4. Given the design proﬁle, what speciﬁc subsystem-level capabilities would you
need to better support your payload needs? How important are they to you?
How much more are you willing to pay for these capabilities?
(a) AL: Monitor ground station, data handling. Cost: N/A
(b) BC: N/A
(c) VK: I would probably need more accurate pointing/control capabilities,
which I would probably pay a few thousand more for.
(d) EA: What you have now would let us start, presuming you can pull it
all together and show that it all works in a routine manner. Improving
pointing (even reliable +/- 20 deg ADC) and comm bandwidth (which
you could get just with the improved ADC) would be great. If you had
these capabilities, we could probably routinely pay for your launches and
perhaps invest in some parts and students via internships.
(e) CK: Need to be able to rapidly pull together new spacecraft designs that
combine much of what we already have where appropriate with the new
design tweaks necessary for any particular payload/mission concept. Need
to develop general testing capability. The sweet spot for attracting bigger
and better opportunities would be adding things like a little ADC (preci-
sion not necessary), perhaps software deﬁned radio, and perhaps structural
deployables.
5. To what extent are you or your organization interested in spacecraft education
at the university level?
(a) AL: Very important because technology which means in the future we can
collect a lot more data from the space environment. It is needed to have
spacecraft education at the university level so in the future we can continue
making progress on what is out there and the resources that can beneﬁt
us.
(b) BC: I can't speak for my organization as a whole but I deﬁnitely believe
they would support spacecraft education at the university level, especially
through internships, co-ops, and mentorship programs.
(c) VK: I am very interested in spacecraft education at the university level,
we need the next generation of spacecraft engineers to ﬁll the shoes of the
many soon-to-be retirees!
(d) EA: very very interested - and very interested in continuing to work with
Kitts and his students
(e) CK: It's what we do!
190
