I. Introduction
The need for infallible security systems has become a vital aspect in public security. Iris recognition is one of the important techniques and compared with other biometric features (such as face, voice, etc.), the iris is more stable and reliable for identification. Iris recognition is the analysis of the coloured ring that surrounds the pupil. The iris has unique structure and these patterns are randomly distributed, which can be used for identification of human being.
Retina: In the center of the retina is the optic nerve, a circular to oval white area measuring about 2 x 1.5 mm across. From the center of the optic nerve radiates the major blood vessels of the retina.
Approximately 17 degrees (4.5-5 mm), or two and half disc diameters to the left of the disc, can be seen the slightly oval-shaped, blood vessel-free reddish spot, the fovea, which is at the center of the area known as the macula by ophthalmologists Unlike traditionally used biometric systems, vascular pattern of human retina is the most reliable and stable source for biometrics. It is not easy to forge it as it lies at back end of human eye and is not directly accessible [2] . There is always a confusion regarding iris and retina as they both belong to human eye but their functions and patterns are completely different. Iris is the colored region between the pupil and sclera whereas retina is located at back region of eye. The foundation of retinal recognition is the pattern of blood vessels present in human retina [2] . Figure 1 shows the human retinal and vascular pattern extracted from digital retinal image. In today's networked world, the need to maintain the security of information or physical property is becoming both increasingly important and difficult. Most of the times, criminals have been taking advantage of a fundamental flaw in the conventional access control systems. The access control systems based on biometrics have a potential to overcome most of the deficiencies of current security systems and have been gaining importance in recent years.
II. Related work for noise removal
Image noise is the random variation of brightness or color information in images produced by the sensor and circuitry of a scanner or digital camera. Image noise can also originate in film grain and in the unavoidable shot noise of an ideal photon detector [3] .Image noise is generally regarded as an undesirable byproduct of image capture. Although these unwanted fluctuations became known as "noise" by analogy with unwanted sound they are inaudible and such as dithering. The types of Noise are Amplifier noise (Gaussian noise), Salt-and-pepper noise, Shot noise (Poisson noise), Speckle noise.
Image de-noising is very important task in image processing for the analysis of images. Ample image de-noising algorithms are available, but the best one should remove the noise completely from the image, while preserving the details. Broadly speaking, De-noising filters can be classified in the following categories:
A. Mean Filter
Mean filter is an averaging linear filter. Here the filter computes the average value of the corrupted image in a predefined area. Then the center pixel intensity value is replaced by that average value. This process is repeated for all pixel values in the image.
The algorithm proposed in [4] considers first order neighborhood pixels for detecting the noisy pixel and mean filter is considered. Color images are also de-noised by extracting the R, G and B pixels from noisy image and then they are de-noised separately and then merged together to again form the color image. The algorithm is compared with all other standard and well known algorithms and found to have good noise removal capabilities at high densities.
In order to improve the speed of mean filter algorithm and to reduce the redundancy operation, an efficient algorithm is presented in [5] . At first, an assistant array is built up to store the pixels' value summation of each column. Then, according to the relationship between adjacent windows when filter window is siding along the rows, a recursive formula for calculating the midpoint mean of a new window is schemed out. Meanwhile, the recursive formula for updating assistant array items is obtained based on the relationship between adjacent rows' pixels in the changing row process of midpoint of window. On the basis of these two recursion formulas, a high efficient mean filter algorithm is achieved.
B. Median Filter
The Median filter is a nonlinear digital filtering technique, often used to remove noise. Such noise reduction is a typical preprocessing step to improve the results of later processing (for example, edge detection on an image). Median filtering is very widely used in digital image processing because under certain conditions, it preserves edges whilst removing noise. The main idea of the median filter is to run through the signal entry by entry, replacing each entry with the median of neighboring entries. Note that if the window has an odd number of entries, then the median is simple to define: it is just the middle value after all the entries in the window are sorted numerically. For an even number of entries, there is more than one possible median. The median filter is a robust filter. Median filters are widely used as smoothers for image processing, as well as in signal processing and time series processing. A major advantage of the median filter over linear filters is that the median filter can eliminate the effect of input noise values with extremely large magnitudes.
Authors in [6] proposes a novel decision-based median filter that replaces each corrupted pixel with the median value of their k-nearest noise-free pixels. Advantages of the median filter using k-nearest noise-free pixels instead of k-nearest pixels are two facets: first, it guarantees that pixels after being restored must be noisefree, because the median filter operator is executed on noise-free pixels; second, the median filter using k-nearest noise-free pixels adaptively adjusts its window size for each pixel such that the number of noise-free pixels locating in the window increases up to k. To realize it, the median filter using k-nearest noise-free pixels firstly detects noise-free pixels in an image, then replaces each corrupted pixel with the median value of their knearest noise-free pixels.
[7] Presents the removal of high density salt and pepper noise in gray scale Images using fuzzy based median filter (FBMF) algorithm. FBMF replaces the noisy pixel by median value when O's, 255's and other pixel values are present in the chosen window and when all pixel values are either O's or 255's, or combination of these, then the noise pixel is replaced by fuzzy membership value of a selected window.
C. Wiener Filter
The goal of the Wiener filter is to filter out noise that has corrupted a signal. It is based on a statistical approach. Typical filters are designed for a desired frequency response. The Wiener filter approaches filtering from a different angle. One is assumed to have knowledge of the spectral properties of the original signal and the noise, and one seeks the LTI filter whose output would come as close to the original signal as possible. [8] . Authors show that this new noise-reduction filter has many interesting properties, including but not limited to: 1) it causes less speech distortion as compared to the classical noise-reduction Wiener filter; 2) its minimum mean squared error (MSE) is smaller than that of the classical Wiener filter; 3) it can increase the subband signal-to-noise ratio (SNR), while the classical Wiener filter has no effect on the subband SNR for any given signal frame and subband. An adaptive wiener filter design method is presented in [9] using quality based hybrid algorithms. The proposed method restore degraded image using Wiener filter with Gradient based smoothing and Median filter with an adaption of Bilateral filter for edge preserving and Guided filter for reducing staircase effect and gradient reversal. Using this method, clear images are obtained from degraded images without increasing noise, ringing artifacts and halo effect.
D. Wavelet Transform
In several applications, it might be essential to analyze a given signal. The structure and features of the given signal may be better understood by transforming the data into another domain. There are several transforms available like the Fourier transform, Hilbert transform, wavelet transform, etc. The Fourier transform is probably the most popular transform. However the Fourier transform gives only the frequencyamplitude representation of the raw signal. The time information is lost. So we cannot use the Fourier transform in applications which require both time as well as frequency information at the same time. The Short Time Fourier Transform (STFT) was developed to overcome this drawback.
According to the characteristic of river sediment image, the two-dimensional image data is transformed into one-dimensional array data from horizontal, vertical, + diagonal line, -the diagonal line four directions, by using different threshold value on the different wavelet decomposition high frequency coefficient and enhancing the processed coefficient, de-noise image is obtained after inversing wavelet transform and calculating on four two-dimensional pictures by unequal coefficient. The results indicate the proposed algorithm in [10] is effective both in reserving the edge and in removing noise.
Authors in [11] have proposed an improved wavelets shrinkage method that uses different parameters across different wavelet scales to denoise the Besov images and it outperforms the existing á fixed algorithms. It is obvious that different parts of an image or different images have different structures and properties, so we assume that these differences could be described by means of their distinct smoothness properties. In experiments, authors used three simple mathematic functions to denote the relationship between the smoothness index and wavelet scale and found that the linear function achieved a better denoising effect.
A. Order Statistics Filter
Order-Statistics filters are non-linear filters whose response depends on the ordering of pixels encompassed by the filter area. When the center value of the pixel in the image area is replaced by 100th percentile, the filter is called max-filter. On the other hand, if the same pixel value is replaced by 0th percentile, the filter is termed as minimum filter.
Directional order statistics filtering approaches are performance limited owing to their implementation with larger window sizes (to a maximum size of 9x9) and with the need of iterative operation to filter the residual noise for highly corrupted images. Authors in [12] presents a methodology to improve the performance of directional order statistics filters for suppression of salt-and-pepper noise. The proposed filtering approach involves eight directions to identify boundary and no boundary pixels. If the non-boundary pixels are noise free, they are left unprocessed otherwise; updated by order statistics parameters of the local window.
A theoretical study and experimental validation on a binaural hearing aid setup of this standard SDW-MWF implementation is presented in [13] , where the effect of estimation errors in the second-order statistics is analyzed. In this case, and for a single target speech source, the standard SDW-MWF implementation is found not to behave as predicted theoretically. Second, two recently introduced alternative filters, namely the rank-one SDW-MWF and the spatial prediction SDW-MWF, are also studied in the presence of estimation errors in the second-order statistics. These filters implicitly assume a single target speech source, but still only rely on the speech and noise correlation matrices. It is proven theoretically and illustrated through experiments that these alternative SDW-MWF implementations behave close to the theoretical optimum, and hence outperform the standard SDW-MWF implementation.
III. Feature extraction related work
Li et. al., introduced a new method to detect vascular bifurcations and crossovers in fundus images. The Gaussian filter is applied to the blue channel of the original color retinal images to suppress the central reflex and reduce the candidate points. The eigenvalues and eigenvectors of Hessian matrix are then obtained in multiple scales to provide the structural and directional information. By computing the anisotropy and isotropy of neighboring image segments for each pixel in a retinal image, a multi-scale vessel filter is defined which combines the responses of tubular structures and the responses of bifurcations and crossovers [32] .
Azzopardi and Petco, proposed a method for automatic detection of vascular bifurcations in segmented retinal images using trainable COSFIRE filters. The vascular tree observed in a retinal fundus image can provide clues for cardiovascular diseases. Its analysis requires the identification of vessel bifurcations and crossovers. Authors use a set of trainable key point detectors that are called as Combination of Shifted Filter Responses or COSFIRE filters to automatically detect vascular bifurcations in segmented retinal images [33] .
Bhuiyan et. al., introduced a method to detect and classify the vascular bifurcation, branch and crossover points (landmarks) based on the vessel geometrical features. They utilize the vessel's centerline and width information to detect and classify these landmarks, which can be used for image matching in medical diagnosis and biometric security applications. The geometrical properties of the blood vessels passing through the potential landmarks are obtained. Perceptual grouping and Support Vector Machine (SVM) are used to classify the landmarks into the vascular bifurcations, branches and crossovers [34] .
Ardizzone et. al., presents an effective algorithm for automated extraction of the vascular tree in retinal images, including bifurcations, crossovers and endpoints detection. Correct identification of these features in the ocular fundus helps the diagnosis of important systematic diseases, such as diabetes and hypertension. The pre-processing consists in artifacts removal based on anisotropic diffusion filter. Then a matched filter is applied to enhance blood vessels. The filter uses a full adaptive kernel because each vessel has a proper orientation and thickness. The kernel of the filter needs to be rotated for all possible directions. As a consequence, a suitable kernel has been designed to match this requirement. The maximum filter response is retained for each pixel and the contrast is increased again to make easier the next step. A threshold operator is applied to obtain a binary image of the vascular tree [35] .
IV. Development Of The Proposed System
Development of system include Pattern recognition which is a very important field within computer vision, and the aim of pattern recognition/classification is to classify or recognize the patterns based on extracted features from them. The pattern recognition involves three steps (1) Pre-processing (2) blood vessel segmentation (3) Feature Extraction (4) Classification. In Pre-processing one usually process the image data so it should be in suitable form e.g. one gets an isolated objects after this step. In second step measure the properties of object of interest and in third step, determine the class of object based on features. A brief explanation on the pattern recognition is given in the Figure 1. 1. Main steps of iris recognition These steps can be further broken down into sub-steps. A. Image Pre-processing Digital images are prone to a variety of types of noise. Noise is the result of errors in the image acquisition process that result in pixel values that do not reflect the true intensities of the real scene. There are several ways that noise can be introduced into an image, depending on how the image is created. The median filter is used to reduce noise in an image, somewhat like the mean filter. Texture Analysis Using Gabor function and wavelets. We employed Gabor filters to extract textures of different sizes and orientations (i.e. Gabor-based texture feature 2.Texture Analysis Using the Gray-Level Co-Occurrence Matrix (GLCM) A statistical method of examining texture that considers the spatial relationship of pixels is the gray-level cooccurrence matrix (GLCM), also known as the gray-level spatial dependence matrix. The GLCM functions characterize the texture of an image by calculating how often pairs of pixel with specific values and in a specified spatial relationship occur in an image, creating a GLCM, and then extracting statistical measures from matrix. (The texture filter functions, described in Texture Analysis cannot provide information about shape, i.e., the spatial relationships of pixels in an image.)
Iris recognition by using blood vessel segmentation

Classification (Recognition) by using SVM:
Once the features have been extracted, then these features are to be used to classify and identify the Iris using SVM classifier to classify Iris based on texture-related features of iris such as GLCM features like contrast, correlation, energy and homogeneity and wavelet features like Gabor. 
V. Performance Analysis
System performance, comparisons against the state-of-the art, as well as quantitative and qualitative analysis of how different system configurations and parameters affect performance.
A. Drive Database
The DRIVE database has been established to enable comparative studies on segmentation of blood vessels in retinal images. The research community is invited to test their algorithms on this database and share the results with other researchers through this web site. On this page, instructions can be found on downloading the database and uploading results, and the results of various methods can be inspected. B. Result Analysis GUI of the system: Figure 2 Proposed System of iris recognition by using blood vessel segmentation before the result 
VI. Conclusions:
Iris recognition process is carried out by using blood vessel segmentation. The system presented an approach for authenticating a person through his own unique retina pattern. Although the number of retina images was used to justify the proposed method were not very high, the results found were very interesting and indicative of the robustness of the method.
The space and time complexity is reasonable, since we found that each retina images contains no more than 100 of intersection points. Iris Recognition is more secured and reliable methodology for authentication preventing direct attacks. Iris recognition technology is durable, quantifiable, recordable and reliable. It thus fulfils the basic tenets of an ideal biometric system. The stored biometric template can be used for a person's whole life as iris patterns are not susceptible to change, remaining stable for long periods of time. Enrolment is required only once in a lifetime, saving both time and money. iris recognition systems are easy to use and create a hassle free security environment. Iris scanners can be used to protect high value locations by denying access to unwarranted visitors. Business and governmental organizations across the board have recognized the benefits of this system and have gone about implementing iris recognition based authentication systems in a big way.
