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We employ a fully renormalized computation of the one loop contribution to the self-mass-squared
of the conformally coupled (CC) scalar interacting with gravitons during inflation to study how
inflationary produced gravitons affect the CC scalar evolution equation. The quantum corrected
scalar mode functions turn out to get a secular growth effect, proportional to a logarithm of the
scale factor at late times.
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I. INTRODUCTION
Quantum fluctuations of infrared gravitons and massless, minimally coupled (MMC) scalars are vastly amplified
during inflation, and eventually comprise primordial tensor and scalar perturbations [1]. This is the lowest order
effect directly derives from the inflationary produced virtual quanta [2]. The interactions of this ensemble of virtual
gravitons and scalars among themselves and other particles can be quantified by the one-particle-irreducible (1PI)
2-point function of a particular kind of particle. A generic procedure for studying these interactions is first to compute
the renormalized contribution of MMC scalars or gravitons to the 1PI function of a particle in question, then to use
it to quantum-correct the field equation of the particle.
A number of computations involving either scalar-mediated effects or graviton-mediated effects during inflation
have been made over the past decades:
• For MMC scalars Yukawa coupled to massless fermions, a growing mass is induced to fermions [3–5], but there
is no large correction on scalars [6].
• In MMC scalar quantum electrodynamics, assuming the scalars are charged, photons acquire a growing mass
[7–9], but scalars receive no significant effect [10, 11].
• For MMC scalars with a quartic self-interaction, scalars gain an increasing mass (though it remains perturba-
tively small) at one and two loop orders [12, 13].
• MMC scalars have no significant effect on dynamical gravitons at one loop order [14, 15], but they induce a
secular effect on the gravitational potentials of a point mass (specifically a secular decrease in the gravitational
coupling G) [20]. One loop corrections from conformal fields to the gravitational potentials of a point mass were
also found [16–19].
• For quantum gravity plus massless fermions, the fermion field strength gets a secular growth effect from infla-
tionary gravitons [21].
• For quantum gravity plus MMC scalars, inflationary gravitons induce no significant corrections on the scalar
mode functions at one loop [22, 23].
• For quantum gravity plus electrodynamics, inflationary gravitons induce secular effects on the dynamical photons
and alter the electric field of a point charge and the magnetic field of a point magnetic dipole [24–30].
These secular effects are typically in the form of the logarithm of the scale factor ln(a) times the minuscule loop
counting parameter GH2 [31].
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2The purpose of this paper is to work out leading loop corrections to the CC scalar mode functions from inflationary
gravitons. We have already computed the fully renormalized, one loop contributions to the CC scalar self-mass-
squared from gravitons [32, 33]. The result is summarized in Sec. II. We solve the quantum corrected scalar field
equation at one loop order in Sec. III. We give our conclusions in Sec. IV.
II. OUR PREVIOUS CALCULATION
We started with the bare Lagrangian of pure gravity plus the CC scalar
L ≡ −1
2
∂µφ ∂νφg
µν
√−g − D − 2
8(D − 1)φ
2R
√−g + 1
16πG
(
R− (D − 2)Λ
)√−g . (1)
Here R is the Ricci scalar, Λ ≡ (D−1)H2 is the cosmological constant with the Hubble constant H , and G is Newton’s
constant. We worked on the open conformal coordinate submanifold of de Sitter space
gˆµν = a
2(η)ηµν , where a(η) ≡ − 1
Hη
. (2)
The full metric consists of the background metric gˆµν and the conformally rescaled graviton field hµν
gµν(η, ~x) ≡ a2(η)
(
ηµν + κhµν(η, ~x)
)
. (3)
Here κ2 ≡ 16πG is the loop counting parameter of quantum gravity. The graviton propagator was obtained by adding
a non-de Sitter invariant gauge fixing term [34, 35] to the invariant Lagrangian (1)
LGF ≡ −1
2
√−ggµνFµFν , (4)
Fµ ≡ ηρσ
(
hµρ,σ − 1
2
hρσ,µ + (D − 2)aHhµρδ0σ
)
. (5)
Owing to the conformal coupling term, the matter sector of the bare Lagrangian (1) is invariant
L˜Matter = −1
2
∂µφ˜∂ν φ˜g˜
µν
√
−g˜ − D − 2
8(D − 1) φ˜
2R˜
√
−g˜ = −1
2
∂µφ∂νφg
µν
√−g − D − 2
8(D − 1)φ
2R
√−g = LMatter . (6)
under the conformal rescaling
g˜µν ≡ Ω−2gµν and φ˜ ≡ Ω
D−2
2 φ . (7)
Taking Ω = a gives the conformally rescaled metric as
g˜µν = ηµν + κhµν . (8)
We obtained the linearized effective CC scalar field equation with this conformally rescaled metric
∂µ
(√
−g˜ g˜µν ∂ν
)
φ˜(x)− 1
6
φ˜(x) R˜ −
∫
d4x′M2(x;x′) φ˜(x′) = 0 . (9)
The scalar self-mass-squared M2(x;x′) was computed and renormalized by subtracting off the one loop divergences
using four counterterms [32, 33]
∆L˜ = 1
2
c1κ
2 φ˜ φ˜a2 − 1
2
c2κ
2H2∂µφ˜∂
µφ˜+
1
2
c3κ
2H4φ˜2a2 − 1
2
c4κ
2H2∇φ˜ · ∇φ˜ . (10)
Each coefficient ci has two parts: a divergent part −di which is chosen to exactly cancel the divergences occurring in
the self-mass-squared, and a finite part ∆ci which remains arbitrary. The fully renormalized self-mass-squared takes
the form [32, 33]
−iM2(x;x′) = iκ2a2
(
∆c1
2 +∆c2H
2 +∆c3H
4 +∆c4
H2
a2
∇2 + 4∆c1H
a
∂0
)
δ4(x− x′)
+Table I +Table II +Table III
+iκ2
1
(4π)2
a2
(11
4
ln(aa′)H2 + [
9
40
+
11
2
ln(aa′)]
H3
a
∂0
+[2− 6 ln(aa′)]H4 − 3
2
ln(aa′)
H2
a2
∇2
)
δ4(x − x′) . (11)
3Tables I, II and III are given in Appendix A. The Laplacian ∇2 and the d’Alembertian are
∇2 ≡ ∂i∂i and ≡ 1
a2
[−∂20 − 2aH∂0 + ∇2] . (12)
The de Sitter invariant length function is defined as
y(x;x′) ≡ a(η)a(η′)H2
{
‖~x− ~x′‖2 − (|η − η′| − iδ)2
}
. (13)
III. EFFECTIVE MODE EQUATION
In this section we solve the effective field equation (9) for the scalar mode functions. We begin by explaining the
necessity of the Schwinger-Keldysh formalism for cosmological settings, then we discuss how to solve the effective
field equation perturbatively. Finally we work out the one loop contributions to the CC scalar mode functions from
inflationary gravitons.
A. Schwinger-Keldysh formalism
The effective field equation (9) reveals two disturbing features if we were to interpret it in the sense of the in-out
formalism:
• Causality violation - the in-out effective field equation at a point xµ receives influence from points x′µ which lie
outside the past light-cone of xµ; and
• Reality violation - the quantum-induced scalar field acquires an imaginary part due to the nonzero imaginary
part of the in-out self-mass-squared.
Neither of these features means the in-out formalism is wrong. It is the right answer to questions about matrix
elements between scattering states if the system begins in free vacuum in the asymptotic past and ends up the same
way in the far future. However it is not very relevant for cosmology in which we do not know how the universe
begins and ends. The question of greater relevance for cosmology is how the system evolves if released at finite time
in a prepared state. The Schwinger-Keldysh (or in-in) formalism [37–40] answers this more relevant question and it
is almost as simple to use as the Feynman diagrams of the in-out formalism. Therefore we would like to solve the
linearized effective field equation for the plane wave mode solution Φ˜(x;~k) which is given in terms of φ˜(x) as
Φ˜(x;~k) =
〈
Ωin
∣∣∣[φ˜(x), α†(~k)]∣∣∣Ωin〉 , (14)
where α†(~k) is the creation operator and
∣∣∣Ωin〉 is the in-vacuum state. Because excellent reviews on the Schwinger-
Keldysh formalism exist [41–44], we merely comment how to use it.
The distinct property of the Schwinger-Keldysh formalism compared to the in-out formalism is that each end of
particle lines carries a ± polarity. Therefore, every in-out propagator gives rise to four Schwinger-Keldysh propagators.
In our case, the in-out propagators depend on the de Sitter invariant length function y(x;x′) and the four propagators
can be obtained by the following substitutions for y(x;x′)
i∆++(x;x
′) : y → y++(x;x) ≡ H2aa′
[
‖~x−~x′‖2 − (|η−η′|−iδ)2
]
, (15)
i∆+−(x;x
′) : y → y+−(x;x) ≡ H2aa′
[
‖~x−~x′‖2 − (η−η′+iδ)2
]
, (16)
i∆−+(x;x
′) : y → y−+(x;x) ≡ H2aa′
[
‖~x−~x′‖2 − (η−η′−iδ)2
]
, (17)
i∆−−(x;x
′) : y → y−−(x;x) ≡ H2aa′
[
‖~x−~x′‖2 − (|η−η′|+iδ)2
]
. (18)
Because external lines can be either + or −, every 1PI N -point function of the in-out formalism gives rise to 2N
Schwinger-Keldysh 1PI N -point functions. The Schwinger-Keldysh effective action generates these 1PI functions. For
4our case of the 1PI 2-point function for the CC scalar field, it derives from
Γ[φ˜+, φ˜−] = S[φ˜+]− S[φ˜−]− 1
2
∫
d4x
∫
d4x′{
φ˜+(x)M
2
++(x;x
′)φ˜+(x
′) + φ˜+(x)M
2
+−(x;x
′)φ˜−(x
′) + φ˜−(x)M
2
−+(x;x
′)φ˜+(x
′) + φ˜−(x)M
2
−−(x;x
′)φ˜−(x
′)
}
+O(φ˜3±) . (19)
Here φ˜+ carries out forward time evolution from the prepared state while φ˜− carries out backward evolution to the
original state, and S[φ˜] is the classical action. Varying this action with respect to either φ˜+ or φ˜− and setting them
equal to φ˜, we have the Schwinger-Keldysh effective field equation, which is the effective field equation given in (9)
with M2(x;x′) replaced by M2
++
(x;x′) +M2
+−
(x;x′),
∂µ
(√
−g˜ g˜µν ∂ν
)
Φ˜(x;~k)− 1
6
Φ˜(x;~k) R˜ −
∫ 0
ηi
dη′
∫
d3x′
{
M2
++
(x;x′) +M2
+−
(x;x′)
}
Φ˜(x′;~k) = 0 . (20)
Here ηi = −1/H is the initial time at which the universe is assumed to be in free vacuum (i.e., in the Bunch-Davies
vacuum). At one loop order iM2++(x;x
′) is identical to the in-out self-mass-squared iM2(x;x′). The +− self-mass-
squared iM2+−(x;x
′) can be obtained by the substitution rule given in (16). One can check by examining the relations
(15) and (16), the retarded self-mass-squared (the bracketed term in (20)) vanishes for η′ > η and it is real for η > η′.
That is, the Schwinger-Keldysh effective field equation (20) is causal and real as desired.
B. Perturbative Solution
Because we only have one loop result for the scalar self-mass-squared, we must solve (20) perturbatively by expanding
it in powers of the loop-counting parameter κ2 ≡ 16πG:
M2ret(x;x
′) ≡M2
++
(x;x′) +M2
+−
(x;x′) =
∞∑
ℓ=1
κ2ℓM2ℓ(x;x′) , (21)
Φ˜(x;~k) =
∞∑
ℓ=0
κ2ℓΦ˜ℓ(x;~k) =
∞∑
ℓ=0
κ2ℓu˜ℓ(η, k)× ei~k·~x , (22)
where u˜ℓ(η, k) are plane wave mode functions.
By substituting these expansions to the effective field equation (20), the zeroth order solution is1
Φ˜0(x;~k) = u˜0(η, k)e
i~k·~x =
e−ikη√
2k
ei
~k·~x . (23)
The first order equation
∂2 Φ˜1(x;~k)−
∫ 0
ηi
dη′
∫
d3x′M21(x;x′) Φ˜0(x′;~k) = 0 , (24)
and its solution takes the same form
Φ˜1(x;~k) = u˜1(η, k)e
i~k·~x , (25)
where the one loop corrected mode function u˜1(η, k) can be obtained by solving the following mode equation
(−∂2η − k2)u˜1(η, k) =
∫ 0
ηi
dη′u˜0(η
′, k)
∫
d3x′M21(x;x′)ei~k·(~x
′−~x) . (26)
1 Since we are working with the conformally rescaled metric g˜µν = ηµν + κhµν , the zeroth order values are the same as in flat space, i.e.,
R˜0 = 0.
5The remaining task is then performing the integration of the right hand side of (26). One fact to keep in mind is
that we have taken the initial state to be the Bunch-Davies vacuum, but we have not worked out loop corrections
to the initial vacuum. This means that the first order solution u˜1(η, k) only makes sense at late times η → 0−. To
see the leading late time behavior of u˜1, it is illuminating to convert (26) from conformal time η to physical time
t ≡ − ln(−Hη)/H ,
[ ∂2
∂t2
+ 3H
∂
∂t
+
k2
a2
]
u˜1(t, k) = − 1
a2
∫ 0
ηi
dη′u˜0(η
′, k)
∫
d3x′M21(x;x′) ei~k·(~x
′−~x) . (27)
Given a presumed form for the late time limit of the right hand side (r.h.s.), the late time behavior of u˜1 can be easily
inferred as follows:
r.h.s. −→ a =⇒ u˜1 −→ Constant + a
4H2
, (28)
r.h.s. −→ 1 =⇒ u˜1 −→ Constant + ln(a)
3H2
, (29)
r.h.s. −→ 1
a
=⇒ u˜1 −→ Constant− 1
2H2a
, (30)
r.h.s. −→ a ln(a) =⇒ u˜1 −→ Constant + a ln(a)
4H2
− a
4H2
, (31)
r.h.s. −→ ln(a) =⇒ u˜1 −→ Constant + ln
2(a)
6H2
− ln(a)
9H2
, (32)
r.h.s. −→ ln(a)
a
=⇒ u˜1 −→ Constant− ln(a)
2H2a
− 1
4H2a
. (33)
Collecting all the contributions from conformal-conformal [32], kinetic-kinetic [33] and kinetic-conformal cross [33]
parts, the regularized one loop self-mass-squared is
−iM2reg(x;x′) = −iM2regconf(x;x′) + −iM2regK(x;x′) + −iM2regcross(x;x′) ,
= iκ2a2
(
d1
2 + d2H
2 + d3H
4 + d4
H2
a2
∇2 + d5H
a
∂0
)
δD(x− x′)
+Table I +Table II +Table III
+iκ2
1
(4π)2
a2
(11
4
ln(aa′)H2 + [
9
40
+
11
2
ln(aa′)]
H3
a
∂0
+[2− 6 ln(aa′)]H4 − 3
2
ln(aa′)
H2
a2
∇2
)
δ4(x− x′) +O(D − 4) , (34)
where Tables I, II and III are given in Appendix A and the coefficients di are from combining results of [32, 33],
d1 =
HD−4
(4π)
D
2
{
− (D − 2)
2(D − 4)(D − 3)(D − 1) +
1
6
γ +O(D − 4)
}
, (35)
d2 =
HD−4
(4π)
D
2
{
8D8 − 127D7 + 782D6 − 2465D5 + 4386D4 − 4536D3 + 2848D2 − 1016D+ 192
24(D − 4)(D − 3)(D − 1)3
−327
80
− 98
9
γ +O(D − 4)
}
, (36)
d3 =
HD−4
(4π)
D
2
{
45D6 − 650D5 + 3435D4 − 8520D3 + 10114D2 − 4456D− 178
255(D − 4)(D − 3)(D − 1)
−33421
3600
+
2163
80
γ +O(D − 4)
}
, (37)
6d4 =
HD−4
(4π)
D
2
{
−36D
7 − 459D6 + 2070D5 − 7695D4 + 14290D3 + 316D2 − 20804D+ 7440
2332(D − 4)(D − 3)(D − 1)2
+
2759
540
− 2327
9
γ +O(D − 4)
}
, (38)
d5 =
HD−4
(4π)
D
2
{
− (D − 2)
2
(D − 4)(D − 3)(D − 1) +
2
3
γ +O(D − 4)
}
. (39)
Here γ ≈ 0.577215 is Euler’s constant.
Choosing the coefficients ci of the counterterms
ci = −di +∆ci for i = 1, 3, 4 , (40)
c2 = −d2 + (D − 2)d1 +∆c2 , (41)
where ∆ci are arbitrary finite terms that remain after cancelling the divergent parts occurring in the primitive
diagrams, and exploiting the relation between d1 and d5
d5 = 2(D − 2)d1 , (42)
lead to the cancellation of all the divergent terms. Finally taking the unregulated limit (D = 4) gives
−iM2ren(x;x′) = iκ2a2
(
∆c1
2 +∆c2H
2 +∆c3H
4 +∆c4
H2
a2
∇2 + 4∆c1H
a
∂0
)
δ4(x− x′)
+Table I +Table II +Table III
+iκ2
1
(4π)2
a2
(11
4
ln(aa′)H2 + [
9
40
+
11
2
ln(aa′)]
H3
a
∂0
+[2− 6 ln(aa′)]H4 − 3
2
ln(aa′)
H2
a2
∇2
)
δ4(x − x′) . (43)
1. Local Corrections
By inserting the local terms proportional to δ4(x − x′) into the right hand side of Eq. (27) and performing the
integration gives local corrections to u˜1 at late times (η → 0− or equivalently a→∞),
u˜local = u˜0 + κ
2u˜1local +O(κ4) ,
∼ 1√
2k
{
1− κ
2H2
24π2
(
∆c4 − 3
4
)
ln(a)
}
. (44)
While the zeroth order mode function u˜0 goes to a constant, the first order local contribution to the mode function
u˜1local grows like ln(a) though it is suppressed by a factor of κ
2H2.
2. Nonlocal Corrections
Nonlocal corrections come from inserting Tables I - III of nonlocal terms in Appendix A into Eq. (27). We apply
a seven-step procedure developed in [23] to evaluate (27):
• Step 1: Convert any factors of 1/y to ln(1/y) using the identities,
4
y
=
H2
{
ln
(y
4
)}
+ 3 , (45)
4
y
ln
(y
4
)
=
H2
{
1
2
ln2
(y
4
)
− ln
(y
4
)}
+ 3 ln
(y
4
)
− 2 . (46)
7• Step 2: Factor out and ∇2 (which are w.r.t. x) outside the integration over x′µ using the identities,
H2
−→ −
[
a2∂2a + 4a∂a +
k2
a2H2
]
, (47)
∇2 −→ −k2 . (48)
• Step 3: Combine the ++ and +− terms to extract a factor of i and a step function θ, which makes the effective
mode equation (27) manifestly real and causal,
ln
(y++
4
)
− ln
(y+−
4
)
= 2πiθ
(
∆η −∆x
)
, (49)
ln2
(y++
4
)
− ln2
(y+−
4
)
= 4πiθ
(
∆η −∆x
)
ln
(1
4
H2aa′(∆η2 −∆x2)
)
. (50)
Here a ≡ a(η), a′ ≡ a(η′), ∆η ≡ η − η′ and ∆x ≡ ‖~x− ~x′‖. Note that the invariant length function y becomes
y+± −→ −1
4
H2aa′(∆η2 −∆x2) . (51)
• Step 4: Make the change of variables ~r = ~x′ − ~x to perform the angular integrations, and make the change of
variables r = ∆η · z,∫
d3x′θ
(
∆η −∆x
)
F
(1
4
H2aa′(∆η2 −∆x2)
)
ei
~k·(~x′−~x)
= 4πθ(∆η)
∫ ∆η
0
dr r2F
(1
4
H2aa′(∆η2 − r2)
) sin(k∆x)
k∆x
, (52)
= 4πθ(∆η)∆η3
∫ 1
0
dz z2F
(
aa′
( 1
a′
− 1
a
)2(1− z2
4
)) sin(k∆ηz)
k∆ηz
. (53)
• Step 5: Perform the integration over z, which leads to a combination of elementary functions and sine and cosine
integrals [6].
• Step 6: Make the last change of variables a′ = −1/Hη′ and perform the integration over a′.
• Step 7: Act external derivatives on the result of the integration with respect to a using (47).
Also, we adopt a simplification made in Ref. [23], which is to take the zeroth order solution u˜0(η, k) as its late time
value u˜0(0, k) = 1/
√
2k and ignore the spatial phase factor ei
~k·(~x′−~x):
− 1
a2
∫ 0
ηi
dη′
∫
d3x′M21(x;x′)u˜0(η′, k)ei~k·(~x
′−~x) −→ − u˜0(0, k)
a2
∫ 0
ηi
dη′
∫
d3x′M21(x;x′) . (54)
This results in only elementary functions in the z integration (without sine and cosine integrals). Also, this simplifica-
tion grants us neglecting any contribution from Tables I, II, and III which contains a factor of ∇2. Then the integrals
of the nonlocal terms take the following form,
−u˜0(0, k) iH
8a4−K
(4π)4
(
H2
)N ∫ 0
ηi
dη′a′K
∫
d3x′
{
f
(y++
4
)
− f
(y+−
4
)}
, (55)
where the constant K takes the values of 1, 2, 3, and 4 and the functions f(x) are 1/x, ln(x)/x, lnx and ln2 x. The
results of the integrations are given in Tables IV-VII in Appendix B, and one example calculation using the seven-step
procedure is provided in Appendix C. The results of (55) from conformal, kinetic and cross nonlocal parts are given
in Tables VIII, IX and X in Appendix D.
8Finally, summing the results of Tables VIII, IX and X (which are in the form of #1a ln(a) + #2a) and using (28)
and (31) gives
u˜nonlocal = u˜0 + κ
2u˜1nonlocal +O(κ4) ,
∼ 1√
2k
{
1− κ
2H2
π2
[
− 3603
29 · 15 a ln(a) +
50033
210 · 15 a
]}
. (56)
The first order nonlocal contribution to the mode function u˜1nonlocal grows like a ln(a). It is dominant over the
local contribution of ln(a) in (44) at late times (a → ∞), thus the arbitrariness ∆c4 from the local counterterm is
negligible in the late time limit.
IV. DISCUSSION
We have solved the one loop corrected, Schwinger-Keldysh effective field equation for a CC scalar interacting with
a graviton during de Sitter inflation. It is instructive to take the inverse conformal transformation
φ =
φ˜
a
and u =
u˜
a
, (57)
and express the result in physical time t,
uCC ∼ 1√
2k
{
1
a
+GH2
[ 3603
25 · 15π ln(a) −
50033
26 · 15π −
(
∆c4 − 3
4
) ln(a)
a
]
+O(G2H4)
}
. (58)
While the tree order CC scalar mode functions redshift to zero at late times, the one corrected mode functions gain a
secular growth effect via the interaction with gravitons. This is in contrast to the case of the MMC scalar, for which
the tree order mode functions become constant at late times, but they do not get significant corrections at one loop
order [22, 23],
uMMC ∼ 1√
2k
{
H
k
+O(G2H4)
}
. (59)
It is interesting to see that the inflationary production of CC scalars is suppressed by 1/a due to the conformal
invariance, but their interactions with gravitons turn out to be significant because the scalar is not differentiated (so
not redshifted) in the conformal coupling. In the case of MMC scalar + graviton, although they both are copiously
produced during inflation, they only interact through their kinetic energies, which redshift away at late times, hence
they do not make significant loop corrections [14, 15, 22, 23].
Considering the undifferentiated scalar seems to be the key to have logarithmic corrections, this sort of secular loop
effects might also present for a more general non-minimal coupling (such as ξRφ2 with an arbitrary number ξ) in the
context of Higgs inflation [45–47]. On the other hand, even though the loop counting parameter GH2 is extremely
small, the secular factor ln(a) would grow and eventually overcome it, then perturbation theory would break down.
Hence it would be necessary to use a nonperturbative resummation method such as Starobinsky’s stochastic technique
[48]. There are nonperturbative techniques for various interactions in the literature [5, 11, 13, 48–57]. However, we
leave these considerations for future work.
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Appendix A: The Tables For All Finite Nonlocal Contributions From [32, 33]
Table I uses κ˜2 ≡ ( D−28(D−1) )2κ2 and Table III uses ˜˜κ2 ≡ D−28(D−1)κ2.
TABLE I: All Finite Nonlocal “conformal” contributions with x ≡ y
4
, where y(x;x′) is defined in the equation (13) [32].
External operators Coeff. of κ˜
2H4
(4pi)4
(aa′)3 3/H2 9 lnx
5x
(aa′)3 2 9 lnx
x
− 21
5x
(aa′)3H2 − 267 lnx
5x
+ 51
x
(aa′)3H4 258 lnx
5x
− 549
5x
(aa′)2(a2 + a′2) 3/H2 − 9 lnx
10x
(aa′)2(a2 + a′2) 2 − 99 lnx
10x
− 9
10x
(aa′)2(a2 + a′2)H2 36 lnx
x
− 51
2x
(aa′)2(a2 + a′2)H4 − 108 lnx
5x
+ 174
5x
(aa′)2H2∇2 128 lnx
5x
+ 166
5x
(aa′)2∇2 − 64 lnx
5x
(aa′)(a2 + a′2)H2∇2 − 4 lnx
x
− 2
x
(aa′)(a2 + a′2)∇2 2 lnx
x
+ 2
x
(aa′)∇4 0
11
TABLE II: All Finite Nonlocal “kinetic” contributions with x ≡ y
4
, where y(x;x′) is defined in the equation (13) [33].
External operators Coeff. of κ
2H4
(4pi)4
(aa′)3 3/H2 lnx
3x
(aa′)3 2 − 3 lnx
2x
(aa′)3H2 25 lnx
x
− 3
2x
(aa′)3H4 − 44 lnx
x
− 26
x
− ln(aa′) 30
x
(aa′)2(a2 + a′2) 3/H2 − lnx
6x
(aa′)2(a2 + a′2) 2 7 lnx
6x
− 1
6x
(aa′)2(a2 + a′2)H2 lnx
3x
+ 5
6x
(aa′)2(a2 + a′2)H4 − 4 lnx
x
− 7
2x
(aa′)2H2∇2 4 lnx
x
− 14
x
+ ln(aa′)[9 ln(x) + 20
x
]
(aa′)2∇2 8 lnx
3x
+ 1
3x
(aa′)2H2∇2 2 lnx
3x
(aa′)(a2 + a′2)H2∇2 22 lnx
3x
− 67
6x
+ ln(aa′) 12
x
(aa′)(a2 + a′2)∇2 − 11 lnx
3x
+ 4
6x
(aa′)∇4 − ln(x) + 16
3x
+ ln(aa′)[2 ln(x)− 2
x
]
TABLE III: All Finite Nonlocal “cross” contributions with x ≡ y
4
, where y(x;x′) is defined in the equation (13) [33].
External operators Coeff. of
˜˜κ2H4
(4pi)4
(aa′)3 3/H2 0
(aa′)3 2 − 27 lnx
x
(aa′)3H2 − 378 lnx
x
− 59
x
(aa′)3H4 608 lnx
x
− 436
x
(aa′)2(a2 + a′2) 3/H2 lnx
x
(aa′)2(a2 + a′2) 2 − 28 lnx
x
+ 1
x
(aa′)2(a2 + a′2)H2 178 lnx
x
− 26
x
(aa′)2(a2 + a′2)H4 − 252 lnx
x
− 66
x
(aa′)2H2∇2 −24 ln(x)− 142 lnx
3x
+ 508
3x
(aa′)2∇2 76 lnx
3x
(aa′)(a2 + a′2)H2∇2 − 24 lnx
x
+ 58
x
(aa′)(a2 + a′2)∇2 12 lnx
x
+ 4
x
(aa′)∇4 4
x
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Appendix B: Key Integral Tables
TABLE IV: Integrals with a′.
f(x) − iH
4
16pi2
×
∫
d4x′a′{f(
y++
4
)− f(
y+−
4
)}
1
x
− 1
2a
+O( 1
a2
)
ln(x)
x
− ln(a)
2a
+ 5
4a
+O( ln(a)
a2
)
ln(x) − 1
4a
+ 1
18
+O( 1
a2
)
ln2(x) ln(a)
9
− 1
3
− ln(a)
2a
+ 5
4a
+O( 1
a2
)
TABLE V: Integrals with a′2.
f(x) − iH
4
16pi2
×
∫
d4x′a′2{f(
y++
4
)− f(
y+−
4
)}
1
x
− 1
a
+O( 1
a2
)
ln(x)
x
− ln(a)
a
+ 3
a
+O( ln(a)
a2
)
ln(x) 1
12
− 1
2a
+O( 1
a2
)
ln2(x) ln(a)
6
− 19
36
− ln(a)
a
+ 3
a
+O( ln(a)
a2
)
TABLE VI: Integrals with a′3.
f(x) − iH
4
16pi2
×
∫
d4x′a′3{f(
y++
4
)− f(
y+−
4
)}
1
x
− ln(a)
a
+ 1
a
+O( 1
a2
)
ln(x)
x
− ln
2(a)
2a
+ 2 ln(a)
a
− 3
a
+ pi
2
3a
+O( ln(a)
a2
)
ln(x) 1
6
− ln(a)
2a
+ 1
4a
+O( 1
a2
)
ln2(x) 1
3
ln(a)− 11
9
− ln
2(a)
2a
+ 2 ln(a)
a
− 9
4a
+ pi
2
3a
+O( ln(a)
a2
)
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TABLE VII: Integrals with a′4.
f(x) − iH
4
16pi2
×
∫
d4x′a′4{f(
y++
4
)− f(
y+−
4
)}
1
x
− 1
2
+O( 1
a
)
ln(x)
x
3
4
+O( 1
a
)
ln(x) 1
6
ln(a)− 11
36
+O( 1
a
)
ln2(x) 1
6
ln2(a)− 8
9
ln(a) + 7
4
− pi
2
9
+O( ln(a)
a
)
Appendix C: The Examples For Calculating Key Integrals From Table VI
As an example, let us choose the term f(x) = 1
x
from the Table VI . The seven-step procedure is applied as follows:
∫
d4x′ a
′3 f(x′) =
∫
d4x′ a
′3
{
f(
4
y++
)− f( 4
y+−
)
}
,
=
∫
d4x′ a
′3
{
[
H2
ln(
y++
4
) + 3] − [
H2
ln(
y+−
4
) + 3]
}
, ← Step 1
=
H2
∫
d4x′ a
′3
{
ln(
y++
4
)− ln(y+−
4
)
}
, ← Step 2
=
H2
∫
d4x′ a
′3 2πi θ(∆η −∆x) , ← Step 3
= 8π2i
H2
∫ η
ηi
d4η′a
′3 (∆η)3
∫ 1
0
dz z2 , ← Step 4 and 5
=
8π2i
3H4 H2
∫ a
1
d a′ a
′
(
1
a′
− 1
a
)3 , ← Step 6
=
16π2i
H4
[− ln(a)
a
+
1
a
+O( 1
a2
)] . ← Step 7 (C1)
The same procedure can be used for f(x′) = ln(x) and f(x′) = ln2(x), but for the function f(x′) = ln(x)
x
, a little
more algebra is required. We choose our example again from Table VI to illustrate the algebra,∫
d4x′ a
′3 f(x′) =
∫
d4x′ a
′3
{
f(
lnx++
x++
)− f( lnx+−
x+−
)
}
, taking f(x′) =
lnx
x
,
=
∫
d4x′ a
′3
{(
H2
[
1
2
ln2(
y++
4
)− ln(y++
4
)] + 3 ln(
y++
4
)− 2
)
−
(
H2
[
1
2
ln2(
y+−
4
)− ln(y+−
4
)] + 3 ln(
y+−
4
)− 2
)}
,
=
H2
∫
d4x′ a
′3
{
1
2
[ln2(
y++
4
)− ln2(y+−
4
)]− [ln(y++
4
)− ln(y+−
4
)]
}
+ 3
∫
d4x′ a
′3
{
ln(
y++
4
)− ln(y+−
4
)
}
,
With this form, the rest steps (Step 2 - Step 7) can be applied in the same way as the above example. The result is∫
d4x′ a
′3 f(x′) =
16π2i
H4
[− ln
2(a)
2a
+
2 ln(a)
a
− 3
a
+
π2
3a
+O( ln(a)
a2
)] . (C2)
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Here the series representation of the Riemann zeta function is used.
ζ(2) =
∞∑
n=1
1
n2
=
π2
6
. (C3)
Appendix D: Result Tables
TABLE VIII: − u˜(0,k)
a2
iH8
(4pi)4
∫
d4x′(Ext. opr)× [f(
y++
4
)− f(
y+−
4
)] from conformal nonlocal terms.
External operators× f(x) Coefficient of u˜(0, k)× H
4
(4pi)2
(aa′)3 3/H2 × [ 9 lnx
5x
] 0
(aa′)3 2 × [ 9 lnx
x
− 21
5x
] 0
(aa′)3H2 × [− 267 lnx
5x
+ 51
x
] 0
(aa′)3H4 × [ 258 lnx
5x
− 549
5x
] 0
(aa′)2(a2 + a′2) 3/H2 × [− 9 lnx
10x
] a [ ln(a)
20
− 9
40
]
(aa′)2(a2 + a′2) 2 × [− 99 lnx
10x
− 9
10x
] a [ 11 ln(a)
40
− 43
40
]
(aa′)2(a2 + a′2)H2 × [ 36 lnx
x
− 51
2x
] a [− 101 ln(a)
24
+ 101
48
]
(aa′)2(a2 + a′2)H4 × [− 108 lnx
5x
+ 174
5x
] a [ 3 ln(a)
20
− 83
120
]
Total a [− ln(a)
40
+ 9
80
]
TABLE IX: − u˜(0,k)
a2
iH8
(4pi)4
∫
d4x′(Ext. opr)× [f(
y++
4
)− f(
y+−
4
)] from kinetic nonlocal terms.
External operators× f(x) Coefficient of u˜(0, k)× H
4
(4pi)2
(aa′)3 3/H2 × [ lnx
3x
] 0
(aa′)3 2 × [− 3 lnx
2x
] 0
(aa′)3H2 × [ 25 lnx
x
− 3
2x
] 0
(aa′)3H4 × [− 44 lnx
x
− 26
x
− ln(aa′) 30
x
] 0
(aa′)2(a2 + a′2) 3/H2 × [− lnx
6x
] a [ 4 ln(a)
3
− 6]
(aa′)2(a2 + a′2) 2 × [ 7 lnx
6x
− 1
6x
] a [− 14 ln(a)
3
+ 58
3
]
(aa′)2(a2 + a′2)H2 × [ lnx
3x
+ 5
6x
] a [− 4 ln(a)
3
+ 26
3
]
(aa′)2(a2 + a′2)H4 × [− 4 lnx
x
− 7
2x
] a [4 ln(a)− 34
4
]
Total a [− 2 ln(a)
3
+ 51
2
]
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TABLE X: − u˜(0,k)
a2
iH8
(4pi)4
∫
d4x′(Ext. opr)× [f(
y++
4
)− f(
y+−
4
)] from cross nonlocal terms.
External operators× f(x) Coefficient of u˜(0, k)× H
4
(4pi)2
(aa′)3 3/H2 × [ 2 lnx
x
] 0
(aa′)3 2 × [− 27 lnx
x
] 0
(aa′)3H2 × [− 378 lnx
x
− 59
x
] 0
(aa′)3H4 × [ 608 lnx
x
− 436
x
] 0
(aa′)2(a2 + a′2) 3/H2 × [ lnx
x
] a [−8 ln(a) + 36]
(aa′)2(a2 + a′2) 2 × [− 28 lnx
x
+ 1
x
] a [112 ln(a)− 452]
(aa′)2(a2 + a′2)H2 × [ 178 lnx
x
− 26
x
] a [−712 ln(a) + 2952]
(aa′)2(a2 + a′2)H4 × [− 252 lnx
x
− 66
x
] a [128 ln(a)− 702]
Total a [−352 ln(a) + 1834]
In the Tables VIII, IX and X, the zeros are not exactly zero but sub-dominant to the leading terms. Below we give
examples in Appendix E for how the result Tables were made.
Appendix E: The Examples From The Table IX
• We set zero for the following sub-dominant terms:
For example, the first term in Table IX is
(aa′)3
3
H2
× [ ln(x)
3x
] = a3 3
∫
d4x′a′3 [
ln(x)
3x
] ,
=
1
3
a3H4 2 [− ln(a)
2
2a
+
2 ln(a)
a
− 3
a
+
π2
3a
] ,
= a2H4[−2
3
ln(a)2 + 4 ln(a)− 17
3
+
4
9
π2] ,
1
a2
(aa′)3
3
H2
× [ ln(x)
3x
] = H4[−2
3
ln(a)2 + 4 ln(a)− 17
3
+
4
9
π2]→ 0 , (E1)
That is, we set zero for the terms of order O(ln(a)2) because they are sub-dominant to a ln(a) and a.
• Leading terms we keep:
For example, the fifth term in Table IX is
(aa′)2(a2 + a′2)
3
H2
× [− ln(x)
6x
] = −1
6
a2
3
H2
∫
d4x′a′4
ln(x)
x
− 1
6
a4
3
H2
∫
d4x′a′2
ln(x)
x
,
= −1
6
a2
3
H2
(
3
4
)− 1
6
a4
3
H2
[− ln(a)
a
+
3
a
] ,
1
a2
(aa′)2(a2 + a′2)
3
H2
× [− ln(x)
6x
] = H4a [
4
3
ln(a)− 6] . (E2)
