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ARCS, CORDS AND FELTS
– SIX INSTANCES OF THE LINEARIZATION PRINCIPLE
CLEMENS BRUSCHEK AND HERWIG HAUSER
Abstract. It is shown how a selection of prominent results in singularity
theory and differential geometry can be deduced from one theorem, the Rank
Theorem for maps between spaces of power series.
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1. Introduction
Consider maps f : C[[x]]p → C[[x]]q between Cartesian products of formal or con-
vergent power series rings in x = (x1, . . . , xn). Such an f is called tactile if it is
given by substitution of power series a(x) = (a1(x), . . . , ap(x)) ∈ C[[x]]p for the
variables y = (y1, . . . , yp) in a power series vector g(x, y) ∈ C[[x, y]]q,
f : a(x) 7→ g(x, a(x)).
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Maps of this type – and their associated zerosets {a ∈ C[[x]]p; g(x, a) = 0} which
are called felts in this paper – are ubiquitous in local analytic geometry: arc spaces,
local automorphism groups of varieties, K-equivalence, approximation theorems.
The main problem in these settings consists almost always in solving tactile equa-
tions in a space of power series. In the finite dimensional situation, i.e., for analytic
maps between affine spaces Cp and Cq, the first instance for solving is given by
the Implicit Function Theorem, or its more general companion, the Rank Theo-
rem. Both results are used locally at points where the zeroset is smooth. In the
infinite dimensional situation which we encounter with spaces of power series, the
corresponding theorems are much more subtle. At their best, they allow to solve
tactile equations from a certain degree on, meaning that if one knows an approx-
imate power series solution up to sufficiently high degree, then an exact solution
exists and its expansion can be determined.
The present paper utilizes and extends in a purely algebraic setting a Rank Theo-
rem for tactile maps as it has been established in [HM94]: By local automorphisms
of source and target, the tactile map can be linearized in the neighbourhood of a
chosen power series (cf. Theorem 1.2 below). The assumptions of the Theorem in-
volve a Rank Condition and an Order Condition, which both together are sufficient
to yield local linearization. The Rank Condition is also necessary, as it is trivially
satisfied by any linear map, and preserved by composition with automorphisms.
The Order Condition, formulated in terms of standard bases of ideals, ensures that
the higher order terms of f are suitably dominated by its linear terms. It turns out
that the linearizing local automorphisms lie beyond the class of tactile maps. They
are of a more general type, so called textile maps. These can be characterized by
saying that the coefficients of the output series are polynomials in the coefficients
of the input series. Actually it turns out that by allowing textile maps as auto-
morphisms, the Rank Theorem can be extended to this more general class of maps
between power series spaces (see Theorem 1.2 below).
Our emphasis in this paper lies on the universality of the Rank Theorem. We shall
show (see section 5) how six important results in singularity theory and differential
geometry are direct corollaries or special cases of this theorem. Below, we shall
briefly describe these applications. For the convergent case, similar reasoning can
be applied, invoking the (analogous) Rank Theorem of Hauser-Mu¨ller for conver-
gent power series spaces [HM94].
Denef and Loeser use the following local triviality result as a main step to set up
motivic integration in the context of singular varieties [DL99] (see also Lemma
9.1 in [Loo02]). Let X ⊆ ANk be an affine variety over a field k of characteristic 0.
Assume X is given by f1, . . . , fp ∈ k[x1, . . . , xN ]. An arc (or more precisely a k-arc)
of X is a k[[t]]-point of X , i.e., a solution to f1 = · · · = fp = 0 in k[[t]]N . The set of
arcs of X is denoted by X∞. Similarly, an m-jet is a solution of these equations in(
k[t]/(t)m+1
)N
. Write Xm for the set of m-jets of X . There is a natural projection
πm : X∞ → Xm. Define Ae = X∞ \π−1e ((SingX)e) as the space of arcs of X which
do not lie in the singular locus up to order e. Moreover assume that X is of pure
dimension d. Denef and Loeser then show that, for sufficiently large n ∈ N, the
map
θn : πn+1(X∞)→ πn(X∞)
is a piecewise trivial fibration over πn(Ae) with fibre Adk, [DL99] (2.5). Specializing
to the case of a hypersurface this means the following: Let γ be an n-jet of X
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such that not all partial derivatives vanish on γ modulo (t)e+1. Then finding an
(n+ 1)-jet η of X with η ≡ γ mod (t)n+1 for n ≥ e sufficiently large can be done
by solving a linear system of rank 1. An extension of this result can be found in
[Reg06].
The triviality of the above fibration θn is one of the key technical results of the
paper [DL99]. Extending the result of Denef and Loeser we show that trivialization
can already be obtained on the level of arcs, i.e., the map
X∞ → πn(X∞)
is a piecewise affine bundle over πn(Ae) (therefore all the θn are simultaneously
trivialized). The trivializing map will be textile and can be explicitly described
(see section 5.1).
Grinberg, Kazhdan and Drinfeld show in [GK00] (for k = C) and [Dri02] (for
arbitrary k) a similar factorization result: Let X be a scheme over k and γ0 ∈
X∞ \ (SingX)∞. Then the formal neighbourhood X∞[γ0] of X∞ in γ0 is a product
of the form Y [y]×D∞. Here Y [y] is the formal neighbourhood of a scheme of finite
type over k in a point y ∈ Y and D∞ is the product of countably many formal
schemes Spf k[[t]]. Section 5.2 shows that this local factorization theorem follows
from the Rank Theorem (for chark = 0).
Denef and Lipshitz in [DL84] and Winkel in [Win] study power series solutions in
one variable x with coefficients in k, char k = 0, of a system of algebraic differential
equations. Here an algebraic differential equation in variables x and y1, . . . , yn is
a differential equation which is polynomial in x, y1, . . . , yn and the derivatives of
the yi’s. Algebraic differential operators in this sense naturally define a textile map
k[[x]]n → k[[x]]n. Thus it might prove useful to study the techniques of this paper
in the framework of algebraic differential equations. A first instance can be found in
section 5.3. There systems of n explicit differential equations, that is systems of the
form y(q) = P (x, y, y(1), . . . , y(q−1)), with a vector of polynomials P = (P1, . . . , Pn)
and q ∈ N, are considered. Solving such a system in k[[x]]n for given initial condi-
tions, i.e., the coefficients of the solutions are given up to order q − 1, is equivalent
to solving an equation of the form ℓ(y) = b, where b ∈ k[[x]]n and ℓ is a linear
textile map.
Tougeron’s Implicit Function Theorem can be seen as a special case of the Rank
Theorem. In fact, the proof of the theorem in [Tou68] is based on the following
assertion: Let F ∈ k[[x, y]], k a complete valued field of characteristic 0, and
F (0) = 0. Denote by δ = (δ1, . . . , δp) the Jacobian of F w.r.t. y = (y1, . . . , yp)
evaluated at (x, 0), and for 1 ≤ i ≤ r set yi = (yi1, . . . , y
i
p). Then there are Y
i ∈
k[[x, ylj ; 1 ≤ l ≤ r, 1 ≤ j ≤ p]]
p, 1 ≤ i ≤ r, such that
F (x,
r∑
i=1
δiY
i) = F (x, 0) + δ
(
r∑
i=1
δiy
i
)
.
In section 5.4 this will be proven by linearization of the map
(y1, . . . , yr) 7→ F (x,
r∑
i=1
δiy
i)− F (x, 0)
using the Rank Theorem.
Wavrik’s Approximation Theorem, a variation of Artin’s Approximation Theorem,
is based on Tougeron’s Implicit Function Theorem, Thm. In in [Wav75], and
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[Art68]. Let k be a complete valued field of characteristic 0 and let F ∈ k[[x, y]][z]
be irreducible, x = (x1, . . . , xn), y = (y1, . . . , yp) and z = (z1, . . . , zr). Wavrik
proves that for any integer q > 0 there exists an N such that if (y¯, z¯) ∈ k[[x]]p+r
satisfies F (x, y¯, z¯) ≡ 0 mod (x)N , then there exist series (z(x), y(x)) ∈ k[[x]]p+r
with
F (x, y(x), z(x)) = 0
and
(y(x), z(x)) ≡ (y¯, z¯) mod (x)q .
A solution of F = 0 can be obtained as follows: Set yi(x) =
∑
α∈Nn a
i
αx
α, zi(x) =∑
α∈Nn b
i
αx
α and substitute these expressions in F (x, y, z) for y respectively z. This
gives for each power of x a polynomial equation in the aiα, b
i
α. The claim then is that
if these equations can be solved up to a sufficiently high degree, then the remain-
ing equations also have a solution. Indeed, it is shown in section 5.4 that solving
the remaining equations is equivalent to solving a system of linear equations. In
one single variable x, the equivalence follows directly from our Rank Theorem. In
several variables, one can use Tougeron’s Implicit Function Theorem.
Lamel and Mir investigate the following question [LM07]: Let f : (Cn, 0)→ Cn be
a germ of a holomorphic map of generic rank n, i.e., its Jacobian determinant is a
nonzero power series. For germs u of biholomorphic maps (preserving the origin)
we consider the map defined by u 7→ f ◦ u. In local coordinates this map is given
by substitution of power series, hence a tactile map. Here naturally the question
for a left inverse to this map arises. Lamel and Mir prove that it is possible to find
one if the derivative u′(0) is known, see [LM07] Theorem 2.4 and section 5.6 for the
precise statement. This result provides information on the biholomorphic solutions
of the equation f(u) = b(x), where b is a holomorphic germ. The formal version
of this result is in fact a special instance of the Rank Theorem (for the convergent
case, apply the same proof to the result in [HM94]).
It should by now have become clear that the proofs of all the above results are
based on one common principle, linearization: The respective problems are ex-
pressed through certain maps between spaces of power series, and the solution of
the problem corresponds to locally linearizing the map at a given point. This pro-
cess is governed by the Rank Theorem. We now describe its precise statement.
Let k be a field of characteristic 0. A cord is a sequence c = (cα)α∈Nn of con-
stants cα in k. The local k-algebra of formal power series k[[x]] = k[[x1, . . . , xn]]
in n variables and coefficients in k naturally identifies with the space C = Cn(k) of
cords over k. The maximal ideal of k[[x]] of power series without constant term
is denoted by m. We define ord c as the order of c as a power series. The space
C comes equipped with the m-adic topology induced by the 0-neighborhoods mk
of series of order ≥ k. Open sets in the m-adic topology will be referred to as
m-open, though we will drop the “m” if the topology is clear out of context. In
the case n = 1 we shall speak of arcs and write A for C, respectively k[[t]] for k[[x1]].
Elements of C are sequences of elements in k indexed by α = (α1, . . . , αn) ∈ Nn.
We will consider elements of a Cartesian product Cp, p ∈ N, as sequences in k
which are indexed by (α, αn+1) ∈ Nn × N with 0 ≤ αn+1 ≤ p − 1. A map
f : Cm → Cp; c 7→ (fα(c))α∈Nn+1 is called textile if for all α the component fα(c) is
a polynomial in the coefficients of c. Let U be a subset of Cm. A map f : U → Cp is
called textile if it is the restriction of a textile map Cm → Cp to U . Denote by k[Nmn ]
the polynomial ring k[xjα; 1 ≤ j ≤ m,α ∈ N
n]. The felt defined by a textile map
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f : Cm → Cp is the closed subscheme Spec k[Nmn ]/(fα;α ∈ N
n+1) of Spec k[Nmn ]. For
most applications in section 5 the underlying set of k-points {c ∈ Cm; f(c) = 0} is
of primary interest. It is an “algebraic” subset of a countable Cartesian product of
copies of k, where the “equations” are infinitely many polynomials in a polynomial
ring of countably many variables. Sometimes we will use the term “felt” also for
Zariski-open subsets of some felt defined by a textile map.
Any vector of formal power series g ∈ k[[y1, . . . , ym]]p induces a textile map f : m ·
Cm → Cp via substitution f(c) = g(c). Such maps are called tactile. Their zerosets
in case n = 1 are called arc spaces. The tangent map of f at 0 is given by the linear
terms of g.
Textile maps define by restriction morphisms between felts, thus allowing to speak
of the category of felts. A felt X is smooth at a cord c if there is an m-adic neigh-
bourhood U of c in Cm such that X ∩ U is isomorphic to an m-open subset of a
felt defined by a linear textile map. Tangent spaces and maps can be defined in a
natural way.
Examples. 1. As a special case of tactiles, let X be an affine algebraic variety
defined in Amk by polynomials f1, . . . , fp ∈ k[x1, . . . , xm]. Then
X∞ = {a ∈ A
m, f1(a) = . . . = fp(a) = 0}
is the classical arc space associated to X (see [Nas95]). The point a(0) lies in X ;
we say that the arc goes through or is centered at a(0). The image πq(X) of X in
(A/mq+1)m under the canonical projection is the space of q-jets which can be lifted
to arcs on X , whereas
Xq = {a ∈ (A/m
q+1)m, f1(a) ≡ . . . ≡ fp(a) ≡ 0 mod m
q+1}
is the space of q-jets on X .
2. Let f ∈ k[x1, . . . , xm] and identify A with k[[t]] via a = (ai)i∈N 7→
∑
ait
i.
Consider the felt Z defined by f . For an integer d > 0, decompose a ∈ Am into
a = a¯+ aˆ, where a¯ denotes the expansion of a up to degree d − 1 (its truncation)
and aˆ has order ≥ d. We identify a¯ as an element in πd−1(Z) (see example 1) and
consider f(a¯ + aˆ) = 0 as an equation in aˆ, say g(aˆ) = 0. Of course, g induces a
tactile map G : md ·Am → A. One of the main aspects of this paper will be to show
that for d sufficiently large, the map G can be linearized locally (w.r.t. the m-adic
topology) in a well defined way (see Theorem 4.2). Intuitively, this will signify
that the recursion equations resulting from f(a) = 0 for the coefficients of a will
become eventually as good as linear equations. In particular, if a¯ is an approximate
solution for some sufficiently high d, then the existence of the “remainder” aˆ such
that a¯ + aˆ is an exact solution is automatically ensured. Geometrically speaking,
this says that the fibre over a¯ under the truncation map b 7→ b¯ is trivial. For a more
general triviality result see Theorem 5.1.
3. Consider a polynomial recursion of order d indexed by the naturals:
ai = fi(ai−1, . . . , ai−d), i ≥ d,
with fi ∈ k[y1, . . . , yd]. It induces a textile map
F : A → A : a→ (a0, . . . , ad−1, ad − fd(a), ad+1 − fd+1(a), . . .).
Prescribing any initial conditions a0, . . . , ad−1 gives rise to a unique solution (ai)i∈N
of the recursion. As a variation, let the polynomial recursion be of infinite order
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having now the form ai = fi(ai−1, . . . , a0) with polynomials fi ∈ k[y1, . . . , yi].
Again we get a textile map F : A → A, given by a→ (ai − fi(a))i∈N.
The article splits into two parts. In sections 2 to 4 we build up the algebraic ap-
paratus to study felts and textile maps; in section 5 we illustrate the impact of the
theory by proving directly the before mentioned results on arc spaces, local analytic
geometry and Cauchy-Riemann-manifolds.
We start with a textile version of the Inverse Mapping Theorem. In contrast to the
corresponding theorem in analysis, the result and its proof are mostly algebraic.
The basic assumption is that the non-linear terms of the map increase the order
of cords stronger than the linear terms do: Write f = ℓ + h with ℓ the (invertible)
tangent map of f at the cord c in question, and h the higher order terms. The hy-
pothesis is then that the composition ℓ˜h (with ℓ˜ linear s.t. ℓ˜ℓ = id) is contractive,
i.e., increases the order of cords (see section 2):
The following theorem is a generalization of the inverse function theorem in [HM94]
to the setting of textile maps.
Theorem 1.1 (Inverse Function Theorem). Let U ∈ Cm be an m-adic neighbour-
hood of 0 and f : U ⊆ Cm → Cm be textile with f(0) = 0. Assume that f = ℓ + h,
f(U) ⊆W (neighbourhood of 0) , where ℓ : U →W is linear, textile and invertible,
i.e., there exists a linear map ℓ˜ : W → U with ℓ ◦ ℓ˜ = idW and ℓ˜ ◦ ℓ = idU . If ℓ˜h is
contractive on U , then f admits on U an inverse.
The above result will be further generalized to a parametric version (see 4.2) and a
version for cords with coefficients in a ring with nilpotent elements (see section 2).
Example. Consider f : m → m2 given by a → t · a + a2. Here we set ℓ(a) = t · a
and ℓ˜(a) = t−1 · a. For a ∈ m, ℓ˜h(a) = t−1 · a2 is not contractive (the order remains
constant for a ∈ m\m2), whereas it is contractive if we restrict to a ∈ m2. It follows
from the theorem that the restriction f |m2 : m
2 → m3 is locally invertible at 0.
In finite dimensional analysis, the Rank Theorem is a trivial consequence of the
Inverse Mapping Theorem. In the infinite dimensional context, say Banach spaces
or locally convex spaces, and also in the present situation of cord spaces, this is
no longer true. In many applications it is the Rank Theorem which is actually
needed (despite the numerous important applications of theorems like the Nash-
Moser Inverse Function Theorem, [Ham82]) to show the manifold structure of fibres
of smooth maps or to prove local triviality.
A first step in this respect is the correct definition of the hypothesis of constant
rank. We shall follow in this article the concept proposed by Hauser and Mu¨ller
in [HM] for analytic maps between convergent power series spaces. Working with
formal instead of convergent series, the definition slightly simplifies, but is never-
theless somewhat unhandy to grasp. It goes as follows:
Let V be an m-adic neighbourhood of 0 in C. A textile map γ : V ⊆ C → Cm is
called a curve (over V ) in Cm. If im(γ) ⊆ U ⊆ Cm we say that γ defines a curve
in U . Let f : U ⊆ Cm → Cp be a textile map and let J be a closed linear direct
complement in Cp of the image im(Ta0f) of the tangent map of f at a cord a0. Then
f has constant rank at a0 with respect to J if for all curves γ in U with γ(0) = a0
and all curves η in Cp there exist unique curves ρ in Cm and τ in J such that
η = Tγf · ρ+ τ.
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If f is tactile, say induced by a polynomial g ∈ k[y1, . . . , ym], then Tγf · ρ is given
by
∂1g(γ) · ρ
1 + · · ·+ ∂mg(γ) · ρ
m.
Here, ∂ig is the i-th partial derivative of g.
In the applications the occurring textile map f is often quasi-submersive, i.e., if
f = ℓ+ h with ℓ = Ta0f , then im(h) ⊆ im(ℓ). If ℓ is surjective, f is a submersion.
Let ℓ : Cm → Cp be textile linear; a textile linear map σ : Cp → Cm satisfying ℓσℓ = ℓ
is called a scission of ℓ. Note that a scission provides a left inverse on the image of
ℓ and the kernel of ℓσ defines a closed direct complement of this image. We shall
construct scissions for the case of tactile maps using the Grauert-Hironaka-Galligo
Division Theorem for formal power series (see section 3.1). After that we give the
construction for arbitrary textile linear maps. This will be achieved by a suitable
generalization of the Gauss Algorithm to this context.
Here is the extension of the Rank Theorem in [HM94] which is needed to prove the
results in section 5:
Theorem 1.2 (Rank Theorem). Let f : U ⊆ Cm → Cp be a textile map on a
neighbourhood U = ml · Cm of 0 with f(0) = 0. Write f in the form f = ℓ+ h with
ℓ = T0f the tangent map of f at 0. Assume that ℓ admits a scission σ : Cp → Cm
for which σh is contractive on U , and that f has constant rank at 0 with respect to
ker(ℓσ). Then there exist locally invertible textile maps u : U → Cm and v : f(U)→
Cp at 0 such that
v ◦ f ◦ u−1 = ℓ.
This theorem will be extended in sections 4.2 and 4.3 to the relative case with pa-
rameters and a version for cords with coefficients in a ring with nilpotent elements.
In the case of quasi-submersions the order condition gives a sufficient criterion for
linearization (see section 4.1; and sections 5.2 and 5.4 for applications). We continue
with our list of examples:
Examples. 5. Consider the tactile map induced by an element f ∈ k[x1, . . . , xm].
Let a be an arc of X with a(0) a smooth point of X = V (f) ⊆ Amk . Using the
classical Implicit Function Theorem for power series or Theorem 1.2 it’s easy to see
that a is a smooth cord of X∞. In section 5.1 we treat the more interesting case
when a is an arc through a point in the singular locus Sing(X), but does not lie
entirely in it, i.e., a(0) ∈ Sing(X) but a 6∈ Sing(X)∞.
6. Consider example 2 above in the special case f = x+ xy ∈ k[x, y]. The induced
textile map F : m · A2 → A; a 7→ f(a) has constant rank at 0 with respect to the
complement of (t) · A. The composition σh is contractive, where h(a1, a2) = a1a2
and σ is a scission for the linear map ℓ : (a1, a2) 7→ a1. Thus the Rank Theorem
applies and F can be linearized at 0. The linearizing maps u, v of the Rank Theorem
are given by v = id and u(a) = (a1(1+a2), a2). Indeed, this u would be the natural
candidate for linearization when viewing f in the form f = x(1 + y). Note: It is
due to the very simple form of the linear part of f that we can write down u and
v so explicitly. Taking f = tx + xy ∈ k[[t]][x, y] it is still possible to linearize the
induced map on m2, but it is not possible to give closed formulae for u, v. The
reason for this lies in the fact that the scission one has to construct is a textile map
which is not tactile!
7. In several variables it is in general difficult to prove that a textile map has
constant rank. The following example gives a simple tactile map which does not
have constant rank. By necessity of the rank condition this map is not locally
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linearizable: Let F = x2− y2 ∈ k[x, y]. Set η = x1x2+ . . .+(x1x2)l, l ∈ N, and try
to lift the exact solution (η, η) ∈ k[[x1, x2]]2 of F (x, y) = 0. Consider the tactile
map
g : (x1, x2)
l+1 · k[[x1, x2]]
2 → k[[x1, x2]]; g(x, y) = F (η + x, η + y).
To check whether g has constant rank we have to lift any relation (a, b) between
∂1g(0) = η and ∂2g(0) = −η to a relation (A,B) between ∂1g(γ) and ∂2g(γ) for
any γ = (γ1, γ2) ∈ k[[s, x1, x2]] of sufficiently high order (in the xi) such that γ ≡ 0
mod (s) and A ≡ a mod (s), B ≡ b mod (s). Specify (a, b) = (1, 1); a short
computation shows that then one has to find A′, B′ ∈ (s) ⊆ k[[s, x1, x2]] such that
(η + γ1)A
′ − (η + γ2)B
′ = γ2 − γ1.
But this will be impossible (independently of the order of γ) if supp(γi)∩supp(x1x2) =
∅. Therefore g does not have constant rank at 0. Note that the situation does not
improve by providing an approximative solution of higher degree, since the above
calculation is valid for arbitrary l ∈ N. However, considering g as a tactile map on
k[[t]]2, it fulfills the rank condition on some m-adic neighbourhood of 0.
Remark. Theorem 1.1 and 1.2 may also be used to linearize linear maps, i.e., to
reduce a linear textile map to its dominating linear part. This is for example the
case when restricting the result of Theorem 5.3 to linear differential equations. The
linear textile map
f : k[[t]]→ k[[t]]; a 7→ a+
d
dt
(a),
induced by the ordinary differential equation x′ + x = 0, is “linearized” to f˜(a) =
d/dt(a).
Remark. The above presented technique of linearization may also be applied in the
situation of cords over a field of positive characteristics (or more general over a ring
as in section 5.2). One has to treat carefully, though, since for example the intuitive
characterization of contractiveness as in Lemma 2.1 is then not valid anymore.
The authors are indebted to an anonymous referee for pointing out ambiguities in
an earlier version of the manuscript, and for encouraging to prove the Grinberg-
Kazhdan-Drinfeld formal arc theorem by their methods. They wish to express their
gratitude to T. Beck, S. Ishii, B. Lamel, F. Loeser and J. Schicho for stimulating
conversations.
2. Felts and textile maps
In this section we will distinguish subsets of Cm, which are given as the vanishing
set of textile maps. For these maps we will provide an inverse mapping theorem
and the notion of tangent maps.
2.1. Textile Maps. Let k be a field of characteristic 0. A cord is a sequence
c = (cα)α∈Nn of constants cα in k. Sometimes we will speak more precisely of an
n-cord over k. The entry cα is the coefficient of c at index α or α-coefficient of
c. The space C = Cn = C(k) of cords over k naturally identifies with the local
k-algebra of formal power series k[[x1, . . . , xn]] in n variables and coefficients in k.
The maximal ideal of k[[x]] of power series without constant term is denoted by m.
Substitution of the variables by power series in m provides an additional algebraic
structure on C. We define ord c as the order of c as a power series. The space C
comes equipped with the m-adic topology induced by the 0-neighborhoods ml of
series of order ≥ l. Vectors of cords c = (c1, . . . , cm) ∈ Cm will be encoded in the
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following way: For the coefficients ciα, α ∈ N
n, i = 1, . . . ,m, we write c(α,i−1) and
understand these coefficients as a family indexed by Nn+1. Thus a vector of n-cords
c ∈ Cm corresponds to an (n+ 1)-cord (cβ)β∈Nn+1 where cβ = 0 for βn+1 ≥ m and
cβ = c
i
β¯
for βn+1 = i− 1, β¯ = (β1, . . . , βn).
A textile map f : Cm → Cp, m, p ∈ N, maps cords c = (cα)α∈Nn+1 ∈ C
m to cords
with coefficients consisting of polynomials in the cα. If the coefficient polynomials
are linear, such mappings are called linear. Precisely speaking: f is a textile map
if the image of c ∈ Cm is of the form
f(c) = (fα(c))α∈Nn+1
with fα ∈ k[cβ, β ∈ Nn+1]. The fα is referred to as the α-component of f . Note:
Although the definition of textile maps involves infinitely many variables, in many
interesting examples they are given by finite data. See the examples in the intro-
duction. Let U be a subset of Cm. A map f : U → Cp is called textile if it is the
restriction of a textile map Cm → Cp to U . Denote by k[Nmn ] the polynomial ring
k[xjα; 1 ≤ j ≤ m,α ∈ N
n]. The felt defined by a textile map f : Cm → Cp is the
closed subscheme Spec k[Nmn ]/(fα;α ∈ N
n+1) of Spec k[Nmn ]. For most applications
in section 5 the underlying set of k-points {c ∈ Cm; f(c) = 0} is of primary interest.
It is an “algebraic” subset of a countable Cartesian product of copies of k, where
the “equations” are infinitely many polynomials in a polynomial ring of countably
many variables. Sometimes we will use the term “felt” also for Zariski-open subsets
of some felt defined by a textile map.
Let Y ⊆ Cm be a felt. A map f : Y → k is called regular at p ∈ Y if there are a
Zariski-open neighbourhood U of p and polynomials g, h ∈ k[Nmn ] with h non-zero
on U such that
f =
g
h
on U . If f is regular at all points of Y we call it regular (on Y ). We write OY for
the k-algebra of regular functions on Y . A textile map f : Y → C is called regular
if its components fα are regular functions on Y ,i.e., fα ∈ OY for all α ∈ Nn.
The sum of textile maps f, g : Y → C is defined naturally by coefficientwise addition.
Moreover we introduce the product of these textile maps by Cauchy-multiplication:
f · g := (
∑
ν+µ=α
fνgµ)α.
The composition of textile maps f : Cm → Cp and g : Cq → Cm is defined as follows:
fα ∈ k[xβ ;β ∈ Bα], then
(f ◦ g)α(c) := fα(g(c)) = fα(gβ(c);β ∈ Bα)
for c ∈ C. In each coefficient one has a substitution of polynomials. Call f (right)
invertible, if there exists a textile map g such that f ◦ g = id.
Any vector of formal power series g ∈ k[[y1, . . . , ym]]
p induces a textile map f : m ·
Cm → Cp via substitution f(c) = g(c). Such maps are called tactile. The felts
defined by tactile maps in the case n = 1 are called arc spaces. Note that the
composition of tactile maps is the same as the tactile map defined by substitution
of the corresponding power series.
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Sometimes it will be convenient to represent textile linear maps by N2-matrices, i.e.,
elements in kN
2
: Let ℓ : A → A be given by ℓi(a) =
∑∞
j=0 ℓijaj . Then we identify
ℓ with the N2-matrix ℓ := (ℓij)i,j∈N. In analogy to linear algebra the composition
of two textile linear maps ℓ1, ℓ2 corresponds to the product of the matrices
ℓ1 · ℓ2 = (
∞∑
l=0
ℓ1ilℓ
2
lj)i,j .
Note that the last sum is well-defined, since ℓjil = 0, j ∈ {1, 2}, except for a finite
number of l ∈ N.
Let L : Rn>0 → R>0 be a positive linear form. Moreover, let < be a monomial
ordering on k[[x1, . . . , xn]] induced by L, e.g., x
α < xβ if L · α < L · β or L · α =
L · β and α < β lexicographically. Embed k[[x1, . . . , xn]]m in k[[x1, . . . , xn+1]] by
xα · ei 7→ x(α,i−1). For β ∈ Nn+1 define L · β as L · β¯. Then we get an ordering on
k[[x1, . . . , xn+1]] by x
α < xβ if: (i) L · α < L · β or (ii) L · α = L · β and α < β
lexicographically. This ordering defines a module ordering on k[[x1, . . . , xn]]
m and
thus on Cm. Given a module ordering induced by L as above and an element
b ∈ k[[x]]m the order of b with respect to L is defined as
ordL b = min{L · α; bα 6= 0}.
Analogously we define the order of a textile map f : Cm → Cp with respect to L as
ordL f = min
α∈Nn+1
{L · α; fα 6= 0}.
Usually, if L has been specified, we simply write ord b respectively ord f . If no linear
form has been defined, we will assume L to be L : (a1, . . . , an) 7→ 1 · a1+ . . .+1 · an
(as in the beginning of this section). The ideals of textile maps f : Cm → C of order
greater equal l, l ∈ N, define a natural topology on the ring of textile maps Cm → C.
For obvious reasons we will denote them by ml. It should be clear from context
what is meant by ml, an ideal of power series or an ideal of textile maps.
Consider a textile map h : U ⊆ Cm −→ Cp, U an m-adic neighbourhood of 0.
Without loss of generality one may assume h(0) = 0. For Γ ∈ L(Zn) the textile
map h is called Γ-shifting on U if
(1) ord (h(a)− h(b)) ≥ ord (a− b) + Γ for all a, b ∈ U.
Lemma 2.1. A textile map h : U ⊆ Cm → C is Γ-shifting on U if and only if for all
α ∈ Nn the coefficient hα(c) is a polynomial in those cν for which L · ν ≤ L ·α−Γ.
For f 6= 0 on U the degree of contraction of f on U (with respect to L), denoted
by κ(f), is defined as the maximal Γ such that (1) is fulfilled. If f = 0 on U , then
we set κ(f) = ∞. We also say f is contractive of degree Γ (on U with respect to
L). In case Γ > 0 the map h is simply called contractive. By the Lemma above it
is easy to see that the contraction degree is well-defined. Let f, g be textile maps
of contraction degree Γ resp. Θ on their domains of definition U respectively V .
Then κ(f + g) ≥ min{Γ,Θ} on U ∩ V . Next assume that the composition f ◦ g is
well-defined and that κ(f |g(V )) = Γ. Then κ(f ◦ g) = Γ + Θ on V .
It turns out that tactile maps have nice contraction properties. This can be seen
in the following example:
ARCS, CORDS AND FELTS 11
Example. Consider the “monomial” map f : U ⊆ Cm → C; c 7→ cα, α ∈ Nm, with
U = mp1 × · · · × mpm . Denote by pmin the minimum of the pi’s. It is immediate
that κ(f) =
∑m
i=1 αipi − pmin.
This example shows that one has some control over the degree of contraction of
tactiles. By shrinking the domain of definition U the contraction degree increases!
The notion of contractivity will be used in the following more general context (see
section 5.2). Let A be a local, commutative and unital k-algebra with nilpotent
maximal ideal n, i.e., there exists an integer N ∈ N such that nN = 0. The set of
cords with coefficients in A will be denoted by CA. For a ∈ A set
pow(a) =
{
max{i; a ∈ ni} a 6= 0
N a = 0
where n0 = A. For an element c ∈ CmA we define the refined order of a as the pair
ord(c) = (ord(c), pow(cord c)) ∈ N
2,
where N2 is considered with the lexicographic ordering. If (ci)i∈N is a family of
cords in CmA with increasing sequence of modified orders (ord(ci))i, then the family
is summable. A map h : U ⊆ CmA → C
p
A, U an m-adic neighbourhood of 0, is called
contractive if for all cords a and b in U
ord(h(a)− h(b)) > ord(a− b)
holds. If A = k the only nilpotent ideal in A is the zero-ideal and both notions of
contractivity coincide.
Remark. For other applications it might be reasonable to interchange the order of
ord and pow in the definition of the modified order.
Theorem 2.2 (Inverse Mapping Theorem). Let U ∈ CmA be an m-adic neighbour-
hood of 0 and f : U ⊆ CmA → C
m
A be textile with f(0) = 0. Assume that f = ℓ + h,
f(U) ⊆ W (neighbourhood of 0), where ℓ : U → W is textile, linear and invertible,
i.e., there exists a linear map ℓ˜ : W → U with ℓ ◦ ℓ˜ = idW and ℓ˜ ◦ ℓ = idU . If ℓ˜h
is contractive on U , then f admits on U an inverse, i.e., there is a textile map
g : f(U)→ U with f ◦ g = idf(U) and g ◦ f = idU .
Proof. First simplify to the case f = id+h with h contractive on U by considering
ℓ˜f = id + ℓ˜h. Then recursively define a sequence (gj)j∈N of textile maps U → C
m
A
by g0 = 0 and gj+1 = id− h ◦ gj for j ≥ 1. The sequence (gj)j converges pointwise
on U . Indeed, gj+1 can be written as
gj+1 = g0 +
j+1∑
i=1
Di,
with Dj = gj − gj−1. For any a ∈ U the family (Dj(a))j∈N is summable: For j ≥ 2
we can write Dj as
Dj = h ◦ gj−2 − h ◦ gj−1,
and thus by contractivity of h
ordDj(a) > ordDj−1(a)
for any a ∈ U . Therefore, g = lim gj is a well-defined textile map U → CmA . It
remains to show that g is a (right-) inverse for f . But for any j ∈ N
f ◦ g − id = (g − gj) + (h ◦ g − h ◦ gj) + (h ◦ gj − h ◦ gj−1),
12 CLEMENS BRUSCHEK AND HERWIG HAUSER
and each of the three summands on the right hand side tends to 0 for j → ∞.
Therefore, g is a right-inverse for f .
It’s not hard to see that g is in fact also a left-inverse for f . It suffices to show that
(ord(gm(f(a))− a))m∈N
is an increasing sequence (for all a ∈ U) which follows immediately from contrac-
tiveness of h. 
Remarks. (a) Note that there are textile invertible maps which are not of the special
form demanded in the theorem. An example would be
f : A → A; (ai)i 7→ (a0 + a
2
1, a1, a2 + a
2
3, a3,+ . . .).
Nevertheless this textile map may be transformed into a form which allows the use
of Theorem 2.2.
(b) Theorem 2.2 implies as a special case the classical Inverse Mapping Theorem
for formal power series: Let f = (f1, . . . , fn) ∈ k[[x1, . . . , xn]]n with f(0) = 0.
Denote by ∂f its Jacobian matrix (∂fi/∂xj)i,j . If det ∂f(0) 6= 0 then there exist
g1, . . . , gn ∈ m · k[[x1, . . . , xn]] with
f(g1(x), . . . , gn(x)) = (x1, . . . , xn).
Lemma 2.3. Assume that h : U ⊆ CmA → CA, U an m-adic neighbourhood of 0, is
textile with h(0) = 0. Moreover, let its α-coefficient hα be of the form hα = h
′
α+h
′′
α
with h′α ∈ A[x
j
l ; 1 ≤ j ≤ m, 0 ≤ l < e] and h
′′
α ∈ n[x
j
e, 1 ≤ j ≤ m, ], where e = |α|.
Then h is contractive.
Proof. For simplicity of notation we restrict to the case h : AmA → AA. Let a, b ∈ U
with ord(a − b) = i. Write a = b + ζ for some ζ ∈ U , ζi 6= 0. By assumption on h
we have hj(a)− hj(b) = 0 for 0 ≤ j ≤ i− 1. Using Taylor expansion we see for the
i-th coefficient
(2) hi(b+ ζ)− hi(b) = ∂h
′′
i (b) · ζi + ∂
2h′′i (b) · ζ
2
i + . . .
where ∂lh′′i (b) ·ζ
l
i abbreviates all order l terms in the Taylor expansion. By assump-
tion on h all partial derivatives in (2) lie in n, thus
pow(hi(a)− hi(b)) ≥ pow(ζi) + 1 > pow((a− b)i),
so h is contractive. 
Denote by C(q) the set of q-cords, that is
C(q) = {(cα)α∈Nn ∈ k
n(q+1); |α| < q + 1} ∼= C mod mq+1.
Analogously we introduce Cm(q), and especially if X is the felt defined by a textile
map f : Cm → C the set of q-cords of X
X(q) = {(cα)α∈Nn+1 ∈ (k
n(q+1))m; |α| < q + 1, f(c) = 0 mod mq+1}.
Clearly, X(q) has a natural structure as a subscheme of An(q+1)m. The canonical
projections X → X(q), resp. X(q) → X(p) for q ≥ p, induced by truncation of
cords, resp. q-cords, will be denoted by πq, resp. π
q
p. We will identify C(q) with
those cords c ∈ C such that cα = 0 for all α ∈ Nn with |α| > q. Then a textile map
f : Cm → Cr induces a map fq : C(q)m → C(q)r with components (fq)α. It’s easy to
see that if f is 0-shifting, then f is compatible with the truncation maps πq in the
sense that the following diagram is commutative:
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Cm
f
//
πq

Cr
πq

Cm(q)
fq
//
πqp

Cr(q)
πqp

Cm(p)
fp
// Cr(p)
Let f : Cm → Cp be a textile map. The felt X = f−1(0) is called smooth at a cord
c ∈ X if there is an m-open neighbourhood U of c such that X ∩U is isomorphic to
the kernel of a linear textile map. Smoothness of a (k-)point in classical algebraic
geometry can be embedded into the theory of felts in the following way: Let X
be a subvariety of Ank given by the ideal 〈f1, . . . , fp〉 ⊆ k[x1, . . . , xn]. Consider the
tactile map
FX : A
n → Ap; a 7→ (f1(a), . . . , fp(a)) .
The k-points of X , i.e., elements b = (b1, . . . , bn) ∈ kn with fi(b) = 0 for all i,
correspond to arcs a = (a1, . . . , an) ∈ X∞ with ai = (bi, 0, . . .). Using the classical
Implicit Function Theorem or the Rank Theorem from section 4 it is obvious that
X∞ is smooth at a if b is a smooth point of X . With the same methods one shows
that all arcs a ∈ X∞ with a(0) a smooth point of X are smooth cords of X∞.
2.2. Differential calculus of textile maps. This section provides the basic def-
initions for the differential apparatus in the context of textile maps. Consider a
textile map f : Cm → C; c 7→ (fα(c))α. For ν ∈ N
n+1 the partial derivative of f with
respect to ν is defined by coefficientwise differentiation:
∂νf(c) :=
(
∂fα(c)
∂cν
)
α∈Nn
.
Obviously ∂ν is a k-derivation on C. We write ∂f(a) for the vector (∂νf(a))ν∈Nn+1 .
The directional derivative of f in a ∈ Cm in direction of v ∈ Cm, is given by
Taf · v :=
1
s
(f(a+ sv)− f(a))
∣∣∣∣
s=0
.
Using the notation (∂f)(a)• v :=
∑
ν∈Nn+1 ∂νf(a)vν this yields for a textile map f :
Taf · v = (∂f)(a) • v.
In the case of tactile maps the directional derivative can be calculated as usually.
Let F : Cm → C be given by c 7→ f(c), with f ∈ k[x1, . . . , xm], then
TaF · v = ∂1f(a) · v1 + · · ·+ ∂mf(a) · vm.
It’s easy to see that each f has a Taylor expansion around a given by
f(y) =
∑
ν∈Nn+1
1
ν!
(∂νf)(a)(y − a)
ν .
Consider textile maps f : Cm → Cp and g : Cl → Cm with well-defined composition
f ◦ g. The chain-rule for partial derivatives is given by: ∂ν (f ◦ g) (a) = ∂f(g(a)) •
∂νg(a). More generally one deduces the following properties of the derivative:
Proposition 2.4. With the above assumptions the following holds:
1. ∂(f ◦ g)(a) = (∂f(g(a)) • ∂νg(a))ν
2. Let φ be a textile linear map, then
Ta(φ ◦ f) · v = φ(Taf · v).
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3. Let φ be of the form φ = id + g, and f ◦ g well-defined, then
Ta(f ◦ φ) · v = ∂f(φ(a)) • v + ∂f(φ(a)) • (∂g(a) • v)
= Tφ(a)f · v + Tφ(a)f · (Tag(a) · v) .
Proof. For the easy calculations see [Bru05]. 
3. Scissions of linear maps
We recall the notion of scissions of linear maps (cf. [HM94], p. 99). In Theorem 2.2
the inverse of a map is constructed using the inverse of its tangent map. For the
proof of the Rank Theorem (see section 4) a similar construction is needed. There
the linearizing automorphisms rely on inverting the tangent map on its image (and
going back to a direct complement of its kernel).
Let ℓ : V → W be a linear map of k-vector spaces V and W . A scission of ℓ is a
linear map σ : W → V with ℓσℓ = ℓ. Scissions provide projections πker := id − σℓ
onto ker(ℓ) and πim := ℓσ onto im(ℓ). Thus, σ induces direct sum decompositions
V = ker(ℓ)⊕ im(σℓ) and W = im(ℓ)⊕ ker(ℓσ).
On the other hand each direct sum decomposition of the form
V = ker(ℓ)⊕ L, W = im(ℓ)⊕ J
induces a scission σ of ℓ by
σ := (ℓ|L)
−1 ◦ π,
where π is the projection from W onto im(ℓ) with kernel J . In the following sec-
tions we will explicitly construct scissions for textile linear maps. This is necessary
to obtain precise information on the degree of contraction of the scission used to
linearize a map of constant rank. For the case of k[[x]]-linear maps ℓ, the degree of
contraction will be given by the maximal order of a standard basis of the module
im(ℓ).
3.1. Scissions of k[[x]]-linear maps. We start with a short reminder on standard
bases. Most of the notation has already been introduced in section 2.1. Write xα,j ,
α ∈ Nn, j ∈ {1, . . . ,m}, for the vector (0, . . . , xα, 0, . . . , 0)⊤ in k[[x]]m, where xα
is at the j-th component. For α ∈ Nn we use the usual multiindex notation, i.e.,
xα = xα11 · · ·x
αn
n . Thus, each element a ∈ k[[x]]
m can be uniquely written as
a =
∑
α,j
aα,jx
α,j .
Fix a monomial order < on Nn. We assume that it is induced by a positive linear
form L on Rn>0. Extend this order to a module ordering on k[[x]]
m, again denoted
by “<”. The support of an element a ∈ k[[x]]m is defined as
supp(a) := {(α, j) ∈ Nn+1; aα,j 6= 0}.
By in(a) we denote the initial monomial vector xα,j of a, i.e., (α, j) = min< supp(a).
An element a ∈ k[[x]]m is called L-monic or just monic, if the coefficient of in(a) is
1. Let M be a submodule of k[[x]]p. Then in(M) denotes the initial module of M :
in(M) := 〈in(a); a ∈M〉. A subset F = {f1, . . . , fl} of M is called a standard basis
of M (w.r.t. <) if
in(〈f1, . . . , fl〉) = 〈in(f1), . . . , in(fl)〉.
Consider a k[[x]]-linear map ℓ : k[[x]]m → k[[x]]p; a = (a1, . . . , am) 7→
∑m
i=1 fia
i.
Assume that f1, . . . , fm form a standard basis for im(ℓ). Choose a partition of
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S = supp(in(im(ℓ))) ⊆ Nn × {1, . . . , p} by disjoint sets S1, . . . , Sm, such that
Si ⊆ supp(k[[x]] · in(fi)). For a subset A of Nn×{1, . . . , p} we will consider the pro-
jection p1(A) onto the first factor p1(A) := {α ∈ Nn; ∃j ∈ {1, . . . , p} : (α, j) ∈ A}.
Moreover, set
∆(ℓ) := {b ∈ k[[x]]p; supp(b) ∩ supp(in(im(ℓ))) = ∅}
and
∇(ℓ) := {a ∈ k[[x]]m; supp(aifi) ⊆ Si, for all i}.
With ℓ0 : k[[x]]m → k[[x]]p; a 7→
∑
i in(fi)a
i this means
k[[x]]m = ker(ℓ0)⊕∇(ℓ) and k[[x]]p = im(ℓ0)⊕∆(ℓ).
As the next theorem shows even more is true: This decomposition still holds with
ℓ0 replaced by ℓ.
Theorem 3.1. Let f1, . . . , fm ∈ k[[x]]p be a monic standard basis. Denote in(fi)
by xα
i,ji . Let S = ⊎mi=1Si be a partition of the support of the initial module gener-
ated by f1, . . . , fm. Then for all f ∈ k[[x]]p there exist unique quotients gj ∈ k[[x]],
1 ≤ j ≤ m, and a unique remainder h ∈ k[[x]]p such that
1. f = g1f1 + . . . + gmfm + h with supp(gi) ⊆ p1(Si) − αi and supp(h) ⊆
Nn × {1, . . . , p} \ S.
2. The linear map ℓ : k[[x]]m → k[[x]]p; a = (a1, . . . , am) 7→
∑
i fia
i induces a direct
sum decomposition
k[[x]]m = ker(ℓ)⊕∇(ℓ) and k[[x]]p = im(ℓ)⊕∆(ℓ).
For a proof of this theorem we refer to [Gra72], [Hir77], [Gal74], [Gal79], [Sch80] or
[HM94]. Using the notation of the theorem, a scission σ of ℓ can be constructed as
follows: Denote by DF the map
DF : im(ℓ)→ ∇(ℓ); f 7→ (g1, . . . , gm).
A projection onto the image of ℓ is given by
π : k[[x]]p → im(ℓ); f 7→ f − h.
Then σ := DF ◦ π is a scission of ℓ.
If F doesn’t form a standard basis, we may choose a (monic) standard basis Fˆ =
{F1, . . . , Fl}, inducing a k[[x]]-linear map ρ : k[[x]]l → k[[x]]m with
ρj(a) =
l∑
i=1
βija
i
where Fi =
∑
j β
i
jfj. Thus ℓ ◦ ρ = ℓˆ, where ℓˆ : k[[x]]
l → k[[x]]p; a = (a1, . . . , al) 7→∑
i Fia
i. By the preceding remarks τ := DFˆ ◦ πim(ℓˆ) is a scission of ℓˆ and thus
(3) σ := ρτπim(ℓ)
is a scission of ℓ. We will refer to this scission of ℓ as the scission of ℓ corresponding
to the standard basis Fˆ .
Proposition 3.2. Let ℓ be a k[[x]]-linear map. Then the scission σ of ℓ corre-
sponding to a standard basis F of im(ℓ) has degree of contraction κ(σ) bounded
by
κ(σ) ≥ −max
f∈F
{ord(f)}.
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Proof. Consider a linear map ℓ : k[[x]]m → k[[x]]p; a 7→
∑m
i=1 fia
i with F =
{f1, . . . , fm} forming a standard basis of im(ℓ). Define σ as the scission DF ◦ π
of ℓ corresponding to F . Further, set for 1 ≤ i ≤ m
∆i = {a ∈ k[[x]]; supp(a) ⊆ p1(Si)− α
i}
and
∆¯ = {a ∈ k[[x]]p; supp(a) ⊆ Nn × {1, . . . , p} \ S}.
The division map DF is given by (see [Sch80])
DF =
∞∑
k=0
Φ−11 ◦
(
Φ2 ◦ Φ
−1
1
)k
.
Here, Φ1 and Φ2 are defined as
Φ1 : (⊕
m
i=1∆i)⊕ ∆¯ −→ k[[x]]
p; (g1, . . . , gm, h) 7→ g1x
α1,j1 + . . .+ gmx
αm,jm
and
Φ2 : (⊕
m
i=1∆i)⊕ ∆¯ −→ k[[x]]
p; (g1, . . . , gm, h) 7→ g1u
1 + . . .+ gpu
p,
with ui given by ℓi = xα
i,ji−ui. After a change of the linear form L (see [Sch80]) we
may assume that ordxα
i,ji < ordui. Thus, κ(
(
Φ2 ◦ Φ
−1
1
)k
) ≥ 0: Φ−11 operates on a
power series a ∈ k[[x]]p by singling out the xα
i,ji . Hence, supp(Φ−11 (a))i ∩ p1(Si) ⊆
p1(Si)− α
i, i = 1, . . . ,m. The maximal shift is given by the maximal order of the
standard basis F . The second map Φ2 multiplies each component of Φ
−1
1 (a) by a
ui, which has higher order than xα
i,ji – the order of a has increased after applying
Φ2 ◦ Φ
−1
1 , which means positive contraction degree! By section 2.1
κ(DF) ≥ min
k
{κ(Φ−11 ◦
(
Φ2 ◦ Φ
−1
1
)k
)}.
So κ(Dfi) = κ(Φ
−1
1 ) = −maxf∈F{ordf}. If F is not a standard basis, a scission σ
is constructed as in equation (3). Then κ(σ) ≥ κ(ρ)+κ(τ) ≥ κ(τ). For τ the claim
was just proven. 
We finish this section with a special k[[x]]-linear mapping:
Construction 1. Let ℓ : k[[x]]n → k[[x]]n be given by a matrix A ∈ k[[x]]n×n with
detA 6= 0 ∈ k[[x]]. In this case it is sufficient to use the Weierstrass division theorem
instead of Theorem 3.1. A scission σ for ℓ will be defined by multiplication with
Aadj , the adjoint matrix of A, and then taking the quotient by Weierstrass division.
For the last step, recall the Weierstrass division theorem: Let h ∈ k[[x]], then there
exists a linear change of coordinates ϕ so that hϕ is xn-regular of order ordh. The
theorem asserts that for any g ∈ k[[x]] there exist unique power series B,R ∈ k[[x]]
such that
hϕ = B · g +R,
with degxn R < ordh. The series Bϕ
−1 is called the quotient of h by g using
Weierstrass division, and will henceforth be denoted by Q(h;ϕ, g). Note that Q is
textile.
Let y = (y1, . . . , yn)
⊤ be defined by y = Aadj ·z for given z = (z1, . . . , zn)⊤ ∈ k[[x]]n.
In addition assume that ϕi are linear coordinate changes such that yiϕi is xn-regular
of order ord yi. Then we define
σ(z) = (Q(y1, ϕ1, detA), . . . , Q(yn, ϕn, detA)).
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Proposition 3.3. The map σ as defined above is textile and a scission for ℓ.
Moreover, its degree of contraction is
κ(σ) ≥ − orddetA+ κ(Aadj · (−)).
Proof. That σ is textile follows from a proof of the Weierstrass Division theorem.
An easy calculation shows that it is indeed a scission and the contraction degree
follows from the results in section 2. 
Note that the last construction differs from the one obtained earlier by means of
standard basis. It’s advantage lies in the relative easy computation of its degree of
contraction – no estimates on the order of a standard basis of its column module
are necessary!
3.2. Scissions of arbitrary linear textile maps. For simplicity of notation we
restrict our considerations in this section to textile linear maps on A. All results
have generalizations to the multivariate case. An arc a ∈ A is a vector of infinite
(countable) length. In 2.1 textile linear maps A → A were identified with matrices
of countable many rows and columns, called N2-matrices. By definition of textile
maps, each row contains just finitely many nonzero entries. We say a matrix S is
a scission of a matrix A, if ASA = A holds. First consider the case of linear maps
between finite dimensional k-vectorspaces. There, linear algebra provides a simple
way of constructing scissions: For example let ℓ : k3 → k2 be the k-linear map
given by the matrix
A :=
(
1 1 1
1 1 1
)
.
According to the Gauss Algorithm there are matrices P ∈ Gl2(k) and Q ∈ Gl3(k)
such that A is equivalent to
A˜ =
(
1 0 0
0 0 0
)
,
i.e., PAQ = A˜. P operates on A by elementary row operations, Q by elementary
column operations. A scission of A˜ is given by the matrix
S˜ :=
 1 00 0
0 0
 .
Indeed, A˜S˜A˜ = A˜. Thus, the matrix S := QS˜P is a scission of ℓ. The same
reasoning applies for textile linear maps ℓ : A → A. Two textile linear maps
ℓ1, ℓ2 : A → A are called equivalent if there exist linear automorphisms P,Q of A
such that
Pℓ1Q = ℓ2.
Let ℓ : A → A be a textile linear map. We represent ℓ by an N2-matrix (ℓij)ij
denoted by ℓ. Since the maps are textile for all i ∈ N there exists an Ni ∈ N such
that ℓij = 0 for j > Ni. The submatrix of ℓ obtained by fixing the first index
i ∈ N is called the i-th row of ℓ. Analogously, the j-th column of ℓ is defined as the
submatrix where the second index is fixed to j. The N2-matrix ℓ is said to be in
canonical form if all rows and columns contain at most one nonzero entry. Denote
by ǫij the matrix (δikδlj)kl with δkl the Kronecker symbol.
Let (sl)l∈N be a sequence of N
2-matrices. An N2-matrix s is the limit of (sl)l if s
is the limit of (sl)l as textile linear maps (see section 2.1). This means that for all
N ∈ N there exists an N0 such that for all l ≥ N0 the j-th row of (s − sl) is zero
for 0 ≤ j ≤ N . In analogy to the notation for power series, we write for the last
condition ord(s− sl) > N .
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Theorem 3.4. Every textile linear map ℓ : A → A is equivalent to a textile linear
map in canonical form. The transformation maps P,Q and the canonical form ℓ˜
are obtained by the algorithm described below.
Algorithm.
(i) i := 0, ℓ˜ := ℓ, P := id, Q := id;
(ii) Set Ni := max{j; ℓij 6= 0}, w.l.o.g. the pivot element ℓiNi equals 1;
(iii) Eliminate the (l, Ni) entries of ℓ for l > i by applying
P i = id−
∞∑
l=1
ℓi+l,Ni · ǫ
i+l,i
from the left;
(iv) Eliminate the (i, k) entries of ℓ for k < Ni by applying
Q
i
:= id−
Ni−1∑
j=0
ℓi,j · ǫ
Ni,j
from the right;
(v) Set P := P i ◦ P , Q := Q ◦Qi, ℓ˜ := P ◦ ℓ ◦Q and i = i+ 1. Return to (ii).
Remark. Note that the constructed N2-matrices P (resp. Q
i
) are lower diagonal
N2-matrices. Hence the corresponding linear maps P (resp. Q) are invertible.
Example. Consider the difference operator ∆ = sd + hd−1s
d−1 + . . . + h0 ∈ k[s],
s ◦ (a0, a1, . . .) = (a1, . . . , a2, . . .), with induced map ℓ : A → A,
a 7→ ℓ(a) = (h0a0 + · · ·+ hd−1ad−1 + ad, h0a1 + · · ·+ hd−1ad + ad+1, . . .),
for a ∈ A. The algorithm yields as the canonical form of ℓ
a 7→ ℓ˜(a) = (ad, ad+1, ad+2, . . . , ad+i, . . .).
This implies the well known fact that the set of solutions to the equation ∆ ◦ a = b
is isomorphic to kd.
Proof. The finite composition P j ◦ · · · ◦P 0 is denoted by P
j and analogously Qj :=
Q
0
◦ · · · ◦Q
j
. The sequence (P j)j∈N converges to an N
2-matrix P , since
ord(Pj − id) ≥ j.
Thus, ord(P j+1 − P j) ≥ j + 1. All Pj are lower diagonal, hence, the same is true
for P . For (Qj)j it is sufficient to show that for all l ∈ N there exists an nl such
that for all m,n > nl
ord(Qm −Qn) > l.
Fix an l ∈ N and define nl as a natural number such that all j ≤ l appear as the
column element of a pivot element ℓrj, r < nl. This gives convergence of (Q
j)j .
The algorithm obviously transforms ℓ into its canonical form. 
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Construction 2. A scission σ of a k-linear map ℓ : A → A can be constructed as
follows: First one reduces to the case of linear maps in canonical form. Assume a
scission σℓ˜ is constructed for the canonical form ℓ˜ of ℓ. A scission of ℓ is obtained
by σℓ := Qσℓ˜P , where P , Q are automorphisms of A with PℓQ = ℓ˜.
Thus, without loss of generality ℓ has matrix representation ℓ in canonical form.
Denote by I1 the set of indices i ∈ N s.t. the i-th row of ℓ is nonzero and by I2 the
set of indices j ∈ N such that the j-th column is nonzero. Then
im(ℓ) = {γ ∈ kN; γk = 0 for all k ∈ N \ I1}
and
ker(ℓ) = {γ ∈ kN; γk = 0 for all k ∈ I2}.
Then (ℓ|L)−1 ◦ π is a scission of ℓ, where π : kN → im(ℓ) is the natural projection
and L := {γ ∈ A; γk = 0 for k ∈ N \ I2} is a direct complement of ker(ℓ) as a
k-vector space.
4. The Rank Theorem
Consider a textile map f : Cm → Cp with tangent map ℓ = Ta0f at a0. Our purpose
is to linearize f locally at a0 by applying local automorphisms of source and target.
This is obtained by generalizing the Rank Theorem in [HM94] (proven there for
tactile maps) in three directions: We allow textile maps, we give a version with
parameters, and also a statement with nilpotent coefficients. The main argument
of the proof from [HM94] is recalled and extended to textile maps in section 4.1. We
introduce textile maps depending on parameters in 4.2 and prove the corresponding
theorem. The nilpotent case is treated in section 4.3.
4.1. The Rank Theorem for textile maps. We start with some technical pre-
liminaries. The notation used here is abutted to the analytic case treated in [HM94].
A textile map γ : U ⊆ C → Cm is called a curve (over U) in Cm. The argument of
γ is called the parameter of the curve and is mostly denoted by s. For an arbitrary
subvector space J ⊆ Cm a textile map γ : U ⊆ C → Cm is called a curve in J if
im(γ) ⊆ J . The set of all curves in J is denoted by Γ(J). The tangent space TaJ
of J at a ∈ J is defined as the k-vector space with elements
∂γ(0),
for a curve γ in J with γ(0) = a. Obviously TaCm can be identified with Cm for
any a ∈ Cm. Thus, a curve in the tangent bundle of Cm is given by a pair of curves
(γ, b) ∈ Γ(Cm)2.
A textile map f : Cm → Cp induces an appropriate tangent map Tf : TCm → TCp
and further by composition a map
Γ(TCm)→ Γ(TCp); (γ, b) 7→ (fγ, Tγf · b).
In the case of tactiles Tγf · b is given by
Tγf · b =
n∑
i=1
(∂if) (γ(s)) · b
i(s).
Let U ⊆ Cm be an m-adic neighbourhood of a0 ∈ C
m. Assume that the image
im(Ta0f) has (as a topological vector space) a direct complement J , i.e.
im(Ta0f)⊕ J = C
p.
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Moreover let γ be a curve in U with γ(0) = a0; then we say f has constant rank at
a0 with respect to J if for all curves of the form (fγ, η) in TCp there exist unique
curves ρ and τ such that (γ, ρ) defines a curve in TU and τ ∈ Γ(TJ) with the
property
(4) η = Tγf · ρ+ τ.
A textile map f : U ⊆ Cm → Cp is called flat at a0 if for all curves γ in U with
γ(0) = a0 the evaluation at s = 0 defines a surjective map
ker(Tγf : TγU → TfγC
p) −→ ker(Ta0f : Ta0U → Tf(a0)C
p).
Similar to [HM] one proves the following proposition (see [Bru05]):
Proposition 4.1. Let f : U ⊆ Cm → Cp be a textile map of type f = ℓ+h. Assume
there exists a scission of ℓ, such that σh is contractive. Then f has constant rank
at 0 if and only if f is flat at 0.
Remark. The contractivity condition on σ and h is necessary to conclude that
flatness means constant rank. The other direction doesn’t need the construction of
a scission of ℓ. A typical class of flat maps is given by maps with injective tangent
map.
Theorem 4.2 (Rank Theorem). Let f : U ⊆ Cm → Cp be a textile map on an
m-adic neighbourhood U of 0 with f(0) = 0. Write f in the form f = ℓ + h with
ℓ = T0f the tangent map of f at 0. Assume that ℓ admits a scission σ for which
σh is contractive on U , and that f has constant rank at 0 with respect to ker(ℓσ).
Then there exist locally invertible textile maps u : U → Cm and v : f(U)→ Cp at 0
such that
vfu−1 = ℓ.
Proof. The proof naturally falls into two parts. First construct two invertible textile
maps u, v; second show that these maps indeed linearize f . This will be ensured
by the rank condition. Set u = idCm + σh. Obviously u(0) = 0 and T0u = id. By
contractiveness of σh on U this u is invertible on U . Note:
ℓσf = ℓσ(ℓ+ h) = ℓ+ ℓσh = ℓ(id + σh) = ℓu.
Thus, fu−1 fulfills ℓσfu−1 = ℓ. Without loss of generality one can assume for the
rest of the proof that ℓσf = ℓ. The second map v is defined by v = idCp − (idCp −
ℓσ)fσℓσ. Again: v(0) = 0 and v is invertible with inverse v−1 = idCp + (idCp −
ℓσ)fσℓσ. For later use we write
v = id− fσℓσ + ℓσfσℓσ
= id− fσℓσ + ℓσ
= id− hσ,
with κ(hσ) > 0. Note: The diffeomorphisms u and v are constructed without using
the rank condition at all. Assume f fulfills the equation (∗): f = fσℓ. This would
imply that
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vf = f − (id− ℓσ)fσℓσf
= f − (id− ℓσ)fσℓ
= f − (id− ℓσ)f
= ℓσf
= ℓ.
Equation (∗) is a consequence of the Rank Condition. The composition σℓ is
a projection onto the complement of ker(ℓ) in Cm. It is sufficient to show that
Taf |ker(ℓ) = 0 for all a ∈ C
m near 0. From ℓσf = ℓ follows f = ℓ+(idCp − ℓσ)f and
subsequently
Taf = ℓ+ (idCp − ℓσ)Taf.
Let a be fixed in U . Define a curve γ(s) := s · a. For b ∈ ker(ℓ)
Tγ(s)f · b = (idCp − ℓσ)Tγ(s)f · b
holds. By uniqueness of the decomposition in equation (4)
Tγ(s)f · b = 0
and thus Taf |ker(ℓ) = 0. The assertion follows. 
A textile map f = ℓ+ h is called a quasi-submersion if
im(h) ⊆ im(ℓ).
Especially, if ℓ is surjective, f is a submersion. A quasi-submersive map f is lineariz-
able if the order condition (i.e., there exists a scission σ for ℓ such that κ(σh) > 0) is
fulfilled. Indeed, by construction of v in the proof of Theorem 4.2 we see that in the
case of quasi-submersive f this map v equals the identity. Therefore, checking the
Rank Condition becomes obsolete. Quasi-submersions play an important role in
the applications in section 5. In fact, the only application in section 5 where quasi-
submersions do not appear can be found in section 5.6 (in that case the tangent
map is injective).
Example. We give an example of a textile map which is neither a quasi-submersion
nor has injective tangent map (but fulfills the order condition):
m · k[[x, y]]2 → m3 ⊆ k[[x, y]]; (a, b) 7→ xya+ y2b+ x2ab.
Some simplification: The Rank Condition is technical and may be hard to check. In
some applications the following simpler condition is sufficient. Let f : U ⊆ Cm → Cp
be a textile map. Denote by J a direct complement of im(T0f). Then f is said to
have pointwise constant rank at 0 with respect to J if for all a ∈ U
im(Taf)⊕ J = C
p.
Proposition 4.3. Let f : U ⊆ Cm → Cp be a tactile, U an m-adic neighbourhood
of 0. If for all a ∈ U
in(im(Taf)) = in(im(T0f))
then f has pointwise constant rank at 0 with respect to
∆(T0f) = {b ∈ C
p; supp(b) ∩ in(im(T0f)) = ∅}.
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4.2. The Parametric Rank Theorem. The Rank Theorem ensures linearization
of textile maps f : U ⊆ Cm → Cp of constant rank near a fixed cord c ∈ U . The
Parametric Rank Theorem will deal with families of textile maps, thus providing a
tool to trivialize vector bundles (see section 5.1).
Let S ⊆ Aqk be constructible and Y ⊆ C
m a subfelt. A map
fS : S × Y → k; (s, c) 7→ fS(s, c)
is called a regular k-valued family of functions over S if there is a function g :
U × Y → k, where U ⊆ Aqk containing S is a subvariety and g locally looks like a
quotient h
l
of h, l ∈ k[s1, . . . , sq]⊗k k[N
n
m], l locally non-zero, such that g|S×Y = fS .
More generally we define a regular family of textile maps over S on Y as a map
fS : S × Y → C
p; (s, c) 7→ (fS,α(s, c))α∈Nn+1
where each fS,α is a regular k-valued family over S. Thus for fixed s = (s1, . . . , sq) ∈
S the restricted map
fs := fS(s,−) : Y → C
p
is a (regular) textile map. The si will be referred to as parameters and S as the
parameter space. If fS is a family such that all fs are linear maps, we call it a linear
family over S. As a special case the family idS : S × Y → Y , where ids = id for all
s ∈ S, appears.
If fS : S × C
m → Cp and gS : S × C
q → Cm are two regular families we define their
composition as the family S × Cq → Cp given by
fS ◦ gS := fS ◦ (proj1, gS),
where proj1 : S × C
q → S is the projection onto the first factor. Thus (fS ◦ gS)s =
fs ◦ gs. A regular family fS : S × Cm → Cp is called invertible if there exists a
regular family gS : S × Cp → Cm over S with fS ◦ gS = id.
Example. Consider
ℓAk : Ak ×A → A; (s, c) 7→ (0, sc0, sc1, . . .).
Obviously ℓAk is a regular family. The family σS , S = Ak \ {0}, defined by
σS : S ×m · A → A; c 7→
1
s
· (c1, c2, . . .)
is regular with (right) inverse ℓ|S . Thus σS is an invertible family.
The defining property for contractive textile maps naturally generalizes to families
of textile maps over S. Let U = ml · Cm be an m-adic neighbourhood of 0. A family
fS : S × U → Cp is called contractive on U if it fulfills condition (1) independently
of S, or equivalently, it fulfills (1) pointwise: fs is contractive on U for all s ∈ S.
Theorem 4.4. Let fS : S × U → Cm, U = ml · Cm, an m-adic neighbourhood
of 0, be a regular family over S with fS(−, 0) = 0. Assume fS = ℓS + hS with
ℓS : S × U → W linear with inverse ℓ˜S : S ×W → U . If ℓ˜S ◦ hS is contractive
on U , then fS admits on U an (right) inverse, i.e., there is a regular family gS :
S × f(U)→ Cm with fS ◦ gS = idS .
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Proof. The same reasoning as in the proof of Theorem 2.2 can be applied in the
present situation. The inverse for fS is constructed as the limit of the sequence
defined by the recursion g0S = 0,
gi+1S = idS − hS ◦ g
i
S .
By induction one shows that giS is a regular family, the case i = 0 being trivial.
For i > 0: The map hS is a regular family on U = m
l · Cm. Therefore – using the
induction hypotheses – we see that hS ◦ g
i−1
S is regular and so is g
i
S . Moreover,
(ord(gi+1S − g
i
S))i is an increasing sequence. Thus the limit of (g
i
S)i exists and the
α-coefficient of gS , α ∈ Nn+1, is the same as the α-coefficient of g
iα
S for some iα ∈ N,
for which we have just shown that it is a regular family. 
Consider a regular family fS on U ⊆ Cm. The tangent map with respect to Cm of
the family fS (see section 2.2) is the regular family TfS given by linear maps Tfs
which are the tangent maps to the fs, s ∈ S.
Let ℓS : S × U → Cp, U ⊆ Cm, be a regular linear family. A scission for ℓS is a
regular linear family σS : S × Cp → Cm such that ℓSσSℓS = ℓS .
Assume that J is a direct complement of im(Ta0fs) in C
p, for all s ∈ S, where
a0 ∈ U . The family fS is of constant rank at a0 with respect to J (or fulfills the
parametric rank condition at a0 w.r.t. J) if for all s ∈ S the restricted maps fs are
of constant rank at a0 with respect to J (see section 4).
Theorem 4.5 (Parametric Rank Theorem). Let fS : S × U → Cp be a regular
family, U = ml · Cm; write fS = ℓS + hS with ℓS := T0fS . Assume fS(−, 0) = 0
and that the following conditions hold: (i) the linear family ℓS admits a scission
σS s.t. σShS is contractive; (ii) the family fS fulfills the parametric rank condition
w.r.t. a direct complement of im(T0fS). Then there exist regular (locally) invertible
families uS and vS with
vSfSu
−1
S = ℓS .
Proof. The arguments used in the proof of Theorem 4.2 may be applied here. By
the assumptions and Theorem 4.4 the families uS = idS + σShS respectively vS =
idS − (idS − ℓSσS)fSσSℓSσS are regular and invertible. By condition (ii) and
Theorem 4.2 these families linearize fS pointwise, thus
vSfSu
−1
S = ℓS .

4.3. The Rank Theorem for test-rings. Let A be test-ring, i.e., a local, com-
mutative, and unital k-algebra with nilpotent maximal ideal n. Denote by CA the
space of n-cords with coefficients in A. By Theorem 2.2 it follows that for a textile
map h : U ⊆ CmA → C
m
A which is contractive with respect to the refined order ord,
the map id + h is invertible. Again U denotes an m-adic neighbourhood of 0. The
proof of Theorem 4.2 can be adopted to this setting, thus giving the analogous
assertion:
Theorem 4.6 (Rank Theorem for test-rings). Let A be a test-ring and f : U ⊆
CmA → C
p
A be a textile map on an m-adic neighbourhood U of 0 with f(0) = 0. Write
f in the form f = ℓ + h with ℓ = T0f the tangent map of f at 0. Assume that
ℓ admits a scission σ for which σh is contractive on U , and that f has constant
rank at 0 with respect to ker(ℓσ). Then there exist locally invertible textile maps
u : U → CmA and v : f(U)→ C
p
A at 0 such that
vfu−1 = ℓ.
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5. Six instances of the linearization principle
We are now ready to prove by one argument the results in singularity theory men-
tioned in the introduction. Recall that C and A denote the k-algebras of n respec-
tively 1 cords. In the latter case we speak of arcs. They naturally identify with
elements of k[[x1, . . . , xn]] respectively k[[t]].
5.1. On a fibration theorem by Denef and Loeser. Let X ⊆ Ank be an
affine variety over a field k of characteristic 0 defined by elements f1, . . . , fp of
k[x1, . . . , xn]. These polynomials define by substitution of power series a
i ∈ k[[t]]
for the xi a tactile map F : A
n → Ap with coefficients (Fi)i∈N. The felt defined by
F is called the arc space of X and denoted by X∞. In terms of power series
X∞ = {a = (a
1, . . . , an) ∈ k[[t]]n; f1(a) = . . . = fp(a) = 0}
For q ∈ N we write πq for the natural projection X∞ →
(
A/mq+1
)n ∼= (kq+1)n
sending an arc a to the vector of its first q + 1 coefficient-vectors (a0, . . . , aq). The
image of X∞ under πq is contained in
Xq = {a = (a0, . . . , aq) ∈ (k
n)q+1;F0(a) = . . . = Fq(a) = 0},
the set of “approximate solutions” called the q-th jet-space of X . Note: πq(X∞)
consists of those approximate solutions which can be lifted to (exact) solutions in
An. For an element g ∈ k[x1, . . . , xn] and an arc a ∈ An we define the order of a
with respect to g as
ordg(a) := ord(g(a)).
Here g(a) is obtained by substituting ai for xi in g. Let I ⊆ k[x1, . . . , xn] be an
ideal. The order of a with respect to I is defined as
ordI(a) := min{ordg a; g ∈ I}.
Especially if I denotes the ideal of Sing(X), we will write Ae(X), e ∈ N, for the set
of arcs on X lying in Sing(X) with order at most e, i.e.,
Ae(X) = {a ∈ X∞; ordI(a) ≤ e}.
Theorem 5.1. ([DL99], Lemma 4.1) Let X be an affine algebraic variety over k
of pure dimension d; let e ∈ N. The map
πe : X∞ → πe(X∞) ⊆ (k
n)e+1
is a piecewise trivial fibration over πe(Ae(X)) with fibre me+1 · Ad. This means:
πe(Ae(X)) can be covered by finitely many locally (Zariski-) closed subsets S such
that there exist textile invertible maps ϕ with commutative diagram
π−1e (S)
ϕ
//
πe

44
44
44
44
44
44
44
4 S × (m
e+1 · Ad)
proj1









S
This result implies Lemma 4.1 in [DL99]: the trivializing textile map ϕ is by con-
struction (see below) compatible with the truncation maps πq, respectively π
q
p,
q ≥ p, as described in section 2.1, thus inducing a trivial fibration πq+1(X∞) →
πq(X∞), q ≥ e, over πq(Ae(X)) (with respective affine bundle structure) in the
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sense of [DL99]. The proof of Theorem 5.1 will be given in the next two sections.
The proof of the trivialization of πe in [DL99] and [Loo02] makes use of Hensel’s
Lemma (see e.g. Corollary 1 in III, §4.5 of [Bou98]), which in turn follows from
Thm. 2, III, §4.5 there. Notice that the statement of this Thm. 2 is analogous
to the Rank Theorem in the respective setting. Our proof of Thm. 5.1 gives in
addition an explicit description of the trivializing map ϕ.
The Hypersurface Case. Let X = V (f) ⊆ Ank with f ∈ k[x1, . . . , xn] be a (reduced)
hypersurface. The singular locus Sing(X) is given by the Jacobian ideal
Jf = 〈f, ∂1f, . . . , ∂nf〉.
Each a ∈ Ae(X) can be decomposed as a = a¯ + aˆ where a¯ denotes the arc
(a0, . . . , ae, 0, . . .) and aˆ = a − a¯. Thus, ord(aˆ) ≥ e + 1. We identify a¯ with
the element πe(a). The polynomial f induces a tactile An → A. We view f as
a regular family over the parameter set S = πe(Ae(X)), which is constructible,
see e.g. [Reg95], §1, or section (4.4) in [DL99]. The parameter set admits a par-
tition into locally closed subsets Si,e′ (w.r.t. the Zariski-topology on A
n(e+1)
k ),
(i, e′) ∈ Λ := {1, . . . , n} × {0, . . . , e}, defined as
Si,e′ := {a ∈ πe(Ae(X));min
j
{ord(∂jf(a))} = ord(∂if(a)) = e
′}.
Consider for α ∈ Λ the family
fSα : Sα ×m
e+1 · An → A; (a¯, η) 7→ f(a¯+ η).
For simplicity of notation we will denote this family again by f . Taylor expansion
yields
f(a¯+ η) = f(a¯) + f̂(a¯, η),
where f̂(a¯, η) =
∑
∂jf(a¯) · ηj +h(a¯, η) defines a regular family on S. The map h is
of order at least 2 in η.
The map f̂ fulfills all assumptions of the Parametric Rank Theorem. Its linear part
ℓ := T0f̂ has image
im(ℓ(a¯,−)) = 〈∂if(a¯)〉 = m
e′+e+1
for all a¯ ∈ S. The image has direct complement J = ⊕e
′+e
i=0 kt
i.
Moreover,
T̺f̂ · η =
∑
j
(∂jf(a¯) + ∂jh(a¯, ̺)) · ηj
and ord(∂if(a¯) + ∂ih(a¯, ̺)) = ord(∂if(a¯)) for all ̺ ∈ me+1 · An. Hence, by Propo-
sition 4.3, f̂ fulfills the Rank Condition for all a¯ ∈ S on me+1 · An (with respect to
J). By Construction 2, the linear part ℓ admits a scission σ with contraction degree
κ(σ) = −e′ (and complement ker ℓσ = J). Indeed, σ is constructed by taking the
quotient when dividing through ∂if(a¯) (cf. section 3). Since the division theorem
(theorem 3.1) requires monic divisors, the coefficients of the family σ = σS will be
rational in the coefficients of a¯ but regular on the chosen S. It is easy to see that
κ(h) ≥ 2(e+ 1)− (e + 1) = e+ 1 > e′.
Hence, σh is contractive. The Parametric Rank Theorem gives regular invertible
families uS and vS such that
vS f̂Su
−1
S = ℓS .
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The map me+1 · An → me+1 · An; η 7→ u−1a¯ (η) defines an isomorphism between
solutions x of
f(a¯+ x) = 0
and solutions y of
ℓ(y) = v(−f(a¯)).
By linear algebra the set of solutions to the last equation is isomorphic tome+1·An−1
via a linear map ψ : me+1 · An → me+1 · An−1. This results in the commutative
diagram
π−1e (S)
ϕ
//
πe

44
44
44
44
44
44
44
4 S ×m
e+1 · An−1
proj1
  








S
where ϕ is the invertible textile map defined by ϕ(a¯+ aˆ) = (a¯, ψu−1a¯ (aˆ)).
Consider now the general situation S = ∪α∈ΛSα. Then for each α ∈ Λ there exists a
trivializing map ϕα. It is a simple matter to check that the transition maps ϕαϕ
−1
β
are linear isomorphisms for α, β ∈ Λ. This completes the proof in the hypersurface
case.
The General Case. Let X be an algebraic variety over k of pure dimension d defined
by the ideal 〈f1, . . . , fN〉 in k[x1, . . . , xn]. Its singular locus is given by the ideal
〈f1, . . . , fN , θ〉 where θ is running through all (N − d)-minors of ∂f =
(
∂fi
∂xj
)
ij
. In
this case Ae(X) is the set of arcs a ∈ X∞ for which ord θ(a) ≤ e for at least one
(N − d)-minor θ.
We proceed analogously to section 5.1 and first show that pointwise linearization
is possible. Let a¯ again be the truncation of an arc a ∈ Ae(X) to order e and
consider ∂f(a¯) ∈ k[[t]]N×n. Since k[[t]] is a principal ideal domain, we can find
linear automorphisms P , Q of k[[t]]N respectively k[[t]]n such that P∂f(a¯)Q is in
Smith-form, i.e., 
tε1E1 0 · · · 0 · · · 0
0
. . .
...
...
... tεN−dEN−d
...
...
0 · · · · · · 0 · · · 0
...
...
0 · · · · · · · · · · · · 0

with Ei ∈ k[[t]]× and ε1 ≤ . . . ≤ εN−d. Endow k[[t]]N with the module ordering
defined in section 3. Then it is clear that the first N − d columns form a standard
basis. Its maximal order is given by εN−d. The greatest common divisor of all
(N − d)-minors of ∂f(a¯), which is invariant under equivalence of matrices, is equal
to
∏
iEit
εi . Therefore εN−d ≤ e. Constructing a scission σ for ℓ(z) = ∂f(a¯)z as
in section 3 thus shows that σh is contractive. By Proposition 4.3 we see that the
Rank Condition is fulfilled. This gives pointwise linearization of aˆ 7→ f(a¯+ aˆ) where
f = (f1, . . . , fN).
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We leave it to the reader to verify that one can carry out the same procedure as in
section 5.1 to prove the local triviality of πe : X∞ → πe(X∞) ⊆ (kn)e+1.
5.2. On a local factorization theorem of Grinberg-Kazhdan and Drinfeld.
Let X be a scheme of finite type over k and denote by X∞[γ0] the formal neigh-
bourhood of the arc space X∞ in a k-arc γ0 which does not lie in (SingX)∞. If
Z is a scheme with structure sheaf OZ and I is an ideal sheaf of a point p ∈ Z,
then the formal neighbourhood of Z in p, denoted by Z[p], is the topological space
{p} equipped with the structure sheaf lim
←−
OZ/In (given by ÔZ,p); see for example
[Har77], Chap. II.9. For our purpose we will use the characterization of a formal
neighbourhood by its functor of points (see below). The following theorem is proved
for k = C by Grinberg-Kazhdan in [GK00] and for arbitrary fields k in [Dri02] (for
the notion of formal scheme we refer to [Har77], Chap. II.9.):
Theorem 5.2. Under the above assumptions we have
X∞[γ0] ∼= Y [y]×D
∞,
where Y [y] is the formal neighbourhood of a (possibly singular) scheme Y of finite
type over k in a suitable point y ∈ Y and D∞ is a countable product of formal
discs, i.e., the formal spectrum of k[[t]].
Remark. Denote the structure sheaf of X∞ by O∞. The assertion can be reformu-
lated (see [Reg06]) as
Ô∞,γ0 ∼= B[zi; i ∈ N]̂ .
Here B denotes a complete local Noetherian ring (corresponding to Y [y]) and
B[zi; i ∈ N]̂ is the completion of B[zi; i ∈ N] w.r.t. the ideal (zi; i ∈ N).
We will show that in the case of hypersurfaces this local factorization theorem can
be seen as a consequence of the Rank Theorem (over a field of characteristic 0).
The restriction to hypersurfaces is not essential but keeps notation simple. The
relation between these two results is as follows: As in [Dri02] we use the character-
ization of the formal neighbourhood by its functor of points from test-rings to sets.
A test-ring A is a local, commutative, and unital k-algebra with nilpotent maximal
ideal n and residue field k. The A-points of X∞[γ0] are A[[t]]-points of X whose
reduction modulo n coincides with γ0.
Consider a hypersurface X given by f ∈ k[x1, . . . , xn, y] where k is a field of char-
acteristic 0. Let γ0 = (x0, y0) ∈ k[[t]]n+1 be a k-arc of X , i.e., f(γ0) = 0. Moreover,
we assume that γ0 6∈ (SingX)∞, thus, w.l.o.g. ordt ∂yf(x0, y0) = d > 0 (the case
d = 0 is trivial and will henceforth be excluded). In this setting finding A-points
for X∞[γ0] translates into finding γ = (x, y) ∈ A[[t]]
n × A[[t]] with γ = γ0 mod n
and
f(x, y) = 0.
By the Weierstrass Preparation Theorem there are a unit u ∈ A[[t]]× and a distin-
guished polynomial q ∈ A[t], both unique, such that
∂yf(x, y) = u · q.
Taking this modulo n shows that degt q = d (d depends on γ0 but not on γ). For
any integer r > 1 we define the textile isomorphism
ψq : A[[t]]
n+1 → A[t]n<(r+1)d ×A[t]<rd ×A[[t]]
n ×A[[t]]; (x, y) 7→ (x¯, y¯, ξ, η)
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induced by Weierstrass division x = x¯ + qr+1ξ, y = y¯ + qrη. Now work with
f ◦ ψ−1q . This will have the advantage that after fixing x¯ and y¯ the induced map is
a quasi-submersion. Note: ψq is not textile for general A – we are strongly using
the nilpotency of n in A. By Taylor expansion of ∂yf(x¯+ q
r+1ξ, y¯+ qrη) it is easy
to see that
(5) ∂yf(x¯, y¯) = u˜ · q
for some u˜ ∈ A[[t]]×. Fixing x¯ and y¯ consider
ϕ : A[[t]]n ×A[[t]]→ A[[t]]; (ξ, η) 7→ f(x¯+ qr+1ξ, y¯ + qrη)− f(x¯, y¯),
which has Taylor expansion
ϕ(ξ, η) = ∂xf(x¯, y¯)q
r+1 · ξ + ∂yf(x¯, y¯)q
r · η +H(qr+1ξ, qrη),
where H is at least of order two in its entries. Denote the linear part of ϕ by
ℓ. From equation (5) we deduce that im(ℓ) = (q)r+1 and by construction for
h(ξ, η) = H(qr+1ξ, qrη) the relation im(h) ⊆ im(ℓ) holds, i.e., ϕ is quasi-submersive.
Therefore we don’t have to check the rank condition. Set e = ordt(q) and define
σ to be the scission for ℓ constructed via division by u˜qr+1. It is obvious that the
contraction degrees satisfy κ(ℓ) = −(r+1)e and κ(h) ≥ 2re. In the case that e > 0
the order condition is fulfilled: κ(h) = 2re > (r+1)e = κ(σ). If e = 0 the situation
is more complicated. The composition σh is still contractive with respect to the
refined order ord by Lemma 2.3. Therefore, the linearizing automorphism u in
Thm. 4.2 can be constructed. This allows linearization of ϕ. Solvability of the
linearized equation
(6) ℓ(ξ, η) = f(x¯, y¯)
is given, since by assumption f(x¯, y¯) ∈ (q)r+1. In fact, the solution space to (6) is
a free A[[t]]-module of rank n.
Conversely, given (q, x¯, y¯) ∈ A[t] × A[t]<d(r+1) × A[t]<rd fulfilling conditions (C)
and equations (E) below, the induced map ϕ is linearizable and the corresponding
linear equation (6) has a solution. The conditions and equations are as follows:
(C)

Cq : q = t
d mod n, q monic
Cx¯ : x¯ mod n = x0 mod (t)
d(r+1)
Cy¯ : y¯ mod n = y0 mod (t)
dr
and
(E)
{
E1 : ∂yf(x¯, y¯) = 0 mod (q)
E2 : f(x¯, y¯) = 0 mod (q
r+1).
Indeed, by (E1) we see that ∂yf(x¯, y¯) = B · q for some B ∈ A[[t]] (here we naturally
identify x¯, y¯ with elements in A[t]). From (C) it follows that B ∈ A[[t]]×. Therefore,
im(ℓ) = (q)r+1; ϕ fulfills rank and order condition as follows analogously to the
presentation above, and the equation
(7) ϕ(ξ, η) = f(x¯, y¯)
has a solution by (E2). In fact the set of solutions to equation (7) is isomorphic to
some AnA.
To sum up, any A-deformation of the arc γ0 is determined by (q, x¯, y¯) fulfilling
conditions (C) and (E) and by (ξ, η), which have to fulfill a linear equation. The
first data defines a scheme Y of finite type over k. As in [Dri02] for any k-algebra
R the set Y (R) consists of triples (q, x¯, y¯) fulfilling (C) and (E) (with A replaced by
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R); the distinguished element y ∈ Y appearing in the Grinberg-Kazhdan-Drinfeld
formal arc theorem corresponds then to (td, x0 mod (t)
(r+1)d, y0 mod (t)
rd).
5.3. On the solutions of polynomial differential equations. Textile maps
appear naturally in the context of differential and difference equations. For q, n ∈
N and polynomials Pi in qn indeterminates we consider the following system of
ordinary differential equations (with constant coefficients):
(∗)

x
(q)
1 = P1(x1, . . . , xn, x
(1)
1 , . . . , x
(1)
n , . . . , x
(q−1)
1 , . . . , x
(q−1)
n )
...
x
(q)
n = Pn(x1, . . . , xn, x
(1)
1 , . . . , x
(1)
n , . . . , x
(q−1)
1 , . . . , x
(q−1)
n )
We are searching for solutions x = (x1, . . . , xn) ∈ k[[t]]n where x
(l)
i denotes the l-th
derivative (with respect to t) of a power series xi ∈ k[[t]]. The problem of finding
solutions to this system can be formulated via cords and textile maps as follows:
Identify again k[[t]] with A and denote by D the differential operator
D : A → A; a = (ai)i∈N 7→ ((i + 1)ai+1)i∈N .
For j ∈ N its j-th power is written asDj , D0 := id. We denote by pi the tactile map
induced by Pi. Solutions to the system (∗) are zeros of the textile map f : An → An;
f(x1, . . . , xn) =
 D
q(x1) − p1(x1, . . . , xn, . . . , Dq−1x1, . . . , Dq−1xn)
...
Dq(xn) − pn(x1, . . . , xn, . . . , D
q−1x1, . . . , D
q−1xn)

Taking into account initial conditions Djxi(0) = x
j
0,i, i = 1, . . . , n, j = 0, . . . , q − 1
yields a regular family
fB : B× (m
q · An)→ An,
where B = (kq)n. Denote by fx0 the restricted map fB(x0,−). Zeros of fx0 are
solutions of the differential equation with initial condition x0 ∈ B.
Theorem 5.3. Solutions of the polynomial differential equation (∗) with initial
vector x0 are isomorphic to solutions y ∈ mq · An of a linear system of the form
ℓ(y) = b0,
where ℓ : An → An is textile linear and b0 ∈ An.
The proof is mostly a consequence of the following lemma:
Lemma 5.4. (a) Let ν1, . . . , νp ∈ N ∪ {0} and µ1, . . . , µp ∈ N; the map
g : A → A;x 7→ (Dν1x)µ1 · · · (Dνpx)µp
has contraction degree κ(g) ≥ −max{ν1, . . . , νp}.
(b) Let U be a neighbourhood of 0 and let h : U ⊆ A → A be a textile map. Then
κ(T0h) ≥ κ(h).
Proof. (Lemma) (a) is obvious. For (b): write hi for the i-th coefficient of h. Then
T0h · y = ∂h • y =
∑
γ∈N
(∂γh)(0) · yγ
=
 ∑
γ≤i+κ(h)
(∂γhi)(0)yγ

i∈N
.
Hence, κ(T0h) ≥ κ(h).
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
To prove the theorem we proceed as follows: Using Taylor expansion gives fx0 as
fx0(y) = f(x0)+f̂(x0; y) with f̂(x0; 0) = 0. This f̂(x0,−) : m
q ·An → An fulfills the
assumptions of the Rank Theorem: According to (a) in Lemma 5.4, κ(p) ≥ −(q−1),
and further by (b) κ(T0p) ≥ −(q − 1) follows. Since T0f̂ = Dq − T0p, we deduce
κ(T0f̂) = −q. By Construction 2 there is a scission σ for T0f̂ with κ(σ) = +q.
Hence, σ composed with h := f − T0f̂ is contractive. The Rank Condition is
fulfilled since T0f̂ is injective and, thus, flat (see Proposition 4.1).
By the Rank Theorem there exist linearizing automorphisms u, v such that vf̂u−1 =
ℓ with ℓ := T0f̂ . Similar to section 5.1 we conclude that solutions of ℓ(x0; η) =
v(−f(x0)) are isomorphic to solutions of f(x0 + u−1(η)) = 0.
5.4. On Tougeron’s Implicit Function Theorem. Using Theorem 4.2 we prove
the following result, known as Tougeron’s Implicit Function Theorem (see Propo-
sition 1, p. 206 ff. in [Tou68]):
Theorem 5.5. Consider variables x = (x1, . . . , xn) and y = (y1, . . . , yp); let
F ∈ k[[x, y]] with F (0, 0) = 0 and k a complete valued field of characteristic 0.
Denote by δ the Jacobian of F w.r.t. y evaluated at (x, 0), by A the Jacobian
ideal of F , i.e. A = (δ1, . . . , δp) with δi = ∂yiF (x, 0), and by B any proper ideal
in k[[x]]. If F (x, 0) ∈ BA2, then there exist y1(x), . . . , yp(x) ∈ BA such that
F (x, y1(x), . . . , yp(x)) = 0.
The proof of the theorem reduces to a proof of the following lemma (see [Tou68]):
Lemma 5.6. With the notation of the theorem and new indeterminates yi =
(yi1, . . . , y
i
p), i = 1, . . . , r, the following assertion holds: For any r ≤ p there are
power series Y i ∈ k[[x, ylj ; 1 ≤ l ≤ r, 1 ≤ j ≤ p]]
p, 1 ≤ i ≤ r, so that
F (x,
r∑
i=1
δiY
i) = F (x, 0) + δ(
r∑
i=1
δiy
i).
The lemma obviously asserts that the tactile map
g : (y1, . . . , yr) 7→ F (x,
r∑
i=1
δiy
i)
can be linearized. As we know from the introduction, linearizing tactile maps in
several variables is not always possible. In the situation of the lemma, however, we
work with a quasi-submersion. Indeed, the textile map f at hand is induced by a
rather arbitrary F ∈ k[[x, y]], in which for y a linear combination of δi is substi-
tuted. Thus, the image of f is contained in the image of the tangent map given
by δ: f is a quasi-submersion, the Rank Condition is obsolete and linearization
is possible as soon as the order condition is fulfilled. Note: the Rank Theorem
ensures linearization by textile maps. Thus we will have to check that the lineariz-
ing automorphisms obtained from the Rank Theorem in this case are indeed tactile!
Proof of Lemma 5.6: Write F (x, y) = F (x, 0) + δy + H(x, y) where H is at least
quadratic in y; set z = (z11 , . . . , z
r
1 , . . . , z
1
p, . . . , z
r
p). Without loss of generality
F (x, 0) = 0; otherwise consider F (x, y) − F (x, 0). Define the matrix D as the
p × p block matrix diag(δ , . . . , δ ), where δ = (δ1, . . . , δr). Then consider the
tactile map
g : k[[x]]rp → k[[x]]; z 7→ F (x,D · z).
ARCS, CORDS AND FELTS 31
The tangent map of g with respect to z at 0 is given by ∂g(0)= ∂F (x, 0) ·D and
thus I = im (∂g(0)) = (δiδj ; 1 ≤ i ≤ p, 1 ≤ j ≤ r). We first check the Rank
Condition. The non-linear part of g is H(x,D · z). Its image is obviously contained
in I. So im(g) ⊆ I. The automorphism v of Theorem 4.2 is in this case defined
as v = id− (id− ∂g(0)σ)gσ∂g(0)σ for a scission σ of ∂g(0). But since id− ∂g(0)σ
is a projection onto the complement of I we see that v = id on im(g), i.e., g has
constant rank. In particular v is a tactile map.
It remains to prove that σh is contractive. Here we use a scission σ as constructed
in section 3. For this write h(x, z) =
∑
1≤i,j≤r δiδjhij(x, z) for appropriate hij ∈
k[[x, z]]. Note that in the definition of hij we keep track of the order of i, j; this
is just a technical convention. The scission σ is given by division through the δiδj ,
1 ≤ i, j ≤ r. Since h(x, z) has this special form there is a natural way how to divide:
σh(x, z) has on position (i− 1) · r+ j the term hij and 0 else. It’s easy to see that
κ(σh) > 0, since the hij(x, z) are at least of order 2 in z ∈ (x1, . . . , xn) ⊆ k[[x]].
Moreover, id + σh is tactile, since the hi,j(x, z) are power series in x, z. Thus the
lemma follows from Theorem 4.2. 
5.5. On Wavrik’s Approximation Theorem. Let F ∈ k[[x, y]][z] with inde-
terminates x = (x1, . . . , xn), y = (y1, . . . , yp) and z = (z1, . . . , zr). We are now
interested in solutions (y(x), z(x)) ∈ k[[x]]p+r to F (x, y, z) = 0. The solution is
called an N -order solution if ordF (x, y(x), z(x)) ≥ N + 1. The following assertion
has been proved for F polynomial in [Art69] and for F a power series in [Wav75]:
Given a positive integer q, there is an N0 = N0(F, q) such that any N -order solu-
tion, N ≥ N0, can be approximated to order q by an exact solution. Let us review
this theorem in the special case n = p = m = 1, F an irreducible polynomial as is
proven in Theorem I of [Wav78]:
Theorem 5.7. Given q > 0 and F (x, y) ∈ k[x, y] irreducible there exists an N
such that if y¯ ∈ k[[x]] satisfies F (x, y¯) ≡ 0 mod (x)N , then there exists a series
y(x) ∈ k[[x]] with F (x, y(x)) = 0 and y(x) ≡ y¯ mod (x)q.
Proof. Using the following argument (see [Wav78], proof of Theorem I) we can fur-
ther assume that ordx ∂yF (x, y¯) < r ∈ N: Consider the discriminant ∆ ∈ k[x] of F
and ∂yF and polynomials A(x, y) and B(x, y) such that ∆ = AF +B∂yF . Denote
by d the order of ∆. If ordF (x, y¯) > d then ord∂yF (x, y¯) < d.
Take an element y0 ∈ k[[x]], deg y0 ≤ d, such that ordF (x, y0) ≥ d + 1 and
ord∂yF (x, y0) = e < d. The textile map g : (x)
d+1 ⊆ k[[x]] → k[[x]], g(z) =
F (x, y0 + z) has constant rank, since im(F ) ⊆ im(∂yF (x, y0)) = (x)e. It is easy
to see that κ(σh) > 0, where σ is a scission of ∂yF (x, y0) as in section 3 and
h(z) = g(z) − ∂yg(y0)z. Thus we may linearize g at 0 and lift any such y0 to a
solution y(x) of f(x, y) = 0. This linearization is possible as soon as y0 is known
up to order d. 
Remark. One should note that the index N obtained in the proof by using the
Rank Theorem is much lower than the one provided in [Wav78], p. 411. The proof
provided there needed N = 2d + q. This follows from the fact that Tougeron’s
Implicit Function Theorem is used, which is not as efficient as the Rank Theorem.
In a subsequent section of [Wav78] a minimal N is computed by means of resolution
of singularities. It is not clear whether this optimal N is the same as the one
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5.6. On an inversion theorem by Lamel and Mir. In their paper [LM07],
Lamel and Mir investigate the group of local holomorphic automorphisms of Cn pre-
serving a real analytic submanifold M (Cauchy-Riemann automorphisms). Their
key result to describe this group is as follows. Denote by On the space of holo-
morphic germs (Cn, 0) → C, and by Aut(Cn, 0) ⊂ Onn the group of biholomorphic
germs of (Cn, 0). A map f ∈ Onn is said to have generic rank n if its Jacobian
determinant det(∂f) is nonzero as an element in On. Any f ∈ Onn induces a map
F : Aut(Cn, 0)→ Onn given by the composition u 7→ f ◦ u.
Theorem 5.8. (Thm. 2.4 in [LM07]) Let f ∈ Onn be a germ of a holomorphic
map of generic rank n. There exists a holomorphic map Ψ : Onn × GLn(C) →
Aut(Cn, 0) inverting F in the sense that Ψ(F (u), ∂u(0)) = u for all u ∈ Aut(Cn, 0).
Furthermore Ψ can be chosen such that ∂(Ψ(b, λ))(0) = λ for all b ∈ Onn and
λ ∈ GLn(C).
Proof. We shall show how the Rank Theorem allows to construct a suitable Ψ in the
formal context taking the space Cn = C[[x1, . . . , xn]] of formal power series (cords)
instead of On. In order to treat convergent power series one has to refer to the
Rank Theorem from [HM94], with the same reasoning as in the formal case. The
argument in [LM07] is much more involved, their computations invoking tacitly
various instances of the proof of the Rank Theorem.
The map F : Cnn → C
n
n is tactile with Jacobian determinant det(∂f) 6= 0 ∈ Cn.
Our goal is to linearize it locally at the linear part λx of a given u. Decompose
u ∈ Aut(Cn, 0) as u(x) = λ · x + v(x) with λ ∈ GLn(C) and v ∈ C
n
n of order 2.
Consider the Taylor expansion (with the obvious abbreviation)
G(x) = f(u(x))− f(λx) = ∂f(λx) · v + ∂2f(λx) · v2 + . . . ,
with linear part ℓ(v) = ∂f(λx) ·v. Since f is of generic rank n and λ ∈ GLn(C), the
map ℓ is injective. Thus G has constant rank at 0, by the remark after Proposition
4.1. Next we show that G fulfills the order condition of the Rank Theorem (Thm.
4.2). In order to keep notation short we assume that λ is the identity matrix.
Denote the initial form of lowest degree of f i by f i∗ and write ei for the order of
f i. By the same triangularization argument as in Lemma 4.5 of [LM07] we may
assume that f∗ = (f
1
∗ , . . . , f
n
∗ ) has generic rank n. This gives
orddet(∂f∗) = e1 + . . .+ en − n.
Moreover for β ∈ Nn, |β| = m, and l ∈ {1, . . . , n} we have
ord(∂βf
l
∗) ≥ el −m
for el ≥ m and ord(∂βf l∗) = ∞ else. As the map f has generic rank n a scission
σ for ℓ can be obtained as in Proposition 3.3 by the adjoint matrix of ∂f . The
nonlinear part h = G− ℓ consists of all terms of G which are of order at least 2 in
v1, . . . , vn. We write
h(v) =
∑
α∈Nn
|α|≥2
hα · v
α,
with hα ∈ Cnn . For |α| = m ≥ 2, the coefficient vector hα has i-th component h
i
α
involving the m-th order partial derivatives of f i. Multiplication with the adjoint
matrix of ∂f yields in the i-th component
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(
(∂f)adj · hα
)
i
=
n∑
l=1
(∂f)adjil · h
l
α
=
n∑
j=1
(−1)i+l det(∂f)(l,i) · hlα.
Here, A(i,j) denotes the (n − 1) × (n − 1) matrix obtained from an n × n matrix
A by deleting the i-th row and the j-th column. From the last equation it follows
that each term in the sum is of type
T = (
∏
1≤j≤n
j 6=l
∂ijf
j) · (∂βf
l),
where ij ∈ {1, . . . , n} and β ∈ Nn, |β| = m. Obviously
ordT ≥
n∑
i=1
ei − n−m+ 1.
This allows to compute the contraction degree κ of the map
ϕα : v 7→
1
det(∂f)
· (∂f)adj · hα · v
α
if v varies in (x1, . . . , xn)
2 · Cnn . We get
κ(ϕα) ≥ −(
n∑
i=1
ei − n) + (
n∑
i=1
ei − n−m+ 1) + (2m− 2)
= m− 1.
So κ(ϕα) > 0 for all α with |α| = m ≥ 2. Now
(σh)(z) =
∑
α∈Nn,|α|≥2
ϕα(z)
yields
κ(σh) ≥ min
α
κ(ϕα) = 1 > 0.
The order condition is fulfilled. Therefore G can be linearized to ℓ by local auto-
morphisms of source and target. Once this is done, it suffices to solve the linear
equations in order to construct the required map Ψ of the theorem. 
6. Outlook and unsolved problems
We conclude the article by a collection of questions related to the linearization
principle and its applications.
(a) The Grinberg-Kazhdan-Drinfeld formal arc theorem: Theorem 5.2 describes a
factorization of the formal neighbourhood of an arc (not lying completely in the
singular locus of the base variety) into an infinite dimensional smooth part and a
formal neighbourhood Y [y] of a possibly singular scheme of finite type Y in a point
y ∈ Y . Unfortunately, the proofs presented in [GK00], [Dri02] and section 5.2 rely
on a non-constructive functorial description of the formal neighbourhood. In simple
examples it is possible to compute the decomposition explicitly:
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Example. (cf. [Dri02]) Let X be the hypersurface
g = yxn+1 + f(x1, . . . , xn) = 0,
f(0) = 0, and take γ0 = (0, . . . , 0, t, 0) ∈ X∞ where the first n + 1 components
correspond to the variables xi, 1 ≤ i ≤ n + 1. Note that ∂yg(γ0) = t, thus
γ0 6∈ (Xsing)∞. In this example we can identify Y with Spec k[x1, . . . , xn]/(f) and
y with 0. To see this, let A be a test-ring with maximal ideal m. We are interested
in the A-deformations of γ0, i.e., in
γ = (x1(t), . . . , xn+1(t), y(t)) ∈ A[[t]]
n+2
with γ mod m = γ0. By the Weierstrass Preparation Theorem any A-deformation
xn+1(t) of t can be written as
xn+1(t) = u(t− α),
with α ∈ m and u ∈ A[[t]]×. It’s easy to show the following: Given α, u and
x1(t), . . . , xn(t) ∈ m[[t]] there is at most one y(t) ∈ m[[t]] such that
y(t)xn+1(t) + f(x1(t), . . . , xn(t)) = 0.
Moreover, y(t) exists if and only if f(x1(α), . . . , xn(α)) = 0 holds. Thus, any A-
deformation of γ0 is determined by α ∈ m, (x1(t), . . . , xn(t)) ∈ m[[t]]n with the
property
f(x1(α), . . . , xn(α)) = 0
and u ∈ A[[t]]× (note: (x1(α), . . . , xn(α)) is nothing but an A-point of Spec k[x]/(f)
equal to 0 modulo m). Conversely, any A-deformation β of 0 in Y gives rise to an
A-deformation of γ0 in the following way: choose (x1(t), . . . , xn(t)) ∈ m[[t]]n such
that
f(x1(t), . . . , xn(t)) ∈ (t− β) ·m[[t]].
This involves free choice of infinitely many coefficients of the xi(t) which contributes
to the D∞ part in Theorem 5.2. Next we take an arbitrary u ∈ A[[t]]×, once more
the coefficients of u contribute to D∞. Finally, we determine y(t) uniquely by
y(t) = u−1(t− β)−1f(x1(t), . . . , xn(t)).
It would be desirable to be able to compute explicitly the decomposition of the
formal neighbourhood for the general case. Moreover, we would like to identify the
finite type part Y [y]. What is its geometric significance (for the arc scheme and
the base scheme)?
(b) Power series solutions to differential equations: Describe the geometry of power
series solutions to non-linear (ordinary and partial) differential equations by means
of the rank theorem. A first step has been carried out in section 5.3, where we con-
sidered explicit ordinary differential equations with constant coefficients. Examples
of more complicated cases are:
tx′ + x2 = 0
or
t(x′)2 + x2 = 0.
In addition one could try to regain and extend the results in [DL84]. There Denef
and Lipshitz prove among other results a version of Artin’s approximation theo-
rem (see section 5.5) for algebraic differential equations: any formal power series
solution to an algebraic differential equation can be approximated (in the m-adic)
topology by a differentially algebraic power series.
(c) Implicit/Inverse function theorem for textile maps: textile maps are a natural
generalization of maps given by substitution of power series. Theorem 2.2 shows
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invertibility of textile maps which are (up to a linear coordinate change) of the
form id + h, where h is contractive (see section 2.1). Several lines of further inves-
tigation lie at hand: first, one could try to weaken the contractivity assumption,
probably adding some additional structure to the coefficient ring k. In the case
of the formal arc theorem (section 5.2) we could weaken the assumptions on h to
having contraction degree κ(h) ≥ 0 as soon as k was replaced by a test-ring (which
especially implied completeness w.r.t. to the topology defined by the powers of its
maximal ideal). Second, if we assume that k is a complete valued field, we might
ask for properties of h ensuring convergence of the image of a convergent cord: we
call a cord convergent if its coefficients are the coefficients of a convergent power
series. Under which conditions is h(c) convergent if c is? In the special case of
tactile maps over C a positive answer can be found in [HM94], Thm. 6.2. As
a variation, one could rise the same question for “algebraic cords” c. A cord is
called algebraic if its coefficients match with the coefficients of an algebraic power
series. These last generalizations constitute an important step towards an approx-
imation theorem for textile maps (see below). In view of this, an adapted version
of Tougeron’s implicit function theorem for textile maps is another goal to strive for.
(d) Artin Approximation: the approximation theorem (Thm. 5.7) shows that any
sufficiently good approximate power series solution to a formally analytic system
of equations can be approximated (in the m-adic topology) by an actual solution.
Moreover, in case of polynomial systems of equations, any power series solution
can be approximated by algebraic solutions (see [Art69]). Both results are local in
nature, since they focus on the structure of the solution set locally (in the m-adic
topology) at an approximate/formal solution. How does the geometry of the set of
power series solutions look like in general? The Denef-Loser local triviality result
(Theorem 5.1) can be seen as an answer for the case of power series solutions in
one variable to a polynomial system with constant coefficients.
Furthermore, viewing power series as cords, it is natural to ask for an approxi-
mation result for textile maps: Let c be an approximative solution to the textile
equation f = 0. Is it possible to approximate c by an actual solution? Or, under
which conditions can solutions of a textile map be approximated by convergent (or
algebraic) ones? In contrast to the case of tactile equations (as they appear in
Artin’s result), the answer will be negative in general. So the question is, under
which conditions do such approximation results hold?
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