The Differentiated Service Architecture (DiffServ) 
Introduction
Motivated by the rapid change of QoS requirements of the new introduced network applications, the Internet has evolved towards providing a wide variety of services, in order to meet the qualities of information delivery demanded by the applications. Since the best effort nature of the current Internet is not sufficient to cope with the requirements of this traffic, in terms of troughput, delay, jitter and packet loss, the Differentiated Service (DiffServ) [1] approach is introduced. The DiffServ architecture is an attempt to design a simple architectural framework for QoS that can provide a variety of scalable end-to-end services across multiple separately administered domains without necessitating complex behaviours in forwarding equipment. It achieves its scaling properties by defining a small number of per-hop behaviours (PHB) and providing simple aggregate data handling mechanisms in the core network, while complex mechanis ms are concentrated at the edges of the network. PHBs are implemented in nodes by means of some buffer management and packet scheduling mechanisms and the parameters associated with those mechanisms are closely related to those of traffic conditioning. Under the DiffServ architecture two PHBs are proposed: the Expedited Forwarding (EF) [2] and Assured Forwarding (AF) [3] . Without per-flow states in the backbone nodes and with optional signaling protocol for admission control, EF PHB promises to deliver a "virtual lease line (VLL)"-like end-to-end service with a low loss, low latency, low jitter, assured bandwidth through DS domains. AF PHB group provides assurance of quality according to the relative ordering between classes, rather than absolute service level for each class. Different PHBs have different constraints and requirements that must be fulfilled, and hence, they often require supports of certain traffic conditioning functions. Exploiting those mechanisms described in the DiffServ architecture, and since there was not any standard implementation, the Aquila architecture designed a new set of Traffic Classes, based on the QoS characteristics available in the routers. The main focus was to study the whole QoS picture by offering to the users a limited set of Network Services, which can accommodate traffic with different QoS requirements. Therefore, the proposed Network Services follow the concepts of the IETF EF and AF PHBs, but they additionally propose and exploit a specific implementation, which alleviates their deployment in real networks.
This paper provides an overview of the proposed services, while an elaborative description will be given for services supporting real-time delay sensitive applications. In the conducted simulations, the QoS performance of the services appropriate for such applications, e.g. voice and video, is thoroughly examined and the different algorithms for implementing them in a real network are evaluated. The paper is structured as follows. In Section 2, the Network Services are presented, in Section 3 the concept of Traffic Classes is introduced and described in detail as well as the corresponding Admission Control Algorithms. Section 4 presents the different algorithms that could implement the Services suitable for voice and video applications accompanied by the corresponding simulations results in Section 5. Finally, we conclude in Section 6.
Network Services
In order to provide QoS guarantees in a DiffServ network it is essential to assure QoS differentiation. Therefore, a set of five Network Services (NS) has been specified and implemented in our framework [4] , which comprises the services sold by the provider to the potential customers, either end-users or other providers. They describe the QoS treatment a user's traffic experience within a network. The specified NSs are: Premium Constant Bit Rate (PCBR), Premium Variable Bit Rate (PVBR), Premium Multimedia (PMM), Premium Mission Critical (PMC) and Standard Best Effort (STD BE). Applications can be grouped into this relatively small number of services, with the applications in each service having similar requirements on the network in order to perform effectively and flows in each service having similar characteristics.
The PCBR network service is intended to support applications that require VLL-like services. Therefore, it is appropriate for voice flows, voice trunks or interactive multimedia applications. That kind of flows is usually characterized by an almost constant bit rate (CBR) and low bandwidth requirements, while a great number of them are unresponsive (UDP). In addition, they should have small packets (<256Bytes), so as not to provoke long transmission delays. It requires and expects to receive low delay, very low jitter and very low packet loss. The targeted quantitative value for end-to-end delay is less than 150msec for 99.99% of the packets, while packet loss is expected to be no more than 10 -6 . The PVBR network service mainly copes with unresponsive variable bit rate (VBR) sources with medium to high bandwidth requirements. The intention is to separate those possibly high bandwidth VBR flows from the low bandwidth VBR and CBR flows in PCBR. This is caused by the fact that peak rate allocation is inefficient for the high bandwidth VBR flows, contrary to the flows belonging to PCBR. Typical candidate applications are real time video and teleconferencing. The requirements are similar to the PCBR network services but with a less strict need concerning the jitter and packet loss. They are characterized by large packet size, which oscillates from 256-1024 Bytes. The targeted end-to-end delay is limited to less than 250msec for 99.99% of the packets, while packet loss should be less than 10 -4 . Apart from the aforementioned real-time delay sensitive services, PMM and PMC services are defined. Those services are briefly described here, since they are not the main focus of our paper. A detailed description can be found in [4] . PMM and PMC are dedicated to reactive flows (TCP and TCP-like). In particular, PMM will support long-lived TCP connections (for long file transfers) or other adaptive application flows (audio/video download, adaptive video). These flows are typically greedy, as they continue to expand the emission rate until congestion is reached. PMC service instead will support non-greedy elastic flows, typically short-lived TCP connections originated by some critical transaction application (e.g. finance) or interactive games. Those two services aim at providing specific throughput guarantees to their transmitted flows. Finally, packets of the STD BE receive no special treatment in the network.
Traffic Handling
The implementation of the Network Services is realized with the use of some network's mechanisms, which are the Traffic Classes (TCLs). A TCL is defined as a composition of a set of admission control rules, a set of traffic conditioning rules and a per-hop behavior (PHB). In the proposed architecture five TCLs are introduced: TCL1, TCL2, TCL3, TCL4 and TCL5 which correspond to PCBR, PVBR, PMM, PMC and STD BE. In general, each TCL maintains a separate queue at the router output ports and allocates one or more DSCPs in order to enable differentiation of packets in the core network. A PHB implemented in the output port of a router is realized in the network with the use of scheduling and buffer management algorithms. In this paper only PCBR-TCL1 and PVBR-TCL2 will be closely examined since they serve real-time applications with strict QoS guarantees. The implementation of the traffic conditioner regarding TCL1 and TCL2 is described below and the applicable scheduling algorithms are analyzed in the next section.
The traffic profile for TCL1 is described in terms of a Single Token Bucket, which polices the peak rate of the flows. Admission control functions are also based on the peak rate of allocations for TCL1, since those flows are usually of low bandwidth. The single TB operates as both meter and dropper. Since TCL1 is characterized with strict QoS requirements, packet exceeding the declared profile should be dropped. The single TB is configured with token rate r equal to the Peak Rate (PR) of the flow, and bucket size b equal to a multiple x of the maximum allowed packet size (M), which is called Bucket size for PR, (BSP). The value of x lies in the range of {1,5}; a possible value could be x=1, while a larger value would allow a small amount of burstiness. The traffic conditioning mechanism is realized in the routers with the use of the Committed Access Rate (CAR) mechanism.
Peak rate allocation is not appropriate for TCL2, since it is characterized with high bandwidth flows. Therefore, admission control function is based on both the peak and sustainable rate of the flows and a dual TB as meter and dropper is proposed. The first TB is configured with r equal to the Sustained Rate (SR) of the flow, and b equal to the Bucket Size for SR in Bytes (BSS). The second TB is configured with r equal to the PR of the flow and b equal to a multiple x of the maximum allowed packet size (M), (BSP). The value of x is in the range of {1,5} and a value of x=2 is recommended. The depth of the first bucket defines the burstiness allowed for the sender's flow (BSS), and its value ranges from 10 to 20 times the M. A packet is marked as in-profile if there are enough tokens in the first and second TB to accommodate it, otherwise it is dropped. The intention is to limit the sender's traffic in order to be conformant to the profile of the first TB (SR, BSS), while the second TB (PR) allows an amount of burstiness.
Admission Control Functions
Admission Control (AC) plays a significant role in ensuring the requested quality of service to user traffic. It is mainly responsible for limiting the access to the network, so that the already admitted flows do not anticipate any deterioration in their quality contract. Therefore, a bottleneck is prohibited to arise in the edgelink (i.e. the link between a core network and the ingress or egress router) as well as in any of the internal-links. In this way, the network is protected from congestion and an overall network stability is provided. Setting the AC limits is based on the target network utilization as well as the target performance of each Network Service. Although it is not the aim of this paper to analyze the AC procedures, the AC functions used for the PCBR and PVBR services is briefly discussed.
According to the network service, a specific formula is used in each case. The proposed AC algorithms are derived from the results developed in the context of ATM traffic control and described in detail in [4] . The assignment of AC Limits to each edge router for each TCL represents a resource assignment to the relevant traffic aggregates. The request for network resources is accepted or rejected based on the admission decision made only at the network ingress and, in some cases, at the egress point. To perform the admission control at the ingress or egress, a single link model was considered with capacity C and buffer size B. Whenever below these parameters are mentioned, they correspond to the capacity and buffer size dedicated to serve the given traffic class.
TCL1 is described in terms of a single TB, which polices the peak rate. Since for TCL1 negligible packet delay variation is assumed [5] , the worst case traffic pattern for the superposition of a number of TCL1 flows takes the form of poissonian stream (with the mean rate equal to the sum of the PR parameters of the particular flows). If it is assumed that C TCL1 capacity is dedicated for TCL1, and N 1 flows with {PR 1 , PR 2 , …, PR N1 } are currently admitted and active, then a new flow with PR new as its peak rate is admitted if the following condition is satisfied:
Parameter ρ (ρ<1) specifies the admissible load of capacity allocated to the TCL1. This value is calculated from the analysis of M/D/1/B system taking into account the assumed target packet loss ratio and buffer size [6] .
In case of TCL2 traffic class the Rate Envelope Multiplexing (REM) multiplexing scheme is assumed for guaranteeing low packet delay [7] . Therefore, the only QoS parameter that requires concern is the packet loss rate. In the REM multiplexing, the buffer (relatively small) has to be dimensioned for absorbing, the so-called packet scale congestion (simultaneous arrival of packets from different sources). For this purpose the N*D/D/1 queuing system analysis is useful. In the TCL2 class, each flow is characterized by the parameters of the dual token bucket and the proposed admission method for TCL2 is based on the notion of effective bandwidth. There are many methods for calculating effective bandwidth [7] . For simplicity reasons, the methods proposed in [8] are chosen. In this method the value of effective bandwidth, Eff(.), is calculated on the basis of PR, SR and BSS parameters, taking into account the target packet loss rate. Let us assume that the capacity dedicated for TCL2 class is C TCL2 . If N 2 flows with {Eff 1 , Eff 2 , …, Eff N2 } are currently in progress, a new flow with Eff new is admitted if the following condition is satisfied:
Scheduling Issues for TCL1 and TCL2
The selection of the appropriate scheduling algorithm regarding the implementation of TCLs compromises a major problem. Therefore, different scheduling algorithms have been implemented and studied:
• Priority Queuing (PQ): In PQ [9] , a number of distinct queues is created and a level of priority is assigned to each one. Packets are scheduled from a particular priority queue in First Come-First Served order only when all queues of higher priority are empty.
• Weighted Fair Queuing (WFQ): In WFQ [10] , the allocation of link bandwidth is considered fair, since the bandwidth is allocated in proportion to the weights associated with each queue and free bandwidth is fairly shared between the queues, based also on their weights.
• PQ-WFQ: It is a combination of the PQ and WFQ, where TCL1 is transmitted with high priority, while the other TCLs are transmitted through the WFQ scheduler. Based on [10, 11] , it is concluded that serving each TCL with PQ, meaning giving to TCL1 the highest priority and to TCL5 the lowest one, does not favour the TCL5 traffic, which is possible to experience starvation, while even TCL3 and TCL4 could be blocked. Onthe other hand, adapting the WFQ algorithm would guarantee to each TCL a minimum amount of resources. Moreover, starvation problems may be overridden and isolation between the flows would be achieved. Nevertheless, WFQ would not be able to guarantee the strict delay requirement for TCL1 and TCL2. Finally, PQ-WFQ overcomes the limitations introduced by the PQ and WFQ, offering a more integrated approach. Under this approach, TCL1 is served with the highest priority and therefore strict delay guarantees are provided, while a minimum amount of resources may be reserved for TCL5, prohibiting starvation. Moreover, WFQ has been proposed within the IETF as the reference server model for guaranteeing service differentiation in the Internet.
Having in mind the QoS requirements of TCL1 and TCL2, they appear to have a lot in common but from a closer look, they also have big differences. TCL1 requires very strict QoS performance while in addition requires a very small packet size. These differences are actually taken into consideration when trying to provide different approaches for the scheduling of these two TCLs. In addition, it is studied whether or not separate queues should be configured for the transmission of these TCLs.
Simulation Model
This section describes the topology chosen for performing the different simulation scenarios. The OPNET Simulation Tool was used for realizing this topology, which is depicted in Figure 1 . It consists of seven traffic generators with corresponding destinations; four of them set up voice flows (Voice_Src), two of them set up video flows (Video_Src) and there is one for the background traffic (BT_Src). All traffic generators and their destinations are Ethernet Workstations. There are four edge routers (ER) and two core routers (CR), while the CISCO 3620 model is used. The links between the source/destination and the edge routers are 10Mbps Ethernet links and between the edge and core routers are 100Mbps, while a 2Mbps link between the core routers is considered to be the simulation bottleneck. The RIP is considered as the routing protocol for the network. 
Figure 1. Simulation Network Topology
The recommended AC limits for TCL1 and TCL2 as well as the maximum permitted traffic, for a 2Mbps access link, are configured as following: for TCL1, ACL1=19% (380kbps), for TCL2, ACL2=25% (500kbps) and the remaining bandwidth (1.12Mbps) is used by the Background Traffic (BT). Concerning BT, it could consist of TCL3, TCL4 and TCL5.
The performance of TCL1 is validated assuming target packet loss ratio (P Loss ) to be equal to 10 -2 . According to the specified admission control algorithm the maximum admissible load in this case, according to [7] , is ρ=0.68, which is equivalent to 260kbps. Four CBR flows of 65kbps data rate each with packet size of 80B are used. Therefore, a single TB (CAR) is configured for each flow with PR=65kbps and BSP=160B (2*M).
Assuming that the ACL2 is 500kbps and the target packet loss is equal to 7*10 -1 , the effective bandwidth for each admitted flow, according to [11] , is 250kbps, when each flow is characterized by PR=500kbps, SR=400kbps and packet size of 500B. Based on the AC algorithm the number of admitted flows is 2, with The data rate of Background Traffic is constant (1.6Mbps) with packet size of 1000B. A CBR model is selected for the BT traffic, as the worst case traffic model. In addition, it is assumed that BT tries to send more than the bandwidth allocated for it, and in fact 40 percent more, in order to provoke congestion in the core bottleneck link. The UDP is actually considered as the transport protocol for both TCLs and BT.
Study of TCL1
Regarding the TCL1 (PCBR), our purpose is to investigate the QoS parameters of the Premium CBR service that could guarantee both low packet delay and packet loss ratio. In Figure 2 , the WFQ scheduler is used for the transmission of TCL1, TCL2 and BT, while under the PQ-WFQ scheme (Figure 3) , TCL1 is transmitted with the highest priority and furthermore two queues are configured in the WFQ for TCL2 and BT traffic. A FIFO drop tail algorithm is used as the buffer management algorithm for all queues, in all scenarios. 
PQ-WFQ Scheme
The buffer capacity in the routers was set to 69 packets, while for TCL1 was set to 5 packets in order to guarantee low packet delay requirements. The end-to-end delay, delay variation and packet loss are measured in the network for TCL1, using different schedulers (WFQ and PQ-WFQ), with their characteristics, as depicted in Table  1 . The weights of the WFQ were configured based on the corresponding AC Limits, regarding TCL1 and TCL2. The minimum, maximum and average end-to-end delay of TCL1 for both schedulers are shown in Figure 4 , while the maximum and average delay variation are depicted in Table 2 . The maximum end-to-end delay using PQ-WFQ is about 13% less than the WFQ one. There is also a main difference in the delay variation between the two schedulers; this value is two times less using PQ-WFQ than using WFQ. So, TCL1 should become somehow 'independent', having a higher priority from other TCLs, in order to achieve its strong QoS requirements. The packet loss of TCL1 is potentially lower than 10 -4 , because there wasn't any packet loss after 35,000 packets which have been correctly transmitted for both cases. This value is much smaller that the target one (10 -2 ), deducing that the used AC functions are really very conservative.
Furthermore, the packet size of TCL1 flows should be small, since it affects its QoS parameters and in particular to the end-to-end delay. This impact is depicted in Figure  5 , where the average end-to-end delay of voice packets is shown having different packet sizes (152B, 245B, 500B, 1000B), using the PQ-WFQ scheduler. The value also of the delay variation is getting bigger till 100% when a packet size of 1000B is transmitted. Therefore flows of TCL1 should be characterised by small packet sizes. 
Study of TCL2
As far as TCL2-PVBR is concerned, the QoS parameters should guarantee both low packet delay and packet loss ratio. We use the PQ-WFQ scheduler and the same traffic model for TCL2, and examine the impact in the QoS parameters of TCL2 setting different values of w2.
The average end-to-end delay is depicted in Figure 6 . The TCL2 sends packets with a rate of 250kbps, which comprises a percentage of 25% of the Bottleneck link (2Mbps). Increasing the weight w2 (0.25, 0.5 and 0.99) in the PQ-WFQ scheduler, the bandwidth allocated for TCL2 is also being increased. So, the end-to-end delay is being 50% decreased when the weight is being doubled, while a further increase of w2 equal to 99% results in a slightly decreased value. Concerning the value of packet loss ratio, it is being decreased 10,000 times when the weight is 99%, as depicted in Table 3 . Under all the three different configurations of w2, a lower packet loss ratio is achieved than the target one (7*10 -1 ), determining that the used AC functions for TCL2 are also conservative.
Based on these simulations, a conclusion concerning TCL2, increasing the weight dedicated for TCL2 upgrades the QoS parameters. This happens because a bigger capacity of the link is dedicated for video flows, while allocating double or quadruple bandwidth than transmitting for TCL2. It could transmit individual packets much faster, hence introduce shorter delay, even though the link utilization is similar in all cases. In addition, if the objective is the optimization of QoS characteristics of TCL2, a relative high weight should be chosen, especially in the case of a low bandwidth link.
Therefore, assigning to TCL2 a high weight of value equal to 0.99, results in a kind of prioritization of TCL2. According to this indirect way, TCL2 is regarded as a TCL with the second highest priority after TCL1. Moreover, a very low amount of bandwidth is allocated to BT in order to avoid blocking that kind of traffic. Moreover, the unused bandwidth allocated for TCL2 is used by the BT. 
Study of TCL1 & TCL2 in same queue
The above results create an impression that TCL2 should share the same (high priority) queue with TCL1, in order to achieve better values of its QoS parameters. Therefore, in this scenario the QoS parameters of TCL1 and TCL2 are investigated when they share the same queue. The BT is still in the low priority (WFQ) queue using the rest bandwidth. The maximum queue size for TCL1/ TCL2 is set to 10 packets and for BT to 59 packets.
Firstly, the average end-to-end delay and the average delay variation of TCL1 are measured for different packets sizes of TCL2, when they are in separate queues ("sep") and when they share the same queue ("same"), as depicted in Figure 7 and Figure 8 . The end-to-end delay of TCL1 is being increased when it shares the same queue with TCL2, and particularly when the packet size of TCL2 flows is getting larger. Regarding the delay variation of TCL1, it is almost the same when two "sep" queues are used, while it is increased dramatically when TCL1 shares the same queue with TCL2. Finally, the packet loss ratio of TCL1 is shown in Table 4 .
Sharing the same queue with TCL2 actually concludes in a relatively high packet loss for TCL1, which is increased proportionally to the packet size of the TCL2 flows. So, the performance of TCL1 is degraded and moreover influenced by the packet size of TCL2 flows when one queue is used. This can be regarded as a verification that in the "sep" case the two services are in a degree independent, not influencing each other.
In addition, the performance of TCL2 under different packet sizes is studied for both cases ("sep" and "same"), as depicted in Figure 9 and Figure 10 . The end-to-end delay of TCL2 is a little lower in the "same" case than in the "sep" case. Moreover, the value of packet loss ratio is much greater when same queue is used and is getting bigger when the packet size of TCL2 flows is increased. In the "sep" case, the packet loss for TCL2 remains almost the same, and it is not being influenced by the different packet sizes.
Therefore, putting TCL1 and TCL2 in the same queue results in achieving almost the same QoS parameters for both TCLs . So, service differentiation, as the targeted one is not accomplished, since both TCLs share almost the same characteristics. The impact also of TCL2 in QoS Parameters of TCL1 is not meaningless. The value of the end-to-end delay is getting greater when the packet size of TCL2 is increased. Moreover, the delay parameters of TCL2 are not upgrading effectively and the packet loss ratio has worse values than in the other case. So, TCL1, as well as TCL2, should have their own queues. 
Conclusions
In this paper we deal with the definition and deployment of a set of Network Services, within a DiffServ environment. The Network Services, which are implemented in the network through the traffic handling mechanisms offered by the respective Traffic Classes, target at different kinds of user traffic that exhibit similar QoS requirements and characteristics, and therefore they demand analogous treatment within the network. We described a specific implementation for voice and video applications, which corresponds to the PCBR and PVBR Network Services respectively, including admis sion control algorithms, traffic conditioning mechanisms and scheduling algorithms. In particular, a different set of mechanisms is used for TCL1 and TCL2, based on flows characteristics and the corresponding QoS requirements. These services are further analyzed and simulated. Subsequently, simulation results proved that the proposed traffic handling mechanisms as well as the introduced PQ-WFQ scheduling algorithm are adequate for the proposed PCBR and PVBR network services. Therefore, the correctness of our design was verified, since the target QoS performance was achieved for both TCL1 and TCL2. Future work would focus on the study of implementation of TCL3 and TCL4, accompanied by simulations, which would examine their QoS parameters.
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