In this paper, we consider a strong global search algorithm which exhibits strong exploration ability in unmanned aerial vehicle (UAV)-aided networks. UAVs in wireless communication have aroused great interest recently due to its low cost and flexibility in providing wireless connectivity in areas without infrastructure coverage. Artificial bee colony algorithm is a powerful approach for such a scene. However, due to its one-dimensional and greedy search strategy, it still suffers slow convergence speed. In the traditional version, three types of bees, including employed bees, onlooker bees, and scouts, are employed and they cooperate with each other to find the best food source position. Though different roles, these three types of bees play, there is no difference of division within the internal of each type of bees. Considering this phenomenon, this paper proposes a modified artificial bee colony algorithm with intellective search and special division (ABCIS) to enhance its performance, where different employed bees and different onlooker bees use different search strategies to search for food sources. Besides, the greedy selection method is also abandoned and the food sources' positions are updated at each iteration. Under this circumstance, the whole population's experience is fully utilized to guide bee's search. Finally, to testify the proposed algorithms' competitiveness, a series of benchmarks are adopted, and the experimental results demonstrate its superior performance among other state-of-the-art algorithm in UAV-aided networks.
Introduction
Unmanned aerial vehicles (UAVs) are being increasingly used as an innovative method to enable robust and reliable communication networks [1] [2] [3] [4] . Due to the high mobility, flexibility, and good channel condition, UAV communication has been an emerging technique which can help to achieve better performances [5] [6] [7] . In order to deploy a UAV-aided network, it is important to model the reliability and coverage of the airborne platform. In particular, recent research has shown that the location and height of drones can severely impact the reliability of air-to-ground (A2G) links [8] . Furthermore, UAVs have great potential to be employed in long-range backscatter networks to both support more devices and increase the network efficiency and reliability. Consequently, optimizing the 3-D *Correspondence: by.liujian@gmail.com 2 College of Information Engineering, Nanjing University of Finances and Economics, 210003, Nanjing, China Full list of author information is available at the end of the article location of the data collecting UAV is very critical in order to provide reliable communication for backscatter devices which operate in the presence of very low power signals [9] [10] [11] .
In literature, UAV communication has been extensively studied for boosting the capacity and coverage of existing wireless networks [12] [13] [14] [15] . Li et al. [12] and Wu and Wang [13] investigated the 2-D and 3-D placement problems of a single UAV, respectively. In [14] , the authors aim to optimize the UAV's altitude and antenna beamwidth for throughput maximization in three different communication models without considering the impact of altitude and beamwidth on the flight time. In [15] , an optimum placement of multiple UAVs for maximum number of covered users is investigated. However, evolutionary algorithms have not been used for UAV-aided networks. In nature, creatures conduct comprehensive tasks by swarm cooperation, and each individual's simple behavior could indicate powerful capability because of the interaction among its swarm. Inspired by this phenomenon, evolutionary algorithms are gradually developed and they have received extensive attention in recent years. Different from the traditional mathematical optimization algorithms, evolutionary algorithms could be applied to extensive problems because of its no requirement of problem characteristic. Among these algorithms, artificial bee colony (ABC) [16] has been demonstrated powerful competitiveness, and due to its ease of implementation, it has been successfully applied to many real-world problems, such as industrial systems [17] [18] [19] [20] , image processing [21] [22] [23] [24] , and so on. Compared with other evolutionary algorithms, especially the particle swarm optimization (PSO) and differential evolution (DE), ABC shows strong global search ability yet poor convergence speed [25] [26] [27] [28] [29] [30] . To enhance its performance, plenty of works have been carried out. Zhu and Kwong [25] raised that ABC shows slow convergence speed because of its blindness search equation; thus, they introduced the best position found so far by the whole population to guide each bee's search. With the same motivation, Karaboga and Gorkemli [26] introduced the best position found so far by a newly defined neighborhood to direct onlooker bees' search. Considering oscillation phenomenon as exhibited in [25] , Gao et al. [27] modified the search equation from three items into two items, which utilized two randomly selected individuals, and then they cooperated this search equation with orthogonal learning scheme to accelerate the convergence speed and further enhance the performance. Kiran et al. [28] introduced an integration of five different search equations for various optimization problems with diverse characteristics, utilizing an adaptive selection strategy. Xianneng Li and Guangfei Yang [29] kept a record of individuals' past successful search experience, and utilized them to guide the future search, and attained superior optimization performance.
In this paper, an intellective search strategy to optimize the 3-D location of the aerial base stations under various scenarios is proposed. Regarding the deficiency of this strategy, a new division for updating the best food source's position is endowed to the corresponding employed bees and onlooker bees. Besides, in the proposed ABCIS algorithm, the greedy selection mechanism is abandoned, and each food source's position is updated at each iteration; thus, the scout's role is not necessary and it is eliminated in the proposed algorithm of this paper.
The remaining part of this paper is organized as follows: Section 2 presents the traditional methods via artificial bee colony. The detailed information of the proposed ABCIS algorithm is described in Section 2. In Section 2, comprehensive experiments and discussions with the purpose of demonstrating ABCIS's effectiveness are conducted. Section 2 concludes the paper.
Methods
First proposed by Karaboga in 2005, artificial bee colony algorithm divides individuals into three groupsemployed bees, onlooker bees, and scouts. Each type of bees shares the same purpose of locating the food source with maximum nectar. In the searching process, employed bees take charge of making rough search in the search space, and onlooker bees hold the task of making fine tuning around the superior food sources. For the scouts, they work for jumping out of local optima and maintaining the algorithm's exploration ability. To be more specific, this paper explains them one by one.
Food sources
Let NP denote the population size, then the number of food source is calculated as NP/2 . At the beginning of artificial bee colony algorithm, these NP/2 food sources are initialized randomly, as shown in Eq. (1):
where i denotes the ith food source, and j presents the jth dimension, i = 1, 2, ..., NP/2 , j = 1, 2, ..., D.Lower and Upper represent the minimum and maximum bounds of the search space, respectively. rand(0, 1) randomly generates a real value within the range of (0,1).
Employed bees
The number of Employed bees is equal to that of the food source, and it takes up half of the colony. For each employed bee, it updates food source's position by using Eq. (2): (2) where r = i, and r is a randomly selected integer within the range of (1, NP/2), rand(−1, 1)randomly generates a real value within the range of (−1, 1) .
After a new vector trial i being generated, a greedy selection mechanism is applied between trial i and Food i , and then the corresponding object value f i and fitness value is computed. f i can be calculated by the optimization problem (if it is a minimum problem), and F i can be calculated by Eq. (3):
Onlooker bees
When all the employed bees finish their works, onlookers start their work. They calculates each food source's selection probability by Eq. (4): Then the roulette wheel selection mechanism is used to help onlookers to select a food source and make exploitation around its neighbor region. In this part, the search equation is the same as Eq. (2).
Scouts
When a food source cannot be improved for a successive number of generation, it will be abandoned and be randomly initialized by a scouts in the search space.
Artificial bee colony with intellective search and special division
In the traditional artificial bee colony, both employed bees and onlooker bees update their corresponding food source by learning from a randomly selected neighbor. Besides, the greedy selection strategy makes all the food sources' position get more and more optimal, which drops out much search experience. In the proposed ABCIS algorithm, food sources' positions are updated at each generation, and they are updated by two elite positions with better fitness value. In mathematical expression, it can be presented as:
where Alpha is the food source's position with best fitness value. In the proposed ABCIS algorithm, since the food sources are updated at each iteration, the best position found so far in history needed to be recorded and used to guide other bees' search. Under this circumstance, this paper learns from the PSO algorithm and records each food source's personal best position as pbest. When considering the selection of Beta, we firstly randomly select a food source r (r = i) from the colony, then compare the corresponding pbest r and pbest i , and the better vector (with better fitness value) is assigned to Beta. Thus the search strategy illustrated in Eq. (5) is guided by two elite vectors, which will accelerate the convergence speed. n1 and n2 are two integers, they can be 0 or 1, they are selected randomly and independently. SR is the success rate. At the beginning of the search state, SR is larger and then the step size is larger, which will help the swarm to execute global search and open up extensive unknown regions. At the later state of optimization, the SR will be small and it helps bees to make fine tuning around the potential global optimum, which will enhance the solution accuracy. For the parameters c 1 and c 2 , they are generated by:
where rand means uniform random generator, and c 1 and c 2 are generated independently. Besides, by using Eq. (6) to generate these two parameters, there may be some undesired values. To investigate this characteristic, we adopt the Monte Carlo method [31] [32] [33] . In this experiment, the generator rand•rand rand is used to generate random values, and each trial are repeated for 10,000 times. That is to say, 10 000 numbers are generated. Then, their density distribution is plot, as shown in Fig. 1 .
As Fig. 1 indicates, values may exceed 1000, which may not be desired in the searching process. Thus, this paper truncates them into the range of [ 0, 2] (when the generated value is out of that range, it will be deleted and regenerated) ( Fig. 2 ). Figure 2 shows the density distribution of the 10,000 randomly generated values. Of these numbers, More than 85% of 1000 numbers are within the range of [ 0, 1], which is the same to the range of rand, and there are also numbers larger than 1. Figure 2 shows that individuals could learn more from the selected elite vectors rather than itself. The settings of [ 0, 2] and the effectiveness will be discussed in Section 2 by numerical experiments.
In Eq. (5), all the dimensions are updated simultaneously at each generation. By using Eq. (5) to generate new positions, employed bees and onlooker bees will be more intellective. We further consider the case when the current food source is the global best position, then both Alpha and Beta vectors equals to Food i itself. Then, Eq. (5) can be rewrote as:
In this case, Food i will lose the ability of learning from others. Thus, a special division for the best food source should be assigned. Then, Eq. (5) cannot generate new positions, which will cause evaluation's waste. Thus, a new division for the best food source should be assigned. In ABCIS algorithm, it uses the following equation to update the best food source's position:
where Food m is a randomly selected food source and it is different from Food i . Similar to n 1 and n 2 in Eq. (5), n 3 is also a integer number selected from the collection of {0, 1} . And similar to c 1 and c 2 , c 3 is also generated by rand•rand rand . In Eq. (8), only one dimension which is randomly selected is updated at each iteration, which is similar to that in the traditional artificial bee colony. And Eq. (8) applies the greedy selection strategy, which aims at enhancing the global search ability. For employed bees, they search for each food source and decide if it is the global best food source. If it is not the best food source, they will randomly select a neighbor r of the current food source i and decide if pbest r is better than pbest i . For Onlooker bees, they use the roulette wheel selection mechanism to select a food source to exploit. The main pseudo code of ABCIS algorithm is presented in Algorithm 1.
Experimental results and discussions
To investigate the proposed ABCIS algorithm's effectiveness, integral and comprehensive experiments are conducted in this subsection. In Section 2, 14 classical benchmark functions, functioning as the evaluation criterion, are listed and introduced. Section 2 conducts comparison experiments for ABCIS and other state-of-the-art algo- If this is not the global best food source: 7: Set Alpha as the best food source; 8: Randomly select a neighbor r of the current food source i ; 9: If pbest r is better than pbest i : 10: Beta = pbest r ; 11:
Otherwise: 12 :
Calculate c 1 and c 2 using Eqs. (6) and (7); 14: For all the dimensions: 15: Using Eq. (5) to generate new position; 16: If the new generated position is better than the previous one: 17: succ=succ+1;
18:
Else 19: Select a neighbor m of the current food source; 20: Select one dimension in the total dimension; 21: Using Eq. (8) to generate a new trial vector; 22: If the trial vector is better than the current one: 23: succ=succ+1 24: update the food position 25: Onlooker bees: 26: For each onlooker bee: 27: Using the roulette wheel selection mechanism to select a food source to exploit; 28: If this is not the global best food source: 29: Set Alpha as the best food source; 30: Randomly select a neighbor r of the current food source i ; 31: If pbest r is better than pbest i : 32: Beta = pbest r ; 33: Otherwise: 34 : Beta = pbest i ; 35: Calculate c 1 and c 2 using Eqs. (6) and (7); 36: For all the dimensions: 37: Using Eq. (5) to generate new position; 38: If the new generated position is better than the previous one: 39: If the trial vector is better than the current one: 
Benchmarks' illustration
To testify the proposed algorithm's efficacy, this paper adopts fourteen classical benchmark functions which are widely used in literature [34] [35] [36] . Their detailed information, including mathematical expression, search range, and optimal value, is provided in Table 1 . All of these benchmarks' optimal value is zero. Among them, the first nine benchmark functions are unimodal, which means there is only one local minimum point and it is also the global minimum point,and the last five functions are multimodal functions whose local optimal positions are numerous and the global optimal position is difficult to access. CEC2015 learning-based real-parameter single objective optimization problems are employed to further verify the proposed algorithm's performance.
Comparison experiments with other state-of-the-art algorithms
In this subsection, this paper conducts experiments for the purpose of demonstrating the proposed ABCIS's competitiveness among other evolutionary algorithms. In this comparison, the traditional particle swarm optimization, differential evolution algorithm, artificial bee colony and five ABC variants, including GABC [21] , qABC [22] , OCABC [23] , ABCVSS [28] , and ABCM [29] , are adopted. In this comparison, the population size is set to 40 and all the algorithms are repeated for 50 trails in order to be justice. Experiments are conducted on 10, 30, and 50 dimensions, with the corresponding maximum iteration setting as 1000, 3000, and 5000. For the maximum function evaluation number, it is set as the product of population size and maximum iteration number. When the maximum function evaluation number is achieved, the algorithm stops iteration, and after 50 trials, their final average fitness value (the first row) and standard deviation (the second row) results on these 14 benchmarks are recorded, as presented in Tables 2, 3 , 4, and 5, corresponding to 10, 30, and 50 dimensions. Besides, the Wilcoxon rank-sum test [37] [38] [39] is also conducted to demonstrate the statistical effectiveness. In this measurement, the significant value is set to 5%. The result "=" means the proposed ABCIS algorithm attains results which are similar to the corresponding compared algorithm, "+" means the corresponding algorithm exhibits better performance than ABCIS and "-" means worse. This outcome is also provided in Tables 2, 3 , 4, and 5. Further, Figs. 3, 4 , and 5 also show the convergence curves of these nine evolutionary algorithm on some typical benchmarks.
From the results, it could be easily noticed that the proposed ABCIS algorithm exhibits best optimization perfor-mance almost on all the benchmarks and on all 10, 30, and 50 dimensions. It obtains the optimal value on several benchmarks, and achieves best accuracy on other problems. Most algorithms could find the global optima; thus, the convergence speed should be a criterion to evaluate an algorithm's performance. For the unimodal functions, the proposed ABCIS algorithm obtains the optimal value on several benchmarks and achieves best accuracy on other problems, which means that the two elite vectors' guiding could better perfect the convergence speed, which can also be verified in the convergence curves presented in Figs. 3, 4 , and 5. For the multimodal functions, the proposed ABCIS algorithm also achieves great results, which may contribute to the update strategy of global best food source. Further demonstration will be discussed in the following subsection.
Each component of ABCIS's effectiveness
In this subsection, we aim at verifying each component's effectiveness of the proposed ABCIS. Two components are considered: the first is of which the total dimensional update strategy and the second is the special division strategy. For the experimental settings, the population size is chosen as 40 and the test dimension is 10. Each trial is repeated for 50 times and the average fitness value (the first row) and standard deviation (the second row) are recorded. The maximum iteration number is set as 1000 and the corresponding maximum number of function evaluation is calculated as the product of population size and maximum iteration number.
Total dimensional update strategy
In the proposed ABCIS algorithm, food sources except the best one are updated on all the dimensions at each generation. To testify this component's effectiveness, this subsection designs another ABC algorithm named as ABCIS-sd (ABCIS with single dimension) to perform this comparison. Experimental results are stated in Table 5 , from which it could be observed that total dimensional update strategy could achieve much better solution accuracy on unimodal functions.
Special division strategy
In the previous subsection, we point out that the special division strategy does a great contribution to the multimodal functions' optimization, and this subsection aims at making demonstration. Thus, ABCIS-wd (ABCIS algorithm without division) is generated to function as the comparison algorithm. Experimental results are presented in Table 4 .
Regardless of the proposed search Eq. (5) for bees, there are two main differences between the proposed ABCIS and the standard ABC: one is the total dimensional update strategy for bees except for the best one and another is Table 1 Detailed information of fourteen benchmark functions the special division for the best one. Thus, this subsection demonstrates these two aspects' effectiveness first. With this purpose, two comparison algorithms, ABCISsd (ABCIS with single dimension) and ABCIS-wd (ABCIS without special division for the best bee) , are constructed. ABCIS-sd is a variant of ABCIS where bees update food sources only on one randomly selected dimension in both Eqs. (5) and (8), and ABCIS-wd is an ABCIS variant where all the bees using Eq. (5) as the update equation to find food sources.
Conclusion
In this paper, we studied the problem about the allocation of UAVs in UAV-aided wireless communications. We have used the artificial bee colony algorithm to search for the optimal UAV allocation scheme. To accelerate artificial bee colony's convergence speed and improve solution accuracy, we first propose an intellective search strategy for bees searching food sources and then introduce a special division for the global best food sources to compensate the intellective search strategy's draw-(2020) 2020:40 Page 13 of 17 Table 5 Effectiveness demonstration -total dimension update strategy backs. Experimental results demonstrate that this proposed ABCIS algorithm could achieve great improvements on both unimodal and multimodal functions, which improve its performance over UAV-aided wireless communications.
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