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Abstract. For a given quantum state ρ and two quantum operations Φ and Ψ, the information en-
coded in the quantum state ρ is quantified by its von Neumann entropy S(ρ). By the famous Choi-
Jamiołkowski isomorphism, the quantum operation Φ can be transformed into a bipartite state, the
von Neumann entropy Smap(Φ) of the bipartite state describes the decoherence induced by Φ. In this
Letter, we characterize not only the pairs (Φ, ρ) which satisfy S(Φ(ρ)) = S(ρ), but also the pairs (Φ,Ψ)
which satisfy Smap(Φ ◦ Ψ) = Smap(Ψ).
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1 Introduction
Von Neumann entropy and relative entropy are powerful tools in quantum information theory. Both
quantities have a monotonicity property under a certain class of quantum operations and the condition
of equality is an interesting and important subject. For example, an extremely important result was
obtained in the condition of equality for the celebrated strong subadditivity inequality for the von
Neumann entropy [1]. On the other hand, ones use the von Neumann entropy of quantum states to
quantify the information encoded in the quantum states, and the map entropy of quantum operations
to describe the decoherence induced by the quantum operations [2]. In this Letter, we study von
Neumann entropy-preserving quantum dynamical processes. In order to present our results, we need
the following notation.
For a given N-dimensional quantum-mechanical system which is represented by an N-dimensional
complex Hilbert space H , a state ρ on H is a positive semi-definite operator of trace one. If ρ =∑
k λk |uk〉〈uk | is its spectral decomposition, then the support supp(ρ) of ρ is defined by supp(ρ) =
span{|uk〉 : λk > 0}, and the generalized inverse ρ−1 of ρ is defined by ρ−1 =
∑
k:λk>0 λ
−1
k |uk〉〈uk |.
The von Neumann entropy S(ρ) of ρ is defined by S(ρ) = −Tr(ρ log2 ρ) which quantifies information
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encoded in the quantum state ρ. If σ is also a quantum state on H , then the relative entropy between
ρ and σ is defined by S(ρ||σ) = Tr(ρ(log2 ρ− log2 σ)) if supp(ρ) ⊆ supp(σ); S(ρ||σ) = +∞, otherwise
[3, 4].
Let L(H) be the set of all linear operators on H . If X, Y ∈ L(H), then 〈X, Y〉 = Tr(X†Y) defines
the Hilbert-Schmidt inner product on L(H). Let T(H) denote the set of all linear super-operators
from L(H) to itself. Λ ∈ T(H) is said to be a completely positive super-operator if for each k ∈ N,
Λ ⊗ 1Mk(C) : L(H) ⊗Mk(C) → L(H) ⊗Mk(C) is positive, where Mk(C) is the set of all k × k complex
matrices. It follows from the famous theorem of Choi [5] that every completely positive super-operator
Λ has a Kraus representation Λ = ∑ j AdM j , that is, for every X ∈ L(H), Λ(X) = ∑nj=1 M jXM†j , where
{M j}nj=1 ⊆ L(H), M†j is the adjoint operator of M j. It is clear that for the super-operator Λ, there is its
adjoint super-operator Λ† ∈ T(H) such that for A, B ∈ L(H), 〈Λ(A), B〉 = 〈A,Λ†(B)〉. Moreover, Λ
is a completely positive super-operator if and only if Λ† is also a completely positive super-operator.
A so-called quantum operation is just a trace non-increasing completely positive super-operator
Φ. If Φ is trace-preserving, then it is called stochastic; if Φ is stochastic and unit-preserving, then it is
called bi-stochastic.
Let {|i〉 : i = 1, . . . , N} be an orthonormal basis for H . Then |Ω〉 =
∑N
i=1 |ii〉 ∈ H ⊗H is a maximal
entangled state on H ⊗ H . The famous Choi-Jamiołkowski isomorphism J : T(H) −→ L(H ⊗ H)
transforms every Θ ∈ T(H) into an operator J(Θ) = (Θ ⊗ 1L(H))(|Ω〉〈Ω|) of L(H ⊗ H) [5]. If Θ is
completely positive, then J(Θ) is a positive semi-define operator, in particular, if Θ is stochastic, then
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N J(Θ) is a bipartite state on H ⊗H . For every stochastic quantum operation Φ, we refer to the von
Neumann entropy S( 1N J(Φ)) of the bipartite state 1N J(Φ) as the map entropy of Φ, and denote it by
Smap(Φ), it describes the decoherence induced by the quantum operation Φ [2].
In this Letter, for quantum states ρ and quantum operations Φ and Ψ, we characterize both the
pairs (Φ, ρ) which satisfy S(Φ(ρ)) = S(ρ) and the pairs (Φ,Ψ) which satisfy Smap(Φ ◦ Ψ) = Smap(Ψ).
Firstly, we need the following lemmas. For our purpose, Theorem 5.1 in [6] is modified into the
following form:
Lemma 1.1. ([6]) Let ρ and σ be two quantum states on H , Φ be a stochastic quantum operation. If
supp(ρ) ⊆ supp(σ), then
S(Φ(ρ)||Φ(σ)) = S(ρ||σ)
if and only if Φ†σ ◦ Φ(ρ) = ρ, where Φ†σ = Adσ1/2 ◦Φ† ◦ AdΦ(σ)−1/2 .
Lemma 1.2. ([7]) Let ρ and σ be two quantum states on H , Φ be a stochastic quantum operation.
Then
S(Φ(ρ)||Φ(σ)) 6 S(ρ||σ).
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2 The Main Results and Proofs
In general, we do not know whether a quantum operation will increase or decrease the von Neumann
entropy. However, if it is bi-stochastic, then it does not decrease the entropy. That is, if Φ is a bi-
stochastic quantum operation, then S(Φ(ρ)) > S(ρ) for any quantum state ρ. This follows immediately
from Lemma 1.2 by letting σ = 1N1H .
Our main results are:
Theorem 2.1. Let ρ be a quantum state on H , and Φ be a bi-stochastic quantum operation. Then the
following statements are equivalent:
(i) S(Φ(ρ)) = S(ρ).
(ii) Φ† ◦ Φ(ρ) = ρ.
(iii) The space H can be decomposed into:
H =
K⊕
k=1
HLk ⊗H
R
k .
The quantum state ρ can be decomposed into:
ρ =
K⊕
k=1
pkρLk ⊗
1
dRk
1HRk
,
where p = [p1, . . . , pK]T is a probability vector, that is, all components of p are non-negative
and their sum is one, dRk = dimH
R
k , ρ
L
k is a quantum state on H
L
k , k = 1, 2, . . . , K.
The bi-stochastic quantum operation Φ can be decomposed into:
Φ =
K⊕
k=1
Φk =
K⊕
k=1
AdUk ⊗ ΦRk ,
where Φk is the restriction of Φ to L(HLk ⊗ HRk ), Φk = AdUk ⊗ ΦRk , Uk ∈ L(HLk ) is a unitary op-
erator and ΦRk ∈ T(HRk ) is a bi-stochastic and completely positive super-operator, k = 1, . . . , K.
Proof. (i) ⇐⇒ (ii). Let σ = 1N1H in Lemma 1.1. Then supp(ρ) ⊆ supp(σ) and Φ†σ = Φ†. Note that Φ
satisfies the conditions in Lemma 1.1 and Φ
(
1
N1H
)
=
1
N1H , so
S
(
Φ(ρ) || 1
N
1H
)
= S
(
ρ ||
1
N
1H
)
if and only if Φ† ◦ Φ(ρ) = ρ, which implies that S(Φ(ρ)) = S(ρ) if and only if Φ† ◦Φ(ρ) = ρ.
(ii) =⇒ (iii). Let σ = 1N1H again. Since Φ is bi-stochastic, we have supp(σ) = supp(Φ(σ)) = H
and Φ†σ = Φ†. Denote
Fix(Φ† ◦Φ) = {X ∈ L(H) : Φ† ◦Φ(X) = X}.
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It follows from Lemma 3.11 in [6] that the space H has a decomposition
H =
K⊕
k=1
HLk ⊗H
R
k ,
such that
Fix(Φ† ◦Φ) = Fix(Φ†σ ◦ Φ) =
K⊕
k=1
L(HLk )+ ⊗ ωRk ,
and
Φ(XLk ⊗ ωRk ) = UkXLk U†k ⊗ ω˜Rk , XLk ∈ L(HLk ),
where Uk ∈ L(HLk ) is a unitary operator, ωRk and ω˜Rk are two invertible quantum states on HRk , L(HLk )+
is the set of all positive semi-definite operators in L(HLk ), k = 1, . . . , K.
Note that Φ is a bi-stochastic quantum operation, so there is a bi-stochastic quantum operation ΦRk
on L(HRk ) such that ΦRk (ωRk ) = ω˜Rk . It follows from 1H ∈ Fix(Φ† ◦ Φ) that ωRk = ω˜Rk = 1dRk 1HRk , where
dRk = dimH
R
k . The quantum state ρ ∈ Fix(Φ† ◦Φ) implies that
ρ =
K⊕
k=1
pkρLk ⊗
1
dRk
1HRk
,
where p = [p1, . . . , pK]T is a probability vector, ρLk is a quantum state on HLk , k = 1, 2, . . . , K, and the
decomposition of Φ is obtained immediately.
(iii) =⇒ (ii). Note that Φ† ◦ Φ = ⊕Kk=1 1L(HLk ) ⊗ (ΦRk )† ◦ ΦRk and ΦRk is bi-stochastic, we have
Φ
R
k (1HRk ) = 1HRk and (Φ
R
k )†(1HRk ) = 1HRk . Thus, Φ
† ◦ Φ(ρ) = ρ. 
Remark 2.2. We remark here that the completely positivity of Φ in Theorem 2.1 can be relaxed to be
2-positivity since Lemmas 1.1 and 1.2 hold in that case.
Theorem 2.3. Let Φ and Ψ be two quantum operations on H , Φ be bi-stochastic and Ψ be stochastic.
Then Smap(Φ ◦Ψ) = Smap(Ψ) if and only if Φ† ◦ Φ ◦ Ψ = Ψ.
Proof. It follows from Smap(Φ ◦ Ψ) = Smap(Ψ) that S(Φ ⊗ 1L(H)( 1N J(Ψ))) = S( 1N J(Ψ)). Then, by
Theorem 2.1, S(Φ ⊗ 1L(H)( 1N J(Ψ))) = S( 1N J(Ψ)) holds if and only if Φ† ◦ Φ ⊗ 1L(H)(J(Ψ)) = J(Ψ),
that is,
Φ
† ◦Φ ◦Ψ ⊗ 1L(H)(|Ω〉〈Ω|) = Ψ ⊗ 1L(H)(|Ω〉〈Ω|).
Note that J(Ψ) = ∑Ni, j=1Ψ(|i〉〈 j|) ⊗ |i〉〈 j|, so we have
N∑
i, j=1
Φ
† ◦Φ ◦Ψ(|i〉〈 j|) ⊗ |i〉〈 j| =
N∑
i, j=1
Ψ(|i〉〈 j|) ⊗ |i〉〈 j|,
which implies that Φ† ◦Φ ◦Ψ(|i〉〈 j|) = Ψ(|i〉〈 j|) for all i, j, this shows that Φ† ◦ Φ ◦Ψ = Ψ. 
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3 An Application
If p = [p1, . . . , pN]T ∈ RN and q = [q1, . . . , qN]T ∈ RN are two probability vectors, the Shannon
entropy of p and the relative entropy of p and q are defined by H(p) = −∑Ni=1 pi log2 pi and H(p||q) =∑
i pi(log2 pi − log2 qi), respectively, where 0 log2 0 = 0 [4, 8]).
Let B = [bi j] be an N ×N matrix, if bi j > 0, and
∑N
i=1 bi j = 1 for every j = 1, . . . , N, then B = [bi j]
is said to be stochastic; if B = [bi j] is stochastic and
∑N
j=1 bi j = 1 for every i = 1, . . . , N, then B is said
to be bi-stochastic. Let B be a bi-stochastic N × N matrix, p be an N-dimensional probability vector.
Then Bp is also an N-dimensional probability vector. In [9], A. Poritz and J. Poritz showed that B
preserves the Shannon entropy of p, that is, H(Bp) = H(p), if and only if BTBp = p.
Now, we apply Theorem 2.1 to prove the conclusion again. Firstly, we need the following notion:
LetΦ be a stochastic quantum operation and Φ =
∑
µ AdMµ be its Kraus representation. Define the
Kraus matrix B(Φ) of Φ by B(Φ) = ∑µ Mµ •Mµ, where • denotes the Shur product of matrices, that is,
the entrywise product of two matrices, and Mµ is the complex conjugate of Mµ. It is easy to show that
B(Φ) is a stochastic matrix if Φ is a stochastic quantum operation on H , and B(Φ) is a bi-stochastic
matrix if Φ is a bi-stochastic quantum operation on H . Moreover, B(Φ†) = B(Φ)T [10].
Lemma 3.1. Let {|i〉 : i = 1, . . . , N} be an orthonormal basis for H , Φ be a bi-stochastic quantum
operation, ρ be a quantum state on H , σ = Φ(ρ), p j = 〈 j|ρ| j〉, q j = 〈 j|σ| j〉, j = 1, . . . , N, p =
[p1, . . . , pN]T, q = [q1, . . . , qN]T, where all p j are the eigenvalues of ρ. Then p and q are two N-
dimensional probability vectors and q = B(Φ)p. Conversely, if p, q are two N-dimensional probability
vectors and T is a bi-stochastic N × N matrix such that q = T p, then there exists a bi-stochastic
quantum operation Φ on H such that T = B(Φ) and σ = Φ(ρ).
Proof. If Φ = ∑µ AdMµ is a Kraus representation of Φ, then
qi = 〈i|Φ(ρ)|i〉 =
∑
µ
〈i|MµρM†µ |i〉 =
∑
µ
N∑
j=1
〈i|Mµ| j〉〈 j|ρ| j〉〈 j|M†µ |i〉
=
N∑
j=1
∑
µ
〈i|Mµ| j〉〈i|Mµ| j〉p j =
N∑
j=1
〈i|B(Φ)| j〉p j.
That is q = B(Φ)p. Conversely, let T T = [ti j]. Then we can construct a stochastic quantum operation
ΦT on H such that T = B(ΦT ). In fact, ΦT (|i〉〈i|) = ∑ j ti j | j〉〈 j| defines a stochastic quantum operation,
and for ρ = ∑i pi|i〉〈i|, σ = ∑ j(T p) j| j〉〈 j|, they satisfy that
ΦT (ρ) =
∑
i
piΦT (|i〉〈i|) =
∑
i
pi
∑
j
ti j| j〉〈 j|
=
∑
j
(
∑
i
piti j)| j〉〈 j| =
∑
j
(T p) j| j〉〈 j| = σ.

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Corollary 3.2. Let p be an N-dimensional probability vector and B be an N ×N bi-stochastic matrix.
Then H(Bp) = H(p) if and only if BTBp = p.
Proof. ⇐= is clear.
=⇒. Let p = [p1, . . . , pN]T, q = Bp = [q1, . . . , qN]T, {|i〉 : i = 1, . . . , N} be an orthonormal basis
for H . Define
ρ =
N∑
j=1
p j| j〉〈 j|, σ =
N∑
j=1
q j| j〉〈 j|.
Since B is a bi-stochastic matrix, it follows from Lemma 3.1 that there exists a bi-stochastic quantum
operation on H such that σ = Φ(ρ), B = B(Φ). That S(Φ(ρ)) = H(Bp) and S(ρ) = H(p) is clear. Note
that H(Bp) = H(p) implies that S(Φ(ρ)) = S(ρ). By Theorem 2.1 that S(Φ(ρ)) = S(ρ) if and only if
Φ
† ◦ Φ(ρ) = ρ, combining this fact with σ = Φ(ρ), we have Φ†(σ) = ρ. It follows from Lemma 3.1
again that q = B(Φ)p, p = B(Φ†)q = B(Φ)Tq. This shows that p = B(Φ)TB(Φ)p, that is, p = BTBp
since B = B(Φ). 
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