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We consider a nonlinear filtering problem for a state process X in a Hilbert space H,
given a finite dimensional observation process Y. We look for solutions of the
corresponding filtering equations, having densities with respect to a Gaussian
reference measure in H. We derive the equations for the conditional densities
and prove that they have solutions. We can allow correlated noise in the state
and observation equations, provided additional assumptions hold.  1997 Academic
Press
1. INTRODUCTION
Let (0, F, P) be a probability space and (X(t), Y(t)), t0, a stochastic
process with values in H_Rd, where H is a Hilbert space, d1. One of the
prime tasks of the theory of stochastic processes is to give a detailed
description of the process of the conditional distributions ?t , t0, of the
random variables X(t), t0, given the _-fields Yt=_[Y(s), st], t0,
generated by the process Y up to time t0. It is of great interest to
formulate conditions under which the conditional distributions ?t , t0 are
in fact absolutely continuous with respect to a given reference measure + on
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H and to find a stochastic equation characterizing the process pt=d?t d+,
t0 of the conditional densities. These questions have been intensively
studied in the important case of X being a Markov process on a finite
dimensional Hilbert space H and the process Y satisfying the following
equation
dY=G(X ) dt+C dW(t), Y(0)=0.
In the equation, G denotes a mapping from H into Rd, W(t), t0, is a
Wiener process on a Hilbert space U and C is a linear continuous mapping
from U into Rd. The corresponding equation for the process pt=d?t d+,
where + is Lebesgue measure on H, is the so called non-linear filtering
equation for densities [18] and [20]. In 1969, Zakai introduced in [26]
the process of unnormalized conditional distributions _t , t0 and showed
that it satisfies a linear stochastic equation, called Zakai’s equation,
whereas the process ?t , t0, satisfies a non-linear equation. The connec-
tion between the processes (?t) and (_t) is given by the formula
?t(,)=
_t(,)
_t(1)
, t0 (1.1)
for arbitrary bounded and Borel function , : H  R1. Here &(,) denotes the
integral of the function , with respect to the measure &. It is therefore clear
that if the unnormalized conditional distributions _t are absolutely con-
tinuous with respect to a measure + then the same is true for the measure
?t and
pt=#t qt , t0
where
qt=
d_t
d+
and #t=_t(1)&1, t0.
The equation for (qt) is called Zakai’s equation for densities. Only equations
for densities can be handled numerically.
The present paper is devoted to Zakai’s equation when the process X
evolves on an infinite dimensional separable Hilbert space H. Our main
aim is to find conditions under which Zakai’s equation has a density valued
solution qt , t0 where, as the reference measure +, a properly chosen
Gaussian measure on H is taken. The exact form of the Zakai equation for
the densities will be given as well. Corresponding results for the nonlinear
filtering equations are then immediate corollaries. We do not discuss the
problem of uniqueness of the solution of the Zakai’s equation. Some results
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in this direction can be found in [2, 5]. The main tools used in the paper
are recent results on infinite dimensional stochastic analysis developed in
papers [8] and [12]. Integration by parts with respect to the Gaussian
measure + plays a basic role. A preliminary version of some of the results
has appeared in preprint [2] and in [25]. The present paper is an
improvement of the results from [1] and classical results on stochastic
evolution equations due to E. Pardoux [18] and B. L. Rozovskii [20], see
also [9]. Our main theorems are Theorem 3.2, Theorem 4.13 and
Theorem 4.14. Applicability of the theorems is illustrated by the filtering
problem for the nonlinear stochastic heat equation of Example 4.16 and
Example 4.17 related to the OrnsteinUhlenbeck process of the Malliavin
calculus. Some applications to control theory were discussed in [3].
The filtering problem for infinite dimensional processes X is an object of
vast literature, see [7] for earlier references, starting from 1970 and 1971
papers [13] by H. J. Kushner and [4] by A. Bensoussan. In all of them
the process X was assumed to be Gaussian and a solution of a linear
stochastic equation. The main preoccupation of those papers was the
derivation of the so-called KalmanBucy equation for the conditional
mean and of the operator Riccati equation for the conditional covariance.
The problem of absolute continuity of the conditional distribution has not
been addressed in these papers.
The paper is organized as follows. Preliminary results on stochastic
equations and on Zakai’s equation are given in Section 2. Section 3 deals
with the so-called ‘‘uncorrelated noise’’ case. The main result here is
Theorem 3.2 Section 4 is devoted to the ‘‘correlated noise.’’
2. FILTERING EQUATIONS
2.1. Stochastic Evolution Equations
In this section we recall basic concepts and results on stochastic evolution
equations needed to describe the unobserved process X as well as to treat
the filtering equations.
Let H and U be separable Hilbert spaces, (0, F, P) a fixed probability
space and (Ft) a filtration satisfying the usual conditions. Let W(t), t0,
be a cylindrical Wiener process on U adapted to (Ft) with increments
W(t)&W(s) independent of Fs , ts. We will recall first basic results on
stochastic equations of the form
{dZ=(KZ+M(Z)) dt+B(Z) dW(t), t0,Z(0)=! (2.1)
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where K is the infinitesimal generator of a C0-semigroup (Pt) on H,
M: H  H and B: V  L(U, H) are nonlinear mappings. Here VH is
a subspace of H and L(U, H) denotes the space of all bounded linear
operators from U into H. The random variable ! is assumed to be
F0-measurable. Let L2(U, H) be the space of HilbertSchmidt operators
from U into H with the HilbertSchmidt norm.
An Ft -adapted, H-valued process Z(t), t0, is called a weak solution of
(2.1) if
(i) for almost all t0, Z(t) # V, P&a.s.
(ii) for all h # D(K*), t0, P&a.s.
(Z(t), h)H =(!, h)H+|
t
0
(Z(s), K*h)H ds+|
t
0
(h, M(Z(s)))H ds
+|
t
0
(h, B(Z(s)) dW(s))H . (2.2)
It is implicitly assumed in (ii) that all the integrals, including the stochastic
one, are well defined, see [9]. It is enough to check that (ii) holds for all
h in a subset of D(K*), which is dense in the graph norm.
We will need two results about the equation (2.1). In Theorem 2.1 below,
the operators M and B can be nonlinear, but are regular and defined
everywhere. For the proof the reader can consult e.g. [9], (Theorem 7.6
and Proposition 6.3).
Theorem 2.1. Assume that V=H and that M and B are Lipschitz
continuous as mappings respectively from H into H and from H into
L2(U, H). Then the equation (2.1) has a unique weak solution for arbitrary
F0 -measurable random variable !.
The second result concerns equation (2.1) with operators B defined on
a subspace V/H. To guarantee the existence of a unique solution in this
case one has to impose additional conditions on K and B. In particular
we will assume that B is a linear operator.
Assume that V is a Hilbert space densely and continuously imbedded in
H. Let a( } , } ) be a continuous bilinear function on V_V satisfying the
following coercivity condition: there exist :>0, | # R1 such that
a(v, v)+: &v&2V | &v&
2
H , v # V. (2.3)
If the condition (2.3) is satisfied define D(K) as the set of all v # V such
that the functional w  a(v, w) has a continuous extension to the whole H.
By the Riesz theorem for all v # D(K) there exists a unique element of H,
denotes as Kv, such that
a(v, w)=(Kv, w)H , w # V.
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The operator K is linear and generates a C0-semigroup (which is analytic).
We say that the operator K is determined by the form a.
Let B : V  L2(U, H) be a linear, continuous operator. If there exist
’ # (0, 1), \ # R such that
1
2 &B(v)&
2
L2(U, H)+’a(v, v)\ &v&
2
H , v # V, (2.4)
then one says that B satisfies a superparabolicity condition. The following
result is due to E. Pardoux [17] (see also [9], Theorem 6.24).
Theorem 2.2. Assume that the operators K and B satisfy respectively
coercivity and superparabolicity conditions and M=0. Then there exists a
unique weak solution Z of (2.1). Moreover the solution Z is H-continuous
and for all T>0
E \|
T
0
&Z(t)&2V dt+<,
where E denotes the expectation with respect to P.
2.2. State and Observation Equations for X and Y
As in the previous subsection, H and U are real separable Hilbert spaces
and W(t), t0, is a cylindrical Wiener process on U. We will assume that
the (unobserved) process X satisfies the following Ito’s equation
{dX=(AX+F(X )) dt+B dW(t), t0,X(0)=X0 # H (2.5)
where
Hypothesis 1. The operator A generates a C0-semigroup S(t), t0,
such that for some M>0 and |>0, &S(t)&Me&|t, t0.
Hypothesis 2. The operators
Qt=|
t
0
S(s) QS(s)* ds, t0,
with Q=BB*, are trace class.
Hypothesis 3. The mapping F : H  H is Lipschitz continuous.
It is an immediate corollary of Theorem 2.1 that for arbitraryF0-measurable
random variable X0 the equation (2.5) has a unique weak solution.
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As far as the (observation) process Y is concerned we will require (see
the introduction) that
Y(t)=|
t
0
G(X(s)) ds+CW(t), t0, (2.6)
where C : U  Rd is a linear operator. More specifically we will impose the
following assumptions:
Hypothesis 4. G is a bounded continuous mapping.
Hypothesis 5. C : U  Rd is a surjective continuous linear operator.
Hypothesis 6. The operator
Q=|

0
etAQetA* dt
is nuclear.
And as our basic reference measure + we take the Gaussian measure with
mean zero and covariance operator Q :
+=N(0, Q). (2.7)
Note that the measure + is the unique invariant measure for the solution
of (2.5) with F=0.
2.3. Filtering Equations
It is not difficult to see that if the Hypotheses 15 hold then the processes
X and Y satisfy the following system of equations:
{dX=(AX+F(X )) dt+R
12
1 dW1(t)+B1 dW2(t),
X(0)=X0 # H,
(2.8)
{dY=G(X ) dt+R
12
2 dW2(t),
Y(0)=0.
(2.9)
In equations (2.8)(2.9) cylindrical Wiener processes W1 and W2 , on H
and Rd respectively, are independent, the operators R1 and R2 are non-
negative and self-adjoint, and R2 is invertible. Moreover the following
obvious relations hold
Q=BB*=R1+B1B1* , (2.10)
CC*=R2 . (2.11)
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To formulate the filtering equations associated to (2.8)(2.9) we have to
find a formula for the (pre)-generator A0 of the transition semigroup (Pt)
corresponding to (2.8).
Let K be another real separable Hilbert space. Denote by UC kb(H, K),
k=0, 1, ... the linear space of all mappings , from H into K which are
bounded and uniformly continuous with all the Fre chet derivatives ,, ,x ,
,xx , ... up to order k. If , # UC 0b(H, R
1) is such that the function
x  ,(Ax), x # D(A),
has a continuous extension to all of H, then the extension, which is unique,
will be denoted by ,A . Let
D0=[, # UC 2b(H, R
1) : ,A # UC 2b(H, R
1),
,xx , and (,A)xx # UC 0b(H, L1(H, H))] (2.12)
where L1(H, H) denotes the space of all nuclear operators from H into H
with the nuclear norm. It is clear that if , # D0 then A*,x( } ) is a uniformly
continuous bounded function. By Ito’s formula, for , # D0 , t0,
d,(X(t))=L0,(X(t)) dt+(,x(X(t)), B dW(t))
=L0,(X(t)) dt+(,x(X(t)), R121 dW1(t)+B1 dW2(t)) (2.13)
where
L0,(x)=A0,(x)+F0,(x),
A0,(x)= 12 Tr[Q,xx(x)]+(x, A*,x(x)) , (2.14)
F0,(x)=(F(x), ,x(x)) , x # H, , # D0 .
Define ?t(,)=E(,(X(t)) | Yt), t0, where Yt=_(Y(s) : st), t0. Taking
into account (2.13) and proceeding as in the finite dimensional case, see
[14], we obtain the following
Proposition 2.3. Under Hypotheses 15, for all , # D0 , t0 one has
d?t(,)=?t(L0,) dt+(?t(,G)&?t(,) ?(G), R&122 dV (t)) Rd
+(?t(B1*,x), R&122 dV (t)) Rd , (2.15)
?0(,)=|
H
,(x) &(dx),
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& being the law of X0 , where the process
V (t)=R&122 Y(t)&|
t
0
R&122 ?s(G) ds, t0,
is a standard d-dimensional Wiener process adapted to (Yt), t0.
Equation (2.15) is the basic equation of nonlinear filtering, see [11].
We say that a (signed) measure-valued (Yt)-adapted process (_t) satisfies
Zakai ’s equation if for all , # D0 , t0, one has
d_t(,)=_t(L0,) dt+(_t(,G), R&12 dY(t)) Rd
+(_t(B1*,x), R&122 dY(t)) Rd , (2.16)
_0(,)=|
H
,(x) &(dx),
& being the law of X0 .
The importance of Zakai’s equation follows from the following proposition
whose proof is based on a standard use of Ito’s formula.
Proposition 2.4. If a process (_t) satisfies Zakai ’s equation and
_t(1)>0, t0, then for the process (?t), t0, defined by the formula
?t=
1
_t(1)
_t , t0, (2.17)
and all , # D0 , equation (2.15) holds.
Proposition 2.4 says that any solution of Zakai’s equation determines a
solution of the non-linear filtering equation.
The following lemma is a standard consequence of Girsanov’s lemma:
Lemma 2.5. For arbitrary T>0,
V(t)=R&122 Y(t), t # [0, T],
is a standard d-dimensional Wiener process in the probability space
(0, YT , P ) where
dP
dP
=exp \&|
T
0
(R&122 ?t(G), dV (t)) Rd &
1
2 |
T
0
|R&122 ?t(G)|
2 dt+ .
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Therefore we will assume, when dealing with Zakai’s equation, that it is
of the form
d_t(,)=_t(L0 ,) dt+(_t(,G), R&122 dV(t)) Rd
+(_t(B1*,x), dV(t)) Rd , (2.18)
where V is a d-dimensional Wiener process.
Our main aim is to show that under appropriate conditions there exists
a (Yt)-adapted process qt , t0, with values in H=L2(H, +) such that the
process _t , t0, defined as
_t(dx)=qt(x) +(dx), t0, (2.19)
is a solution of (2.18). The measure + is given by (2.7). We introduce
Hypothesis 7. The law & of X0 is absolutely continuous with respect to
+ and
q0=
d&
d+
# L2(H, +).
We are interested also in finding conditions under which the densities (qt),
t0, are more regular and belong to properly defined Sobolev spaces. To
achieve our objectives we will find a stochastic equation for (qt) of the form
(2.1) with M=0 and determine conditions under which the process given
by (2.19) solves Zakai’s equation and moreover the equation for (qt) has
a regular solution.
3. THE UNCORRELATED CASE: B1=0
In this section we assume that Hypotheses 17 are satisfied and the state
and observation equations are of the form
{dX=(AX+F(X )) dt+R
12
1 dW1(t),
X(0)=X0 # H,
(3.1)
{dY=G(X ) dt+R
12
2 dW2(t),
Y(0)=0.
(3.2)
Our aim is to prove Theorem 3.2. For this we need the following
Proposition 3.1. Assume that Hypotheses 17 hold and B1=0. If the
operator L0 given by (2.14) has an extension to the infinitesimal generator L
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of a C0 -semigroup on H=L2(H, +), then Zakai ’s equation has a solution of
the form (2.19) and the process of densities (qt) is the unique weak solution
of the equation
{dq=L*q dt+(Gq, R
&1
2 dY(t)) Rd , t0,
q0=d&d+.
(3.3)
Proof. By Lemma 2.5 one can assume that the process V(t)=R&122 Y(t),
t0, is a d-dimensional Wiener process adapted to (Yt). Since the operator
K=L* is the infinitesimal generator of a C0-semigroup (Pt*) and the
operator B:
(B(q) u)(x)=(G(x) q(x), R&122 u) Rd , x # H, u # R
d,
is linear and continuous from H into L2(Rd, H), the assumptions of
Theorem 2.1 are satisfied with M=0. Consequently the equation (3.3) has
a unique (Yt)-adapted solution qt , t0. By the very definition, for every
h # D(L**),
(qt , h)H =(q0 , h)H +|
t
0
(qs , L**h)H ds
+|
t
0
((hG, qs)H , R&12 dY(s)) Rd .
Taking into account that L**=L, D0 /D(L**)=D(L) and that
_t(dx)=qt(x) +(dx), one has, for h # D0 ,
(qt , h)H =_t(h), (qt , L**h)H =_t(L0h),
((h, Gqt)H , R&122 u) Rd=(_t(Gh), R
&12
2 u) Rd .
This proves the result. K
Theorem 3.2. Assume that the Hypotheses 17 hold and either
(i) F=0
or
(ii) F is a bounded mapping from H into H and for arbitrary T>0
|
T
0
&Q&12t S(t)& dt<. (3.4)
Then the Zakai equation and the nonlinear filtering equation corresponding
to (3.1) and (3.2) have a weak solution of the form (2.19) with the density
process (qt), t0, taking values in H=L2(H, +).
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Remark 3.3. Q&12t denotes the pseudoinverse of Q
12
t . In the condition
(3.4) we implicitly suppose that Image S(t)/Image Q12t . (3.4) holds in
case Q=I.
Proof. Taking into account Proposition 3.1 it is enough to show that
the operator L0 has an extension to the infinitesimal generator of a
C0 -semigroup. If F=0 this can be done in the same way as in [8],
although our definition of D0 is slightly different from that in [8]. Denote
by (Rt), t0, the transition semigroup corresponding to the solution X of
(3.1) with F=0, acting on UCb(H, R1). One checks first that D0 is
invariant with respect to (Rt). Since the measure + is invariant for (Rt) one
can show (see [24] or [9]) that (Rt) has a unique extension to a C0-semi-
group on L2(H, +). The generator A of that extended semigroup can be
identified with the required extension of A0 . The case of general F can be
treated exactly in the same way as in [8] using a perturbation technique. K
A more explicit description of the operator L* can be found in [8]
under additional assumptions. It would be interesting to have a similar
description in general.
The results of this section can be applied to the stochastic heat equation
studied in recent papers [10, 16, 19 and 22]. We consider only the Dirichlet
boundary conditions but periodic and mixed boundary conditions can be
treated in the same way. Systems of reaction diffusion equations are covered
in a similar manner.
Example 3.4. The stochastic heat equation is of the form
dX(t, !)=\
2X
!2
(t, !)+ f (X(t, !))+ dt+dW1(t, !), ! # (0, 1),{X(t, 0)=X(t, 1)=0, t>0,X(0, } )=X0( } ),
where W1(t), t>0, is a cylindrical Wiener process on H=L2(0, 1) and
f : R1  R1 is a bounded Lipschitz function. The domain of the generator
A=2!2 is given by D(A)=H 10(0, 1) & H
2(0, 1). Moreover the measure +
is Gaussian with the covariance operator Q=(&2A)&1. In fact the
measure + is the distribution on H of a Brownian bridge process ;(!),
! # [0, 1], with the correlation function given by the formula
E;(!) ;(’)={
1
2 !(1&’),
1
2 ’(1&!),
1’!0,
1!’0.
Let us assume that the observation equation is of the form
dY=G(X) dt+dW2 , Y(0)=0,
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where G is a bounded continuous function from H into Rd and W2 is a
d-dimensional Wiener process independent of W1 . Then all conditions of
Theorem 3.2 are satisfied and the corresponding Zakai and nonlinear filtering
equations have solutions with values in L2(H, +).
4. THE CORRELATED CASE
In this section we treat the general system (2.8)(2.9). We still look
for a solution of Zakai’s equation (2.16) of the form _t(dx)=qt(x) +(dx),
t0. We will find a stochastic equation for (qt) of the form (2.1), with
H=L2(H, +). This equation will be solved by an application of Theorem 2.2.
In the following we will write L2(+) instead of L2(H, +). A crucial role
in our treatment will be played by the Sobolev space V=W 1, 2Q (+) that we
are now going to define. First let us denote by FC b (H), see also [15], the
space defined as follows. Let [ek] be an orthonormal basis of H consisting
of eigenvectors of Q and let us denote by C b (R
m) the set of all functions
f : Rm  R which have continuous and bounded derivatives of all orders.
Then we say that , : H  R belongs to FC b (R
m) if there exist m # N,
f # C b (R
m) such that
,(x)= f ((x, e1) , ..., (x, em) ), x # H.
Definition 4.1. The Hilbert space V=W 1, 2Q (+) is the completion of
FC b (H) with respect to the norm
&,&2V =|
H
&Q12,x(x)&2 +(dx)+|
H
,(x)2 +(dx). (4.1)
Recall that Q=R1+B1 B1* (compare (2.10)). We will need the following
result.
Proposition 4.2. W 1, 2Q (+) can be identified as a subspace of L
2(+).
Proof. Notice that this is equivalent to the closability of the bilinear
form
|
H
(Q,x(x), x(x)) +(dx) ,,  # FC b (H). (4.2)
(see [15] for definition and additional information on closability). This
closability result is proved as in [6] Proposition 6.1 and Theorem 6.3. The
space V is then the domain of the closure of the form (4.2). K
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Remark 4.3. By Proposition 4.2 the imbedding V/L2(+) is dense and
continuous.
Theorems 4.4 and 4.9 below are of basic importance for the filtering
equation.
Theorem 4.4. Assume that Hypotheses 17 hold. Let, in addition, the
following conditions be satisfied
(i) Image Q/D(A) and there exists K>0 such that for every
x, y # H
|(x, AQy) |K |Q12x| |Q12y|, (4.3)
(ii) There exists C>0 such that for every x # H
|Q&12F(x)|C. (4.4)
Define, for ,,  # FC b (H),
G(,, )=|
H
[(,x(x), AQx(x)) +(F(x), ,x(x)) (x)] +(dx). (4.5)
Then the form G has a unique continuous extension on V, still denoted by
G. It satisfies the coercivity condition (2.3) and determines an extension of
the operator L0 . In addition, for every : # (0, 12), there exists C: # R such
that
&G(,, ,): &,&2V +C: &,&L2(+) , , # V. (4.6)
Remark 4.5. By Q&12 we denote the pseudoinverse of Q12. In the
condition (4.4) we implicitly suppose that Image F(x)/Image Q12.
In order to prove the theorem, we need two lemmas. Denote by (Rt),
t0 the transition semigroup corresponding to the solution X of (2.8) with
F=0, acting on UC 0b(H, R
1). Since the measure + is invariant for (Rt) one
can show (see [24] or [9]) that (Rt) has a unique extension to a C0-semi-
group on L2(+). Let us denote its generator by A.
Lemma 4.6. Consider the bilinear form
E(,, )=|
H
(,x(x), AQx(x)) +(dx) ,,  # FC b (H). (4.7)
Then, under the assumptions of Theorem 4.4, E has a unique continuous
extension, still denoted by E, to a coercive form on V and
D(A)/V, E(,, )=(A,, ) L2(+) , , # D(A),  # V. (4.8)
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In addition,
|E(,, )|K &,&V &&V , ,,  # V, (4.9)
&E(,, ,)= 12 &,&
2
V &
1
2&,&
2
L2(+) , , # V, (4.10)
where K is the constant in (4.3).
Remark that (4.9) follows from (4.3) for ,,  # FC b (H).
Proof. We refer to [12] Theorem 3.6, for a proof of this result (in view
of Proposition 4.2 above, Hypothesis 3.5 in [12] is unnecessary). Essen-
tially the same result is also proved in [6] in a different framework. K
Lemma 4.7. Under the assumptions of Theorem 4.4, there exists C>0
such that
} |H (F(x), ,x(x)) (x) +(dx) }C &,& V && V , ,,  # V, (4.11)
and for every =>0 there exists C=>0 such that
} |H (F(x), ,x(x)) ,(x) +(dx) }= &,&2V +C= &,&2L2(+) , , # V. (4.12)
Proof. It is enough to consider ,,  # FC b (H). Using (4.4)
} |H (F(x), ,x(x)) (x) +(dx) }
|
H
&Q &12F(x)& &Q12,x(x)& |(x)| +(dx)
C &,&V &&L2(+) .
This proves (4.11). Choosing =, we obtain, for every =>0,
} |H (F(x), ,x(x)) ,(x) +(dx) }= &,&2V +
C2
4=
&,&2L2(+) .
So (4.12) is proved. K
Proof of Theorem 4.4. The form G is well defined by Lemma 4.7. From
(4.11) and (4.9) it follows that
|G(,, )|C &,&V &&V , ,,  # V. (4.13)
Similarly, (4.6) follows from (4.12) and (4.10). Then it is well known
that G determines an infinitesimal generator L of a strongly continuous
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semigroup Pt in L2(+). The fact that L is an extension of L0 can be proved
as in [8]. K
To state and prove Theorem 4.9 we need to recall the following
preliminary facts on Gaussian measures.
Proposition 4.8. Assume H is a real separable Hilbert space and Q
is a self-adjoint, nonnegative trace class operator in H. Let P denote the
orthogonal projection in H onto the closure of Im Q12 . Let [ek] be a complete
orthonormal basis of H such that Q ek=*kek for some *k0 and let
+=N(0, Q). Then
(i) For every h # H the series
:

k=1, *k>0
(h, ek)(x, ek)
1
- *k
(4.14)
converges in L2(+). We will denote this by ((Q&12 x, h)). Then we have
|
H
((Q&12 x, h))
2 +(dx)=&Ph&2. (4.15)
and moreover if h # Im Q12 then
((Q&12 x, h)) =(x, Q
&12
 h) , +&a.e. x # H. (4.16)
(ii) For every h # Im Q12 , ,,  # FC

b (H) we have
|
H
(,x(x), h) (x) +(dx)
=&|
H
(x(x), h) ,(x) +(dx)
+|
H
,(x) (x) ((Q&12 x, Q
&12
 h)) +(dx). (4.17)
(iii) For every h # Im Q12 , k # H, , # FC

b (H)
|
H
(,x(x), h)(k, x) +(dx)
=&|
H
(k, h) ,(x) +(dx)
+|
H
,(x)(k, x)((Q&12 x, Q
&12
 h)) +(dx). (4.18)
194 AHMED, FUHRMAN, AND ZABCZYK
File: 580J 297016 . By:CV . Date:23:12:96 . Time:11:20 LOP8M. V8.0. Page 01:01
Codes: 2491 Signs: 1127 . Length: 45 pic 0 pts, 190 mm
(iv) For every h # Im Q12 , k # H, , # FC

b (H)
|
H
(,x(x), h)((Q&12 x, k)) +(dx)
=&|
H
(k, Q&12 h) ,(x) +(dx)
+|
H
,(x)((Q&12 x, k))((Q
&12
 x, Q
&12
 h)) +(dx). (4.19)
Proof. (i) and (ii) are proved for instance in [15], in the framework of
abstract Wiener spaces. To prove (iii), we take a sequence of functions
\n # C b (R) satisfying, for every n # N,
\n(!)=!, ! # [&n, n]; |\$n(!)|1, ! # R,
where \$n denotes the first derivative. Then we apply (4.17) to , and
n :=\n((k, } ) ) and we let n  . Since, by the dominated convergence
theorem, n  ( } , k) and ( (n)x , h)  (k, h) in L2(+), (4.18) follows. To
prove (iv) first remark that by (4.14) we have
((Q&12 x, k)) =((Q
&12
 x, Pk)) , +&a.e. x # H,
so that we can assume k # Im Q12 . Then we take a sequence [kn]/
Im Q12 such that &kn&k&  0. Applying (4.18) to n(x) :=(Q
&12
 kn , x)
and recalling (4.16) we have
|
H
(,x(x), h)((Q&12 x, kn)) +(dx)
=&|
H
(kn , Q&12 h) ,(x) +(dx)
+|
H
,(x)((Q&12 x, kn))((Q
&12
 x, Q
&12
 h)) +(dx). (4.20)
As n  , we have ((Q&12 ( } ), kn))  ((Q
&12
 ( } ), k)) in L
2(+), by (4.15),
so (4.19) follows. K
Theorem 4.9. In addition to the assumptions of Theorem 4.4, assume
that
Image B1/Image Q12 & Image R
12
1 . (4.21)
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Then the operator B : FC b (H)  L2(R
d, L2(+)) defined as
(B(q) } u)(x)=(G(x) q(x), u) Rd&(B1*qx(x), u) Rd
+((Q&12 B1u, Q
&12
 x)) q(x), q # FC

b (H), u # R
d,
(4.22)
has an extension to an operator from V to L2(Rd, L2(+)) satisfying
(B(q) } u, ,) L2(+)=((,, Gq) L2(+) , R&122 u) Rd
&((q, B1*,x) L2(+) , u) Rd q # V, , # D0 , u # Rd,
(4.23)
and there exists ’ # (0, 1), C>0 such that
&B(q)&2L2(Rd, L2(+))’ &q&
2
V +C &q&
2
L2(+) , q # V. (4.24)
Remark 4.10. The operator Q&12 B1 is well defined, by (4.21), as the
composition of B1 and the pseudo-inverse Q&12 . Recall that D0 was
defined in (2.12).
To prove Theorem 4.9 we first need a lemma.
Lemma 4.11. Under the assumptions of Theorem 4.9, the mapping
,  B1*,x , , # FC b (H), has an extension to a continuous mapping from V
to L2(+, Rd). Moreover there exists ’ # (0, 1) such that
|
H
&B1*,x(x)&2Rd +(dx)’ |
H
(Q,x(x), ,x(x)) +(dx)
’ &,&V , , # V. (4.25)
Proof. Since Image B1/Image R121 , it follows that there exists #>0
such that &B1*x&2Rd# &R
12
1 x&
2
Rd , x # H (see for instance [9], Appendix B).
Taking ’ # (0, 1), ’(1&’)&1# we have
(1&’)(B1B1*x, x)’ (R1x, x).
it follows that, for every , # FC b (H),
(1&’) |
H
(B1 B1*,x(x), ,x(x)) +(dx)
’ |
H
(R1,x(x), ,x(x)) +(dx)
which implies (4.25), since Q=R1+B1B1* . K
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Proof of Theorem 4.9. Write B=B1+B2 , where
(B1(q) } u)(x)=q(x)(R&122 G(x), u) Rd ,
(B2(q) } u)(x)=&(B1*qx(x), u) +q(x)((Q&12 x, Q
&12
 B1u)) .
Fixing an orthonormal basis f1 , ..., fd of Rd we have, for q # FC b (H),
&B1(q)&2L2(Rd, L2(+))= :
d
i=1
&q (R&122 G, fi) Rd &
2
L2(+)
&q&2L2(+) :
d
i=1
sup
x # H
|(R&122 G(x), fi) Rd |
2
&q&2L2(+) d &R&122 &2 sup
x # H
&G(x)&2Rd . (4.26)
Now we estimate the norm of B2 . Choosing fi as before and q # FC b (H),
&B2(q)&2L2(Rd, L2(+))
= :
d
i=1
&&(qx , B1 fi) +q ((Q&12 ( } ), Q
&12
 B1 fi))&
2
L2(+)
= :
d
i=1
|
H
((qx(x), B1 fi) 2+q(x)2 ((Q&12 x, Q
&12
 B1 fi))
2
&2q(x)(qx(x), B1 f1)((Q&12 x, Q
&12
 B1 fi)) ) +(dx) (4.27)
Now applying Proposition 4.8-(iv) to B1 fi # Image Q12 , Q
&12
 B1 fi # H,
q2 # FC b (H) we obtain
|
H
2q(x)(qx(x), B1 fi)((Q&12 x, Q
&12
 B1 fi)) +(dx)
=|
H
( (q2)x (x), B1 fi)((Q&12 x, Q
&12
 B1 fi)) +(dx)
=&|
H
q(x)2 (Q&12 B1 fi , Q
&12
 B1 fi) +(dx)
+|
H
q(x)2 ((Q&12 x, Q
&12
 B1 fi))
2 +(dx).
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So from (4.27) we obtain
&B2(q)&2L2(Rd, L2(+))
= :
d
i=1
|
H
((qx(x), B1 fi) 2+&Q&12 B1 fi&2 q(x)2) +(dx)
=|
H
&B1*qx(x)&2Rd +(dx)+&q&
2
L2(+) &Q
&12
 B1&
2
L2(Rd, H) (4.28)
So taking into account (4.26)
&B(q)&L2(Rd, L2(+))
\|H &B1*qx(x)&2Rd +(dx)+&q&2L2(+) &Q&12 B1 &L2(Rd, H)+
12
+&q&L2(+) - d &R&122 & sup
x # H
&G(x)& Rd , (4.29)
and in view of Lemma 4.11 there exists ’ # (0, 1) such that (4.24) holds for
some C>0 and every q # FC b (H). Now it is clear that B extends to
a linear bounded operator B : V  L2(Rd, L2(+)) and for the extension
(4.24) still holds for every q # V.
It remains to verify (4.23). For q, , # FC b (H) and u # R
d we have
|
H
( (B1(q) } u)(x), ,(x)) +(dx)
=|
H
q(x) ,(x)(R&122 G(x), u) Rd +(dx) (4.30)
|
H
( (B2(q) } u)(x), ,(x)) +(dx)
=|
H
q(x)( &B1*,x(x), u) Rd +(dx) (4.31)
(4.30) is obvious, while (4.31) holds by Proposition (4.8)(ii). Addition
of (4.30) and (4.31) gives (4.23) for q, , # FC b (H). (4.23) then extends
by continuity to every q # V, , # FC b (H). Finally, by standard limiting
arguments, it still holds for q # V, , # D0 . K
For the proof of Theorem 4.13 below we also need the following
Proposition 4.12. Assume that Hypotheses 17 hold. If, in addition,
there exist
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(i) a Hilbert space V densely and continuously imbedded into
H=L2(+) and a continuous bilinear form on V_V satisfying (2.3) and
defining an extension L of the operator L0 ;
(ii) a continuous and linear operator B : V  L2(Rd, H) such that for
q # V, h # D0 , u # Rd,
(B(q) u, h)H =((h, Gq)H , R&122 u) Rd+((h, B1*qx)H , R
&12
2 u) Rd
and the condition (2.4) is satisfied.
Then Zakai’s equation has a solution of the form (qt) and the process
(2.19) is the unique weak solution of equation
{dq=L*q dt+(Bq, dY(t)) Rd , t0,q0=d&d+. (4.32)
Moreover, the solution q is H-continuous and for all T>0
E \|
T
0
&qt &2V dt+<.
The proof is analogous to that of Proposition 3.1, with the exception
that instead of Theorem 2.1 it is based on Theorem 2.2, and therefore it will
be omitted.
The main result of the present section is the following
Theorem 4.13. Assume Hypotheses 17, and assume that (4.3), (4.4),
(4.21) hold. Then Zakai ’s equation (2.16) has a solution of the form
_t(dx)=qt(x) +(dx), t0,
and the process q is the unique weak solution of equation
{dq+L*q dt+(Bq, dY(t)) Rd , t0,q0=d&d+, (4.33)
where L and B are defined in Theorems 4.4, 4.9 respectively. Moreover,
q is L2(+)-continuous and for all T>0
E \|
T
0
&qt &2W Q1, 2(+) dt+<. (4.34)
Proof. We can verify that Proposition 4.12 is applicable, with H=L2(+)
and V=W 1, 2Q (+) as in Definition 4.1. Considering again the form G defined
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in (4.5), all the assumptions required in Proposition 4.12 follow immediately
from Theorems 4.4 and 4.9, with the exception of superparabolicity condition
(2.4), which we now check. From (4.6) and (4.24) it follows that
1
2
&B(q)&2L2(Rd, L2(+))&
’
2:
G(,, ,)&
C:
:
&,&L2(+)+C &,&2L2(+) , , # V,
for every : # (0, 12) and suitable ’ # (0, 1), C>0, C: # R. Superparabolicity
then holds provided : is chosen to satisfy ’2:<1. K
As the first application of Theorem 4.13 we consider the filtering equation
for a system, important in applications, of the form
dX=(AX+F(X)) dt+dW1(t)+b dW2(t), (4.35)
dY=G(X) dt+dW2(t), t0,
X(0)=X0 # H, Y(0)=0, (4.36)
where
(i) W1 and W2 are independent cylindrical Wiener processes on H
and R1 respectively
and
(ii) The operator A is negative definite, b # H.
To insure existence of the solution to (4.35) we will assume that
(iii) A&1 is a nuclear operator.
Theorem 4.14. Assume that the mappings F and G are respectively
Lipschitz continuous and bounded continuous, and that (i)(iii) hold. If
b # D(&A)12 then Zakai ’s and filtering equations have L2(+)-continuous
solution satisfying (4.34).
Proof. Note that
Q=|

0
e2As ds+|

0
eAsbbeAs ds, Q= 12 (&A)&1+Q  , (4.37)
where
Q =|

0
eAsbbeAs ds.
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Lemma 4.15. If the operator A is negative definite then Image Q /
D(A) and
&AQ &&b&2.
Proof. Let &*n and en , n=1, 2, ... be respectively eigenvalues and
eigenvectors of the operator A forming a complete and orthonormal basis
in H. Then
"|

0
AeAsbbeAsx ds"
2
= :

n=1 |

0
AeAsb (b, eAsx) ds, en
2
= :

n=1
*2n } |

0
e&*ns(b, en)(b, eAsx) ds }
2
(sup
s0
|(b, eAsx) | 2) :

n=1
(b, en)2&b&4 &x&2,
and the lemma follows. K
By the lemma Image Q/D(A). Since Image Q=H therefore (4.3)
and (4.4) hold. Classical results on images of operators, see e.g. [9]
Appendix B2, and the identity (4.37) imply that
Image Q12 #Image(&A)&12=D(&A)12.
Consequently the condition (4.21) is satisfied as well because b #
D(&A)12. K
Example 4.16. Let us consider a generalization of the model from
Example 3.4 in which the state equation contains also the correlated noise:
dX(t, !)=\
2X
!2
(t, !)+ f (X(t, !))+ dt+dW1(t, !)+b(!) dW2(t)
X(t, 0)=X(t, 1)=0, t>0,
X(0, } )=X0( } ),
and b # L2(0, 1). It follows from the Theorem that if b # H 10(0, 1) then the
filtering equations have solutions with values in L2(H, +), where + is the
distribution of the Brownian bridge on C(0, 1).
For another illustration we consider the filtering problem where the
unobserved process is a nonlinear perturbation of the basic Ornstein
Uhlenbeck process of the Malliavin calculus, see [21, 23].
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Example 4.17. Consider the following stochastic equation
{dX(t, !)=(&
1
2X(t, !)+F(X(t))(!)) dt+Q
12 dW(t, !), ! # (0, 1),
X(0, } )=X0( } ),
(4.38)
where W(t), t0, is a cylindrical Wiener process and Q is the covariance
operator of a standard 1-dimensional Wiener process ;(!), ! # [0, 1]. Thus
Q is an integral operator on H=L2(0, 1) of the form
Q,(!)=|
1
0
(! 7 ’) ,(’) d’, ! # (0, 1), , # H.
The invariant measure + is identified with the distribution of ;( } ) on
L2(0, 1) (or on C(0, 1)) and Q=Q. Moreover the space Image Q12 can
be identified with H 10(0, 1), the space of all absolutely continuous functions
, : [0, 1]  R1 such that ,(0)=0 and ,! # L2(0, 1). As in [21, 23] we
will require that for x # H, F(x) # Image Q12. More precisely that
sup
x # H
&Q&12F(x)&<.
For simplicity we will assume that the observed process is one dimensional
and satisfying the equation
dY(t)=G(X) dt+dW2 , Y(0)=0,
on R1, where a real valued Wiener process is correlated with the process W.
Consequently the equation (4.38) can be written in the form
{dX(t)=(&
1
2X(t)+F(X(t))) dt+R
12
1 dW1+b dW2 ,
X(0)=X0 ,
(4.39)
where a nonnegative operator R1 # L(H, H) and a vector b # H are such
that
Q=R1+bb.
Moreover W1 is a cylindrical Wiener process independent of W2 . If, in
addition,
b # Image R121 ,
then all conditions of Theorem 4.13 are satisfied and the corresponding
Zakai and nonlinear filtering equations have solutions with values in
L2(H, +).
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