Abstract-In this paper, we consider the problem of uniform noise removal, which can be formulated as a minimization problem with L  norm based constraints. A numerical difficult arises due to the property of the non-differentiability of the L  norm. In this paper, we apply first-order primal dual approach to solve the problem of uniform noise removal. Numerical results are given to demonstrate the performance of the proposed method.
I. INTRODUCTION
In many applications such as signal processing, the observed date is generally corrupted by the uniform noise, which has an approximately uniform distribution. The noise may be caused by quantizing the signal to a number of discrete levels or by the round off error. The model of noise removal can be formulated as g = Hf + n , (1.1) where f is the original true data or noise-free data, H is a linear operator, n is the noise with uniforn distribution in the between the interval [ , ], g is the observed data. The aim of uniform noise removal is to estimate the original data f form the observed data g .
The simplest approach of performing the inverse transformation is not feasible. The linear operator may be singular and therefore it is not reversible even though the absence of noise. Moreover, due to the presence of the noise and ill-condition of linear operator H , a small perturbation in the estimated data. Regularization theory is often used to handle such ill-conditioned problems. When the noise in (1.1) is Gaussian white noise, the data f can be estimated by solving the following least square regularization minimization problem [1] Here 0   is called the regularization parameter and R is the regularization matrix. The first term in (1.2) is the data fitting term and the second term is the regularization term. Usually, R is the identity matrix, in which the original data is assumed to be not large, or R is the finite difference matrix, in which case the original data should not rapidly.
The minimization problem in (1.2) can be also derived by a Maximum a Posteriori (MAP) approach [11] . The data fitting term in (1.2) is derived by the assumption of Gaussian noise in the corrupted noise n . When the noise in the observed data follows the uniform distribution, this assumption is not hold. We can not use the 2 L norm since it will give a sub-optimal solution. In order to satisfy the assumption of uniform noise, we need to modify the 2 L norm in the data fitting term of (1.2) According to the convex optimization theorem, the L  norm based minimization problem in (1.3) can be rewritten
Here  is the positive parameter. It is well known that there exists a particular choose for the parameter  such that the solution of (1.4) is also the solution of (1.3). Compare with the parameter  in the constrained problem (1.3), the parameter  in the constrained problem of (1.4) is easy to be estimated. Therefore, we consider the solution of (1.4) in this paper.
Recently, alternating direction method of multipliers (ADMM) [12] and the primal-dual approach [10, 13] had been successively applied in the problem of Gaussian noise removal. However, to our best knowledge, there are few literatures to extend the ADMM or the primal-dual approach to deal with the problem of uniform noise removal. The main contribution in this paper is to apply the first order primal-dual approach to solve the problem of uniform noise removal in (1.4). We should highlight the major difference between (1.3) and (1.4) thought they are equivalent in mathematics. In general, the regularization  in (1.3) is chosen by trial and error, it is very difficult to tune. However, the parameter  in (1.4) is general given or can be estimated since the noise in the observed  follows the uniform distribution. Hence we don't need to tune the regularization parameter if we consider the minimization problem (1.4).
The outline of this paper is as follows. In Section 2, we will first introduce the first-order primal-dual model and then formulate the problem of uniform noise into the framework of
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the primal-dual approach. In Section 3, numerical results are given to demonstrate the performance of the proposed method. Final, we give a short conclusion in Section 4.
II. PRIMAL-DUAL MODEL

A. First-Order Primal-Dual Model
In [10] , Chambolle and Pock proposed a first order primal dual method to solve the following minimax problem: 
The parameter ,0 st are step sizes of the primal and dual steps respectively, and  is the combination parameter. The convergence can be guaranteed when appropriated step sizes were chosen. When the parameter 0 
. We note that ( , , ) Q u f y is convex in f and concave in y .
Hence, there exists a saddle point ( , , )
u f y of ( , , ) Q u f y [7] . Using the existence of the saddle point of ( , , ) Q u f y , convex analysis can be applied to show that the minimization and the maximum in (2.5) can be swapped, i.e., .8) respectively.
Seeking the saddle point of (2.5) is equivalent to solving systems (2.6), (2.7) and (2. arg min ( , , )
With constants ,0 st .We remark that our method is different from the primal-dual method proposed in [8] and [9] , where a gradient-descent method is employed to the primal and dual variables alternatively. Our method resembles in some way the dual method in [10] . Next, we discuss how to solve subproblems (2.9)-(2.11).
We consider the solution of (2.9) now. The problem (2.9)
can be written as To make y convergence, we should where R is the finite difference matrix.
Therefore, the resulting algorithm using the primal-dual model is summarized in Algorithm 1. 
III. NUMERICAL RESULTS
In this section, we illustrate the performance of the proposed algorithms(primal-dual method) and compare it with the Semi-smooth Newton method in [1] . The experiments were performed under Windows 7 and MATLAB R2007a.
The stopping criterion of all the methods is that the relative difference between the successive iterate of the number of iterations is larger than 100. We will give a one-dimensional example, the example of the noise image is added to uniform noise in the original image. A typical realization of noisy data is displayed in Figure 1a In this paper we applied primal-dual method to remove the uniform noise in the corrupted data. We have compared the proposed method with the semi-smooth Newton method and L2 norm based method. Numerical results were shown the efficient of the proposed method.
