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Many generalizations of the Robbins-Monro process have been proposed for the purpose of 
recursive estimation. In this paper it is shown that the recursive estimates can be represented as 
sums of possibly dependent random variables and can therefore be studied using limit theorems 
for sums. One application which is particularly studied is recursive M-estimators of location and 
scale for dependent strong mixing sequences. 
1. Introduction 
Let Y, , . . . , Y, be a sequence of random variables taking values in a sample space 
S with a joint distribution depending on a p-dimensional parameter 0. The observa- 
tions need not be independent or identically distributed. An M-estimator of 0 is a 
solution of the equation 
i hi(B, Yi)=O, (1.1) 
i=l 
where h,, . . . , h, are suitable functions from RP x S to R”. In the case of independent 
observations, M-estimators of the form (1.1) include the classical maximum likeli- 
hood estimators or, more precisely, solutions of the likelihood equations. In such 
applications, hi is the gradient of the log-density of Yi. Equation (1.1) also includes 
maximum likelihood estimation for a discrete-time Markov process, Wi, if Y, = 
( Wi, Wj_,). Then h, and h,, iz2, are the gradients, respectively, of the log-density 
of W,, and the log of conditional density of W, given Wi_,. In fact, because S is 
a general space, (1.1) is a very general class of estimators; Y, could, for example, 
be the vector of all past and present observations of a stochastic process. 
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Besides MLEs, (1.1) includes estimators constructed with special properties such 
as robustness (Huber (1981) or Hampel et al. (1986)). Rubin and Gastwirth (1975) 
and Koul (1977) use estimators of form (1.1) to study the effects of dependence on 
estimators designed for independent observations. 
In applications to prediction and control it is often necessary to re-estimate 0 as 
new data are observed. Solving (1.1) each time may be impractical and it is better 
to use a recursively defined sequence, 8,, i.e., a sequence such that O,+, is a function 
only of f3,, and the new observation Y,,+, . A recursive analog of (1.1) is 
8 n+, = &I +(n + I)Y’H,h,(&, Yntl), (1.2) 
where {Hi} is a sequence of p xp matrices that could be chosen, for example, so 
that 0, has the same asymptotic distribution as the solution to (1.1). 
An example treated in detail in this paper is the robust estimation of location 
and scale parameters, n and r, for a strictly stationary process. To estimate 7, one 
could use the sample mean that can be defined recursively, but the sample mean 
can be very inefficient for non-Gaussian processes and is very sensitive to bad data. 
Let {y,} be a strictly stationary real-valued process whose marginal distribution 
is symmetric about 7. Let $( . ) and x( . ) be an odd and even function, respectively. 
The location parameter n and the scale parameter o defined by 
E[$(o_‘(y, - r)))l = 0, 
mdf’(Y, - VIII = 0, 
can be estimated simultaneously by solving 
i x(a-‘(y, - 77)) =o. ,=, 
(1.3) 
A recursive version of (1.3) is the following special case of (1.2): 
a,,, = CT, + (n + l)-‘H’,“cT,X(u,+,), 
(1.4) 
where u,+, = ~?,‘(y,,+, - n,,), H’,” and H’,2’ are suitable sequences to be discussed 
later, and c?~ is a truncated version of a,. 
Equation (1.2) is similar to the Robbins-Monro stochastic approximation method 
for locating the root of an unknown regression function, and the techniques of 
stochastic approximation can often be applied to recursive estimation. Fabian (1978) 
gives a detailed account of recursive estimation for independent observations. He 
proves consistency and asymptotic normality under rather general conditions, but 
his work is not applicable to dependent observations. When studying recursive 
estimation, it is especially important to allow dependent observations, since recursive 
estimators are typically used when the data are gathered rapidly and are therefore 
often correlated. 
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Much recent work in stochastic approximation has focused on dependent data. 
Consistency of recursive estimators with dependent data can be proved using, for 
example, the results in Ljung (1978) or Ruppert (1983). In particular, by applying 
techniques from Ruppert (1983), Englund, Holst and Ruppert (1988) prove that 
(n,,, u,,) defined in (1.4), with Hy’ and H’,*’ chosen appropriately, is strongly 
consistent. Unfortunately, no published results appear adequate for treating the 
asymptotic distribution of recursive estimators in the dependent case. Ruppert (1982) 
has an almost sure representation theorem applicable to recursive algorithms of 
type (1.2) when Hi is constant, i.e., H, = H, and 
h”( t, _v) = h”‘(t)+ h’,2’(y) (1.5) 
for suitable functions h”’ and h’,“. The representation theorem shows that (8, - 0) 
is a weighted average of hy’(y,), . . . , h’,*‘(y,), and then the asymptotic normality 
of (8, - 8) can be proved using suitable forms of the central limit theorem. An 
almost sure invariance principle, i.e., strong approximation by Brownian motion, 
and law of the iterated logarithm can also be derived from this representation. 
In this paper, the representation is extended to more general functions h,( t, y), 
not only those of type (1.5). The function Hi can be subsumed into h,, so non-constant 
Hi are possible. 
In order that the recursive estimators of 71 and u have the same asymptotic 
distribution as the nonrecursive estimators, for H’,” and Hjl?j we use the estimators 
of 
a = E[@(z~)] and b = E[z,,y’(z,)] 
where z, = F’(y, -77). Therefore, we include a and b in the parameter 13 so that 
or = (7, a, a, b), 
and we define 
a,+, = a, +(n + l)Y’(IcI’(%+,) -a,), 
b n+, = b, +(n + 1)~‘(~n+,x’(~n+,) - b,) 
and 
We can then take H’,” = ii,’ and H’,“‘= b”,‘, where again “ -” means truncation. 
The representation theorem is applied to this 0, and we also discuss the asymptotic 
distribution which can be derived from this representation. There is also a theorem 
which gives the representation for a nonadaptive algorithm, that is, an algorithm 
with a, and b, fixed. The last part of the paper is a numerical example to show 
how the estimators perform. 
The theorem itself is more general than needed for this application because we 
plan future applications in other areas of recursive estimation, for example, robust 
estimation for autoregressive processes and nonlinear regression. 
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2. Notation and assumptions 
All random variables are defined on a probability space (0, F, P). (S, 9’) is a 
measurable space. All relations between random variables are meant to hold almost 
surely. (Rk, Bk) is k-dimensional Euclidean space with the Bore1 c-algebra. Rf is 
the set of positive real numbers, and Z+ is the set of positive integers. For any 
vector X and matrix A, X”’ is the ith coordinate of X, A(‘,‘) is the (i,j)th entry of 
A, AT is the transpose of A, l\Xll is the Euclidean norm, and ([A\( is the induced 
norm defined by 
IlAll =swllAxll: lbll = 11. 
If A is a square matrix, then h,(A) and h*(A) denote the minimum and maximum 
of the real parts of the eigenvalues of A, respectively. 
For a square matrix A, exp(A) is given by the usual series definition: 
exp(A) = f An/n!, 
n=O 
and, for t >O, 
tA = exp((log t)A). 
Let p be a fixed integer. Define IP to be the p xp identity matrix. For convenience, 
we will often abbreviate I, by 1. Notice that 
t’ = tz, tAsA = sAtA = (sty, (t-‘)A = t-A, 
AtA = tAA and (d/dt) tA = AtA-‘. 
Let I(D) be the indicator of the set D. Throughout, K will denote a generic 
positive constant, and E is routinely used as a generic “small” positive constant. 
We write X,, = 0( Y,) or X, @ Y, if the random vectors X,, and Y, satisfy 
I/X, II s X )I Y, II for a (finite) random variable X. 
Definition. Let {u,: n E 2’) be a stochastic process. For 1 s k s 1 s 00, define 9: to 
be the a-algebra generated by {uk, . . . , u,}. Define 
a, =sup sup sup (P(AB) - P(A)P(B)I. 
” Be*;1 AES;+~>~ 
{u,} is said to be strong mixing if lim,,, (Y, = 0. 
We will need the following assumptions. 
Al: r is a fixed number with 2 < r c ~0. {e n: n E 2’) and { Y,,: n E 2’) are strong 
mixing, strictly stationary processes taking values in RP and S, respectively, whose 
mixing coefficients LY, satisfy 
(Y, = 0( 112-~‘(‘-*)-~) for some E > 0. (2.1) 
Also, E (e,) = 0. 
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AZ: M( a, e), A( * ), B( * ), and V( * ) are measurable functions from RP x S to 
RP, from S to RPXP, from S to R, and from RP to R+, respectively. f3 is in RP, 
E[M(& I:))]=0 and llM(x, Y)-M(0, Y)-A(Y)(x-B)JIGB(Y)v(x) 
(2.2) 
for all x in RP and Y in S. For some 6 >O, V(X) =0(11x- ell”“) as x+ 0. 
Definitions. 
M,(.)=M(., Y,), 
A, = A( Y,), 
B, = B( Y,). 
A3: Let Al hold. If r = 00, then e, , M,( 13), A’,“‘, i,j = 1, . . . , p, and B, are bounded 
random variables. If 2 < Y < 00, then 
E II el II’ < 9 ~II~,(~)ll’<~, (2.3) 
EIA(,‘*‘)l’tco for i,j=l,..., p, (2.4) 
EB; < 00. (2.5) 
A4: The sequence 8, is defined by the recursion 
8 n+, = 6 - nP’{K(k)+ e,) (2.6) 
and 
en + 8. (2.7) 
Definitions. A = EA, , C, = E /A, - All, and C2 = EB, . 
A5: A,(A) >;. 
3. Main results 
The main result of this section is the following theorem. 
Theorem 3.1. Assume Al to A5. Then there exists F > 0 such that 
n1/2(en+, - 0) = --n-1/2 i (k/n)Ap’[Mk(0)+ek]+O(n-E). 
k=l 
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Before proving this theorem we need some lemmas. 
Lemma 3.1. Assume Al to A3. Then the following converge: 
f k-‘(Ak -A), 
k=l 
(3.3) 
k<l k-‘(jIAk-AIl- cd, (3.2) 
f k-‘(& - cd, 
k=l 
“2-E Mk( 0) for all E > 0. 
(3.3) 
(3.4) 
Moreover, there exists a constant C3 such that for all n 2 m, for all a real, and for all 
matrices Qi such that 11 Qi 11 =S 1, we have 
E i iaQi(A-A)I12] SC3 f i2” 
i=m i=m 
and 
E S C, i iF2. 
i=m 
(3.5) 
(3.6) 
Proof. The proof uses results from McLeish (1975), in particular, properties of 
mixingales. By (2.1) of assumption Al and McLeish’s (1975) equation (2.3) and 
definition (1.2), if G is any function from S to R such that EG( Yi) = 0 and either 
r<co and 
or r = CO and I GI is bounded, then {G( Yk): k E Z’} is a mixingale for the sequences 
c, = 1 and r+!~,, of size -4. “Size” is defined in (1.4) of McLeish. Therefore, (3.1), 
(3.2), (3.3), and (3.4) follow from Corollary (1.8) of McLeish, and (3.5) and (3.6) 
are consequences of his Theorem (1.6). 0 
Lemma 3.2. Let A be a p xp matrix and A,(A) > a for a positive number a. Then 
there exists a norm ]I . II* and a positive number to such that 
ItI-tAIj,<l-ta (3.7) 
for all t in [0, to]. 
Proof. Take a, = (A,(A)+ a)/2. By the lemma in Section 7.1 in Hirsch and Smale 
(1974), there exists a norm )I . II.+ and a corresponding inner product ( * , . )* such that 
(Ax, x) *z 4412, (3.8) 
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for every x. For every x such that ]/XI]* = 1 we obtain, consequently, 
II(I-tA)x)12,d1-22ta,+t21~AI12, 
and the assertion follows. 0 
Lemma 3.3. Let x,, v, be in RP and A,,, A be p xp matrices. Let E be a non-negative 
number such that F <A,(A), let 
x,,, = (I - n-‘A,)x, + K’v,, (3.9) 
let, for a number C and every A > 0, 
*+??I 
jzn j-‘(IIAj-AII-C)<A, (3.10) 
for all n 
/I 
n+m 
C i’(Aj-a,l) + il,~~-‘+~VjII ~ A + A :~i-’ (3.11) 
j=n
sujiciently large and all m 2 1. Then 
n&x, +O. 
Proof. The following is a standard argument. Multiply (3.9) by n’ and use the fact 
that n”x,=(1+n-‘e+O(n-2))(n-l)“x, to show that (n-l)‘x, also satisfy the 
hypothesis of the lemma, with E, A, v,, A,, changed to 0, A - ~1, n&v,, A,, - eZ+ 
O(n-‘), and C unchanged. Thus it is enough to prove the lemma for e = 0. Select 
a number a, positive, smaller than Min{l, A,(A)}. Consider a norm (( . II.+ and a 
to> 0 for which (3.7) holds. Notice that II * II .+ s b )I . I( for a constant b (Hirsch and 
Smale (1974, Proposition 1 in Section 5.2)). Thus (3.10) holds for I] * II* after enlarging 
C and n. For simplified formulas, we discontinue, in this proof, the meaning of 
I] . II and redefine II . II = II . II*. Set 
K=4a~r[l+C+IIAII] and &, = Min(atJ4, 1/(2K2), 1). (3.12) 
Assume 6 is in (0, 6,). By assumption, there is an n,, such that for all n Z= n,, and 
all m 2 1, (3.10) holds with A = ??a/8 and 
l~~j-‘(Aj-A)Il<~max~l,~j-‘), (3.13) 
2 
ll~j~‘Vjll<~max{l,Cj-‘}, (3.14) 
and 
n, 2 max{ to’, as-‘} 
with I= ~~~~. 
(3.15) 
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Consider an n 2 n,. Select m, as the smallest integer such that a C j-’ 2 36 if 
m = m,; consequently, 
36GaCj-‘<46 form=m,. (3.16) 
By (3.12), (3.13), (3.14), and (3.16) 
IICj-‘(Ai-A)II <a*, IIC j-’ Vj 11 < S2. (3.17) 
Subtract X, from both sides in (3.9), write A, as A+ Dj and xi as x, +(xj-x,) 
on the right-hand side and consider an m < m,. Taking a sum, we obtain 
X n+m+1 -x, =I (-j-‘A-j-‘D,)x, 
+I(-j-‘A-j-‘Dj)(xj-x,,)+CjP1vj. (3.18) 
Set a~, =maxnGksn+rnr,+l llxk -x,11. By (3.10), (3.12), and (3.16), we obtain 
C Il(-jj’A-j-‘Dj)ll G SK S$ (3.19) 
From (3.17), (3.18), (3.19), and (3.12) we obtain 
(~,~6Kllx~II+a,/2+6~~Ilx,11/(2K)+a,/2+6~ 
and 
a, G K’llx, II+26*. (3.20) 
Consider m = m, next. By (3.12) and (3.16), C j-‘<46/a G to. Thus, by (3.7) and 
(3.16), 
IIZ-Cj-‘All~(l-aCj-‘)~1-36. (3.21) 
BY (3.18), 
II&l+,+, II6 III-CF’AII lIxnII + IICY’411 IIx~II 
+C II(-i-‘A-j-‘Dj)IIan+ IICj-‘VjIl 
and thus, by (3.21), (3.17), (3.19), and (3.20), 
lIxn+m+l Ils(l-6)IIx,))+26*. (3.22) 
Set ni = n,_, + m,$_, + 1. From (3.22) it follows that lim sup 11x,,, I\ G 46. This, (3.12) 
and (3.20) give lim sup llxnII =z 10s. This holds for every 6 E (0, S,) and thus the 
lemma is proved. 0 
Lemma 3.4. Let x,,, v,, and A,, be dejined from (3.9) in Lemma 3.3, let A be a p xp 
matrix, and let h,(A)> 0. Suppose C,“=, j-“” (A, - A)x, converges for an 77 in 
(0, h,(A)). Set zO= 0 and 
z,,+~ = (I - n-‘A)z, + n-Iv,,. 
Then 
nT(x,-z,)+O. 
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Proof. Set u, = x, -z, so that 
u,+~=(Z-n-‘A)u,+n-‘w, 
with IV, = (A-A,)x,. The assertion follows from Lemma 3.3. •! 
Proof of Theorem 3.1. Without loss of generality, we take 19 = 0. By (2.6) and (2.2), 
8 .+l=(Z-n-‘&)O,-n-‘[M,(0)+e,], 
where A, =A,+O(B,JJ&))*). By A2, A4, A5, (3.1), (3.2), (3.3), and (3.4), the 
assumptions of Lemma 3.3 are satisfied for all E <i with A,, vj, xj equal to ~j, 
-M,( 0) - e,, ej, respectively. Therefore, for all E < 4, 
n’l?, + 0. (3.23) 
Now let z0 = 0 and define 
z ,,+, = (I - n-‘A)z, - n-‘[&I,( 0) + e,]. 
By Theorem 3.1 of Ruppert (1982) with T = 0, X, = 0,,, f(x) = Ax, & = 0, /3 = 0, and 
e, there equal to M,,(0)+ e, here, the conclusion of Theorem 3.1 holds with &+, 
replaced by z,+r. Therefore, it suffices to prove that 
n 1’2+E(~, - 0,) + 0 for some E > 0. (3.24) 
By Lemma 3.4, (3.24) holds if 
Cj- ‘/*+‘(Aj -,+e, (2.25) 
converges for some E > 0. Since B,,v( 0,) = 0( n-“2-E) for some E > 0 by (3.23) and 
A2, it suffices to prove that 
Cj- 1’2+F(Aj - A)ej (3.26) 
converges for some E > 0. 
Now fix a, E, and ~‘such that a>$ O<E<$, and O<~U.C’<E. Define 4(n) to 
be the greatest integer less than or equal to n“, q(i) ={j: qS(i)~ j6 q5(i+ l)- I}, 
and & = k-“21-E’(Ak -A). Then 
f $kek = f c qjej. 
k=l k=l is?(k) 
We will prove (3.26) by showing that 
Now define 
i ( 
j-1 
zl,i =,E:c ) (c: C lp’CM(@)+ et1, 
I=+(i) > 
j-1 
z2.i=jE~cj) *j ,=%,_, z-‘[“t(et)-Mt(e)] ,( I > 
(3.27) 
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and 
z3,i = C +je+(i). 
jes(i) 
Then since 0, = O+(i) -c{$i, l-‘[M,( 0,) + e,] forj > 4(i), we will have proved (3.27) 
if we prove that CT=, IIZJ < ~0 for m = 1, 2, and 3. Now 
G f C ll$jll max ‘i’ Z-‘[M,(O)+e,] <co, i=l .jcs(i) II jcT(i) r=+(i) II 
since by (2.4) and (3.6) 
C (E II~jl12)“2< jp’+ap’+a’z, 
itrl(i) 
(3.28) 
j-1 
E max C 
( II I-‘[M,(O)+e,] * <ipa-‘, it?(i) I=+(i) II) 
and -1+a~‘+a/2-(a+1)/2<-1 by choice of E’ and a. 
By A2 and (3.23), 
I-‘11 M,( 0,) - M,( O)l( Q (llA,ll + B,)Z-3’2+E’. 
Hence 
E{ (J,, ~~‘11~,(~,)-~,(~)11)2} SE{ [ ,Ji, (llA,ll+8,)iYll’*+“‘]*} 
where #A is the cardinality of the set A. From this and from (3.28) it follows that 
the expectation of the ith summand of the right hand side of 
is bounded by 
Ki 
o/2+a~‘~1-3a/2+af’+o-l _ 2aE’-2 -Ki , 
and thus CT=, IIz~,~I( (00, since 2as’<$. 
Furthermore sup\1 i(1’2-F’)aO+(i~\( <a and hence CT=, IIz~,~I) converges if 
in, i(F’-1/2)a II II C +j <cy). j=?(i) 
Now by (3.5) 
and since -(a+1)/2+2a~‘< -(a+1)/2+~<-1 the proof is completed. q 
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4. Applications 
In theorem 4.1 of this section we will give a strong representation of the recursive 
version (1.4) of the simultaneous M-estimator of location and scale 77 and (T defined 
in (1.3). After the theorem there are some examples of asymptotic distributions 
which can be derived from the representation. 
We use the algorithm 
0 .+1=~,+(n+l)-‘h(~,,y,+,), 
&, arbitrary and finite, 
(4.1) 
where 
Further 
(4.2) 
with u, = Gil,(y,, - T,_~). With the notation 2 we mean a continuous and differenti- 
able function that truncates x above and below. To write it explicitly, 
I 
VI - & if x < V, - F, 
f(x) if V, - E S x < vl, 
x”= x if v,Sx6 v2, 
f(x) if v,<xC v,+.5, 
V~+F ifx> u,+E, 
wheref(x) is chosen so that x’ is non-decreasing and differentiable and E is a positive 
constant. 
For the algorithm (4.1) we need the following assumptions: 
BI: The sequence of real-valued observations {y,: n E Z’} is strictly stationary 
and strong mixing with a!,,, = O(m-‘-E) for some F > 0. The marginal density is 
symmetric, continuous and positive in a neighborhood of 7. 
B2: The function +( - ) is bounded, increasing (strictly increasing in a neighbor- 
hood of zero) and odd. The function x( . ) is bounded, increasing on (0, ~0) (strictly 
increasing in a neighborhood of zero) and even. 
B3: Either (a) or (b) below holds. 
(a) The following functions exist and are bounded: 
(C,‘k’(~) for 1 s k s3, x~I,~‘~‘(x) for 1 G k Q 2, x2t,bc3)(x), 
X(~)(X) for 1 S k i 2 and x”x’“‘(x) for 1 s k s 3. 
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(b) Let I,!J and x be absolute continuous with Radon-Nikodym derivatives 4’ and 
x’. Let G, be an increasing sequence of sub-g-algebras of F and let y,, = y’,“+y’,2’ 
where (y’,“, ,, y’*‘) is strictly stationary y(l) 9 n is G,_, measurable, y’,” is G, measurable 
and independent of G,_, , and the marginal distribution of yy’ is symmetric about 
0 with a density f: Let f have two derivatives and let 
I 
m 
~‘{f(~)+If’(~)l+If”(~)l}d~<~. 
--oo 
Let (y’,“, y’,“) be strong mixing with (Y,,, = O(m-‘-‘) for some E > 0. 
B4: The function i( * ) = E( h( . , y,)) satisfies i( 6) = 0 and when there is a trunca- 
tion 9 /3(j) E ( zJi) * ) v:‘)), i = 2, 3, 4. 
BS: 0, + 0. 
Remarks. It follows from B2 and (a) of B3 that h(x, y) is Lipschitz continuous as 
a function of both x and y. B5 is established by Englund, Holst and Ruppert (1988) 
under reasonable regularity conditions. 
Theorem 4.1. If Bl-B5 hold and 8, is given by the adaptive algorithm 
1 
e n+, =C+(n+l)-‘h(&,,y,+J, 
t$, arbitrary and jinite, 
where h( On, y,,,) is dejned in (4.2), then there exists E > 0 such that 
i 
C a-‘(+llr(zk) 
n’/*( 0, - 0) = n-112 C b-‘ux(zd 
4 C log(kln)x(zd+.I (+‘(zd -a) 
+O(nP) 
d2Clog(kln)x(z,)+C(z~‘(zk)-b) 
where 1 =Ci=,, zk = u-‘(yk - v), d, = bP’E(z,f’(z,)) and d2 = 1-t b-‘E(z&“(z,)). 
Proof. We first prove the result when B3(a) holds. If we take Y, = y,, e, = 0, and 
M,(x) = -h(x, y,), we get the algorithm in Theorem 3.1 with 0, here equal to &+i 
in that theorem. It is therefore enough to verify assumptions Al-A5 in that theorem. 
Following this notation as close as possible we have 
lI~,~~~-~~~~~-~,~~-~~II~~Il~-~ll’ (4.3) 
where K is a constant, 
-~(2~~((~~ _X(1))j~(*))/~(3) 
M”(X) = 
_T(*)~((~, -x(l))/~(2))/~(4) 
-$V((y, -x(‘))/,(2)) + xc31 
_ (y, -x”‘)x’((y, 
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and 
A, = 
i 
a-‘+‘(zn) aP’(z&‘(z,) - ccl(z,)) a-*@(zJ 0 
b-‘x’(zn) bP1(znx’(zn)-x(zfi)) 0 b-2cdzn) 
a-‘$v(z,) (+-lz,$v’(z,) 1 0 
~-‘(z,x”(z,)+X’(z,)) 0z,x’(z,)+z2,x”(z,)) 0 1 1 
where z, = Yi(y,, - 7). We have used the fact that u = C? and (d/da)6 = 1 from B4 
and the corresponding result for a and b. We now verify the assumptions. 
It follows from (4.3) that V(X) = Kllx- 1311~ and B, = 1. Thus A2 holds. If we 
choose A = E(A,) and if B2 and B3(a) hold, we get 
A= 
0 1 0 0 
0 (~~‘E(z,+“(z,)) 1 0 
0 6’(b+E(z&“(zJ)) 0 1 i 
(4.4) 
Hence all the eigenvalues are 1 and A5 follows. Al and A3 hold with r = ~0 because 
M( ., m), A( * ), and B( . ) are uniformly bounded by B3(a). 
Theorem 3.1 gives the representation 
n’/*( /j, - 0) = n-“2 j, (kln)AP’h(& Yk)+O(O (4.5) 
for some E>O and (/~/n)~-’ must be found. It is easy to verify that (A--I)‘= I 
and (A- Z)i =0 for some i>2 and it follows that 
! 
1 0 
(k/n)‘_ = 0” 
1 
o-i log(k/n)E(z,$“(z,)) 
0 (+-I log(k/n)(b+E(z;x”(zl))) 0 
This completes the proof when B3(a) holds. 
Now suppose that B3(b) holds. Let 
I 
m 
M,(x) = -EG,t-ih(x, y,,) = - h(x, y’,“+ u)f(v) dv. 
--oo 
Now the first component of M,( * ) is 
- ,‘(2’$((;(2)))‘(y(,‘)+ ~-x”‘))/Z~~‘f(u) dv 
=- I O” {~(*)9(v)/~‘3’}~(*~(~~2~v -y’,‘)+x(‘)) dv, -cc (4.6) 
so all first and second partial derivatives of this component exist-for partials 
involving x(i) or x(*) one can use B3(b) and interchanges of differentiation and 
expectation that are permissible by Theorem 1.5.4 of Fabian and Hannan (1985). 
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By repetitions of this argument, all first and second partial derivatives of M,,( * ) 
exist. Let A,, be the first derivative of M,,( . ) at 8, let A = EA,, let Y,, = (y’,“, y’,“), 
and let 
e,= -[h(B,-,,y,)-M,(8,-,)1. 
Note that A is still given by (4.4). It is straightforward to verify Al to A5 with these 
new choices of e,, M,( + ), and A,,, and with r = M. In particular, Al holds because 
{ ek, Gk} is a bounded martingale difference sequence. By an application of Theorem 
3.1, 
n’/Z( & - 0) = n-“2 i (k/n)A-‘[M,(B)+e,]+O(n-“) (4.7) 
k=l 
for some E > 0. By (3.4) and the 
z, k-‘/2- E[Mk(e) + ekl 
converges for all .s > 0. By (4.7), 
j)e,-eI]=O(n-1’2+‘) 
martingale convergence theorem, 
(4.8) and Kronecker’s Lemma 
(4.8) 
(4.9) 
for all .s>O. From (4.7), (4.5) holds if 
n-1’2kc, {[Mk(e)+ekl+h(e,yk)}=O(n~‘) (4.10) 
for some e > 0. Therefore, the proof can be completed as in the case when B3(a) 
holds if we verify (4.10). Let 
vk=Mk@)+ek+h(&yk) 
= -[h(ek-,,yk)+~k(ek-l)l+[h(e,yk)+”k(e)l. 
By B3(b), (vk, Gk) is a martingale difference sequence. By a change-of-variables 
argument similar to (4.6) and an interchange of expectation and differentiation, it 
can be shown that 
@+(x, Yk) - Mk(x)ii’ 
is a continuous function of x, hence 
EG’_IIIVkI12=O(IIek-~-eII) aS k+oo. (4.11) 
It follows from (4.9) and (4.11) and the martingale convergence theorem that 
kf, kp1’4-E vk <a 
for all E > 0, and therefore by Kronecker’s Lemma that (4.10) holds for some 
&>O. 0 
Remarks. The common choice of $ and x, Huber’s Proposal 2 defined by (4.12) 
below, does not satisfy assumption B3(a), but the non-smoothness of (4.12) at *k 
does not cause difficulties if y, satisfies the assumption of B3(b). In the i.i.d. case 
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if y, is discrete with P(v, = k) > 0, then the nonrecursive Proposal 2 estimator need 
not be asymptotically normal (Simpson, Carroll, and Ruppert (1987)). 
From the theorem above we get almost sure representations of the recursive 
estimators. Hence it is possible to calculate asymptotic distributions using suitable 
forms of the Central Limit Theorem. Here we confine ourselves to sequences of 
independent variables and we also give a numerical value of the asymptotic covari- 
ante matrix for normally distributed random variables if we use Huber’s Proposal 
2, defined by functions I_J and x of the form 
+(x) = sign(x) min(lxl, k), 
x(x) = min( k2, x2) - Pk, 
(4.12) 
with Pk chosen to make E(x(z)) = 0 if the distribution of z is N(0, 1). 
It follows immediately that 
r1”~(7, - 7) E As N(0, (r2a~2E~2(~,)), 
~I”~((T, -a) E As N(0, (T*~~~Ex~(z,)), 
i.e., (n,, u,,) and the nonrecursive estimator defined in (1.3) have the same asymptotic 
distributions. For the adaptive sequences {a,} and {b,} it is easy to prove that 
n”‘(a, -a) E As N(0, V,), 
n”2(b, -b) E As N(0, V,), 
where 
and 
v, = v(~‘(z1))+2~:V(X(zI))-2~,C(X(z,), ccr’(z,)) 
v2 = V(z,X’(z1))+2d:V(x(z,)) -2d2C(x(zJ, ZlX’(ZJh 
For Huber’s Proposal 2 we get 
d, = b-’ zt/Y’(z)f(z) dz = -2b-‘kf(k) 
and 
d,=l+b-’ z’,y”(z)f(z) dz=2-4b-‘k3f(k) 
where f is the density of z,. 
The asymptotic covariance matrix for Huber’s Proposal 2 with k = 1.5 and observa- 
tions that are normally distributed with mean zero and variance one is 
i 
1.0371 0 0 0 
0.6894 0.0621 0.2797 
0.1641 0.2261 ’ 
1.2326 1 
Note that n,, is asymptotically independent of the other variables. 
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We finish this section with a strong representation theorem for the nonadaptive 
algorithm, which is given by 
(4.13) 
This algorithm is easier to use but has larger asymptotic variances than the adaptive 
algorithm and it also requires that (Y <2a and p < 2b. Otherwise the rate of conver- 
gence will be slower. 
Theorem 4.2. If Bl-B5 hold, a/a > $, b/P > & b/P >: and the algorithm is given by 
(4.13), then there exists F > 0 such that 
, 
n I/2 
(( > ( >> 
Tn _ 7) 
I 
=n +O(n-‘). 
u?I u 
Proof. We can use the same arguments as in the proof of Theorem 4.1, but now in 
two dimensions, to verify the assumptions. For example, if B3(a) holds and we let 
where 
we have 
Assumption A5 holds if a/a > f and b/P > 5. The required representation follows 
since 
implies that 
(k,n)A-‘= ((k’n;‘^-’ (k,n;b,P_,). El 
Concerning the nonadaptive algorithm for independent variables it follows from 
classical results of stochastic approximation that 
n”2(qk - 77) E As N(0, U,), 
n”2(gL - CT) E As N(0, U,), 
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where 
and 
U, = a2C2(2a/a - l))‘Ei+P(z,) 
U, = u2P-*(2b/P - l)-‘&*(z,) 
if U/Q >$ and b/P >& The estimators n, and CT” are of course asymptotically 
independent. These results can also be deduced from Theorem 4.2. 
5. A numerical example 
In this section we give a numerical example of the adaptive estimator defined in 
Section 4 when the marginal distribution of y, is a contaminated normal distribution 
0.9 N(0, l)+O.l N(0.25). The example handles the case when the sequence {y,: n E 
Z’} is an AR(l)-process disturbed by additive noise. 
Fig. 5.1. 1: q,,, 2: sample mean 
The constant k is chosen to be 1.5 which makes p1.5 = 0.7784. The variables u,,, 
a,, and b, are all truncated below by 0.1 and above by 10. To avoid that bad early 
estimates of G,,, &,, and b:, influence the results too much we take H,, = I and 
h(%, Y,+1) = 
( 
ccr(K1(Yn+l - 77,)) 
X(C’(Yn+, - T)7n)) 
!b’(K’(y,+, - 77,)) - 4 
K’(y,+, - ~n)x’(C~(~n+, - vn)) - b, 
if n s 50. The initial value is 8,, = (0, 1, 0, O)T. 
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Fig. 5.2. The scale estimate n,,,. 
1.2” 
o.e: - 
0.6. 
0.4. 
0.2. 
O.+ 
0. 25b. 500. 750. 
Fig. 5.3. The adaptive sequence a,. 
l.Es 
Assume that y, = x, + wI, where x, is an AR(l)-process, x, -0.9x,_, = e,, e, i.i.d. 
N(O,O.19), and {w,: t E 2’) is independent of {x,: t E Z’}, and 
0 with probability 0.9, 
w’ = N(O,24) with probability 0.1. 
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Fig. 5.4. The adaptive sequence h,,. 
Assumption B3(b) holds with yy’= 0.9x,_, , y’,” = e, + w,, and G, equal to the 
a-algebra generated by {x, e,, . . . , e,_, , w,, . . . , w,-,}. The strong mixing condition 
can be verified by the result of Gorodetskii (1977). Since the marginal distribution 
of y, is known, it is possible to solve the “robust equations” 
E($(z,)) = 0, 
E(x(z,)) = 0, 
E(+‘(z,)) = Q, 
E(z,x’(z,)) = b. 
and get the result 
(7, a, a, b)‘=(O, 1.1346,0.8468, 0.8024)T. 
The figures give a simulated sample path of the recursive estimates. The perform- 
ance of n,,, CT,,, a,,, and b, for n = 1,. . . , 1000 is shown in Figures 5.1-5.4 respectively. 
Also the recursive least squares estimator of n, the sample mean, is given in Figure 
5.1 for comparison. The arrows in the figures indicate the convergence points. 
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