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Abstract
We study the metric aspect of the Moyal plane from Connes’ noncommutative geometry
point of view. First, we compute Connes’ spectral distance associated with the natural
isometric action of R2 on the algebra of the Moyal plane A. We show that the distance
between any state of A and any of its translated is precisely the amplitude of the translation.
As a consequence, we obtain the spectral distance between coherent states of the quantum
harmonic oscillator as the Euclidean distance on the plane. We investigate the classical
limit, showing that the set of coherent states equipped with Connes’ spectral distance tends
towards the Euclidean plane as the parameter of deformation goes to zero. The extension of
these results to the action of the symplectic group is also discussed, with particular emphasize
on the orbits of coherent states under rotations. Second, we compute the spectral distance
in the double Moyal plane, intended as the product of (the minimal unitization of) A by
C2. We show that on the set of states obtained by translation of an arbitrary state of
A, this distance is given by Pythagoras theorem. On the way, we prove some Pythagoras
inequalities for the product of arbitrary unital & non-degenerate spectral triples. Applied to
the Doplicher-Fredenhagen-Roberts model of quantum spacetime [DFR], these two theorems
show that Connes’ spectral distance and the DFR quantum length coincide on the set of
states of optimal localization.
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I Introduction
Long after their introduction for the study of quantum mechanics in phase space [28, 45],
Moyal spaces are now intensively used in physics and mathematics as a paradigmatic ex-
ample of noncommutative geometry by deformation (especially, in most recent time, with
the aim of developing quantum field theory on noncommutative spacetime). However, their
metric aspect has been little studied. The direct approach, consisting in deforming the
Riemannian metric tensor by lifting the star product [35], does not allow to construct a
“noncommutative” line element that would be integrated along a “Moyal-geodesic” in order
to get a “quantum distance”. Nevertheless, there exist (at least) two alternative proposals
for extracting some metric information from Moyal spaces, both starting with an algebraic
formulation of the distance: one is Connes’ spectral distance formula [15], the other is the
length operator in the Doplicher-Fredenhagen-Roberts model of quantum spacetime [DFR]
[24]. In this paper, we prove two theorems on the spectral distance: the first one gives the
distance between any two states obtained from one another by an isometric action of R2 on
the Moyal plane, the second is a Pythagoras equality in the double Moyal plane. Besides
their own interest (few such explicit general results are known on the metric aspect of non-
commutative geometry), these two results allow us to show [43] how the spectral distance
and the DFR quantum length, restricted to the set of physically relevant states, capture the
same metric information on a quantum space.
Recall that, given a spectral triple [15] (or unbounded Fredholm module) T = (A,H, D)
where
- A is an involutive algebra acting by pi on a Hilbert space H;
- the so called Dirac operator D is a non-necessarily bounded, densely defined, selfadjoint
operator onH, such that pi(a)(D−λI)−1 is compact for any a ∈ A and λ in the resolvent
set of D (in case A is unital, this means D has compact resolvent);
- the set {a ∈ A, [D,pi(A)] ∈ B(H)} is dense in A;
Connes has proposed on the state space S(A) of A (see §Notations) the following distance
[14],
dD(ϕ, ϕ˜)
.
= sup
a∈BLip(T )
|ϕ(a)− ϕ˜(a)|, (1.1)
where ϕ, ϕ˜ ∈ S(A) are any two states and
BLip(T ) .= {a ∈ A, ‖[D,pi(a)]‖ ≤ 1} (1.2)
denotes the D-Lipschitz ball of A, that is the unit ball for the Lipschitz semi-norm
L(a)
.
= ‖[D,pi(a)]‖ , (1.3)
where ‖.‖ is the operator norm coming from the representation pi.
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In case A = C∞(M) is the (commutative) algebra of smooth functions on a compact
Riemannian spin manifold M, with D = ∂/ .= −i∑µ γµ∂µ the Dirac operator of quantum
field theory and H the Hilbert space of square integrable spinors onM, the spectral distance
d∂/ coincides with the Monge-Kantorovich (also called Wasserstein) distance of order 1 in the
theory of optimal transport [48]. This result still holds for locally compact manifolds, as
soon as they are geodesically complete [19]. For pure states, that is - by Gelfand theorem
- evaluation at points x of M - δx(f) .= f(x) for f ∈ C∞0 (M) - one retrieves the geodesic
distance associated with the Riemannian structure,
d∂/(δx, δy) = dgeo(x, y). (1.4)
Therefore, the spectral distance appears as an alternative to the usual definition of the
geodesic distance, whose advantage is to make sense also in a noncommutative context. It has
been explicitly calculated in several noncommutative spectral triples inspired by high energy
physics [16], providing an interpretation to the recently discovered Higgs field [2] as the
component of the metric in a discrete internal dimension [16, 44], and exhibiting intriguing
links with other distances, like the Carnot-Carathe´odory metric in sub-riemannian geometry
[37, 39]. Various examples with finite dimensional algebras have also been investigated
[5, 18, 21, 30], as well as for fractals [11, 12] and the noncommutative torus [9].
As often advertised by Connes, formula (1.1) is particularly interesting for it does not rely
on any notion ill-defined in a quantum context, such as points or path between points. In
this perspective, the spectral distance seems more compatible with a (still unknown) descrip-
tion of spacetime at the Planck scale than the distance viewed as the length of the shortest
path. To push this idea further, one investigated in [8] the spectral distance for the simplest
spectral triple one may associate to quantum mechanics, namely the isospectral deformation
of the Euclidean space based on the noncommutative Moyal product ? [26]. For technical
reasons, in [8] only the stationary states of the quantum harmonic oscillator were taken into
account. In the present paper, we extend the analysis to a wider class of states, including
coherent states.
Our first result is theorem III.7: the spectral distance between any state ϕ of the 2-
dimensional Moyal algebra A and any of its translated ϕκ, κ ∈ R2, is the (geodesic) length
of translation,
dD(ϕ,ϕκ) = |κ|. (1.5)
The extension of this result to the action of the symplectic group is discussed in section IV
where we provide an upper bound to the spectral distance on any symplectic orbit (propo-
sition IV.1).
The second result is a Pythagoras equality in the double Moyal plane (theorem V.6).
By this, we mean the product T ′ (intended as an ordered unit space, details are given in
due time) of the minimal unitalization T+ of the spectral triple of the Moyal plane with the
canonical spectral triple on C2. For a fixed state ϕ of the Moyal algebra A, we show the
spectral distance dD′ on the subset of S(A⊗ C2) given by{
(ϕκ, δ
i), κ ∈ R2, i = 1, 2} with δ1, δ2 the two pure states of C2, (1.6)
satisfies Pythagoras theorem, that is
d2D′
((
ϕ, δ1
)
,
(
ϕκ, δ
2
))
= d2D′
((
ϕ, δ1
)
,
(
ϕκ, δ
1
))
+ d2D′
((
ϕκ, δ
1
)
,
(
ϕκ, δ
2
))
. (1.7)
Such an equality was known for the product of a manifold by C2 [44] or - for a very particular
class of states - for the product of a manifold by some finite dimensional noncommutative
algebra [36]. The remarkable point here is that Pythagoras theorem holds true for A an
infinite dimensional noncommutative algebra. As a side result, we also obtain in proposition
V.3 some Pythagoras inequalities that hold true in full generality, meaning for any states in
the product of any unital and non-degenerate spectral triple with C2.
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These two theorems allow to show in section VI.2 that the spectral distance on the double
Moyal space coincides with the quantum length in the DFR model. By the first theorem,
we also obtain in proposition VI.1 the spectral distance dD between coherent states of the
one dimensional quantum harmonic oscillator as the Euclidean distance on the plane. The
classical limit of the Moyal plane as a metric space is investigated in section VI.1.
Although the paper is self-contained, part of it can be thought as a continuation of [8],
as well as a companion to [43]. A non-technical presentation of part of these results can be
found in [41].
The paper is organized as follows. In section II, we recall some basic properties of the
Moyal plane and its link with quantum mechanics. We emphasize the unitary implementa-
tion of the translations, both in the left-regular and the Schro¨dinger representations. Section
III contains the proof of the first theorem, eq. (1.5). Using the characterization of the Lip-
schitz ball in the Schro¨dinger representation provided in section II, we show in section III.1
that dD(ϕ,ϕκ) ≤ |κ|. The most technical part of the proof consists in exhibiting a sequence
of elements in the Lipschitz ball that attains this upper bound. This is done in sections
III.2 and III.3. The result is discussed in section III.4, in the light of the commutative case.
Section IV is about the extension of these results to the symplectic group. Section V deals
with the double Moyal space and Pythagoras theorem. We first prove some Pythagoras
inequalities for the product of an arbitrary unital non-degenerate spectral triple with C2
(section V.2), then Pythagoras equality for the Moyal plane in section V.3. Section VI deals
with the application to the coherent states, the classical limit, and the DFR model.
Notations and terminology: Formula (1.1) has all the properties of a distance, except it
might be infinite. We should call it pseudo-distance but for brevity we omit “pseudo”. For
coherence, we keep the terminology used in [39, 19, 43, 8] and called dD the spectral distance,
warning the reader that - e.g. in [4] - formula (1.1) is called Connes distance and is denoted
dC .
A state ϕ of a C∗-algebras is a positive (ϕ(a∗a) ≥ 0) normalized (‖ϕ‖ = 1) linear form,
with
‖ϕ‖ .= sup
06=a∈A
|ϕ(a)| ‖a‖−1 . (1.8)
It is pure when it cannot be written as a convex combination of two other states. The set
of states of A, respectively pure states, is denoted S(A), resp. P(A). In case the algebra A
in a spectral triple T is not C∗, we call “state” the restriction ϕ0 to A of a state ϕ of the
C∗-closure of pi(A). Then S(A),P(A) are shorthand notations for S(pi(A)), P(pi(A)). By
continuity in the C∗-norm, ϕ0 = ϕ˜0 if and only if ϕ = ϕ˜. So there is no use to distinguish
between a state and its restriction and we use the same symbol ϕ for both.
Dirac bracket 〈·, ·〉 and parenthesis (·, ·) denote the inner products on L2(R) and L2(R2).
I and IN , N ≥ 2, are the identity operators on the infinite and N -dimensional separable
Hilbert spaces. Gothic letters q, p... denote operators on L2(R) (i.e. in the Schro¨dinger
representation). S(Rd) is the space of Schwartz functions on the Euclidean space of dimension
d.
The identity of a unital algebra is denoted 1. We use Einstein summation on alternate
(up/down) indices.
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II Moyal plane
We recall the definition of the spectral triple associated to the Moyal space and stress the
interest to switch from the left-regular representation L of the Moyal algebra on L2(R2N ) to
the (integrated) Schro¨dinger representation piS on L
2(RN ), in order to get an easy charac-
terization of the Lipschitz ball (lemma II.2). On our way, we collect various formulas that
will be useful for subsequent calculations, including the unitary implementation of the trans-
lations in the Moyal plane. Most of this is very well known from von Neumann uniqueness
theorem. Nevertheless, it is useful to have all this material, sometimes a bit spread out in
the literature, gathered in one single section. The reader familiar with Moyal quantization
is invited to jump to section III.
II.1 Spectral triple for the Moyal plane
Hereafter, we call Moyal algebra the noncommutative ?-deformation of the algebra of
Schwartz functions S(R2N ) (with its standard Fre´chet topology) by a non-degenerate sym-
plectic form σ on R2N with determinant θ2N ∈ (0, 1],
(f ? g)(x)
.
=
1
(piθ)2N
∫
R4N
d2Ns d2N t f(x+ s) g(x+ t) e−2iσ(s,t) (2.1)
for f, g ∈ S(R2N ), with
σ(s, t) =
1
θ
sµ Θµν t
ν , Θ =
(
0 −IN
IN 0
)
. (2.2)
A so called isospectral deformation [17, 50] of the Euclidean space is a spectral triple in
which the algebra is a noncommutative deformation of some commutative algebra of functions
on the space, while the Dirac operator keeps the same spectrum as in the commutative case.
For instance
A = (S(R2N ), ?), H = L2(R2N )⊗ CM , D = −iγµ∂µ (2.3)
satisfy the properties of a spectral triple [26, 53]. Here M
.
= 2N is the dimension of the spin
representation, the γµ’s are the Euclidean Dirac matrices satisfying (with δµν the Euclidean
metric)
γµγν + γµγν = 2δµνIM ∀µ, ν = 1, ..., 2N, (2.4)
and the representation pi of A on H is a multiple of the left regular representation
L(f)ψ .= f ? ψ ∀f ∈ A, ψ ∈ L2(R2N ), (2.5)
that is
pi(f)
.
= L(f)⊗ IM . (2.6)
In the following we restrict to the Moyal plane N = 1, although the extension of our
results to arbitrary N should be straightforward. So, from now on,
A = (S(R2), ?). (2.7)
The plane R2 is parametrized by Cartesian coordinates xµ with derivative ∂µ, µ = 1, 2. We
denote
z
.
=
x1 + ix2√
2
, z¯
.
=
x1 − ix2√
2
, (2.8)
with corresponding derivatives
∂
.
= ∂z =
1√
2
(∂1 − i∂2), ∂¯ .= ∂z¯ = 1√
2
(∂1 + i∂2). (2.9)
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The Dirac operator
D = −iσµ∂µ = −i
√
2
(
0 ∂¯
∂ 0
)
, (2.10)
with σµ the Pauli matrices, acts as a first order differential operator on
H = L2(R2)⊗ C2. (2.11)
Notice that the spectral triple
T = (A,H, D) (2.12)
of the Moyal plane is non-unital (A has no unit) and non-degenerate (pi(a)ψ = 0 ∀a ∈ A
implies H 3 ψ = 0). This point will be important when discussing Pythagoras theorem.
The commutator of D with a Schwartz function f acts by ?-multiplication on
ψ =
(
ψ1
ψ2
)
∈ H, (2.13)
that is
[D,pi(f)]ψ = −i
√
2
(
0 L(∂¯f)
L(∂f) 0
)
ψ = −i
√
2
(
∂¯f ? ψ2
∂f ? ψ1
)
. (2.14)
Easy calculation [8, eq. 3.7] yields
‖[D,pi(f)]‖ =
√
2 max
{‖L(∂f)‖ , ∥∥L(∂¯f)∥∥} . (2.15)
There is no easy formula for the operator norm of L: unlike the commutative case, ‖L(f)‖
is not the essential supremum of f . That is why (2.15) is not very useful for explicit com-
putations, and one gets a more tractable formula using the Schro¨dinger representation. To
this aim, and to make the link with familiar notions of quantum mechanics, it is convenient
to enlarge the algebra.
II.2 Coordinate operators
Obviously, the (unbounded) Moyal coordinate operators ψ → xµ ? ψ do not belong to
A. So to correctly capture the geometry of the Moyal plane, bigger algebras should be
considered, such as the multiplier algebra M =ML ∩MR where
ML = {T ∈ S′(R2) | T ? h ∈ S(R2) for all h ∈ S(R2)}, (2.16)
MR = {T ∈ S′(R2) | h ? T ∈ S(R2) for all h ∈ S(R2)}. (2.17)
Here, the Moyal product is extended by continuity to the dual of S(R2) as (T ?f, g) .= (T, f?g)
for T ∈ S ′(R2) (and analogously for f ? T and the involution). M contains in particular [6]
the coordinate operators xµ.
A convenient representation of these algebras is provided by Wigner transition eigenfunc-
tions,
m,n ∈ N, hmn .= 1
(θm+nm!n!)
1
2
z¯?m ? h00 ? z
?n, h00 =
√
2
piθ
e−
(x21+x
2
2)
θ . (2.18)
They form an orthonormal basis of L2(R2) (see [6], noticing that our hmn is their fmn√2piθ ).
hmn ? hpq =
δnp√
2piθ
hmq, h
∗
mn = hnm, (hmn, hkl) = δmkδnl. (2.19)
The linear span D of the hmn’s for m,n ∈ N constitutes an invariant dense domain of analytic
vectors for the unbounded operators L(z),L(z¯), whose action writes [6, Prop. 5]
L(z)hmn =
√
θmhm−1,n, L(z¯)hmn =
√
θ(m+ 1)hm+1,n. (2.20)
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The same is true for the symmetric operators L(xi), i = 1, 2. By virtue of a theorem of
Nelson [47], these operators are essentially self-adjoint on D (i.e. D is a core for them all).
Since D ⊂ S(R2) ⊂ L2(R2), S(R2) is as well a core for all of them. On this domain, using
x1 ? f =
(
x1f + i
θ
2∂2f
)
and similar equations for x2 ? f and f ? xi (see [25])[6], one obtains
a representation of the Heisenberg algebra:
[L(x1),L(x2)] = iθI. (2.21)
II.3 Schro¨dinger representation
We make clear the relation between the left-regular and the Schro¨dinger representations,
that is implicit in (2.21). To make the dependence on θ (identified to ~) explicit, we use the
standard physicists normalizations for the Schro¨dinger position and momentum operators,
q : (qψ)(x) = xψ(x), p : (pψ)(x) = −iθ∂xψ|x, ψ ∈ L2(R), x ∈ R, (2.22)
but we define the annihilation and creation operators as
a
.
=
1√
2
(q + ip), a∗ .=
1√
2
(q− ip). (2.23)
This differs from the usual convention, based on dimensionless operators. In particular we
have
[a, a∗] = θI. (2.24)
The eigenfunctions of the Hamiltonian H
.
= a∗a+θ/2I are then [13, BV .(35) with m = ω = 1]
hn(x) = (θpi)
− 14 (2n n!)−
1
2 e−
x2
2θHn(
x√
θ
), n ∈ N (2.25)
where the Hn’s are the Hermite polynomials. The set
{
hn =
(a∗)n√
θnn!
h0
}
, n ∈ N, is an or-
thonormal basis of L2(R) and spans an invariant dense domain DS of analytic vectors for
the operators q, p.
It is well known (see e.g. [7, Theo. 2]) that the unitary operator W : L2(R2)→ L2(R)⊗
L2(R),
Whmn = hm ⊗ hn m,n ∈ N (2.26)
intertwines the left regular representation with the integrated Schro¨dinger representation
piS(f)
.
=
∫
fˆ(k1, k2)e
i
θ (qk1+pk2)dk1dk2. (2.27)
That is: WD = DS ⊗DS and WL(f)W ∗ = piS(f)⊗ I for any f ∈ S(R2). In particular
WL(z¯)W ∗ = a∗ ⊗ I WL(z)W ∗ = a⊗ I (2.28)
WL(x1)W ∗ = q⊗ I WL(x2)W ∗ = p⊗ I. (2.29)
The representation pi of the spectral triple T in (2.6) is a multiple of L, which in turn
is unitary equivalenta to a multiple of the integrated Schro¨dinger representation. Therefore,
for any f ∈ A,
‖L(f)‖ = ‖pi(f)‖ = ‖piS(f)‖ , (2.30)
and we can denote the corresponding C∗-closure with the representation-free notation
A¯ .= L(A) ' piS(A) ' pi(A). (2.31)
As well known (see e.g. [7]), this closure is isomorphic to the algebra of compact operators,
A¯ ' K. (2.32)
aOur normalization for hmn, hm yields the Schro¨dinger representation without the normalization term
√
2
of [6].
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II.4 Translations
We collect some notations regarding translations, that is the transformation
(ακf)(x)
.
= f(x+ κ) (2.33)
with f ∈ S(R2) and κ, x ∈ R2. Obviously fκ .= ακf is Schwartz and fκ ? gκ(x) = (f ? g)κ(x),
so that ακ is a ∗-automorphism of the Moyal algebra A. In the left-regular representation,
it is implemented by the adjoint action of the plane wave with wave vector 1θΘκ: one checks
by easy calculation that for f ∈ S(R2), κ ∈ R2
L(ακf) = AdUκ L(f) with Uκ .= L(e iθ ·Θκ). (2.34)
As operators on S(R2), one has
L(κµ∂µf) = i
[
L
(
xΘκ
θ
)
,L(f)
]
. (2.35)
Remark II.1 Ad L(eiκ·) extends naturally to the multiplier algebra M. In particular, by
exponentiating (2.21) we obtain as operators on S(R2)
ακz = Ad L(eiκ·) z = z + κ√
2
, ακz¯ = Ad L(eiκ·) z¯ = z¯ + κ¯√
2
(2.36)
where κ¯ is the complex conjugate of κ = (κ1, κ2) ∈ R2 identified to κ1 + iκ2 ∈ C.
In the Schro¨dinger representation, (2.34) becomes
piS(ακf) = Ad uκ piS(f) where uκ = e
κ¯a−κa∗
θ
√
2 . (2.37)
while (2.35) yields
piS(κ
µ∂µf) = [
κ¯a− κa∗
θ
√
2
, piS(f)]. (2.38)
This yields the more tractable characterization of the Lipschitz ball we were asking for
below (2.15):
Lemma II.2 A Schwartz function f ∈ A is in the Lipschitz ball BLip(T ) of the spectral
triple (2.12) of the Moyal plane if and only if
max {‖[a∗, piS(f)]‖ , ‖[a, piS(f)]‖} ≤ θ√
2
. (2.39)
Proof. From (2.38) with κ = 1, i, one checks that piS(∂xf) =
i
θ [p, piS(f)] and piS(∂yf) =−i
θ [q, piS(f)]. Therefore
piS(∂f) =
−1
θ
[a∗, piS(f)], piS(∂¯f) =
1
θ
[a, piS(f)]. (2.40)
The result follows from (2.15) together with (2.30). 
III Spectral distance between translated states
This section contains the first main result of the paper, namely theorem III.7 where we
show eq. (1.5) on the orbit
C(ϕ) .= {ϕκ, κ ∈ R2} (3.1)
of any state ϕ under the action of the translation group. We first show that the Euclidean
distance is an upper bound for the spectral distance. Then we then exhibit a sequence of
elements in A that attains this upper bound, called the optimal element. Finally, we discuss
the result in the light of the commutative case.
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Definition III.1 Given any state ϕ ∈ S(A) and κ ∈ R2 ' C, the κ-translated of ϕ is the
state
ϕκ
.
= ϕ ◦ ακ (3.2)
where the translation ακ is defined in (2.33). We call |κ| =
√
κ21 + κ
2
2 the translation ampli-
tude.
Since the Dirac operator commutes with translations, one immediately getsb that the spectral
distance on any orbit C(ϕ) is invariant by translation: dD(ϕ, ϕ˜) = dD(ϕκ, ϕ˜κ). However this
gives no information on dD(ϕ,ϕκ).
III.1 Upper bound
Lemma III.2 For any ϕ ∈ S(A), f ∈ BLip(T ) and t ∈ [0, 1], let us define
F (t)
.
= ϕtκ(f) = ϕ(αtκf), (3.3)
where κ = (κ1, κ2) ∈ R2 is fixed. Then
dF
dt |t
= κµϕtκ(∂µf). (3.4)
Proof. For f a Schwartz function, let us write
f˙ =
d
dt
αtκf = κ
µαtκ∂µf (3.5)
and, for any non-zero real number h,
fh
.
=
α(t+h)κf − αtκf
h
. (3.6)
Notice that f˙ and fh are in S(R2). From definition III.1, the result amounts to show that
lim
h→0
ϕ(fh) = ϕ(f˙). (3.7)
By linearity and continuity of ϕ, one has
|ϕ(fh)− ϕ(f˙)| ≤ ‖ϕ‖
∥∥∥L(fh)− L(f˙)∥∥∥ ≤ ∥∥∥fh − f˙∥∥∥
L2(R2)
(3.8)
where we used that the operator norm is smaller than the L2 norm [26, Lemma 2.12]. Observe
that fh tends to f˙ in the S(R2) topology, meaning that for every  > 0 and integer i > 0 we
can choose δ > 0 such that for |h| < δ one has, for instance, (1 + |x|i)|fh(x)− f˙(x)| ≤ , that
is
|fh(x)− f˙(x)| ≤ 
(1 + |x|i) . (3.9)
By the dominated convergence theorem, fh → f˙ in the L2-topology, so (3.8) implies (3.7).
Proposition III.3 For any κ ∈ C and ϕ ∈ S(A), dD(ϕ,ϕκ) ≤ |κ|.
Proof. Let us denote κa=1 = 1√
2
κ, κa=2 = 1√
2
κ¯, ∂a=1 = ∂, ∂˜a=2 = ∂¯. Inverting (2.9) yields
κµ ϕ(αtκ∂µf) =
1√
2
(
κϕ(αtκ∂f) + κ¯ϕ(αtκ∂¯f)
)
= κaϕ(αtκ∂af). (3.10)
bA unitarily implemented automorphism of A commuting with D is an isometry of S(A) for the spectral
distance (see e.g. [4], [36]).
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By Cauchy-Schwarz and the continuity of ϕ, at any t one has
|κµϕ(αtκ∂µf)| ≤ |κ|
√∑
a
|ϕ(αtκ∂˜af)|2 ≤ |κ|
√∑
a
∥∥∥L(∂˜af)∥∥∥2. (3.11)
For f in the Lipschitz ball, (2.15) gives
∥∥∥∂˜af∥∥∥ ≤ 1√2 for µ = 1, 2. Lemma III.2 together
with (3.11) yields
|dF
dt |t
| ≤ |κ| (3.12)
for any t. Hence
|ϕκ(f)− ϕ(f)| = |F (1)− F (0)| ≤
∫ 1
0
|dF
dt
||tdt ≤ |κ|. (3.13)

III.2 Optimal element & regularization at infinity
Inspired by the analogy [48, 19] in the commutative case between the spectral distance
and the Monge-Kantorovich, let us introduce the following definition, which makes sense
whatever algebra (commutative or not).
Definition III.4 Given a spectral triple T1 = (A1,H1, D1), we call optimal element for a
pair of states (ϕ, ϕ˜) an element of BLip(T1) that attains the supremum in (1.1) or, in case
the supremum is not attained, a sequence of elements an ∈ BLip(T1) such that
lim
n→+∞|ϕ(an)− ϕ˜(an)| = dD1(ϕ, ϕ˜). (3.14)
As a first guess, we consider as an optimal element for a pair (ϕ,ϕκ), ϕ ∈ S(A), κ ∈ C,
the function
f0(x1, x2)
.
=
1√
2
(ze−iΞ + z¯eiΞ) (3.15)
where Ξ
.
= Arg κ and z, z¯ are defined in (2.8). Obviously L(f0) satisfies the commutator
norm condition (2.39) since
‖[a, piS(f0)]‖ = 1√
2
‖[a, a∗]‖ = θ√
2
(3.16)
together with a similar equation for ‖[a∗, piS(f0)]‖. Furthermore, with 1 the constant function
x→ 1, one obtains
ακf0 = f0 + |κ|1. (3.17)
Therefore, assuming ϕ(z) < ∞ (in the sense of remark III.6 below, that is assuming all
the ψi’s are in the domain of a, and the sum (3.38) is finite), and working in the minimal
unitization of A one gets, as expected,
|ϕκ(f0)− ϕ(f0)| = |ϕ(ακf0)− ϕ(f0)| = ϕ(|κ|1) = |κ|. (3.18)
The point is that f0 is not an optimal element, for it is not in the Moyal algebra A but
in its multiplier algebra M. So we need to regularize it by finding a sequence {fn} , n ∈ N,
in BLip(T ) with T the spectral triple (2.3), and which converges to f0 in a suitable topology.
In the following proposition, we build from f0 a net of element fβ contained in the Lipschitz
ball. We extract from it the required optimal element {fn} in the next subsection.
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Proposition III.5 Let κ = |κ|eiΞ be a fixed translation. For β ∈ R∗+, let us define
fβ
.
=
1√
2
(zβ + z
∗
β) where zβ
.
= ze−iΞ ? e−
β
θ z¯?z
? . (3.19)
where e? denotes the ?-exponential. Then there exists γ > 0 such that fβ ∈ BLip(T ) for any
β ≤ γ.
Proof. First, let us check that fβ is in A. As a formal power serie of operators, one has
WL(e−
β
θ z¯?z
? )W
∗ = e−
β
θ n ⊗ I, (3.20)
where n
.
= a∗a is the number operator. In the Schro¨dinger representation, n is a diagonal
matrix with generic term nθ. Therefore for any β ∈ (0,∞), the operator e− βθ n is a matrix
with fast decay coefficient, meaning that the r.h.s. of (3.20) is in piS(A)⊗ I and e−
β
θ z¯?z
? is in
A. The same is true for fβ since z is in the multiplier algebra M of A (see also [27]).
From now on we put θ = 1 and assume that Ξ = 0. By Lemma II.2, fβ is in the Lipschitz
ball if and only if ‖c(β)‖ ≤ 1 where we define
c(β)
.
= [a, aβ + a
∗
β ] =
(
e−β − eβ(1− e−β)a2 − (1− e−β)n) e−βn, (3.21)
with aβ
.
= piS(zβ) = ae
−βn. The r.h.s. of (3.21) follows from the Baker-Campbell-Hausdorff
formula, e−βnaeβn = aeβ , that is [a, e−βn] = (1− eβ)ae−βn. In the energy eigenvectors basis,
one gets
c(β) =

λ0,0 0 λ0,2 0 0 . . . . . . . . .
0 λ1,1 0 λ1,3 0
. . .
. . .
. . .
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .
...
. . .
. . .
. . . 0 λn−2,n 0
. . .
...
. . .
. . . 0 λn−1,n−1 0 λn−1,n+1 0
...
. . .
. . .
. . . 0 λn,n 0 λn,n+2
...
. . .
. . .
. . .
. . .
. . .
. . .
. . .

(3.22)
where
λn,n =
(
e−β − (1− e−β)n) e−βn, (3.23)
λn−2,n = −eβ(1− e−β)
√
n(n− 1)e−βn. (3.24)
To estimate the norm of c(β) we use Schur’s test, that is
‖c(β‖ ≤
(
sup
n
∑
m
|λm,n|
) 1
2
(
sup
m
∑
n
|λm,n|
) 1
2
. (3.25)
Actually we prove that ‖c(β)‖ ≤ (e−βeβ) 12 = 1 by showing that for β sufficiently small
|λn−2,n|+ |λn,n| ≤ e−β , (3.26)
|λn,n+2|+ |λn,n| ≤ eβ . (3.27)
Let us begin with (3.26). For n ≤ e−β/(1 − e−β) .= n0 ∈ R one has λn,n ≥ 0, while
λn−2,n ≤ 0 for any n ∈ N. So
|λn−2,n|+ |λn,n| =

(
e−β + (1− e−β)(eβ√n(n− 1)− n)) e−βn for n ≤ n0,(
−e−β + (1− e−β)(eβ√n(n− 1) + n)) e−βn for n > n0.
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Let us assume n ≤ n0. Then eβ
√
n(n− 1)−n ≤ 0 for n ≤ (1− e−2β)−1 .= n1 ∈ R. Since
n1 ≤ n0 as soon as
β ≤ β0 .= ln
(
(1 +
√
5)/2
)
, (3.28)
(3.26) is true for β ≤ β0 and 0 ≤ n ≤ n1. For β ≤ β0 and n1 ≤ n ≤ n0, we have
|λn−2,n|+|λn,n| ≤
(
e−β + n(1− e−β)(eβ − 1)) e−βn ≤ (e−β + e−β(eβ − 1)) e−β/(1−e−2β) ≤ e−β ,
where we simply substitute for n0 in the polynomial factor and for n1 in the exponential.
Suppose now n > n0, so that
|λn−2,n|+ |λn,n| ≤
(−e−β + n(1− e−β)(eβ + 1)) e−βn. (3.29)
The function (an− b)e−βn (a, b > 0) reaches its maximum for n = β−1 + b/a, therefore
|λn−2,n|+ |λn,n| ≤
(
−e−β + (1− e−β)(eβ + 1)
(
1
β
+
e−β
(1− e−β)(eβ + 1)
))
e
−β
(
1
β+
e−β
(1−e−β)(eβ+1)
)
=
(1− e−β)(eβ + 1)
β
e−1 e
− βe−β
(1−e−β)(eβ+1) ≤ (eβ + 1)e−1
where we use 1− e−β ≤ β for any β ∈ R+. One checks that eβ(eβ + 1) ≤ e as soon as
β ≤ β1 .= ln
(
1
2
(
√
1 + 4e− 1
)
. (3.30)
Consequently, whatever n the inequality (3.26) is true for β ≤ min (β0, β1) = β1.
We now show (3.27). For any β, n : λn,n+2 = −e−β(1 − e−β)
√
(n+ 1)(n+ 2)e−βn ≤ 0.
So
|λn,n+2|+ |λn,n| =

(
e−β + (1− e−β)(e−β√(n+ 1)(n+ 2)− n)) e−βn for n ≤ n0,(
−e−β + (1− e−β)(e−β√(n+ 1)(n+ 2) + n)) e−βn for n > n0.
For n = 0, this yields
|λ0,2|+ |λ0,0| = e−β + (1− e−β)e−β
√
2 ≤ e−β
(
1 + β
√
2
)
, (3.31)
which is obviously smaller than eβ since 1 +
√
2β ≤ e2β for any β ∈ R+.
For 1 ≤ n ≤ n0, either (e−β
√
(n+ 1)(n+ 2)− n) ≤ 0 and we are done; or(
e−β + (1− e−β)(e−β
√
(n+ 1)(n+ 2)− n)
)
e−βn ≤
(
e−β + β(
√
(n+ 1)(n+ 2)− n)
)
e−β .
(3.32)
Observing that√
(n+ 1)(n+ 2)− n = 3n+ 2√
(n+ 1)(n+ 2) + n
≤ 3n+ 2
2n+ 1
≤ 3
2
+
1
n
≤ 5
2
, (3.33)
one obtains that (3.32) is smaller than eβ as soon as e−β + 5β/2 ≤ e2β . Noticing that
e2β ≥ 1 + 2β, this is true as soon as e−β + 5β/2 ≤ 1 + 2β, or equivalently as soon as
(β − 2)eβ−2 ≤ −2e−2, that is - denoting W the Lambert function - for
β ≤ β2 = 2 +W (−2e−2). (3.34)
We are left with the case n ≥ n0. Then
|λn,n+2|+ |λn,n| ≤
(−e−β + (1− e−β)(e−β(n+ 2) + n)) e−βn (3.35)
=
(
(1− e−2β)n− (2e−2β − e−β)) e−βn. (3.36)
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By the same reasoning as before, this is maximum for n = β−1 + (2e−2β − e−β)/(1− e−2β),
so that
|λn,n+2|+ |λn,n| ≤ 1− e
−2β
β
e−1e−β
2e−2β−e−β
1−e−2β ≤ 2β
β
e−1 =
2
e
< eβ ∀β ∈ R+. (3.37)
To summarize, ‖c(β)‖ ≤ 1 for any n ∈ N as soon as β ≤ γ .= min(β1, β2) = β1. To
conclude, we notice that restoring θ and Ξ simply amounts to multiply λn,n by θe
−Ξ, and
λn,n+2 by θe
−Ξ, letting the proof unchanged. 
III.3 Main result
At this point it might be useful to recall some well known facts regarding the state space
of A¯. By (2.32) and a classical result of operator algebras (see for example [49]), in every
representation of A¯ all states are normal, while all pure states are actually vector states.
When the representation is irreducible (like the integrated Schro¨dinger representation), the
correspondence between pure and vector states becomes one to one. In addition, normality
has the following important consequence.
Remark III.6 1. Any non-pure state ϕ ∈ S(A) is a convex combination of pure states,
ϕ(a) =
∞∑
n=1
λi 〈ψi, piS(a)ψi〉 ∀a ∈ A, (3.38)
where ψi are unit vectors in L
2(R) and λi ∈ R+ with
∑∞
i=1 λi = 1 [32, Theo. 7.1.12]. Conse-
quently, the restriction of ϕ to the closed ball of radius r ∈ R∗+, Br(A) .= {a ∈ A, ‖a‖ ≤ r} ,
can be approximated by a finite combination of pure states. Indeed, denoting n the smallest
integer such that
∑∞
i=n+1
λi ≤  for some arbitrary fixed , one has
|ϕ(a)−
n∑
n=1
λi〈ψi, piS(a)ψi〉| ≤ r ∀a ∈ Br(A). (3.39)
2. We denote S0(A) ⊂ S(A) the convex hull of the Schwartz pure states of A, that is
ϕ = 〈ψ, ·ψ〉, ψ ∈ S(R).
We can now prove the first main result of this paper, namely eq.(1.5) for any state ϕ in
S(A) and any translation κ ∈ R2 ' C.
Theorem III.7 The spectral distance between a state and its translated is the Euclidean
distance,
dD(ϕ,ϕκ) = |κ| ∀ ϕ ∈ S(A), κ ∈ C. (3.40)
Proof. We split the proof in three parts: first we show that the result follows if
lim
n→∞ϕ(A(βn)tκ) = 0 (3.41)
where {βn} is a sequence of positive numbers tending to 0, satisfying βn ≤ γ ∀n ∈ N for γ
introduced in proposition III.5. A(β)tκ is defined below. Then we show that (3.41) actually
holds for pure states. Finally we extend the result to arbitrary states.
i) Let us fix β > 0 and consider the net fβ , 0 < β ≤ γ in the Lipschitz ball defined in
(3.19). To lighten notation, we incorporate θ into β, i.e. βθ → β. The theorem amounts to
show that, for any any state ϕ ∈ S(A) and any κ ∈ C, one has
lim
β→0
|ϕκ(fβ)− ϕ(fβ)| = |κ|. (3.42)
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Defining F (t)
.
= ϕtκ(fβ) = ϕ(αtκfβ), we will be done as soon as we show that
c
lim
β→0
dF
dt
= |κ|. (3.43)
To this aim, let us fix κ ∈ C. By lemma III.2 one has
dF
dt |t
= κµϕtκ(∂µfβ) = κ
µϕ(∂µ(αtκfβ)). (3.44)
Using that κ¯a− κa∗ commutes with uκ, (2.37) yields
κµpiS(∂µ(αtκfβ)) =
[
κ¯a− κa∗
θ
√
2
, piS(αtκfβ)
]
= Ad utκ
[
κ¯a− κa∗
θ
√
2
, piS(fβ)
]
. (3.45)
Thus, denoting fβ
.
= piS(fβ),
dF
dt |t
=
1
θ
√
2
ϕ(Ad utκ [κ¯a− κa∗ , fβ ]), (3.46)
where, with a slight abuse of notation, we write the evaluation of a state as ϕ(piS(f)) instead
of ϕ(f). By easy computations, one has
[κ¯a− κa∗ , fβ ] = 1√
2
([κ¯a , aβ ] +
[
κ¯a , a∗β
]
) + adjoint, (3.47)
=
1√
2
(
θ|κ|e−βn + κ¯e−iΞa [a , e−βn]+ κ¯eiΞ [a , e−βn] a∗ + adjoint) . (3.48)
Let us denote the sum of the commutators in the equation above as a single operator A(β),
which is in A since both e−βn and [κ¯a− κa∗ , fβ ] = θ
√
2κµ∂µfβ are in A. Define similarly
A(β)tκ
.
= Ad utκ A(β) = Ad utκ [κ¯a− κa∗ , fβ ]−
√
2θ|κ|e−βntκ , (3.49)
with
atκ
.
= (Ad utκ)a = a+
tκ√
2
I, a∗tκ
.
= (Ad utκ)a
∗ = a∗+
t¯κ√
2
I, ntκ
.
= (a∗a)tκ = a∗tκatκ. (3.50)
Again A(β)tκ is in A, for the latter is invariant by ad utκ. This allows to write (3.46) as
dF
dt |t
= |κ|ϕ(e−βntκ) + 1
θ
√
2
ϕ(A(β)tκ). (3.51)
The operator ntκ is positive and selfadjoint, so by the Hille-Yosida theorem [47] the
application (0,+∞) 3 β → e−βntκ defines a contraction semi-group. In particular one has
for β ≥ 0 and any ψ ∈ L2(R),∥∥e−βntκ∥∥ ≤ 1 and lim
β→0
e−βntκψ = ψ, (3.52)
so that remark III.6 yields
lim
β→0
ϕ(e−βntκ) = 1. (3.53)
As soon as the limit (3.41) holds true for some sequence 0 < βn ≤ γ, (3.51) reduces to (3.43)
and the theorem follows.
cNotice that the pointwise limit is sufficient: substituting in (3.42) |ϕκ(fβ) − ϕ(fβ)| with its integral form
(3.13), fβ being in the Lipschitz ball allows to exchange the limit and the integral thanks to the dominated
convergence theorem.
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ii) To prove the limit (3.41), we need to evaluate the various terms of ϕ(A(β)tκ). Let us
first do it assuming ϕ is a pure state in S0(A). Developing the commutator in (3.49), one
obtains
A(β)tκ =
1√
2
(
κ¯e−iΞatκ
[
a , e−βntκ
]
+ κ¯eiΞ
[
a , e−βntκ
]
a∗tκ
)
+ adjoint. (3.54)
Let us consider the first term of this equation, disregarding the constant coefficients. One
has
‖atκ
[
a , e−βntκ
]
ψ‖ = ‖atκ
[
a +
tκ√
2
I, I− e−βntκ
]
ψ‖ (3.55)
≤ ‖a2tκ(I− e−βntκ)ψ‖+ ‖atκ(I− e−βntκ)atκψ‖. (3.56)
Calculating explicitly the first norm in (3.56), one finds
‖a2tκ(I− e−βntκ)ψ‖2 = 〈a2tκ(I− e−βntκ)ψ, a2tκ(I− e−βntκ)ψ〉 (3.57)
= 〈a2tκe−βntκψ, a2tκe−βntκψ〉+ 〈a2tκψ, a2tκψ〉 − 2Re〈a2tκe−βntκψ, a2tκψ〉 (3.58)
= 〈e−2βntκψ, a∗2tκa2tκψ〉+ 〈ψ, a∗2tκa2tκψ〉 − 2Re〈e−βntκψ, a∗2tκa2tκψ〉. (3.59)
The three terms in (3.59) are finite, for ψ is Schwartz. Moreover, by (3.52) they cancel
each other as β → 0. The same argument applies to ‖atκ
[
a , e−βntκ
]
atκψ‖. Repeating the
procedure for
[
a , e−βntκ
]
a∗tκ and the adjoints, one gets
lim
β→0
‖A(β)tκψ‖ = 0, (3.60)
so that, by Cauchy-Schwarz, limβ→0 |ϕ(A(β)tκ)| ≤ limβ→0 ‖A(β)tκψ‖ = 0. This implies
(3.41) and the result.
Now, fix any pure state ϕ˜ = 〈ψ˜, ·ψ˜〉 for some unit vector ψ˜ ∈ L2(R), and take a Schwartz-
pure state ϕ as before such that
‖ϕ− ϕ˜‖ < 
r
(3.61)
for arbitrary real positive numbers r and . This is always possible for S(R) is dense in
L2(R) (by Cauchy-Schwarz one has |(ϕ− ϕ˜)(a)| ≤ 2 ‖ψ‖L2(R) ‖δψ‖L2(R) + ‖δψ‖2L2(R) for any
a of norm 1, where δψ
.
= ψ˜ − ψ has arbitrary small norm). Then
|ϕ˜(A(β)tκ)| ≤ ‖ϕ˜− ϕ‖ ‖A(β)tκ‖+ |ϕ(A(β)tκ)| ≤ 
r
‖A(β)tκ‖+ |ϕ(A(β)tκ)|. (3.62)
From the definition (3.49) of A(β)tκ, the explicit form (3.45) of the derivative and the
strong continuity (3.52), using moreover that fβ is in the Lipschitz ball so that - by (2.15) -
‖∂µfβ‖ ≤ 2− 12 , one obtains
‖A(β)tκ‖ ≤ θ
√
2κµ ‖∂µfβ‖+
√
2θ|κ| ≤ θ
∑
µ
|κµ|+
√
2θ|κ|. (3.63)
Taking as a parameter r the r.h.s. of the equation above,
r = θ
∑
µ
|κµ|+
√
2θ|κ|, (3.64)
and remembering, as shown above, that eq.(3.41) holds true for ϕ, eq.(3.62) yields
lim
β→0
|ϕ˜(A(β)tκ)| = 0,
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hence the result.
iii) The argument for an arbitrary state in S(A) is now straightforward. For any t ∈ [0, 1],
the net A(β)tκ, 0 < β ≤ γ, is contained within the closed ball Br(A) ⊂ B(L2(R)) with radius
r given by (3.64). Since Br(A) is compact (and metrizable) in the σ-weak topology of
B(L2(R)) (as any closed ball, see [49]), from any sequence {A(βn)tκ}+∞n=1 with βn → 0, one
can extract a sub-sequence {A(βnj )}+∞j=1 such that, for every (normal) state ϕ in the predual
B(H)∗,
lim
j→∞
ϕ(A(βnj )) = ϕ(A(0)) (3.65)
for some A(0) ∈ Br(A). Fixing  > 0, the same is true for the finite convex combination
σ
.
=
n∑
n=1
λi〈ψi, ·ψi〉 (3.66)
defined in remark III.6, that is
lim
j→∞
σ(A(βnj )) = σ(A(0)). (3.67)
But by the result of ii), each of the terms of σ(A(βnj )) tends to zero, that is σ(A(0)) = 0.
Therefore
|ϕ(A0)| ≤ r, (3.68)
that is
lim
j→∞
|ϕ(A(βnj )| ≤ r
which again is (3.41). 
III.4 Discussion on the optimal element
In this paragraph, optimal always means “up to regularization”. The optimal element
f0 (3.15) is similar to the one used in [19, Prop. 3.2] to compute the distance between
κ-translated states of C0(R2), κ ∈ R2, namely
u ∈ R2 → u · κ|κ| (3.69)
with “·” the scalar product of R2. To get convinced, remember that the point u = (u1, u2) ∈
R2 identifies to z = 1√
2
(u1 + iu2) ∈ C while the translation amplitude κ = |κ|(cos Ξ, sin Ξ)
identifies to |κ|eiΞ (see (2.8) and remark II.1). With these conventions the r.h.s. of (3.69) is
precisely (3.15):
u1 cos Ξ + u2 sin Ξ =
√
2<(ze−iΞ) = 1√
2
(ze−iΞ + z¯eiΞ). (3.70)
In other terms, an optimal element between translated states in the Moyal plane is obtained
as the left regular representation of an optimal element between translated states in the
commutative case. In the language of optimal transport [52], this means that the optimal
transportation plan between translated distributions does not see the quantum nature of
space. This is a striking result, that was not granted from the beginning, in particular
because not all the optimal elements of the commutative case give an optimal element in the
Moyal plane.
Indeed, besides (3.69) another optimal element in the Euclidean plane between a pure
state δx and its translated δy .=λx, λ ∈ R+, is the radial function
√
2|z|. One could have
thought there exists as well a “radial” optimal element (i.e. depending on z ?z¯ only) between
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translated states in the Moyal plane. It turns out that the supremum on such elements yields
a quantity lower than the spectral distance [33].
In proposition III.5, we regularize by e−
β
θ |L(z)|2 , instead of e−
√
2
n |z| in [19]. The con-
stant coefficients in the exponential are not relevant, only the exponents of the argument
of the exponential are. In the commutative case, one could choose as well |z|2 or |z|3, for∥∥∥grad(|z|e− |z|pn )∥∥∥ is never greater than 1 for p = 1, 2, 3. In proposition III.5 we chose the
exponential p = 2 rather than p = 1, for the commutation relations of |L(z)|2 = n are easier
to deal with than those of |L(z)| = √n = |a|.
IV Symplectic orbits
One may wonder whether our methods apply beyond translations, for instance to the
orbitd
ϕt(f)
.
= ϕ ◦ αM(t)(f) with (αM(t)f)(x) = f(M(t)x) (4.1)
of a state ϕ under the action of a 1-parameter subgroup
M(t) = etJ , J = (S, κ) ∈ Lie (Sp(2,R)nR2) (4.2)
of Sp(2,R)n R2. The latter is a group of automorphism of the Moyal algebra A and plays
for the Moyal plane the same role as the Euclidean group for R2 (see e.g. [34]).
In all this section, Sµν ∈ R are the components of the matrix S ∈ sp(2,R), κµ of the
vectore κ ∈ R2, Jµ of the vector J tangent to the curve M(t)x = etJx at t = 0. More
explicitly
Jµ(x)
.
= (Jx)µ = Sµνxν + κ
µ1. (4.3)
The square norm of J and its evaluation on a function f are respectively denoted by
J · J =
∑
µ
(Jµ)2, J · ∇f .= Jµ · ∂µf. (4.4)
Similarly we write
J ? J
.
=
∑
µ
Jµ ? Jµ, J ?∇f .= Jµ ? ∂µf. (4.5)
IV.1 Monge-Kantorovich distance on symplectic orbits
Let us begin with the commutative case and consider the spectral triple
(
S(R2),H, D)
with H and D as in (2.3) (for N = 1). The algebra acts by pointwise multiplication, so a real
function f is in the Lipschitz ball iff ‖∇f · ∇f‖∞ ≤ 1. We still call dD the spectral distance,
keeping in mind it coincides with the Monge-Kantorovich distance. S0(C0(R2)) denotes the
convex hull of the Schwartz pure states of C0(R2) (i.e. f →
∫
R2 |ψ|2fdx with ψ ∈ S(R2)).
For any such state, ϕ (J · J) and ϕ (J · ∇f) are well defined.
Proposition IV.1 Let ϕ be a faithful state in S(C0(R2)) and M(t) = etJ˜ ∈ Sp(2,R)nR2.
Then for any τ ∈ R+
dD
(
ϕ,ϕ ◦ αM(τ)
) ≤ inf
N
∫ τ
0
dt ϕt
(√
J · J
)
(4.6)
where the infimum is on all N(t) = etJ ∈ Sp(2,R)nR2 such that ϕ ◦ αN(τ) = ϕ ◦ αM(τ).
dThis notation generalizes the one used so far: for M(t) a translation tκ, ϕt in (4.1) is ϕtκ of definition III.1.
eWe use the same notation for the group R2 and its Lie algebra.
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Proof. For any real function f in the Lipschitz ball and N(t) = etJ , define F (t)
.
= ϕt(f) =
ϕ ◦ αN(t)(f). By lemma III.2 one has
|dF
dt |t
| = |ϕt (J · ∇f)|. (4.7)
The L2-convergence (3.8) is guaranteed, for Jµ is a linear combination of the coordinates
and 1.
Eq.(4.6) follows if we show that |ϕt (J · ∇f)| ≤ ϕt
(√
J · J
)
. Denoting φt the density
probability of ϕt, this comes from Cauchy-Schwarz,
|ϕt(J · ∇f)| = |
∫
R2
dx φt J · ∇f | ≤
∫
R2
dx φt |J · ∇f | ≤
∫
R2
dx φt
√
J · J
√
∇f · ∇f, (4.8)
≤ sup
x
√
∇f · ∇f
∫
R2
dx φt
√
J · J ≤ ϕt
(√
J · J
)
. 
In fact, we are dealing with the full fledged time-dependent Monge-Kantorovich problem
and it is known that to have equality in (4.6) in the general case, the infimum should be
taken on all continuous and piecewise C1 trajectories N(t) such that ϕ ◦ αM(τ) = ϕ ◦ αN(τ)
(cf e.g. [52, §5.1]).
However, we show in proposition IV.5 below that (4.6) provides the right bound for states
with specific symmetry properties. We stress that in this case the spectral distance does not
coincide with the integral of ϕt
(√
J · J
)
along the orbit M(t). This already happens with
pure states: the orbit δt
.
= δx ◦ αM(t) in P(A) identifies with the curve M(t)x in the plane
and δt
(√
J · J
)
is the norm of the vector tangent to this curve at t so that, for instance with
M(t) a rotation, one obtains∫ τ
0
dt δt
(√
J · J
)
= length of the arc of angle τ and radius |x| (4.9)
while by (1.4) the spectral distance is the length of the corresponding chord,
dD(δx, δτ ) = dgeo(x,M(τ)x) = |M(τ)x− x|. (4.10)
IV.2 Symplectic orbits on the Moyal plane
Let us now consider the orbits of the symplectic group in the Moyal plane. For any
ϕ ∈ S0(A) (defined in remark III.6) ϕ (J ? J), ϕ (∇f ? J) and ϕ (J ?∇f) are well defined
finite quantities. The same is true for ϕ (J · ∇f), as shown by the following lemma.
Lemma IV.2 For any Schwartz function f , one has
J · ∇f = 1
2
(∇f ? J + J ?∇f) . (4.11)
Proof. This follows from f · xµ = 12 (f ? xµ + xµ ? f), see [25]. 
We now give an upper bound to the spectral distance on any symplectic orbit.
Proposition IV.3 Let ϕ ∈ S0(A) and ϕt = ϕ ◦ αM(t) its orbit under M(t) = etJ˜ . Then
∀ τ ∈ R+
dD (ϕ,ϕτ ) ≤ inf
N
∫ τ
0
dt
√
ϕt(J ? J) (4.12)
where the infimum is on all N(t) = etJ ∈ Sp(2,R)nR2 such that ϕ ◦ αN(τ) = ϕ ◦ αM(τ).
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Proof. As in prop. IV.1, the result follows if we show that for any f = f∗ in the Lipschitz
ball,
|ϕt (J · ∇f)| ≤
√
ϕt (J ? J). (4.13)
The point is that the usual product appears in l.h.s. of (4.13), not the star one. So a blind
application of Cauchy-Schwarz inequality would make the sup norm ‖∂f‖∞ arise, which is
no longer constrained by the Lipschitz condition. Fortunately, thanks to lemma IV.2 we
can substitute the argument of ϕt with
1
2 (∇f ? J + J ?∇f). We then switch to complex
coordinates
∂a=1
.
= ∂, ∂a=2
.
= ∂¯, Ja=1
.
=
Jµ=1 + iJµ=2√
2
, Ja=2
.
=
Jµ=1 − iJµ=2√
2
=
(
Ja=1
)∗
. (4.14)
One checks that ∇f ? J = ∂af ? Ja and J ? J =
∑
a J
a∗ ? Ja. By Cauchy-Schwarz, one thus
has f
|ϕt (∇f ? J)| ≤
∑
a
|ϕt(∂af ? Ja)| ≤
∑
a
√
ϕt(∂af ?(∂af)∗) ϕt(Ja∗?Ja)
≤
√∑
a
ϕt(∂af ? (∂af)∗)
√∑
a
ϕt(Ja∗? Ja) ≤
√∑
a
‖L(∂af)‖2
√∑
a
ϕt(Ja∗?Ja)
≤
√∑
a
ϕt(Ja∗?Ja) =
√
ϕt (J ? J). (4.15)
A similar equation holds for |ϕt (J ?∇f)|. Hence (4.13) and the result. 
Remark IV.4 1. It is known that the spectral distance on S(A) can be infinite [8]. Propo-
sition IV.1 guarantees that dD(ϕ,ϕ◦αM(τ)) is finite for any ϕ ∈ S(A) and M(τ) ∈ Sp(2,R).
2. The upper bound (4.12) is greater than what could have been expected from proposition
IV.1: √
ϕt(J ? J) ≥ ϕt
(√
J ? J
)
. (4.16)
When ϕ is invariant under a given symplectic transformation S, the distance on the orbit
of its translated ϕκ is easily computable.
Proposition IV.5 Let ϕ = ϕ ◦αS be a state invariant under the symplectic transformation
S. Then
dD(ϕκ, ϕκ ◦ αS) = |Sκ− κ| ∀κ ∈ R2. (4.17)
Proof. The result follows from theorem III.7, noticing that the group law of Sp(2,R) n R2
guarantees that the image of any translated ϕκ under αS is still a translated of ϕ. Namely
ϕκ ◦ αS = ϕ ◦ (ακαS) = ϕ ◦ αS ◦ αSκ = ϕ ◦ αSκ = ϕSκ. 
This proposition sheds an interesting light on the nature of a quantum point. In the Eu-
clidean plane dD(δx, δx ◦ αS) = |Sx − x|. In view of proposition IV.5 , this is because any
δx in R2 is the translated of the origin δ0, and the latter is invariant under any symplectic
transformation. This is no longer true on the Moyal plane: the set C(ϕ) .= {ϕκ, κ ∈ R2}
equipped with the spectral distance is homeomorphic (for the metric topology) to the Eu-
clidean plane, but unlike δ0 the “origin” ϕ may not be invariant under S. When this happens
ϕκ ◦ αS no longer lies in C(ϕ) and dD(ϕκ, ϕκ ◦ αS) is no longer the length of a chord.
Propositions IV.1 and IV.3 indicate that in both the commutative and noncommutative
cases the techniques developed in section III do not straightforwardly apply to symplectic
transformations. Except for translations, dD(ϕ,ϕ ◦ αM(τ)) is not necessarily given by the
integral of some “Moyal line-element” (like
√
ϕt (J ? J) or ϕt
(√
J ? J
)
) along the orbit
ϕ ◦ αM(t).
fNo Einstein summation.
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V Pythagoras relations
V.1 Product of spectral triples
The product of an (even) spectral triple T1 = (A1,H1, D1) with a spectral triple T2 =
(A2,H2, D2) is the spectral triple T ′ = (A′,H′, D′) with [16]
A′ .= A1 ⊗A2, H′ .= H1 ⊗H2, D′ .= D1 ⊗ I2 + Γ1 ⊗D2, (5.1)
where Γ1 denotes the chirality of T1, that is a graduation of H1 such that
Γ21 = I1 is the identity of H1 and [Γ1, pi1(A1)] = 0. (5.2)
Any pair of states (ϕ1 ∈ S(A1), ϕ2 ∈ S(A2)) defines state ofA′ by a1⊗a2 → ϕ1(a1)ϕ2(a2).
Any state of A′ that can be written in this way is said separable. Consider two separable
states either of the form ϕ1⊗ϕ2, ϕ1⊗ ϕ˜2 or ϕ1⊗ϕ2, ϕ˜1⊗ϕ2 and make the extra-assumption
that both spectral triples Ti, i = 1, 2, are unital and non-degenerate (that is pii(1) is the
identity of Hi). Then the spectral distance dD′ of T ′ reduces either to the distance dD1 of
T1 or dD2 of T2 [44, 36]:
dD′(ϕ1 ⊗ ϕ2, ϕ˜1 ⊗ ϕ2) = dD1(ϕ1, ϕ˜1), (5.3)
dD′(ϕ1 ⊗ ϕ2, ϕ1 ⊗ ϕ˜2) = dD2(ϕ2, ϕ˜2). (5.4)
Furthermore, in case T1 is the canonical (commutative) spectral triple of a compact spin
manifold M and T2 is the canonical spectral triple on C2 given by
A2 = C2, H2 = C2, D2 .=
(
0 Λ
Λ 0
)
(5.5)
where Λ is a constant complex parameter and C2 acts on itself as
pi2(z
1, z2)
.
=
(
z1 0
0 z2
)
z1, z2 ∈ C, (5.6)
then Pythagoras equality holds true between pure states of A′ (which turn out to be all
separable), that is [44, 36]
dD′(δ
1
x, δ
2
y) =
√
d2D′(δ
1
x, δ
1
y) + d
2
D′(δ
1
y, δ
2
y) (5.7)
where δix = (ωx, δ
i) with δx ∈ P(C∞0 (M) and δi ∈ P(A1) is one of the two pure states of C2,
δi(z1, z2) = zi i = 1, 2. (5.8)
Remark V.1 A similar result holds for A2 = C⊕H⊕M3(C) the finite dimensional algebra
of the standard model. In fact one shows [36, 44] that with this choice of A2, the computation
of dD′ between separable states is equivalent to the A2 = C2 case. Indeed, the requirements
imposed by the experimental data on the Dirac operator make all the distance between states
of M3(C) infinite, while the algebra of quaternion H has only one state and thus, from our
perspective, behaves like the algebra of complex numbers.
We prove below that the same Pythagoras equality holds in the Moyal plane - modulo
minimal unitalization - on any set of separable states of A′ = A⊗C2 of the form (see figure
1)
Q(ϕ) .= C(ϕ)× C(ϕ) = {(C(ϕ), δi) , i = 1, 2} . (5.9)
To do so, we first establish some Pythagoras inequality (5.15), which holds true for the
product of any arbitrary unital, non-degenerate spectral triple T1 by C2.
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V.2 Pythagoras inequalities
In this section A′ = A1 ⊗ C2 ' A1 ⊕A1 has generic element a′ = (f, g) with f, g ∈ A1.
We consider the subspace Q(A′) of S(A′) consisting in pairs
ϕi
.
= (ϕ, δi) (5.10)
where ϕ ∈ S(A1). Q(A′) = ∪
ϕ∈S(A1)
Q(ϕ) is the disjoint union of two copies of S(A1). The
evaluation on an element of A′ reads
ϕ1(a′) = ϕ(f), ϕ2(a′) = ϕ(g). (5.11)
Eqs. (5.3) and (5.4) become
dD′(ϕ
i, ϕ˜i) = dD1(ϕ, ϕ˜), (5.12)
dD′(ϕ
1, ϕ2) = dD2(δ
1, δ2) = |Λ|−1. (5.13)
Note that A2 being commutative, pure states of A′ are pairs [49] ωi .=
(
ω ∈ P (A1) , δi
)
, so
that
P(A′) ⊂ Q(A′) ⊂ S(A′). (5.14)
Lemma V.2 Let (A1,H1, D1) be any spectral triple. For any states ϕ, ϕ˜ ∈ S(A1) and any a
in BLip(T1) that does not commute with D1, one has |ϕ(a)− ϕ˜(a)| ≤ ‖[D1, pi1(a)]‖ dD1(ϕ, ϕ˜).
Proof. Let a˜
.
= a‖[D1,pi(a)]‖ . Then ‖[D1, pi1(a˜)]‖ = 1. Hence the result by definition of dD1 . 
Proposition V.3 Let (A′,H′, D′) be the product (5.1) of an arbitrary even, unital and non-
degenerate spectral triple T1 with the spectral triple T2 (5.5) of C2. For any ϕ1, ϕ˜2 ∈ Q(A′),√
d2D′(ϕ
1, ϕ˜1) + d2D′(ϕ˜
1, ϕ˜2) ≤ dD′(ϕ1, ϕ˜2) ≤
√
2
√
d2D′(ϕ
1, ϕ˜1) + d2D′(ϕ˜
1, ϕ˜2). (5.15)
Proof. a′ = (f, g) is represented as
pi′(a′) =
(
pi1(f) 0
0 pi1(g)
)
. (5.16)
The Dirac operator D′ acts as
D′ =
(
D1 ΛΓ1
Λ¯Γ1 D1
)
(5.17)
so that, by (5.2),
[D′, pi′(a)] =
(
[D1, pi1(f)] ΛΓ1 pi1(f − g)
Λ¯Γ1 pi1(g − f) [D1, pi1(g)]
)
. (5.18)
Define the subset
A′ ⊃ B .= {(f, g) = (f∗, g∗) ∈ A′, f − g = λ1 for some λ ∈ R+} (5.19)
with 1 the unit of A1, and let
dB(ϕ1, ϕ˜2)
.
= sup
b∈B
{|ϕ1(b)− ϕ˜2(b)|, ‖[D′, pi′(b)]‖ ≤ 1} . (5.20)
Obviously dD′(ϕ
1, ϕ˜2) ≥ dB(ϕ1, ϕ˜2), so the l.h.s. of (5.15) follows if we show that
dB(ϕ1, ϕ˜2) =
√
d2D′(ϕ
1, ϕ˜1) + d2D′(ϕ˜
1, ϕ˜2). (5.21)
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To this aim, let us fix ϕ, ϕ˜ in S(A1), and consider
b = (f, f + λ1) ∈ B ∩ BLip(T ′). (5.22)
Noticing that [D1, pi1(f)]
∗ = −[D1, pi1(f)], (5.18) yields
[D′, pi′(b)][D′, pi′(b)]∗ =
(
[D1, pi1(f)][D1, pi1(f)]
∗ + λ2|Λ|2I1
)⊗ I2. (5.23)
For any positive element in a unital C∗-algebra and λ ∈ R+, ‖a+ λ1‖ = ‖a‖+ λ, hence
1 ≥ ‖[D′, pi′(b)]‖ =
√
‖[D1, pi1(f)]‖2 + λ2|Λ|2. (5.24)
Furthermore, for any b ∈ B lemma V.2 yields
|ϕ1(b)− ϕ˜2(b)| = |ϕ(f)− ϕ˜(f) + λ| ≤ dD1(ϕ, ϕ˜) ‖[D1, pi1(f)]‖+ λ. (5.25)
Therefore, using (5.24) as ‖[D1, pi1(f)]‖ ≤
√
1− λ2|Λ|2, one obtains
dB(ϕ1, ϕ˜2) ≤ sup
λ∈R+
F (λ) with F (λ)
.
=
√
1− λ2|Λ|2d1 + λ (5.26)
where we write d1 instead of dD1(ϕ,ϕ
′). The function F reaches its maximum on R+,
F (λmax) =
√
1
|Λ|2 + d
2
1, (5.27)
for
λmax =
1
|Λ|
√
d21|Λ|2 + 1
. (5.28)
This upper bound in the spectral distance formula is attained by b = (f, f + λmax1) with
f =
|Λ|d1√
|Λ|2d21 + 1
f1, (5.29)
where f1 is the element that attains the supremum in the computation of d1. Therefore
dB(ϕ1, ϕ˜2) =
√
1
|Λ|2 + d
2
1 (5.30)
which, by (5.12), (5.13), is nothing but (5.21). Hence the l.h.s. of (5.15).
The r.h.s. follows from (5.12) and (5.13) by the triangle inequality,
dD′(ϕ
1, ϕ˜2) ≤ dD′(ϕ1, ϕ˜1) + dD′(ϕ˜1, ϕ˜2), (5.31)
together with (a+ b)2 ≤ 2a2 + 2b2. 
This result is extended in [20] to the distance between separable states of A1 ⊗ A2 in the
product of any two unital non-degenerate spectral triples (that is for A2 non-necessarily
equal to C2). Below, in the particular case of the product of the Moyal plane by C2, we
obtain a stronger result consisting in a Pythagoras equality for states ϕ1, ϕ˜2 with ϕ˜ ∈ C(ϕ)
a translated of ϕ.
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Figure 1: The spectral distance on Q(ϕ): ϕ is any state of the Moyal algebra and ϕ˜ ∈ C(ϕ) any of its
translated. The superscript 1, 2 corresponds to the pure state of C2. On each copy of C(ϕ) the spectral
distance dD′ coincides with the distance dD on the Moyal plane, and the distance between two copies
ϕ1, ϕ2 of the same state ϕ coincides with the distance dD2 on C2. The distance between the two sheets
is given by Pythagoras theorem.
V.3 Pythagoras equality
Since the Moyal algebra A has no unit, in order to apply proposition V.3 above we shall
work with the (minimal) unitization A+ of A, that is
A+ = S(R2, ?)⊕ C (5.32)
as a vector space, with product (f, λ).(g, λ˜) = (fg + λg + λ˜f, λλ˜) and unit 1 = (0, 1). The
left-regular representation and the representation pi of the spectral triple (2.12) extend to
A+ as
L(fλ) .= L(f) + λI, (5.33)
pi(fλ) = L(fλ)⊗ I2 = pi(f) + λI⊗ I2 where fλ .= (f, λ). (5.34)
Any state ϕ ∈ S(A) linearly extends to a state in S(A+) by setting ϕ(1) = 1.
One should be careful that T+ = (A+,H, D) with H and D given by (2.11) and (2.10)
is not a spectral triple, for pi(a)(D − λI)−1 is not compact for a = 1. However this does
not prevent us to consider the associated spectral distance, since the compact resolvent
condition does not enter formula (1.1). Actually Rieffel considers such generalizations of
Connes formula in [48], using instead of (1.3) any seminorm L on A. Within this framework,
we call T+ the unital triple of the Moyal plane and still call dD the spectral distance.
Switching from T to T+ has no incidence on the spectral distance on S(A).
Lemma V.4 Let (A1,H1, D1) be a non-unital, non-degenerate spectral triple. For any
ϕ, ϕ˜ ∈ S(A1),
dD1(ϕ, ϕ˜) = sup
a∈A+1
{|ϕ(a)− ϕ˜(a)|, ‖[D1, pi1(a)]‖ ≤ 1} (5.35)
where pi1 is extended to A+1 by setting pi1(1) = I1.
Proof. One has ϕ((a, λ)) = ϕ(a) + λ, so that ϕ((a, λ)) − ϕ˜((a, λ)) = ϕ(a) − ϕ˜(a) does not
depend on λ. Similarly [D1, pi1(a, λ)] = [D1, pi1(a) + λI1] = [D1, pi1(a)] does not depend on
λ. Hence it is equivalent to look for the supremum on A1 or on A+1 . 
We now consider the product T ′ of the unital triple T+ of the Moyal plane with the
spectral triple T2 on C2 given in (5.5), namely
A′ = A+ ⊗ C2, H′ = H⊗ C2, D′ = D ⊗ I2 + Γ⊗D2. (5.36)
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The graduation Γ is the third Pauli matrix σ3. We begin with a technical lemma regarding
the Lipschitz ball.
Lemma V.5 For any a′ =
(
fλ, gλ˜
)
in BLip(T ′), with fλ, gλ˜ ∈ A+, one has∥∥∥∥L (∂f)∗ L (∂f) + |Λ|22 L (gλ˜ − fλ)∗ L (gλ˜ − fλ)
∥∥∥∥ ≤12 , (5.37)∥∥∥∥L (∂g)∗ L (∂g) + |Λ|22 L (gλ˜ − fλ)∗ L (gλ˜ − fλ)
∥∥∥∥ ≤12 , (5.38)
and similarly for ∂¯.
Proof. From (5.18), one gets
[D′, pi′(a′)] =
(
[D,pi(fλ)] ΓΛpi(gλ˜ − fλ)
ΓΛ¯pi(fλ − gλ˜) [D,pi(gλ˜)]
)
. (5.39)
Multiplying on the left and right by the diagonal matrices of norm 1
∆L
.
= diag(I, 0), ∆R
.
= diag(I,Γ), (5.40)
one obtains
‖∆L[D′, pi′(a′)]∆R‖ ≤ ‖[D′, pi′(a′)]‖ ≤ 1 (5.41)
where, using the properties (5.2) of Γ,
∆L[D
′, pi′(a′)]∆R =
(
[D,pi(fλ)] Λpi(gλ˜ − fλ)
0 0
)
(5.42)
has norm
‖∆L[D′, pi′(a′)]∆R‖2 =
∥∥[D,pi(fλ)]∗[D,pi(fλ)] + |Λ|2pi(gλ˜ − fλ)∗pi(gλ˜ − fλ)∥∥ . (5.43)
Let us evaluate the various terms of the equation above. On the one hand,
[D,pi(fλ)] = [D,pi(f) + λI⊗ I2]] = [D,pi(f)]. (5.44)
so that by (2.14l
[D,pi(fλ)]
∗[D,pi(fλ)] = 2
( L(∂f)∗L(∂f) 0
0 L(∂¯f)∗L(∂¯f)
)
. (5.45)
On the other hand,
pi(gλ˜ − fλ) = L(gλ˜ − fλ)⊗ I2. (5.46)
Consequently ‖∆L[D′, pi′(a′)]∆R‖2 = max {‖A∂‖ , ‖A∂¯‖} where
A∂
.
= 2L (∂f)∗ L (∂f) + |Λ|2L (gλ˜ − fλ)∗ L (gλ˜ − fλ) , (5.47)
and a similar definition for A∂¯ . Hence (5.37). Eq. (5.38) is obtained in a similar manner,
using ∆L=diag(0, I). 
We now show the second main result of this paper, namely Pythagoras theorem on the
set of states Q(ϕ) defined in (5.9).
Theorem V.6 For any ϕ ∈ S(A) and κ ∈ R2, one has
dD′(ϕ
1, ϕ2κ) =
√
d2D′(ϕ
1, ϕ1κ) + d
2
D′(ϕ
1
κ, ϕ
2
κ) =
√
|κ|2 + |Λ|−2. (5.48)
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Proof. We first show that
dD′(ϕ
1, ϕ2κ) ≤
√
|Λ|−2 + |κ|2, (5.49)
using a similar procedure as in proposition III.3. Let us fix ϕ ∈ S(A), κ ∈ C ' R2. For any
A′ 3 a′ = (fλ, gλ˜) define
F (u, v)
.
= ϕuκ
(
(1− v|Λ|) fλ + v|Λ|gλ˜
)
(5.50)
with u ∈ [0, 1], v ∈ [0, |Λ|−1] and ϕuκ = ϕ ◦ αuκ the uκ-translated of ϕ defined in (3.2). One
has
F (0, 0) = ϕ(fλ) = ϕ
1(a′), (5.51)
F (u, |Λ|−1) = ϕuκ(gλ˜) = ϕ2uκ(a′). (5.52)
Viewing F as a real function F (c(t)) on R2, where c(t) = (u(t), v(t)) denote a curve in R2
such that u(0) = v(0) = 0, u(1) = 1, v(1) = |Λ|−1, one obtains
|ϕ2κ(a′)− ϕ1(a′)| = |F (c(1))− F (c(0))| ≤
∫ 1
0
|dF
dt |t
|dt. (5.53)
Now fix c(t) =
(
u (t) = t, v (t) = |Λ|−1t). The derivative of F along it is
dF
dt |t
=
∂F
∂u |t
+ |Λ|−1 ∂F
∂v |t
. (5.54)
Let us define K0
.
= |Λ|−1 and
∂0F
.
=
∂F
∂v
= |Λ|ϕuκ
(
gλ˜ − fλ
)
. (5.55)
For a = µ = 1, 2, we define as well Ka = κ˜µ and ∂a = ∂˜µ as in proposition III.3, so that by
lemma III.1 and eq. (3.10) one has ∂F∂u = κ˜
µ∂˜µF =
∑2
K=1K
a∂aF . Hence
dF
dt |t
= Ka∂aF|t (5.56)
and by Cauchy-Schwarz one obtains
|dF
dt |t
| ≤
√
|Λ|−2 + |κ|2
√√√√ 2∑
a=0
|∂aF|t|2. (5.57)
Using ∂˜µfλ = ∂˜µf , ∂˜µgλ˜ = ∂˜µg, we have for a = 1, 2
∂aF = ϕuκ
(
(1− v|Λ|) ∂˜µf + v|Λ|∂˜µg
)
. (5.58)
To lighten notations, let us write f˜µ(t)
.
= ϕtκ(∂˜µf) and similarly for g. Eq. (5.58) yields
|∂aF|t|2 = v2|Λ|2
(
g˜µ(t)− f˜µ(t)
)2
+ 2v|Λ|f˜µ(t)
(
g˜µ(t)− f˜µ(t)
)
+ f˜2µ(t). (5.59)
As a function of v ∈ [0, |Λ|−1], this is a parabola with positive leading coefficient, hence it is
maximum either at v = 0 or v = |Λ|−1. Therefore for a = 1, 2, one has
|∂aF|t| ≤ max
{
|f˜µ(t)|, |g˜µ(t)|
}
.
= |ϕtκ(htµ)|, (5.60)
where htµ = ∂˜µf or ∂˜µg is a blind notation to denote the maximum. It is important to stress
that, at fixed t, nothing guarantees that ht1 and ht2 should be given by the same function.
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One may have ht1 = ∂˜1f while ht2 = ∂˜2g. As well, for the same index µ, nothing forbids the
maximums at t1 and t2 6= t1 to be given by distinct functions: h˜t1µ = ∂˜µf and ht2µ = ∂˜µg.
In any case, since for any state ϕ of a unital C∗-algebra |ϕ(a)|2 ≤ ϕ(a∗a) [31, Prop. 4.3.1],
one gets
|∂aF|t|2 ≤ ϕtκ(h∗tµ ? htµ), for a = 1, 2; (5.61)
|∂0F|t|2 ≤ |Λ|2ϕtκ
((
gλ˜ − fλ
)∗
?
(
gλ˜ − fλ
))
. (5.62)
Therefore
2∑
a=0
|∂aF|t|2 ≤
2∑
µ=1
ϕtκ
(
h∗tµ ? htµ +
|Λ|2
2
(gλ˜ − fλ)∗ ? (gλ˜ − fλ)
)
, (5.63)
≤
2∑
µ=1
∥∥∥∥L (htµ)∗ L (htµ) + |Λ|22 L(gλ˜ − fλ)∗L(gλ˜ − fλ)
∥∥∥∥ ≤ 1 (5.64)
by lemma V.5. Hence (5.49).
The theorem then follows from proposition V.3, together with (5.12) and (5.13). 
Remark V.7 The proof of theorem V.6 relies on the observation that the orbit ϕtκ ∈ S(A)
of ϕ under the action of the translation group - which allows to define the function F in
(5.50) - is a geodesic for the spectral distance, namely
dD (ϕt0κ, ϕt1κ) = |t0 − t1| dD(ϕ,ϕκ) ∀ 0 ≤ t0 ≤ t1 ≤ 1. (5.65)
Said differently, the spectral distance is intrinsic on C(ϕ), which makes (C(ϕ), dD) a path
metric space [29]. This is what makes the improvement from Pythagoras inequalities to
Pythagoras theorem possible: on a subspace of S(A) which is not path metric, one should not
expect Pythagoras theorem to hold true.
VI Applications
VI.1 Coherent states and classical limit
A coherent state of the Moyal algebra A is a pure state
ωκ(f)
.
= 〈κ, piS(f)κ〉 ∀f ∈ A (6.1)
where |κ〉 ∈ L2(R), ‖κ‖L2(R) = 1, is a solution of
a|κ〉 = κ|κ〉 κ ∈ C. (6.2)
Equivalently, ωκ is the translated of the ground state
ω0(·) = 〈h0, piS(·)h0〉 (6.3)
of the quantum harmonic oscillator, with translation
√
2κ:
ωκ(f) = ω0 ◦ α√2κ(f). (6.4)
The equivalence between (6.2) and (6.4) follows from the unitary implementation (2.37) of
translations, noticing that u√2κ h0 = |κ〉. To prove this last equation, it is convenient to use
the development of |κ〉 in the harmonic oscillator eigenstates basis
|κ〉 =
∑
m∈N
cκmhm, c
κ
m = e
− |κ|22θ κ
m
√
m!θm
(6.5)
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Proposition VI.1 Let ωκ, ωκ˜ be any two coherent states of the Moyal algebra, then
dD(ωκ, ωκ˜) =
√
2|κ˜− κ|. (6.6)
On the orbit of a coherent state under rotation, R ∈ SO(2), the distance is the length of the
chord
dD(ωκ, ωκ ◦ αR) =
√
2|Rκ− κ|. (6.7)
Proof. Eq. (6.6) follows from theorem III.7 and the definition (6.4) of a coherent state. Eq.
(6.7) is an application of proposition IV.5, noticing that the ground state ω0 is rotation-
invariant because h0 in (6.3) is a Gaussian centered at the origin. 
The coherent state ωκ reproduces the behaviour of a classical harmonic oscillator with
amplitude of oscillation |κ| and phase Argκ [13]. As such, it is completely characterized by
the value of κ. In this perspective, its classical limit as θ → 0 should be considered keeping κ
fixed. This means that ωκ tends to the pure states δκ of C0(R2). Since the spectral distance
remains unchanged (it depends only on κ, not on θ), one obtains that the set of coherent
states C(ω0) equipped with the spectral distance tends to the Euclidean plane as θ → 0. The
same is true for any orbit C(ϕ) as soon as ϕ tends to δ0, which is for instance the case for
any eigenstates of the harmonic oscillator.
Alternatively, one can choose to characterize a state by the value of its components in
the eigenenergy base. For coherent states, asking that cκm remains constant as θ → 0 means
that κ should rescale as
√
θ, so that κ˜
.
= κ√
θ
is unchanged. Starting with a given a coherent
state ωκ0 at some initial value θ0 of the deformation parameter, the classical limit θ → 0
is then described by the net ωκ˜0
√
θ where κ˜0 =
κ0√
θ0
is a constant parameter, fixed by the
initial condition. Whatever these initial conditions, this net tends to the origin δ0 as θ → 0.
That is, the set of coherent states tends to a single point δ0 and dD(ω0, ωκ˜0
√
θ) =
√
2κ˜0
√
θ
tends to 0 accordingly. To obtain the Euclidean plane as a limit, one should compensate the
contraction of the translation amplitude by multiplying the spectral distance by θ−
1
2 . Wallet
has recently shown that such homothetic transformations could be obtained by substituting
the Dirac operator D with the operator
Dω
.
= D + ωxµσ
µ ω ∈ R∗+ (6.8)
introduced to study the renormalizability of the 2D Grosse-Neveu model (see [53] for details).
On the whole of S(A), the associated spectral distance dDω is homothetic to the distance
dD,
dDω =
1
|1− ω|dD.
Choosing ω = 1−√θ, one gets that dDω (ω0, ωκ˜0√θ) =
√
2κ˜o remains constant, as expected.
Proposition IV.1 guarantees that the integral of the “Moyal line element”√
ωκ ◦ αR(t)(JR · JR), (6.9)
with
R(t) = etJR =
(
cos t sin t
− sin t cos t
)
, JR =
(
0 −1
1 0
)
, (6.10)
along the rotation orbit of a coherent state is greater than the spectral distance. That is
dD(ωκ, ωκ ◦ αR(τ)) ≤
∫ τ
0
dt
√
ωκ ◦ αR(t)(JR · JR). (6.11)
It is instructive to check it explicitly. Since
ωκ ◦ αR(t)(JR · JR) = ωκ ◦ αR(t)(x2 + y2) = 2ωκ ◦ αR(t)
(|z|2) = 2ωκ(|z|2) (6.12)
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as a function of t is constant, the l.h.s. of (6.11) is the length of the arc of angle τ and radius
r
.
=
√
2ωκ(|z|2) =
√
2ωκ(z¯ ? z +
θ
2
) =
√
2|κ|2 + θ, (6.13)
where we use (6.2). Obviously, this length of arc is greater than the spectral distance (6.7)
which is the length of the chord on a circle of radius r′ =
√
2|κ|.
The same analysis for an arbitrary R(t)-invariant state ϕ yields a radius
r′ =
√
|2κ|2 + θ + 2ϕ(z¯ ? z) (6.14)
while r remain unchanged. Interestingly, the difference r′ − r between the two radius is
minimal for coherent states (ω0(z¯ ? z) = 0) and vanishes in the classical limit θ → 0.
VI.2 Quantum length in the DFR model
We summarize in this section the analysis developed at length in [43]. The 2N -dimensional
DFR model of quantum spacetime (see [22, 23] as well as [46] for a recent review) is described
by coordinate operators qµ, µ = 1, 2N , that satisfy the commutation relations [24]
[qµ, qν ] = iλ
2
PΘµνI, (6.15)
with Θ the matrix given in (2.2) and λP the Planck length. It carries a representation of the
Poincare´ group G under which (6.15) is covariant (the left-hand side transforms under AdG).
We shall not take into account this action here, since we are interested in the Euclidean length
operator,
L
.
=
√√√√ 2N∑
µ=1
dq2µ, dqµ
.
= qµ ⊗ I− I⊗ qµ, (6.16)
whose spectrum is obviously not Poincare´ invariant. Said differently, we fix once and for all
the matrix Θ in (6.15). Incidentally, this means that our analysis also applies to the so-called
canonical noncommutative spacetime (or θ-Minkowski), characterized by the invariance (op-
posed to covariance) of the commutators (6.15) under the action of the quantum group
θ-Poincare´. In both models, the length operator L is promoted to a quantum observable
[1, 3], and
lp
.
= min{λ ∈ Sp L} (6.17)
is interpreted as the minimal value that may come out from a length measurement.
The link with the spectral distance is obtained by identifying qµ with the Moyal coordinate
xµ, viewed as an unbounded operator affiliated [54] to K. The choice of the representation,
left-regular on H = L2(R2N ), that is qµ = L(xµ); or integrated Schro¨dinger on L2(RN ),
qµ = piS(xµ); is not relevant for the following discussion. In both cases, qµ is affiliated to
K. To any pair of states (ϕ, ϕ˜) ∈ S(K)× S(K) in the domain of the qµ’s, one associates the
quantum length [43]
dL(ϕ, ϕ˜)
.
= (ϕ⊗ ϕ˜)(L). (6.18)
Obviously dL is not a distance: for N = 1, an explicit computation yields
lp =
√
2λP , (6.19)
so that dL(ϕ,ϕ) ≥ lp never vanishes. Consequently, there is a priori little sense to compare
the quantum length with the spectral distance.
Nevertheless, we have shown in [43] that it does make sense to compare the quantum
square-length,
dL2(ϕ, ϕ˜)
.
= (ϕ⊗ ϕ˜)(L2), (6.20)
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with the (square of the) spectral distance dD′ in the double unital Moyal space of section
V. The doubling procedure allows to implement the notion of minimal length between a
state and itself into the spectral distance framework, by identifying dL2(ϕ,ϕ) to d
2
D′(ϕ
1, ϕ2).
Technically, this simply amounts to fix the parameter Λ in the Dirac operator D2 to the
required value since, by (5.4), one has
dL2(ϕ,ϕ) = d
2
D′(ϕ
1, ϕ2) if and only if Λ = dL2(ϕ,ϕ)
− 12 . (6.21)
Since dD′(ϕ,ϕ), as a function of ϕ, is constantly equal to Λ
−1 on S(A) (in fact, one could
make it non-constant by introducing a Higgs field; this point is discussed in [43]), once the
free parameter Λ is fixed, the identification of d2D′ with dL2 may make sense only for those
states ϕ˜ such that dL2(ϕ˜, ϕ˜) = dL2(ϕ,ϕ). This is indeed the case for the states in the set
C(ϕ) defined in (3.1). One then gets by theorem V.6, that the identification dL2 ↔ d2D′
extends to any pair of states (ϕ, ϕ˜) with C(ϕ) 3 ϕ˜ 6= ϕ if and only if the spectral distance
on a single copy of the Moyal plane is
dD(ϕ, ϕ˜) =
√
dL2(ϕ, ϕ˜)− dL2(ϕ,ϕ). (6.22)
Eq. (6.22) is the true condition guaranteeing that, once the obvious discrepancy due
to the non vanishing of dL2(ϕ,ϕ) is solved, the spectral distance and the quantum length
capture the same metric information on the Moyal plane. Remarkably, this conditions holds
true for the states that are of particular physical importance from the DFR point of view,
namely the states ϕ of optimal localization, for which
dL2(ϕ,ϕ) = lP . (6.23)
Indeed, these states are nothing but the coherent states discussed in the previous subsection.
By proposition VI.1 and the explicit computation of dL2(ϕ, ϕ˜) carried out in [43], one shows
that (6.22) actually holds true.
VII Conclusion
We have proved two theorems on Connes’ spectral distance on the Moyal plane: first,
the spectral distance between any state of the Moyal algebra and any of its translated is
precisely the amplitude of the translation; second the product of the Moyal plane by C2 is
an orthogonal in the sense of Pythagoras theorem, restricted to the orbit of the translation
group in the space of states. These results allow to identify the spectral distance with the
DFR quantum length between states of optimal localization.
We discussed the extension of these results to other orbits, and showed that the tech-
niques developed for translations do not directly apply to symplectic transformations. An-
other tempting generalization is to consider, in the spirit of Rieffel deformation, the spectral
distance associated to the deformation of an algebra (not necessarily the Schwartz functions)
by the action of a Lie group G (not necessarily R2) with a Dirac operator given by the action
of some elements of g = Lie G. One could expect the distance on the orbit of eitg to be again
the amplitude of translation. This will be the object of future work.
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