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Abstract
We present a new framework, called adversarial projections, for solving inverse problems by
learning to project onto manifolds. Our goal is to recover a signal from a collection of noisy mea-
surements. Traditional methods for this task often minimize the addition of a regularization term
and an expression that measures compliance with measurements (e.g., least squares). However,
it has been shown that convex regularization can introduce bias, preventing recovery of the true
signal. Our approach avoids this issue by iteratively projecting signals toward the (possibly non-
linear) manifold of true signals. This is accomplished by first solving a sequence of unsupervised
learning problems. The solution to each learning problem provides a collection of parameters that
enables access to an iteration-dependent step size and access to the direction to project each signal
toward the closest true signal. Given a signal estimate (e.g., recovered from a pseudo-inverse),
we prove our method generates a sequence that converges in mean square to the projection onto
this manifold. Several numerical illustrations are provided.
Keywords— adversarial projection, inverse problems, Wasserstein GANs, generative networks, op-
timal transport, deep neural networks, regularization, projection, learning to optimize, computed
tomography
1 Introduction
Inverse problems arise in numerous applications such as medical imaging [6, 7, 39, 53], phase
retrieval [10, 15, 26, 64], geophysics [13, 27, 28, 34, 35, 42], and machine learning [21, 25, 36,
67, 69]. The underlying goal of inverse problems is to recover a signal from a collection of indirect
noisy measurements. Formally stated, consider a finite dimensional Hilbert space X (e.g., Rn) with
scalar product x¨, ¨y and norm } ¨ } for the domain space, and similarly for Y (e.g., Rm) for the
measurement space. Let A : X Ñ Y be a mapping between X and Y , and let b P Y be the available
measurement data given by
b “ Apu‹q ` ε, (1.1)
where u‹ P X denotes the true signal and ε P Y denotes the noise in the measurement. The aim in
inverse problems is to
Estimate u‹ from the noisy measurements b. (1.2)
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A difficulty in completing the task in (1.2) is that inverse problems are often ill-posed, making their
solutions unstable for noise-affected data. To overcome ill-posedness, traditional approaches for
solving inverse problems involve a regularized variational approach that estimates the signal u‹ by
u˜ P argmin
uPX
`pApuq, bq ` Jpuq, (1.3)
where1 ` : Y ˆ Y Ñ R measures the discrepancy between the measurements and the application of
the forward operator A to our signal estimate (e.g., least squares). The function J : X Ñ R serves
as a regularizer, which ensures that the solution to (1.3) is unique and that its computation is stable.
In addition to ensuring well-posedness, regularizers are constructed in an effort to incorporate prior
knowledge of the true signal. Common model-based regularizers include, e.g., sparsity Jpuq “
}u}1 [11, 16, 17, 24], Tikhonov Jpuq “ }u}2 [14, 31], Total Variation Jpuq “ }∇u}1 [19, 57], and,
more recently, data-driven regularizers [3, 44, 50]. A related approach includes Bregman iteration
methods [73]. An underlying theme in regularization is that it is commonly assumed that signals
exhibit redundant representations and admit a compact low-dimensional manifold representation.
However, directly approximating the manifold is highly nontrivial. Thus, a key question remains:
How do we guarantee that the reconstructed signal lies on the manifold of true signals?
Below we demonstrate that this guarantee can be ensured by using a projection algorithm. In addi-
tion, we emphasize that our approach is i) unsupervised and ii) does not require directly representing
the manifold. This means that a direct correspondence between noisy signal estimate data and true
signal data is not needed (e.g., we may even have different amounts of samples from each data set).
Remark 1.1 Throughout this work we refer to reconstructing signals. This phrase is meant in a
general sense to describe an object of interest that can be represented mathematically. This includes,
e.g., images, parameters of a differential equation, and points in a Hilbert space.
1.1 Contribution
We present adversarial projections, a new framework for solving inverse problems. Our core result
is to demonstrate how unsupervised learning can be used to project signal estimates onto the un-
derlying low-dimensional manifold of true signals. This is accomplished without making a direct
representation of the manifold. The training process consists of solving a sequence of minimization
problems (related to the inner maximization in general adversarial networks, discussed below). Dur-
ing implementation, our proposed algorithm forms a Halpern-type method with relaxed projections,
which we prove converges in mean square to the projection of the initial estimate onto the manifold.
At the level of individual signals, this work may also be interpreted as learned gradient descent with
a sequence of expert-like regularizers [30]. And at the aggregate level of distributions, it may be
viewed as a subgradient method for minimizing the Wasserstein-1 distance between the distribution
of initial estimates and the true distribution.
The remainder of this paper is organized as follows. In Section 2, we provide an overview of
generative adversarial networks (GANs) and their connections to optimal transport (OT), adversarial
regularizers, and expert regularizers. In Section 3, we describe our adversarial projections approach.
The convergence analysis is covered in Section 4. In Section 5, we review the related works. In
Section 6, we show the potential of adversarial projections on a two-dimensional distribution as
well as two low-dose parallel beam computed tomography experiments. We conclude with a brief
discussion in Section 7.
1Here we use R “ RY t8u.
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2 Background
In this section, we briefly review adversarial regularizers [50], Wasserstein GANs [5, 32] and their
connections to optimal transport [46, 63], and expert regularizers [30]. These topics will be useful
for interpreting adversarial projections.
2.1 Wasserstein GANs and Optimal Transport
In GANs [5, 32], access is given to a discriminator and generator, and the goal is to train the generator
to produce samples from a desired distribution. The generator does this by taking samples from
a known distribution N and transforming them into samples from the desired distribution Dtrue.
Meanwhile, the purpose of the discriminator is to guide the optimization of the generator. Given a
generator network Gθ and a discriminator network Dω , the goal in Wasserstein GANs is to find a
saddle point solution to the minimax problem
inf
Gθ
sup
Dω
Eu„Dtrue rDωpuqs ´ Ez„N rDωpGθpzqqs , s.t. }∇Dω} ď 1, (2.1)
Here, the discriminator attempts to distinguish real images from fake/generated images, and the
generator aims to produce samples that “fool” the discriminator by appearing real. The supremum
expression in (2.1) is the Kantorovich-Rubenstein dual formulation [66] of the Wasserstein-1 dis-
tance, and the discriminator is required to be 1-Lipschitz. Thus, the discriminator computes the
Wasserstein-1 distance between the true distribution Dtrue and the distribution of fake images gen-
erated by Gθpzq. Originally, weight-clipping was to enforce the Lipschitz condition of the discrimi-
nator network [5], but an improved method using a penalty on the gradient was used in [33].
2.2 Adversarial Regularizers
A good regularizer J : X Ñ R is able to distinguish between signals drawn from the true distribution
Dtrue and drawn from an approximate distribution D˜ – taking low values on signals from Dtrue and
high values otherwise [12]. Such regularizer plays a similar role as the discriminator described in
Section 2.1; however, this setting is different in that Dω assigns high values to true signals instead.
Mathematically, J “ ´Dω . These regularizers are called adversarial regularizers [50]. They are
trained a priori in a GAN-like fashion, and are then used to solve a classical inverse problem (1.2).
These regularizers were shown to have desired distributional properties in that their gradients provide
a descent direction for the Wasserstein-1 distance [50, Section 3.2]. Our work takes advantage of
this fact to provide convergence guarantees (see Section 4).
2.3 Expert Regularizers
For many inverse problems, well-posed reconstructions can be obtained by incorporating additional
knowledge about the signals to be recovered. Expert regularizers [30] are functions used for ac-
complishing this task that attain small values at signals similar to the distribution of true signals
and larger values at signals drawn elsewhere. Inclusion of experts regularizers, thus, should encour-
age recovery of signals from the true distribution Dtrue while not introducing additional artifacts.
Formally stated, given constants β, µ P p0,8q, desirable properties include
1. φpuq ě 0 with equality if and only if u P Dtrue.
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2. For all ε ą 0, there exists δ ą 0 such that if v P Dtrue, then }v ´ u} ď δ implies φpuq ď ε.
3. For all v P Dtrue, }v ´ u} ě µ implies φpuq ě βµ.
Note that, if Dtrue is closed and convex, all of the above properties are satisfied by the function that
measures the distance between u and the set Dtrue. In addition, the second item is automatically
satisfied if the first item holds and φ is Lipschitz. The primary task in the training process (Algo-
rithm 1) for our proposed method may be viewed as finding a sequence of regularizers tφku that
approximate the properties of expert regularizers. Our adversarial projection method (Algorithm 2)
then performs a sequence of gradient descent steps successively using each φk.
3 Adversarial Projections
Herein a projection method is proposed to solve the inverse problem (1.2). Suppose access is pro-
vided to a reasonable estimate u˜ of the true signal u‹ and that u‹ is contained in a compact manifold
M (formally stated in Section 4). The key idea is that the point in M closest to the estimate u˜ forms
an improved approximation of u‹. That is, u‹ « PMpu˜q where PM is the projection operator onto
M defined by2
PMpuq :“ argmin
vPM
}v ´ u}. (3.1)
In most practical settings we do not have direct access to the manifold M to determine this projec-
tion. However, below we indirectly form projections using the pointwise distance function
dMpuq :“ inf
vPM }v ´ u}. (3.2)
Indeed, for α P R and λ “ α ¨ dMpuq, we obtain the inclusion relation3
u` α pPMpuq ´ uq P u´ λBdMpuq, (3.3)
and the left hand side is called the α-relaxed projection of u onto M. In particular, we can directly
obtain the left hand side from the subgradient expression on the right (described below). With
additional assumptions (see Section 4), we find that when the estimate u˜ is drawn from a distribution
of estimates D˜ and the true signal u‹ is drawn from the distribution of true signals Dtrue,
dM P argmax
}f}Lď1
Eu„D˜ rfpuqs ´ Eu„Dtrue rfpuqs , (3.4)
i.e., the pointwise distance function dM is a maximizer of the expression on the right hand side.
(Here }f}L ď 1 denotes the set of all 1-Lipschitz functions f .) Thus, our task is to solve (3.4),
which is a form of unsupervised learning, and then use our estimate of dM to form a relaxed projec-
tion. This also illustrates that the name adversarial projection derives from the fact that the relaxed
projection operation we implement using (3.3) and (3.4) comes from the inner expression in (2.1)
used for WGANs.
In practice, the estimate obtained for dM may be a rough approximation. In light of this, our
method uses a small fixed step size common for all u˜ P D˜ when performing each update (rather
2The projection is well-defined precisely when the minimization problem admits a unique solution.
3For completeness, this statement is proven in Lemma 8.1 of the Appendix.
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Algorithm 1: Training to generate parameters for distribution sequence tDku
Result: Weights tθku, step sizes tλku, and anchoring weights tγku
1 Choose relaxation parameter α P p0, 1q
2 Choose anchoring sequence tγku Ă p0, 1s Ÿ See Assumption 4.8
3 Choose function parameterization I Ÿ See Assumption 4.6
4 Choose initial distribution D1 “ tu1pωq : ω P Ωu Ÿ Initial signal estimates
5 for k “ 1, 2, . . . do
6 θ
k Ð argmin
θPI
Eu„Dtrue rJθpuqs ´ Eω„Ω
“
Jθpukpωqq
‰ Ÿ Use ADAM to find weights
7 λk Ð α ¨ pEu„Dtrue rJθkpuqs ´ Eω„Ω
“
Jθkpukpωqq
‰q Ÿ Compute step size
8 uk`1pωq Ð γku1pωq`p1´γkqgkpukpωqq, for all ω P Ω Ÿ Update each sample
9 end
10 Return tθk, λk, γku
than individualized step sizes), mimicking a gradual and (hopefully) stable flow of the distribution
D˜ toward Dtrue. In some cases, this causes the updates to overshoot the manifold in such a way
that the projection of the new update onto the manifold is not the point PMpu˜q. However, we can
still ensure the sequence generated by our method converges to the PMpu˜q by incorporating a form
of anchoring (i.e., pulling updates closer to u˜). Given a sequence of real numbers tγku Ă p0, 1q
and a 1-Lipschitz operator T : X Ñ X (i.e., nonexpansive), Halpern [37] proposed finding the
projection of u1 “ u˜ onto the fixed point set of the operator T pi.e., the points such that u “ T puqq
by generating a sequence tuku of the form
uk`1 “ γku1 ` p1´ γkqT pukq, for all k P N, (3.5)
where each update is a convex combination of u1 and T pukq. Our method takes a related form
uk`1 “ γku1 ` p1´ γkq
´
uk ` αkpPMpukq ´ ukq
¯
, for all k P N, (3.6)
where we note the expression replacing T on the right is not necessarily 1-Lipschitz for our choice of
sequence tαku; however, this expression has the desired fixed point setM since the terms multiplied
by αk cancel when uk PM. We choose step sizes so that typical updates in our method will have
αk P p0, 1q, resulting in an under-relaxed projection and convergence to PMpu˜q in probability (see
Theorem 4.9). Algorithm 1 articulates the training procedure for identifying the parameters needed
for our adversarial projection scheme in Algorithm 2.
Remark 3.1 The pointwise distance function dMpuq is distinct from the Wasserstein-1 distance
WasspD˜,Dtrueq between the distribution D˜ of estimates and the true signal distribution Dtrue. The
former measures the distance from an individual point to a set while the latter is a metric for dis-
tributions of points. The connection between these, in our setting, is that the expected value of the
distance to the manifold among all u˜ „ D˜ is equivalent to the Wasserstein-1 distance, i.e.,
Eu˜„D˜ rdMpu˜qs “ WasspD˜,Dtrueq. (3.7)
Algorithm 1 for flowing the training data distribution toward the true distribution may be described
as follows. First note that pΩ,F ,Pq is a probability space, where Ω, F , and P are the sample space,
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σ-algebra, and probability measure, respectively. Rather than write a composition of operations
applied to ω P Ω, we adopt the notation convention that u1pωq gives the initial estimate recovered
from the measurement data4 b and, for all k P N, ukpωq is the k-th iterate of the method. The output
of Algorithm 1 is a collection of parameterized functions and step sizes. The relaxation constant α
in Step 2 follows its use in (3.3) to determine the step size for relaxed projections. The anchoring
sequence tγku is chosen to pull successive updates closer to the initial iterate (e.g., γk “ 1{k). The
function parameterization I defines the collection tJθuθPI of functions over which the optimization
occurs in Step 3, which in practice forms an approximation of the set of all 1-Lipschitz functions.
The initial collection of signal estimates is denoted by D1 and for k-th iterate we write Dk :“
tukpωq : ω P Ωu so that
Eω„Ω
“
Jθpukpωqq
‰ “ Eu„Dk rJθpuqs . (3.8)
A for loop occurs from Lines 5-9 with each index k giving rise to a distribution Dk of signal esti-
mates. Flipping the sign of the problem in (3.4) yields the minimization problem in Line 6, which
can be solved using ADAM [43]. Line 7 then defines the step size λk, which is proportional to the
average distance between points in Dk and Dtrue. Line 8 defines the updates for each iterate ukpωq
using the Halpern-type update described in (3.6). There we use the definition
gkpuq :“
#
u` λk ¨∇Jθkpuq if Jθk is differentiable at u,
u otherwise.
(3.9)
so that, upon flipping signs to assume dM “ ´Jθk , we obtain the relaxed projection
gkpuq “ u` λk
dMpuqloomoon
“:αkpuq
pPMpuq ´ uq “ u` αkpuq pPMpuq ´ uq P u´ λkBdMpuq, (3.10)
where αkpuq is defined to be the underbraced term and we adopt the convention of taking αkpuq “ 0
when dMpuq “ 0. (This is justified since dMpuq “ 0 implies PMpuq “ u.) This Halpern-
type update forms a convex combination of the initial iterate u1 and the relaxed projection gkpukq.
Upon completion of this training process, inferences can be performed using the learned quantities
tθk, λku by applying Algorithm 2.
Remark 3.2 In practice, because we perform numerical differentiation, we abusively write
gkpuq “ u` λk ¨∇Jθkpuq, (3.11)
which is the expression used in our experiments, with Jθk analogous to discriminators in GANs.
Explanation of Algorithm 2 is as follows. First the parameters tθku, step sizes tλku, and anchoring
sequence tγku are chosen according to Algorithm 1. Then in Line 3 the point u1 is initialized
to an initial estimate of u‹. This estimate can be generated using, for example, a pseudo inverse
or a solution to an associated regularized problem. Then, for each k, the Halpern-type update is
computed using a relaxed projection with gk (Line 6). Note gk is defined using λk and θk. Upon
repeating this process the same number of times as the training iterations, we obtain our estimate uk
in Line 7. The following section proves convergence of adversarial projections.
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Algorithm 2: Adversarial Projection (How to Reconstruct Individual Signal)
Result: True Signal Estimate uk from Data b
1 Choose weights tθku, step sizes tλku, and sequence tγku from Algorithm 1
2 AdvProj(b)
3 u1 Ð u˜pbq Ÿ Initialize to pseudo inverse or solution to (1.3)
4 for k “ 1, 2, . . . do
5 uk`1 Ð γku1 ` p1´ γkqgkpukq Ÿ Halpern-type update (see (3.6) and (3.11))
6 end
7 return uk
8 end
4 Convergence Analysis
This section formalizes the assumptions and states the main convergence result for the adversarial
projections method. We first articulate a form of the intuitive idea that the true data is contained in
a low dimensional manifold M. Then we assume the initial distribution estimate is bounded and
each successive distribution Dk is not “too noisy” (i.e., the observed signal is not missing significant
features from the true signal, commonly known as collapsed modes).
Assumption 4.1 The true distribution Dtrue is supported on a convex, compact set M Ă X .
Assumption 4.2 The initial distribution D1 is uniformly bounded.
Assumption 4.3 For all k P N, the distribution Dk is such that the push forward of the projection
operation onto the manifold M recovers the true signal distribution Dtrue up to a set of measure
zero, i.e.,
Dtrue “ pPMq#pDkq :“ tPMpuq : u P Dku “ tPMpukpωqq : ω P Ωu. (4.1)
Remark 4.4 This assumption effectively states the noise is not “too large” and that the method used
to obtain the initial distribution is sufficiently representative and does not collapse modes. This is
a weaker statement than assuming each individual signal can be recovered from its measurements.
And, if our method is actually making progress, the assumption holding for k “ 1 should naturally
imply it also holding for all subsequent values of k.
Using the above assumptions, [50] provides an equivalent variation of the following theorem, which
relates the set of 1-Lipschitz functions to the distance function dM from points to the manifold M.
Theorem 4.5 Under Assumptions 4.1 and 4.3, for all k P N, dM is a solution to
sup
}f}Lď1
Eu„Dk rfpuqs ´ Eu„Dtrue rfpuqs . (4.2)
That is,
Eu„Dk rdMpuqs “ sup
}f}Lď1
Eu„Dk rfpuqs ´ Eu„Dtrue rfpuqs . (4.3)
4For all practical purposes, we can assume ω “ b and that Ω is the set of all plausible measurement data.
7
• p
•
•
•
•
•
•
•
••
•
•
•
•
•
PM(p)
v
gk(v)
PM(v)
w
gk(w)
PM(w)
λk
λkdk
M
Figure 1: Each point in the distribution Dk (blue) is updated by the relaxed projection gk (purple)
for the projection PM onto the manifold M (red). We label the over-relaxation gkpvq and under-
relaxation gkpwq. The point p (brown) illustrates an approximate average of the points in Dk with
distance Eu„Dk rdMpuqs to the manifold M (i.e., the distance between p and M equals the average
distance from each point u P Dk to M).
Theorem 4.5 is incredibly useful for our task as it provides a way to possibly approximate the
pointwise distance function dM. Note the set of maximizers of (4.2) is not unique. For example, if
fpuq is a maximizer, then for any c P R so also is gpuq :“ fpuq`c. However, in the practical settings
we have considered, we find that the gradient of our estimate of a maximizer of (4.2) adequately
approximates the gradient of dM on points in D. In order to apply Theorem 4.5, we utilize the
following assumption.
Assumption 4.6 The parameter set I is such that tJθuθPI forms the set of 1-Lipschitz functions.
Remark 4.7 In practice, Assumption 4.6 can be approximately implemented by, e.g., adding a gra-
dient penalty to the loss function [33] or using sorting [4].
Finally, together the above assumptions with the following conditions on the anchoring sequence
tγku, we state our main convergence result.
Assumption 4.8 The sequence tγku satisfies the following properties: i) γk P p0, 1s for all k P N,
ii) limkÑ8 γk “ 0, and iii) řkPN γk “ 8.
Theorem 4.9 pConvergence of Adversarial Projectionsq Suppose Assumptions 4.1, 4.2, 4.3, 4.6,
and 4.8 hold. If the sequence tuku is generated by Algorithm 2 and the minimizer θk in Line 6 is
chosen so that Jθk “ ´dM for all k P N (as permitted by Theorem 4.5), then the sequence tuku
converges to PMpu1q in mean square.
Recall that convergence in mean-square implies convergence in probability. And, by the definition
of convergence in probability, this theorem implies that, given ε ą 0, the probability that }uk ´
8
PMpu1q} ą ε goes to zero as k Ñ8. That is,
lim
kÑ8P
“tω P Ω : }ukpωq ´ PMpu1q} ą εu‰ “ 0. (4.4)
In common language, this may be interpreted as saying the probability of the sequence tuku “not
converging to PMpu1q” becomes smaller and smaller as the sequence progresses.
Below we present a lemma about the adversarial projections that can find use during training (i.e.,
in solving the minimization problem in Line 6 of Algorithm 1).
Lemma 4.10 In the same setting as Theorem 4.9, for λk ą 0, choosing
ηk :“ 1
λ2k
¨ Eu„Dk
“}gkpukq ´ uk}2‰ (4.5)
yields an upper bound ηk P r0, 1s on the proportion of the distribution Dk that is not contained in
the manifold M, i.e.,
|Dk ´M| ď ηk ď 1, (4.6)
where | ¨ | denotes the measure of the set.
Remark 4.11 Note (4.5) can be abusively rewritten as
ηk “ Eu„Dk
“}∇Jθkpuq}2‰ , (4.7)
where the abuse comes from the fact in practice each differentiation is performed numerically.
Remark 4.12 During training, Lemma 4.10 can be used to determine when a good estimate of θk
has been found. Initially, by evaluating (4.7) our estimate of ηk will be small (less than unity). As we
get closer to the optimal weights θk, this lemma indicates that our estimate of ηk should increase as
our estimate of Jθk is better able to distinguish between points in Dk and points in the manifold M.
We can then use the fact ηk is bounded to the interval r0, 1s to identify a pair of stopping criteria.
Namely, if tη`ku is a sequence indexed by ` corresponding to the sequence of weight estimates tθk` u
of optimal weights θk, and if ε1, ε2 P p0, 1q, then training can terminate if either
1. ηk ě 1´ ε1, or
2. η``1k ď η`k ` ε2.
The first condition holds if there is negligible overlap of Dk and M and our estimate of ηk is close
to the ideal value (unity). The second condition halts training when progress becomes small and this
condition puts an upper bound on the number of epochs used to perform training (i.e., ` ă 1{ε2).
5 Related Works
Our work bears connections with GANs [5, 32], and its applications to inverse problems [61]. Our
approach can be viewed as training a GAN, except that rather than solving a minimax problem, we
solve a sequence of minimization problems. In this case, J is the discriminator network that distin-
guishes between signals coming from the “fake” distribution (i.e., our approximate distribution) and
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the true distribution, and gη is the generator which tries to generate signals that resemble those from
the true distribution.
Our work also bears connections with optimal transport [60, 66]. In particular, under certain as-
sumptions (see Section 4), the adversarial projections can be interpreted as a subgradient flow that
minimizes the Wasserstein-1 distance, where the function J corresponds to the Kantorovich po-
tential [5, 46, 47, 52, 63], or in the context of mean field games and optimal control, the value
function [46, 59]. Analogous to classical physics, the signals flow in a manner that minimize their
potential energy. Our approach learns a sequence of these potential functions that project (or “flow”)
the distribution of signals towards the true distribution of signals.
From an inverse problems perspective, our approach falls under the category of using deep learning
to solve inverse problems [68]. One approach, known as post-processing, first applies a pseudo-
inverse operator to the measurement data (e.g., FBP) and then learns a transformation in the image
space. This approach has been investigated and found effective by several authors [20, 33, 41, 56].
Another approach is to learn a regularizer, and then use it in a classical variational reconstruction
scheme according to (1.2). Other works investigate using dictionary learning [71], variational auto-
encoders [51], and wavelet transforms [23] for these learned regularizers. Perhaps the most popular
schemes are learned iterative algorithms such as gradient descent [2, 38, 44], proximal gradient
descent or primal-dual algorithms [3, 62]. These iterative schemes are typically unrolled, and an
“adaptive” iteration-dependent regularizer is learned. One key difference between adversarial pro-
jections and the aforementioned data-driven approaches is that our approach is unsupervised. That
is, we do not need a correspondence between the measurement b and the true underlying signal u‹.
The adversarial projections simply requires a batch of true signals and a batch of measurements,
regardless of whether these directly correspond to each other (i.e., an injective map between the two
might not be available); this is especially useful in some applications (e.g., medical imaging) where
the true image corresponding to the measurement is often not available.
Another set of work uses deep image priors (DIP) [8, 65], which attempt to parameterize the signal
by a neural network. The weights are optimized by a gradient descent method that minimizes the
data discrepancy of the output of the network. The authors in [8] show that combining DIPs with
classical regularization techniques are effective in limited-data regimes.
Our work is perhaps most similar to adversarial regularizers [50], where a regularizer J is trained
in a GAN-like process (see Section 2.2). The regularizer learns to discriminate between FBP recon-
structions and the training data, and it is used to reconstruct an approximate signal by solving the
variational problem (1.3) using gradient descent (see Algorithms 1 and 2 in [50]). On the other hand,
our approach learns a sequence of regularizers tJθku. Each of these regularizers are used project
the kth distribution Dk toward the manifold M of true signals. Under certain assumptions (see
Section 4), these regularizers can be viewed as potential functions that “flow” our current estimate
signals to the distribution of true signals by performing a subgradient descent on the Wasserstein-1
distance at each iteration k. In our setting, each Jθk can be viewed as approximations to expert
regularizer [30] (see Section 2.3) for the current distribution Dk.
6 Numerical Experiments
In this section, we outline the potential of adversarial projections. We begin with a distributional
illustration showing how adversarial projections project (or “flow”) a distribution onto another. We
then test our approach on computed tomography (CT) examples using two standard datasets: a syn-
thetic dataset comprised of randomly generated ellipses as well as the Low-Dose Parallel Beam
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(a) D1 (b) D5
(c) D25 (d) D300
Figure 2: Flow of distribution Dk toward the manifold M via Algorithm 1. Progressing from left to
right and top to bottom, snapshots are provided at k “ 1, 5, 25, 300. These plots agree with Theorem
4.9 in verifying that, as k Ñ8, the probability that each uk P Dk is also in M goes to unity.
(LoDoPaB) dataset [45]. We focus on the unsupervised learning setting, where we do not have a
correspondence between the distribution of true signals and approximate signals. Therefore, we set
adversarial regularizers (an unsupervised learning approach) as our benchmark. The quality of the
image reconstructions are determined using the Peak Signal-To-Noise Ratio (PSNR) and structural
similarity index measure (SSIM). For all experiments, we use the PyTorch deep learning frame-
work [54] and the ADAM [43] optimizer. We also use the Operator Discretization Library (ODL)
python library [1] to compute the TV and filtered backprojection (FBP) solutions. The experiments
are run on a single NVIDIA TITAN X GPU with 12GB RAM.
Remark 6.1 Although for practical reasons we consider linear inverse problems in our experi-
ments, we emphasize that our presented methodology applies even when u‹ is recovered from non-
linear measurements (i.e., when A is a nonlinear operator).
6.1 Distributional Illustration
In this section, we show a toy example to provide intuition for the flow from an initial distribution
estimate D1 to a true distribution Dtrue contained in a manifold M. For simplicity, here we take
Dtrue “ M. To coincide with the assumption that the manifold M admits a lower dimensional
representation, we let it take the form of a curve in 2D. The initial distribution D1 takes the form
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Convergence Plots for Toy Distribution
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Figure 3: Convergence plots for illustration used to describe the flow of distribution Dk toward the
manifold M in Figure 2. The expected distance between points and the manifold is given by (4.3),
which, in this setting, is effectively equivalent to the Wasserstein-1 distance WasspDk,Mq. The
nonoverlap proportion tηku provides an upper bound on the measure of the difference between the
distributions (i.e., |Dk ´M|), and so its going to zero also provides an insight into convergence.
of a collection of finite samples from a Gaussian distribution in 2D. This is illustrated in Figure 2a.
Here 600 samples are drawn from each distribution. Algorithm 1 is then used to successively update
each point in Dk to flow all of the points toward the manifold. Snapshots of this flow are illustrated
through the sequence of photos in Figure 2, which demonstrates that the expected distance converges
to zero. Figure 3 provides a plot of the distance converging to zero and reveals that the nonoverlap
proportion bound tηku also decreases, as expected.
In this example, it is safe to suppose Assumptions 4.1 holds by our choice ofM and roughly uniform
sampling there. Although D1 was sampled from a Gaussian, 4.2 holds because we use finitely many
samples. However, Assumption 4.3 does not actually hold, although it is “close” to being true. This
is because most of the points in D1 would project directly onto the vertical portion of M rather than
the curved ends. Despite this, the flow behaves as one would hope in the sense that it spreads D1
out to the points covering M while, roughly speaking, being close to their original projections onto
the manifold. Assumption 4.6 approximately holds for this example since the network used follows
the neural network structure proposed by [4], which possesses the property of being universal 1-
Lipschitz function approximators as the number of parameters/layers increase. Lastly, we ensured
Assumption 4.8 by choosing γk “ 1{k.
6.2 Low-Dose Computed Tomography
We now demonstrate adversarial projections on two low-dose CT examples.
Ellipse Phantoms We use a synthetic dataset consisting of random phantoms of combined ellipses
as in [2]. The images have a resolution of 128 ˆ 128 pixels. Measurements are simulated with a
parallel beam geometry with a sparse-angle setup of 30 angles and 183 projection beams. Moreover,
we add Gaussian noise with a standard deviation of 2.5% of the mean absolute value of the projection
data to the projection data. In total, the training set contains 10,000 pairs, while the validation and
test set consist of 1,000 pairs each.
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CT Results on Ellipses Dataset
Method Avg. PSNR (dB) Avg. SSIM
Filtered Backprojection 16.53 0.179
Total Variation 26.43 0.624
Adversarial Regularizers 26.95 0.680
Adversarial Projections (ours) 28.11 0.783
Table 1: Average PSNR and SSIM on a validation dataset consisting 1,000 images of random el-
lipses.
ground truth FBP TV Adv. Reg. Adv. Proj.
SSIM: 0.312 SSIM: 0.834 SSIM: 0.838 SSIM: 0.868
PSNR: 20.20 PSNR: 30.19 PSNR: 30.10 PSNR: 30.61
Figure 4: Reconstruction on a validation sample obtained with Filtered Back Projection (FBP)
method, TV regularization, Adversarial Regularizer, and Adversarial Projections (left to right). Bot-
tom row shows expanded version of corresponding cropped region indicated by red box.
Human Phantoms As a more realistic dataset, we use human phantoms consisting of chest CT
scans from the Low-Dose Parallel Beam dataset (LoDoPaB) [45]. In our setup, we use 20,000
training images and 2,000 validation images of size 128ˆ 128. Similar to the ellipse phantoms, we
simulate the data using 30 angles and 183 projection beams. We also add Gaussian noise with a
standard deviation of 2.5% of the mean absolute value of the projection data to the projection data.
Network Structure We use a simple 5 layer neural network containing 38,534 trainable param-
eters. The first three being convolution layers with kernel size 4 and stride 2, with output channels
32, 64, and 1 for layers one, two, and three, respectively. For the last two layers, we use fully con-
nected layers to bring the dimensions back to a scalar. As nonlinear activation function,we choose
the Parametric Rectified Linear Units (PReLU) functions
σcpxq “
#
x if x ě 0
´cx else ,
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CT Results on Human Phantoms
Method Avg. PSNR (dB) Avg. SSIM
Filtered Backprojection 14.77 0.314
Total Variation 19.72 0.672
Adversarial Regularizers 22.58 0.691
Adversarial Projections (ours) 26.07 0.750
Table 2: Average PSNR and SSIM on a validation dataset consisting 2,000 images of human phan-
toms.
ground truth FBP TV Adv. Reg. Adv. Proj.
SSIM: 0.361 SSIM: 0.656 SSIM: 0.715 SSIM: 0.758
PSNR: 14.67 PSNR: 17.46 PSNR: 22.88 PSNR: 25.93
Figure 5: Reconstruction on a validation sample obtained with Filtered Back Projection (FBP)
method, TV regularization, Adversarial Regularizer, and Adversarial Projections (left to right). Bot-
tom row shows expanded version of corresponding cropped region indicated by red box.
which was shown to be effective in other applications such as classification [40].
For adversarial regularizers, we use the network structure described in [50], which consists of an
8-layer CNN with Leaky-Relu activation. The network contains 2,495,201 parameters. More details
can be found in [50, Appendix B].
Training Setup To train the adversarial projections, we begin with an initial distribution obtained
from the TV reconstructions. We update the distribution whenever 200 epochs have passed since
the last update for both ellipses and human phantoms datasets. We also update the distributions if
the conditions in Remark 4.12 is satisfied for ηk “ 10´4. As stopping criterion, we set a maximum
of 50 iterations, i.e., generator updates, in Algorithm 1. We note that in practice, the number of
epochs and ηk are hyperparameters that need to be tuned. These are of particular importance since
it determines how well we approximate Line 6 in Algorithm 1.
In the ADAM optimizer, we use a learning rate of 10´5, and use a batch size of 16 samples. To
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Convergence Plots for Ellipse dataset
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Figure 6: Convergence plots for the ellipse dataset. The expected distance between points and
the manifold is given by (4.3), which, in this setting, is effectively equivalent to the Wasserstein-1
distance WasspDk,Mq. The nonoverlap proportion tηku provides an upper bound on the measure
of the difference between the distributions (i.e., |Dk ´M|)
update the samples/distribution in Algorithm 1, we use step-size constant α “ 0.5. To ensure As-
sumption 4.8 is satisfied, we choose γk “ 10´8{k. Finally, to approximately satisfy Assumption 4.6,
we enforce J to be 1-Lipschitz by adding a gradient penalty [33].
To train the adversarial regularizers, we use the code provided in [49]. Here, for the ellipses we use
a learning rate of 10´4, a batchsize of 16, and a gradient-norm-weight of 20, and for the LoDoPaB
dataset we use a learning rate of 10´3, a batchsize of 32, and a gradient-norm-weight of 1. We note
that the setup for adversarial regularizers in [50] adds white Gaussian noise independent of the data,
and is therefore different from our setup. As a result, we re-train the adversarial regularizers and
tune the reconstruction parameters to the best of our ability. In particular, after the regularizer is
trained, we tune the regularization parameter, stepsize, and number of gradient steps (see Algorithm
2 in [50]) for the highest PSNR. For a fair comparison, the adversarial regularizer is also trained on
TV reconstructions as the initial distribution.
Experimental Results In Tables 1 and 2, we compare the average PSNR and SSIM on the vali-
dation datasets (1,000 images) for the ellipse dataset and LoDoPaB dataset (2,000 images), respec-
tively. These results compare adversarial projections with FBP, TV, and adversarial regularizers.
We also show an ellipses image in Figure 4 and a LoDoPab image in Figure 5. For the adversarial
regularizers, we find that using 25 steps with a stepsize of 0.05 and a regularization parameter of
2 leads to the highest PSNR on the ellipse dataset. Similarly, we find that using 25 steps with a
stepsize of 0.01 and a regularization parameter of 2 leads to the highest PSNR on the LoDoPaB
dataset.
In Figures 6 and 7, we observe that the approximate expected distance to the manifold (i.e., our
approximation of the Wasserstein distance) decreases as we update the distribution. We also show
the values of ηk, which provide a bound on the nonoverlap proportion.
While adversarial projections performs the best, we note that, e.g., some ellipses are not recon-
structed in adversarial projections (this is also seen in adversarial regularizers). This is due to the
fact that the initial TV reconstruction completely erases some ellipses due to the sparse angle setup.
In this case, we have that some modes collapse, and Assumption 4.3 is not entirely satisfied. In
particular, we obtain that the pushforward is simply a subset of the true manifold M. More image
reconstructions can be found in Appendix 8.2.
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Convergence Plots for LoDoPab dataset
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Figure 7: Convergence plots for the LoDoPab dataset. The expected distance between points and
the manifold is given by (4.3), which, in this setting, is effectively equivalent to the Wasserstein-1
distance WasspDk,Mq. The nonoverlap proportion tηku provides an upper bound on the measure
of the difference between the distributions (i.e., |Dk ´M|)
7 Conclusion
We present adversarial projections, a new framework for solving inverse problems. The main idea is
that, by solving unsupervised learning problems, we can project signal estimates onto the underly-
ing low-dimensional manifold of true signals. The training process consists of solving a sequence of
minimization problems, which can be interpreted as training a sequence of discriminator networks
that attempt to distinguish between signals in the approximate and true distributions. During imple-
mentation, our proposed algorithm forms a Halpern-type method with relaxed projections, which
we prove converges in mean square to the projection of the initial estimate onto the manifold. At
the level of individual signals, this work may also be interpreted as learned gradient descent with
a sequence of expert-like regularizers. At the aggregate level of distributions, adversarial projec-
tions may be viewed as a subgradient method for minimizing the Wasserstein-1 distance between
the distribution of initial estimates and the true distribution. Our numerical experiments show that
adversarial projections outperform adversarial regularizers, a state-of-the-art unsupervised learning
method for inverse problems. An extension to our work we intend to investigate the semi-supervised
regime, where we have labels for some of the data, and to investigate inclusion of the measurement
data into the projection scheme. We also intend to investigate guidelines on the design of more
effective network architectures such as PDE-based neural networks [36, 58].
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8 Appendix
8.1 Proofs
We begin with the elementary result stated in Section 3.
Lemma 8.1 Let u P X and α P R. If λ “ α ¨ dMpuq, then the inclusion relation in (3.3) holds.
Proof: First consider the case where u PM. Since dM is a metric, it is nonnegative. And,
dMpuq “ inf
vPM }v ´ u} ď }u´ u} “ 0 ùñ dMpuq “ 0. (8.1)
Thus, u is a minimizer of dM. Because dM is convex and u is a minimizer, it follows that 0 P
BdMpuq. Additionally, PMpuq “ u. Combining these results reveals
u` α pPMpuq ´ uq “ u` α pu´ uq “ u` 0 P u´ λBdMpuq. (8.2)
Now suppose u RM. Then dMpuq ą 0 and, by Lemma 2.2.28 in [18],
∇dMpuq “ u´ PMpuq}u´ PMpuq} “
u´ PMpuq
dMpuq . (8.3)
Thus, direct substitution reveals
u´ λ∇dMpuq “ u` α pPMpuq ´ uq , (8.4)
and the proof is complete. 
Below we restate and prove the lemma about the sequence tηku.
Lemma 4.10 In the same setting as Theorem 4.9, for λk ą 0, choosing
ηk :“ 1
λ2k
¨ Eu„Dk
“}gkpukq ´ uk}2‰ (8.5)
yields an upper bound ηk P r0, 1s. This ηk represents the proportion of the distribution Dk that is
not contained in the manifold M, i.e.,
|Dk ´M| ď ηk ď 1, (8.6)
where | ¨ | denotes the measure of the set.
Proof: For notational brevity, below we write uk “ ukpωq and use αk “ αkpuq, as defined in (3.10).
For each uk RM, observe that
}gkpukq ´ uk}2 “ }αkpukqpPMpukq ´ ukq}2 (8.7)
“ α2kpukqdMpukq2 (8.8)
“ λ
2
k
dMpukq2 ¨ dMpu
kq2 (8.9)
“ λ2k. (8.10)
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And, if uk PM, then gkpukq “ uk. Thus, for λk ą 0,
1
λ2k
¨ }gkpukq ´ uk}2 “
#
0 if uk PM,
1 if uk RM, (8.11)
Hence taking the expectation yields
Eω„Ω
„
1
λ2k
¨ }gkpukq ´ uk}2

“ P
”
tω P Ω : ukpωq PMu
ı
¨ 0` P
”
tω P Ω : ukpωq RMu
ı
¨ 1 (8.12)
“ P
”
tω P Ω : ukpωq RMu
ı
(8.13)
“ |Dk ´M|, (8.14)
which gives the first equality for ηk. Since |Dk| “ 1, the final inequality also holds, and the proof is
complete. 
The following lemma can be found in various forms in the literature (e.g., see [48, 55, 70]).
Lemma 8.2 If tδnu is a sequence of nonnegative real numbers such that
δk`1 ď p1´ γkqδk ` γkσk, for all k P N, (8.15)
where tγku is a sequence in p0, 1s and tσku is a sequence in R such thatÿ
kPN
γk “ 8 (8.16)
and
lim sup
kÑ8
σk ď 0, (8.17)
then
lim
kÑ8 δk “ 0. (8.18)
Below is a proof of the main result, Theorem 4.9. The analysis for the Halpern iteration closely
follows the approach in [72]. For completeness, we first restate the theorem.
Theorem 4.9 (Convergence of Adversarial Projections) Suppose Assumptions 4.1, 4.2, 4.3, 4.6, and
4.8 hold. If the sequence tuku is generated by Algorithm 2 and the minimizer θk in Line 6 is chosen
so that Jθk “ ´dM for all k P N (as permitted by Theorem 4.5), then the sequence tuku converges
to PMpu1q in mean square.
Proof: Before beginning the proof, we define the following quantities that are used throughout. Let
pΩ,F ,Pq be a probability space, where Ω, F , and P are the sample space, σ-algebra, and probability
measure, respectively. We take D1 “ tu1pωq : ω P Ωu, zpωq :“ PMpu1q, and, for all k P N,
δk :“ Eω„Ω
“}uk ´ z}2‰ , (8.19)
dk :“ Eω„Ω
“}uk ´ z}‰ , (8.20)
σk :“ Eω„Ω
“
2 xuk`1 ´ z, u1 ´ zy‰´ 1´ γk
γk
¨ αp2´ αqd2k. (8.21)
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For notational brevity, below we write uk “ ukpωq, z “ zpωq, and similarly for other quantities
defined in terms of these expressions. We also use αk “ αkpuq, as defined in (3.10). Note α is a
fixed constant whereas αkpuq varies by iteration k and iterate u.
We proceed in the following manner. First an inequality is derived bounding the expectation of
}gkpukq ´ z}2 (Step 1). This is used to show the sequence tδku is bounded (Step 2) and then obtain
an inequality relating δk`1, δk, and σk as in (8.15) (Step 3). We next verify the limit supremum of
the sequence tσku is finite (Step 4), which enables us to deduce that a subsequence of tdku con-
verges to zero (Step 5). This implies lim sup
kÑ8
σk ď 0, and so δk Ñ 0 (Step 6), completing the proof.
Step 1. We first derive a descent inequality for relaxed projections. Define the residual operator
Spuq :“ u´ PMpuq. (8.22)
Fix any k P N. Using (3.10) with αk “ αkpuq, observe
}gkpukq ´ z}2 “ }uk ` αkpPMpukq ´ ukq ´ z}2 (8.23)
“ }uk ´ z}2 ´ 2αk xuk ´ z, uk ´ PMpukqy ` α2k}uk ´ PMpukq}2 (8.24)
“ }uk ´ z}2 ´ 2αk xuk ´ z, Spukq ´ Spzqy ` α2k}Spukq}2, (8.25)
where we note Spzq “ 0 since z “ PMpu1q PM. Furthermore, S is firmly nonexpansive (e.g., see
Prop. 4.16 in [9]), which implies
xuk ´ z, Spukq ´ Spzqy ě }Spukq ´ Spzq}2 “ }Spukq}2. (8.26)
Combining (8.25) and (8.26) yields
}gkpukq ´ z}2 ď }uk ´ z}2 ´ αkp2´ αkq}Spukq}2 (8.27)
“ }uk ´ z}2 ´ αkp2´ αkqdMpukq2 (8.28)
“ }uk ´ z}2 ´ λkp2dMpukq ´ λkq. (8.29)
Thus, taking the expectation of (8.29),
Eω„Ω
“}gkpukq ´ z}2‰ ď Eω„Ω “}uk ´ z}2‰´ Eω„Ω “λkp2dMpukq ´ λkq‰ (8.30)
ď Eω„Ω
“}uk ´ z}2‰´ λkp2dk ´ λkq (8.31)
“ Eω„Ω
“}uk ´ z}2‰´ αp2´ αqd2k (8.32)
“ δk ´ αp2´ αqd2k. (8.33)
The first equality above holds by the definition of λk in Line 7 of Algorithm 1 and dk in (8.20),
noting that Jθk “ ´dM and recalling (4.3). Also, the rightmost term in the final line (8.33) is
nonnpositive since α P p0, 2q.
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Step 2. Expanding the expression for δk`1, we deduce
δk`1 “ Eω„Ω
“}uk`1 ´ z}2‰ (8.34)
“ Eω„Ω
“}γku1 ` p1´ γkqgkpukq ´ z}2‰ (8.35)
ď Eω„Ω
“
γk}u1 ´ z}2 ` p1´ γkq}gkpukq ´ z}2
‰
(8.36)
“ γk ¨ Eω„Ω
“}u1 ´ z}2‰` p1´ γkqEω„Ω “}gkpukq ´ z}2‰ (8.37)
ď γkδ1 ` p1´ γkqδk (8.38)
ď max pδ1, δkq , (8.39)
where (8.36) follows from (8.35) by Jensen’s inequality, (8.38) holds by applying (8.33), and the
final inequality holds by Assumption 4.8i. Through induction, it follows that tδku is bounded since
δk`1 ď δ1 ă 8, for all k P N. (8.40)
Step 3. To establish a useful inequality bounding δk`1, we expand this expression once again to
obtain, for all k P N,
δk`1 “ Eω„Ω
”
}uk`1 ´ z}2
ı
(8.41)
“ Eω„Ω
”
}γku1 ` p1´ γkqgkpukq ´ z}2
ı
(8.42)
“ Eω„Ω
”
γ2k}u1 ´ z}2 ` p1´ γkq2}gkpukq ´ z}2 ` 2γkp1´ γkq xu1 ´ z, gkpukq ´ zy
ı
(8.43)
ď p1´ γkq ¨ Eω„Ω
”
}gkpukq ´ z}2
ı
` 2γk ¨ Eω„Ω
”
xuk`1 ´ z, u1 ´ zy
ı
(8.44)
ď p1´ γkq `δk ´ αp2´ αqd2k˘` 2γk ¨ Eω„Ω ”xuk`1 ´ z, u1 ´ zyı (8.45)
“ p1´ γkqδk ` γk
„
Eω„Ω
”
2 xuk`1 ´ z, u1 ´ zy
ı
´ 1´ γk
γk
¨ αp2´ αqd2k

, (8.46)
where we leverage the definition of uk`1 and the inclusions γk, p1 ´ γkq P r0, 1s. Substituting the
definition of σk from (8.21) into (8.46) yields the inequality
δk`1 ď p1´ γkqδk ` γkσk, for all k P N. (8.47)
Step 4. We now show the limit supremum of tσku is finite. Indeed, the fact that, for all k P N,
σk ď Eω„Ω
“
2 xuk`1 ´ z, u1 ´ zy‰ (8.48)
ď Eω„Ω
“}uk`1 ´ z}2 ` }u1 ´ z}2‰ (8.49)
“ δk`1 ` δ1 (8.50)
ď 2δ1 (8.51)
ă 8 (8.52)
implies
lim sup
kÑ8
σk ă 8. (8.53)
Next, by way of contradiction, suppose
lim sup
kÑ8
σk ă ´1. (8.54)
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This implies there exists N1 P N such that
σk ď ´1, for all k ě N1, (8.55)
and so
δk`1 ď p1´ γkqδk ´ γk ď δk ´ γk, for all k ě N1. (8.56)
By induction, it follows that
δk`1 ď δN1 ´
kÿ
`“N1
γ`. (8.57)
Applying Assumption 4.8iii and letting k Ñ8 reveals
lim sup
kÑ8
δk ď δN1 ´
8ÿ
`“N1
γ` “ ´8, (8.58)
which induces a contradiction since the sequence tδku is nonnegative. This proves (8.54) is false,
and so
´ 1 ď lim sup
kÑ8
σk ă 8. (8.59)
Step 5. Because (8.59) shows the limit supremum of the sequence tσku is finite, there is a convergent
subsequence tσnku Ď tσku satisfying
lim sup
kÑ8
σk “ lim
kÑ8σnk (8.60)
“ lim
kÑ8
„
Eω„Ω
“
2 xunk`1 ´ z, u1 ´ zy‰´ 1´ γnk
γnk
¨ αp2´ αqd2nk

. (8.61)
By the result (8.40) in Step 1,
Eω„Ω
“ˇˇxunk`1 ´ z, u1 ´ zyˇˇ‰ ď Eω„Ω „1
2
`}unk`1 ´ z}2 ` }u1 ´ z}2˘ (8.62)
“ 1
2
pδnk`1 ` δ1q (8.63)
ď δ1, (8.64)
and so tEω„Ωrxunk`1 ´ z, u1 ´ zysu is a bounded sequence of real numbers. Thus, it contains a
convergent subsequence txumk`1 ´ z, u1 ´ zyu (i.e., tmku Ď tnku). This implies, when combined
with the convergence of tσmku and (8.61), existence of the limit
lim
kÑ8
1´ γmk
γmk
¨ αp2´ αqd2mk . (8.65)
Since Assumption 4.8ii asserts γk Ñ 0, it follows that
lim
kÑ8p1´ γmkqαp2´ αqd
2
mk
“ 0 ùñ lim
kÑ8 dmk “ 0, (8.66)
i.e., a subsequence tdmku of tdku converges to zero.
26
Step 6. Observe, for all k P N,
Eω„Ω
“}uk`1 ´ uk}‰ ď γkEω„Ω “}uk ´ u1}‰` p1´ γkqEω„Ω “}gkpukq ´ uk}‰ (8.67)
ď γkd1 ` p1´ γkq Eω„Ω rλks (8.68)
“ γkd1 ` p1´ γkqλk (8.69)
“ γkd1 ` p1´ γkqαdk, (8.70)
where (8.68) holds since, by the choice of gk in (3.10),
gkpuq ´ u P λkBdMpuq ùñ }gkpuq ´ u} ď λk, (8.71)
with the implication following from the fact that BdMpuq is a subset of the unit ball centered at the
origin since dM is 1-Lipschitz.
Utilizing (8.66) and the fact γmk Ñ 0, we deduce
lim
kÑ8Eω„Ω
“}umk`1 ´ umk}‰ ď lim
kÑ8 γmkd1 ` p1´ γmkqαdmk “ 0. (8.72)
Because the left hand side is nonnegative, the squeeze lemma implies
lim
kÑ8Eω„Ω
“}umk`1 ´ umk}‰ “ 0. (8.73)
Also, noting that the boundedness of D1 and M implies there exists a constant C ą 0 such that
2}u1pωq ´ zpωq} ď 2p}u1pωq} ` }zpωq}q ď C, for all ω P Ω, (8.74)
we deduce
lim sup
kÑ8
σk “ lim
kÑ8σmk (8.75)
“ lim
kÑ8
„
Eω„Ω
“
2 xumk`1 ´ z, u1 ´ zy‰´ 1´ γmk
γmk
¨ αp2´ αqd2mk

(8.76)
ď lim
kÑ8Eω„Ω
“
2 xumk`1 ´ z, u1 ´ zy‰ (8.77)
“ lim
kÑ8Eω„Ω
“
2 xPMpumk`1q ´ z, u1 ´ zy
‰
(8.78)
` Eω„Ω
“
2 xumk`1 ´ PMpumk`1q, u1 ´ zy
‰
(8.79)
ď lim
kÑ8C ¨ Eω„Ω
“}umk`1 ´ PMpumk`1q}‰ , (8.80)
where the final inequality holds by application of the Cauchy Schwarz inequality, and utilizing the
fact that z “ P pu1q and, by the projection identity (e.g., see Thm. 3.16 in [9], Thm 4.1 [22], and
Thm 7.45 in [29]),
xv ´ PMpu1q, u1 ´ PMpu1qy ď 0, for all v PM. (8.81)
Then applying the triangle inequality and using the fact the projection PM is 1-Lipschitz yields
lim sup
kÑ8
σk ď lim
kÑ8C ¨ Eω„Ω
“}umk`1 ´ umk} ` }umk ´ PMpumkq}‰ (8.82)
` Eω„Ω
“}PMpumkq ´ PMpumk`1q}‰ (8.83)
ď lim
kÑ8C ¨ Eω„Ω
“
2}umk`1 ´ umk} ` }umk ´ PMpumkq}
‰
(8.84)
“ lim
kÑ8C ¨
`
Eω„Ω
“
2}umk`1 ´ umk}‰` dmk˘ (8.85)
“ 0, (8.86)
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where (8.86) follows from (8.85) by (8.66) and (8.73). Now, since the limit supremum of tσku is
nonpositive, we may apply Lemma 8.2 to (8.47) to deduce
δk Ñ 0 ùñ lim
kÑ8Eω„Ω
“}uk ´ z}2‰ “ 0, (8.87)
completing the proof. 
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8.2 More Reconstructions
ground truth FBP TV Adv. Reg. Adv. Proj.
SSIM: 0.253 SSIM: 0.769 SSIM: 0.794 SSIM: 0.836
PSNR: 19.19 PSNR: 28.85 PSNR: 29.04 PSNR: 29.34
SSIM: 0.301 SSIM: 0.812 SSIM: 0.822 SSIM: 0.872
PSNR: 18.53 PSNR: 28.26 PSNR: 28.30 PSNR: 29.36
Figure 8: Additional ellipse reconstructions on a validation sample obtained with Filtered Back Projection
(FBP) method, TV regularization, Adversarial Regularizer, and Adversarial Projections (left to right). Bottom
row shows corresponding cropped region indicated by red box.
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ground truth FBP TV Adv. Reg. Adv. Proj.
SSIM: 0.336 SSIM: 0.626 SSIM: 0.659 SSIM: 0.701
PSNR: 13.86 PSNR: 15.26 PSNR: 22.20 PSNR: 22.82
SSIM: 0.331 SSIM: 0.634 SSIM: 0.642 SSIM: 0.772
PSNR: 14.82 PSNR: 17.93 PSNR: 22.53 PSNR: 28.12
Figure 9: Additional human phantom reconstructions on a validation sample obtained with Filtered Back Pro-
jection (FBP) method, TV regularization, Adversarial Regularizer, and Adversarial Projections (left to right).
Bottom row shows corresponding cropped region indicated by red box.
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