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Abstract
Let xkn = cos kn, 0kn, k = 1, 2, . . . , n, with
−1 = x0n <x1n < · · ·<xnn <xn+1,n = 1
denote the zeros of nth m-orthogonal polynomial for a generalized Jacobi weight
W(x) =
r∏
i=1
|x − ti |pi , |x|< 1, W(x) = 0, |x|1,
−1 = t1 < t2 < · · ·< tr = 1 (r2), pi > − 1, i = 1, 2, . . . , r .
This note proves kn − k+1,n ∼ 1/n, k = 0, 1, . . . , n. The gap left over pi < 0, 2 ir − 1, is ﬁlled.
© 2007 Elsevier Inc. All rights reserved.
MSC: 41A55
Keywords: Distance between two consecutive zeros; m-orthogonal polynomials; Generalized Jacobi weight
 The research is supported in part by the National Natural Science Foundation of China (No. 10571049) and by Hunan
Provincial Natural Science Foundation of China (No. 05JJ30011).
∗ Corresponding author at: Institute of Computational Mathematics, Academy of Mathematics & System Sciences, Chi-
nese Academy of Sciences, 55 Zhongguancundonglu, P.O. Box 2719, Beijing 100080, PR China. Fax: +86 010 62486099.
E-mail address: shiyingguang@263.net.cn.
0021-9045/$ - see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jat.2007.01.007
206 Y. Guang Shi / Journal of Approximation Theory 147 (2007) 205–214
1. Introduction and main result
Denote by N, N1, or N2 the set of positive, odd, or even integers, respectively. We also denote
by R the set of real numbers.
Let  be a nondecreasing function on R with inﬁnitely many points of increase such that all
moments of d are ﬁnite. We call d a measure. If  happens to be absolutely continuous then
we will usually write w instead of ′ and will call w a weight. The symbol PN stands for the set
of algebraic polynomials of degree at most N.
We denote by c, c1, . . . positive constants independent of variables and indices, unless otherwise
indicated; their value may be different at different occurrences, even in subsequent formulas. We
write an ∼ bn if c1an/bnc2 holds for every n. The notations a(x) ∼ b(x) and an(x) ∼ bn(x)
have similar meaning.
Throughout of this note let m ∈ N (m2), M1 = {jm − 3 : m − j ∈ N1}, and M2 =
{jm−2 : m−j ∈ N2}. Put P∗N = {P(x) = c(x−y1) · · · (x−yr) : c, y1, . . . , yr ∈ R, rN}
and P∗N(x) = {P ∈ P∗N : P(x) = 1} for x ∈ R. We agree P∗0 = P0.
We deﬁne the monic m-orthogonal polynomials
Pn(d,m; x) = xn + · · · , n = 0, 1, . . . ,
for which∫
R
|Pn(d,m; x)|m d(x) = min
P(x)=xn+···
∫
R
|P(x)|m d(x). (1.1)
If ′ = w is a weight then we will usually write Pn(w,m; x) instead of Pn(d,m; x). According
to Theorem 4 in [1], if xk = xkn(d,m) with
− 1 = x0 < x1 < x2 < · · · < xn < xn+1 = 1 (1.2)
are the zeros of Pn(d,m; x) then the Gaussian quadrature formula
∫
R
f (x) sgnPn(d,m; x)m d(x) =
n∑
k=1
m−2∑
j=0
kj f
(j)(xk) (1.3)
is exact for all f ∈ Pmn−1, where the Christoffel numbers kj are given by
kj = kjn(d,m) =
∫
R
Akj (x) sgnPn(d,m; x)m d(x) (1.4)
and Akj ∈ Pmn−1 are the fundamental polynomials of Hermite interpolation, which satisfy
A
(p)
kj (xq) = kqjp, j, p = 0, 1, . . . , m − 1, k, q = 1, 2, . . . , n.
As we know, 2-orthogonal polynomials are just the classical orthogonal polynomials.
In this notewe discuss the distance between two consecutive zeros ofm-orthogonal polynomials
for a generalized Jacobi weight W, here
W(x) =
r∏
i=1
|x − ti |pi , |x| < 1, W(x) = 0, |x|1,
−1 = t1 < t2 < · · · < tr = 1 (r2), pi > −1, i = 1, 2, . . . , r. (1.5)
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The main result is the following:
Theorem 1.1. Let
u ∼ W, a.e., (1.6)
and let
xkn = xkn(u,m) = cos kn, 0kn, k = 1, 2, . . . , n, x0n = −1, xn+1,n = 1.
Then
c1
n
kn − k+1,n c2
n
, k = 0, 1, . . . , n. (1.7)
This theorem for m = 2 and m ∈ N2 was given by Nevai in [5, Theorem 9.20, pp. 164–165]
and by the author in [6, Theorem 2], respectively. But their proofs (the latter directly cites the
former) are not suitable for the case when pi < 0, 2 ir − 1. Later the author extended this
theorem to the case when m ∈ N (m2) with the restriction pi0, i = 2, . . . , r − 1. One gap
left over was that it did not treat the weights with pi < 0, 2 ir − 1. In this note this gap will
be ﬁlled. Here we mention that Theorem 1.1 for m = 2 was also proved using a more general
Jacobi-type weight by Mastroianni and Vértesi in [4].
We give some auxiliary lemmas in the next section and the proof of the theorem in the last
section.
2. Auxiliary lemmas
First we have to introduce the Christoffel-type functions jn(d,m; x) with respect to d
corresponding to m-orthogonal polynomials. Given a ﬁxed point x ∈ R, an index j, 0jm−2,
and n ∈ N, for P ∈ Pn−1 with P(x) = 1 let the polynomial
Aj(P, x; t) = Ajnm(P, x; t) = 1
j ! (t − x)
jBj (P, x; t)P (t)m, (2.1)
with Bj (P, x; ·) ∈ Pm−j−2 satisfy the conditions
A
(i)
j (P, x; x) = ij , i = 0, 1, . . . , m − 2. (2.2)
It is easy to see that Aj(P, x; t) must exist and be unique.
Deﬁnition 2.1. The Christoffel-type function jn(d,m; x) with respect to d is deﬁned by
jn(d,m; x) = inf
P∈P∗n−1(x)
∫
R
Aj(P, x; t) sgn[(t − x)P (t)]m d(t) (2.3)
for j ∈ M2 and by
jn(d,m; x) =
∫
R
Aj(P, x; t) sgn [(t − x)P (t)]m d(t) (2.4)
for j ∈ M1, where the polynomial P in (2.4) is the solution of (2.3) in the case when j ∈ M2.
208 Y. Guang Shi / Journal of Approximation Theory 147 (2007) 205–214
In what follows we always assume n2. The expression and the main properties of the poly-
nomial Bj (P, x; t) are as follows.
Lemma 2.1 (Shi [7, Lemma 2.1]). We have
Bj (P, x; t) =
m−j−2∑
i=0
bi(t − x)i, (2.5)
where
bi = bi(P, x) = 1
i!
[
P(t)−m
](i)
t=x , i = 0, 1, . . . . (2.6)
Moreover, for P ∈ P∗n−1(x) and j ∈ M2
bm−j−2 > 0, Bj (P, x; t) > 0, t ∈ R. (2.7)
The relationship between the Christoffel-type functions and the Christoffel numbers is given
as follows.
Lemma 2.2 (Shi [7, Theorem 2.3]). Let d be a measure on R and for any point x ∈ R let
P(x; ·) ∈ P∗n−1(x) be the solution of (2.3). Let xkn = xkn(d,m). Then
kjn(d,m) = [sgnP ′n(d,m; xkn)m]jn(d,m; xkn),
k = 1, 2, . . . , n, j = 0, 1, . . . , m − 2, (2.8)
and
P(xkn; t) = kn(d,m; t) = Pn(d,m; t)
P ′n(d,m; xkn)(x − xkn)
, k = 1, 2, . . . , n. (2.9)
Lemma 2.3 (Shi [7, Lemma 2.7]). Relation (1.7) is equivalent to the relation
c3n(xkn)xk+1,n − xknc4n(xkn), k = 0, 1, . . . , n. (2.10)
Here
n(x) = (1 − x
2)1/2
n
+ 1
n2
.
Lemma 2.4 (Shi [7, Theorem 3.3]). Let relation (1.6) prevail. Thenwith the constants associated
with the symbol ∼ depending on u and m,
jn(u,m; x) ∼ 1
n
Wn(x)n(x)
j , x ∈ [−1, 1], j ∈ M2. (2.11)
Here
Wn(x) =
[
(1 + x)1/2 + 1
n
]2p1+1 [
(1 − x)1/2 + 1
n
]2pr+1 r−1∏
i=2
[
|x − ti | + 1
n
]pi
. (2.12)
Lemma 2.5 (Hardy et al. [3, Theorem 27, pp. 71–72]). Let A,B, p0 and AB + p > 0. Then
(A + B)pc(p)(Ap + Bp). (2.13)
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Lemma 2.6 (Mastroianni and Vértesi [4, (1.24)]; Shi [7, Lemma 3.10]). Let−1a < b1and
d = (b − a)/h > 4. Let relation (1.6) prevail. Then∫ b−h
a+h
u(t) dtc(u, d)
∫ b
a
u(t) dt. (2.14)
Lemma 2.7 (Shi [7, Lemma 3.12]). Let p0, BnAn0,  = ±1, and
B
p+1
n + Ap+1n  C
n
[(
Bn + 1
n
)p
+
(
An + 1
n
)p]
. (2.15)
Then
Bn + An c(C, p)
n
. (2.16)
Lemma 2.8 (Mastroianni and Vértesi [4, Theorem 2.D]; Shi [6, Lemma 2]). Let relation (1.6)
prevail. Then for P ∈ Pn
max|x|1
|P(x)Wn(x)| cn
∫ 1
−1
|P(x)|u(x) dx (2.17)
and ∫ 1
−1
|P ′(x)|(1 − x2)1/2u(x) dxcn
∫ 1
−1
|P(x)|u(x) dx, (2.18)
where c is a constant independent of n and P.
Lemma 2.9 (Shi [6, Lemma 3]). Let yn = cos n and zn = cos 	n. If |n − 	n|C/n then with
the constants associated with the symbol ∼ depending on W and C only
Wn(yn) ∼ Wn(zn). (2.19)
3. The proof of Theorem 1.1
For completeness we give the whole proof, although its part is given in [7]. The proof follows
and properly modiﬁes the ideas of Nevai in [5, pp. 164–167].
According to Lemma 2.3 it is enough to prove (2.10). We use the notation j = jn(u,m) of
(2.9) and break the proof into two parts.
First let us prove
xk+1 − xkcn(xk), k = 0, 1, . . . , n. (3.1)
To this end choose n0 so large that for nn0
max
0kn
(xk+1,n − xkn) 12 min1 j r−1(tj+1 − tj ).
For a ﬁxed index k, 0kn, let an index i, 1 ir , satisfy
min
t∈[xk,xk+1]
|t − ti | = min
1 j r
min
t∈[xk,xk+1]
|t − tj |.
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So the interval [xk, xk+1] contains no any point of tj ’s except for ti . Since the case when i = 1
and i = r may be treated similarly, we give the proof for the former only (it is enough to replace
1 + t by 1 − t in (3.1) and subsequent formulas for the latter).
By Lemmas 2.1 and 2.2 it follows from (1.3) that
∫ 1
−1
|Am−2(j , xj ; t)|(1 + t)u(t) dt
=
∫ 1
−1
Am−2(j , xj ; t)(1 + t) sgn[(t − xj )j (u,m; t)]mu(t) dt
= [sgnP ′n(u,m; xj )m]
∫ 1
−1
Am−2(j , xj ; t)(1 + t)[sgnPn(u,m; t)m]u(t) dt
= [sgnP ′n(u,m; xj )m]j,m−2,n(u,m)(1 + xj )
= m−2,n(u,m; xj )(1 + xj ). (3.2)
We need an Erdo˝s–Turán inequality (0 = n+1 = 0) [2]
k(t) + k+1(t)1, t ∈ [xk, xk+1], k = 0, 1, . . . , n,
from which it follows by (2.13) that
k(t)
m + k+1(t)mc(m)[k(t) + k+1(t)]mc(m), t ∈ [xk, xk+1],
k = 0, 1, . . . , n.
According to (2.1), (2.5), and (2.6) we see that
Am−2(P, x; t) = 1
(m − 2)! (t − x)
m−2P(t)m.
Thus, by (2.14)
∫ 1
−1
|Am−2(k, xk; t)|(1 + t)u(t) dt +
∫ 1
−1
|Am−2(k+1, xk+1; t)|(1 + t)u(t) dt
 1
(m − 2)!
(
xk+1 − xk
5
)m−2 ∫ xk+1−(xk+1−xk)/5
xk+(xk+1−xk)/5
[
k(t)
m + k+1(t)m
]
(1 + t)u(t) dt
c(xk+1 − xk)m−2
∫ xk+1−(xk+1−xk)/5
xk+(xk+1−xk)/5
(1 + t)u(t) dt
c(xk+1 − xk)m−2
∫ xk+1
xk
(1 + t)u(t) dt,
which, coupled with (3.2), gives
(xk+1 − xk)m−2
∫ xk+1
xk
(1 + t)u(t) dt
c[m−2,n(u,m; xk)(1 + xk) + m−2,n(u,m; xk+1)(1 + xk+1)]. (3.3)
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If xk+1 − xkn(xk) + n(xk+1), then∣∣∣∣[(1 − x2k+1)1/2]2 − [(1 − x2k )1/2]2
∣∣∣∣ = |x2k+1 − x2k |2(xk+1 − xk)
 c
n
{[
(1 − x2k+1)1/2 +
1
n
]
+
[
(1 − x2k )1/2 +
1
n
]}
and hence by Lemma 2.7
|n(xk+1) − n(xk)| = 1
n
|(1 − x2k+1)1/2 − (1 − x2k )1/2|
c
n2
.
So n(xk+1)cn(xk) and
xk+1 − xkcn(xk).
If xk+1 − xk > n(xk) + n(xk+1), then using (2.11) inequality (3.3) gives∫ xk+1
xk
(1 + t)u(t) dt c
n
[
Wn(xk)(1 + xk) + Wn(xk+1)(1 + xk+1)
]
and hence∫ xk+1
xk
|t − ti |pi (1 + t) dt c
n
[
Wn(xk)(1 + xk) + Wn(xk+1)(1 + xk+1)
]
. (3.4)
It is particularly simple to treat the case when i = 1. In this case using (2.11) inequality (3.4)
yields
(1 + xk+1)p1+2 − (1 + xk)p1+2
 c
n
{[
(1 + xk+1)1/2 + 1
n
]2p1+3
+
[
(1 + xk)1/2 + 1
n
]2p1+3}
.
Again by Lemma 2.7 we have
(1 + xk+1)1/2 − (1 + xk)1/2 c
n
.
Thus
xk+1 − xk =
[
(1 + xk+1)1/2 + (1 + xk)1/2
] [
(1 + xk+1)1/2 − (1 + xk)1/2
]
 c
n
[
(1 + xk+1)1/2 + (1 + xk)1/2
]
 c
n
[
(1 + xk)1/2 + 1
n
]
 c
n
[
(1 − x2k )1/2 +
1
n
]
= cn(xk).
Let 2 ir − 1. Suppose without loss of generality that xk > ti for ti /∈ [xk, xk+1]. In this
case by (2.11) inequality (3.4) gives
C
n
[(
|xk+1 − ti | + 1
n
)pi
+
(
|xk − ti | + 1
n
)pi]
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
∫ xk+1
xk
|t − ti |pi dt
=
⎧⎪⎨
⎪⎩
1
pi + 1
[|xk+1 − ti |pi+1 + |xk − ti |pi+1] , ti ∈ [xk, xk+1],
1
pi + 1
[|xk+1 − ti |pi+1 − |xk − ti |pi+1] , ti /∈ [xk, xk+1], (3.5)
where C is a certain positive constant.
We separate two cases when pi0 and pi < 0.
Case 1: pi0. In this case by Lemma 2.7 it follows from (3.5) that
xk+1 − xk = |xk+1 − ti | + |xk − ti | c
n
cn(xk) (3.6)
for ti ∈ [xk, xk+1] and
xk+1 − xk = |xk+1 − ti | − |xk − ti | c
n
cn(xk) (3.7)
for ti /∈ [xk, xk+1], respectively.
Case 2: pi < 0. In this case by (3.5) we obtain
∫ xk+1
xk
|t − ti |pi dt 2C
n
min
{(
1
n
)pi
, |xk − ti |pi
}
. (3.8)
We distinguish three cases.
Case 2.1: ti ∈ [xk, xk+1]. In this case by (3.8), (3.5), and (2.13)
2C
(
1
n
)pi+1
c[|xk+1 − ti | + |xk − ti |]pi+1.
Hence relation (3.6) follows.
Case 2.2: ti /∈ [xk, xk+1] and xk − ti < 4C/n, where the constant C is given in (3.5). By (3.8)
and (3.5)
2C
(
1
n
)pi+1
 1
pi + 1
[
(xk+1 − ti )pi+1 − (xk − ti )pi+1
]
 1
pi + 1
[
(xk+1 − ti )pi+1 −
(
4C
n
)pi+1]
and hence xk+1 − tic/n. Thus relation (3.7) follows.
Case 2.3: ti /∈ [xk, xk+1] and xk − ti4C/n. In this case we observe that∫ xk+1
xk
(t − ti )pi dt =
∫ xk+1
xk
(t − ti )(t − ti )pi−1 dt
(xk − ti )
∫ xk+1
xk
(t − ti )pi−1 dt 4C|pi |n
[
(xk − ti )pi − (xk+1 − ti )pi
]
,
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which by (3.8) yields
4C
|pi |n
[
(xk − ti )pi − (xk+1 − ti )pi
]
 2C
n
(xk − ti )pi .
Thus
(xk − ti )pi 
(
1 − |pi |
2
)−1
(xk+1 − ti )pi 2(xk+1 − ti )pi . (3.9)
Further by (3.8) and (3.9) we have
2C
n
(xk − ti )pi 
∫ xk+1
xk
(t − ti )pi dt
 (xk+1 − ti )pi (xk+1 − xk) 12 (xk − ti )
pi (xk+1 − xk)
and hence
xk+1 − xk 4C
n
cn(xk).
This proves (3.1).
Next let us prove
xk+1 − xkcn(xk), k = 0, 1, . . . , n. (3.10)
Applying Lemma 2.8 several times and using (2.11), we obtain (n(x) = (1 − x2)1/2 + n−1)
|A(m−1)m−2 (k, xk; x)|mn(x)m−1Wmn(x)
cmn
∫ 1
−1
|A(m−1)m−2 (k, xk; t)|(1 − t2)(m−1)/2u(t) dt
c(mn)m
∫ 1
−1
|Am−2(k, xk; t)|u(t) dt
= c(mn)mm−2,n(u,m; xk)
cnm−1Wn(xk)n(xk)m−2.
Therefore, by Lemma 2.9 it follows from (3.1) that
|A(m−1)m−2 (k, xk; x)|  cnm−1Wn(xk)n(xk)m−2mn(x)1−mWmn(x)−1
 cn(xk)−1, x ∈ [xk, xk+1].
By the mean value theorem for the derivatives for some point 
 ∈ [xk, xk+1]
1 = A(m−2)m−2 (k, xk; xk) − A(m−2)m−2 (k, xk; xk+1)
= (xk − xk+1)A(m−1)m−2 (k, xk; 
)c(xk+1 − xk)n(xk)−1.
Then relation (3.10) follows.
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