In this study, we calculate the steady-state temperature rise that results from laser heating for multilayer thin films using the heat diffusion equation. For time-and frequency-domain thermoreflectance (TDTR and FDTR) relying on frequency modulated laser sources, we decouple the modulated and steady-state temperature profiles to understand the conditions needed to achieve a single temperature approximation throughout the experimental volume, allowing for the estimation of spatially invariant thermal parameters within this volume. We consider low thermal conductivity materials, including amorphous silicon dioxide (a-SiO 2 ), polymers, and disordered C 60 , to demonstrate that often-used analytical expressions fail to capture this temperature rise under realistic experimental conditions, such as when a thin-film metal transducer is used or when pump and probe spot sizes are significantly different. To validate these findings and demonstrate a practical approach to simultaneously calculate the steady-state temperature and extract thermal parameters in TDTR, we present an iterative algorithm for obtaining the steady-state temperature rise and measure the thermal conductivity and thermal boundary conductance of a-SiO 2 with a 65 nm gold thin film transducer.
I. INTRODUCTION
In optical pump-probe techniques such as time-and frequency-domain thermoreflectance (TDTR and FDTR, respectively), the measurement of bulk, low-thermal conductivity materials is challenging due to the steady-state temperature rise associated with the average power absorbed during laser heating. In such experiments, an estimation of this temperature rise is crucial since thermal properties can vary significantly with temperature. Because fitting procedures can be highly sensitive to these temperature-dependent input parameters, neglecting the temperature rise can result in large errors of fitted parameters. This is particularly important at low temperatures where heat capacities and thermal conductivities are highly temperature-dependent [1] . Moreover, appropriate modeling of the temperature rise is needed in many cases for determining critical temperatures like phase transition temperatures and damage thresholds. For example, many polymers have glass transition temperatures well within the range of temperature excursions reached in typical TDTR and FDTR experiments [2, 3] , while the same is true for the denaturing temperature of proteins [4, 5] . Whether the goal is to avoid such temperatures or investigate material properties at those temperatures, the calculation of the steady-state temperature rise due to laser heating is necessary.
In this study, we use the methodology developed in our previous work [6] to understand the steady-state temperature rise associated with semi-infinite substrates with both insulated and conductive (bi-directional heat flow from the surface) boundary conditions. We provide a MATLAB script for calculating the temperature rise for both pulsed and continuous wave laser sources with and without frequency modulation as supplemental material. Whereas our previous work [6] provided insight into the theoretical limitations to the thermal penetration depths from laser heating, our current study provides practical application to understand and control the steady-state temperature rise in pump-probe experiments. Therefore, we quantify the effects that various thermal length scales have on the steady-state temperature rise and generalize these results where appropriate. For a modulated heating event, these length scales include the the 1/e 2 pump radius (r 0 ), 1/e 2 probe radius (r 1 ), and the thermal penetration depth, defined as the 1/e temperature decay length relative to the sample surface. In Ref. 6 , we showed that the temperature rise resulting from a modulated heating event in TDTR and FDTR could be decoupled into a modulated and steady-state temperature response. As such, there are two thermal penetration depths to consider:
the modulated thermal penetration depth (δ m ), which defines the 1/e decay in depth relative to the magnitude of the modulated component to temperature rise at the sample surface, and the steady-state thermal penetration depth (δ s ), which defines the 1/e decay in depth relative to the steady-state surface temperature rise.
From these calculations, we report several key findings based on typical experimental conditions used in TDTR and FDTR. First, we find that conductive thin film transducer layers, such as aluminum (Al) and gold (Au) films ubiquitous in TDTR and FDTR, can significantly reduce the temperature rise by providing radial heat dissipation, leading to reductions in temperature rise of (in some cases) orders of magnitude compared to the same temperature rise without a transducer.
Second, when sampling thin films, conductive substrates can likewise reduce this temperature by acting as heat sinks. However, we find that their effectiveness as heat sinks is entirely dependent on the length of δ s (≈ r 0 ) with respect to the film thickness. Third, we find that in bidirectional heat flow geometries [7] , the transparent substrate can greatly reduce the steady-state temperature rise; however, the substrate's thermal properties can dominate the modulated temperature response of the system so that sensitivity to other parameters is lowered considerably. Finally, we consider the effect of optical absorption by including an optical penetration depth, ζ, in our temperature rise calculations. We find that large ζ can reduce the steady-state temperature rise, but is only significant when it approaches the important thermal length scales such that ζ ≈ δ s ≈ r 0 . Taken together, this study emphasizes the need to decouple the modulated heating event from the steadystate heating event when considering laser heating and the importance of accurately determining the steady-state temperature rise for layered structures.
II. RESULTS AND DISCUSSION
A. Theoretical temperature rise profiles
We determine the temperature rise and heat flux for layered films using the solution to the radially symmetric heat diffusion equation whereby the thermal properties of individual layers and interfaces are represented by matrices with hyperbolic decay terms [8] [9] [10] [11] . In TDTR and FDTR, a laser is used as a heat source; upon absorption of the laser energy, a steady-state temperature profile is established in the material resulting from an energy balance of the laser heat flux absorbed on the sample surface and the dissipating heat flux into the sample. The temperature rise associated with a modulated laser heating source, whether the source is pulsed or continuous wave (CW), can be decoupled into a steady-state response resulting from the average power absorbed and a modulated response resulting from oscillations at the modulation frequency about the average power [6] . In the pulsed case, the steady-state response is taken as the accumulated temperature rise resulting from a summation over all pulses absorbed by the sample. For high repetition-rate lasers typically used in TDTR, the temperature rise associated with a single pulse is small compared to the accumulated temperature rise for low thermal conductivity materials where steady-state heating is of concern [6] . Additionally, the pulsed solution to steady-state heating, for the time scales of interest in TDTR (100's of ps to several ns), can be approximated as a CW solution without significant loss of accuracy [6] . Thus, in this work we generalize all results to hold true for both high-repetition rate pulsed and CW sources, but solve all temperature profiles assuming the heating event is from a CW source. Doing so has two advantages: (i) it is far more computationally efficient since one does not need to sum over all pulses, and (ii) it eliminates any time dependence (however small) to the temperature profile between pulse absorption.
Although the temperature rise can be decoupled into two terms for the modulated laser heating event, the steady-state temperature rise dominates the temperature profile of any system, such that for practical applications this temperature rise is the only one that needs to be considered. The modulated temperature rise oscillates about this steady-state temperature such that when timeaveraged over several periods it is zero. Moreover, for typical modulation frequencies used in TDTR and FDTR, the amplitude of the modulated temperature rise can be orders of magnitude lower than steady-state temperature rise. For example, Fig. 1 shows the steady-state and modulated temperature profiles associated with a representative 100 nm aluminum (Al) film on an amorphous silicon dioxide (a-SiO 2 ) substrate subjected to laser irradiation modulated at 10 MHz and absorbed at the Al surface. The average absorbed power is 1 mW and the beam has a Gaussian radial profile with a 1/e 2 heater radius, r 0 = 15 µm. Figure 1(a) shows that the maximum temperature rise of the steady-state component is over 10 K. In contrast, Fig. 1(b) shows that the magnitude (amplitude of the temperature oscillation in time) of the modulated component of the temperature rise is two orders of magnitude lower than the steady-state component. The material-dependent thermal parameters used for the calculations shown in Fig. 1 (along with all other parameters used throughout the rest of the work) are listed in Table I . Although this paper is focused on interpreting temperature profiles associated with TDTR and FDTR, most of the results presented in this study can be generalized to interpret temperature profiles associated with other experiments having radially symmetric heating at comparable length scales to those presented in this study. The condition that δ m δ s is beneficial for determining thermal properties at a specific temperature in TDTR and FDTR. Since the depth of the experimental volume is typically assumed as δ m [23, 24] , the condition of δ m δ s implies that we can assume a single temperature approximation within the experimental depth to avoid complications with spatially varying thermal
properties. This approximation is important because, in order to extract thermal parameters via a heat diffusion model, fixed input parameters need to be defined; these parameters are generally temperature dependent. A single temperature approximation allows us to assign fixed, spatially independent values to these fixed parameters. In Fig. 1 Al(Au) and the material of interest. The thermal conductivity of a-Si has been shown to exhibit size effects [16] such that its bulk value is not well known; however to comply with Ref. 17 , we choose to model it with a fixed value of 1.3 W/mK c Measured using TDTR d z is assumed to be parallel to c-axis and r is perpendicular to c-axis e Measured using four-point probe resistivity and applying the Wiedemann-Franz law constant across the experimental depth. Increasing the modulation frequency or increasing the heater radius can further reduce the ratio of δ m /δ s , ensuring a single temperature approximation holds in depth.
The radial temperature decay lengths at the sample surface, on the other hand, are similar in the modulated and steady-state cases. To determine the conditions for which a single temperature approximation is valid in the radial direction, it is necessary to discuss the probe detection. When there is negligible depth in the probe optical absorption profile, the probe averaged temperature rise (T PA ), to which the probe reflectivity is proportional, is defined by [10] T PA = 4 r
where T top is the surface temperature rise induced by the pump beam. This expression can be solved analytically for an unmodulated CW source to become
where αA is the absorbed average power of incident laser irradiation. For an isotropic bulk material with thermal conductivity κ and when r 1 = r 0 , this becomes [10]
This expression is often employed as an estimation of temperature when pump and probe radii are similar, as it provides a simple analytical expression for calculating the temperature rise from laser heating. However, there are two assumptions inherent in Eq. (3) that complicate its use for TDTR
and FDTR experiments when experimental conditions deviate from these assumptions. (3), is only capturing the temperature rise associated with a fraction of the radial temperature gradient. When r 1 is reduced relative to r 0 , T PA changes significantly, as depicted in Fig. 2 (a), approaching the peak temperature as r 1 → 0 µm. While this simple example shows temperature deviations of only a few Kelvin, higher heat fluxes or lower thermal conductivity materials can greatly increase the steady-state temperature rise; we explore the latter case below. Before doing so, we generalize these results in Fig. 2 (b), which shows the normalized temperature, defined as the ratio of maximum temperature of the radial surface temperature profile (T max ) to T PA , as a function of normalized probe radius (r 1 /r 0 ). When the normalized radius is 1, T PA gives a tem-perature of 71% of the maximum temperature, while lowering the normalized radius to 0.5 and 0.25 increases the normalized temperature rise to 89% and 97% respectively. These results are independent of laser power and material properties for this bulk, homogeneous case, allowing for a generalized understanding of the conditions needed ensure a single temperature approximation in the radial direction. Since the radial component to the measurement volume is dictated by the probe, it is beneficial to reduce the probe radius relative to pump size to ensure a single-temperature approximation in the radial direction.
The second assumption in Eq. 3 is that the sample is bulk and homogeneous, such that it is not valid when layers and interfaces are considered. Since TDTR and FDTR experiments almost always require a thin-film metal transducer layer, Eq. 3 becomes invalid. To show this, in Fig. 3 we consider the steady-state surface temperature profiles for three representative low-thermal con- However, when a 100 nm Al layer is added, the radial heat flux in the Al layer is much greater than any magnitude of heat flux in the a-SiO 2 layer. In order to sustain the similar radial temperature profiles in both the Al layer and a-SiO 2 (see Fig. 1 ), the radial heat flux in the Al must be much greater than that in the a-SiO 2 to compensate for the difference in thermal conductivities.
This heat sink effect is generally not a factor in the modulated temperature rise, emphasizing the need to decouple the steady-state and modulated temperature profiles that occur simultaneously with a modulated laser heating event. Whereas the latter can typically be assumed one-dimensional so that radial thermal transport is negligible, the former is highly dependent on radial transport.
We quantify this further in an experimental case study on a thin Au film deposited on a-SiO 2 substrate in the following section. Although the steady-state heating is partially mitigated by the transducer layer, adding a substrate can further reduce the heating, as shown in Fig. 3(c) , where the steady-state temperature rise is calculated for 100 nm Al on a C 60 thin film with thickness d = 100 nm (a thickness achievable for spin-coated thin films) on a bulk Si substrate. In this case, the temperature rise, compared to bulk C 60 alone, is reduced by two orders of magnitude.
This substrate heat sink is limited by the relative length scales of the film thickness and heater radius, such that it is most effective when d r 0 . That is, when the thin film thickness approaches or surpasses the length scale of the heat source, the thin film thermal properties, rather than the substrate properties, dictate the temperature response of the sample. To illustrate this, we again consider thin film disordered C 60 on Si and a-SiO 2 substrates. Shown in Fig. 5(a) is the ratio of temperature rise calculated for thin film disordered C 60 on substrate to that of bulk C 60 (T /T (C 60 )), as a function of C 60 thickness divided by heater radius. For all calculations, the pump and probe radii are equal. As d(C 60 )/r 0 becomes larger, the temperature rise for the thin film case approaches that of bulk C 60 . On a silicon substrate, when d(C 60 )/r 0 = 1, the temperature is over 65% of T(C 60 ); at a ratio of 0.1, it is over 11%. Given that beam radii can be on the order of 1 micron for relative high objective lens magnifications (e.g. 20× and higher), substantial heating can occur, even if a conductive substrate is used. However, in TDTR and FDTR, the transducer layer further dissipates this heat. Figure 5(b) shows the temperature rise of the same disordered C 60 films on Si as in Fig. 5 (a), now with a 100 nm Al transducer. In this case, the temperature rise is normalized to that of the 100 nm Al on bulk C 60 temperature rise, since this is the maximum temperature achievable. As C 60 thickness is increased, T /T (100 nm Al / C 60 ) approaches 1, similar to the situation shown Fig. 5(a) . However, the heater radius dictates when this transition to bulk occurs.
In all cases, the substrate influence on temperature rise is limited by the relative length scales of heater to thin film. In fact, when the heater radius is small, the transducer layer can dissipate heat more effectively than the substrate. To validate the calculations of steady-state heating, provide an example of when properly estimating temperature rise is important, and develop an iterative approach to determining temperaturedependent thermal properties, we study the case of a-SiO 2 with a nominal 65 nm gold (Au) transducer layer using TDTR, the details and analyses for which are described elsewhere [10, 25, 26] .
Gold was chosen as the transducer because of its high absorbance at our pump wavelength of 400 nm, which allows for large steady-state temperature rises. Additionally, Au has low absorbance at the probe wavelength of 800 nm, so we can ignore consideration of the probe when calculating the steady-state temperature rise. An a-SiO 2 substrate was chosen because of its well-established thermal conductivity as a function of temperature, making it a good choice for proof of concept.
We measure the ratio of the in-phase to out-of-phase voltage of the probe response recorded by a lock-in amplifier as a function of probe delay time. The 1/e 2 radii for the pump and probe are 16.5 and 6.5 µm, respectively. The pump pulses are modulated with a 10 MHz sinusoidally varying envelope. Using a high modulation frequency and small probe radius relative to the pump ensure the single temperature approximation will be reasonably accurate for our experimental volume, as discussed in Section II.a. Using a multilayer, radially symmetric thermal model [10, 26] , we fit for the thermal boundary conductance between the Au transducer and the a-SiO 2 (h Au/a−SiO 2 ) and the a-SiO 2 thermal conductivity (κ a−SiO 2 ). We assume bulk values for the heat capacities [18, 22] for the Au transducer and a-SiO 2 and adjust these with temperature as appropriate. The radial component to thermal conductivity of the Au transducer is determined using the Wiedemann-Franz law based on 4-point probe resistivity measurements.
To elucidate the importance of the thermal parameters that determine the temperature rise (both modulated and steady-state), we quantify the sensitivity of the surface temperature response function to each parameter of interest as described by [27] 
where V is response function of interest, in this case the magnitude of the in-phase and out-ofphase temperature response, and p is the parameter of interest. Although we fit for the ratio of in-phase to out-of-phase signals to improve the signal-to-noise ratio, to theoretically compare the modulated and steady-state responses, the magnitude is used since the steady-state response has no out-of-phase component. Figure 6(a) shows the sensitivity of the 10 MHz modulated component of temperature rise, while (b) shows the sensitivity of the steady-state component. In both cases, higher absolute value of sensitivity indicates greater importance of a parameter to the temperature response function. Comparison of the two suggests that in the modulated case, the influence of both in-plane and cross-plane thermal conductivities of the Au layer (κ Au,r and κ Au,z , respectively) are negligible to the magnitude of the temperature response. In contrast, the heat capacity (C v,Au ), and by extension, the thickness of the Au film (d Au ), play critical roles in determining this response. As expected, the radial component to thermal conductivity of a-SiO 2 (κ a−SiO 2 ,r ) has negligible sensitivity to the temperature rise since the decay length in depth is much smaller than that radially, such that heat flow is essentially 1-dimensional. Because at typical TDTR modulation frequencies, the thermal effusivity dominates the modulated temperature response from the a-SiO 2 [28] , the heat capacity (C v,a−SiO 2 ) and cross-plane thermal conductivity (κ a−SiO 2 ,z ) are indistinguishable and share the same sensitivity. Finally, the thermal boundary conductance between
Au and a-SiO 2 (h Au/a−SiO 2 ) has a significant contribution to the modulated temperature response due to the relatively low measured value of ∼50 W m −2 K −1 , which could be due to poor adhesion between the substrate and metal film [29, 30] . Taken together, the important parameters determining the modulated temperature response function are temperature dependent. In particular, C v,Au is crucial to accurately determining the modulated temperature response. In analyzing TDTR data with the thermal model, we fit for κ a−SiO 2 ,z and h Au/a−SiO 2 . However it is essential to input appropriate estimates for C v,Au and C v,a−SiO 2 based on steady-state temperature rise calculations to accurately determine the thermal properties of interest. Thus, we need to understand the sensitivity of the steady-state temperature response to these parameters.
The steady-state temperature response sensitivity to the same parameters is shown in Fig. 6(b) .
In contrast to the modulated sensitivities, the heat capacities and thermal boundary conductance are negligible, whereas the thermal conductivities (apart from κ Au,z ) dictate the temperature rise. The sensitivity to κ Au,z is negligible due to the limited thickness of the Au layer relative to the thermal penetration depth of the steady-state temperature profile. Therefore, as previously alluded to, the length and time scales of the temperature decay dictate the importance of the thermal parameters to the temperature response at the surface. In TDTR, this means that estimating the temperature rise governing the thermal parameters involves an appropriate estimation of the steady-state temperature rise. However, this temperature rise is governed by the thermal conductivity of the material
FIG. 7. Experimentally determined thermal conductivities of a-SiO 2 measured with TDTR when a 65 nm
Au transducer layer is used. Blue squares denote the fitted values with temperatures based on calculations that include the Au transducer layer, while red circles denote the fitted values using temperature rise calculations without including the Au transducer. In both cases, an iterative method was used as described by the inset whereby input thermal parameters were chosen based on the steady-state temperature rise calculated, the TDTR data was used to fit the a-SiO 2 thermal conductivity and the Au/a-SiO 2 thermal boundary conductance, and all thermal parameters were then used to recalculate the steady-state temperature rise. This process is repeated until convergence is reached. Literature values are taken from Ref. 31. of interest, which is often the desired property to be measured in TDTR experiments.
To overcome this conflict and demonstrate a practical approach to employ temperature rise calculations in conjunction with TDTR, we simultaneously estimate the steady-state temperature rise and fit the a-SiO 2 thermal conductivity iteratively via the process described in the inset of Fig. 7 . The laser power was measured and the Au absorbance was assumed to be 0.606 [32] .
Starting with the phase-corrected TDTR ratio data, we (1) input thermal parameters based on a lookup 
III. HEAT DISSIPATION METHODS AND BIDIRECTIONAL HEAT FLOW GEOMETRIES
It is clear that the steady-state temperature rise can be large in typical experiments. However, the previous discussion has alluded to methods of mitigating this temperature rise. Namely, a Table I. metal transducer layer, in addition to providing surface absorption and high reflectivity that are beneficial to performing optical thermometry, provides a radial heat sink that can significantly reduce the steady-state temperature rise. The addition of a conductive substrate, such as silicon, can greatly reduce the heating as well, but is only applicable for thin films. Adding such a heat sink to a bulk material will not mediate heat dissipation until the heater size is comparable to the thickness of the film of interest. Another approach to heat dissipation involves the use of a sample geometry supporting bidirectional heat flow. Such a geometry consists of a sample of interest in contact with a metal transducer, but adjacent to the metal surface (plane of laser absorption) is a transparent substrate through which the pump and probe beams traverse. These geometries are commonly used in TDTR and FDTR to study thermal properties of porous materials and liquids and to understand energy transport across solid/liquid interfaces [7, [33] [34] [35] [36] [37] .
In such bidirectional heat flow geometries, the thermal energy will dissipate into the transparent substrate side and sample side based on the collective material and interfacial properties of both sides. If one side is much more conductive than the other, heat will flow through the conductive side to maintain a symmetry in the steady-state temperature rise about the plane of laser absorption [6] . Thus, the temperature can be greatly reduced relative to the insulated case previously discussed. To quantify this temperature reduction, in Fig. 8 we show the same polymer sample considered in Fig. 3(b) configured to support a bidirectional heat flow geometry. The sample is (from left to right) transparent substrate / 100 nm Al / polymer. The transparent substrate is varied between materials ranging from highly thermally conductive (Si) to highly insulating (air). These calculations assume that the pump and probe wavelengths can be chosen such that the substrates are transparent. The temperature rise profile for two such transparent substrates are shown in Fig. 8 for ( quartz (c-SiO 2 ), Al 2 O 3 , and Si. We note that the radial heat conduction in the Al thin film is still a prominent source of heat dissipation in this bidirectional heat flow geometry. In fact, the reduction in peak surface temperature with an identical polymer layer as the transparent substrate is reduced by ∼25% rather than 50% because the dominant heat sink is still the Al film. However, if we remove the transducer layer, such that a bulk polymer is in contact with a transparent polymer, the steady-state temperature rise is reduced by the expected 50% compared to the insulated bulk polymer case, from a peak temperature of 133 K to 66.5 K, resulting from a symmetry in heat flux throughout either side.
From this study on the variation of substrates, it is clear that the parallel heat flow geometry provides an additional method of heat dissipation. However, it comes at a cost to TDTR/FDTR experiments; since heat flows preferentially to the most conductive channel, sensitivity to thermal parameters of interest within the insulating channel can be low. Consider the same transparent substrate / 100 nm Al / Polymer sample -if the thermal conductivity of the polymer is the fit-ting parameter of interest, one must ensure that enough heat is still channeled into the polymer layer to allow for the thermal model to become sensitive to that parameter. Fig. 9 shows the sensitivity to thermal conductivities and thermal boundary conductances associated with this sample when the transparent substrate is (a) Al 2 O 3 and (b) a-SiO 2 using the same pump and probe radii used in Fig. 6 . In the former case, the magnitude of the modulated temperature response is overwhelmingly sensitive to properties of the Al 2 O 3 side, including its cross-plane thermal conductivity κ Al 2 O 3 ,z and thermal boundary conductance with Al (h Al/Al 2 O 3 ). By comparison, the thermal properties of the Al/polymer side, including Al and polymer thermal conductivities (κ Al,z and κ Polymer,z ) and thermal boundary conductance (h Al/Al 2 O 3 ), have a smaller influence on the temperature response, which means that it is not possible to accurately determine these parameters with acceptable uncertainty. Note that radial thermal conductivities are not considered here since heat flow is one-dimensional due to a large pump radius relative to the thermal penetration depth for this modulated heating event, similar to the case of an insulated boundary condition previously discussed. If the transparent substrate is changed from Al 2 O 3 to a-SiO 2 , the sensitivity to κ Polymer,z is increased significantly relative to the thermal properties on the a-SiO 2 side. While the sensitivity to κ a−SiO 2 ,z is still large, the sensitivity to κ polymer,z is enough to determine this parameter with confidence, since a-SiO 2 is a well studied material having little variation in thermal conductivity.
These findings suggest that lowering the substrate thermal conductivity enhances sensitivity to the insulating layer thermal conductivity. However, since steady-state temperature mitigation is of concern, one must find the appropriate balance between this temperature mitigation and sensitivity to thermal parameters of interest; this will ultimately come down to the uncertainty of fixed input parameters for the thermal model and the tolerance for uncertainty in the fitting parameters.
Changing experimental parameters like pump radius or modulation frequency may also improve sensitivity to fitting parameters.
IV. CONSIDERATION OF DEPTH-DEPENDENT OPTICAL ABSORPTION
Recent works have demonstrated the ability to use TDTR/FDTR to measure materials without the use of a thin-film transducer layer [17, 38] . For this purpose, the effects of optical absorption and depth dependent laser excitation must be considered. To incorporate these effects into our model for both the steady-state and modulated temperature rises, the laser heating is treated as a source term, rather than a boundary condition, in the heat diffusion equation. As such, the source term for a bulk sample is described by [17, 38] S(z, r, t) = 2 exp − As with all previous discussion on the steady-state temperature rise, we emphasize the importance of length scales when generalizing these results. Although the influence of a 300 nm optical penetration depth has a negligible effect on the steady-state temperature profile of the bulk a-Si when a 15 µm pump radius is used, as ζ is increased (or equivalently, r 0 is reduced), the role of ζ becomes more influential in determining the temperature rise. To quantify this, we show in Fig. 10 (c) the difference in maximum temperature when ζ is varied from 0 to 15 µm. Moreover, we generalize these results, which for isotropic bulk materials prove to be independent of material properties and absorbed power when normalizing the temperature rise. We define the normalized maximum temperature as the ratio of maximum temperature when an optical penetration depth of ζ is used to the maximum temperature when all the laser power is absorbed at the surface, such that ζ = 0. The normalized OPD is defined by the ratio ζ/r 0 . Thus, we have incorporated the important length scale of radius to demonstrate that when ζ/r 0 is small, the steady-state tempera-ture rise can be calculated using a surface heating event without significant loss of accuracy. This also means that when considering the probe averaged temperature rise, Eq. (3) becomes a good estimation for the temperature rise when the pump and probe spot sizes are similar.
An important final note is that this discussion has been focused on the steady-state, rather than modulated, temperature rise. The 300 nm OPD proved to negligibly affect the steady-state temperature rise in the a-Si example above due to the length scale of temperature decay in both radius and depth being two orders of magnitude greater than this OPD. This is not the case for a modulated heating event detected in TDTR/FDTR, which typically has a thermal penetration depth on the order of 10's to 100's of nm for the low thermal conductivity materials discussed throughout this paper. As a result, the OPD plays a crucial role in the temperature response of the modulated heating event, as shown by Wang et al. [38] and Yang et al. [17] . In summary, when the optical penetration depth becomes on the order of the defining length scales of temperature decay, large deviations in temperature distributions can exist relative to the surface heating case.
V. LIMITATIONS AND FINAL DISCUSSION
There are several limitations to the methodology employed throughout this paper for calculating the steady-state temperature rise. One such limitation is that this model is only valid in the diffusive and continuum limit to heat transfer. Thus, at length scales when Fourier's law breaks down due to heat carrier length scales exceeding the experimental volume, this approach will not capture the temperature rise accurately within that volume [39, 40] without adjusting the thermal properties to become "effective" properties rather than intrinsic. For such cases, other approaches such as solving the full Boltzmann transport equation may prove more appropriate. However, in most pump-probe techniques having beam radii on the order of > 1 µm, steady-state heating is typically only a concern for materials with low thermal conductivities resulting from relatively short meanfree-path vibrations. Therefore, for most practical applications, a diffusive heat equation is valid for calculating the steady-state temperature rise. A similar complication can arise with the use of the exponential decay of heat flux described in Eq. (5). This term implicitly assumes that the heat carriers absorbing the optical energy thermalize with the same exponential decay in depth. This is not the case for materials with weak electron-phonon coupling (e.g. Au or Ag) or long carrier relaxation times.
Throughout this paper, we discuss the heating imposed by a pump beam in pump-probe tech-niques but have neglected the temperature rise associated with the heating due to the probe beam.
Accounting for the temperature rise associated with the probe beam is necessary when the absorbed power density of the probe becomes significant compared to the pump. Doing so is no different than the calculation of temperature rise from the pump, and the total temperature rise is simply the addition of both pump and probe temperature rises, due to the property of superposition [25] . However, in typical experimental conditions, the probe contribution to temperature rise is often negligible due to the high reflectivity at probe wavelengths needed for thermoreflectance measurements and the low power needed to establish a measurable signal. For example, the probe power used in the experimental case study was only 3 mW while the pump is varied from 10 mW to 40 mW. To compound this discrepancy, we used a gold transducer layer such that the absorbance is about 0.6 for the 400 nm pump but less than 0.03 for the 800 nm probe. Thus, the absorbed powers are roughly 6 -24 mW for the pump and only ∼0.1 mW for the probe. In this case, it is clear that the probe plays a negligible role compared to the pump. However, given other transducers such as aluminum or platinum, or different wavelengths used for pump and probe, the probe may have a larger influence on the steady-state temperature rise.
Finally, there are limitations to the heat diffusion equation invoked here when large steadystate temperature gradients can exist in the in-plane and cross-plane directions. Since the thermal properties that determine these gradients are temperature-dependent, the thermal properties can vary spatially, such that nonlinear spatial temperature derivative terms arise in the heat diffusion equation. In many cases, such as for amorphous materials whose thermal conductivities vary negligibly around and above their Debye temperatures, these nonlinear terms can be ignored such heat diffusion model used here is valid for determining the steady-state temperature rise. When this is not the case, one must account for the temperature-dependent properties throughout all spatial gradients, which significantly complicates the analysis. For such applications, finite difference methods or more rigorous analyses based on solving the Boltzmann transport equation may be more appropriate.
VI. CONCLUSION
In conclusion, in this study we calculated the steady-state temperature rise for typical pumpprobe experimental conditions and showed the influence of this quantity on several technologicallyrelevant materials. In TDTR and FDTR using metal transducer layers, the transducer layer acts as a radial heat sink when the sample of interest is thermally insulating. Thus, when accounting for the steady-state temperature rise, the role of this layer becomes important; in the examples described in this work, the temperature estimation varied by an order of magnitude when comparing the cases of including and ignoring a 100 nm Al layer. Furthermore, the use of a thermally conductive substrate can mitigate temperature accumulation in such materials, but only when the thermal penetration depth is on the order of the insulating film thickness. An alternative approach to heat dissipation is to incorporate a transparent substrate adjacent to the laser irradiated surface to allow for heat to flow in parallel to the sample and to the substrate. Doing so can reduce sensitivity to the sample properties in TDTR and FDTR, so it is important to find the appropriate balance between parameter sensitivity and temperature rise to optimize measurement capability.
Finally, the inclusion of an optical penetration depth into these calculations reveals that this optical absorption skews the heat flux distribution away from the sample surface to reduce the steadystate temperature rise overall. However, this is only of consequence when the optical penetration depth approaches the length scales of thermal decay, governed by the pump radius and thermal penetration depth.
