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Many real-world optimization problems can be modeled 
as multi-objective optimization problems (MOPs) with 
multiple objective functions. Various algorithms for 
solving MOP have been proposed. You often use 
benchmark functions to evaluate the accuracy and 
efficiency of an algorithm. You can evaluate the search 
performance of the algorithm by comparing the similarity 
between the Pareto front and the solution population 
obtained by the execution. However, each benchmark 
function has its own characteristics. Therefore, it is 
difficult to comprehensively evaluate multiple algorithms 
with one benchmark function. To solve this problem, a 
benchmark function has been proposed that regards the 
birds’ imitation game as a dynamic two-objective 
optimization problem and can comprehensively compare 
the two algorithms. In this proposal, we performed a 
small-scale experiment using typical evolutionary 
optimization algorithms, NSGA-II and SPEA2. The 
results showed that NSGA-II was superior to SPEA2 in 
convergence speed, while SPEA2 was superior to NSGA-
II in diversity and accuracy. In this paper, we conducted 
a more extensive experiment to verify the validity of this 
trend. We also compared the above two algorithms with 
VEGA and NSGA-III, an extended version of NSGA-II. As 
a result, the same tendency as in the previous experiment 
was shown. And the behavior of NSGA-III was similar to 














なものとしては，Non-dominated Sorting Genetic Algorithm-
II(NSGA-II)[1] ， Strength Pareto Evolutionary Algorithm-
















































𝑥𝑛+1 = 𝑓[𝑥𝑛] = 1 − 𝑎𝑥𝑛
2     {
0 < 𝑎 < 2






きの xnの収束値を，図 1に示す． 
 
 
図 1 ロジスティック写像の収束領域[6] 
 











2. 2 鳥の鳴き真似プロセス 










𝑥𝑛+1(1) = 𝑓[(1 − 𝜀)𝑥𝑛(1) + 𝜀𝑥𝑛(2)]    (0 < 𝜀 < 1) (1. 2) 
 






リッド距離 D(1, 2)は，以下の式(1.3)として立式される． 
 








離 D(1, 2)を算出するまでが，1 対 1 の鳴き真似ゲームの
一通りの流れである．一連のプロセスが終了したら，
mimicker と singer を交代して再度同一の鳴き真似プロセ
スを実行する．任意の鳥 1と鳥 2について，D(1, 2)とD(2, 








3. 1 鳴き真似ゲームのMOP化 

























































なお実際は計算機上の誤差などにより， 厳密に λ = 0と
なることはほとんど無い．そのため先行研究[7]では，λ の






図 3 ロジスティック写像のリアプノフ指数[6] 
 
















4. 1 実験方法 





表 2 実験パラメータ 
鳥群サイズ 60 
打ち切り世代数 500 
遺伝子 aの初期値 (0 < a0 < 2)でランダム 
HVの参照点 (3500, 500) 
交叉率 pc = 1.0 
突然変異率 pm = 0.1 
カップリング変数 ε  = 0.5 
鳴き声測定時間 T = 30 
鳴き真似学習時間 Timi = 30 
 
4. 2 実験結果 
 全 6 通りのアルゴリズムの組み合わせによって実験




1.  NSGA-II vs SPEA2 
 
2.  NSGA-II vs NSGA-III 
 
3.  SPEA2 vs NSGA-III 
 
4.  NSGA-II vs VEGA 
 
5.  SPEA2 vs VEGA 
 
6.  NSGA-III vs VEGA 






図 5.1 カオスの縁の鳥の割合（NSGA-IIと SPEA2） 
 
 
図 5.2 カオスの縁の鳥の割合（NSGA-IIと NSGA-III） 
 
図 5.3 カオスの縁の鳥の割合（SPEA2と NSGA-III） 
 
 
図 5.4 カオスの縁の鳥の割合（NSGA-IIと VEGA） 
 
 
図 5.5 カオスの縁の鳥の割合（SPEA2と VEGA） 
 
 
図 5.6 カオスの縁の鳥の割合（NSGA-IIIと VEGA） 
 


















































































































































図 6.1 NSGA-IIの遺伝子分布（対 SPEA2） 
 
 
図 6.2 SPEA2の遺伝子分布（対 NSGA-II） 
 
 
図 6.3 NSGA-IIの遺伝子分布（対 NSGA-III） 
 
 
図 6.4 NSGA-IIIの遺伝子分布（対 NSGA-II） 
 
 
図 6.5 SPEA2の遺伝子分布（対 NSGA-III） 
 
 
図 6.6 NSGA-IIIの遺伝子分布（対 SPEA2） 
 
図 6.7 NSGA-IIの遺伝子分布（対 VEGA） 
 
 
図 6.8 VEGAの遺伝子分布（対 NSGA-II） 
 
 
図 6.9 SPEA2の遺伝子分布（対 VEGA） 
 
  
図 6.10 VEGAの遺伝子分布（対 SPEA2） 
 
 
図 6.11 NSGA-IIIの遺伝子分布（対 VEGA） 
 
 
図 6.12 VEGAの遺伝子分布（対 NSGA-III） 
 
5. 考察 
5. 1 近似精度に関する考察 
 図 4 より，NSGA-II はどのアルゴリズムに対しても安














5. 2 収束速度と多様性に関する考察 
図 5.1，図 5.3，図 5.5より， SPEA2 はどのアルゴリズ
ムに対してもカオスの縁に近づいた鳥の割合が高い．ま
























表 3 静的問題による NSGA-IIと SPEA2の比較[9][10] 
 ZDT4の被覆率 ZDT6の被覆率 
NSGA-II 39.3% 32.5% 
SPEA2 53.2% 37.0% 
 




表 3 各アルゴリズムの特徴 
アルゴリズム 近似精度 収束速度 多様性 
NSGA-II ○ ○ △ 
SPEA2 ○ △ ◎ 
NSGA-III ◎ ◎ △ 
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