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This thesis is devoted to the study of the B0 → ρ(770)0K∗(892)0 decay mode for which
3 fb−1 of proton-proton collision data collected by the LHCb experiment at centre-of-mass
energies of 7 and 8 TeV were analysed.
The details of an amplitude analysis of B0 → (π+π−)(K+π−) decays performed in
the two-body invariant mass regions corresponding to 300 < m(π+π−) < 1100 MeV/c2 and
750 < m(K+π−) < 1200 MeV/c2 are documented and its results are discussed.
Particular emphasis is placed in the measurements of the CP averages and asym-
metries for the magnitudes and phase differences of the contributing amplitudes. The
presented results correspond to the first measurements of most of these observables. In
particular, the CP -averaged longitudinal polarisation fractions of the vector-vector modes
are found to be f̃ 0ρK∗ = 0.164± 0.015± 0.022 and f̃ 0ωK∗ = 0.68± 0.17± 0.16, and their
CP asymmetries, A0ρK∗ = −0.62± 0.09± 0.09 and A0ωK∗ = −0.13± 0.27± 0.13, where
the first uncertainty is statistical and the second systematic. Consequently, the first




Nesta tese preséntanse os resultados do estudo do modo de desintegración B0 →
ρ(770)0K∗(892)0, para o que se analizaron 3 fb−1 de datos recollidos polo detector LHCb.
Estes datos foron tomados durante os anos 2011 e 2012 cunha enerx́ıa no centro de masas
de
√
s = 7 e
√
s = 8 TeV, respectivamente.
Documéntanse os detalles e coméntanse as conclusións da análise de amplitudes de
eventos B0 → (π+π−)(K+π−), realizada nas rexións de masa invariante de dous corpos
correspondentes a 300 < m(π+π−) < 1100 MeV/c2 e 750 < m(K+π−) < 1200 MeV/c2,
respectivamente.
O traballo focaĺızase na determinación dos valores promediados en sabor e das corre-
spondentes asimetŕıas CP para as fraccións de polarización e as diferenzas de fase das can-
les vectoriais accesibles. En particular, obtéñense os valores f̃ 0ρK∗ = 0.164±0.015±0.022 e
f̃ 0ωK∗ = 0.68±0.17±0.16, coas correspondentes asimetŕıas CP , A0ρK∗ = −0.62±0.09±0.09
e A0ωK∗ = −0.13 ± 0.27 ± 0.13, onde a primeira incerteza é estat́ıstica e a segunda sis-
temática. Como consecuencia destas medidas, repórtase a primeira observación de vio-
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The Standard Model (SM) of Particle Physics is a gauge theory describing the weak,
strong and electromagnetic interactions. It relies on the Glashow-Salam-Weinberg Elec-
troweak model [1–3] and on Quantum Cromodynamics (QCD), first described by Gross,
Wilczek, and Politzer [4]. Up to date, it has proven to be the most successful theory de-
scribing fundamental particles and how they interact. However, the formulations of some
very well known phenomena, such as the gravitational interaction or the flavour oscilla-
tions present in the neutrino sector, still find their explanations beyond the SM framework
and, in the case of gravity, using a different paradigm. Furthermore, the existence of dark
matter has been proven by cosmological observations and the question on its particular
nature remains unaddressed. In addition, there are certain phenomenologies, such as the
different behaviours that matter and antimatter have under some conditions, which are
only partially understood on account of the SM predictions.
This thesis presents an experimental analysis performed with data recorded by the
LHCb experiment, installed in the Large Hadron Collider (LHC) in the surroundings
of Geneva area, Switzerland. Experimental high energy physics allows the study of the
properties of unstable particles, both composite and elementary. At the LHC matter and
antimatter are produced, enabling thorough searches of new phenomena in the boundaries
of what might be expected as predicted by the SM. This particular topic is referred to as
violation of the CP invariance [5].
The CP transformation combines charge conjugation (C) with parity (P ). Under C,
particles and antiparticles are exchanged, by conjugating all internal quantum numbers.
Under P , the handedness of space is reversed, ~x → −~x. Most phenomena in nature are
C-symmetric and P -symmetric, thus, CP -symmetric. In particular, these symmetries
are respected by the gravitational, electromagnetic, and strong interactions. On the other
hand, the weak interaction was found to violate P and C in the strongest possible way [6].
However, the combination of these two operators, CP , is also preserved in most of the weak
processes, challenging the explanation for the matter-antimatter asymmetry mentioned
before. Therefore, the study of processes mediated by the weak interaction is one of our
best tools to go deeper in the understanding of the composition of our universe.
The decays of B mesons occur via quark flavour transitions, mediated by the elec-
troweak interaction, and are thus particularly interesting to study CP violating effects.
The first decay in which direct CP violation was observed in B mesons was B0 →
K+π− [7, 8]. The neutral mode B0 → π0K0 receives contributions from at least three
SM diagrams, allowing for several interference patterns to arise. This rich phenomenol-
ogy in the electro-weak sector is shared with the vector counterpart of the B0→ π0K0,
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the B0 → ρ(770)0K∗(892)0 decay mode. Furthermore, since the latter corresponds to a
pseudo-scalar meson decay into two vector particles, there are three accessible final states,
depending on the orbital angular momentum between the decay products, thus, giving
access to even more observables.
The goal of this thesis is to measure a set of CP -violating observables using B0 meson
decays reconstructed in the (π+π−)(K+π−) quasi-two-body final state, with particular
focus on the B0 → ρ(770)0K∗(892)0 decay (hereafter, denoted by B0 → ρ0K∗0 ). The
analysis uses data recorded by the LHCb experiment during its operation in 2011 and
2012, when the LHC delivered proton-proton collision data at
√
s = 7 and 8 TeV, re-
spectively. The structure of the document is as follows. Chapter 1 summarises the most
important aspects for the theoretical framework related to this study, which include the
formalism upon which the decay rate is written and the general strategy that was followed
to perform the analysis. The experimental setup, including a brief description of the plans
for the LHCb detector upgrade, is introduced in Chapter 2. A summary of several stand-
alone analysis tools that were used at different analysis steps is presented in Chapter 3.
The selection of B0 → (π+π−)(K+π−) candidates is explained in Chapter 4, along with
the description and the results of the four-body invariant mass fit. The details of the
amplitude analysis and the different sources of systematic uncertainties are discussed in
Chapter 5. This chapter also presents the results of the amplitude analysis. Finally, the




In this chapter the relevant theoretical aspects for the B0 → ρ0K∗0 analysis are
discussed. The Standard Model of Particle Physics is briefly introduced, following the
scheme presented in [9] and [10]. A greater level of details are discussed for the CKM
matrix and CP violation phenomenology, particularising for the decay channel under
study. Finally, the phenomenology of the B0 → ρ0K∗0 decay channel is summarised.
1.1 The Standard Model of Particle Physics
The Standard Model (SM) is the agreed quantum gauge theory describing the inter-
actions and properties of the fundamental particles. These can be classified according to
the value of their spin in fermions and bosons. The first correspond to the matter parti-
cles, which have spin 1/2, and are further divided into quarks and leptons, depending on
the type of interactions they are sensitive to. Bosons have integer spin values and, within
the nomenclature of a gauge theory, they are referred to as the carriers of the various
interactions.
The SM is based on the symmetry group SU(3)C⊗SU(2)L⊗U(1)Y , where C denotes
the colour charge of the strong interaction, L the left chirality of the weak interaction
and Y the hypercharge of the electromagnetic interaction. Quarks have all three charges
and therefore all gauge bosons couple to them. These are eight massless gluons and one
massless photon for the strong and electromagnetic interactions, respectively, and three
massive particles, W± and Z, for the weak interaction. Leptons do not have colour charge,
and can not, therefore, couple to gluons. Neutrinos are a particular type of leptons, which,
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Figure 1.1: Fundamental particles in the Standard Model of Particle Physics. Leptons
and quarks are the fermionic constituents of matter, organised in a 3-fold structure (first
three columns) of families. The fourth column shows the gauge bosons, which are the force
carriers associated to the strong, electromagnetic and weak interactions, respectively. The
Higgs boson, arising from the spontaneous symmetry breaking of the electroweak sector,
appears in the fifth column. Figure taken from [11].
in addition, lack electromagnetic charge. Therefore, they can only couple to the mediators
of the weak interaction. If charged, the gauge bosons can also self-couple, which explains
some of the very contrasting features exhibited by the different interactions. The fermionic
particles are organised in a 3-fold family structure, as illustrated in Figure 1.1, along with
a summary of all the fundamental particles in the SM. Within this framework, the three
families share the same gauge charge assignments, and only differ in their mass and their
flavour quantum numbers. Finally, all fermions have antimatter partners with conjugated
values for their charges but identical mass.
The strong interaction is described by Quantum Chromodynamics (QCD) which es-
tablishes the basis for the interactions among quarks and gluons. Unlike the rest of the SM
fundamental particles, neither quarks nor gluons can be observed as free particles. These
particles always appear in Nature as the constituents of bound states called hadrons.
Most hadrons are composed of either two (qq) or three (qqq) quarks and are referred
to as mesons and baryons, respectively (other compositions are referred to as exotic, an
updated review on the topic can be found in [12]). A new quantum number, colour, has
to be introduced in order to satisfy the Fermi-Dirac statistics for hadrons. Each quark
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can therefore appear in three different colours (red, green, blue) and the postulation that
only colourless states are observable justifies the aforementioned requirement for quarks
to always manifest in bound states.
The electromagnetic and weak interactions are unified in the Glashow-Weinberg-
Salam model into the electroweak theory. The gauge symmetry is spontaneously broken by
the Higgs mechanism [13], resulting in the electromagnetic subgroup, SU(2)L⊗U(1)Y →
U(1)QED. The Higgs boson, the only scalar fundamental particle in the SM, appears in
the model as a consequence of this spontaneous symmetry breaking. This mechanism
generates the masses of the W± and Z0 bosons, as well as the masses of the fermions.
Furthermore, since the mass eigenstates of the quarks do not coincide with their weak
eigenstates, the Higgs mechanism also gives rise to the quark mixing phenomenology,
which allows for the existence of quark flavour changing processes.
1.1.1 The CKM matrix
The relation between the quark weak and mass eigenstates is given by a rotation












which is known as the CKM matrix [14], named after Cabibbo (who first elaborated the
formalism for two family of quarks) and Kobayashi and Maskawa (who formulated the
extension to three families). If both mass and flavour basis are complete, and provided
that there are three (and only three) quark families in Nature, then, the CKM matrix
must be unitary. This represents one of the the most powerful closure tests of the SM and
its only prediction imposing constraints to the values of the matrix elements. A general
unitary matrix of dimension D can be characterised by D2 real parameters, D(D − 1)/2
moduli and D(D + 1)/2 phases. Therefore, by imposing unitarity of the CKM matrix,
it can be deduced that 3 moduli and 6 phases need to be determined for its characteri-
sation. Nonetheless, absolute phases are not physical due to a rotation invariance of the
mathematical description of the quark fields, which means that 5 of the phases can be
reabsorbed by redefinition of the theory elements and are not observable. The resulting
four free parameters are referred to as three quark mixing angles, θij, and one complex
phase, δ. This phase is of key relevance when studying CP -conjugated processes.
A given quark flavour transition, i→ j, will be more or less favourable depending on
the value of the involved CKM matrix element, Vij. When considering the CP conjugated
process, i → j, the relevant parameter is the corresponding complex conjugate, V ∗ij ,
of the aforementioned CKM matrix element. Without the existence of the irreducible
complex phase in the matrix parameterisation, Vij = V
∗
ij would be satisfied for all elements,
preventing the existence of CP violation within the SM.
5
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A natural parameterisation that shows the hierarchy (hence the strength of the mixing
among families) of the CKM matrix was introduced by Wolfenstein [5]:
V CKM =
 1− λ22 λ Aλ3(ρ− iη)−λ 1− λ2
2
Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O(λ4), (1.2)
where λ, A, ρ and η are given by
λ =
|Vus|√
|V 2ud + |V 2us
, Aλ2 = λ
∣∣∣∣VcbVus
∣∣∣∣ , Aλ3(ρ+ iη) = V ∗ub. (1.3)
The definition of Aλ3(ρ+ iη) relates to the third family of quarks, therefore justifying the
expectation for sizeable CP -violating effects in processes involving the b quark.
1.1.2 CP violation
There are several types of processes that allow for manifestations of CP -violating
phenomenologies. As previously mentioned, these effects are expected to be most sizeable
in processes involving b quarks. In particular, the fact that B mesons are quite long-
living particles allows for the measurement of the three types of phenomena sensitive to
CP -violating effects:
• CP violation in the mixing,
• CP violation in the decay,
• CP violation in the interference between mixing and decay.
Particularising the examples for the B meson sector, the first type of process may occur
when both, B0(s) and B
0
(s) mesons, decay to a common final state. The reason for this
mixing is that B0/B
0
mesons are flavour eigenstates, which are different from the physi-
cal mass eigenstates. Both basis are related by a rotation matrix which is constructed as
a linear combination of the mass and width matrices of the B mesons, thus, containing
elements that must be identical if CPT invariance is assumed. Adopting the usual no-
tation in this cases, CP symmetry is violated if |q/p| 6= 1, were q and p are the relative
amount of each flavour eigenstate in the mass eigenstates.
The second CP violation type is usually referred to as direct CP violation and it is
the only source of CP violation for charged B mesons or b-baryons. Direct CP violation
accounts for the differences that may arise between the relative amplitudes for the B → f
and B → f processes. The total amplitudes of these transitions can be written as a










where j runs over all the possible decay paths, which are characterised by their strength
aj, a CP -conserving phase, δj and a CP -violating phase, φj. This last term changes
sign when entering the description of the CP conjugate decay. A related observable (CP
asymmetry) can be defined as
aCP =
Γ(B → f)− Γ(B → f)
Γ(B → f) + Γ(B → f)
=





|aiaj| sin(δi − δj) sin(φi − φj),
(1.5)
from where the conditions enabling CP -violating effects can be deduced: a process has
to receive contributions from at least two decay amplitudes (ai, aj) with non-zero strong
(δi − δj) and weak (φi − φj) phase difference. As mentioned before, the weak phase
difference originates from the phase in the CKM matrix, which creates a difference between
Vij and V
∗
ij . On the other side, the strong phase difference emerges from hadronic effects
(phase motion associated to resonances, re-scattering, ...). Since QCD is invariant under
CP transformation, these phases appear with the same sign for conjugated processes and
therefore dynamical differences are required.
Finally, since both processes described above can occur simultaneously, CP asym-
metry may arise too in the interference between the mixing and the decay. In these
cases the interfering amplitudes are those corresponding to the processes B0 → f and
B0 → B0 → f .
The violation of the CP symmetry is one of the conditions A. Sakharov [15] deemed
necessary to be fulfilled in order to explain the different production rates of matter and
antimatter in physical processes. The complete set of the so-called “Sakharov conditions”
are:
• Baryon number violation.
• C- and CP -symmetries violation.
• Interactions out of thermal equilibrium.
The first of them is a direct requirement for the mere existence of the asymmetry. The sec-
ond must exist in order to prevent the asymmetry to be counterbalanced by the processes
where antimatter production rates are larger than the corresponding rates for matter.
Finally, the departure from equilibrium requirement arises as a consequence from the
second condition. The violation of CP symmetry implies that time-reversal (T ) needs to
be broken too, motivated by the overall constraint of maintaining the CPT invariance.
From the thermodynamic point of view, breaking T implies an irreversible process, which
must therefore be out of equilibrium. While the Sakharov conditions are fulfilled in the
SM, the explanation of matter and antimatter asymmetry is not met quantitatively, as
the magnitude of the observed asymmetry in the known Universe is well beyond the SM
expectations. Nevertheless, this discrepancy hints at new phenomena contributing to


































Figure 1.2: Leading Feynman diagrams in the B0 → ρ0K∗0 decay, from left to right: doubly
Cabibbo-suppressed tree, gluonic-penguin and electroweak-penguin diagrams.
1.2 The B0 → ρ0K∗0 decay channel
1.2.1 Introduction
As explained in the previous sections, direct CP violation manifests through the
difference between partial widths of a decay and its CP conjugate. This phenomenon
has been observed in several processes, and in particular within B physics, for the family
of B → πK decays. A closure test for the SM can be performed by measuring the
branching ratios and CP asymmetries for all these decays, since the use of isospin relations
(if ignoring subdominant contributions) overconstraints the predictions for this set of
observables. The lack of agreement between experimental measurements and theoretical
predictions on these constraints is commonly referred to as the “Kπ puzzle”. Much
more information about the relative strength of all the contributing amplitudes can be
obtained by analysing the vector counterparts of these channels, as the decay dynamics
can be scrutinised in terms of the anisotropic distributions of the decay products.
In particular, for the vector-vector (V V ) neutral mode, B0 → ρ0K∗0 , the tree level
contribution, b → uus depends on the CKM matrix elements VubV ∗us. This amplitude is
doubly Cabibbo suppressed (mediated by two off-diagonal terms in the CKM matrix) and
higher order diagrams dominate the decay (see Figure 1.2). Such contributions originate
from the b→ dds (VtbV ∗ts) process that may proceed either via colour-allowed electroweak-
penguin or gluonic-penguin transitions.
As anticipated, these decays are not isotropic and the decay products may be po-
larised. This behaviour arises due to the chiral structure of the quark operators and its
study helps gaining a better understanding of QCD. Furthermore, the aforementioned
electroweak-penguin amplitude contributes with different signs to the total decay rate
depending on which helicity amplitude is considered. This allows for several interference
patterns in the decay and plays an important role in its polarisation since both penguin
amplitudes are comparable in magnitude. A more detailed discussion on these phenomena
can be found in Ref. [16]. The angular analysis of V V decays also gives access to T-odd
triple product asymmetries (TPA), which are observables suitable for comparison with
8
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theoretical predictions, such as those in Ref. [17].
In the past, the theoretical approach to the study of B decays into light-vector mesons
was influenced by the idea that quark helicity conservation and the V−A nature of the
weak interaction induce large longitudinal polarisation fractions, of order f 0 ∼ 0.9. How-
ever, this prediction holds only for decays dominated by tree diagrams [18], whilst in
penguin-dominated decays this hypothesis is not fulfilled [19, 20]. A summary of the
latest experimental results as of May 2018 is shown in Figure 1.2.1. Low values of longi-
tudinal polarisation fractions in penguin-dominated decays could be accounted by the SM
invoking a strong-interaction effect, both in the QCD factorisation (QCDF) [16] and per-
turbative (pQCD) [21] frameworks. This so-called polarisation puzzle might be resolved
by combining measurements from all the B→ ρK∗ modes (B0 → ρ0K∗0 , B0→ ρ−K∗+,
B+ → ρ0K∗+ and B+ → ρ+K∗0). This would allow also to probe physics beyond the
SM [22,23].
Regarding previous experimental results, the decay mode B0→ ρ0K∗0 and its scalar-
vector counterpart B0 → f0(980)K∗0 have previously been studied by the BaBar [25]
and Belle [26] collaborations, although the latter only targeted the measurements of
the branching fractions. The BaBar collaboration performed an angular analysis of the
B0 → ρ0K∗0 mode integrating over one of the helicity angles (φ) due to the limited size
of their available data sample. They determined the longitudinal polarisation fraction
of the CP -averaged B0 → ρ0K∗0 decay to be f 0 = 0.40 ± 0.08 ± 0.11. Both BaBar
and Belle collaborations pursued the measurement of the CP -averaged longitudinal po-
larisation of B0 → ω(→ π+π−π0)K∗0 decays, yielding f 0 = 0.72± 0.14± 0.02 [27] and
f 0 = 0.56± 0.29+0.18−0.08 [28], respectively.
In the following sections the dependence of the B0 → (π+π−)(K+π−) decay rate on
the two-body invariant masses and the helicity angles is described, including the char-
acterisation of the functions involved. The PDF used in the amplitude fit is discussed
and its parameters are related to physical observables suitable for comparison with other
experimental measurements and theoretical predictions, when available.
1.2.2 B0 → ρ0K∗0 decay rate
Analytical expression
The analytical expression for the decay rate of B0 → (π+π−)(K+π−) events is built
following the helicity formalism described in Ref. [16]. In the B0 → ρ0K∗0 decay, the
parent particle has a intrinsic spin of SM = 0, while the decay products have both S1 =
S2 = 1. This leads to a total angular momentum JM = 0 in the B
0 rest frame, which,
due to total angular momentum conservation, implies that the orbital momentum and the
coupled spin vector must satisfy L12 = S12 in the final system. The combined spin of a two
spin-1 particles system can either be S12 = 0, 1 or 2, thus, for each of this configurations,
L12 must be, accordingly, 0, 1 or 2, in order to fulfil the JM = 0 requirement. This
configuration leads to three possible helicity values, h = −1, 0 or 1, hence, to three
9
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Figure 1.3: Experimental results on the longitudinal polarisation fractions for charmless














Figure 1.4: Definition of the helicity angles in the B0 → ρ0K∗0 decay, where the indexes
from Equation 1.8 have been substituted according to i = 1, 2, 4 ≡ π e i = 3 ≡ K.
complex amplitudes: one longitudinal, H0; and two transverse H±1. The helicity basis is
defined by these three amplitudes, (H0, H+1, H−1), which correspond to the helicity states.
The use of this basis results convenient to perform theoretical computations, given the
dependency of the hadronic matrix element (see Ref. [16] for details) on the helicity states.
However, in experimental analyses, this basis is usually rotated into the transversity basis,
which elements have definite parity. The relation between both sets of amplitudes is:
P -even : A0 = H0,








As derived in [29], the differential decay rate of a pseudoscalar B0 meson into two
vector particles can be written as:
dΓ
dΩ
∝ |A0F 0(Ω) + A||F ||(Ω) + A⊥F⊥(Ω)|2, (1.6)
where the F λ(Ω) (λ = 0, || or ⊥) functions describe the angular distributions of the
final state particles. These are given as combinations of spherical harmonics depending
on the helicity angles, which are depicted in Figure 1.4 and, in the present analysis, are
defined as follows:
• θ12 is the angle between the π+ direction in the (π±π∓) rest frame and the ρ0
direction in the B0 rest frame.
• θ34 is the angle between the kaon direction in the (K±π∓) rest frame and the K∗0
direction in the B0 rest frame.
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• φ is the angle between the (π±π∓) and the (K±π∓) decay planes.
The Isobar model is used to parameterise the total decay amplitude, this meaning
that the overall rate is built from a coherent sum over all the contributing resonances (in a
quasi-2-body approach, which includes the nonresonant pairs). Within the aforementioned







Ai · gi(θ12, θ34, φ) ·Mi(m12,m34), (1.7)
where the Ai represent the strength of each component, the gi functions are combinations
of spherical harmonics, describing the angular distribution of states with a definite spin,
and the M(m12,m34) functions have been included to explicitly account for the effective
masses of the π±π∓and K±π∓pairs and distinguish resonances with the same angular de-
pendence. The sum index, i, runs over all contributing waves, which are briefly motivated
in the following paragraphs and listed in Table 1.1.
In the considered region of the (π±π∓) invariant mass spectrum (300 < m(π+π−) <
1100 MeV/c2) the scalar (S, spin-0) resonances f0(500) and f0(980) have been previously
established and are expected to contribute in addition to the vector resonance ω, together
with the ρ0 meson. There is also clear evidence [30] of the existence of a higher mass
spin-0 resonance, the f0(1370), although its nominal mass and width have not yet been
measured with great precision.
The (K±π∓) invariant mass spectrum up to ∼1.2 GeV/c2 is dominated by two equally
relevant structures: the spin-1 K∗(892)0 resonance and the spin-0 state, which shall in-
clude both a resonant (K∗0(1430)) and a nonresonant component. It should be noted that
in this nonresonant case, the (K±π∓) pair is expected to only be produced in the J(Kπ) = 0
state due to kinematic reasons. Since no orbital momentum is induced between the final
state particles, as far as perturbative QCD holds [31], the JKπ = LKπ = 0 assumption is
reasonable since it is the most kinematically favoured.
All these intermediate states contribute to the final (π±π∓)(K±π∓) observed distri-
bution, both V V decays with three amplitudes each (A0, A|| and A⊥) and the rest of
them with only one. The angular and mass functions corresponding to each of these 14
amplitudes are shown in Table 1.1.
Bringing all the previous factors together, the differential decay rate is obtained by




34d cos θ12d cos θ34dφ













(Ai · gi ·Mi)(Aj · gj ·Mj)∗.
(1.8)
The fitting model (PDF) is proportional to the decay rate described in Equation 1.8.
Each complex amplitude in the fit contributes with two free parameters (magnitude and
12
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Table 1.1: Partial waves contributing to the total amplitude and their angular and mass
dependences.
i Type Ai gi(θ12, θ34, φ) Mi(m12,m34)










sin θ12 sin θ34 sinφ Mρ(m12)MK∗(m34)



























































phase or real and imaginary part), therefore, one complex quantity has to be constrained
by the normalisation of the PDF. This is implemented in the fit by fixing the values of two
parameters to some reference constants. Given that many of the considered amplitudes
are expected to have small values of |Ai|2, it was decided to perform the baseline fit in
terms of real and imaginary parts, instead of moduli and phases (more details are given
in Section 5.1.4, when discussing the technical advantages of each parameterisation). The
V1S(ρ(Kπ)) contribution was found to be a sizeable fit component, so the normalisation
of the PDF is ensured by forcing
AReρ(Kπ) = 2, and A
Im
ρ(Kπ) = 0. (1.9)
Therefore, the parameters that are determined from the fit correspond to the relative
strength of each contribution to the decay rate with respect to that of the V1S(ρ(Kπ)).
From the amplitudes Ai, modelling B
0 decays, and Ai, describing B
0 decays, other physi-
cally meaningful observables can be derived (summarised in Table 1.2). In particular, for






|A0V V |2 + |A
||
V V |2 + |A⊥V V |2
, λ = 0, ||,⊥ (1.10)




(fλV V + f
λ
V V ) , AλV V =
f
λ
V V − fλV V
f
λ




and the phase differences, measured with respect to the reference channel, B0→ ρ0(Kπ),
δ0V V ≡ (δ0V V − δρ(Kπ)) = arg(A0V V /Aρ(Kπ)). (1.12)
For comparison with theoretical predictions it is also convenient to compute the phase
differences among the different V V amplitudes,
δ
||−0,⊥−0
V V ≡ (δ
||,⊥




V V ). (1.13)
From these sets of observables, the phase differences of the CP average, 1
2
(δB + δB),
and CP difference, 1
2
(δB − δB), are obtained. Ambiguities in this definition are resolved
by choosing the smallest value of the CP -violating phase.
From the polarisation fractions obtained for the V V waves, other observables, called
triple-product correlations [17,32] can also be computed. These quantities depend on the
polarisation vectors and are odd under time-reversal. They can be obtained from the
perpendicular polarisation fractions and the phase differences as
A1T = f⊥f0 sin(δ⊥ − δ0), A2T = f⊥f|| sin(δ⊥ − δ||), (1.14)
for both the B0 (A1T ) and the B
0
(A1T ) samples. Non-zero values of these observables
can not be uniquely identified with a CP -violating process, however, the so called Triple
















where k = 1, 2 and the true or fake labels refer to whether the asymmetry is due a genuine
CP asymmetry or due to effects from final state interactions, respectively. It should be
noted that observing a TPA value consistent with zero would not rule out the presence




Table 1.2: Summary of the fit parameters and their definitions (λ = 0, ||,⊥; i runs over






















































The dependence of the PDFon the two-body invariant masses was introduced in Equa-
tion 1.7 through the M(m12,m34) functions. These terms can be written as:



















Where R(mij) is the dynamical function describing each resonance and depends on the
invariant mass of the 2-body system (mij) and Φ4 is the phase-space density, included
in order to account for the kinematics of the 4-body decay. The other factors in the
equation above account for the finite size of the involved particles and for the centrifugal
barriers arising from non zero relative angular momentum between the decay products.
These effects are parametrised as proportional to qL · BL(q, q0, dR), where q stands for
the momentum of the daughter particle in its mother’s rest frame (Equation 1.38), q0 is
this momentum evaluated at the nominal mass of the daughter particle, dR is the effective
radius of the resonance (R(′)) and the BL(q, q0, dR) function represents the Blatt-Weisskopf
barrier penetration factor, depending on the relative angular momentum between the
decay products, L:
BL(q, q0, dR) =
{
1 for L = 0,√
1+(dRq0)2
1+(dRq)2
for L = 1.
(1.17)
Details on this formalism can be found in [33] and [34]. The different nature of
the resonances taken into account in the present study motivates different choices for
the functional form of R(mij) in Equation 1.16. All these propagators are described in
the following, together with the values of the different constants that they may depend
on. The central values of these constants are used to perform the nominal fit, while
the corresponding uncertainties define the range of the variations introduced to study
systematic uncertainties.
Relativistic Breit-Wigner
This propagator is used in the nominal fit model to describe the K∗(892)0, ω, f0(500)








Table 1.3: Values [5] of the parameters used in the parametrisations of the K∗(892)0, ω,
f0(500) and the f0(1370) resonances when described with a relativistic Breit-Wigner mass
propagator (nominal fit values).
Variable K∗(892)0 ω f0(500) f0(1370)
m0 [ MeV/c
2 ] 895.8± 0.2 782.65±0.12 475±32 1350±6
Γ0 [ MeV/c
2 ] 47.4±0.5 8.49±0.08 337±67 350±11
dR [( MeV/c
2)−1] 0.0034±0.0005 0.0034±0.0005 - -
L 1 1 0 0
Particle masses [ MeV/c2 ]













being m0 and Γ0 the nominal mass and natural width of the resonance.
Gounaris-Sakurai
The formalism resulting in the Breit-Wigner function described above uses the narrow
width-approximation, making this distribution unsuitable for the description of the ρ0
resonance, due to its large width. Instead, the Gounaris-Sakurai [35] parametrisation is
used to describe this broad resonance. This function takes the form:
GS(m) ∝ 1





[q2(h− hρ0)− (m2 −m2ρ0)q2ρ0h′ρ0 ]− imρ0Γ(m)
(1.20)
with















qρ0 = q(mρ0) (1.24)
hρ0 = h(mρ0) (1.25)




where m is the π+π− invariant mass, Γρ0 = 147.8±0.9 MeV/c2 is the ρ0 natural width,
mρ0= 775.26 ± 0.25 MeV/c2 is the ρ0 nominal mass and dR = 0.0053±0.0008 MeV/c2
−1 [5] the effective radius of this meson.
Flatté
The pole mass of the f0(980) resonance is very close to the kinematic threshold for the
opening of its decay to two kaons. Due to unitarity constraints, this effect significantly
distorts the lineshape of the f0(980) resonance in the two pion invariant mass spectrum.
On account of this, the Flatté parametrisation is used to describe this resonance in the
analysis. The definition of this function [36,37] is given by:
F (m) =
m0(gππρππ(m0) + gKKρKK(m0))
















− 1 for m ≤ 2mX ,
(1.29)
where mX = mK ,mπ, accordingly. The resonance mass is mf(980) = 945 ± 2 MeV/c2
and the strength of the coupling to the decay channels, gππ = 199 ± 30 MeV/c2 and
gKK = (3 ± 0.1)gππ [38]. The following modification of this line shape was considered
during the evolution of the analysis:
F ′(m) =
m0(gππρππ(m0) + gKKρKK(m0))
m20 −m2 − im0(gππρππ(m) + gKKF 2KKρKK(m))
, (1.30)
(1.31)
where FKK = exp(−αk2) stands for a form factor that allows to describe a slight increase
of the f0(980) width after the opening of the KK threshold, k being the momentum
of each kaon in the KK rest frame. While checking the effect of this modification, the
parameter α was fixed to 2.0 GeV−2, following what was done in Ref. [38] motivated by
the poor sensitivity of the fit to this value. Given the tiny change introduced by this
modification in the parametrisation, the standard Flatté distribution was chosen for the
baseline model.
LASS
The (K±π∓) S-wave is described in the nominal model with the LASS [39] parametri-
sation, which consists of a K∗0 resonant term together with an effective-range, nonreso-
nant component to describe the slowly increasing phase as a function of the (K±π∓) pair
invariant mass. The Breit-Wigner parametrisation (Equations 1.18 and 1.19 with the
parameters in Table 1.4) is used to describe the shape of the wide K∗0(1430) resonance,
while an effective parametrisation in terms of a scattering length and an effective range





cot δB − i








where a is the scattering length and b the effective range of the nonresonant part.
The values of these two parameters reported by the LASS experiment were obtained
by fitting scattering data which means that they alone should not be expected to ac-
curately describe an invariant mass distribution originated from the decay of a particle.
However, if there are not final state interactions and if staying below inelastic thresh-
old, according to Watson’s theorem [40] and as suggested by recent phenomenological
work [41], it can be assumed that the variation of the propagator phase will remain iden-
tical in both scattering and decay regimes. The elastic scattering threshold is, in principle,
established at mη + m(Kπ) ∼ 1180 MeV/c2. However, it could be argued that the mη′
value can replace mη in the previous equation due to the tiny coupling to the first decay
channel. This would shift the elastic threshold to even higher values for the invariant
mass of the Kπ system, resulting in an even safer scenario for the assumption of this
hypothesis for this work. The simplest way to introduce such a behaviour is to re-shape
the propagator module with a real function, namely, an effective form factor. This is
obtained from a 1D fit to the K±π∓invariant mass spectrum of the efficiency corrected
(implemented with the tool described in Section 3.7) nominal data sample. The set of
parameters needed to describe the (Kπ) S-wave is shown in Table 1.4, where the FFi
stand for the coefficients of the modelled form factor:

















Description of the phase-space density
In order to account for the kinematics of the 4-body decay, a phase-space density has
to be included in the description of the overall decay rate, as shown in Equation 1.16.
Defining P as the four momentum of the mother particle and ~pi as the four momentum
of the daughter particles, the n-body phase-space, Φn, is given by:













Since the phase-space density can be recursively calculated, the corresponding to the
four-body decay can be written as:
dΦ4(P ; p1, p2, p3, p4) = (2π)




Table 1.4: LASS parameters (taken from [39]) and form factor coefficients. Given that
FF2 is compatible with 0, the form factor used in the nominal fit only considers the FF1
term.
Parameter Value
mK∗0 (1430) [ MeV/c
2 ] 1435± 5± 5
ΓK∗0 (1430) [ MeV/c
2 ] 279± 6± 21
a [ MeV/c2 −1] 1.95± 0.09± 0.06
b [ MeV/c2 −1] 1.76± 0.36± 0.67
FF1 −0.71± 0.28
FF2 1.8± 1.9





dΩ, being dΩ the element of solid angle in the mother
particle rest frame. Inserting this Φ2 expression in Equation 1.36, the differential four-
body phase-space can be obtained. However, it is convenient to make a re-definition of
the angles, masses and momenta, so that the final equation is expressed as a function of
the helicity angles (θ12, θ34,φ) and of the (π
±π∓) and (K±π∓) invariant masses (m12,m34).
Therefore, the final expression for the four-body phase-space for the decay M →
m12(→ m1m2)m34(→ m3m4) is:
Φ4(m12,m34) ∝ q(m12)q(m34)q(M), (1.37)
being q(mij) the relative momentum of the daughter particles in their mother’s rest frame,
which is given by:
q(mij) =
√




The global phases in the mass propagators Mi(m1,m2) in Equation 1.8 may have an
arbitrary offset, therefore, it is chosen to shift them to zero at the nominal mass of the
ρ0, for m1, and of the K
∗(892)0 , for m2, mesons, according to which pair of final state
particles is being considered.
In order to identify the squared amplitudes with the amplitudes of each partial wave




|M im1M im2 |2Φ4dm21dm22 = 1, (1.39)
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being mh and ml the high and low limits of the mass spectra (ml = 300,mh = 1100




h = 1196 MeV/c




the index k runs over each of the considered resonances in the m1(2) spectrum.
Invariant mass propagators and phase space factor used in simulation
As it was already anticipated, simulated data samples are used in different steps of the
analysis. Both the models and the values of the parameters used in these generations need
to be known for some elements of the analysis. When exclusive decay modes are generated
(and for the B0 → ρ0K∗0 in particular), the intermediate resonances are described with
a slightly modified Breit-Wigner shape, as compared to what is given in Equation 1.18.




m2 −m20 − im0ΓL(m)
, (1.40)
where ΓL(m) has the same definition as in Equation 1.19. The projections of these
propagators evaluated for the ρ0 and K∗(892)0 resonances over simulated data (generator
level simulation only) are shown in Figure 1.5, as validation.
Likewise, the description of the phase space density is different from the one in Equa-
tion 1.37 and it is given by the approximation in which one of the masses of the V V is
fixed in each term:
ΦMC4 (m(ππ),m(Kπ)) ∝ q(mB0 ,mρ,m(Kπ)) · q(mB0 ,m(ππ),mK∗), (1.41)
where the dependency of q(mij) on the masses of the decay products (mi and mj, from
Equation 1.38) has been included to make the approximation explicit.
It should be noted that Equation 1.41 is used to describe the phase space factor in
simulation only when the resonances are generated (in particular, with the SVV HELAMP
model from EvtGen, as specified in Section 4.1). The same description as used for real
data (Equation 1.37) is used otherwise. The input parameters for the Breit-Wigners used
in the simulated data samples are shown in Table 1.5.
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Maŕıa Vieites D́ıaz
Table 1.5: Parameters used in the BW parametrisations of the ρ0 and K∗(892)0 resonances
in the simulated data sample (values obtained from EvtGen documentation) together
with the values of the B0, π and K masses used in the phase space computation.
Variable ρ0 K∗(892)0
m0 [ MeV/c
2 ] 775.3 895.81
Γ0 [ MeV/c
2 ] 149.1 47.4
dR [ MeV/c
2 −1] 0.003 0.003
L 1 1
Particle masses [ MeV/c2 ]
mB = 5279.61 mπ = 139.57018 mK = 493.677
]2c [MeV/ππm










































































Figure 1.5: Projection of the full generation models (BWMC+ΦMC) used in simulation for
the ρ0 and the K∗(892)0 resonances (upper row) and of the phase-space component alone
(ΦMC) (lower row) over generator level data (EvtGen output). The model describing
the simulated samples is shown with a solid blue (red) line over the data points.
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1.3 Summary of the analysis strategy
The PDF that has been built in the previous sections describes the decay of a B0 meson
into the (π±π∓)(K±π∓) final state. In order to also account for the charge conjugate
decay, each amplitude has to be transformed accounting for its parity as Ai → ηiAi, when
describing the decay of a B0 meson. These correspond to η = −1 for the perpendicular
amplitudes and η = 1 for the remaining contributions. The resulting B0 and B0 models
are fitted to two data sub-samples, split according to the sign of the electrical charge of
the kaon in the final state, allowing to measure the contributing amplitudes (that were
listed in Table 1.1) in each sub-sample, as indicated in Section 1.2.2.
The normalisation of the fitting PDF has to account for the acceptance of the LHCb
detector. This effect is tackled using simulated events and will be discussed in detail in
Section 3.4, but it can be anticipated that the acceptance of the signal events depends on
their kinematic distributions. To account for this, the analysed data sample will be further
split into four new categories: Year×Trigger. The first, refers to the data taking period,
and is motivated by the different
√
s between 2011 and 2012 data. The second, stands for
the path the event followed in order to be selected by the different triggers. It accounts for
the fact that only signal candidates that triggered themselves must satisfy a requirement
in their transverse momentum. The final fits to the B0 and B0 data samples are therefore
performed simultaneously each on these 4 kinematic categories. In this work, they will
be referred to as “fitting categories” and will be labelled following the naming schema
Flavour||Year||Trigger (where only Year||Trigger appear, it should be understood
that B0 and B0 samples have been merged).
An statistical unfolding technique (described in Section 3.2) is used to obtain a back-
ground subtracted sample taking as input the four-body invariant mass distribution of
the events fulfilling the selection requirements. The fit to the angular distributions and
the two-body invariant masses (5D fit) is performed on this background subtracted data
sample and, as anticipated, the acceptance effects are described using simulated events,
following the method detailed in Section 3.4.
The CP averages and asymmetries of the contributing amplitudes, which were re-
ported in Table 1.2, are obtained from the fit parameters (real and imaginary parts of
each amplitude), accounting for correlations among parameters when estimating their un-
certainties. These are further discussed in Section 5.1.5 and Section 5.2 for the statistical
and systematic uncertainties, respectively.
Details from the first part of the analysis, corresponding to the selection of B0 →
(π+π−)(K+π−) candidates, are given in Chapter 4, while those on the amplitude analysis





The LHCb experiment at the LHC
The LHCb (Large Hadron Collider beauty) [42] experiment is an excellent facility
to study B−physics hosted at the European laboratory for particle physics (CERN) [43].
LHCb was designed to study heavy flavour and BSM physics, searching for its indirect ev-
idences in rare decays and CP violation effects. The excellent performance of the detector
and the experience gained during its early operation allowed the LHCb collaboration to
expand the physics case that was originally planned. As a consequence, rare kaon decays
(strange physics), cross-section measurements in the forward region of electro-weak me-
diated processes or proton-ion and ion-ion collisions among others, have become relevant
parts of the collaboration physics program.
2.1 The LHC
The Large Hadron Collider (LHC) is a two-ring superconducting proton-proton col-
lider that has been designed to operate at the TeV scale in the centre-of-mass energy.
Upon design, it was hoped that at these energies, direct observations of New Physics
(NP) at mass-scales of ∼ 1 TeV were likely to be made, addressing the hierarchy problem
in the SM. Other than this, the possibilities for discovering the Higgs boson, perform-
ing high precision measurements in the B physics sector and studying a new phase of
matter produced in heavy-ion collisions strongly influenced the design and experimental
conditions during the first years of operation of the LHC.
The LHC, shown within the CERN accelerators complex in Figure 2.1, has been
deployed in the 27 km tunnel that previously housed the LEP(Large Electron Positron)
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Figure 2.1: A schematic of the CERN accelerator complex, the LHC and the location of
the main experiments. Figure taken from [44].
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Figure 2.2: The niobium-titanium coils create the magnetic fields to guide the two counter-
rotating proton beams in separate magnetic channels but within the same physical struc-
ture. The coils are surrounded by non-magnetic ”collars” of austenitic steel, a material
that combines the required properties of good thermal contraction and magnetic perme-
ability. The collars hold the coils in place against the strong magnetic forces that arise
when the coils are at full field. Figure taken from [46].
[45] collider. The accelerator has now completed two of its projected data-taking periods.
These are characterised by different experimental conditions and are interleaved with
scheduled technical stops, meant for the installation and test of the different upgrades,
during which the accelerator is shut down.
The physics dedicated runs have been characterised by the accelerator delivering data
at three different beam energies:
√
s = 7 TeV, for a short period in 2010 and during 2011,√
s = 8 TeV in 2012 and
√
s = 13 TeV for the period from early 2015 to late 2018. The
data analysed in this thesis were recorded during 2011 and 2012, which defines the so
called Run I period.
Protons, obtained from ionised hydrogen, are injected into the LHC from the Super
Proton Synchrotron (SPS) at an energy of 450 GeV. For the nominal operating conditions,
Radio Frequency (RF) cavities accelerate the protons to 6.5 TeV and superconducting
magnets, with a maximum field of 8.3 T, bend the protons within the orbit. Both LHC
rings are incorporated into a single magnetic structure with two sets of coils in a common
yoke and cryostat, which contains superfluid helium at a temperature of 1.9 K. Figure 2.2
shows the magnetic field profile inside the yoke. The beams are arranged into bunches
separated by a minimum time-shift of 25 ns and cross at four interaction points, where
the main LHC experiments are located. The bunch–crossing rate of 40 MHz imposes high
demands on the speed of the detector elements and readout electronics for all experiments.
The four major LHC experiments, shown schematically in Figure 2.3, are ALICE [47],
ATLAS [48], CMS [49] and LHCb [50]. Figure 2.1 shows the location of each experiment
along the LHC ring. ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon
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Figure 2.3: Schemas of the four main experiments at CERN (not to the same scale),
taken from [43]. Top left ALICE, top right, ATLAS, bottom left, CMS and bottom right,
LHCb.
Solenoid) are two general-purpose detectors (GPD), whose main physics goals are the
profuse study of the recently discovered Higgs boson and the search for supersymmetric
particles, among other research topics. The other two experiments mentioned above, AL-
ICE (A Large Ion Collider Experiment) and LHCb (Large Hadron Collider beauty), have
specific tasks and have been optimised accordingly. The former is focused on the study
of strongly interacting matter at extreme energy densities produced by heavy-ion colli-
sions, and aims to perform measurements of the phase transition between hadronic matter
and the quark-gluon plasma. Hence, it has been designed to cope with the high particle
multiplicities that are characteristic for heavy-ion collisions. As anticipated, LHCb was
engineered to study B physics and will be characterised in more detail in the following
section.
2.2 The LHCb detector
As already mentioned, the LHCb experiment focuses on bphysics and it is located at
CERN laboratory. This experiment re–uses the DELPHI (Detector with Lepton, Photon
and Hadron Identification, one of the four main experiments at LEP) cavern at interaction
point 8, which constrains the total length of the detector to ∼20 m. In the following
paragraphs some general information and the detector layout will be introduced.
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Figure 2.4: From left to right, the Feynman diagrams for: flavour creation, flavour exci-
tation and gluon splitting processes.
In order to better understand the motivations for the relatively non-standard LHCb
detector design, it is convenient to summarise how the physics processes that we aim to
measure are originated. In proton–proton collisions, bb pairs are produced by three main
mechanisms, see Figure 2.4, namely:
• Flavour creation (2 → 2): a bb pair is produced by gluon fusion or by annihilation
of light quarks.
• Flavour excitation (2 → 3): this mechanism corresponds to the scattering of a
b-quark (or b̄-quark) out of the initial-state into the final-state by a gluon or by a
light quark/anti-quark. With this configuration a large asymmetry in the transverse
momentum of the two b-quarks is observed.
• Gluon splitting (2→ 3): the bb pair is created within a parton shower or during the
fragmentation process of a gluon or a light quark or antiquark. This process leads
to small opening angles of the pair, and hence, small transverse momentum.
At LHC energies, the parton distribution functions of the proton are such that it is
most favourable that partons with very different momenta interact, resulting in a major
contribution from the 2→ 3 processes to the bb production yields. As a consequence, the
two B hadrons from the bb pair produced in a pp collision are likely to fly in the same
forward or backward cone (see Figure 2.5). The LHCb detector has been consequently
designed as a single-arm forward spectrometer with an angular coverage from, approx-
imately, 10 mrad to 300 (250) mrad in the bending (non-bending) plane, thus having
a large acceptance for B events with a relatively small detection surface. The general
detector layout can be seen in Figure 2.6.
In the LHCb detector and at nominal operation conditions, the mean flight distance of
B hadrons before decay is expected to be (11.8± 0.2) mm. Consequently, a good vertex
resolution allows to separate most B decay vertices from the production vertex. This
feature is essential in the identification of background decays which typically originate
directly in the primary pp collision. Other pp collisions within the same bunch crossing,
also called underlying event, can significantly reduce the ability to identify the B decay
vertex and its corresponding production vertex, especially when there are on average
27 collisions in the event of a bunch crossing. For this reason, the luminosity at the
LHCb interaction point is limited, by defocusing the beams in the transverse plane, to
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Figure 2.5: Left: angular distribution of b and b̄ quarks in collisions at
√
s = 7TeV .
Right: acceptances in the pseudorapidity plane for LHCb and the GPD.
2− 5 · 1032cm−2s−1, smaller than the LHC nominal 1034cm−2s−1. Under these conditions,
an average of 2 collisions per bunch crossing were produced during the Run I period.
This has the positive consequence that the decrease in instantaneous luminosity caused
by the beams degradation can be mitigated by tuning the defocusing of the beams. This
process is called luminosity levelling and allows for having a constant luminosity through
the whole run or, at least, until the defocusing potential is exhausted and the beams
collide “heads on”.
In the following sections each of the LHCb subdetectors are be presented. They can be
categorised into tracking detectors and particle identification (PID) detectors. The Vertex
Locator (VELO), placed short after the interaction point; the Tracker Turicensis (TT),
before the magnet; and the T-Stations (T1,T2 and T3), after the magnet, are the major
components of the tracking system. On the other hand, two Ring-Imaging Cherenkov
(RICH) detectors, the electromagnetic and hadronic calorimeters and the muon chambers
integrate the PID system. In addition, since it is impossible to save data from every
collision, a trigger system is used to make a real time decision on whether to record or
not the detector readout. The trigger combines information from several subdetectors to
identify experimental signatures characteristic from signal events. For this purpose, it is
subdivided into three independent levels, denoted as Level-0 (L0), Level-1, and High-Level
Trigger (HLT).
The bending power of the magnet mentioned above is represented by the total inte-
grated field, which is
∫
~Bd~l = 4.2 Tm. This dipole is composed by an iron yoke surrounded
by two identical coils of conical saddle shape produced of pure Al-99.7. These coils are
carved following the detector acceptance shape, which helps reducing the electrical power
requirements while still providing the desired intensity of the magnetic field. Charged
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Figure 3.5: The LHCb setup with the di↵erent subdetectors shown in the horizon-
tal plane — also referred to as the bending plane of the magnet.
250 mrad. The detector has a length of 20 m, giving it an overall dimension of roughly
6 m ⇥ 5 m ⇥ 20 m.
In the following sections each of the subdetectors is described in turn. They can be
categorised into tracking detectors and particle identification (PID) detectors:
Tracking detectors: Vertex Locator (VELO), Trigger Tracker (TT), Inner Track-
er (IT), and Outer Tracker (OT).
PID detectors: First and second Cherenkov detectors (RICH 1 and RICH 2),
the electromagnetic and hadronic calorimeter (ECAL and HCAL), and the muon
detector.
As it is impossible to write the event data from all collisions to tape, a trigger system is
used to select events online. It is designed to identify events that contain a B decay. The
goal is to reduce the number of events e ciently at an input rate of 16 MHz. The trigger
uses information from the subdetectors to separate signal events from background events.
For this purpose, it is subdivided into three independent levels, historically denoted as
Level-0, Level-1, and High-Level Trigger. The trigger is discussed in Section 3.10.
The tracking system can be divided globally into three sub-systems. First, there is
the Vertex Locator, which is installed around the interaction point. Second, there is the
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Figure 2.6: The LHCb setup [50] with the different subdetectors shown in the bending
plane (xz) of the magnet.
particles are bent in the ~B field of this magnet enabling for the measurement of their
momenta. T e difference between the track slope in the VELO and the track slope in
the T-stations is inversely proportional to the momentum of each particle. The non-
uniformity of the magn tic field is mapped to a high accur y and kept below ±5% in the
detector acceptance region in order to obtain a momentum resolution better than 0.5%
for particles with momentum around 200 G V. It should be noted that the presence of
this dipole magnet in the LHC ring affects the orbits of both circulating beams. These
effects must be compensated to avoid the degradation of the beam conditions, which is
the reason why three compensator magnets are placed in the surroundings of the detector.
All four magnets are operated by the CERN Control Centre. Finally, it should be noted
that in order to control the systematic effects arising from the detector performance, the
polarity of the magnetic field is inverted periodically.
Many of the LHCb measur ments are dominated by the size of the available data
samples. This, along with the great performance of the detector and its potential to cope
with more challenging operating conditions than those that was originally planned for,
motivated the proposal for a major detector upgrade to be installed during the long shut
down (LS2) that is currently ongoing. The objective is that from 2021 onwards, LHCb
would be able to collect data at a rate corresponding to an integrated luminosity of 5
fb−1 per year, operating at instantaneous luminosity of 2 ×1033cm−2s−1. The implica-








The Vertex Locator (VELO) [51] is a silicon microstrip detector formed by 21 sta-
tions, placed along and perpendicular to the beam axis where there is negligible magnetic
field. It is an all-silicon design capable to measure the decay lengths of B and D mesons
to a precision of between 220 and 375 µm and locate the primary vertex to 10 µm in
the transverse (xy) plane and 42 µm in the z direction. The resolution on the impact
parameter of tracks to the primary vertex is about 20 µm 1. In the finest pitched region
of the VELO, the highest resolution is achieved, leading to a spatial cluster resolution of
about 4 µm for 100 mrad tracks.
Each of the stations is composed by a pair of silicon sensors mounted back-to-back,
these two sensors having different designs: one measures the r polar coordinate with
circular strips centred around the beam axis, the other measures the φ coordinate with
straight, radial strips. Figure 2.7 shows a lateral view of the detector and a picture of
one of its modules. The radius of each module is about 42 mm, allowing to cover the
pseudorapidity range 1.6 < η < 4.9 for particles emerging from primary vertices in the
range -10.6 cm< z <10.6 cm.
The sensitive area of the sensors starts 8.2 mm away from the beam axis, such that the
first measurement of the track is as close to the primary vertex as possible. The shorter
is the extrapolation of a track from its first measurement to the interaction region, the
smaller is the uncertainty on the reconstructed position of the vertex. This distance is
smaller than the beam aperture required by the LHC machine during injection, hence,
in order to avoid the beam being steered into the vertex detector and the consequent
radiation damage, the two VELO halves are retractable. Therefore, the whole subdetector
is installed on a mechanical structure that allows the two halves to be shifted away from
the beam in the horizontal direction during filling and beam tuning periods.
To protect the integrity of the primary LHC vacuum system, the sensors are separated
1The coordinate axes are defined in Figure 2.6
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from the beam volume by a 0.3 mm aluminium shield (known as RF-foil). This foil also
provides with mechanical support and suppresses side effects on the sensors caused by the
beam current (and vice-versa), as it allows a mirror current to travel parallel with the
beam. Unfortunately, the presence of the RF-foil implies that extra material is present for
particles produced in the pp interaction point to scatter before reaching the sensors. This
obviously degrades the accuracy with which their production vertex can be determined
and also places the most important constraints in terms of material budget for the design
of the RF-foil.
A new VELO [52] was designed in order to cope with the higher luminosity conditions
after the general LHC upgrade scheduled for the long technical stop that is currently
ongoing. The upgraded LHCb VELO silicon vertex detector is a lightweight hybrid pixel
detector containing 41 million of 55 µm × 55µm pixels and capable of 40 MHz readout
at a luminosity of 2 · 1033cm−2s−1. The track reconstruction speed and precision are
enhanced relative to the current VELO detector even at the high occupancy conditions
of the upgrade. This improvement relies on the pixel geometry and a closest distance of
approach to the LHC beams of just 5.1 mm for the first sensitive pixel.
Tracker Turicensis and T-Stations
The Tracker Turicensis (TT) tracking station is the most downstream of these sub-
detectors before the magnet in the LHCb detector. Beyond the magnet are the inner and
outer trackers (OT) [53], together known as the Tracking Stations (T-stations) [54]. Three
layers of these T-stations, labelled as T1, T2 and T3 in Figure 2.6, together with the TT,
provide the main momentum measurement for tracks in LHCb. The TT is roughly 150
cm wide and 130 cm high and covers the full acceptance of the experiment. The IT covers
a 120 cm wide and 40 cm high cross shaped region in the centre of the three tracking
stations. Figure 2.8 shows the detailed geometry of these detectors. As for the OT, the
total active area of a station is 6×5 m2. In terms of angular aperture, the inner and outer
trackers collectively cover an acceptance of 300 mrad in x and 250 mrad in y.
Since the TT and the three inner tracker modules share the same silicon microstrips
technology, both are typically grouped in what is called the Silicon Tracker (ST). The four
ST stations use planar 500 µm silicon microstrip sensors with a strip pitch of about 200 µm
(giving a single hit resolution of 50 µm). The OT is a drift-time detector using as counting
gas a mixture of Argon (70%) and CO2 (30%), with which a drift time below 50 ns and a
drift-coordinate resolution of 200 µm is achieved. In order to get a 3D reconstruction, the
first and the last T-stations are instrumented with vertical strips while the second (third)
has its strips rotated by an stereo angle of 5◦(−5◦).
These subdetectors have currently ended their operation time. More stringent ra-
diation hardness requirements and the need for a faster read-out are the main reasons
motivating their replacement for the operation after the spectrometer upgrade. The TT
will be replaced with the Upstream Tracker (UT), using single-sided silicon strip sensors
providing high granularity to cope with the higher occupancy that will characterise the
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Figure 2.8: Layout of the TT (left), where the different colours indicate different types of
readout sectors and a single layer of the IT (right), where the light blue area corresponds
to individual sensors. In both figures dark blue coloured regions correspond to the readout
electronics. Figures taken from [54].
experimental conditions. On the other side, the outer and inner tracker stations will be
replaced with the Scintillating Fibre Tracker (SciFi), composed of 2.5 m long fibres read
out by silicon photo-multipliers (SiPMs) outside the acceptance. More information on the
upgrade of both detectors can be found in [55].
2.2.2 Particle identification detectors
A very important fraction of the LHCb physics analyses involve the study of exclusive
decay channels. In order to be able to distinguish among kinetically and topologically
similar decays, excellent PID performance is required. This is achieved by combining
information from the systems described in the following sections.
RICH detectors
These detectors [56] identify particles by making use of the Cherenkov radiation
emitted by relativistic charged particles passing through a medium with a velocity greater
than the speed of light in that medium, see Figure 2.9. Photons propagate with an
opening angle dependent on the particle velocity (v) and the refractive index (n) of the
radiator according to cos θc = c/vn, provided c/vn < 1. Measuring this velocity and using
the momentum of the reconstructed track, the mass, and thus the particle type, can be
hypothesized.
LHCb uses two RICH detectors, aiming at different momentum ranges. The upstream
detector, RICH1, using C4F10 gas as radiator, covers the low momentum charged particle
range ∼ 1 − 60 GeV/c while the downstream detector, RICH2 (CF4), covers the high
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Figure 2.9: RICH detector performances (figures taken from [56]): (left) reconstructed
Cherenkov angle as a function of track momentum in the C4F10 radiator and (right) kaon
identification efficiency and pion misidentification rate measured on data as a function of
track momentum.
momentum range from ∼ 15 GeV/c up to and beyond 100 GeV/c. Their angular accep-
tances are 250 mrad and 120 mrad, respectively. In both RICH detectors the focusing
of Cherenkov light is accomplished using a combination of spherical and flat mirrors to
reflect the image out of the spectrometer acceptance. These photons are then detected
by Hybrid Photon Detectors (HPD), which are protected from the dipole field by mag-
netic shielding, in the wavelength range 200−600 nm. The replacement of these HPDs
by Multi-anode Photomultiplier Tubes (MaPMTs) represents the major change for the
upgrade of these two detectors [57]. In addition, the radius of curvature of the primary
mirror in the RICH1 will also be changed from the current 2710 mm to 3650 mm in order
to prevent degradation of the PID performance associated to the higher occupancy of the
detector.
Calorimetry
The calorimeter system performs several vital functions: rapidly renders the trans-
verse energy estimates in the initial stages of the trigger for every event, provides positional
information for electrons, photons and hadrons and gives positive particle identification
of electrons, neutral pions and photons.
At LHCb there are two main calorimeters [58]: the electromagnetic calorimeter
(ECAL) measures the energy of electrons and photons, while the hadronic calorimeter
(HCAL) is dedicated to long-lived hadrons. Each is broadly based on a similar principle
of detecting scintillation light from traversing charged particles and transmitting photons
through wavelength-shifting fibres to a photo-multiplier tube. In order to accurately dis-
tinguish electrons over the wide π± and π0 background, two other calorimeter systems,




The most downstream scintillator (the PS) distinguishes incident charged particles
from neutrals; its inclusion is motivated by the requirement for electron identification
in the trigger where track information is initially unavailable. Next, a 15 mm lead sheet
causes single electrons and photons to preferentially shower, while charged pions are highly
likely to pass through since they have a much longer interaction length. Finally, the
second row of scintillators (the SPD) detects the electromagnetic showers, again through
scintillation light. Combining information from the ECAL, PS and SPD allows electron
identification at the first level of the trigger (L0). This involvement of the calorimetry
system in the trigger of the experiment will be the most affected by the detector upgrade,
as all readout electronics will have to be replaced following the removal of the L0 stage.
Furthermore, the PS and SPD will no longer be needed, as their main purpose was to
provide this hardware trigger response. The granularity of both ECAL and HCAL was
found to be satisfactory even for the detector operation at the increased instantaneous
luminosity and therefore the calorimeter modules will be kept.
Muon system
The muon system is used both in the L0 trigger, to select muons with a high transverse
momentum, and in the offline reconstruction, to identify muons. These detectors [59] are
instrumented with multiwire proportional chambers (MWPC’s), which fulfil both the
requirement from the trigger to collect the signal within 20 ns and the requirement for
radiation hardness.
This system is composed of five stations: the first one, M1, is placed before the
calorimeter system, while the other four stations, M2–M5, are located directly behind the
HCAL and are separated by 80 cm thick iron plates, this shielding acting as absorber
for the hadronic background. An additional iron shield protects M5 against particles
emerging from the opposite LHC beam. The inner and outer angular acceptances of the
muon system are 20 (16) mrad and 306 (258) mrad in the bending (non-bending) plane,
similar to those of the tracking system. Muons crossing all five stations must have a
momentum greater than 6 GeV/c.
The most relevant changes for this detector after the upgrade comprise the removal
of the first station, M1, and the installation of new Off Detector Electronics boards,
faster and much more radiation tolerant read-out electronics, that will replace the current
scheme.
2.2.3 The Trigger system
As mentioned before, events cannot be recorded to permanent storage at the 40 MHz
bunch crossing rate, therefore a trigger system [60] is developed to reduce the collected
amount of data retaining as much interesting b hadron decays as possible. The main
strategy of the trigger is to identify the two signatures of B meson decays: the large B
mass produces decay products with a high transverse momentum, and the long B lifetime
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produces tracks with a high impact parameter with respect to the primary interaction
vertex.
At LHCb, events are selected (triggered) in successive stages (levels) which process
an increasing amount of information from the subdetectors. The first level, namely L0,
is a hardware trigger, implemented using custom made electronics to reduce the input
rate to a maximum of 1 MHz. At this rate, the whole detector can be read out. The
second trigger level (High Level Trigger, HLT) is a C++ application running on an Event
Filter Farm (EFF) composed of several thousands of multi-CPU nodes. It reduces the
L0 output rate to a maximum rate of about 3 kHz. The HLT selected events are then
saved on permanent storage. The HLT is divided into two parts: HLT1 and HLT2. HLT1
reduces the input rate to about 40 kHz using a partial reconstruction of data to optimise
computing time. At the HLT2 level, events are reconstructed and selected by a set of
inclusive and exclusive algorithms. The reconstruction performed in HLT2 is as similar
as possible to the one performed offline, with the limitations originating from computing
time requirements. At this level of reconstruction, the trigger signals are associated with
reconstructed particles, whose decay chain may be inferred. This way, the events causing
the trigger response can be categorised according to whether the decision was due to the
signal candidate (Triggered On Signal, TOS), other particles produced in the pp collision
(Triggered Independent of Signal, TIS), or a combination of both. Because no trigger
requirements are imposed in the TIS samples their kinematic distributions will be less
biased and their acceptance rate will also differ from that of the TOS events.
When operating at the higher luminosities foreseen for the next LHC runs, the L0
trigger rate from the calorimeters would saturate the 1 MHz bandwidth imposed by the
rest of the trigger system. A possible solution would be to increase its firing threshold,
but, although this would maintain an acceptable efficiency for the dimuon events, the
efficiency on fully hadronic decays would decrease below an acceptable rate. Instead, it
was decided to remove the L0 trigger stage and process all events with an HLT farm.
Parts of this scheme were already implemented for Run II, where the selected events
by L0 were buffered to the HLT farm for the detector calibration and alignment to be
performed before further stages of the trigger were executed (therefore HLT and L0 ran
asynchronously). As anticipated in the previous sections, this requires the front end
electronics of all the systems involved in the trigger to be capable of working at full LHC
non-empty bunch crossing rate.
2.3 Generation of simulated samples in LHCb
Simulated data samples are widely used in HEP data analysis. Many important
analysis steps such as the description of the detector acceptance effects, the optimisation
and characterisation of the signal selection process or the description of the backgrounds
usually rely on simulated data. Knowing beforehand which is the nature of the processes
under study represents an obvious advantage when trying to understand the features
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observed in real data. To achieve this, the LHCb collaboration has designed a simula-
tion framework [61] called Gauss, which manages the creation of simulated events by
interfacing to multiple external applications. The general workflow for event simulation
is:
1. The desired particle is generated by the so-called production tool. In the case of
the B0 or B0s meson decays, this is done by the Pythia [62, 63] generator, with a
customised configuration [64] for LHCb. Generated events may be categorised in
minimum bias (all elastic, diffractive or inelastic events are kept), inclusive (at least
one b hadron is produced within the detector acceptance) or exclusive (a specific
particle is generated within acceptance).
2. EvtGen [65] is used to decay the particle generated in the previous step. In case
of an exclusive production, the desired chain is imposed for the signal particle. All
remaining unstable particles are decayed independently. The Photos [66] package
is interleaved with EvtGen to account for final-state radiation in the simulated
samples.
3. At this step, generator level requirements may be imposed on any of the particles
from the decay chain. This is particularly relevant when optimising CPU and disk
usage and dealing with rare processes or when trying to accumulate statistics in
a given phase space region. In case the signal candidate flies in the negative z
direction, the event is mirrored to optimise the use of available CPU resources.
4. The produced particles are then transported through the detector simulation. The
interaction of the generated particles with the detector, and its response, are imple-
mented using the Geant4 toolkit [67] as described in Ref. [68].
The output of this process is digitalised and saved in a format as close as possible
to which is used to store the real data. Therefore, starting from the trigger, a common
process chain in the consequent steps can be used for both simulated and real data. This
is illustrated in the flow chart shown in Figure 2.10. The so-called stripping process is
rather specific to the LHCb framework. In this step, data are filtered further through
a set of selections and the output files are grouped into streams, which share similar
requirements. Analysts have only access to the output of the stripping step, which, on
the one side is a safety measurement as it prevents any accidental access to raw data and
on the other, optimises computing time as the data relevant for one analysis is usually
fully contained within a single stream.
It should be remarked that the decay dynamics is fully implemented in the EvtGen
by using different models. These control the kinematic distributions of the final state
particles by using different decay models. For instance, the two-body invariant masses
of a B0 → (π+π−)(K+π−) sample would be generated according to their phase space
density, while the corresponding distributions for B0 → ρ0(→ π+π−)K∗(K+π−) must
reproduce the characteristics of the intermediate resonances.
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Tools and analysis techniques
In this chapter the stand-alone tools and analysis techniques that were used at dif-
ferent steps of this work are briefly introduced. Some of these tools were developed as
part of the LHCb simulation project and some are available under Creative Commons
Attribution Licenses or other open access sources.
3.1 Boosted decision trees
One of the multiple applications of machine learning techniques in HEP consists
in the characterisation of multidimensional distributions. In particular, the decision tree
method [69] uses variables that behave differently for signal and background. Not only the
distribution of each variable but also the different correlations among them in each sample,
are used to train the discriminator to distinguish between signal and background candi-
dates. This training is achieved by recursively splitting the initial (signal+background)
sample according to different requirements on each input variable. The goal in each split-
ting (tree node) is to maximise the separation power between events labelled as signal
or background, respectively. Iterating this procedure, events will follow different paths
(branches) passing through several nodes until each sample reaches the minimum allowed
size or until it contains only one type of events. These final sub-samples are called the
tree leafs. Each leaf receives a score (and a signal/background label) depending on its
composition: below 1 if there are more background than signal events and larger than 1
otherwise. Figure 3.1 shows a scheme of this process.
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Figure 3.1: Decision tree flow schema, taken from TMVA Users Guide v4.0.3.
A trained tree can be tested by making events from alternative signal and background
samples (different from those used in the training) pass through it and studying if they
land on leafs correctly labelled as either signal or background, according to which sample
the event originally belonged to. Such tests show that the output of the decision tree is
highly dependent on the training sample composition. Therefore, a small change in the
training samples could potentially lead to very different tree structures (nodes, branches
and leafs) and performances. This instability is avoided by the use of the boosting method
[70]: the composition of the tree leafs is studied and signal (background) events landing
on leafs labelled as signal (background) are given a weight of 1 (−1). Misplaced events
(belonging to the initial signal sample but landing on background leafs, or vice versa) get
increased (boosted) weights. A second tree is then trained with the new set of weights.
This procedure can be iterated many (order of hundreds) times to obtain a final per event
weight (the renormalised sum of all the scores obtained by an event) that varies from
−1 (certain background origin) to 1 (certain signal) according to the most likely event
classification. The resulting classifier is referred to as Boosted Decision Tree (BDT).
Once the boosting is performed, an overtraining test needs to be done. This phe-
nomenon occurs, in general, when a machine learning problem has too few degrees of
freedom, because too many model parameters of an algorithm were adjusted to too few
data points. The usual test consists in running the trained trees over some control sam-
ples (“unknown” simulated or data samples) and compare their classifier scores to those
obtained in the original sample.
The multivariate analysis used for the work presented in this thesis was implemented
using the ROOT package Toolkit for Multivariate Data Analysis (TMVA) [71] which
serves as an interface to the BDT algorithm. This is used to reduce the background
component arising from the random combinations of four tracks that fulfil the selection
criteria, as explained in Section 4.2.
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3.2 sPlot: statistical unfolding
This technique [72] allows the user to perform a statistical unfolding of a data sample
effectively identifying the different species of events present in the sample. The method
is embedded in RooFit, so the usual syntax and interfaces from this framework apply.
An amplitude analysis such and the one presented in this thesis serves as an example
of use-case for this technique: the goal of the analysis is to perform a multidimensional
fit on a set of observables (~x) for which the background distributions are unknown. On
the contrary, there is a different set of observables (~y), uncorrelated with ~x, for which
both signal and background distributions are well established. The former are referred to
as control variables (~x), while the latter represent the discriminating variables (~y). The
sPlot technique allows the shapes of the background components on the control variables
to be inferred by making use of their known shapes in the discriminant variables. In
order to achieve this, per-event weights, usually in the −1 to 1 range, are assigned to
the data sample. These weights, commonly referred to as sWeights, follow a distribution
such that the negatively weighted events effectively cancel the positively weighted for all
components in the data sample, except for the one labelled as signal.
For the analysis presented in this thesis, a single variable provides the discriminating
power for the different event species present in the data sample. This is the invariant mass
of the B meson candidate resulting from the combination of the four final state particles.
As shown in Section 4.3.2, this observable is not correlated with the variables used in the
amplitude analysis.
3.3 Strategy for the combination of two simulated
data samples
There are diverse reasons to combine simulated data samples, the increase of the
available sample size likely being the most common. This operation might be reduced to
a plain aggregation in the case that uniform distributions were produced, but it requires a
more careful treatment if different models were used at the generation level. In such cases,
the total generation efficiencies and the total number of generated (not reconstructed)
events need to be combined with the appropriately normalised generation models in order
to consistently combine the samples.
For the analysis presented in this thesis, two simulated data samples with different
EvtGen generation models are combined in order to simultaneously achieve a satisfactory
coverage of the considered phase-space, also accumulating simulated events in the areas of
interest, populated by the vector-vector candidates. The first EvtGen model describes
the phase-space density alone and is referred to as PHSP. The second model, forces the





































Figure 3.2: 2D histogram of the m(ππ) ×m(Kπ) plane, for theV V sample alone (left) and
when combined with the pure phase-space density sample (right).
Defining NPHSP and NV V as the generation yields from each simulated sample and
being PDFPHSP and PDFV V the corresponding generation models, the combined PDF is




× PDFPHSP + N
V V
NPHSP +NV V
× PDFV V . (3.1)
This PDFComb is used to describe the simulated sample resulting from the combination
of Truth-matched events (via PID TRUE) from the SVV HELAMP and PHSP simulated samples
described in Section 4.1. As shown in Figure 3.2, when compared with the exclusive V V
sample, a much better coverage of the edges at the m(ππ) × m(Kπ) plane is achieved by
using this combined sample.
3.4 Normalisation weights
This technique [73] exploits that the acceptance is independent from the physical
parameters (λj) appearing in the fitting model. Thus, since the fit procedure minimises
































log(ε(X)) = 0. In Equation 3.2, λj is a set of n physical parameters the
probability density function (P(X;λ)) depends on, X stands for the kinematic variables
(θ1, θ2, φ,m1,m2) used in the analysis, L is the likelihood function and ε(X) represents
the unknown acceptance function.
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In Equation 3.2, only the integral in the denominator depends on the acceptance








(Ai · gi ·Mi)(Aj · gj ·Mj)∗ε(X)d5X. (3.3)














where the normalisation weights, wij, have been introduced.
The wij integrals account for the acceptance effects and can be calculated with a
simulated data sample, as long as the generation PDF is known. This is the case of a
simulated data sample.
3.5 Analysing the output from MultiNest
The pyMultiNest [74] package implements the MultiNest algorithm [75–77]. This is
a multimodal nested sampling algorithm which allows to perform fits to data distributions
without relying on the smoothness of the likelihood function. By doing so, this fitting
approach solves the known problems that arise when performing a weighted maximum
likelihood fit, such as the one needed for the analysis presented in this thesis. The Multi-
Nest algorithm is fully parallelised but, more importantly, presents two very convenient
qualities for the analysis at hand:
• It has been optimised to perform well in distributions with an unknown number of
modes (were each mode could be a local minimum of the likelihood function).
• It is robust against pronounced degeneracies between parameters.
In order to find the minimum of the likelihood function, a decision has to be made on
where to evaluate the function at each iteration such that Li > Li−1. The algorithm uses
a set of active points, meaning that this is the subset of points at which the likelihood
is being evaluated for the i-th iteration. At each step, the covariance matrix of the
active points is used to build a D-dimensional ellipsoid. New points are drawn within the
bounds of this ellipsoid, always requiring that the condition Li > Li−1 is fulfilled. The
MultiNest algorithm is prepared to deal with several overlapping ellipsoids at the same
time, therefore, overtaking the efficiency of its predecessors when dealing with multimodal
distributions. The power of the algorithm consists in achieving a high acceptance rate for
the trial points when iterating the aforementioned process.
As usual in sampling algorithms, the output produced by MultiNest can be treated
as a table with columns that contain the sample probability, the −2 log(L) value for a set
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of parameter values and each of these parameter values (a total of 2+Nparams columns).
One of the output files produced by pyMultiNest is a text file containing such table. The
sample probability is defined such that the following expressions hold when summing over
all the rows (i) in the aforementioned table. For a variable X which takes the values xi










− µ2X . (3.5)
Therefore, the covariance (Σ) and correlation (C) matrices are obtained from their stan-
dard definitions:










It should be noted that, if directly accessing the MultiNest output with its default config-
uration, a Bayesian interpretation of the fit results would be obtained. The Ipanema [78]
framework implements flat distributions for the priors of all parameters, which ensures, as
proven by the Bayes theorem, that the Maximum A Posteriori (MAP) coincides with the
Maximum Likelihood Estimate (MLE) that would be obtained performing a frequentist
analysis.
The application Superplot [79] provides the user with a convenient tool for making
one and two dimensional projections of the likelihood function, as well as with an interface
for an easy interpretation of the text files produced by pyMultiNest.
3.6 The PIDCalib package
As introduced in Section 2.2.2, the PID information is obtained by combining many
sub-detector responses. In most of the cases these may depend on the detector occupancy,
which varies from event to event, on the kinematics of the considered particles and on
many experimental conditions (the beam parameters, the gas pressure inside the RICH
or the physical alignment of all the involved systems, for instance), which may differ
among data-taking runs. Accounting for all these effects in simulation would be extremely
complicated and not always possible, therefore, the LHCb collaboration has decided to
use data-driven methods to characterise these PID variables. To do so, decays with
very clean signatures are used to obtain calibration samples of different stable charged
particles. These samples are considered PID-unbiased as the PID information itself is not
required for the identification or the particles involved. The PID efficiency is assumed to
depend and to be fully determined by some set of variables, in particular, track momentum
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and transverse momentum, pseudorapidity and the event multiplicity. The tracks in the
calibration samples are used to build efficiency maps in different bins of these variables,
the precise set of which as well as the granularity of the map is analysis dependent. The
Particle IDentification and Calibration (PIDCalib) [80] software package provides the user
with the necessary set of tools and calibration samples to build these maps, allowing for
the correct estimation of the efficiencies of the PID selection requirements applied to the
analysed data samples. Within the work presented in this thesis, the PIDCalib package
is used to correct for differences between real and simulated data samples before pursuing
the description of the detector acceptance with the latter.
3.7 Gradient Boost Reweighter
As commented in Section 3.1, the BDT technique may be used as classifier, this is, the
goal would be to identify the features that make two samples different and then classify
events according to their probability of belonging to one or another sample. The same
machinery can be used to achieve a regression-like behaviour, where the output weights
are computed such that one of the distributions (original) reproduces the features of the
other (target). If treating with one dimensional distributions, the relevant set of weights
can be obtained by simply dividing the original by the target histograms. However, if
the analysed sample has more dimensions, the correlations among variables need to be
accounted for, since achieving a good agreement between both distributions in several 1D
projections does not ensure compatible multidimensional distributions, as illustrated by
Figure 3.3.
The GBReweighter [81] method is available in the hep ml software package and pro-
vides the user with a convenient implementation of the algorithm for its use with the
regression-like behaviour.
Differences between data and simulation can be corrected for using the methods imple-
mented with the GBReweighter. For this, sWeighted data are used as target distribution
and official LHCb simulation productions, as original. The distributions of a set of vari-
ables are studied in both samples and this information is then used by GBReweighter
to produce the correction weights that will be applied to the simulated samples. As de-
tailed in Section 5.2.6, for the analysis presented in this thesis, this method is used to

































Figure 3.3: Illustration of two different distributions (uncorrelated and correlated 2D
Gaussian) that share identical 1D projections.
3.8 Generate a random multidimensional distribu-
tion of correlated numbers
The generation of correlated random numbers with a multi-dimensional Gaussian
distribution (defined by the collection of means, µj, and the covariance matrix, Cij, for
i dimensions) may be computed using linear algebra with matrices or, directly, with the
multivariate normal method available in NumPy [82].
If implemented using matrices, for each µj, its uncorrelated uncertainty can be iden-
tified with the square root of the corresponding eigenvalue (λi) in the diagonal space
(sdiagonalµi =
√
λi). This covariance matrix (C) has to be diagonalised to get to the diago-
nal space:
C = UDUT , (3.8)
being D the diagonal matrix generated with C’s eigenvalues (λi) and U , the matrix of
C’s eigenvectors. A random number following a Gaussian distribution with µ = 0 and
σ =
√
λi is generated and stored in a column vector R
diagonal. Finally, this vector needs
to be rotated back into the correlated space:
~R = U ~Rdiagonal. (3.9)
A new set of numbers (νj), randomised accounting for the correlations among them, can
be computed by adding to each µj (the original central value) a given shift Ri originated
from the uncorrelated uncertainty on µj.
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Selection of B0→ (π+π−)(K+π−)
candidates
The model introduced in Section 1.2 exclusively describes the distribution of B0 →
(π+π−)(K+π−) events, which implies that all the possible backgrounds need to be sub-
tracted or cancelled before performing the fit. The following sections describe the techni-
cal implementation and the physical motivations for the different analysis steps that are
needed in order to obtain such background subtracted data sample.
4.1 Characterisation of the simulated and real data
samples
As already mentioned, this analysis is performed with the full data sample recorded
by the LHCb experiment during its Run I period, corresponding to years 2011 and 2012,
an integrated luminosity of
∫
L = 945± 33 pb−1 and
∫
L = 2052± 102 pb−1 and centre-
of-mass energies of 7 and 8 TeV, respectively. These conditions need to be known to
the data-processing chain and reproduced during the generation of the simulated data
samples. This information is propagated to the Gauss framework by making use of
specific tags defining the experimental (CondDB) and the detector (DDDB) conditions.
Following the technical naming scheme that was introduced in Section 2.3, the 2012
(2011) data have been reconstructed (see Table 4.1) and stripped with DaVinci v33r8
using the Reco14-Stripping20r0p2 (Reco14-Stripping20r1p2) versions of the corresponding
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Table 4.1: Database tags used to process the data and simulated samples. For the sim-
ulated data, the CondDB tag indicates the “down” magnet polarity (md as opposed to
mu for the reversed polarity).





software packages. The same reconstruction and stripping versions are employed for the
corresponding simulated data samples.
Two different EvtGen models are used to generate the samples needed for the anal-
ysis, depending on whether or not the simulated B0 mesons decay through intermediate
resonances. If no constraints are applied, the decay model is referred to as PHSP and is
generated according to the phase-space density (Φ4) described in Equation 1.37. In the
case where the exclusive B0 → ρ0K∗0 channel is simulated, because of the characteristics
of the amplitude analysis, it is convenient to express the decay rate in terms of the helicity
formalism described in Section 1.2.2. This is implemented in the EvtGen SVV HELAMP
model, resulting in the decay rate
PDFV V ∝ (A0 cos θ12 cos θ34 +
A||√
2
sin θ12 sin θ34 cosφ+ i
A⊥√
2
sin θ12 sin θ34 sinφ)
×
(




where the lineshapes of the corresponding Breit-Wigner and phase-space distributions
have been described, together with the invariant mass propagators used in the analysis,
in Equations 1.40 and 1.41.
Two B0 → ρ0K∗0 simulated data samples, referred to as SVV HELAMP(1) and SVV -
HELAMP(2), were generated using different values for the set of generation parameters, Aλ,
which are listed in Table 4.2. The first sample was produced with a combination of Aλ
values such that the generation model evaluates to zero at φ = nπ (n, an integer). In order
to avoid this, the second set of parameters, used to generate SVV HELAMP(2), was chosen
to maximise the interference among the three (0, ||,⊥) waves in the decay amplitude and
therefore ensure full coverage of the phase space in the angular dimensions. Furthermore,
to achieve a better description of the acceptance in the 2-body invariant mass dimensions,
the B0 → ρ0K∗0 SVV HELAMP(2) and the PHSP (in bold in Table 4.3) simulated data
samples are merged following the technique described in Section 3.3. The total number
of generated events in each sample, which needed to compute the relative weight between
both distributions, is also included in Table 4.3.
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Table 4.2: Generation parameters used with the SVV HELAMP models for the B0 → ρ0K∗0
samples. For convenience, both helicity (Hi) and transverse (|Aλ|) amplitudes are quoted.
SVV HELAMP(1) SVV HELAMP(2)
(Hi,|Aλ|2) |Hi| Phase |Aλ|2 Phase |Hi| Phase |Aλ|2 Phase
(H0,|A0|2) 1. 0. 0.4142 0. 0.57735 0. 0.3333 0.
(H+,|A|||2) 1. 0. 0.5857 0. 0.8121 1.39 0.2969 1.30
(H−,|A⊥|2) 1. 0. 0. 0. 0.0846 -0.74 0.3699 1.47
Table 4.3: Number of generated signal events for each simulated sample.
Event type Signal Mode MC2011 MC2012
11104041 B0 → ρ(770)0K∗(892)0 (SVV HELAMP(1)) 3070994 4021486
11104042 B0 → ρ(770)0K∗(892)0 (SVV HELAMP(2)) 1780251 3811888
11104090 B0 → ρ(770)0K∗(892)0 (PHSP) 2036274 3997696
13104093 B0s → K∗(892)0K
∗
(892)0 (PHSP) 4141211 4161257
13104001 B0s → K∗(892)0K
∗
(892)0 (SVV HELAMP) 1004357 2037039
4.2 Event selection
In this section, the selection process for the analysed data sample is introduced. The
event selection is based on the decay topology of the B0 meson, where it decays into
two light vector mesons in a well defined secondary vertex (SV). Events fulfilling the
trigger requirements are first filtered by the BetaSBs2Q2Body4piLine stripping line, and
preselected with very soft PID and sanity cuts to allow the reconstruction of each light
meson under a given mass hypothesis. On top of this, remaining background events
are suppressed by performing a multivariate analysis using the BDT technique that was
described in Section 3.1. Since no significant differences were observed, the same pres-
election cuts have been used in both 2011 and 2012 data, although two different BDTs
were trained, one for each sample. Once the full selection has been applied, a fraction
of 0.1% of multiple candidates was found. Among these, the candidate with the highest
BDT output value was kept in the analysed sample.
4.2.1 Pre-selection: online and first offline requirements
Selected events were required to be triggered on signal (TOS) by the hadron trig-
ger (L0HadronDecision TOS) or triggered independent of signal (TIS) globally by the
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Table 4.4: Summary on trigger requirements.
Trigger lines








L0 trigger (L0Global TIS). Furthermore, all events are required to be TOS on the
HLT1TrackAllL0Decision tigger at the HLT1 stage, and at any of the 2-, 3- or 4-body
topological triggers used at the HLT2 level.
These trigger requirements are summarised in Table 4.4, where it can also be seen
that the only difference in the trigger path the events may follow appears at the L0 level.
This splitting will define the fitting categories: TIS events (note that the TIS&TOS overlap
is included here) and TOSnotTIS. By including the overlapping region with the TIS events,
the momentum spectrum in this sample is kept as complete as possible, and therefore,
the induced momentum bias is minimal.
The stripping of the studied mode has been performed with the quasi two-body
(Q2B) decay stripping line StrippingBetaSBs2Q2Body4piLine. This line mainly selects
B0 meson decay products by requiring a displaced secondary vertex and tracks with a high
transverse momentum and large impact parameter (IP). As it was mentioned, these are
the main signatures of the B0 meson decays, the SV being displaced due to the relatively
large life of the meson and the decay products having a large pT as a result of their low
mass as compared to the B0 meson. In particular, this line searches for a reconstructed
displaced vertex formed by four hadrons (reconstructed under a π hypothesis) for which
both pairs are satisfying the invariant mass and pT requirements: mππ < 1.1 GeV/c
2
and pT > 500 MeV/c for each track. The complete stripping selections are gathered in
Table 4.5.
Once events have been triggered and stripped, final state particles have to be well
identified in order to correctly reconstruct their invariant mass and achieve further discrim-
ination power. All the offline selections that are introduced in the following paragraphs
are summarised in Table 4.6.
The Probability Neural Network (ProbNN) [83] variables are giving the ID information
for each particle. These variables assign a probability (therefore, their value is restricted
to the range [0, 1]) for each particle to be a kaon (ProbNNK), a pion (ProbNNpi), a proton
(ProbNNp), an electron (ProbNNe) or a muon (ProbNNmu). In this analysis, the final state
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Table 4.5: Stripping selection requirements.
Variable Definition StrippingBetaSBs2Q2Body4piLine
B candidates selection cuts
Mass of B 4.5 < MB0 < 5.7 GeV/c
2
DIRA BPV DIRA > 0.99
IPχ2 wrt PV IPχ2 < 20
χ2/ndof of B vertex fit χ2/ndf(B0 vtx) < 12
Vector meson selection Cuts
Transverse momentum magnitude pT > 900 MeV/c
Momentum magnitude p > 1 GeV/c
Mass of the resonance candidate Mππ < 1.1 GeV/c
2
χ2/ndf of resonance vertex fit χ2(ππ) vtx < 12
Hadron selection Cuts
Minimal pT pT > 500 MeV/c
Track ghost probability GhostProb < 0.8
Track χ2/ndof χ2/ndf < 4
χ2IP wrt PV χ
2
IP > 16
particle with the highest ProbNNK value is assumed to be the kaon candidate, whereas the
three remaining particles are assumed to be pions. This identification allows to reconstruct
the two-body masses by matching up the assigned kaon with the oppositely charged pion
for the K∗(892)0 candidate and to merge the remaining pion pair to build the ρ0 candidate.
The exchange of the same sign pions does not produce a combination fulfilling the invariant
mass requirements on both quasi-two-body systems. Misidentified particles are reduced
by requiring each particle to be its assigned type with a probability larger than 0.2 (this
is, ProbNNk>0.2 for the kaon candidate and ProbNNpi>0.2 for the three pion candidates).
A fiducial requirement on the momentum of each track (pi < 100GeV) is applied as the
K/π separation power from the RICH drops dramatically above this threshold [84].
Further requirements are applied in order to reduce combinatorial backgrounds or
poorly reconstructed tracks. Decays with charmonium resonances are rejected by applying
a muon veto to each final state track. The secondary vertex is tighter defined and a large
flying distance is required for the B0 candidate. Moreover, all final state tracks are
required to have a large impact parameter, to leave some signal in the calorimeter and to
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Figure 4.1: 2-body invariant mass spectrum of mismatched K±π∓pairs. The ±20 MeV
window around the D0 peak is highlighted.
have a probability of being ghost tracks (artifacts from the tracking algorithms) smaller
than 50%.
This preselected data sample has a large contribution originating from B0 decays to a
π± and an oppositely charged D∓ meson, where this charmed meson decays into K±π±π∓,
thus mimicking the signal. Contamination from other decay modes proceeding via broad
3-body resonances (like a1(1200)
− → π+π−π−) is also possible. These events are removed
from the analysed sample by imposing | cos(θππ)| <0.8, as the angular spectrum of these
3-body resonances peaks on the edges of the cos(θππ) variable. In addition, a significant
background contribution coming from the B0 → D0(K+π−)π+π−(X) decay is seen when
studying mismatched pairs of the final state particles. In these cases, the D0 meson is
reconstructed with the kaon candidate and the opposite charged pion which was firstly
assumed to be originated in the ρ0 decay. In order to minimize this background source,
these events are reconstructed under the correct matching hypothesis and, again, those
falling within a mass window of 20 MeV/c2 around the best known mass of the D meson
(1864.84 ± 0.05 MeV/c2 [5]), are rejected. The effect of this cut in the 2-body invariant
mass spectrum for the mismatched K±π∓pairs can be seen in Figure 4.1.
4.2.2 Multivariate analysis
As anticipated in Section 3.1, in this analysis the TMVA toolkit was used to exploit
machine learning techniques to discriminate between signal and background. The different
multivariate methods provided in this package are trained by defining two data samples,
one of signal events and the other with a background like composition. The usual choice
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Table 4.6: Off-line preselection cuts. The particle with the highest ProbNNK among the
four final state tracks is assumed to be the K candidate.
Variable definition Requirement
Fiducial requirements
Track momentum allTracks p < 100 GeV
Any calorimetry signal allTracks PIDk > −500
SV isolation B0 SMALLESTDELTACHI2 > −1
SV quality B0 DOCA ∈ [0, 0.5] mm
PV sanity requirement B0 IPCHI2 OWNPV > 0
PV sanity requirement B0 FDCHI2 OWNPV > 0
PV sanity requirement B0 FD OWNPV < 50 mm
B0 pointing to PV B0 IP OWNPV < 0.2 mm
PID requirements
K candidate ID ProbNNk > 0.2
π candidates ID ProbNNpi > 0.2
µ ID veto allTracks isMuon == 0
Invariant mass requirements
4-body m(Kπππ) > 4800 MeV
2-body m(Kπ) ∈ mK∗(892) ± 300 MeV
D∓ veto Abs(m((K±π∓)π1,2ρ ) - mD∓) > 40 MeV
D0 veto Abs(m(K±π∓ρ ) - mD0) > 20 MeV
consists of a simulated data sample to describe the signal and a sample composed of real
data events that will not be included in the analysis but are mimicking the expected
background in the surroundings of the signal region.
The right side band (SB) (M(Kπππ) > 5540MeV) of each four-body mass spectrum
was used as the background sample to train the BDTs (one for 2011 data and other for
2012), while the signal samples were the corresponding simulated data for the B0 → ρ0K∗0
(the SVV HELAMP(1) sample was used, for historical reasons). Both samples were randomly
split in two, using one of the sub-samples for training and the other for testing the BDT
(these samples are composed of 27791 events for the 2011 BDT and of 34440 for the 2012
one). The discrimination power of the BDT is achieved by using kinematic and topological
variables, which have been shown to work best against the combinatorial background.
Table 4.7 shows the variables used in the BDT, together with a short description
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Table 4.7: Kinematical and topological variables used in the BDT.
Variable Description
log10(B0 PT) B0 transverse momentum
log10(Rho lessIPS) less (π±||π∓) IP significance w.r.t the PV
log10(Kst lessIPS) less (K±||π∓) IP significance w.r.t the PV
B0 IPCHI2 OWNPV B0 IP significance w.r.t the PV
B0 ENDVERTEX CHI2 SV vertex fit
log10(B0 FDCHI2 OWNPV) B0 flying distance w.r.t its PV
log10(2.+B0 SMALLESTDELTACHI2) Isolation of the SV
of each. Topological variables were chosen such that a clearly displaced and well recon-
structed SV is appearing in the event. This is enhanced by requiring the two light vector
mesons to have a large impact parameter and by taking into account the goodness of the
SV fit (with its χ2 value) and its isolation (distance to the closest track not belonging to
the decay vertex, with the SMALLESDELTACHI2 variable). In addition, the B0 meson pT,
its flying distance, and its IP value were considered.
The distribution of the variables considered in the BDT for the 2011 (2012) signal
and background samples can be seen in Figure 4.2 (Figure 4.3), while Figure 4.4 shows
the correlation matrices for the variables used in the BDTs. The different correlation
for a given variable between signal and background, as well as the non-linearity of the
correlations between these variables, justifies employing a multivariate BDT technique.
As explained in Section 3.1, an overtraining test has to be performed to ensure the stability
of the BDT response. This check (performed through a Kolmogorov-Smirnov test), as well
as the output BDT classifier distribution, can be seen in Figure 4.5, where the classifier
value for the test sample is drawn superimposed to its value in the training sample for
both BDTs. No signs of overtraining are observed in any of the classifiers.
4.2.3 Choice of the PID and BDT working points
The final goal of the analysis is to perform a fit in a background subtracted sample,
which will be obtained using the sPlot technique on the m(K±π∓π±π∓) invariant mass
distribution. This method works best when used against the combinatorial background,
but is harder to control if many other background contributions have to be accounted
for. Therefore, a requirement on the BDT output value, BDTcut=0.06, was chosen such
that the efficiency on the training/testing background samples is ∼1% (see Figure 4.6)
while it remains ≥90% for the signal. This was found to be a good compromise between
low signal loss and low contribution from the combinatorial background for the 4-body
invariant mass fit. Figure 4.7 shows that this requirement is very close to the optimal
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choice in terms of estimated signal purity and significance. The PID selection criterium
was chosen to minimise the number of peaking background contributions that will have
to be accounted for in the 4-body invariant mass fit. Different combinations of pions,
kaons and protons, from either B0, B0s or Λ
0
b decays, are expected in the analysed data
sample. These background components are reduced to negligible contributions (with two
exceptions, commented below) by requiring:
• Kaon: (preselection cut, ProbNNk>0.2) and ProbNNk×(1-ProbbNNpi)>0.3
• Pions: (preselection cut, ProbNNpi>0.2) and ProbNNpi×(1-ProbbNNk)>0.3
The requirement on the kaon candidate removes four pion contributions (like the origi-
nated from B0 → ρ0ρ0 decay), while any combination in which a φ(→ K+K−) meson
is present is very suppressed by both the PID constraints on the pions and the consid-
ered 2-body invariant mass windows. A contribution from the Λ0b → (K−π+)(pπ−) decay
remains present in the analysed data sample after this selection and a dedicated PID re-
quirement (ProbNNp<0.35) is used to strongly suppress it. This requisite on the ProbNNp
value is placed only on one of the pions used to build the ρ0 candidate, as the other
match lies outside the considered 2-body invariant mass ranges. Contributions from the
Λ0b → pπππ mode were searched for and not observed under their correct mass hypothesis
(either proton to kaon misidentification or double proton to pion and kaon to pion). It
was found that all except for the combinatorial contribution and a B0s → (K+π−)(K−π+)
component could be neglected in the nominal model for the 4-body invariant mass fit
by applying the full selection discussed above. Figure 4.8 shows where these PID re-
quirements are on a background rejection versus signal efficiency plot, together with a
comparison with the achieved performance when using one of the ProbNN variables alone,



























































































Figure 4.2: The distributions in the signal and background samples of each input variable
to the 2011 BDT are shown. Variables are appearing in the same order as in Table 4.7.
Simulated data were employed as the signal sample (blue) while one of the sub-samples
from the right side band of the four body invariant mass spectrum was used as background
(red).
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Figure 4.3: The distributions in the signal and background samples of each input variable
to the 2012 BDT are shown. Variables are appearing in the same order as in Table 4.7.
Simulated data were employed as the signal sample (blue) while one of the sub-samples
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Figure 4.4: Correlation coefficients between the input variables for signal (left) and back-
ground (right) for the 2011 (top) and 2012 (bottom) BDTs.


























Figure 4.5: BDT classifier output and overtraining test for the 2011 (left) and 2012
(right) samples. In the figure, the BDT response is shown in blue for signal (simulated
data) and red for background in both samples, the training samples are represented with
small markers and the testing ones with filled histograms. The results of the Kolmogorov-
Smirnov tests are, for 2011 and 2012 BDTs, respectively: signal (background) probability:
0.93 (0.700) and signal (background) probability: 0.541 (0.587).
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Figure 4.6: Efficiency selecting background events in the background sample used in the
BDT testing as a function of the requirement applied in the BDT variable. The result for
2011 (2012) is shown in the left (right) plot. The threshold that reduces this efficiency
to a ≤ 1% value is set as our working point. This cut has a efficiency on both (2011 and
2012) signal samples greater than 90%.
BDTcut
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Figure 4.7: BDT cut working point with respect to: the signal efficiency, the combinatorial
background rejection and the signal significance and purity times significance figures of





































Figure 4.8: B0s → K∗(892)0K
∗
(892)0 background rejection versus B0 → ρ0K∗0 signal
efficiency as a function of the PID cut applied in both simulated data samples. Events
are required to be truth-matched (TRUE ID) and fulfil all the selection criteria. The result
obtained from the 2011(2012) simulated data samples is shown on the left (right).
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4.3 Backgrounds subtraction
Once the event selection is applied, the analysed data sample is highly dominated by
signal events. However, two background components with non negligible contributions re-
main present. These are the combinatorial background and the B0s → K∗(892)0K
∗
(892)0
reflection. While for the former the sFit technique is expected to perform accurately
and completely subtract these events, the latter requires a bit more elaboration. There
are two main reasons for the B0s → K∗(892)0K
∗
(892)0 component implying extra work.
First, the kaon to pion misidentification shifts the reconstructed mass of these events
into the complicated region between the B0 and B0s signal peaks; and, second, the
B0s → K∗(892)0K
∗
(892)0 shape in theK±π∓π±π∓ invariant mass spectrum is wide enough
not to allow the fit to be accurate in the determination of its yield. The strategy used to
cancel the B0s → K∗(892)0K
∗
(892)0 contribution consists of the use of simulated events,
injected to the data sample with negative weights, thus effectively removing this back-
ground component. The sFit procedure can be applied as usual afterwards to suppress
the combinatorial background. Details on the procedure followed are given below.
4.3.1 Treatment of the B0s → K∗(892)0K
∗
(892)0 reflection
The B0s → K∗(892)0K
∗
(892)0 decay mimics the B0 → ρ0K∗0 as for what kinematic
and topological distributions are concerned. This includes all the variables that were used
in the BDT which was, indeed, trained to prefer a generic quasi-two-body decay over a
random combination of tracks. Although a slight preference from the BDT to select
events matching the B0 → ρ0K∗0 kinematics is expected (due to the simulated data
sample used in the training), the final composition of the selected data sample will be
mostly determined by the imposed PID requirements. This implies that a good estimation
on the number of B0s → K∗(892)0K
∗
(892)0 events present in the analysed data sample
(Sample1) has to be obtained. This is accomplished using the following strategy:
1. Choose PID cuts corresponding to the KπKπ final state (PIDKπKπ, from Table 4.8),
while leaving the rest of selection cuts untouched. This defines Sample2.
2. Fit the resulting four body invariant mass spectrum, m(K+π−K−π+), accounting
for the B0s → K∗(892)0K
∗
(892)0 , B0 → K∗(892)0K∗(892)0 , missID B0 → ρ0K∗0
and the combinatorial background.
3. Obtain the B0s → K∗(892)0K
∗
(892)0 yield in Sample2 (NBs→KπKπ|PIDKπKπ) from
the previous fit.
4. Compute the ratio of theB0s → K∗(892)0K
∗
(892)0 selection efficiencies (that reduces
to ratio of PID efficiencies) between Sample1 (PIDKπππ) and Sample2 (PIDKπKπ).
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Table 4.8: Definition of the PID selection cuts PIDKπππ and PIDKπKπ, used in Sample1
and Sample2, respectively. To further suppress the B0 → ρ0K∗0 component in Sample
2, the PID requirement on the second kaon (particle 3) is tightened with respect to its
nominal value.
PIDKπππ PIDKπKπ
Sample1≡ B0(s) → (Kπ)(ππ) Sample2≡ B0(s) → (Kπ)(Kπ)
particle1 ProbNNK(1-ProbNNpi)> 0.3 ProbNNK(1-ProbNNpi)> 0.3
particle2 ProbNNpi(1-ProbNNK)> 0.3 ProbNNpi(1-ProbNNK)> 0.3
particle3 ProbNNpi(1-ProbNNK)> 0.3 ProbNNK(1-ProbNNpi)> 0.45
particle4 ProbNNpi(1-ProbNNK)> 0.3 ProbNNpi(1-ProbNNK)> 0.3
5. Obtain the B0s → K∗(892)0K
∗
(892)0 yield in Sample1 (NBs→KπKπ|PIDKπππ) as a





The aforementioned efficiencies can not be directly obtained from the available simu-
lated samples as the PID distributions are known to be mismodelled. The reason for this
effect and some other details are discussed, along with the systematic effects they may
induce in the analysis, in Section 5.2. To solve this, the PIDCalib [80] software package
has been developed and is maintained by the PID physics performance working group of
the LHCb collaboration, providing a set of tools (briefly described in Section 3.6) that
allow these effects to be corrected for.
Both sets of PID cuts are summarized in Table 4.8. Their efficiencies on the
B0s → K∗(892)0K
∗
(892)0 samples are computed using the PIDCalib software package,
the results of these computations are shown in Table 4.9 and were obtained with the
binning scheme detailed in Table 4.10. It should be noted that the aim for Sample2 was
to obtain the cleanest possible B0s → K∗(892)0K
∗
(892)0 sample. Therefore, the PIDKπKπ




Figure 4.9 shows the fit to the (K±π∓)(K∓π±) invariant mass spectra, for 2011 and
2012 data, together with the different components that were considered in the fit. Two
Hypatia [85] functions are used to fit the B0 and B0s peaks, the shape of both functions
being the same and all their parameters, except their means, being fixed to those obtained
from a fit to simulated data. Despite the tight PID cuts, B0 → ρ0K∗0 events pollute this
sample, and a Crystal Ball (CB) [86] distribution is used to model this component. Except
for its mean value, the rest of the CB parameters are also taken from simulation. The
results of these fits to simulated data, both for the Hypatia and the Crystal Ball functions,
are shown in Figures 4.10, 4.11 and Table 4.11.
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Figure 4.9: Fits to the (K±π∓)(K∓π±) invariant mass spectra, for 2011 (left) and 2012
(right) data, in Sample 2. The B0s → K∗(892)0K
∗
(892)0 is shown in light green, the
B0 → K∗(892)0K∗(892)0 in red and the broad pollution below the peaks (dark blue)
corresponds to the remaining B0 → ρ0K∗0 events in these samples.
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Figure 4.10: Hypatia fit to the B0s → K∗(892)0K
∗
(892)0 simulated samples, corresponding
to 2011 and 2012 conditions, are shown in the left and right plots, respectively. The same
set of parameters is used to describe the B0s and the B
0 line shapes.
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Figure 4.11: CB fit to the B0 → ρ0K∗0 simulated data reconstructed as K±π∓K∓π±,
2011 and 2012 samples are shown in the left and right plots, respectively.
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B0 → ρ0K∗0 simulated data samples. These efficiencies were computed splitting the sam-
ple by year and magnet polarity (as required by the PIDCalib software). The samples are
only separated according to the year for the final computation (averaged in magnet polar-
ity). The correction histograms were built in terms of the momentum and pseudorapidity
of each track.
Sample|Cut 2011 (%) 2012 (%)
B0 → ρ0K∗0 |ε(PIDKπππ) 67.35 67.39
B0 → ρ0K∗0 |ε(PIDKπKπ) 0.074 0.086
B0s → K∗(892)0K
∗
(892)0 |ε(PIDKπππ) 10.22 9.90
B0s → K∗(892)0K
∗
(892)0 |ε(PIDKπKπ) 5.75 5.90
The estimated B0s → K∗(892)0K
∗
(892)0 yields shown in Figure 4.9 were averaged in
Flavour&Trigger categories due to the smallness of the samples. In order to estimate
this yield per fitting category, the fractions of N(TIS)/N(TOSnotTIS) and of N(B)/N(B)
found in the B0s → K∗(892)0K
∗
(892)0 simulated data are assumed to hold for real data.
The final number of events that will be subtracted from each sub-sample is shown in
Table 4.12.
To properly cancel this contribution, helicity angles and 2-body invariant mass dis-
tributions from the pure phase space simulated sample are weighted with a PDF whose
physical parameters are taken from the LHCb analysis of the B0s → K∗(892)0K
∗
(892)0






cos θ1 cos θ2 +
A||√
2ΓL









(cos θ1M1(m1)M′(m2) + cos θ2M0(m1)M1(m2))
− As−√
6ΓL





where M1(mi) ≡ BW (mi, L = 1) and M0(mi) ≡ LASS(mi) from Section 1.2.2 and the
physical amplitudes are multiplied by the lifetime of each mass eigenstate, ΓL or ΓH , to
account for the fact that the PDFK∗K∗ is time-integrated.
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Table 4.10: Binning scheme used to run the PIDCalib software. Alternative schema were
investigated and no significant changes on the PID efficiencies were seen.













4.3.2 sPlot technique applied to the combinatorial background
As explained in Section 3.2, the use of this method requires the variable in which the
sFit is performed to be uncorrelated with the final analysis variables. This requirement
was proven to be fulfilled in this analysis by plotting the four-body invariant mass in
bins of each of the analysis variables (m1(2), cos θ1(2), φ). The relevant plots are shown in
Figures 4.12 and 4.13. No significant correlations were found, proving the usability of the
sFit technique for this analysis.
Once the B0s → K∗(892)0K
∗
(892)0 component has been suppressed, the sFit tech-
nique is used to effectively cancel the combinatorial background. The four body invariant
mass spectrum limits are redefined leaving the partially reconstructed backgrounds out-
side of the fitted region and the yields of each component are the only free variables in the







i to account for the known shortcoming of the sFit method of
underestimating the statistical uncertainties [72].
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Table 4.11: Values for the parameters defining the Hypatia and CB shapes in the
M(KπKπ) invariant mass spectrum. The B0s → K∗(892)0K
∗
(892)0 and B0 →
K∗(892)0K
∗
(892)0 line shapes are modelled with two identical Hypatia functions, except
for their mean values (µB0s = µB0 + 87.13 [5]). The B
0 → ρ0K∗0 reflection is parametrised
with a CB.
Hypatia CB
2011 2012 2011 2012
µ 5369.08 ± 0.72 5367.88 ± 0.76 5347.26 ± 0.54 5348.26 ± 0.41
σ 15.54 ± 2.25 15.86 ± 0.66 27.35 ± 0.33 28.3 ± 0.25
a1 1.63 ± 0.29 2.16 ± 0.33 −0.39 ± 0.01 −0.4 ± 0.01
n1 2.71 ± 2.37 2.09 ± 1.03 8.82 ± 1.9 9.26 ± 1.51
a2 1.55 ± 0.22 1.78 ± 0.3 - -
n2 13.81 ± 7.88 3.84 ± 2.08 - -
λ −7.08 ± 6.14 −14.0 ± 3.9 - -
Table 4.12: Number of B0s → K∗(892)0K
∗
(892)0 events to be subtracted from each sub-
sample according to the fitting categories splitting. The fraction of events per category is
also shown.
Sample≡ B 2011 2012
TIS TOSnotTIS TIS TOSnotTIS
(%) 27.02 23.68 26.15 23.87
NBs→KπKπ 100 89 156 144
Sample≡ B 2011 2012
TIS TOSnotTIS TIS TOSnotTIS
(%) 25.96 23.32 26.76 23.21
NBs→KπKπ 96 85 162 144
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Figure 4.12: Four-body invariant mass distribution in bins of cos θ(ππ), cos θ(Kπ) and φ.
The binning schema are: abs(cos θ(ππ)) = [0., 0.4], [0.4, 0.6], [0.6, 0.8], abs(cos θ(Kπ)) =
[0., 0.4], [0.4, 0.6], [0.6, 0.8], [0.8, 1.] and π/2 intervals in φ. For each plot, the distribution















Figure 4.13: Four-body invariant mass distribution in bins of 250 MeV/c2 in each of the
2-body invariant masses, m(ππ) and m(Kπ). For each plot, the distribution in bin number
[1,2,3,4] is drawn with a solid [black,red,green,blue] line, respectively.
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4.4 Four-body invariant mass fit model
As introduced in Section 1.3, the four-body invariant mass spectrum is studied in
order to obtain a background subtracted data sample, which will be used as input to
the amplitude fit. Despite having fulfilled all the selection requirements, the candidates
originating from the random combination of tracks (combinatorial background) do not
show any peaking structure in the four-body invariant mass spectrum, much unlike gen-
uine signal candidates. This characteristic maximises the efficiency of the sPlot technique
when used to cancel the combinatorial background contribution and motivates the char-
acterisation of all the contributions to this spectrum, which are described below.
4.4.1 Possible contributions to the spectrum
Once the full selection has been performed, the resulting sample is dominated by
signal events. However, some contributions from misidentified particles, partially recon-
structed and combinatorial backgrounds remain. In addition, during the analysis process,
contributions from known decay channels were searched for in order to stablish whether
their polluted the signal sample or not. The different shapes used to describe these com-
ponents in the fit are also discussed.
• B0→ (π+π−)(K+π−): the signal peak is modelled with an Hypatia distribution,
which is a generalisation of the so-called Crystall-Ball function that marginalises
over the per-event mass resolution on the experimental distribution, improving the
description of the no-longer Gaussian core of the CB function. Its parameters,
except for the mean (µB) and sigma (σ) are fixed to the values obtained in a fit
to simulated events (see Section 4.4.2), fulfilling the same selection criteria as real
data.
• B0s → (π+π−)(K−π+): the B0s and B0 peaks may be accurately described by the
same set of Hypatia parameters, provided that the central value of the distribution is
shifted to account for the invariant mass difference between both mesons (mB0s−mB0
= 87.13 ± 0.19 MeV/c2 from the PDG [5]).
• Partially reconstructed background: all the decays in which a final state par-
ticle is missed can be described as a single contribution. Its shape can be param-
eterised with an ARGUS [88] function convolved with a Gaussian distribution, to
consider resolution effects. The sigma of the Gaussian distribution is shared with the
one from the signal Hypatias. The kinematic distributions of these events are highly
correlated with those from the signal, which prevents the use of the sPlot technique
to remove this contribution. Therefore the M(K±π∓π±π∓) < 5200 MeV/c2 region
is excluded from the nominal fit. Nonetheless, a control fit in the full invariant
mass range is performed to ensure a good understanding of the components of the
spectrum. Figure 4.14 and Table 4.13 show the results of this check.
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• Combinatorial background: this contribution originates from the random com-
bination of four tracks fulfilling all the selection criteria whose invariant mass value
falls within the considered range in the analysis. As anticipated, this contribution
does not have any peaking structure and it is therefore modelled with an exponential
function, whose yield and decay parameter are allowed to float in the fit. Again,
different values of these two parameters are allowed for each Year||Trigger sample.
• B0s → (K+π−)(K−π+): before employing negative weights to remove this back-
ground, the performance of the sPlot technique to remove this component was
checked. For this, the invariant mass shape of these events was modelled with a
CB distribution whose parameters are obtained from a fit to the corresponding sim-
ulated sample, once all selection criteria have been applied. The projections and
numerical results of these fits are shown in Figure 4.16 and Table 4.15, respectively.
• Λ0b → pπKπ: this background component spans widely in the upper side of the
four-body invariant mass spectrum, which hinders its effective separation from the
combinatorial background contribution. This motivated the use of a dedicated PID
requirement on one of the final state pions used to build the ρ0 candidate, as ex-
plained in Section 4.2.3.
• Other exclusive channels: with the exception of the PID requirements, the se-
lection that has been applied to the data sample favours any type of 4-body decays
in the quasi-two-body approach, mostly due to the topological constraints applied.
Therefore, contributions from decays such as Bs → ρ0ρ0 or B0 → φK∗(892)0 were
included in the fit and the results compared before and after the PID criteria. It
was concluded that these components were reduced to negligible levels with the PID
selection. The shapes of the relevant distributions were taken from fits to simulated
samples of each of the studied decay modes.
The baseline of the four-body invariant mass model is therefore composed of the
B0 → ρ0K∗0 , Bs → ρ(770)0K∗(892)0 and the combinatorial background contributions,
as the partially reconstructed backgrounds need to be removed from the analysed sample
in order to fulfil the requisites for using the sPlot technique.
4.4.2 Shapes of the B0 and B0s signal peaks from simulation
The SVV HELAMP(1) sample was split according to Year||Trigger categories and the
parameters describing the Hypatia function were obtained from the corresponding fits to
the simulated data sample. These values are then used as a fixed input for the four-body
invariant mass fit to describe the B0 → ρ(770)0K∗(892)0 and Bs → ρ(770)0K∗(892)0
peaks (note that the sigma and the mean value of the peaks are not shown, as their
values are taken from data not from simulation). The results of these four fits are shown
in Figure 4.15 and in Table 4.14.
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Figure 4.14: Fit to M(Kπππ) including the partially reconstructed background. The
parameters of the combinatorial background and the mass and width of the signal peaks
are fixed to the values obtained in this fit in order to obtain the sWeights.
As the amplitude fit is performed in 8 (Flavour||Year||Trigger) categories, in
order for the sWeights to be correctly normalised, the four-body invariant mass fit must
be split accordingly. However, there is no reason for the Hypatia parameters to depend
on the flavour of the B0 meson, so only four sets of parameters (for the trigger and year
categories) are determined from simulation. Table 4.14 shows the four (Year||Trigger)
sets of Hypatia parameters used to describe this contribution.
4.4.3 Four-body invariant mass fit results
The fit described in the previous sections is used to extract one set of sWeights for
each fitting category. A two-step strategy is used: first, the fit shown in Figure 4.14
is performed letting all the parameters (mean value of the signal peak, its width, the
combinatorial and partially reconstructed backgrounds parameters and all the yields)
free to vary. On the second step, all parameters except the yields are fixed to the results
obtained in the first fit and the low mass limit is shifted up to 5190 MeV/c2. The sWeights
are obtained from this last fit. Figure 4.17 shows this last fit results for the B0 and B
0
datasets, respectively. Table 4.16 shows the results obtained for each free parameter in
each of the eight fits. For completeness of the results, the direct raw CP asymmetry
in B0 → (K+π−)(π+π−) events is computed below (only the statistical uncertainty is
reported) using the results reported in Table 4.16:
AB→KπππrawCP =










AB→KπππrawCP = −0.011± 0.010 (4.4)
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Table 4.13: Results from the fit to M(Kπππ) including the partially reconstructed back-
ground.
Common parameters
mB0 5284.63 ± 0.21
σ 19.46 ± 0.26
TIS TOSnotTIS TIS TOSnotTIS
pcomb −0.00447 ± 0.00013 −0.00481 ± 0.00018 −0.00485 ± 9e-05 −0.00475 ± 0.00012
B
2011 2012
TIS TOSnotTIS TIS TOSnotTIS
N(B0) 1111 ± 40 742 ± 33 2771 ± 64 1704 ± 50
N(B0s ) 15 ± 10 20 ± 8 86 ± 16 43 ± 12
N(comb) 2050 ± 72 1095 ± 55 4333 ± 112 2631 ± 87
N(Part.) 500 ± 53 410 ± 42 1350 ± 87 849 ± 67
N(B0s → K∗K
∗
) 88 ± 29 115 ± 26 51 ± 45 131 ± 39
Bbar
2011 2012
TIS TOSnotTIS TIS TOSnotTIS
N(B0) 1133 ± 40 768 ± 32 2876 ± 66 1707 ± 50
N(B0s ) 0 ± 8 9 ± 7 55 ± 15 11 ± 10
N(comb) 1827 ± 69 1162 ± 55 4500 ± 113 2542 ± 83
N(Part.) 622 ± 53 330 ± 41 1311 ± 87 769 ± 63
N(B0s → K∗K
∗
) 99 ± 29 39 ± 22 7 ± 140 131 ± 37
Table 4.14: Hypatia parameters used to describe the B0 → ρ0K∗0 and B0s → ρ0K∗0 peaks.
Variables 11TIS 11TOSnTIS 12TIS 12TOSnTIS
a1 2.31 ± 0.16 2.18 ± 0.13 2.15 ± 0.09 2.21 ± 0.07
a2 3.03 ± 0.18 2.72 ± 0.26 2.92 ± 0.13 2.76 ± 0.19
λ −4.02 ± 0.49 −6.02 ± 1.07 −4.83 ± 0.57 −5.16 ± 0.79
n1 1.61 ± 0.40 1.82 ± 0.43 2.20 ± 0.29 2.12 ± 0.22
n2 2.19 ± 0.34 2.07 ± 0.43 2.04 ± 0.22 2.66 ± 0.40
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Figure 4.15: Fits to simulated B0 → ρ0K∗0 events per Year||Trigger categories. Results
for 2011(12) are shown on the top (bottom) row, with the TIS(TOSnotTIS) on the left
(right)side. The fitted values are shown in Table 4.14.
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Figure 4.16: Fit to simulated B0s → K∗(892)0K
∗
(892)0 events per Year categories
(2011MC on the left and 2012MC on the right). The fitted values are shown in Table 4.15.
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m 5320.69 ± 0.78 5319.38 ± 0.61
σ 23.87 ± 0.58 26.92 ± 0.48
a 1.11 ± 0.07 1.31 ± 0.06
l 1.38 ± 0.15 1.18 ± 0.10
Table 4.16: Results of the simultaneous fit to the 8 Flavour||Year||Trigger categories.
The values for the B meson mass, its σ and the parameters describing the combinatorial
background are fixed to their fitted values according to this table before performing the
sPlot.
Fixed parameters
mB0 5284.63 ± 0.18
σ 17.59 ± 0.17
TIS TOSnotTIS TIS TOSnotTIS
pcomb −0.00441 ± 0.00055 −0.00557 ± 0.00087 −0.00452 ± 0.00040 −0.00559 ± 0.00057
B
2011 2012
TIS TOSnotTIS TIS TOSnotTIS
N(B0) 985 ± 34 615 ± 27 2451 ± 54 1422 ± 41
N(B0s ) 20 ± 9 7 ± 5 62 ± 13 30 ± 9
N(comb) 249 ± 23 134 ± 17 487 ± 35 250 ± 24
Bbar
2011 2012
TIS TOSnotTIS TIS TOSnotTIS
N(B0) 1013 ± 34 620 ± 26 2521 ± 53 1439 ± 40
N(B0s ) 4 ± 7 6 ± 4 46 ± 13 12 ± 7
N(comb) 204 ± 22 69 ± 12 437 ± 32 220 ± 23
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In this Chapter the details of the amplitude analysis of the B0 de-
cay to the (π+π−)(K+π−) final state in the two-body invariant mass windows
300 < m(π+π−) < 1100 MeV/c2 and 750 < m(K+π−) < 1200 MeV/c2 are presented. In
the considered (π+π−) invariant-mass range the vector resonances ρ0 and ω are expected
to contribute, together with the scalar resonances f0(500), f0(980) and f0(1370). The
(K+π−) spectrum is dominated by the vector K∗(892)0 resonance, but contributions due
to the nonresonant (K+π−) interaction and the K∗0(1430)
0 state will also be accounted
for.
Section 5.2 is devoted to discuss the systematic uncertainties, including their nature
and estimating their impact on the reported measurements. By performing the amplitude
fit, a measurement of the CP asymmetries for the different amplitudes is made, whereas
no attempt is done to measure the overall branching fraction or the global direct CP
asymmetry. The focus of the analysis is on the polarisation fractions of the vector-vector
modes as well as the relative phases of the different contributions. The discussion of these
results closes the chapter.
5.1 Engine of the 5D fit
In this section, practical and implementation details regarding the fitting PDF intro-
duced in Section 1.2.2 are discussed. The strategy followed to deal with the acceptance
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effects is explained and the fitting framework is validated in terms of fits to simulated
data samples and the study of pseudoexperiments (or toy MC) generated with the fitting
PDF.
5.1.1 Acceptance effects
The angular distributions are affected by selection requirements and by the detector
geometry, and thus the angular acceptance must be determined. Its analytical form is
unknown and it is expected to depend on all the kinematic variables in a complicated way.
In order to account for its effects the normalisation weights method [73] is commonly used
in LHCb analyses.














It can be noted that 105 complex numbers have to be calculated in order to use this
method. These correspond to 210 real parameters that should be obtained from integrals
(approximated by sums) performed with the events in the simulated data sample.
In order to get a better description of the considered phase space (wider than that
populated by the ρ0 and K∗(892)0 resonances), the two simulated data samples docu-
mented in Section 4.1 are combined following the method described in Section 3.3.
As introduced in Equation 3.4, the normalisation weights represent integrals in the
5D space. These are needed to perform the fit, but, in order to visualise 1D distributions
(or to generate toy experiments), 4D integrals are required instead. Model visualisation
can be achieved by reweighting the simulated data samples with the set of amplitudes
resulting from the fit, however, toy MC experiment generation requires an analytical
treatment of the acceptance. For this purpose, a factorised acceptance is defined as:
ε(X) ∼ ε1(cos θ12) · ε2(cos θ34) · ε3(φ) · ε4(m12) · ε5(m34), (5.2)
where each term can be extracted from a fit to the correspondent projection of the simu-
lated events, provided that the generation model has been accounted for. The approxima-
tion ε3(φ) = ε4(m12) = ε5(m34) = C is applied, as the 1D projections of the acceptance
(see Figure 5.1) are reasonably flat. On the other hand, ε1(cos θ12) and ε2(cos θ34) are
parametrized with a 4th-order polynomial depending on, respectively, cos θ12 and cos θ34.
The function ε2(cos θ34) is expected to be asymmetric due to the K/π mass difference. On
the other hand, ε1(cos θ12) should have been symmetric, as both particles in m12 are pions.
However, since there is a requirement (removal of D decays) on the mismatched (K±π∓)
pairs, the cos θ12 spectrum becomes asymmetric too. Both acceptances are parametrised
as:
ε(θij) = 1 + a · cos θij + b · cos2 θij + c · cos3 θij + d · cos4 θij, (5.3)
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M(ππ) [MeV/c2]
































































































































0.2 Acc. comparison 
TIS
TOSnotTIS
Figure 5.1: Projections of the LHCb acceptance on the two-body invariant masses and
the angle φ, split by year, 2011 (left) and 2012 (right) and trigger category (TIS in red
and TOSnoTIS in blue). The used simulated data sample was the combination of SVV -
HELAMP(2) and phase space. These projections have illustrative purposes only, as the




















































































Figure 5.2: Projections of the LHCb acceptance on the cosθKπ and cosθππ variables per
year and trigger categories. The simulated data sample used was the combination of SVV -
HELAMP(2) and phase space. This shape is parametrised with a fourth order polynomial
only for visualisation purposes. The results for the fits are shown in Table 5.1.
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Table 5.1: Coefficients of the fourth-order polynomials used to describe the factorised
acceptance in cos θ12 and cos θ34.
2011
TIS TOSnotTIS
cos θ12 cos θ34 cos θ12 cos θ34
a −0.087±0.054 −0.336±0.042 −0.133±0.076 −0.182±0.056
b −0.40 ±0.19 −0.44 ±0.10 0.21 ±0.26 0.06 ±0.15
c 0.10 ±0.13 −0.124±0.060 0.15 ±0.18 −0.342±0.081
d −0.66 ±0.33 −0.14 ±0.11 −0.96 ±0.46 −0.56 ±0.17
2012
TIS TOSnotTIS
cos θ12 cos θ34 cos θ12 cos θ34
a −0.042±0.040 −0.347±0.030 −0.111±0.058 −0.077±0.043
b −0.71 ±0.14 −0.693±0.075 0.33 ±0.20 0.02 ±0.11
c 0.049±0.092 −0.062±0.042 0.25 ±0.14 −0.444±0.064
d −0.12 ±0.24 0.09 ±0.78 −1.07 ±0.36 −0.46 ±0.13
the coefficients being determined from simulation. These coefficients are shown in Table
5.1 and the corresponding fits are shown in Figure 5.2.
It should be emphasised that the normalisation weights account for the normalisation
of the fitting PDF within the LHCb acceptance, therefore, they must be computed sepa-
rately for each fitting category with different kinematic properties. However, there is no
reason why the kinematic distributions for the B0 or B0 samples should be different (apart
from polarisation induced effects due to B0-B0 asymmetries, which would be beyond the
sensitivity achievable with the considered simulated sample size). Therefore, four sets of
normalisation weights for the four Year||Trigger categories are computed.
5.1.2 Visualisation of the fitting model
The acceptance effects induced by the detector and the selection requirements must
be taken into account when making projections of the fitted model onto different slices
of the data sample. This can be implemented following two different approaches, which
make use of different assumptions.
On the one side, the parametric acceptance described in the previous section may
be used to shape the PDF according to the acceptance effects, making it suitable for
direct comparison with data. It should be reminded that this approach makes strong
assumptions on how the acceptance on one variable affects the acceptance on the others.
In particular, all five observables are assumed to factorise and a one-dimensional function
is fitted to each projection, disregarding all correlations. While this is a strong assumption,
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Maŕıa Vieites D́ıaz
a posteriori comparisons prove that a satisfactory agreement is achieved between the data
and the fitted model projections. This validates the use of the parametric acceptance
description for the generation of pseudo-experiments and other self-consistency checks of
the model.
On the other hand, simulated data samples can be used to extract the acceptance
effects on an event-per-event basis. Consequently, this approach accounts for the cor-
relations among observables by construction, but does not provide with an analytical
description of these effects. From the technical point of view, the implementation of this
method is very similar to what is done to compute the normalisation weights described
in the previous section. The difference arises on the function that is used to re-weight
the simulated data sample with: for this application, the only function used is the signal
PDF where the physical parameters are fixed to the values yielded by the amplitude fit.
It should be noted that, in order to follow this approach, all data-simulation corrections
need to be applied beforehand. The use of this visualisation method assumes that the
simulated data correctly models all features in data, from the kinematic distributions
to the correlations among the observables. These are the same assumptions that were
previously tested in order to validate the use of the normalisation weights technique to
compute the normalisation integral of the PDF. Therefore, this is the preferred method
of visualisation since the overall approach is made much more consistent by not using
different assumptions at different levels of the analysis.
5.1.3 Checks for the combination of the simulated data samples
The normalisation weights and the coefficients for the factorised acceptance functions
are computed in the combined (SVV HELAMP + PHSP) sample in the nominal fitting frame-
work. This has a direct impact in the precision the normalisation weights are computed
with, and thus, in the fit performance and accuracy. To check that nothing unexpected
is arising from this combination, the normalisation weights are computed separately in
each sample and the obtained results are compared with the nominal version. Figure 5.3
shows the pull distributions for these comparisons, where no big deviations are seen.
The spread in the pulls is expected due to the large uncertainties that the normalisation
weights related to the S-waves have in the SVV HELAMP sample.
5.1.4 Parameterisations
The parametrisation of the complex amplitudes of the PDF introduced in Equation 1.8
can be done in several ways. The squared moduli of the complex amplitudes is the most
similar parameter to a branching ratio in an amplitude analysis, thus appealing to be
used as reference for comparison of experimental and theoretical results. Theoretical
works usually predict the values of the polarisation fractions and the phase difference
among the different amplitudes. However, from the mathematical point of view of the
fitting framework, these parameters result in poor fit performances for various reasons.
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Figure 5.3: Pull distributions for the normalisation weights computed with the two sim-
ulated data sub-samples when compared with the nominal (combined) one.
On the one side, their values are, by definition, constrained to the range between
0 and 1. While these values are perfectly valid, the study of the fit convergence and
stability in the boundary of a parameter phase space is complicated and results in non-
gaussian behaviour of the pull distributions and, in occasions, unreliable estimation of
the uncertainties. The normalisation condition of the PDF would naturally arise from the
normalisation condition of the three polarisation fractions, which, by construction, must
add up to unity. This again is a valid choice, although problematic from the mathematical
point of view in the boundaries of the physical regions. Finally, all these problems are
aggravated once the phases are taken into account, since, in case of small values of an
amplitude, the fit sensitivity on its corresponding phase is very poor. This results in
unconstrained degrees of freedom that can badly affect the convergence of the fit.
In order to mitigate these effects and achieve better fit performances, polar coordi-
nates are reparameterised in the cartesian basis. With this choice, the sensitivity on the
phases is no longer determined by the magnitude of the corresponding amplitude, since
both the real and imaginary part of these amplitude are parameters of the fit and both
the phase and the magnitude are determined as a function of these. The normalisation
condition in this case is imposed by fixing the real and imaginary part of one of the con-
tributing amplitudes. This also provides an easy way of changing the overall scale of the
fit parameters (setting the global reference to different values).
Therefore, the real (Re(Ai)) and imaginary (Im(Ai)) parts of the complex amplitudes
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(A) of each considered wave (i) are the fit parameters. The modulus (|Ai|2) and phase (δi)
for each wave are also parameters of interest and can be derived from the aforementioned
real and imaginary parts of each Ai. The same applies for the polarisation fractions
of the two vector-vector modes (fV jVλ ), the phase difference (∆(δ
V 1V
|| − δV 1V⊥ )) between
the parallel and perpendicular amplitudes of the B0 → ρ0K∗0 mode and all the CP -
averages and asymmetries that are computed. Due to the high correlations at play, these
reparameterisations into the final set of observables (also referred to as derived quantities)
deserve special attention when computing the uncertainties of the different observables.
More details are given in Sections 5.1.5 and 5.2, regarding the statistical and systematic
uncertainties, respectively. It can be anticipated that the need to account for correlations
implies that the extended set of observables will need to be considered in both cases,
rather than the fit parameters alone.
5.1.5 Fitting frameworks
Given the complexity of the fit presented in this document and due to the modest
performance RooFit displayed when working with weighted maximum likelihood fits in
many dimensions, alternative fitting frameworks were searched for, aiming to improve
computing time and the stability of the results.
For historical reasons, the analysis first relied on the RooFit framework, using Minuit
as minimisation algorithm. The many layers of the RooFit interface and its use of CPUs,
even if parallelisation is available, turns this fitter into a robust but rather slow one (as
orientation, one fit to a toy MC sample with similar size as the analysed data sample takes
∼15min). The robustness of the results gets compromised when introducing weighted data
samples, as the shape of the log(L) function is no longer smooth. Minuit relies on the
values of the partial derivatives of this function to reach the minimum and to estimate
the parameter errors, therefore, its convergence criteria might be challenging to fulfil in
weighted fits. This situation gets more complicated as the fit dimensions and the number
of free parameters increase.
Issues related with long computing time were tackled by implementing the fitting
PDF in the Ipanema framework which allows to parallelise over the cores of Graphical
Processing Units (GPU), rather than conventional CPUs. This results in a computing
time of ∼8s when using Minuit to fit a toy MC sample containing as many events as the
nominal data sample. This framework is implemented using pyCUDA [89] and includes
minimisation algorithms other than Minuit. In particular, it serves as interface with the
MultiNest package [75–77], which, as introduced in Section 3.5, uses nested sampling to
calculate the most likely values of the fitted parameters. Not relying on partial derivatives
of the log(L) function, the MultiNest method is unaffected by the difficulties Minuit may
encounter in fits to weighted data samples.
In the following, the validation of the three fitting frameworks is presented. This
consists of the results of the fit to the simulated data sample generated with the SVV -
HELAMP(2) model and of the pull distributions study for each minimiser (Minuit (GPU)
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and MultiNest).
The analysis relies on MultiNest to perform all the fits to weighted data samples,
namely, the nominal fit and some of those needed to asses systematic uncertainties de-
pending on different aspects of the data sample. The RooFit framework profits from years
of use and has several very useful built-in implementations. Efficient toy MC generation,
persistence and input/output handling of objects being the most profitable features for
this work. Finally, the pyCUDA based fit offers the best time-wise performance, which
makes it ideal to compute all the systematic uncertainties based on toy MC studies.
As explained in the previous section, the fit performance and stability greatly im-
proves if changing the parametrisation of the fit variables from the polar (|A|eiδ) to the
cartesian (Re(Ai), Im(Ai)) basis. The two main reasons for this choice were, firstly, that
the cartesian parametrisation significantly reduces correlation among variables, which
eases fit convergence; and, secondly, that the existence of amplitudes with tiny values of
|A|2 spoils any sensitivity on the corresponding phase. Therefore, the fit parameters for
which the pull distributions are computed in the sections below are the real and imaginary
parts of each amplitude. To also obtain an estimation on the biases induced when the
fit parameters are expressed in the other basis (|A|2, δ), as well as on other parameters
of interest (fV 1Vλ , f
V 2V
λ , λ = 0, ||,⊥), the correlation matrix among all the fit variables is
used to compute, for each fit result, the statistical uncertainty on each derived quantity
(modulus, phases and f iλ). This provides µi ± σi for every variable, regardless of it being
directly obtained from the fit result of from a combination of fit parameters, which allows
to compute the pull distribution for all of them.
Minuit Fitter (CPU, RooFit)
Fit to simulated sample The simulated data sample generated with the SVV -
HELAMP(2) model is used in a self-consistency check to first, obtain a dedicated set of
normalisation weights, and then be fitted back using these to account for the accep-
tance effects. This fit validates the implementation of the fitting framework and the
normalisation weights technique. The ρ0 and K∗(892)0 resonances are described with the
BWMC(m,L = 1) and ΦMC4 (m) models detailed in Section 1.2.2.
The fit projections superimposed to the simulated data are shown in Figure 5.4.
Table 5.2 shows the comparison between the generated and the fitted values of the physical
parameters in this simulated sample. In order to fully validate the fitting framework, this
fit was performed in the 8 Flavour||Year||Trigger fitting categories, the corresponding
normalisation weights shown in Table 5.3.
Minuit Fitter (GPU)
Fit to simulated data sample The same strategy as described in the previous section
































































































Figure 5.4: Projections of the fit (solid blue line) to the SVV HELAMP(2) simulated data
sample (black dots) performed with the normalisation weights in Table 5.3. The results
shown are summed over all the fitting categories.
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Table 5.2: Results from the fit to the SVV HELAMP(2) simulated data sample. Generation
values are shown for reference. The phase δ0 is taken as a reference and |A⊥|2 = 1 −∑
λ=0,|| |Aλ|2 is obtained from the normalisation condition.
Parameter Generated Fitted
|A0|2 0.3333 0.3333 ± 0.0029
|A|||2 0.2969 0.2969 ± 0.0023
|A⊥|2 0.3699 0.3698 ± 0.0024
δ|| 1.30 1.2968 ± 0.0092
δ⊥ 1.47 1.4736 ± 0.0093
Biases check Induced fit biases during the minimisation are studied with simplified toy
MC samples. First, N datasets (of a sample size similar to the signal one) experiments
are generated according to the presented model and with initial values taken from the
results of the nominal fit (xgen). These are then fitted back with the same PDF and the





From the definition above, these distributions are expected to behave as Gaussians with
µ = 0 and σ = 1.
A total of 800 toy MC experiments were generated with the Roofit framework and
fitted back with the PDF implemented using pyCUDA. All results agree with the expectations
and no significant biases are seen.
MultiNest fitter (GPU)
Fit to simulated data sample The same strategy as described in the previous section
is followed. The results obtained with MultiNest are shown in Table 5.5. The statistical
uncertainty on the derived quantities is obtained from the spread of their corresponding
pull distributions, in order to account for the correlations among the fit parameters in
their estimation.
Biases check The set of 800 toys described in the previous section are now fitted
back with MultiNest, all the results showing reasonable agreement with the expectations
and not introducing significant biases from the fitting method. Figures 5.5, 5.6 and 5.7
summarise the values obtained for the mean and sigma for each pull distribution.
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Table 5.3: Normalisation weights used in the fit to the SVV HELAMP(2) sample. The PDF
terms correspond to those in Equation 1.8 when only the 3 waves (0,|| and ⊥) of the ρ0







TIS TOSnotTIS TIS TOSnotTIS
|A0|2 1.000 ± 0.025 1.000 ± 0.031 1.000 ± 0.026 1.000 ± 0.019
|A|||2 3.230 ± 0.024 2.451 ± 0.024 3.221 ± 0.017 2.431 ± 0.018
|A⊥|2 3.179 ± 0.029 2.398 ± 0.031 3.263 ± 0.029 2.419 ± 0.021
A0A
∗
|| 0.031 ± 0.027 −0.002 ± 0.029 −0.003± 0.019 −0.036 ± 0.021
A⊥A
∗
0 −0.009 ± 0.043 0.030 ± 0.051 −0.051 ± 0.050 0.025 ± 0.031
A⊥A
∗
|| 0.097 ± 0.042 0.029 ± 0.041 0.010 ± 0.030 −0.010 ± 0.030
Table 5.4: Results from the fit to the SVV HELAMP(2) simulated data sample with the
pyCUDA based fit. Generation values are shown for reference. The phase δ0 is taken as a
reference and |A⊥|2 = 1−
∑
λ=0,|| |Aλ|2 is obtained from the normalisation condition.
Parameter Generated Fitted
|A0|2 0.3333 0.3334 ± 0.0029
|A|||2 0.2969 0.2968 ± 0.0023
|A⊥|2 0.3699 0.3698 ± 0.0024
δ|| 1.30 1.2968 ± 0.0092
δ⊥ 1.47 1.4735 ± 0.0093
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Table 5.5: Results from the fit to the SVV HELAMP(2) simulated data sample with Multi-
Nest. Generation values are shown for reference. The phase δ0 is taken as a reference and
|A⊥|2 = 1−
∑
λ=0,|| |Aλ|2 is obtained from the normalisation condition.
Parameter Generated Fitted
|A0|2 0.3333 0.3333 ± 0.0030
|A|||2 0.2969 0.2969 ± 0.0023
|A⊥|2 0.3699 0.3698 ± 0.0024
δ|| 1.30 1.297 ± 0.009





































































































Figure 5.5: Summary of the results obtained using MultiNest from the study of the pull



































































































Figure 5.6: Summary of the results obtained using MultiNest from the study of the pull
distributions for the derived magnitudes and phases of each amplitude.
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Figure 5.7: Summary of the results obtained using MultiNest from the study of the pull




During the model building phase and the design of the analysis chain, several com-
promises are made that can potentially induce a bias in the final results. These effects
are referred to as systematic uncertainties and are, as introduced, completely dependent
on the analysis strategy.
In the paragraphs below, the different sources of systematic uncertainties that were
studied are described and their values are summarised at the end of the section. In each
sub-section, the corresponding systematic uncertainty, together with the method that was
used to asses it, are explained. As already mentioned, the systematic uncertainties are
evaluated for the CP -averages and asymmetries in addition to the fit parameters, ensur-
ing the correct propagation of the correlations among variables in the estimation of the
uncertainty. To facilitate the reading and comparison of the different values, the results
are summarised in Section 5.2.7 where Tables 5.14, 5.15 and 5.16 comprise the system-
atic uncertainties on the fit parameters and Tables 5.17 and 5.18, for the CP -averages
and asymmetries. The combination of the systematic uncertainties is also discussed in
this section. The statistical uncertainty on each parameter, obtained as explained in
Section 5.1.5, is shown in the same tables for reference.
From the technical point of view, the propagation of the correlated uncertainties is
implemented using the correlated values method from the uncertainties [90] python
package. The generation correlated random numbers following a multi-dimensional Gaus-
sian distribution (defined by the collection of means, µj, and the covariance matrix, Cij,
for i dimensions) may be computed using linear algebra with matrices or, directly, with
the multivariate normal method available in NumPy, as introduced in Chapter 3.
5.2.1 Parameters used in the description of the resonances line-
shape
Two main assumptions were made when defining the description of the two-body in-
variant mass lineshape, resulting in two sources of uncertainties that need to be evaluated.
The first systematic uncertainty arises from the fact that all the parameters modelling
the mass propagators (such as the nominal mass value and width of a Breit-Wigner dis-
tribution) are kept constant in the fit. This implies that the shape of a given resonance
is fixed and thus, can not be varied in the fitting process, consequently inducing model-
dependency in the results. There are several factors that motivate this choice. On the
technical side, keeping these values constant in the fitting process eliminates nuisance
parameters, thus simplifying the PDF, but, much more relevant, this also implies that the
mass normalisation integrals can be computed just once, as they depend on nothing else
that these parameters and the two-body invariant mass range. Nevertheless, although
the use of a GPU to run the fit would solve the timing issues arising from the need of
computing all these integrals per minimisation step, the size of the available data sample
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together with the abundance of resonances in the π+π− were proven to be the limiting
factors for implementing this approach.
The second uncertainty, originates from the assumptions made with regard to the
orbital angular momentum induced between the intermediate resonances in the decay.
This choice was first assumed as, historically, it has been the standard approach to deal
with these barriers. However, the detailed study of CP -asymmetries for each contribution
required that this effect was evaluated likewise. In the nominal fit, it is assumed that
the decay only proceeds via the most kinematically favoured channel, which implies that
no L = 1 or L = 2 orbital angular momenta are considered. It is also assumed that the
three polarisation amplitudes (0, ||,⊥) of the V V modes share the same relative angular
momentum value. However, as introduced in the discussion in Section 1.2.2, the V V
perpendicular amplitude, A⊥ corresponds to a state with L = 1, while the longitudinal
and parallel amplitudes, A0 and A||, receive contributions from states with L = 0 and
L = 2. The same conservation laws impose that all the vector-scalar (or scalar-vector)
contributions also correspond to states with L = 1. These non-zero values influence the
two-body invariant mass shape by giving rise to angular momentum barriers as described
by Equation 1.16. Given the size of the analysed data sample and the presumably small
effect of this perturbation, the resulting systematic uncertainty would likely be negligible,
but the lack of previous estimations of this effects motivated the study.
Varying the mass, widths and meson radii in the mass propagators
To asses the influence that the choice on the value of each parameter has, as well
as the impact of keeping it fixed, the results of several fits to one toy-MC sample are
studied. This sample is generated with one particular value and fitted back 200 times
using different values for the constant of interest.
In order to asses these systematic uncertainties, one pseudoexperiment is generated
with the default values for all the constant parameters (ck) in the mass propagators de-
scriptions. The number of events that are generated correspond to those of real data used
in the analysis. This pseudoexperiment is then fitted back a certain number of times scan-
ning different values of one constant at a time. By generating only one pseudoexperiment
and studying the distribution of the fitted results, the statistical fluctuations associated
to the generation of pseudoexperiments do not affect the estimation of this systematic
uncertainty.
The systematic on a given fit parameter, Ai, arising from the choice of the value of
a given constant, ck,used in the nominal fit is computed as follows: the toy MC sample
previously described is fitted back two hundred times with the pyCUDA fitter and using
200 different values for ck. The distribution of all the values obtained for Ai is fitted with
a Gaussian PDF which σ is taken as the systematic in Ai due to the choice on the ck value
in the nominal fit. If the RMS of the distribution is larger than its sigma, then this value
is used instead of the fitted σ to assign the systematic uncertainty. The same procedure is
followed to compute the systematic uncertainties for each Ai due to each mass propagator
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Table 5.6: Summary of the central values of the mass propagators parameters and their
uncertainties, as introduced in Section 1.2.2.
Variable Value
mρ [ MeV/c
2 ] 775.26 ±0.25
Γρ [ MeV/c




2 ] 895.8 ±0.2
ΓK∗ [ MeV/c




2 ] 782.65 ±0.12
Γω [ MeV/c




2 ] 475 ±32
Γf0(500) [ MeV/c
2 ] 337 ±67
mf0(1370) [ MeV/c
2 ] 1475 ±6
Γf0(1370) [ MeV/c
2 ] 113 ±11
mf0(980) [ MeV/c






FF1 -0.71 ± 0.5
parameter which was kept constant in the nominal fit. These are the mean, width and
range parameter for the ρ, K∗(892)0, ω resonances; the mean and width for the f0(500)
and f0(1370); the mean and gii coupling factors for the f0(980); and the form factor value
used in the parametrisation of the nonresonant K±π∓system. The central values of these
parameters, together with the sigma of the Gaussian distribution used to vary them, are
summarised in Table 5.6. The resulting systematics are shown in Tables 5.7 and 5.8. In
the summary tables all these sources have been combined into a single systematic labelled
as Props., which was obtained by adding in quadrature all the computed quantities.
Angular momentum barrier factors
Four different scenarios are contemplated in order to evaluate this systematic uncer-
tainty. These correspond to the different combinations for L values shown in Table 5.9
and introduced at the beginning of the section. One fit is performed on each scenario
and the difference between the nominal and varied fit results is assigned as systematic
uncertainty (labelled as Ang.Barriers in the summary tables).
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Table 5.7: Breakdown (I) of all the contributions to the systematic uncertainty included
in Props. This set of toy-based systematic uncertainties has no flavour dependence and
is therefore common to the B0 and B
0
samples.
Parameter mρ Γρ mK∗ ΓK∗ mf0(500) Γf0(500) mf0(1370) Γf0(1370)
Re(A0V 1V ) 0.0012 3.8e-05 0.022 0.00051 0.0048 0.0033 4e-05 2.1e-05








) 4.5e-05 0.0002 0.017 0.0032 0.0026 0.0009 3.4e-05 9.5e-06
Re(A⊥V 1V ) 0.00023 0.00023 0.021 0.00089 0.0018 0.0008 6.2e-06 6.3e-05
Im(A⊥V 1V ) 1.4e-05 0.00016 0.02 0.0025 0.0032 0.00064 5.4e-05 3.1e-05
Re(A0V 2V ) 0.0049 0.0014 0.0048 0.0031 0.0016 0.00093 3.9e-05 2e-05








) 0.0054 0.00026 0.00097 0.00024 0.00071 3.2e-05 3.5e-06 8.4e-06
Re(A⊥V 2V ) 0.0013 0.0023 0.0007 0.00015 0.00047 0.00085 2.8e-05 1.1e-05
Im(A⊥V 2V ) 0.0057 0.00038 0.00012 3.5e-05 0.00049 0.00046 9.8e-06 2.9e-05
Re(AV 2S) 0.0058 0.0043 0.0014 0.00085 0.0026 0.00057 1.1e-05 4.1e-05
Im(AV 2S) 0.0098 0.0031 0.00047 0.00035 0.0011 0.00087 5e-05 6.2e-05
Re(AS1V ) 0.0059 0.0049 0.0091 0.0012 0.099 0.019 0.0011 0.0014
Im(AS1V ) 0.0041 0.0014 0.017 0.0044 0.1 0.034 0.0014 0.0007
Re(AS2V ) 0.0011 0.0026 0.018 0.0018 0.023 0.011 0.00029 0.00092
Im(AS2V ) 0.0065 0.0052 0.046 0.0058 0.031 0.032 0.00046 8e-05
Re(AS3V ) 0.00093 0.0046 0.018 0.00053 0.023 0.049 0.00028 0.0049
Im(AS3V ) 0.0034 0.0035 0.03 0.0018 0.076 0.014 0.0016 0.0046
Re(AS1S) 0.0029 0.0025 0.0076 0.0007 0.018 0.013 0.001 0.00061
Im(AS1S) 0.0015 0.0026 0.0051 0.0025 0.062 0.012 0.00027 0.00054
Re(AS2S) 0.00091 0.0003 0.0042 0.0054 0.0063 0.011 0.0005 0.00019
Im(AS2S) 0.0052 0.0035 0.0044 0.0037 0.01 0.00085 2.4e-05 0.00049
Re(AS3S) 0.004 0.0006 0.0034 0.002 0.013 0.022 0.0012 0.0015
Im(AS3S) 0.0015 0.0011 0.0021 0.0062 0.022 0.01 0.00031 0.0022
|A0V 1V |
2 6.5e-05 0.00091 0.005 0.0025 0.0022 0.0041 1.6e-05 0.00012
|A||
V 1V
|2 0.00011 2e-05 0.0033 0.0061 0.0011 0.0005 1.3e-05 3.8e-05
|A⊥V 1V |
2 0.00029 5.4e-05 0.0021 0.0046 0.0022 0.0019 7.2e-05 0.00012
|A0V 2V |
2 0.0015 0.00031 0.0018 5.2e-05 0.00049 8.9e-05 1.6e-05 5.4e-06
|A||
V 2V
|2 0.00024 0.00018 3.3e-05 5.2e-05 1.3e-05 1e-05 2e-06 1.3e-06
|A⊥V 2V |
2 0.00029 2.5e-05 1.2e-05 4.3e-06 3e-05 3.5e-05 9.6e-07 1.5e-06
|AV 2S |2 0.0039 0.00063 0.00026 4.1e-05 0.00026 0.00024 1.8e-05 1.7e-05
|AS1V |2 0.0026 0.0042 0.0098 0.0058 0.023 0.051 0.0027 0.0023
|AS2V |2 0.0061 0.00045 0.016 0.015 0.064 0.082 0.0016 0.003
|AS3V |2 0.0022 0.0054 0.0046 0.0012 0.071 0.093 0.0026 0.0048
|AS1S |2 0.0016 0.0012 0.0041 9.9e-05 0.0046 0.0096 0.00062 0.00031
|AS2S |2 0.0049 0.0027 0.0063 0.013 0.008 0.022 0.001 0.00069
|AS3S |2 0.001 0.001 0.00073 0.0033 0.012 0.019 0.00043 0.00077




9.4e-06 0.00036 0.027 0.00095 0.0043 0.0013 6.4e-05 1.9e-05
δ⊥V 1V 0.00018 0.00029 0.03 0.001 0.0037 0.0002 4.2e-05 3.6e-05




0.1 0.022 0.02 0.0021 0.017 0.0022 0.00024 0.0001
δ⊥V 2V 0.059 0.091 0.027 0.0052 0.011 0.026 0.00091 0.00042
δV 2S 0.018 0.028 0.0073 0.0052 0.015 0.0044 8e-05 0.00032
δS1V 0.0091 0.0056 0.024 0.0033 0.19 0.026 0.00045 0.00054
δS2V 0.0036 0.0033 0.028 0.0025 0.019 0.014 0.00017 0.00019
δS3V 0.0027 0.0043 0.028 0.0015 0.06 0.028 0.001 0.0052
δS1S 0.0065 0.0094 0.021 0.0078 0.2 0.028 0.0015 0.002
δS2S 0.0045 0.0031 0.005 0.0019 0.011 0.0021 0.00015 0.00039
δS3S 0.0094 0.00034 0.009 0.012 0.051 0.027 0.0028 0.006




7.1e-05 0.00015 8.2e-05 0.00089 0.00075 0.00084 1.7e-05 2.5e-05
f⊥V 1V 0.00011 0.00017 0.0013 0.00054 0.00029 0.00042 1.9e-05 7.8e-06




0.0029 0.0041 0.0027 0.0013 0.00085 0.00042 8.1e-05 4e-05








− δ0V 1V ) 0.0017 0.00022 0.0039 0.0014 0.0029 0.0055 9.6e-06 1.8e-05
∆(δ⊥V 1V − δ
0








− δ0V 2V ) 0.08 0.012 0.0028 0.021 0.012 0.0048 0.00014 0.00017
∆(δ⊥V 2V − δ
0
V 2V ) 0.076 0.081 0.01 0.024 0.0064 0.021 0.001 0.00035
97
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Table 5.8: Breakdown (II) of all the contributions to the systematic uncertainty included
in Props. This set of toy-based systematic uncertainties has no flavour dependence and
is therefore common to the B0 and B
0
samples.
Parameter mω Γω mf0(980)




Re(A0V 1V ) 0.0032 0.0022 0.0002 0.00063 0.0029 0.00011 2.4e-05 1.4e-05 0.016








) 0.0029 0.00086 0.00038 8.7e-05 0.0032 0.00011 3.8e-05 1.3e-05 0.011
Re(A⊥V 1V ) 0.00062 0.00077 0.00016 0.00023 0.003 1.3e-05 1.4e-05 7.1e-05 0.016
Im(A⊥V 1V ) 0.0021 0.00014 0.00045 3.3e-05 0.0033 9.6e-05 1.4e-05 7.3e-05 0.017
Re(A0V 2V ) 0.013 0.00066 0.00023 4.8e-05 0.0011 0.00011 2e-05 4.9e-05 0.0033








) 0.0037 0.00063 0.00012 0.00025 0.00014 1.5e-05 1.6e-05 8.2e-06 0.00068
Re(A⊥V 2V ) 0.0029 0.00046 0.00011 0.00016 0.00018 4.4e-06 7.6e-06 3.1e-05 0.00064
Im(A⊥V 2V ) 0.00037 0.00039 0.0001 0.00025 0.00011 1.9e-05 8e-06 3.6e-05 0.0009
Re(AV 2S) 0.014 0.0022 0.0003 0.00074 7.4e-05 0.0002 9e-06 6.5e-05 0.0016
Im(AV 2S) 0.0084 0.00089 8.8e-05 0.00021 1.5e-05 5.4e-05 5.1e-06 3.2e-05 0.0029
Re(AS1V ) 0.0023 0.001 0.0065 0.006 0.0014 0.00032 0.00037 0.0024 0.024
Im(AS1V ) 0.0021 0.00014 0.0051 0.0021 0.0036 0.00019 0.0002 0.00015 0.0025
Re(AS2V ) 0.0044 0.0018 0.0037 0.0032 0.0028 0.00021 0.0011 0.0027 0.027
Im(AS2V ) 0.0051 0.00019 0.027 0.0053 0.0094 0.00017 0.0019 0.0041 0.031
Re(AS3V ) 0.0024 0.0013 0.017 0.00023 0.0025 0.00038 0.00072 0.00037 0.0074
Im(AS3V ) 0.0039 0.00023 0.01 0.0032 0.0051 0.00018 0.00011 0.0046 0.016
Re(AS1S) 0.0016 0.00055 0.00095 0.0045 0.00043 9.2e-05 0.00018 0.00091 0.0051
Im(AS1S) 0.0001 0.00016 0.0032 0.0014 0.00072 0.00026 0.0002 9.5e-05 0.0035
Re(AS2S) 0.0033 0.0012 0.0019 0.00079 0.00058 9.4e-05 0.00076 0.0019 0.0032
Im(AS2S) 0.0027 2.6e-05 0.015 0.004 0.0029 4.1e-05 0.0012 0.0021 0.0043
Re(AS3S) 0.0014 0.00018 0.0067 0.0028 0.00015 0.00012 0.0007 0.00095 0.0017
Im(AS3S) 0.0007 0.00042 0.004 0.00044 0.0034 0.00011 0.00024 0.003 0.0048
|A0V 1V |
2 0.0043 0.0015 0.00084 0.00015 0.00026 0.0002 1.4e-05 0.00021 0.0065
|A||
V 1V
|2 0.0031 0.0018 0.00011 2.9e-05 0.0017 0.00011 5.7e-05 0.0001 0.032
|A⊥V 1V |
2 0.0037 0.0012 0.00083 0.00027 0.00097 0.00015 4e-06 0.00019 0.044
|A0V 2V |
2 0.00036 0.00039 0.00015 0.00013 0.00044 3.3e-06 3.4e-06 2.6e-05 0.0017
|A||
V 2V
|2 0.00012 1.5e-05 8.6e-06 2.4e-05 1.6e-05 3.9e-06 2.4e-06 6.8e-06 0.00027
|A⊥V 2V |
2 5.8e-05 1e-05 6.7e-06 9e-06 8.3e-06 8.3e-07 4.8e-07 2.2e-06 3.1e-05
|AV 2S |2 0.0015 8.7e-05 9.5e-06 0.00014 1.1e-05 2.5e-06 1.3e-06 5e-06 0.0011
|AS1V |2 0.0048 0.0013 0.012 0.0048 0.0021 0.00018 0.00022 0.0029 0.03
|AS2V |2 0.022 0.0059 0.03 0.0023 0.0053 0.00041 0.00064 0.015 0.13
|AS3V |2 0.0099 0.0031 0.024 0.0037 0.00098 0.0006 0.0014 0.0049 0.0045
|AS1S |2 0.001 0.00033 0.0011 0.0027 0.00039 1.9e-05 8.2e-05 0.00057 0.0038
|AS2S |2 0.0084 0.0024 0.0051 0.004 0.0029 0.00017 0.00085 0.0052 0.0088
|AS3S |2 0.0012 0.00038 0.0061 0.0017 0.0023 0.00014 0.00019 0.0016 0.0037




0.0028 0.00018 0.00058 0.00015 0.0043 0.0001 2.3e-05 5.3e-05 0.0048
δ⊥V 1V 0.00099 0.00052 0.00019 0.00019 0.0047 5.8e-05 2.1e-05 1.9e-05 0.001




0.078 0.014 0.0042 0.0025 0.0063 0.00026 3.9e-05 0.00089 0.026
δ⊥V 2V 0.11 0.023 0.0027 0.0095 0.0052 0.00044 0.00022 0.00066 0.037
δV 2S 0.089 0.013 0.0017 0.0037 0.00039 0.0012 5.5e-05 0.0004 0.0071
δS1V 0.00025 0.00072 0.0022 0.0073 0.0047 0.00047 0.00052 0.002 0.018
δS2V 0.0016 0.00033 0.015 0.0035 0.0055 0.00014 0.0013 0.0015 0.01
δS3V 0.0018 0.00036 0.014 0.0023 0.0045 0.00028 0.00036 0.0033 0.014
δS1S 0.00086 0.00087 0.0086 0.0074 0.0018 0.00082 0.00071 0.00092 0.0069
δS2S 0.0016 0.0003 0.013 0.0034 0.0025 6.1e-05 0.0013 0.0014 0.0033
δS3S 0.0016 0.00025 0.0078 0.0046 0.005 8e-05 0.0016 0.0059 0.0062




0.0011 0.00017 0.00023 6.9e-05 0.00046 4.3e-05 1.6e-05 9.4e-05 0.0044
f⊥V 1V 0.0013 0.00037 3.9e-05 4.4e-05 4.5e-05 6e-05 1.4e-05 3e-05 0.0063




0.0023 0.00041 0.00048 0.00036 0.0012 0.00011 6.7e-05 0.00023 0.011








− δ0V 1V ) 0.0014 0.003 0.00026 0.00075 0.00022 3e-05 5.6e-05 5.2e-05 0.027
∆(δ⊥V 1V − δ
0








− δ0V 2V ) 0.0033 0.012 0.0039 0.0036 0.0023 0.00092 0.00014 0.00078 0.055
∆(δ⊥V 2V − δ
0
V 2V ) 0.03 0.021 0.0031 0.0085 0.0092 0.0011 0.00023 0.00076 0.063
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Table 5.9: Combinations for the angular momentum factors values.
Scenario L⊥ LSV LV Veven
a 1 0 0
b 1 1 0
c 1 1 2
d 1 0 2
nominal 0 0 0
5.2.2 Background subtraction methods
As introduced in Section 4.3, two differentiated techniques are used to subtract the
background contributions from the analysed data sample. Each of these methods has
a systematic uncertainty associated. On the one hand, the use of simulated events to
cancel the B0s → K∗(892)0K
∗
(892)0 contribution makes use of several hypotheses. First
and foremost, the actual distribution in terms of helicity angles and two-body invariant
masses of these events is known to a certain accuracy [87], so the uncertainties on these
parameters must be accounted for. Secondly, the estimated yield of the pollution might
be affected by different PID efficiencies or data-simulation discrepancies that were not
considered in the nominal model. Aiming for a conservative estimate, this yield is varied by
twice its uncertainty when addressing the associated systematic uncertainty. On the other
hand, to extract the nominal set of sWeights, the parameters of the Hypatia functions
(describing the B0 and B0s peaks) are fixed to their values found in fits to simulated
data. Therefore, these parameters are known to a certain precision, which also has to be
propagated to the final set of observables.
Yield and shape of injected B0s → K∗(892)0K
∗
(892)0 events
Several sources of systematic uncertainties may arise from the method that was used
to estimate the number and shape of B0s → K∗(892)0K
∗
(892)0 misidentified events in the
selected sample. Therefore, the estimated peaking background yield is varied by a 2σ fac-
tor to asses a global systematic effect, where σ represents the uncertainty on the initial esti-
mation. Furthermore, the physical weights that are given to the B0s → K∗(892)0K
∗
(892)0
injected events are recomputed varying their values within their total uncertainty fol-
lowing a Gaussian distribution. Both effects are taken into account simultaneously by
generating two hundred sets of negative weights according to the variations mentioned
above. The four-body invariant mass fit is consequently repeated as many times to ob-
tain the corresponding varied sets of sWeights, which allows for the computation of the
final set of observables by running the amplitude fit with each set of weights. In order
to evaluate the associated systematic uncertainty, the distribution of fit results obtained
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Maŕıa Vieites D́ıaz
for each fit parameter α is fitted to a Gaussian PDF. The fitted σ of each one of these
distributions, or their RMS if larger, is taken as systematic and labelled in the summary
tables as negWeights.
Description of B0 and B0s peaks, Hypatia parameters
The four parameters describing the right- and left-side tails of the Hypatia distribution
(shown in Table 4.14) are obtained from a fit to simulated data samples fulfilling the same
selection criteria as real data. These parameters are varied according to their uncertainties
obtained from the aforementioned fit in order to generate two hundred sets of sWeights.
The MultiNest fitter is used to fit these data samples and study the distribution of the fit
results in order to assess the corresponding systematic uncertainty. Following the same
data treatment that was explained in the previous section, the distribution of fit results
for each fit parameter α is fitted to a Gaussian PDF, whose σ (or the RMS, if larger)
is assigned as the systematic uncertainty on α due to the choice of parameters made for
the description of the B(s) peaks. This contribution to the total systematic uncertainty is
labelled in the summary tables as sWeights.
5.2.3 Description of the detector acceptance
The normalisation weights technique is used to compute the integrals of the terms of
the PDFwithin the limits of the LHCb detector acceptance. This description is obtained
from simulated data and its accuracy is therefore affected by the sample size that was
used to compute these integrals.
For each normalisation weight, its uncorrelated uncertainty can be identified with the






Using the nomenclature introduced in Chapter 3, a new set of normalisation weights can
be computed by adding to each nwi (µj, the nominal value) a given shift Ri originated from
the uncorrelated uncertainty on each normalisation weight. This procedure is repeated
two hundred times and the pull distribution for each parameter of interest is obtained.
The systematic uncertainty is assigned by comparing the pull mean and width with
those obtained in Section 5.1, computed with the nominal set of normalisation weights.
Since the widths of all distributions are found to be compatible with unity, only the shift
in the mean value of the pull is used to compute the systematic uncertainty. These uncer-
tainties are obtained by scaling the induced shift on each parameter by their corresponding
statistical uncertainty and are labelled in the summary tables as normWeights.
5.2.4 Neglected contributions in the model
Effect of neglecting masses and angles resolution in the fit
The experimental resolution on the fit observables (mππ,mKπ, cos θππ, cos θKπ, φ) is
neglected in the nominal model, but its effect is studied with pseudoexperiments in order
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Table 5.10: Mean values of the 5-dimensional resolution (∆i) distribution found in the
2012 simulated data sample.
Variable µi
mππ [MeV/c
2] −0.176 ± 0.023
mKπ [MeV/c
2] −0.103 ± 0.016
cos θππ ( 1.5 ± 1.9)10−6
cos θKπ (−8.9 ± 2.1)10−5
φ[rad] −0.0050 ± 0.0055
to assign a systematic uncertainty. To study its influence in the fit parameters, the
resolution on the 5 fit variables is obtained from simulation, applying MC-Truth matching
to the combined PHSP+SVV HELAMP(2) sample. The 5D distribution is treated as a whole
to account for the correlations among the fit variables. The procedure used to compute
the systematic uncertainty is described below, where N stands for the number of events
in each toy:
• For each one of the five variables, xi, compute the distribution of the difference
between the generated and reconstructed quantities: ∆i = x
gen
i − xreci
• Obtain the mean values, µi of the ∆i distributions (shown in Table 5.10)
• Obtain the covariance matrix Cij = 1N−1
∑N
ev(∆i − µi) · (∆j − µj) of the ∆i dis-
tributions (shown in Table 5.11, Table 5.12 displays the correlation matrix, for
completeness)
• Generate N sets of five random numbers (εevi ) following the multi-dimensional (5D)
Gaussian distribution defined by the µi and the Cij. Figure 5.8 shows the 1D
projections on each variable of this 5D distribution.
• For each event (ev) in the data sample, for each fit observable (i), add the corres-
ponding εevi to the generated value, x
ev
i to obtain the smeared toy-MC.
Each toy MC is fitted twice, once before the smearing is applied (therefore, fitting




i ). The distribution of the differences between
the corresponding fit results (λ), ∆α = λ
rec
α −λsmearedα , for each fit parameter α, is fitted to
a Gaussian PDF. Since the smearing does also include a systematic shift on each variable,
the mean and width of each of these distributions are added in quadrature to asses the
systematic uncertainty on the parameter α due to the effect of the experimental resolution
in the helicity angles and 2-body invariant masses. The corresponding uncertainty is
referred to as Resolution in the summary tables.
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]2c) [MeV/recππ - m
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Figure 5.8: 1D projections of the resolution on the two-body invariant masses and the
helicity angles obtained from simulation (2012 sample).
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Table 5.11: Covariance matrix of the 5-dimensional resolution (∆i) distribution found in
the 2012 simulated data sample.
mππ [ MeV/c
2 ] mKπ[ MeV/c
2 ] cos θππ cos θKπ φ [rad]
mππ [ MeV/c
2 ] 3.87E+01 3.52E-02 -3.16E-04 -1.43E-05 -2.55E-05
mKπ [ MeV/c
2 ] 3.52E-02 1.90E+01 -1.10E-04 7.74E-03 -3.89E-03
cos θππ -3.16E-04 -1.10E-04 2.25E-05 -7.95E-08 -1.38E-06
cos θKπ -1.43E-05 7.74E-03 -7.95E-08 3.56E-05 2.92E-06
φ [rad] -2.55E-05 -3.89E-03 -1.38E-06 2.92E-06 3.27E-02
Table 5.12: Correlation matrix of the 5-dimensional resolution (∆i) distribution found in
the 2012 simulated data sample.
mππ [ MeV/c
2 ] mKπ [ MeV/c
2 ] cos θππ cos θKπ φ [rad]
mππ [ MeV/c
2 ] 9.99E-01 1.30E-03 -1.07E-02 -3.85E-04 -2.27E-05
mKπ [ MeV/c
2 ] 1.30E-03 9.99E-01 -5.30E-03 2.97E-01 -4.93E-03
cos θππ -1.07E-02 -5.30E-03 1.00E+00 -2.81E-03 -1.61E-03
cos θKπ -3.85E-04 2.97E-01 -2.81E-03 1.00E+00 2.70E-03
φ [rad] -2.27E-05 -4.93E-03 -1.61E-03 2.70E-03 9.99E-01
Effect of neglecting the B0 → a1(1260)−K+ contribution in the model
As anticipated in Section 4.2, decays proceeding via a three-body resonance
(a1(1260)
−, K1(1270)
−, ...) are strongly suppressed in the analysed data sample due
to the requirements imposed to the two-body invariant mass pairs. This can be seen
in the toy example shown in Figure 5.9, where the scatter plot of the invariant mass of
two pions (ρ0 candidate) versus the invariant mass of three pions (a1(1260)
− candidate)
is plotted before and after, the invariant mass window in m(Kπ) is applied. The phase
space of the three-body candidate, represented by the red-filled squares, is almost elimi-
nated. Regarding the existence of other contributions, Figure 5.10 shows the projections
of the four different combinations of the three-body invariant mass spectra of the fitted
PDF superimposed to the sweighted data sample. The good agreement between the data
(black points) and the fitted model (solid blue line) ratifies the choice of components
included in the nominal model. The thresholds of the m(Kππ) spectra in those plots
(∼2000 MeV/c2), are well above the nominal mass of the K1(1270)− resonance, so no
systematic uncertainty is assigned due to this contribution.
The effect that a small contamination from the B0 → a1(1260)−K+ decay channel









































Figure 5.9: Scatter plot of the invariant mass of two pions (ρ0 candidate) versus the
invariant mass of three pions (a1(1260)
− candidate), plotted before (left) and after (right)
the invariant mass window in m(Kπ) is applied. The filled boxes highlight the region
within 300 MeV/c2 of the nominal a1(1260)
− mass. It should be noted that the a1(1260)
−
decays via a1(1260)
− → ρ0(→ π+π−)π−.
the size of the background pollution, four pseudoexperiments are generated in the entire
m(Kπ) range with an estimate for the background yield N , with 0.5 · N , 2 · N and
4 · N . A fifth toy is generated with only signal-like events. After applying the selection
cuts in m(Kπ), their m(3π) invariant mass spectra is compared with the one found in
the sweighted data sample, their ratios being shown in Figure 5.11. The toy generated
with the initial estimate for the background pollution (∼ 4%) is found to be the most
compatible with data, so this same configuration is used to generate a set of 400 toys. A
second set of 400 toys is generated without background pollution to be used as reference.
To estimate the systematic uncertainty, the pull distributions for each parameter are
obtained from the 400 previously generated toys. These are then fitted to Gaussian PDFs
and their mean (µisyst) is corrected by the mean of the pull obtained from the signal-
only toys (µipull) to obtain the deviation induced by the background pollution on each
parameter. The final systematic is computed scaling the difference (µisyst − µipull) by the
statistical uncertainty on each parameter:
systi = (µisyst − µipull) · stati.
To account for different phase differences among the a1(1240)
− pollution and the rest
of the components of the model, the whole procedure is repeated three times, assigning
a different value (0, π/3, 2π/3) to the phase difference between the the a1(1240)
− term
and the Aρ(Kπ), used as normalisation. The results of this scan are shown in Table 5.13
and the maximum value obtained for the systematic per parameter is assigned as the
systematic uncertainty due to this pollution. This resulting systematic uncertainties are
labelled as a1(1260)
− in the summary tables.
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Figure 5.10: The four possible combinations of three-body invariant mass spectra for the


























 Baseline Model 
 / ndf 2χ   15.1 / 8
p0        0.1654± 0.3936 
p1        0.0000750± 0.0002648 
]2) [MeV/cπM(3
























 Baseline Model + 1/2x yield(a
 / ndf 2χ  6.153 / 8
p0        0.1855± 0.6475 
p1        0.0000833± 0.0001541 
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 Baseline Model + 1x yield(a
 / ndf 2χ  6.037 / 8
p0        0.204± 1.179 
p1       05− 9.0e±05 −8.5e− 
]2) [MeV/cπM(3


























 Baseline Model + 2x yield(a
 / ndf 2χ   15.1 / 8
p0        0.230± 1.351 
p1        0.0001008±0.0001761 − 
]2) [MeV/cπM(3






















 Baseline Model + 4x yield(a
 / ndf 2χ  29.72 / 8
p0        0.274± 2.119 
p1        0.0001169±0.0005655 − 
Figure 5.11: Invariant mass of the three pions in the final state. Five pseudoexperiments
were generated with different contributions from the a1(1260)
− decay. The ratio of the
number of events in the toy versus the number of weighted candidates found in data is
presented for each experiment. A fit to a polynomial of order 1 is superimposed (in red)
over each ratio of histograms.
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Table 5.13: Scan over three phase differences of the systematic uncertainty due to the
a1(1240)
− pollution, for the fit parameters (left) and the derived quantities (right).
Parameter 0 π/3 2π/3
Re(A0V 1V ) 0.059 0.037 0.013
Im(A0V 1V ) 0.014 0.035 0.031
Re(A
||
V 1V ) 0.0035 0.041 0.043
Im(A
||
V 1V ) 0.052 0.046 0.0015
Re(A⊥V 1V ) 0.016 0.03 0.011
Im(A⊥V 1V ) 0.029 0.018 0.01
Re(A0V 2V ) 0.023 0.018 0.031
Im(A0V 2V ) 0.0033 0.033 0.041
Re(A
||
V 2V ) 0.003 0.007 0.0002
Im(A
||
V 2V ) 0.0024 0.003 0.0064
Re(A⊥V 2V ) 0.0013 0.0003 0.0027
Im(A⊥V 2V ) 0.0047 0.0027 0.0028
Re(AV 2S) 0.0005 0.018 0.0003
Im(AV 2S) 0.0093 0.023 0.015
Re(AS1V ) 0.031 0.033 0.032
Im(AS1V ) 0.029 0.016 0.0044
Re(AS2V ) 0.0034 0.031 0.021
Im(AS2V ) 0.068 0.034 0.038
Re(AS3V ) 0.018 0.0024 0.0046
Im(AS3V ) 0.069 0.032 0.04
Re(AS1S) 0.014 0.023 0.023
Im(AS1S) 0.01 0.0012 0.01
Re(AS2S) 0.0086 0.0018 0.0083
Im(AS2S) 0.043 0.03 0.0061
Re(AS3S) 0.0063 0.0053 0.0063
Im(AS3S) 0.025 0.017 0.02
Parameter 0 π/3 2π/3
|A0V 1V |2 0.0044 0.058 0.06
|A||V 1V |2 0.065 0.0023 0.052
|A⊥V 1V |2 0.018 0.017 0.019
|A0V 2V |2 0.0007 0.0031 0.0031
|A||V 2V |2 0.0005 0.0001 0.0002
|A⊥V 2V |2 0 0.0002 0
|AV 2S|2 0.0009 0.0005 0.0031
|AS1V |2 0.013 0.039 0.048
|AS2V |2 0.076 0.073 0.13
|AS3V |2 0.095 0.037 0.039
|AS1S|2 0.0074 0.013 0.018
|AS2S|2 0.026 0.022 0.037
|AS3S|2 0.019 0.018 0.0036
δ0V 1V 0.17 0.16 0.0059
δ
||
V 1V 0.039 0.06 0.026
δ⊥V 1V 0.048 0.048 0.0086
δ0V 2V 0.2 0.4 0.63
δ
||
V 2V 0.021 0.061 0.056
δ⊥V 2V 0.021 0.052 0.047
δV 2S 0.043 0.12 0.11
δS1V 0.067 0.091 0.059
δS2V 0.04 0.026 0.021
δS3V 0.039 0.019 0.03
δS1S 0.044 0.026 0.015
δS2S 0.046 0.026 0.0081
δS3S 0.039 0.0017 0.037
f 0V 1V 0.011 0.015 0.0005
f
||
V 1V 0.02 0.019 0.038
f⊥V 1V 0.0048 0.031 0.029
f 0V 2V 0.0047 0.0094 0.02
f
||
V 2V 0.0081 0.009 0.004
f⊥V 2V 0.0003 0.007 0.0028
∆(δ
||
V 1V − δ⊥V 1V ) 0.001 0.024 0.017
∆(δ
||
V 1V − δ0V 1V ) 0.035 0.018 0.015
∆(δ⊥V 1V − δ0V 1V ) 0.025 0.032 0.0026
∆(δ
||
V 2V − δ⊥V 2V ) 0.24 0.18 0.1
∆(δ
||
V 2V − δ0V 2V ) 0.27 0.29 0.32
∆(δ⊥V 2V − δ0V 2V ) 0.11 0.36 0.34 107
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Effect of neglecting the symmetrised (π±π±) contribution in the model
Among the final state particles there are two identically charged pions which may be
exchanged and the PDF re-evaluated. The exchange of these same sign pions produces a
combination fulfilling the invariant mass requirements on both quasi-two-body systems
with a frequency lower than 0.5%, and therefore this contribution was not considered in
the nominal fitting model. The interference between both configurations might, however,
give rise to some effect on the fit parameters, which is evaluated using toys and accounted
for with the corresponding systematic uncertainty.
To asses this systematic uncertainty, 400 toy experiments are generated taking into
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2.
(5.6)
A pull distribution is obtained for each parameter and fitted to a Gaussian PDF. The
resulting mean (µisyst) is corrected by the mean value (µpull) of the pull obtained when
generating the nominal model (pulls with the Minuit based fitter), and their difference
is used to assign the corresponding systematic uncertainty, scaling the deviation found in
number of standard deviations, by the statistical uncertainty on each parameter:
systi = (µisyst − µipull) · stati.
The resulting systematic uncertainties are labelled as Symm. (ππ) in the summary tables.
5.2.5 Model-induced biases
As anticipated in Section 5.1, even if validated, the fitting model may induce some
intrinsic bias to the parameters of interest. These effects were studied as part of the
validation process of the fitting model, as it was described in Section 5.1.5. In order to
estimate the corresponding systematic uncertainty, the biases in the fit results induced by
the fit model are escalated by their corresponding statistical uncertainty and the resulting
value is assigned as associated uncertainty. This contribution is labelled as Fit method in
the summary tables.
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5.2.6 Corrections applied to simulation
Simulated data samples are used in the analysis to describe the LHCb detector ac-
ceptance, by means of the normalisation weights. Therefore, known differences between
data and simulated data distributions must be corrected for in order to obtain the best
possible description of the acceptance.
One of this distributions is the momentum of the B0 meson candidates. Due to the
complexity of the description of the hadronisation process and the consequent approxi-
mations that are made in order to be able to simulate it, the description of this and other
related variables (see Figure 5.12) in simulation is not fully satisfactory. The simulated
event multiplicity (number of tracks) distribution is also known not to match what is seen
in data and this effect propagates to the PID variables, where the differences between















































































Figure 5.12: Transverse momentum of theB0, ρ0 andK∗(892)0 candidates from s-weighted
data and simulation. TIS sample is shown in the left column and TOSnTIS in the right.
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Maŕıa Vieites D́ıaz
In the first place, the PIDCalib package, introduced in Chapter 3, is used to obtain
bidimensional efficiency maps, in bins of each track’s pseudorapidity and momentum, per
data taking year and magnet polarity. These maps are then used to evaluate the efficiency
of the PID requirements for each track in the simulated sample and then assign a global
per event PID efficiency weight, resulting from multiplying the single track efficiency of
the four tracks in our final state. This correction improves the model visualisation in the
cos(θ) variables significantly.
Afterwards, an iterative, data-driven method, is used on top of the PID efficiency
correction to emend the simulated data for the mismodelling of the track multiplicity and
the B0 momentum distributions.
For this, in the first step, an estimation of the physical parameters entering the PDF
is obtained from a fit to the data sample using the uncorrected simulated data sample
to compute the normalisation weights and this information on the physics is propagated
to the simulation. This first step is mandatory, as part of the data-simulation kinematic
differences are genuine and caused by the polarisation and different waves present in data,
which were not generated in the simulated data sample. Therefore, the latter must be
corrected for the physics before performing the iterative reweight.
After, in the second step, the sweighted data distributions for the two variables of
interest are used as target to train a multivariate method which will produce a set of
weights to correct the corresponding simulated data sample distributions. Finally, the
corrected simulated data sample is used to obtain a new set of normalisation weights and
the final fit is repeated. The summary of the iterative procedure reads:
1. A first fit to data is performed, using the normalisation weights computed from the
uncorrected simulated data sample. This allows to obtain a first estimation on the
values of the physical parameters.
2. The simulated data sample is corrected for physics by adding a weight computed
from the ratio of the fitting PDF evaluated on the current estimate of the physical
parameters over the generation model used in the simulation.
3. The GBReweighter method from the scikit-learn package [91] is used to obtain a set
of weights accounting for data/simulation differences. The nominal sweighted data
sample is used as target in the B0P and nTracks variables.
4. The simulated data is corrected for these data/simulation differences and a new set
of normalisation weights is computed.
5. The final fit is repeated using the updated normalisation weights.
The whole chain is applied separately to each fitting category. Steps 2 to 5 are
repeated 3 times, as the variation in the physical parameters becomes much smaller than
their statistical uncertainty from the second iteration onwards (see Figure 5.13). The final
results of the analysis correspond to those from the last iteration, and their difference
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Figure 5.13: Evolution of the pull like distribution of the fit parameters with the number
of iterations of the iterative reweight, for the B0 sample on the right and the B0 sample
on the left. The pull variable is built comparing the value of a given parameter (x) in the
ith and the (i+ 1) iterations, divided by its statistical uncertainty (σ).
with respect to the previous one is assigned as the systematic uncertainty due to the
finite number of iterations in the iterative procedure and are labelled as IterativeRW in
the summary tables.
5.2.7 Summary tables of the systematic uncertainties
The systematic uncertainties are evaluated for all the fit parameters, their results
being shown in Tables 5.14, 5.15, 5.16. The value of the statistical uncertainty is shown
as reference in the first column. In order to correctly account for the correlations among
the parameters, the systematic uncertainties for the derived quantities (CP averages and
asymmetries of the observables) are evaluated for each of these derived quantities in the
same way as the fit parameters, this is, computing the value of the relevant observable in
each pseudoexperiment and analysing their distribution. The resulting systematic uncer-
tainties are shown in Tables 5.17 and 5.18. The total systematic uncertainty is obtained
from the sum in quadrature of the individual sources of systematic uncertainties detailed
in the paragraphs above, accounting for 100% correlation of the common systematic un-
certainties for B0 and B0.
The estimated effect from having a pollution from B0 → a1(1260)−K+ decays results
in the dominant systematic uncertainty on the parameters describing the V V waves.
This is understandable since only these waves and the a1(1260)
− amplitude are sensitive
to the angle φ, so any deviation induced by the a1(1260)
− contribution should have a
larger impact on the V V than on any S-wave, since these are isotropic in φ. The largest
systematics regarding the S-wave parameters are due to both the choice of constants used
in the mass propagators and the effect of the experimental resolution on the invariant
masses and helicity angles.
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Table 5.14: Summary table of the systematic uncertainties, fit parameters, B0 sample.
The statistical uncertainty (Stats.) is shown for reference. (Negligible values are repre-
sented by −).
Parameter Stats. Ang.Barriers sWeights negWeights normWeights IterativeRW
Re(A0V 1V ) 0.057 0.0034 0.0031 0.0280 0.011 0.0002
Im(A0V 1V ) 0.051 0.0014 0.0022 0.0077 0.016 0.0002
Re(A
||
V 1V ) 0.038 0.0025 0.0015 0.0230 0.010 −
Im(A
||
V 1V ) 0.036 0.0044 0.0012 0.0150 0.010 0.0013
Re(A⊥V 1V ) 0.035 0.0016 0.0011 0.0092 0.008 0.0001
Im(A⊥V 1V ) 0.039 0.0043 0.0013 0.0081 0.010 0.0006
Re(A0V 2V ) 0.050 0.0028 0.0011 0.0042 0.014 0.0007
Im(A0V 2V ) 0.055 0.0017 0.0013 0.0084 0.016 0.0001
Re(A
||
V 2V ) 0.031 0.0009 0.0008 0.0067 0.007 0.0009
Im(A
||
V 2V ) 0.030 0.0006 0.0010 0.0085 0.006 0.0015
Re(A⊥V 2V ) 0.029 0.0004 0.0006 0.0053 0.006 0.0005
Im(A⊥V 2V ) 0.030 0.0014 0.0006 0.0041 0.007 0.0001
Re(AV 2S) 0.049 0.0031 0.0016 0.0093 0.017 0.0011
Im(AV 2S) 0.050 0.0006 0.0015 0.0027 0.021 0.0007
Re(AS1V ) 0.074 0.0044 0.0029 0.0370 0.024 0.0008
Im(AS1V ) 0.048 0.0130 0.0015 0.0380 0.017 0.0007
Re(AS2V ) 0.065 0.0022 0.0029 0.0081 0.020 −
Im(AS2V ) 0.083 0.0045 0.0051 0.0140 0.028 0.0032
Re(AS3V ) 0.072 0.0120 0.0042 0.0120 0.030 0.0008
Im(AS3V ) 0.081 0.0087 0.0052 0.0170 0.028 0.0014
Re(AS1S) 0.049 0.0055 0.0021 0.0240 0.013 0.0011
Im(AS1S) 0.043 0.0029 0.0017 0.0071 0.009 0.0011
Re(AS2S) 0.055 0.0083 0.0036 0.0062 0.015 0.0006
Im(AS2S) 0.056 0.0025 0.0024 0.0035 0.014 0.0009
Re(AS3S) 0.055 0.0110 0.0040 0.0071 0.016 0.0002
Im(AS3S) 0.055 0.0054 0.0036 0.0086 0.013 0.0012
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Table 5.15: Summary table of the systematic uncertainties, fit parameters, B0 sample.
The statistical uncertainty (Stats.) is shown for reference.
Parameter Stats. Ang.Barriers sWeights negWeights normWeights IterativeRW
Re(A0V 1V ) 0.042 0.0020 0.0011 0.0083 0.011 0.0008
Im(A0V 1V ) 0.039 0.0016 0.0021 0.0170 0.011 0.0001
Re(A
||
V 1V ) 0.033 0.0024 0.0013 0.0100 0.009 0.0007
Im(A
||
V 1V ) 0.027 0.0021 0.0016 0.0095 0.007 0.0008
Re(A⊥V 1V ) 0.027 0.0008 0.0012 0.0064 0.007 0.0002
Im(A⊥V 1V ) 0.033 0.0012 0.0014 0.0074 0.009 0.0005
Re(A0V 2V ) 0.042 0.0007 0.0019 0.0060 0.013 0.0004
Im(A0V 2V ) 0.043 0.0034 0.0011 0.0031 0.014 0.0002
Re(A
||
V 2V ) 0.027 0.0003 0.0008 0.0033 0.007 0.0007
Im(A
||
V 2V ) 0.026 0.0019 0.0005 0.0028 0.006 0.0006
Re(A⊥V 2V ) 0.025 0.0003 0.0006 0.0028 0.006 0.0006
Im(A⊥V 2V ) 0.027 0.0011 0.0011 0.0021 0.007 0.0013
Re(AV 2S) 0.043 0.0018 0.0009 0.0016 0.018 0.0018
Im(AV 2S) 0.042 0.0028 0.0014 0.0031 0.017 0.0010
Re(AS1V ) 0.064 0.0048 0.0035 0.0170 0.023 0.0011
Im(AS1V ) 0.036 0.0083 0.0012 0.0190 0.017 0.0003
Re(AS2V ) 0.054 0.0046 0.0025 0.0041 0.020 0.0002
Im(AS2V ) 0.078 0.0045 0.0028 0.0056 0.032 0.0011
Re(AS3V ) 0.065 0.0170 0.0025 0.0072 0.028 0.0013
Im(AS3V ) 0.063 0.0130 0.0031 0.0150 0.025 0.0014
Re(AS1S) 0.037 0.0047 0.0018 0.0045 0.013 0.0001
Im(AS1S) 0.041 0.0030 0.0047 0.0067 0.012 0.0007
Re(AS2S) 0.046 0.0130 0.0033 0.0054 0.015 0.0006
Im(AS2S) 0.043 0.0045 0.0012 0.0024 0.011 0.0005
Re(AS3S) 0.042 0.0020 0.0022 0.0047 0.012 0.0006
Im(AS3S) 0.050 0.0074 0.0043 0.0068 0.014 0.0006
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Table 5.16: Summary table of the systematic uncertainties common for the B0 and B0
models, fit parameters. (Negligible values are represented by −).
Parameter Props. Resolution Fit method a1(1260)
− Symm. (ππ)
Re(A0V 1V ) 0.018 0.018 0.0023 0.059 0.003
Im(A0V 1V ) 0.005 0.013 0.0076 0.035 0.025
Re(A
||
V 1V ) 0.017 0.011 0.0042 0.043 0.005
Im(A
||
V 1V ) 0.012 0.019 0.0013 0.039 0.017
Re(A⊥V 1V ) 0.017 0.013 0.0019 0.030 0.001
Im(A⊥V 1V ) 0.018 0.025 0.0018 0.029 0.016
Re(A0V 2V ) 0.006 0.023 0.0024 0.031 0.002
Im(A0V 2V ) 0.007 0.042 0.0030 0.041 −
Re(A
||
V 2V ) 0.003 0.020 0.0011 0.007 0.003
Im(A
||
V 2V ) 0.002 0.023 0.0002 0.006 0.004
Re(A⊥V 2V ) 0.002 0.015 0.0001 0.003 0.005
Im(A⊥V 2V ) 0.002 0.015 0.0005 0.005 0.003
Re(AV 2S) 0.006 0.048 0.0041 0.021 0.014
Im(AV 2S) 0.005 0.042 0.0014 0.023 0.003
Re(AS1V ) 0.103 0.017 0.0012 0.033 0.013
Im(AS1V ) 0.110 0.018 0.0008 0.029 0.023
Re(AS2V ) 0.038 0.024 0.0055 0.031 0.010
Im(AS2V ) 0.063 0.039 0.0052 0.068 0.049
Re(AS3V ) 0.058 0.042 0.0003 0.018 0.008
Im(AS3V ) 0.080 0.018 0.0020 0.069 0.034
Re(AS1S) 0.024 0.013 0.0001 0.023 0.031
Im(AS1S) 0.063 0.009 0.0005 0.010 0.022
Re(AS2S) 0.013 0.015 0.0061 0.009 0.012
Im(AS2S) 0.019 0.026 0.0001 0.043 0.004
Re(AS3S) 0.027 0.012 0.0001 0.006 0.011
Im(AS3S) 0.026 0.020 0.0044 0.025 0.037
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5 Amplitude analysis of B0 → (π+π−)(K+π−) events
5.3 Results
The 1-dimensional projections of the maximum likelihood fit to the selected data
sample using the PDF previously described are shown in Figures 5.14 and 5.15, for the B0
and B0 samples, respectively. The full simulated data sample (combination of PHSP+SVV -
HELAMP2) is reweighted with the physical parameters found in data and used to visualise
the fit results. The amplitudes of the different partial waves contributing to the considered
final states are also plotted separately, following the colour and line style codes shown in
Figures 5.14 and 5.15.
The numerical results obtained for the fit parameters (Re(Ai), Im(Ai)) are reported
in Table 5.19, together with their statistical and total systematic uncertainties. The
latter are obtained from the sum in quadrature of the individual sources of systematic
uncertainties described in Section 5.2.
The results for the CP averaged amplitudes and their CP asymmetries, together
with their strong and weak phase differences as defined in Section 1.2.2, are shown in
Table 5.20. As anticipated, the corresponding systematic and statistical uncertainties are
obtained accounting for all the correlations among the fit parameters.
Finally, the triple product asymmetries for both V V modes are computed from their
expressions detailed in Equation 1.15 and are found to be:
AρK∗,1T−fake = 0.0416± 0.0050± 0.0054, AρK
∗,2
T−fake = −0.0037± 0.0062± 0.0070,
AωK∗,1T−fake = 0.042± 0.043± 0.037, AωK
∗,2
T−fake = −0.005± 0.021± 0.023,
AρK∗,1T−true = −0.0210± 0.0050± 0.0022, AρK
∗,2
T−true = −0.0032± 0.0062± 0.0047,
AωK∗T−true = 0.022± 0.043± 0.016, AωK
∗,2





































































































 + interf. *Kω +  *Kρ = VV
) + interf.πK( ω) + πK( ρ = VS
 + interf. *K3S + 
 *K2S + 
 *K1S =  SV







f ≡ 3S, 2S, 1SWhere: 
Figure 5.14: Result of the 5D fit in the B sample.
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 + interf. *Kω +  *Kρ = VV
) + interf.πK( ω) + πK( ρ = VS
 + interf. *K3S + 
 *K2S + 
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f ≡ 3S, 2S, 1SWhere: 
Figure 5.15: Result of the 5D fit in the B sample.
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Maŕıa Vieites D́ıaz
Table 5.19: Numerical results for the fit parameters obtained in the B0 (left) and B0
(right) samples. The total systematic uncertainty is obtained from the sum in quadrature
of the individual sources of systematic uncertainties.
B
Parameter Value Stat. Syst.
Re(A0V 1V ) 0.095 0.057 0.071
Im(A0V 1V ) 0.74 0.051 0.049
Re(A
||
V 1V ) 0.61 0.038 0.054
Im(A
||
V 1V ) 0.6 0.036 0.064
Re(A⊥V 1V ) −0.64 0.035 0.039
Im(A⊥V 1V ) −0.62 0.039 0.047
Re(A0V 2V ) 0.11 0.05 0.042
Im(A0V 2V ) −0.13 0.055 0.062
Re(A
||
V 2V ) −0.061 0.031 0.024
Im(A
||
V 2V ) −0.053 0.030 0.026
Re(A⊥V 2V ) −0.013 0.029 0.018
Im(A⊥V 2V ) 0.048 0.030 0.018
Re(AV 2S) −0.1 0.049 0.056
Im(AV 2S) −0.17 0.050 0.053
Re(AS1V ) −0.49 0.074 0.12
Im(AS1V ) −0.57 0.048 0.12
Re(AS2V ) 1.5 0.065 0.06
Im(AS2V ) 0.56 0.083 0.12
Re(AS3V ) −1.1 0.072 0.082
Im(AS3V ) −0.36 0.081 0.12
Re(AS1S) −0.3 0.049 0.055
Im(AS1S) −0.18 0.043 0.069
Re(AS2S) −1.1 0.055 0.032
Im(AS2S) −0.21 0.056 0.056
Re(AS3S) −0.15 0.055 0.039
Im(AS3S) 0.43 0.055 0.058
B
Parameter Value Stat. Syst.
Re(A0V 1V ) −0.034 0.042 0.066
Im(A0V 1V ) 0.28 0.039 0.050
Re(A
||
V 1V ) 0.56 0.033 0.050
Im(A
||
V 1V ) 0.59 0.027 0.062
Re(A⊥V 1V ) −0.53 0.027 0.038
Im(A⊥V 1V ) −0.52 0.033 0.047
Re(A0V 2V ) 0.058 0.042 0.042
Im(A0V 2V ) −0.064 0.043 0.061
Re(A
||
V 2V ) 0.019 0.027 0.023
Im(A
||
V 2V ) −0.056 0.026 0.025
Re(A⊥V 2V ) 0.0097 0.025 0.018
Im(A⊥V 2V ) 0.039 0.027 0.017
Re(AV 2S) −0.097 0.043 0.056
Im(AV 2S) −0.069 0.042 0.052
Re(AS1V ) −0.46 0.064 0.12
Im(AS1V ) −0.54 0.036 0.12
Re(AS2V ) 1.4 0.054 0.060
Im(AS2V ) 0.6 0.078 0.12
Re(AS3V ) −0.97 0.065 0.081
Im(AS3V ) −0.48 0.063 0.12
Re(AS1S) −0.47 0.037 0.049
Im(AS1S) −0.066 0.041 0.071
Re(AS2S) −1 0.046 0.033
Im(AS2S) −0.14 0.043 0.056
Re(AS3S) −0.0086 0.042 0.035
Im(AS3S) 0.27 0.052 0.058
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Table 5.20: Numerical fit results for the CP averages and asymmetries (top) and strong and
weak phase differences (bottom) of the partial waves amplitudes and among the V V polarisation
fractions. The first and second uncertainties correspond to the statistical and total systematic,
respectively. The total systematic uncertainty is obtained from the sum in quadrature of the
individual sources of systematic uncertainties, accounting for 100% correlation of the common
systematic uncertainties for B0 and B0.
Parameter CP average CP asymmetry
|A0ρK∗ |2 0.316 ± 0.039 ± 0.074 −0.75 ± 0.07 ± 0.17
|A||ρK∗ |2 0.701 ± 0.038 ± 0.084 −0.049± 0.053± 0.019
|A⊥ρK∗ |2 0.668 ± 0.036 ± 0.068 −0.187± 0.051± 0.026
|A0ωK∗ |2 0.019 ± 0.010 ± 0.012 −0.61 ± 0.37 ± 0.39
|A||ωK∗ |2 0.0050± 0.0029± 0.0031 −0.30 ± 0.54 ± 0.28
|A⊥ωK∗ |2 0.0020± 0.0019± 0.0015 −0.21 ± 0.86 ± 0.41
|Aω(Kπ)|2 0.026 ± 0.011 ± 0.025 −0.47 ± 0.33 ± 0.45
|Af0(500)K∗ |2 0.532 ± 0.048 ± 0.098 −0.056± 0.091± 0.042
|Af0(980)K∗ |2 2.42 ± 0.13 ± 0.25 −0.022± 0.052± 0.023
|Af0(1370)K∗ |2 1.29 ± 0.09 ± 0.20 −0.094± 0.071± 0.037
|Af0(500)(Kπ)|2 0.174 ± 0.021 ± 0.039 0.30 ± 0.12 ± 0.09
|Af0(980)(Kπ)|2 1.184 ± 0.079 ± 0.073 −0.083± 0.066± 0.023
|Af0(1370)(Kπ)|2 0.139 ± 0.028 ± 0.039 −0.48 ± 0.17 ± 0.15
f0ρK∗ 0.164± 0.015± 0.022 −0.622± 0.085± 0.086
f
||
ρK∗ 0.435± 0.016± 0.042 0.188± 0.037± 0.022
f⊥ρK∗ 0.401± 0.016± 0.037 0.050± 0.039± 0.015
f0ωK∗ 0.68 ± 0.17 ± 0.16 −0.13 ± 0.27 ± 0.13
f
||
ωK∗ 0.22 ± 0.14 ± 0.15 0.26 ± 0.55 ± 0.22
f⊥ωK∗ 0.096± 0.094± 0.091 0.34 ± 0.81 ± 0.37
Parameter Strong phases, 12 (δB + δB) [rad] Weak phases,
1
2 (δB − δB) [rad]
δ0ρK∗ 1.57 ± 0.08 ± 0.18 0.123± 0.084± 0.036
δ
||
ρK∗ 0.795± 0.030± 0.068 0.014± 0.030± 0.026
δ⊥ρK∗ −2.365± 0.032± 0.054 0.000± 0.032± 0.013
δ0ωK∗ −0.86 ± 0.29 ± 0.71 0.03 ± 0.29 ± 0.16
δ
||
ωK∗ −1.83 ± 0.29 ± 0.32 0.59 ± 0.29 ± 0.07
δ⊥ωK∗ 1.58 ± 0.43 ± 0.63 −0.25 ± 0.43 ± 0.16
δω(Kπ) −2.32 ± 0.22 ± 0.24 −0.20 ± 0.22 ± 0.14
δf0(500)K∗ −2.28 ± 0.06 ± 0.22 −0.002± 0.064± 0.045
δf0(980)K∗ 0.385± 0.038± 0.066 0.018± 0.038± 0.022
δf0(1370)K∗ −2.757± 0.051± 0.089 0.076± 0.051± 0.025
δf0(500)(Kπ) −2.80 ± 0.09 ± 0.21 −0.206± 0.088± 0.034
δf0(980)(Kπ) −2.982± 0.032± 0.057 −0.027± 0.032± 0.013
δf0(1370)(Kπ) 1.76 ± 0.10 ± 0.11 −0.16 ± 0.10 ± 0.04
δ
||−⊥
ρK∗ 3.160± 0.035± 0.044 0.014± 0.035± 0.026
δ
||−0
ρK∗ −0.772± 0.085± 0.061 −0.109± 0.085± 0.034
δ⊥−0ρK∗ −3.931± 0.085± 0.065 −0.123± 0.085± 0.035
δ
||−⊥
ωK∗ −3.41 ± 0.52 ± 0.73 0.84 ± 0.52 ± 0.16
δ
||−0
ωK∗ −0.97 ± 0.41 ± 0.57 0.57 ± 0.41 ± 0.17





In this thesis the first full amplitude analysis of B0 → (π+π−)(K+π−) events in
the two-body invariant mass ranges of 300 < m(π+π−) < 1100 MeV/c2 and 750 <
m(K+π−) < 1200 MeV/c2 using LHCb data is presented. The analysed data sample





during the detector operation periods in 2011 and 2012, respectively. The results of this
work [92] have been submitted for publication to the Journal of High Energy Physics
and are available on the free access site arXiv (arXiv:1812.07008) and the LHCb public
pages (LHCB-PAPER-2018-042).
A model accounting for 14 contributions is described and used to fit selected
B0 → (π+π−)(K+π−) candidates in order to extract the relative strength of each consid-
ered amplitude with respect to the reference contribution, the V S wave B0 → ρ0(K+π−).
Most of these amplitudes and phase differences had never been measured before. The
high dimensionality of this amplitude fit, done in 5 dimensions and with 26 free pa-
rameters, and the use of background subtracted data samples motivated the use of the
MultiNest algorithm for the first time in an amplitude analysis at LHCb. This work is
also among the first to use a GPU based fit. Special emphasis is placed on the study
of the B0 → ρ(770)0K∗(892)0 decay channel, for which the polarisation fractions (fλ)
and the phase differences (δλi−λj) are measured and their mean values and asymmetries
computed. Triple product asymmetries are also derived from this set of observables.
Theoretical predictions of the V V related observables for the B0 → ρ0K∗0 mode are
available, computed in both, pQCD and QCDF frameworks. However, the contributions
of a a doubly Cabibbo suppressed tree, a gluonic penguin and an electroweak penguin
diagrams to the decay rate, challenge the computability of the observables, making the
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experimental input of great relevance. The results presented in this thesis could be used to
place constraints on similar observables for other decay modes, being of particular interest
for those of them also receiving a contribution from the electroweak penguin amplitude.
The relevance of this particular amplitude is hinted by the remarkably small value
of the longitudinal polarisation measured for the B0 → ρ0K∗0 mode, as well as by the
significant CP asymmetry found for this observable:
f̃ 0ρK∗ = 0.164± 0.015± 0.022 and A0ρK∗ = −0.62± 0.09± 0.09 ,
where the first uncertainty is statistical and the second, systematic. The significance of
the CP asymmetry is obtained by dividing the value of the asymmetry by the sum in
quadrature of the statistical and systematic uncertainties and is found to be in excess of 5
standard deviations. This is the first significant observation of CP asymmetry in angular
distributions of B0→ V V decays. For completeness of the results, a determination of the
equivalent parameters for the B0 → ωK∗(892)0 mode is also made, resulting in
f̃ 0ωK∗ = 0.68± 0.17± 0.16 and A0ωK∗ = −0.13± 0.27± 0.13 .
The phase differences between the perpendicular and parallel polarisation, δ
||−⊥
ρK∗ , are
found to be very close to π and 0, for the CP averaged and CP difference values, respec-
tively. These are in good agreement with theoretical predictions computed in both QCDF
and pQCD frameworks.
To conclude, a comparison of theoretical predictions for the B0 → ρ(770)0K∗(892)0
mode with the results obtained from this analysis is shown in Table 6.1. It should be
noted that the theoretical predictions involving the CP averaged value of δ⊥ρK∗ have been




Table 6.1: Comparison of theoretical predictions for the B0 → ρ(770)0K∗(892)0 mode
with the results obtained from this analysis.




∗ CP average 0.22+0.03+0.53−0.03−0.14 0.65
+0.03+0.03
−0.03−0.04 0.164± 0.015± 0.022
CP asymmetry −0.30+0.11+0.61−0.11−0.49 0.0364+0.0120−0.0107 −0.62 ± 0.09 ± 0.09
f
⊥ ρK
∗ CP average 0.39+0.02+0.27−0.02−0.07 0.169
+0.027
−0.018 0.401± 0.016± 0.037






∗ CP average [rad] −0.7 +0.1+1.1−0.1−0.8 −1.61 +0.02−3.06 −0.77 ± 0.09 ± 0.06






∗ CP average [rad] ≡ π 3.15 +0.02−4.30 3.160± 0.035± 0.044





Resumo da tese en Galego
A.1 Introdución
O Modelo Estándar da F́ısica de Part́ıculas (SM) é simétrico ante a transformación
Carga-Paridade (CP ), excepto para o sector dos quarks e da interacción feble. Tendo
en conta esta simetŕıa, resulta chamativo que o universo actual non presente cantidades
máis parecidas de materia e antimateria e que estea, ata onde alcanza o noso coñecemento,
amplamente dominado pola materia. En 1967, o f́ısico soviético Andrei Sajarov estableceu
tres condicións que permitiŕıan explicar as diferentes taxas de produción de materia e
antimateria nalgún momento da evolución do universo. Unha delas é a violación da
simetŕıa combinada da conxugación de carga (C) e paridade (P ).
Todas as medidas de violación CP realizadas ata a actualidade están ben descritas,
dentro do SM, pola matriz de Cabibbo-Kobayashi-Maskawa (CKM). Non obstante, a mag-
nitude da asimetŕıa observada neste modelo, non é suficiente para explicar o desequilibrio
entre materia e antimateria no universo e, polo tanto, é esperable que existan mecanismos
de ruptura da simetŕıa CP non contidos no SM.
O experimento LHCb do CERN, un dos catro principais do Large Hadron Collider
(LHC), foi especificamente deseñado para explorar a violación da simetŕıa CP mediante
o estudo de decaementos de part́ıculas que conteñan quarks b ou quarks c. Mentres que
ATLAS e CMS, os dous grandes experimentos de propósito xeral do CERN, optaron
por realizar pescudas directas de nova f́ısica a través do estudo da produción de novas
part́ıculas; LHCb emprega unha técnica complementaria, baseada en realizar medidas de

































Figure A.1: Esquemas dos diagramas de Feynman que dominan o decaemento B0 → ρ0K∗0 . De
esquerda a dereita: diagrama “tree” dobremente suprimido por Cabibbo, diagrama “penguin”
gluónico e diagrama “penguin” electrofeble.
Entre os resultados máis destacables de LHCb, atópase a medida da violación CP
directa na canle B0 → π−K+ . Este decaemento, que se corresponde cun análogo escalar
da familia da canle que se quere estudar, presenta os efectos máis espectaculares de
violación CP directa de todas as estudadas.
Dentro das canles obxecto de estudo no LHCb, unha de particular interese é a desin-
tegración vectorial do mesón B0, constitúıdo por un antiquark b e un quark d, nun mesón
vectorial ρ0 (que é unha mestura (uū−dd̄)/2 ), e dun mesón vectorial K∗0 (formado polos
quarks ds̄).
Esta desintegración, que en adiante se designará como B0 → ρ0K∗0, ocorre maiori-
tariamente a través de tres procesos representados polos diagramas de Feynman que se
mostran na Figura A.1. A existencia de, como mı́nimo, dúas amplitudes distintas é unha
condición necesaria para unha posible observación de violación CP directa a través de
diferenzas nas anchuras parciais de desintegración en reaccións conxugadas. Neste caso,
unha das contribucións provén dun diagrama de tipo “tree” (onde o quark b verifica a
transición b → ūus); mentres que as outras se correspondes con diagramas que proce-
den a través de “loops” (gluónico e electrofeble) que median a transformación b → d̄ds.
O efecto de violación CP directa podeŕıa ser significativo xa que, ao estar a amplitude
“tree” moi suprimida (tecnicamente “doubly Cabbibbo suppressed”), as tres amplitudes,
“tree” e “loop” (ou “penguin”) agárdanse da mesma orde, o que amplifica os efectos de
interferencias.
Adicionalmente, a desintegración B0 → ρ0K∗0 presenta a vantaxe de que, debido
á natureza vectorial dos mesóns do estado final, a distribución angular das part́ıculas
resultantes depende de tres amplitudes ortogonais, o que permite estudar efectos de po-
larización na desintegración. Para levar a cabo este tipo de medidas, prećısase realizar
unha complexa análise angular que require unha estat́ıstica notable, polo que non exist́ıan,
ata o momento, medidas precisas en demasiadas canles.
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A.2 Dispositivo experimental
O Gran Colisor de Hadróns (Large Hadron Collider (LHC)), situado no Laboratorio
Europeo para a F́ısica de Part́ıculas (CERN), é o acelerador de part́ıculas máis potente
de todos os que o ser humano leva constrúıdo ata a actualidade. Atópase nun anel de
27 km de circunferencia ás aforas de Xenebra (Súıza), no que antes foran as instalacións
do Gran Colisor de electróns e positróns (Large Electron Positron collider (LEP)), e foi
deseñado para operar con colisións protón-protón (pp) a unha enerx́ıa nominal de 14 TeV
no centro de masas. Os seus obxectivos principais son comprobar as predicións do Modelo
Estándar (SM) e buscar sinais de nova f́ısica alén del.
O proceso de aceleración dos feixes de protóns involucra varios pre-aceleradores secun-
darios, de forma que, en condicións nominais de funcionamento, ao LHC chegan protóns
de 450 GeV (procedentes do Super Sincrotrón de Protóns) que finalmente serán acelera-
dos ata os 7 TeV. Manter protóns a esta enerx́ıa nas órbitas do colisor require un campo
magnético de 8.33 T que se consegue con imáns supercondutores colocados no interior
dun criostato que contén helio superflúıdo a 1.9 K. Para poder acelerar dous feixes de
protóns en sentidos opostos, dentro do anel existen dúas liñas con campos magnéticos
tamén opostos. Os datos mencionados son os nominais do deseño do acelerador, non
obstante, os datos empregados para a análise presentada nesta tese obtivéronse durante
os anos 2011 e 2012, nos que as colisións pp ocorŕıan a 3.5 e 4 TeV, respectivamente.
Existen catro puntos de cruce dos feixes, onde a traxectoria dos protóns é desviada
un ángulo pequeno cara a liña contraria. Durante o funcionamento nominal do LHC,
circulan por cada liña 2808 paquetes con 1011 protóns cada un, atravesándose cada 25
ns. Os grandes detectores situados nestes puntos son: ALICE (A Large Ion Collider
Experiment), CMS (Compact Muon Solenoid), ATLAS (A Toroidal LHC Apparatus) e
LHCb (Large Hadron Collider beauty).
O LHCb [50] foi deseñado cun propósito espećıfico: o estudo da violación da simetŕıa
CP e dos decaementos raros, en ambos casos, mediante decaementos de part́ıculas co quark
bottom. Por este motivo, neste experimento resulta esencial reconstrúır con precisión
tanto o vértice primario (PV, lugar da colisión entre protóns onde se producen os quarks
b) coma o vértice secundario (SV, onde decae o hadrón co quark b). Para poder acadar
unha excelente identificación dos vértices, LHCb require funcionar cunha luminosidade
instantánea menor que a nominal do LHC, polo que se desenfocan os feixes de protóns
no punto de interacción. Desta forma, garántese que o número promedio de colisións pp
inelásticas cada vez que acontece un cruce de paquetes estea en torno a 2.
Este espectrómetro de brazo único, conta cunha cobertura angular de 10 mrad a 300
(250) mrad no plano de curvatura magnético (plano de curvatura non magnético) [50].
Na Figura A.2 pode verse a distribución do detector. Para fixar un sistema de referencia
escóllese, por convenio, un sistema co eixo z positivo cara a dereita e na dirección do feixe.
A xustificación para que o detector estea focalizado nesta rexión atópase ao analizar a
distribución do ángulo polar co que son producidos os pares bb̄, xa que, a altas enerx́ıas,
ambos quarks tenden a producirse dentro do mesmo cono cara adiante ou cara atrás e,
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Figure A.2: Vista lateral do LHCb.
polo tanto, a xeometŕıa a baixo ángulo do detector optimiza a aceptancia de part́ıculas
producidas por eses pares. As principais compoñentes do LHCb durante o peŕıodo de
funcionamento entre 2010 e 2012, listadas en orde dende o punto de interacción, son:
• Un localizador de vértices (Vertex Locator, VELO) que proporciona información
sobre os vértices onde se producen e decaen os hadróns. Pola súa especial relevancia
para a análise será visto con máis detalle na seguinte sección.
• Un imán de dipolo que proporciona un campo integrado de 4 Tm para poder medir
os momentos das part́ıculas cargadas. A magnetización do imán invértese periodica-
mente para estudar a violación da simetŕıa CP e para minimizar e controlar os erros
sistemáticos do detector.
• Un sistema de trazado [60] composto por un detector de micropistas de silicio situado
antes do imán (Tracker Turiciensis, TT) e por tres estacións de trazado (T Stations,
T1, T2 e T3) despois do imán. A súa función é a de reconstrúır as trazas de
part́ıculas cargadas dentro do detector.
• Dous contadores por Imaxe de Aneis Cherenkov (Ring Imaging Cherenkov, RICH1
e RICH2, antes e despois do imán) cuxo obxectivo é identificar hadróns cargados
(principalmente pións e kaóns) nun rango de momentos que vai dos 2 aos 100 GeV/c.
• Un sistema de caloŕımetros (Scintillator Pad Detector, SPD; PreShower, PS; Elec-
tromagnetic CALorimeter, ECAL e Hadronic CALorimeter, HCAL) empregado para
identificar electróns e hadróns en función de enerx́ıas e posicións.
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• Un sistema de detección de muóns (formado por unha combinación de Multi Wire
Proportional Chambers, MWPC e Gas Electron Multiplier, GEM) cuxo obtectivo é
medir os seus momentos.
Aı́nda tendo en conta a relativamente baixa multiplicidade coa que traballa o LHCb,
est́ımase que ocorren da orde de 107 colisións pp cada segundo, polo que a cantidade de
datos que se xera é demasiado elevada como para poder almacear información de todos
os eventos. En consecuencia, prećısase dispoñer dun sistema de clasificación que decida,
en tempo real, se se garda ou non a información do suceso. Este sistema denominado
trigger identifica sinais caracteŕısticos propios dos decaementos de part́ıculas co quark
b: un momento transverso (pT ) relativamente alto e un vértice secundario separado do
primario. Isto equivale a pedir que os produtos do decaemento teñan un alto parámetro de
impacto (IP), que se define como a mı́nima distancia entre a traza e o PV. O primeiro nivel
do trigger emprega a información do VELO, do caloŕımetro e do sistema de identificación
de muóns para preseleccionar da orde de 106 eventos por segundo; finalmente, o segundo
nivel, reduce esta cifra a uns 2000, que será dos que se garde información para a súa
posterior reconstrución e análise.
A.3 Fenomenolox́ıa do B0 → ρ0K∗0
Como se indicou na Sección A.1, a fenomenolox́ıa da canle de desintegración B0 →
ρ0K∗0 vén definida polos diagramas de Feynman que contribúen ao proceso e pola na-
tureza vectorial das resonancias intermedias que se producen antes de chegar ao estado
final B0 → (π+π−)(K+π−). O feito de que varios procesos (representados polos distin-
tos diagramas) contribúan ao decaemento permite a existencia de interferencias entre as
distintas amplitudes f́ısicas. En consecuencia, esta canle será sensible a efectos de vio-
lación da simetŕıa CP , que se manifestarán como distintos valores dos parámetros f́ısicos
que gobernan o decaemento das desintegracións dos mesóns B0 e B0, respectivamente. O
principal obxectivo da análise presentada nesta tese será determinar estas diferenzas. Para
describir a desintegración B0 → ρ0K∗0 cómpre ter en conta todas as posibles resonancias
intermedias polas que se pode chegar ao estado final B0 → (π+π−)(K+π−) . O listado
das canles consideradas atópase na Táboa A.1. Para dous destes procesos, ambas reso-
nancias intermedias teñen carácter vectorial, o cal, como se anticipou, ten implicacións
na fenomenolox́ıa da desintegración.
A conservación do momento angular dá lugar á fenomelox́ıa relacionada coa natureza
vectorial das resonancias intermedias. A part́ıcula nai, o mesón B0, ten un comportamento
pseudo-escalar, polo que o valor do seu momento angular intŕınseco (spin) é 0. No sistema
de referencia propio, no que esta part́ıcula está en repouso, o momento angular total (J)
do sistema resultante é nulo, J = 0. A lei de conservación desta magnitude implica que o
momento angular orbital (L) do sistema composto polas dúas resonancias vectoriais ten
que acoplar co spin do sistema (S) de forma que se siga cumprindo a condición J = 0
no estado final. Isto implica que L poderá tomar unicamente tres valores, que terán
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que coincidir cos tres acoplos posibles para o spin total do sistema formado por dúas
part́ıculas de spin 1: S = 0, 1, 2. Estas tres configuracións dan lugar ás tres amplitudes
que contribúen á anchura parcial de desintegración no caso do decaemento dunha part́ıcula
pseudo-escalar a dúas vectoriais. Resulta conveniente expresar estas amplitudes en función
da orientación relativa entre a polarización das part́ıculas vectoriais e a súa dirección de
movemento. Deste xeito, as amplitudes denomı́nanse lonxitudinal ou transversas con
respecto a esta dirección. A amplitude lonxitudinal ten paridade positiva, mentres que
das amplitudes transversas, unha ten paridade positiva (as polarizacións dos vectores son
paralelas entre si) e outra, negativa (polarizacións perpendiculares). Estas tres amplitudes
denótanse por A0, A|| e A⊥, respectivamente. Non obstante, como xa se mencionou, a
anchura parcial de desintegración para o proceso B0 → (π+π−)(K+π−) ten que inclúır
todas as resonancias intermedias. No caso de amplitudes escalares, unicamente unha
configuración de momento angular é posible, polo que cada nova resonancia contribúe
cunha única amplitude.
Tendo en conta o anterior e seguindo o formalismo detallado en [29], a anchura parcial
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(Ai · gi ·Mi)(Aj · gj ·Mj)∗,
(A.1)
onde os ı́ndices i e j corren sobre a primeira columna da Táboa A.1, os Ai son os
parámetros f́ısicos, as funcións gi son combinacións de harmónicos esféricos que describen
a dependencia angular e as funcións Mi conteñen a dependencia de Γ nas parellas de
masa invariante de dous corpos, que variarán en función das resonancias que se estean a
considerar. Os ángulos dos que dependen as funcións gi def́ınense na base de helicidade,
empregando como sistema de referencia aquel no que a resonancia nai está en repouso. A
súa definición ilústrase na Figura A.3.
A análise reaĺızase nas ventás de masa invariante correspondentes a 300 < m(π+π−) <
1100 MeV/c2 e 750 < m(K+π−) < 1200 MeV/c2. Na primeira das combinacións, o espectro
de masas contén as resonancias vectoriais ρ0 e ω e as escalares f0(500), f0(980) e f0(1370).
Doutra banda, a resonacia dominante no espectro de masa Kπ é a vectorial K∗0, áında
que tamén é preciso inclúır a compoñente escalar denotada por (K+π−)0. A forma da
resonancia ρ0 descŕıbese coa función Gounaris-Sakurai, a do f0(980) coa Flattè, a do
(Kπ)0 cunha modificación da función LASS e o resto das resonancias seguen unha Breit-
Wigner. As correspondentes expresións matemáticas para cada unha destas función poden
consultarse na Sección 1.2.2.
Os parámetros do axuste correspóndense cos Ai da Ecuación A.1. A magnitude dunha
das contribucións f́ıxase a un valor arbitrario, establecendo a referencia con respecto da cal
se miden o resto de contribucións. Como se indicou anteriormente, o obxectivo da análise
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Figure A.3: Definicion dos ángulos de helicidade no decaemento B0 → ρ0K∗0 , onde se
particularizan os ı́ndices da Ecuación A.1 para o estado final considerado: i = 1, 2, 4 ≡ π
e i = 3 ≡ K.
é medir asimetŕıas CP , para o que cómpre ter en conta a paridade das amplitudes que
contribúen á anchura parcial de desintegración e aplicala para describir o decaemento dos
mesóns B0. No caso estudado, estes cambios correspóndese con realizar a transformación
A⊥ → −A⊥ para as amplitudes transversas (unha para cada canle vectorial, B0 → ρ0K∗0
e B0 → ωK∗(892)0 ).
As asimetŕıas CP , obtéñense de combinar adecuadamente os valores dos parámetros
f́ısicos Ai obtidos en candaseu axuste aos datos correspondentes aos decaementos dos
mesóns B0 (Ai) e B
0 (Ai). Similarmente, poden obterse as amplitudes promediadas
en sabor (B0 + B0) para cada contribución e as diferenzas de fase entre todas as con-
tribucións.
Para as canles V V def́ınense, ademais, as fracións de polarización
fλV V =
|AλV V |2
|A0V V |2 + |A
||
V V |2 + |A⊥V V |2
, λ = 0, ||,⊥ (A.2)
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ademais das diferenzas de fase, medidas con respecto á canle de referencia B0→ ρ0(Kπ),
δ0V V ≡ (δ0V V − δρ(Kπ)) = arg(A0V V /Aρ(Kπ)). (A.4)
Para poder comparar coas predicións teóricas existentes, resulta conveniente definir




V V ≡ (δ
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V V ). (A.5)
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Table A.1: Dependencia nas funcións dos ángulos de helicidade e da masa invariante de
dous corpos das distintas amplitudes que contribúen á desintegración do B0 → ρ0K∗0 .
i Tipo Ai gi(θ12, θ34, φ) Mi(m12,m34)
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A partir deste conxunto de parámetros poden obterse as diferenzas de fase promediadas
en sabor, 1
2




Finalmente, as denominadas asimetŕıas de produtos triples (TPA) [17,32], obtéñense
a partir das cantidades
A1T = f⊥f0 sin(δ⊥ − δ0), A2T = f⊥f|| sin(δ⊥ − δ||), (A.6)
mediante a súa combinación nas correspondentes TPA verdadeiras (true, orixinadas por












A.4 Selección de candidatos B0 → (π+π−)(K+π−)
A primeira parte da selección de eventos está baseada na topolox́ıa do decaemento
B0 → (π+π−)(K+π−). As part́ıculas do estado final agrúpanse en parellas, sempre e cando
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teñan cargas opostas, para formar as resonancias intermedias. As trazas correspondentes
teñen que aproximarse o suficiente no espazo como para que se puidesen ter orixinado
nun vértice común e cada unha delas ten que ter un momento transverso maior que 500
MeV/c. Para que as caracteŕısticas da desintegración sexan compatibles co tempo de vóo
caracteŕıstico dun mesón B0, reqúırese que os produtos da mesma teñan unha significancia
do seu parámetro de impacto maior que 16, o que garante que se orixinaran nun punto do
espazo desprazado de calquera vértice primario. Os últimos requirementos cinemáticos
sobre as resonancias intermedias consisten en esixir que o momento das mesmas estea
dentro do volume fiducial do detector e en que a súa masa invariante caia dentro das ventás
definidas na análise, 300 < m(π+π−) < 1100 MeV/c2 e 750 < m(K+π−) < 1200 MeV/c2.
Unha vez os produtos intermedios foron illados, áında queda por garantir que se orixinaran
conxuntamente na desintegración dun mesón B. Para isto, as catro trazas do estado final
comb́ınanse nun único vértice, onde se require que a calidade do axuste do mesmo sexa
boa. Nun segundo requerimento, os mesóns B0 reconstruidos teñen que ter unha dirección
de vóo compatible co vector que une os vértices definidos pola interacción protón-protón
e polas catro trazas iniciais. Finalmente, a masa invariante dos candidatos a mesóns B
ten que estar comprendida no rango 5190 < m(π+π−K+π−) < 5700 MeV/c2.
A segunda fase da selección usa información sobre a identificación das part́ıculas
que orixinaron as trazas mencionadas no apartado anterior. Para isto, comb́ınase a in-
formación procedente de varios subdetectores de LHCb nunha única variable (ProbNN)
que lle asigna a cada part́ıcula a súa probabilidade de ser dun ou doutro tipo. Nesta
análise búscase identificar pións e kaóns, polo que se requiren valores da probabilidade
correspondente, ProbNNpi ou ProbNNk, maiores do 30%.
Feita esta selección, a mostra de datos a analizar consta de tres compoñentes difer-
enciadas: eventos de sinal, eventos do fondo “combinatorio” e unha minoŕıa de casos
que conteñen part́ıculas mal identificadas ou doutras desintegracións que non son a estu-
dada. Estes últimos, elimı́nanse mediante vetos espećıficos no seu espazo de fases. Doutra
banda, para minimizar o número de eventos que proveñen da combinación aleatoria de
catro trazas, empregaranse técnicas de análise multivariable (TMVA, das siglas en inglés),
en concreto, unha do tipo “Boosted Decision Tree (BDT)”. Estas técnicas permiten ben-
eficiarse das correlacións entre as variables analizadas para distinguir, en base a estas
correlacións, os eventos de sinal dos eventos producidos pola combinación aleatoria de
trazas. En concreto, a BDT utiliza información sobre o momento do mesón B0 e máis
detalles da topolox́ıa do evento, como a distancia espacial entre as trazas no punto no
que se definiu o vértice da desintegración. A Figura A.4 amosa o diferente comporta-
mento da variable obtida como resultado da BDT para as mostras de sinal e e de fondo
combinatorio.
O último paso da selección consiste na realización do axuste do modelo de masa invari-
ante de catro corpos ao devandito espectro. O modelo empregado inclúe as contribucións
do sinal buscado, o B0 → ρ0K∗0 , da correspondente desintegración do mesón B0s ao
mesmo estado final, B0s → (π+π−)(K−π+), e a orixinada polo fondo combinatorio, que foi
previamente reducida mediante do uso da BDT. Debido á fenomenolox́ıa dos decaemen-
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Figure A.4: Resposta da BDT nas mostras de simulación xeradas coas condicións de 2011
(esquerda) e 2012 (dereita). As distribucións representadas en azul correspóndese coas de
sinal e as vermellas, coas do fondo.

















































Figure A.5: Axuste do modelo de masa invariante de catro corpos aos correspondentes
espectros da masa invariante dos candidatos a B0 (esquerda) e a B0 (dereita).
tos, a descrición matemática dos picos do B0 e do B0s realizáse coa función Hypatia, onde
os parámetros empregados, salvo o correspondente á masa da resonancia, coinciden para
ambos picos. A distribución de masa dos eventos do fondo combinatorio descŕıbese cunha
función exponencial decrecente cuxo único parámetro se determina no axuste aos datos,
conxuntamente coa abundancia de cada contribución. Como consecuencia das distintas
categoŕıas de sabor e aceptancia coas que se traballa, este axuste realizáse simultanea-
mente en oito submostras de datos. Os resultados correspondentes aparecen recollidos na
Táboa A.2.
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Table A.2: Resultados numéricos do axuste simultáneo nas oito categoŕıas nas que se
dividen os datos da análise.
Estado final Ano Trigger B0 B0s Combinatorio
(π+π−)(K+π−)
2011
TIS 985± 34 20± 9 249± 23
TOSnoTIS 615± 27 7± 5 134± 17
2012
TIS 2451± 54 62± 13 487± 35
TOSnoTIS 1422± 41 30± 9 250± 24
Estado final Ano Trigger B0 B0s Combinatorio
(π+π−)(K−π+)
2011
TIS 1013± 34 4± 7 204± 22
TOSnoTIS 620± 26 6± 4 69± 12
2012
TIS 2521± 53 46± 13 437± 32
TOSnoTIS 1439± 40 12± 7 220± 23
A.5 Análise de amplitudes en B0 → (π+π−)(K+π−)
As medidas dos parámetros f́ısicos que se estableceron como obxectivo deste traballo
obtéñense como resultado dun axuste simultáneo en catro mostras de datos empregando
cinco observables (tres ángulos e dúas masas) da análise. Para realizar este axuste final son
aspectos de crucial importancia: a parametrización da aceptancia do detector, o efecto dos
cortes de selección aplicados na mostra de datos e os modelos fenomenolóxicos empregados
para describir as resonancias nos espectros de masa de dous corpos. A maiores, o estudo
dos efectos sistematicos introducidos ao longo da análise terán que ser tidos en conta para
estimar as correspondentes incertezas.
Por primeira vez nunha análise da colaboración LHCb empregáse o algoritmo Multi-
Nest [75–77] para realizar o axuste dos datos. O seu uso está motivado pola alta dimen-
sionalidade do axuste e polas caracteŕısticas que teñen as mostras de datos empregadas
(background subtracted, empregando a técnica sPlot para eliminar eventos de fondo).
As proxeccións en cada unha das dimensións do axuste poden verse nas Figuras A.6 e
A.7, para as mostras do B0 e B0, respectivamente. A visualización do modelo conséguese
repesando as mostras de datos simulados polas amplitudes f́ısicas medidas na mostra de
datos reais. Desta forma, conséguense visualizar proxeccións 1D do modelo multidimen-
sional tendo en conta as correlacións entre as variables da análise. Nas figuras pode verse
a proxección do modelo total (liña azul) sobre os datos (puntos negros). O resto de con-
tribucións debuxadas (ver lenda correspondente nas Figuras A.6 e A.7) correspóndense
coas ondas parciais recollidas na Táboa A.1.
Os resultados numéricos dos parámetros do axuste (Re(Ai), Im(Ai)) aparecen na
Táboa A.3, xunto cos valores correspondentes ás súas incertezas estat́ıstica e sistemática.
A partir destes resultados, seguindo as definicións da Sección A.3, poden obterse os val-
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ores buscados para os promedios e as asimetŕıas CP dos módulos e fases das contribucións
á amplitude total de desintegración. Estes valores, xunto coas observables definidas es-
pecificamente para as canles de desintegración V V , poden verse na Táboa A.4. Todas
as correlacións entre os parámetros do axuste foron tidas en conta á hora de estimar as
incertezas estat́ıstica e sistemática destes parámetros.
Finalmente, a partir das fraccións de polarización e das diferenzas de fase correspon-
dentes, poden calcularse os valores das TPA, a partir das expresións que foron introducidas
na Sección A.3, resultando:
AρK∗,1T−fake = 0.0416± 0.0050± 0.0054, AρK
∗,2
T−fake = −0.0037± 0.0062± 0.0070,
AωK∗,1T−fake = 0.042± 0.043± 0.037, AωK
∗,2
T−fake = −0.005± 0.021± 0.023,
AρK∗,1T−true = −0.0210± 0.0050± 0.0022, AρK
∗,2
T−true = −0.0032± 0.0062± 0.0047,
AωK∗T−true = 0.022± 0.043± 0.016, AωK
∗,2
T−true = −0.014± 0.021± 0.017.
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f ≡ 3S, 2S, 1SWhere: 
Figure A.7: Proxeccións do axuste multidimensional na mostra de datos do B0.
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Table A.3: Resultados numéricos do axuste multimensional ás mostras de datos B0 e B0.
As incertezas estat́ıstica e sistemática asociadas a cada parámetro denótanse por Stat. e
Syst., respectivamente.
B
Parámetro Valor Stat. Syst.
Re(A0V 1V ) 0.095 0.057 0.071
Im(A0V 1V ) 0.74 0.051 0.049
Re(A
||
V 1V ) 0.61 0.038 0.054
Im(A
||
V 1V ) 0.6 0.036 0.064
Re(A⊥V 1V ) −0.64 0.035 0.039
Im(A⊥V 1V ) −0.62 0.039 0.047
Re(A0V 2V ) 0.11 0.05 0.042
Im(A0V 2V ) −0.13 0.055 0.062
Re(A
||
V 2V ) −0.061 0.031 0.024
Im(A
||
V 2V ) −0.053 0.030 0.026
Re(A⊥V 2V ) −0.013 0.029 0.018
Im(A⊥V 2V ) 0.048 0.030 0.018
Re(AV 2S) −0.1 0.049 0.056
Im(AV 2S) −0.17 0.050 0.053
Re(AS1V ) −0.49 0.074 0.12
Im(AS1V ) −0.57 0.048 0.12
Re(AS2V ) 1.5 0.065 0.06
Im(AS2V ) 0.56 0.083 0.12
Re(AS3V ) −1.1 0.072 0.082
Im(AS3V ) −0.36 0.081 0.12
Re(AS1S) −0.3 0.049 0.055
Im(AS1S) −0.18 0.043 0.069
Re(AS2S) −1.1 0.055 0.032
Im(AS2S) −0.21 0.056 0.056
Re(AS3S) −0.15 0.055 0.039
Im(AS3S) 0.43 0.055 0.058
B
Parámetro Valor Stat. Syst.
Re(A0V 1V ) −0.034 0.042 0.066
Im(A0V 1V ) 0.28 0.039 0.050
Re(A
||
V 1V ) 0.56 0.033 0.050
Im(A
||
V 1V ) 0.59 0.027 0.062
Re(A⊥V 1V ) −0.53 0.027 0.038
Im(A⊥V 1V ) −0.52 0.033 0.047
Re(A0V 2V ) 0.058 0.042 0.042
Im(A0V 2V ) −0.064 0.043 0.061
Re(A
||
V 2V ) 0.019 0.027 0.023
Im(A
||
V 2V ) −0.056 0.026 0.025
Re(A⊥V 2V ) 0.0097 0.025 0.018
Im(A⊥V 2V ) 0.039 0.027 0.017
Re(AV 2S) −0.097 0.043 0.056
Im(AV 2S) −0.069 0.042 0.052
Re(AS1V ) −0.46 0.064 0.12
Im(AS1V ) −0.54 0.036 0.12
Re(AS2V ) 1.4 0.054 0.060
Im(AS2V ) 0.6 0.078 0.12
Re(AS3V ) −0.97 0.065 0.081
Im(AS3V ) −0.48 0.063 0.12
Re(AS1S) −0.47 0.037 0.049
Im(AS1S) −0.066 0.041 0.071
Re(AS2S) −1 0.046 0.033
Im(AS2S) −0.14 0.043 0.056
Re(AS3S) −0.0086 0.042 0.035
Im(AS3S) 0.27 0.052 0.058
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Table A.4: Resultados numéricos, xunto coas correspondentes incertezas estat́ıstica e sis-
temática, dos promedios en sabor e as asimetŕıas CP dos módulos e fases das contribucións
á amplitude total de desintegración. As medidas das fraccións de polarización e das diferenzas
de fase entre as amplitudes V V inclúense ao final da táboa.
Parámetro Promedio CP Asimetŕıa CP
|A0ρK∗ |2 0.316 ± 0.039 ± 0.074 −0.75 ± 0.07 ± 0.17
|A||ρK∗ |2 0.701 ± 0.038 ± 0.084 −0.049± 0.053± 0.019
|A⊥ρK∗ |2 0.668 ± 0.036 ± 0.068 −0.187± 0.051± 0.026
|A0ωK∗ |2 0.019 ± 0.010 ± 0.012 −0.61 ± 0.37 ± 0.39
|A||ωK∗ |2 0.0050± 0.0029± 0.0031 −0.30 ± 0.54 ± 0.28
|A⊥ωK∗ |2 0.0020± 0.0019± 0.0015 −0.21 ± 0.86 ± 0.41
|Aω(Kπ)|2 0.026 ± 0.011 ± 0.025 −0.47 ± 0.33 ± 0.45
|Af0(500)K∗ |2 0.532 ± 0.048 ± 0.098 −0.056± 0.091± 0.042
|Af0(980)K∗ |2 2.42 ± 0.13 ± 0.25 −0.022± 0.052± 0.023
|Af0(1370)K∗ |2 1.29 ± 0.09 ± 0.20 −0.094± 0.071± 0.037
|Af0(500)(Kπ)|2 0.174 ± 0.021 ± 0.039 0.30 ± 0.12 ± 0.09
|Af0(980)(Kπ)|2 1.184 ± 0.079 ± 0.073 −0.083± 0.066± 0.023
|Af0(1370)(Kπ)|2 0.139 ± 0.028 ± 0.039 −0.48 ± 0.17 ± 0.15
f0ρK∗ 0.164± 0.015± 0.022 −0.622± 0.085± 0.086
f
||
ρK∗ 0.435± 0.016± 0.042 0.188± 0.037± 0.022
f⊥ρK∗ 0.401± 0.016± 0.037 0.050± 0.039± 0.015
f0ωK∗ 0.68 ± 0.17 ± 0.16 −0.13 ± 0.27 ± 0.13
f
||
ωK∗ 0.22 ± 0.14 ± 0.15 0.26 ± 0.55 ± 0.22
f⊥ωK∗ 0.096± 0.094± 0.091 0.34 ± 0.81 ± 0.37
Parámetro Fases fortes, 12 (δB + δB) [rad] Fases febles,
1
2 (δB − δB) [rad]
δ0ρK∗ 1.57 ± 0.08 ± 0.18 0.123± 0.084± 0.036
δ
||
ρK∗ 0.795± 0.030± 0.068 0.014± 0.030± 0.026
δ⊥ρK∗ −2.365± 0.032± 0.054 0.000± 0.032± 0.013
δ0ωK∗ −0.86 ± 0.29 ± 0.71 0.03 ± 0.29 ± 0.16
δ
||
ωK∗ −1.83 ± 0.29 ± 0.32 0.59 ± 0.29 ± 0.07
δ⊥ωK∗ 1.58 ± 0.43 ± 0.63 −0.25 ± 0.43 ± 0.16
δω(Kπ) −2.32 ± 0.22 ± 0.24 −0.20 ± 0.22 ± 0.14
δf0(500)K∗ −2.28 ± 0.06 ± 0.22 −0.002± 0.064± 0.045
δf0(980)K∗ 0.385± 0.038± 0.066 0.018± 0.038± 0.022
δf0(1370)K∗ −2.757± 0.051± 0.089 0.076± 0.051± 0.025
δf0(500)(Kπ) −2.80 ± 0.09 ± 0.21 −0.206± 0.088± 0.034
δf0(980)(Kπ) −2.982± 0.032± 0.057 −0.027± 0.032± 0.013
δf0(1370)(Kπ) 1.76 ± 0.10 ± 0.11 −0.16 ± 0.10 ± 0.04
δ
||−⊥
ρK∗ 3.160± 0.035± 0.044 0.014± 0.035± 0.026
δ
||−0
ρK∗ −0.772± 0.085± 0.061 −0.109± 0.085± 0.034
δ⊥−0ρK∗ −3.931± 0.085± 0.065 −0.123± 0.085± 0.035
δ
||−⊥
ωK∗ −3.41 ± 0.52 ± 0.73 0.84 ± 0.52 ± 0.16
δ
||−0
ωK∗ −0.97 ± 0.41 ± 0.57 0.57 ± 0.41 ± 0.17
δ⊥−0ωK∗ 2.44 ± 0.51 ± 0.82 −0.28 ± 0.51 ± 0.24
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A.6 Conclusións
Nesta tese preséntanse os resultados dunha análise de amplitudes de eventos B0 →
(π+π−)(K+π−). A análise reaĺızase nas ventás de masa invariante definidas por 300 <
m(π+π−) < 1100 MeV/c2 e 750 < m(K+π−) < 1200 MeV/c2. A mostra de datos empre-
gada correspóndese con 3 fb−1, recollidos polo detector LHCb durante os anos 2011 e 2012




s =8 TeV, respectivamente.
O modelo empregado describe 14 amplitudes complexas que contribúen á anchura to-
tal de desintegración da canle B0 → (π+π−)(K+π−), de maneira que se pode obter a rele-
vancia de cada contribución con respecto da amplitude da onda V S, B0 → ρ0(K+π−), es-
collida como referencia. Os resultados presentados nesta tese correspóndense coa primeira
determinación das magnitudes e fases para a maioŕıa destas amplitudes. A complexidade
do axuste multidimensional e as caracteŕısticas das mostras de datos empregadas para a
análise motivaron o uso do algoritmo MultiNest por primeira vez nunha análise da co-
laboración LHCb. Este traballo tamén se atopa entre os primeiros na colaboración en
empregar unha GPU para a paralelización do cálculo necesario para a minimización do
axuste.
Como se indicou anteriormente, o decaemento B0 → ρ0K∗0 recibe contribucións de
tres procesos diferentes, representados por un diagrama de Feynman tipo tree e por dous
diagramas tipo loop, un gluónico e un electrofeble. A complexidade da amplitude total e
as caracteŕısticas do diagrama loop electrofeble dificultan enormemente o cálculo teórico
de predicións, tanto para esta canle en particular como para calquera proceso ao que
contribúa o loop electrofeble. Os resultados obtidos nesta tese poden empregarse para
comprobar parte das hipóteses nos marcos de traballo de pQCD e QCDF, e, tamén, como
punto de partida para realizar predicións para os valores das fraccións de polarización e
das súas diferenzas de fase noutras canles.
Conclúese coa comparación, na Táboa A.5, entre os resultados experimentais obti-
dos [92] e as predicións teóricas para os promedios e asimetŕıas CP das fraccións de
polarización e diferenzas de fase do modo de desintegración B0 → ρ(770)0K∗(892)0 .
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Table A.5: Resultados da análise comparados coas predicións teóricas en pQCD e QCDF
para os promedios e asimetŕıas das fraccións de polarización e diferenzas de fase do modo
de desintegración B0 → ρ(770)0K∗(892)0 .




∗ CP average 0.22+0.03+0.53−0.03−0.14 0.65
+0.03+0.03
−0.03−0.04 0.164± 0.015± 0.022
CP asymmetry −0.30+0.11+0.61−0.11−0.49 0.0364+0.0120−0.0107 −0.62 ± 0.09 ± 0.09
f
⊥ ρK
∗ CP average 0.39+0.02+0.27−0.02−0.07 0.169
+0.027
−0.018 0.401± 0.016± 0.037






∗ CP average [rad] −0.7 +0.1+1.1−0.1−0.8 −1.61 +0.02−3.06 −0.77 ± 0.09 ± 0.06






∗ CP average [rad] ≡ π 3.15 +0.02−4.30 3.160± 0.035± 0.044
CP difference [rad] ≡ 0 −0.003+0.025−0.024 0.014± 0.035± 0.026
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