case study demonstrates: (1) where a large-scale predictor performs comparably (or better) than precipitation directly, then it is an appealing predictor choice to use with future projections, (2) when statistically downscaling to local scales, it is critical to consider internal variability, as it may be more important than predictor selection.
Introduction
Drought is a critical challenge facing societies around the world, exacerbated by growing demands on water resources in an era of climate variability and change (Eriyagama et al. 2009; Allen et al. 2010 ). As such, there is great interest in how drought may change in the future, especially at the local scale where adaptation decisions are made. Global Climate Models (GCMs) provide a fundamental starting point for investigating how climate may change in the future, and have shown ability to reproduce surface temperatures over large scales as well as some improvements in simulating global precipitation patterns (Flato et al. 2013) . GCM projections suggest that drought will increase across large areas of the globe (Dai 2011 (Dai , 2013 , but GCMs lack skill at simulating climate variations at regional-or local-scales because of their coarse spatial resolution and the increasing importance of internal variability at smaller scales (Deser et al. 2014) .
One effective way to counter this is to downscale the GCMs using dynamical downscaling approaches that embed limited area, high-resolution climate models, i.e., Regional Climate Models (RCMs). RCMs are forced by boundary conditions from the GCM, but are free to develop Abstract Global Climate Model (GCM) projections suggest that drought will increase across large areas of the globe, but lack skill at simulating climate variations at local-scales where adaptation decisions are made. As such, GCMs are often downscaled using statistical methods. This study develops a 3-step framework to assess the use of large-scale environmental patterns to assess local precipitation in statistically downscaling to local drought. In Step 1, two statistical downscaling models are developed: one based on temperature and precipitation and another based on temperature and a large-scale predictor that serves as a proxy for precipitation. A key component is identifying the large-scale predictor, which is customized for the location of interest. In Step 2, the statistical models are evaluated using NCEP/NCAR Reanalysis data. In Step 3, we apply a large ensemble of future GCM projections to the statistical models. The technique is demonstrated for predicting drought, as measured by the Palmer Drought Severity Index, in South-central Oklahoma, but the framework is general and applicable to other locations. Case study results using the Reanalysis show that the large-scale predictor explains slightly more variance than precipitation when predicting local drought. Applying future GCM projections to both statistical models indicates similar drying trends, but demonstrates notable internal variability. The Electronic supplementary material The online version of this article (doi:10.1007/s00382-016-3116-5) contains supplementary material, which is available to authorized users. their own climate. Because of their smaller domain and higher resolution, RCMs can resolve finer scale physical processes and enhance the representation of land surface characteristics, leading to improved simulation of smaller scales (Dickinson et al. 1989; Giorgi et al. 1994; Wang et al. 2004; Lo et al. 2008; Heikkila et al. 2010; Maraun et al. 2010; Qian et al. 2009; PaiMazumder et al. 2013; Harding et al. 2013 ). However, these dynamical models remain expensive and therefore limited in their use, especially in terms of running ensembles to make an assessment of the uncertainty from internal variability at local scales.
As an alternative to dynamical downscaling, statistical downscaling can also be an effective way to simulate weather phenomena at local scale (Maraun et al. 2010; Wilby and Wigley 1997; Wilby et al. 1998) . A detailed comparison of the advantages and disadvantages of statistical and dynamical downscaling is provided by Fowler et al. (2007) . The main advantages of statistical downscaling are that it is computationally efficient and that it can be readily used for any location to derive the local variable of interest (Fowler et al. 2007) . The main disadvantage is that statistical downscaling does not include feedback from the climate system, and makes the assumption that the relationship will hold into the future (Fowler et al. 2007 ).
There are several approaches to statistical downscaling, including "perfect prognosis downscaling" (Maraun et al. 2010) , whereby a statistical relationship is developed between observed large-scale predictors and local-scale weather phenomena (e.g., Bruyère et al. 2012) . Drought is an extreme that requires skilful prediction of both temperature and precipitation (Bonsal et al. 2012; PaiMazumder and Done 2014) , so a logical starting point is to relate local drought to the coarser temperature and precipitation variables from the GCMs; this is often what is done for impact assessments that require finer scale inputs (see Gutmann et al. 2014 and references therein). However, using precipitation as a predictor has been criticized, as regional precipitation is not simulated well by GCMs (Flato et al. 2013) . Thus, using precipitation may violate a central tenant of statistical downscaling, which is that the climate model reliably simulates variables from which to downscale (Maraun et al. 2010 ). As such, one appealing alternative is to use large-scale environmental patterns from GCMs as predictors, which have been shown to be skillfully reproduced (Flato et al. 2013) and have increasing credibility for use in climate change studies (Christensen et al. 2013 ). For drought, using remote large-scale patterns as predictors is appealing, given the increasing literature on the role of teleconnections on drought and precipitation in the United States (U.S.). For instance, several studies reveal the link between U.S. precipitation and sea surface temperature (SST) anomalies, such as those associated with the El Niño Southern Oscillation (ENSO) (Ting and Wang 1997; Montroy 1997; Montroy et al. 1998) . As a specific example, cold SST anomalies in the tropical Pacific helped establish the large-scale conditions for the 1988 drought over the Great Plains (Trenberth et al. 1988; Trenberth and Branstator 1992; Palmer and Brankovic 1989; Namias 1991; Lyon and Dole 1995; Chen and Newman 1998; Kalnay 2000, 2002) . McCabe et al. (2004) found that North Atlantic warming and tropical Pacific cooling helped to explain droughts over the U.S. in 1996 and from 1999-2002. However, while many of these large-scale phenomenon have been found to be relevant at regional-scales, most stakeholders make decisions at the local level and are only concerned with a relatively small geographic region. As such, it has been found that these large-scale predictors may need to be customized so that they are relevant to a particular location (e.g., Grantz et al. 2005) .
The goal of this study is to develop a generalized framework to investigate the use of large-scale environmental patterns as an alternative to precipitation in statistically downscaling to local drought. This responds to increasing calls for generalized approaches that can help to add value and customize climate information for specific decisionmaking contexts (Lemos et al. 2012) . The framework has three-steps. In Step 1, two statistical downscaling models are developed: one based on temperature and precipitation and another based on temperature and a remote largescale predictor that serves as a proxy for precipitation. A key component is identifying the large-scale predictor, which is customized for the location of interest. In Step 2, the statistical models are evaluated using NCEP/NCAR Reanalysis data, which serves as a "ground truth" for a climate model, as done in other downscaling studies (e.g., Gutmann et al. 2014; . Finally, as previously mentioned, an important consideration when predicting at local scales is the increasing importance of internal variability (Deser et al. 2014) . As such, a secondary goal of the paper is to examine future changes in light of internal variability, which is accomplished in Step 3 by applying a large ensemble of future GCM projections to the statistical models. The technique is demonstrated for predicting late summer drought in South-central Oklahoma, but the framework is general and could be applied to other areas where local drought is associated with large-scale environmental patterns.
Case study overview
The framework is demonstrated for South-central Oklahoma, U.S. Climate Division 8 (Fig. 1) . Water resources in the division have been the focus of a recent water management controversy (Shriver and Peaden 2009; Lazrus 2016) and are highly influenced by drought conditions (Silvis et al. 2014) . Thus, there is great interest in how drought will change in the future, making it an ideal case study to test a framework that investigates using different predictors for statistical downscaling to local drought.
Although, a variety of indices have been established to characterize droughts (Palmer 1965; Bhalme and Mooley 1980; McKee et al. 1993; Meyer et al. 1993; Phillips and McGregor 1998; Thomas et al. 2014) , this study utilizes the Palmer Drought Severity Index (PDSI). The PDSI, originally developed by Palmer (1965) , is a well-known measure of meteorological drought that is based on a surface water balance of precipitation, potential evapotranspiration, soil moisture, and runoff. PDSI assesses the cumulative departure from a long-term average and is generally used to characterize long-term drought. Positive PDSI values indicate wetter conditions, while negative PDSI values indicate drier conditions. PDSI has been used to assess historical droughts and future changes over the U.S. (e.g., Dai et al. 1998 Dai et al. , 2004 Wells et al. 2004 ; Van der Schrier et al. 2006; Burke and Brown 2008; Dai 2011) . Recently, Bonsal et al. (2012) and PaiMazumder and Done (2014) highlight the importance of considering drought indices, such as PDSI, that consider the combined effects of both precipitation and evaporation changes when assessing future changes to regional-scale drought, especially given the uncertainties and lack of consistency in future precipitation signals. Some shortcomings of PDSI have been identified, especially in terms of how potential evaporation is calculated (Sheffield et al. 2012) . Nevertheless, the selection of drought indices for a specific area is often guided by the quantity and quality of available climate data, and historical PDSI data for the U.S. at the climate divisional scale derived from station data are readily available from NOAA's National Climatic Data Center (NCDC).
In this study, we use monthly observed divisional climate data (i.e., precipitation, temperature, and PDSI) for Oklahoma's South-central climate division from NOAA's NCDC (http://www7.ncdc.noaa.gov/CDO/ CDODivisionalSelect.jsp#) from 1975-2009. We focus specifically on average PDSI in the late summer, JulyAugust-September, in South-central Oklahoma because these are the warmest 3 months of the year (figures not shown), and are therefore likely to cause the worst drought impacts. For instance, July-September has been found to be a season of low recharge for an important groundwater aquifer located in the climate division (Christenson et al. 2011 ).
3 The three-step framework
Step 1: develop statistical models
The first step is to develop the statistical models that can be used to downscale to local drought. Two statistical downscaling models are developed: one based on temperature and precipitation (Sect. 3.1.1, Step 1a) and another based on temperature and a large-scale predictor that serves as a proxy for precipitation (Sect. 3.1.2, Step 1b).
Step 1a: drought model with temperature and precipitation
Despite the widespread usage of PDSI as a drought metric, its calculation relies on a complex algorithm (Alley 1984) . For simplicity and transparency, we predict PDSI using a parsimonious statistical regression with two predictors that are readily available and have high explanatory power: temperature and precipitation. However, PDSI is a combination of current conditions and previous PDSI values (Guttman 1998) , thus it reflects antecedent moisture conditions. It follows that the best predictors may precede the PDSI season being estimated, and that the most predictive temperature season may be different from the most predictive precipitation season. As such, the PDSI for the season of interest is correlated with temperature to identify the most predictive seasons for temperature. For instance, for this case study, average JulyAugust-September PDSI is correlated with temperature in three-month moving-average windows (e.g., July-AugustSeptember; June-July-August; etc). This is repeated for precipitation. Linear regression identifies the best combination of temperature and precipitation based on R 2 . This ensures that the precipitation and temperature predictors provide independent information (i.e., both are statistically significant in the linear regression). In addition, root mean-squared error (RMSE), and mean errors (ME) were calculated on the model errors (observed minus predicted). For validation, we tested the predictive skill of these models using cross-validation, whereby (1) one data point is dropped, (2) the model is fit to the remaining data, and (3) the fitted model is used to predict the withheld point. This is repeated for each point in the dataset and R 2 , RMSE, and ME are computed. This regression would be sufficient if we wanted to use precipitation directly from the climate models. However, as previously mentioned, our aim is to compare this with a statistical model that bypasses using precipitation directly in favor of using a large-scale predictor as a proxy for local precipitation. As such, this step identifies the most important season for precipitation, which guides the development of the large-scale predictor in Step 1b.
Step 1b: drought model with temperature and large-scale predictor
Although some guidance on potential large-scale predictors for precipitation exists (Wilby and Wigley 2000) , it is not always apparent a priori what large-scale environmental patterns will be associated with local precipitation. As such, the online NNRP NOAA correlation tool can be used (http://www.esrl.noaa.gov/psd/data/correlation/) to visually examine correlation maps between the precipitation season identified in Sect. 3.1.1 and potential large-scale predictors. For the case study, we examine correlation maps between precipitation and SST and sea level pressure (SLP) based on the period 1975-2009. In addition, composite anomaly maps for SST, SLP, and vector winds for dry and wet years are examined from the NOAA website, http://www.esrl.noaa.gov/psd/cgi-bin/ data/composites/printpage.pl. The composites help with the physical explanation of how large-scale processes may be controlling local precipitation. From this analysis, a representative region that has high statistical correlation and a robust physical explanation is selected. The large-scale variable is spatially averaged over the selected region to create a customized index. From this, a new drought prediction equation is fit using the original temperature predictor and this new customized index in lieu of the original precipitation predictor. The fit is evaluated and validated using the same metrics as the original equation (R 2 , RMSE, and ME).
Step 2: evaluate statistical models using NCEP/ NCAR reanalysis data
The next step is to use the regressions in conjunction with data from the NCEP/NCAR Reanalysis Project (NNRP; Kalnay et al. 1996) , as NNRP temperature and precipitation data serve as a proxy for climate model data. NNRP is a global reanalysis with horizontal resolution approximately 1.9° × 1.9° and 28 vertical levels. The reanalysis is accomplished using an atmospheric model comparable to those used in climate models running in continuous data assimilation mode. Both statistical models are driven with data extracted from NNRP to provide a "best case" analog for a climate model.
3.3
Step 3: apply GCM projections to statistical models
In
Step 3, we use the statistical models developed in
Step 1 with predictor data from GCM projections to examine future changes. However, given the importance of internal variability at smaller scales (Deser et al. 2014) , future changes are assessed in light of internal variability by using a large ensemble of future projections. We use precipitation, temperature, and large-scale data from existing simulations of a large ensemble of the Community Earth System Model (CESM-LE; Kay et al. 2015) . CESM-LE is a 30-member ensemble, run under the Representative Concentration Pathway 8.5 (RCP 8.5) to the year 2080. In this study we assume that the model bias is stationary in time (Buonomo et al. 2007; Done et al. 2013; PaiMazumder et al. 2013; PaiMazumder and Done 2014) . We examine changes to PDSI by looking at future anomalies, i.e., we calculate each ensemble member's mean PDSI for the control period and subtract that from each member.
Results

Statistical drought models
The first step uses the observational dataset to develop a statistical model to estimate late summer (July-AugustSeptember) PDSI. The best predictive temperature season is identified to be late summer, i.e., July-August-September (r = −0.74), and the best predictive precipitation season is identified to be late spring, i.e., April-May-June (r = 0.70). These predictors are physically consistent, given the fact that in South-central Oklahoma, July-August-September are the hottest months (figures not shown), and that April-May-June make up the wet season that corresponds to a season of high recharge for an important aquifer in the climate division (Christenson et al. 2011) . When these two predictors are fit in a linear regression, 74 % of the variance is explained (68 % in cross-validation mode) and both predictors are statistically significant (Table 1 ). The mean error (ME) is 0.00, indicating that the regression is not biased towards wet or dry, and the root mean square error (RMSE) is 1.2. Diagnostics show that the underlying linear regression assumptions are reasonable (figures not shown). However, as previously mentioned, in this study we want to explore using a customized large-scale index in lieu of using precipitation directly. Using the NNRP NOAA correlation tool, large-scale patterns that correlate with observed April-May-June precipitation are identified. We examine SST and SLP correlation maps, and find SLP patterns that are statistically significant and physically robust. Two prominent features are notable ( Fig. 2) : an area of negative correlation in the eastern North Pacific and an area of positive correlation over much of North America. To understand these, we consider the composite anomalies for SLP as well as 500 Hectopascals (hPa) vector winds for the top six wet and dry years (Fig. 3) ; these maps show a similar pattern to the SLP correlation map, but with alternating signs for the wet and dry years. The composite patterns in Fig. 3 suggest an underlying energy dispersion process, whereby the anomalous high and low SLP areas alternate along a great circle. This has some similarities to the Pacific North American (PNA) teleconnection pattern (Wallace and Gutzler 1981) a potential relationship that is being examined in a separate study. To create the large-scale index, we select the region of negative correlation over the eastern North Pacific (dashed box in Fig. 3; 5N-30N, 160W-120W ) based on the understanding that both regions are based on the same physical process. An index based on the average SLP over the box in Fig. 2 and precipitation for South-central Oklahoma show an inverse relationship (r = −0.45), where increasing SLP corresponds to decreasing local precipitation (Fig. 4) .
The composite maps are also consistent with known patterns contributing to wet and dry years in the Oklahoma region. Wet years are characterized by anomalous low pressure and cyclonic mid level flow over the central North Pacific, with a jet of moist tropical air extending into the southern Plains combining with increased moisture from the Gulf of Mexico. These are conditions previously analyzed to be associated with heavy spring and summer rainfall over the southern Plains (e.g., Dirmeyer and Kinter 2010) . For dry years, the central North Pacific is dominated by anomalous ridging, with troughing over Alaska and Canada. The result is to cut off tropical moisture from the eastern North Pacific with generally continental air and dry conditions over the Plains. This anticyclonic (clockwise in the Northern hemisphere) flow is consistent with conditions of the 1988 drought over the Midwest US (Namias 1991) .
SST anomalies show an interesting relationship with ENSO (Fig. 5) . The dry-year composite pattern resembles This changeover has similarities to the Modoki pattern , which has been associated with similar wet-dry periods in the western United States to those found in this composite . Because the SST composites do not have an alternating pattern in terms of sign like SLP, there was not a common area from which an SST index could be developed. Nevertheless, this suggests that the SLP and vector wind patterns have some relationship to the ENSO/Modoki phenomenon; this is consistent with mechanistic experiments showing that SSTs combined with favorable atmospheric circulations to establish the 1988 drought over Oklahoma Kalnay 2000, 2002) . However, it is not surprising that when we tested the standard ENSO indices with late spring precipitation we did not find any statistically significant correlations. This shows a key limitation of analyses that only test the standard ENSO indices as explanatory variables. More details on this follow in the discussion. When the observed temperature and the customized SLP index are used as predictors, the linear regression explains 61 % of the variance (54 % in cross-validation model) and both predictors are significant (Table 1) . As expected, there is less (13 %) variance explained than in the regression that includes observed precipitation. The mean error (ME) is 0.00, indicating that the regression is not biased towards wet or dry, and the root mean square error (RMSE) is 1.4. Diagnostics show that the underlying linear regression assumptions are reasonable (figures not shown). Figure 6 shows the observed versus fitted predictions and 95% confidence intervals for both regressions; the clustering of the fitted values around the 1-to-1 line indicates that the regressions are doing a good job of capturing the observations. This provides confidence that the regressions are skillful and capture the main processes governing late summer drought in South-central Oklahoma.
Evaluation with NNRP
The next step is to evaluate the regressions with NNRP temperature and precipitation data as a proxy for climate model data. All climate models suffer from some sort of bias, so the first step is to examine the biases for Observed versus fitted predictions and 95 % confidence intervals for regression that includes precipitation (left) and SLP index (right) using fitted observations. Solid line is best-fit line and dashed line is 1-to-1 line temperature and precipitation from NNRP. Temperature shows a systematic warm bias (Fig. 7) , but relatively high correlation (0.86). Precipitation shows a slight dry bias (Fig. 7) , and a relatively lower correlation (0.63). As we would expect, using the NNRP data to drive the statistical models results in lower correlations and a dry bias (Fig. 8) . However, both statistical models perform similarly, with the SLP model having a slightly higher correlation than the precipitation model (r = 0.72 versus r = 0.65). This suggests that the models are comparable, and provides confidence in using the customized SLP index as a predictor.
Assessment of future changes in light of internal variability
Using the CESM-LE with both statistical models indicates that on average, drought is likely to increase considerably in South-central Oklahoma (Fig. 9) . For the period of 2020-2049, the statistical model using SLP results in an average PDSI anomaly of −2.7. Similarly, the statistical model using precipitation gives an average drought anomaly of −2.2. This arises mainly from warmer conditions; the SLP decrease is indicative of slightly wetter conditions, but these are not sufficient to counteract the increase in temperature. It is the same with precipitation, where the increase is not great enough to offset the temperature increase. However, there is a large range of internal variability: the mean maximum from the 2020-2049 period is actually positive, 1.4 and 1.1 for the SLP and precipitation models, respectively. This indicates that despite a decreasing trend, there may still be wet periods. But perhaps more noteworthy is the fact the average minimum from the 2020-2049 period is −7.2 and −5.8, which would indicate substantially drier periods. The similarity of the results provides some confidence in the projections, but shows that local PDSI is more sensitive to internal variability than it is to the choice of predictor (i.e., precipitation versus SLP).
Discussion
A novel part of this paper is the development of a customized large-scale index to serve as a predictor of local PDSI, which is developed by visually examining the linkage between local precipitation and large-scale environmental patterns (e.g., SLP) and selecting a region with high statistical correlation and a physically robust explanation. We do note that selection of the index region is somewhat subjective. We select a relatively large region because of the coarse resolution of the GCMs and a sensitivity analysis showed that using a smaller sub-region did not change the correlation (figures not shown). The key is that the box is customizable to the local variable of interest, rather than static. This is not to say that the large-scale predictor identified does not have skill at predicting phenomena in the larger region, but the key is that the large-scale index can be tailored to the location and season of interest. Standard indices previously have been developed that are linked to particular regions of the ocean (e.g., Nino 3 averages SSTs over 5 N-5S, 150W-90W), but a slight shift in the pattern can cause a low correlation that can belie a true connection. In our study, the SST composites show that ENSO is related to precipitation anomalies in South-central Oklahoma (Fig. 6 ), but correlations with the standard indices are low (results not shown). As such, this study shows that developing customized indices from large-scale patterns is a flexible and powerful approach for identifying explanatory variables for local prediction. Further, it can identify connections that may not have been apparent a priori. We note that similar approaches have shown promise for streamflow forecasting as well (Grantz et al. 2005; Regonda et al. 2006; Bracken et al. 2010 ). Many downscaling techniques essentially rescale coarse precipitation to local scales for impact assessments (see Gutmann et al. 2014 and references therein), but may be problematic because of the uncertainty in future precipitation projections (Collins et al. 2013 ). The advantages of using large-scale predictors are that (1) GCMs have shown skill and ability to reproduce large-scale patterns, (2) largescale predictors have broad influence across a variety of impacts of interest, and (3) diagnosing the bias is more tractable for large-scale features than it is for diagnosing the cause of precipitation errors in every region of interest. The main disadvantage is that it assumes that the relationship will be stationary into the future (Wilby et al. 2004 ).
The framework is demonstrated for late summer PDSI in South-central Oklahoma, but we note that the steps are general and can be modified to investigate the use of large-scale patterns as an alternative to precipitation for other locations. To demonstrate this, we provide results for another case study location, Southwestern Montana, in the Electronic Supplemental Material. Here we find that 500 mb geopotential height (GP500) provides a suitable predictor (see Electronic Supplemental Material). However, we find that the GP500 does not perform as well as using model precipitation directly for downscaling to local drought. We thus demonstrate how our generalized framework can be used to investigate the use of large-scale patterns as an alternative to precipitation for any location, and we provide examples of where these patterns were better and worse than using model precipitation directly in predicting local drought. Further, our aim was to develop a Fig. 9 Palmer Drought Severity Index (PDSI) anomalies from the CESM-LE using the statistical model with SLP (top) and precipitation (bottom). Solid line is ensemble mean, and blue shaded area indicates the ensemble spread parsimonious model using climate information, but we note that other local variables could be considered to increase the variance explained. However, observational data of other relevant local variables, such as local orography, land cover type, soil moisture, etc., may not be readily available. In addition, we use linear regression, but there are other statistical frameworks that can include covariates that have been used successfully to predict climate impacts. For example, Generalized Linear Modeling (McCullagh and Nelder 1989 ) is a more general framework that has been used to predict a suite of different hydrologic attributes (i.e., discrete, categorical, etc.) (e.g., Towler et al. 2013) .
Conclusions
This paper develops a three-step framework for investigating the use of large-scale environmental patterns as an alternative for precipitation in statistically downscaling to local drought. A novel contribution is in identifying a largescale predictor that is customized to be relevant to a particular location. When we apply the framework, we find that using precipitation in the statistical regression explains more of the variance when predicting drought with observations, but when we use NNRP as a surrogate for a climate model, we find that using the customized SLP index explains slightly more variance (r = 0.72 vs r = 0.65). When applied to a large ensemble of future projections, both statistical models showed similar drying patterns for South-central Oklahoma, adding some confidence to this signal. However, the results also showed that future PDSI is more sensitive to internal variability than to the selection of the predictor (i.e., precipitation versus SLP).
This example demonstrates two things. First, if the customized large-scale index performs comparably (or better) than precipitation directly when evaluated using NNRP data, then it is an appealing predictor choice to use with future projections. This is because large-scale environmental patterns are increasingly well simulated by GCMs, thus boosting the credibility of projected future change (Christensen et al. 2013) . Secondly, when statistically downscaling to local scales, it is critical to consider internal variability, as it may be more important than predictor selection.
Given the importance of water resources and drought impacts, it is critical to investigate new tools that can help inform local adaptation efforts. As an extension, we are performing a complementary study that involves combining output from this work with how people perceive drought risks to inform water management in the region (Towler et al. 2016) .
