We investigate the algorithmic complexity of comparing reaction systems. We show that comparing the stoichiometric structure of two reactions systems is equivalent to the graph isomorphism problem. The analogous problem of searching for a subsystem of a reaction system is NP-complete. We also discuss heuristic issues in implementations for practical comparison of stoichiometric matrices.
INTRODUCTION
Enormous quantities of genomic data are now available for a wide variety of organisms. It is widely recognized that deciphering the genetic circuitry encoded in the raw sequence data will be as difficult, if not more so, than obtaining the sequences themselves. Clearly computational methods will be a powerful tool in the endeavor to understand the biological networks that govern life. In addition, we will require new languages to describe these biological systems, databases to store these descriptions, and algorithms for comparing this higher-order information. New XML dialects like SMBL (Systems Biology Markup Language) [4] and CellML [2] were created to provide a language capable of precisely expressing the structure of biological systems.
The work in this paper is motivated by the idea that there will soon be comprehensive databases of reactive systems of the sort which can be specified using SBML and CellML. Basically, we consider reactive systems exemplified by the following:
Searching these databases for a specified reaction system and comparing reaction systems will be as common as genomic sequence searches are now. For example, the above reaction system is actually the same (isomorphic), in a sense to be defined, as the following:
In the second reaction system we have simply renamed the variables and permuted the reactions. How do we automatically recognize such an identity and how hard is such a recognition problem?
The present result characterizes the computational complexity of several of these search and comparison problems for reaction systems. We only consider syntactic comparisons between reaction systems because the issue of comparing dynamics seems much more difficult. For this reason we focus on the stoichiometry of the reaction systems and ignore the kinetic element. The stoichiometric structure of reaction systems can be represented by a matrix where the rows are elements entering into the equations, columns are reactions, and entries represent the stoichiometric coefficients. For example, the above reaction system has stoichiometric matrix
where the variables represented by the rows are, from top to bottom, X, Y, Z, A, B, C. Therefore the comparison of reaction systems reduces to the comparison of matrices. We show that the problem of deciding whether two identically sized matrices are isomorphic (i.e. whether two reaction systems with the same number of reactions and the same number of variables) is equivalent to deciding if two graphs are isomorphic. We also point out that the equally important problem of deciding when one matrix is a submatrix of another (i.e. when one reaction system is a subreaction system of another) is NP-complete. We remark that the graph isomorphism problem is a very important problem in computer science. It arises in many diverse practical situations. Furthermore, it is one of the few problems for which no polynomial time solution is known nor is it known to be NP-complete. For an overview of the graph isomorphism problem see [1] . In practice, graph isomorphism is usually easy to solve. Efficient heuristic decision procedures rely on exploiting heterogeneities in the graphs to narrow the search space for an isomorphism. We conclude by outlining such a heuristic algorithm for the special matrices arising from reactions systems.
COMPLEXITY OF MATRIX AND GRAPH ISOMORPHISM
We are interested in the complexity of comparing matrices. This is a generalization of the problem of comparing graphs.
A graph is simply a set of vertices and set of edges, where an edge is formally an unordered pair of vertices, G = (VG, EG).
A directed graph is similar except the edges are ordered pairs of vertices which indicates a direction to each edge. A bipartite graph is a graph where the set of vertices can be divided into two disjoint subsets, V G = V 1 ∪ V 2 , such that each edge is incident to precisely one vertex in each subset, i.e. if {u, v} ∈ EG then u ∈ V1 and v ∈ V2 or u ∈ V2 and v ∈ V 1 .
The graph isomorphism problem (GI) is to identify two graphs which are, in effect, the same. Formally an isomorphism from G to H is a bijection f :
GI is an important, practical problem which arises in many contexts [1] . Notice that GI is clearly in the class NP [6] as a candidate isomorphism can be easily checked in no greater than O(|VG| 2 ) time by comparing all possible edges. It is an unusual problem from the point of view of complexity theory in that most problems which are known to be in NP are known to be in P or to be NP-complete. Neither result is known for GI. A significantly more difficult problem is subgraph isomorphism where the map f is only required to be an injection. Subgraph isomorphism is NP-complete. Any problem that is equivalent to graph isomorphism is called GI-complete.
Any graph can be transformed into a bipartite graph as follows. For a graph G let G denote the bipartite graph obtained by replacing each edge of G with two edges joined by a new vertex. Notice that G and H are isomorphic iff G and H are isomorphic. This shows that bipartite graph isomorphism is GI-complete. Furthermore, it shows that bipartite subgraph isomorphism is NP-complete. Definition 1. Let M and N be matrices with p rows and q columns with entries over the integers m ij and n ij . The matrix isomorphism problem (MI) is to determine if there exists an isomorphism between the matrices, i.e. a permutation of the rows of M , σr and a permutation of the columns of M ,
Definition 2. Let M be a p × q matrix and N a r × s matrix, p ≤ r and q ≤ s, both with entries over the integers m ij and n kl . The submatrix isomorphism problem (SMI) is to determine if there exists a submatrix of N which is isomorphic to M , i.e. maps f and g such that mij = n f (i)g(j) .
We note the relationship of the above problems with graphtheoretic problems. An arbitrary binary matrix can be regarded as an adjacency matrix of a bipartite graph. Therefore MI generalizes bipartite graph isomorphism and is therefore at least as hard as GI. SMI generalizes bipartite subgraph isomorphism and since SMI is clearly in NP we see that submatrix isomorphism is NP-complete.
MI is the computational problem which is important for comparing stoichiometric matrices. However for the sake of both theoretical completeness and also future ease of exposition in our proof that MI is GI-complete, we now define a generalization of MI. The idea of the generalization is that the entries of the two matrices, rather than being integers, might originate from two distinct, finite symbol sets. So in addition to finding appropriate row and column permutations, we must also find an appropriate symbol permutation. We note that this is not a biologically motivated generalization as the actual stoichiometric coefficients are the defining biological characteristic of the matrices, and thus do not admit a sensible permutation.
Definition 3. Let
M and N be matrices with p rows and q columns with entries m ij and n ij over the symbol sets S and T . The extended matrix isomorphism problem (EMI) is to determine if there exists an extended isomorphism between the matrices, i.e. a permutation of the rows of M , σr, a permutation of the columns of M , σ c , and a bijection of the symbol sets f: S → T such that f (m σr (i)σc(j) ) = n ij .
Theorem 1. EMI is reducible to GI (and therefore is GIcomplete).
Proof. Assume that M and N are matrices of size p × q, with entries m ij , n ij , over r distinct entries. We now associate graphs G and G with M and N by the following construction. Let G have the vertices 
Vertex ri is connected to all ei,j, cj is connected to all ei,j, and ei,j is connected to s k iff m ij = k. So each edge vertex is connected to the corresponding symbol vertex as specified in the matrix. Also each row vertex is connected to all the edge vertices with them same row index and similarly for column vertices. We therefore reflect all the structure of the matrix in the corresponding graph.
We claim M and N are extended-isomorphic iff G and G are isomorphic. If M and N are extended-isomorphic then they are effectively the same matrix up to row and column permutations and a symbol bijection. Thus the above construction will preserve this and G and G will be isomorphic. Let h be an isomorphism between the graphs. We may assume that h preserves the row, column, edge, and symbol vertices because we can enforce this by tagging these sets with suitable, distinct labels. It is easy to verify that the following mapping defines an isomorphism from M to N :
The edges between edge and symbol vertices insures that the entries match up and the edges to the row and column vertices insure that the rows and columns are mapped together as appropriate units.
By attaching suitable unique labels to the symbol vertices we can insure that any extended isomorphism must fix the symbols. Thus we obtain the following.
Corollary 1. Matrix isomorphism is reducible to graph isomorphism and therefore is GI-complete.
We have mentioned that submatrix isomorphism is NP-complete. However the biologically relevant problem is less general than SMI. For example, we would like to be able to recognize when one reactive system is a reactive subsystem of a larger system, as in the following:
Notice that when looking for a subsystem, we are only interested in finding an injection of reactions and a bijection of reactants. If is not biologically meaningful to eliminate reactants from a reaction. For example we do not want to consider
to be a subsystem of
which would be the case under our current formulation of submatrix isomorphism. The stoichiometric matrix for the first reaction is −1 1 t and for the second is −1 −1 1 1 t . Formally the first matrix is a submatrix of the second by eliminating the second and fourth rows, which corresponds to eliminating the reactants Y and B from the reaction. This motivates the following definition of the row-restricted submatrix isomorphism problem. Definition 4. Let M be a p × q matrix and N a r × s matrix, p ≤ r, q ≤ s, both with entries over the integers mij and n kl . The row-restricted submatrix isomorphism problem (RSMI) is to determine if there exists a row-restricted submatrix of N which is isomorphic to M , i.e. maps f and g such that mij = n f (i)g(j) , subject to the restriction that if l is in the image of g, then for all nonzero n kl , k is in the image of f .
Clearly GI reduces to RSM I and RSM I is in NP so RSM I reduces to SM I. Currently, we do not know if RSM I is NPcomplete.
IMPLEMENTATION ISSUES
There are two main approaches to solving graph isomorphism problems in practice. Both methods can be adapted to the matrix isomorphism problem. The first, attaching a canonical labelling to a graph which uniquely identifies its isomorphism class, applies only to GI, not to SM I. This approach is used in the popular program nauty [5] . To solve M I one could utilize the reductions in the previous proof and apply nauty to the graphs G and G . See [1] for a discussion of why this technique is often more efficient than a direct search for a isomorphism between two graphs. It would be interesting to see how this technique compared in efficiency to our direct approach for a matrix isomorphism outlined below.
The second method, a direct search for an isomorphism utilizing vertex invariants to prune the search tree, is applicable to both GI and SM I. Our heuristic algorithm falls into this category. We suspect that it will perform well on real reactive systems due to the heterogeneities in real stoichiometric matrices. Our algorithm exploits these heterogeneities in its use of row and column invariants.
A vertex invariant is any function i on vertices such that if f is an isomorphism from G to
An example is the degree of a vertex. If i(v) = i(v ) then there cannot exist an isomorphism which maps v to v . In this way vertex invariants allow one to narrow the space of candidate isomorphisms to check.
Rather than vertex invariants, our matrices will have row and column invariants. This will restrict which rows can be mapped to which rows under an isomorphism and which columns can be mapped to which columns. Our row and column invariants will be the composition of two subinvariants. 
The neighborhood of mj, n(mj), is the number of columns that share a reactant with m j , i.e. n(m j ) = |{l : ∃i m ij = 0, m il = 0}|. We use the same terminology for row invariants. If our matrices are binary then we may consider them to be adjacency matrices of bipartite graphs. In this specialized case the type becomes the degree of a vertex and the neighborhood becomes the twopath, i.e. the number of vertices reachable along a path of length two. We define a column invariant to be the composition of the type and the neighborhood, i(mj) = (type(mj), n(mj)), and similarly for a row invariant, i(ni). We perform an exhaustive search consistent with these invariants.
We implemented the algorithm in MATLAB and found that we were able to regularly identify random permutations of the glycolysis pathway, represented by a 20 × 21 stoichiometric matrix, in several seconds on a desktop PC. See [3] for a diagram of this pathway and the corresponding stoichiometric matrix. Clearly the invariants eliminate the vast majority of the potential 20! × 21! search space.
It seems much more difficult to develop a practical algorithm for RSM I. We may still utilize column types as invariants because in this formulation of the problem we never delete nonzero entries from a column. However we can no longer utilize row types and the neighborhood invariants must be modified to such a degree that they become far less helpful at reducing the search space. In the case of RSM I we may only use the criterion n(m j ) > n(n k ) as a means of eliminating possible images of columns under potential isomorphisms. Developing a practical algorithm for RSM I for realistic stoichiometric matrices is currently under study.
CONCLUSIONS
We have studied the complexity of comparing reaction systems. We have shown that comparing two reaction systems of the same size is equivalent to the graph isomorphism problem and that searching a reaction system for a given subreaction system is NP-hard. However we have introduced a heuristic algorithm for MI and conjectured that it will perform well in practice. It would be very interesting to define a meaningful way of comparing the dynamics and behavior of reactive systems and assess the computational difficulty of this task.
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