We consider the problem of predicting an outcome variable using p covariates that are measured on n independent observations, in the setting in which flexible and interpretable fits are desirable. We propose the fused lasso additive model (FLAM), in which each additive function is estimated to be piecewise constant with a small number of adaptively-chosen knots. FLAM is the solution to a convex optimization problem, for which a simple algorithm with guaranteed convergence to the global optimum is provided. FLAM is shown to be consistent in high dimensions, and an unbiased estimator of its degrees of freedom is proposed. We evaluate the performance of FLAM in a simulation study and on two data sets.
Introduction
In this paper, we consider the task of predicting a response variable using p features measured on n independent observations. Approaches for this task typically offer either interpretability but limited flexibility (for instance, linear regression or a piecewise constant model with pre-specified knots) or flexibility but limited interpretability (for instance, a non-parametric approach). In this paper, we propose a method that balances the trade-off between interpretability and flexibility, while also allowing for sparsity in high dimensions when p > n. It selects a subset of features to include in the model, and for these features it fits piecewise constant functions with knots that are chosen adaptively based on the data.
We now introduce some notation. We let X denote an n × p matrix, for which x j is the jth column (feature), and for which the ith element (observation) is x ij . When we consider the case of p = 1, we use x to denote the single feature, with ith element x i . The response is an n-vector y, with ith element y i . To reference subvectors and submatrices, we use a S (A S ) to denote a (A) with only the elements (columns) contained in the set S.
The rest of this paper is organized as follows. In Section 2, we review related work. In Sections 3 and 4, we propose our method, present an algorithm to implement it, and examine some of its properties. Sections 5 and 6 contain the results of a simulation study and the analyses of two data sets. We consider some extensions in Section 7, and we close with a discussion in Section 8. Proofs are in the Appendix.
Previous Work
Generalized additive models (GAM) provide a flexible and general framework for modeling a response in low dimensions (n > p). We assume E[y i |x i ] = g p j=1 f j (x ij ) , where g is a specified function and each f j is an unknown function that we wish to estimate [Hastie and Tibshirani, 1986] . For now, we restrict our attention to the case when g is the identity function. There are a number of ways to estimate f j -for example, we might use a smoothing or regression spline.
Flexible additive modeling in high dimensions has been an active area of research in recent years [Avalos et al., 2007 , Huang et al., 2010 , Lin and Zhang, 2006 , Sardy and Tseng, 2004 , Wood et al., 2014 , Zhang et al., 2011 . Recently, Ravikumar et al. [2009] proposed a high-dimensional extension of GAM called sparse additive models (SpAM), which induces sparsity in the function estimates using a standardized group lasso penalty [Simon and Tibshirani, 2012] . SpAM solves the problem minimize
where β j = (β j1 · · · β jd ) T is a d-vector of coefficients, and Ψ j = [ψ j1 · · · ψ jd ] is an n × d matrix of which the columns are the d basis functions used to model f j . Meier et al. [2009] modified (1) in order to obtain data-adaptive fits that can capture complex relationships if needed, but that otherwise are smooth. Their estimator is the solution to the optimization problem minimize
way, as well as interpretability, since for many choices of basis functions (e.g., natural cubic splines) the resulting fits can be complex and non-monotonic without clear change points. We now propose an approach to fit an additive model in which each function is estimated to be piecewise constant with a small number of knots. While this problem is easily solved when the knots are chosen a priori, our proposal allows the knots to be chosen adaptively.
The Optimization Problem
To begin, we assume that we have a single feature x that is ordered, i.e., x 1 < x 2 < · · · < x n . We wish to estimate an n-vector θ = (θ 1 , . . . , θ n ), where E[y i |x i ] = f (x i ) = θ i . The fused lasso seeks a piecewise constant estimate of θ that involves a small number of knots, by solving the problem [Tibshirani et al., 2005] 
where λ ≥ 0 is a tuning parameter and D is the discrete first derivative matrix,
We letθ denote the solution to (3). The 1 penalty encourages |θ i−1 −θ i | to equal zero when λ is large. The non-zero elements of |θ i−1 −θ i | correspond to knots inθ. Consequently,θ provides a piecewise constant fit to the data, with adaptively-chosen knots. Several algorithms for solving (3) have been proposed [Hoefling, 2010 , Johnson, 2013 , Liu et al., 2010 . We now consider the model E[
We assume that each θ j is piecewise constant with mean zero, and we include an intercept θ 0 . Let P j denote a permutation matrix that orders x j from least to greatest. We can then solve the problem
In high dimensions, we may wish to impose sparsity on the θ j 's, so that a given feature is completely excluded from the model. For λ sufficiently large, we do get a sparse solution in (4), but this value of λ will tend to overshrink all of the estimates for θ j . Therefore, we consider the modified optimization problem
where λ ≥ 0 and 0 ≤ α ≤ 1. Here, α provides a trade-off between encouragingθ j to be piecewise constant, and inducing sparsity on the entire vectorθ j using the group lasso [Yuan and Lin, 2006] . We refer to the solution to (5) as the fused lasso additive model (FLAM).
An Algorithm for FLAM
Problem 5 is convex, and so can be solved using a general-purpose interior point method that has a per-iteration computational complexity of O(n 3 p 3 ). Here we develop a much faster algorithm using block coordinate descent to solve (5) [Tseng, 2001] . We cycle through the features and repeatedly perform a partial minimization in a single θ j , holding all others fixed. The solution for the partial minimization is given in Corollary 3.1, which follows from a more general result presented in Section 7.3. This corollary allows us to solve the FLAM optimization problem in O(n) operations per feature per iteration, by leveraging an existing fused lasso solver that requires O(n) operations for an n-dimensional problem [Johnson, 2013] .
Corollary 3.1 The solution to the optimization problem
, where (u) + = max(u, 0) andθ is the solution to
Corollary 3.1 leads directly to Algorithm 1, which yields the global optimum to (5) [Tseng, 2001] , and can be made very efficient using warm starts and active sets. b. Using an algorithm for the fused lasso (e.g., flsa on CRAN [Hoefling, 2013] ), solve
c. Compute the intercept,θ 0 ←θ 0 + mean(θ j ), and center,θ j ←θ j − mean(θ j ).
d. Soft-scale the estimate:θ j ← 1 −
(1−α)λ θ j 2 +θ j where (u) + = max(u, 0).
Repeat
Step 2 until convergence of the objective of (5).
Connections to Other Methods
The fused lasso can be interpreted as 1 trend filtering with order k = 0 [Kim et al., 2009 , Tibshirani, 2014 . Tibshirani [2014] showed that 0th order trend filtering is equivalent to 0th order locally adaptive regression splines, proposed by Mammen et al. [1997] . Therefore, we can interpret FLAM with α = 1 as a multi-variable extension of locally adaptive regression splines. Indeed, we illustrate FLAM's local adaptivity, or ability to produce a fit that is highly variable in one portion of the domain and constant in another, in Section 5. When α = 0, FLAM is equivalent to SpAM with Ψ j = I ∈ R n×n in (1). However, this is an impractical special case in which the design matrix does not depend on the covariates.
Properties of FLAM
, where U ∈ R n×(n−1) is the matrix obtained by centering the columns of the upper triangular matrix of 1's, and removing the nth column. The following lemma indicates that FLAM can be reparameterized in terms of the pairwise differences among the ordered elements of θ j (i.e., the elements of β j = DP j θ j ).
T be the solution to
Then the solutionθ 0 ,θ 1 , . . . ,θ p to the optimization problem (5) iŝ
From (8), FLAM with α = 1 is equivalent to solving a lasso problem. The reparametrization given in Lemma 4.1 will allow us to easily derive some properties of FLAM.
Degrees of Freedom for FLAM
Suppose that y ∼ (µ, σ 2 I), and let g(y) =ŷ denote the fit corresponding to some modelfitting procedure g. Then the degrees of freedom of g is defined as [Efron, 1986, Hastie and Tibshirani, 1990] . We now consider a modified version of FLAM, in which a small ridge penalty ensures strict convexity and enforces uniqueness of the solution,
In (9), ≥ 0 is a very small constant. Subject to reparameterization, (9) is equivalent to minimize
We propose to estimate the degrees of freedom of FLAM aŝ
where A = {i ∈ {1, . . . , (n − 1)p} :β i = 0} and S 2 is block diagonal with the jth block equal
with A j = {i ∈ {1, . . . , n − 1} :β ji = 0}.
is an unbiased estimator of the degrees of freedom of FLAM.
When α = 1 and = 0, (11) reduces to rank(V A ) + 1, which agrees with the estimator proposed in . Recall thatβ j = DP jθj , soβ ji is the difference between [P jθj ] i−1 and [P jθj ] i . Thus non-zero elements ofβ correspond to knots in the estimated fits. When V A is full rank (which only occurs when the number of knots is smaller than n), the following corollary provides a simple estimator for FLAM's degrees of freedom.
Corollary 4.3 Suppose that V A is full rank, and let α = 1 in (9). Then the degrees of freedom of FLAM is one greater than the total number of knots across all estimated fits.
In 1000 replicate data sets, we compare the mean of (11) to the mean of
which is an estimator of
Cov(y i ,ŷ i ). Data are generated according to the highdimensional setting of scenario 1, described in Section 5. Results are displayed in Figure 1 (a).
We also propose an estimator for the degrees of freedom of SpAM (1).
T , we estimate SpAM's degrees of freedom aŝ
where A = {i ∈ {1, . . . , pd} :β i = 0} and D 2 is block diagonal with the jth block equal to
with A j = {i ∈ {1, . . . , d} :β ji = 0}.
Thendf SpAM is an unbiased estimator of the degrees of freedom of SpAM.
Interestingly, Ravikumar et al. [2009] proposed
as an estimator for SpAM's degrees of freedom. Figure 1 (b) compares the means of the two estimators (13) and (14) with the mean of (12) across 1000 replicate data sets. In fact, we see that (13) is far more accurate than (14). In (a), we compare the degrees of freedom of FLAM calculated using (12) (y-axis) to the unbiased estimator (11) (x-axis) for α = {0, 0.2, 0.4, 0.6, 0.8, 1}; each value of α is indicated by an (overlapping) colored line. In (b), we compare the degrees of freedom for SpAM with d = 3 calculated using (12) (y-axis) to the estimators (13) ( ) and (14) ( ) (x-axis). In both plots, the solid lines are obtained by varying λ for FLAM or SpAM. The black dotted lines indicate y = x.
Range of λ that Yields Complete Sparsity
We now consider the range of λ for whichθ j = 0 for j = 1, . . . , p, for α = 1 and α = 0. In Lemma 4.5, note that V Tỹ ∞ = max (g(P 1ỹ ), . . . , g(P pỹ )), where g(a) = max{|a 1 |, |a 1 + a 2 |, . . . , |a 1 + a 2 + . . . + a n−1 |}. We now present a sufficient condition for the FLAM solution to be completely sparse, for any α.
, then the solution to (5) is completely sparse.
When selecting λ for FLAM, we need never consider a value larger than that in Corollary 4.6.
Prediction Consistency
In this section, we establish prediction consistency for FLAM. For simplicity, we assume y has mean zero in this subsection. The estimated prediction error compares the predicted outcome to the best one could do if the true coefficient values θ 0 1 , . . . , θ 0 p were known. Lemma 4.7 provides a finite sample bound for the prediction error.
holds with probability at least 1 −
Now, assume that θ 0 ji = f j (x ij ) where f j has bounded variation, and all elements of x j ∈ [a, b] for some a and b. Assume also that the number of non-sparse functions is bounded, i.e., p j=1 ||f j || 0 = K < ∞. Together, these two assumptions imply that
log((n−1)p) n .
Simulations
We compare the performance of FLAM to two competitors: GAM using smoothing splines (implemented with the R package gam [Hastie, 2013] ), and SpAM with basis vectors corresponding to a natural cubic spline with d−1 non-boundary knots at equally spaced quantiles of x j (implemented with the R package SAM [Zhao et al., 2014] ). Data are generated according to
.5], and p = 4. We consider four scenarios, displayed in Figure 2:
Scenario 1 : All f j are piecewise constant functions (Figure 2(a) ).
Scenario 2 : All f j are smooth functions (Figure 2(b) ). These are the exact functions used for the simulations in the original SpAM paper [Ravikumar et al., 2009] .
Scenario 3 : Two of the f j are piecewise constant functions and the other two f j are smooth functions (Figure 2(c) ). This is a compromise between scenarios 1 and 2.
Scenario 4 : All f j are functions that are constant in some areas of the domain and highly variable in other areas of the domain (Figure 2(d) ).
All functions are constructed such that 2.5 −2.5 f j = 0 and 2.5 −2.5 f 2 j = 1. We refer to scenarios 1-4 as the low-dimensional setting. Additionally, we refer to the same scenarios with the addition of 96 noise functions (i.e., f 5 , . . . , f 100 = 0) as the high-dimensional setting. We note that GAM can only be applied in the low-dimensional setting (n > p). For each scenario, we generate training, test, and validation sets, each with n = 100. Functions are fit on the training set, and mean squared error MSE; 1 n y −ŷ 2 2 is evaluated on the test set. For FLAM, we fix α = 0.5, 0.75, or 1 and consider a range of λ. For GAM, we consider a range of degrees of freedom for each smoothing spline, from 1 (just a linear fit) to n/p. For SpAM, we fix d = 3, 6, or 10 and consider a range of λ.
We evaluate each method's performance as a function of its degrees of freedom. For GAM, the total degrees of freedom is p multiplied by the degrees of freedom for each covariate's smoothing spline, plus one degree of freedom for the intercept. For FLAM and SpAM, the degrees of freedom are estimated using (11) and (13), respectively. Figure 3 displays the test set MSE versus total degrees of freedom for the three methods. FLAM achieves the lowest test set MSE across all scenarios except in scenario 2 where all f j are smooth. GAM performs comparably to SpAM in scenario 3 without noise functions. As expected, FLAM with α = 1 outperforms FLAM with α < 1 in the scenarios without noise functions, as no additional sparsity is needed. In general, α < 1 is preferred in the scenarios with noise functions, with the exception of scenario 4. We discuss this discrepancy below.
Additionally, we summarize performance for the optimal tuning parameter, defined as the tuning parameter corresponding to the minimum test set MSE. We calculate the validation set MSE for the training set fit corresponding to the optimal tuning parameter, as well as the parameter fit ( p j=1 θ j −θ j 2 2 ), sparsity, and degrees of freedom (Table 1) . Once again, FLAM performs best in all scenarios except when all f j are smooth (scenario 2), with the best performance corresponding to FLAM with α = 1 in the low-dimensional setting and α = 0.75 in the high-dimensional setting. In scenario 4 with noise functions, FLAM with α = 1 is able to achieve comparable sparsity to FLAM with α < 1. This explains the optimal performance of FLAM with α = 1 in this setting (Figure 3) .
A strength of FLAM is its local adaptivity, or ability to produce a fit that is highly variable in one portion of the domain and constant in another. We can see this qualitatively by examining the function fits for scenario 4 with 96 noise functions. In Figure 4 , we plot the fits corresponding to the the optimal tuning parameter (as defined above) for the truly non-zero functions, across 25 replicate data sets. In general, FLAM more adeptly fits both the constant and highly variable regions of the functions, relative to SpAM. SpAM's local adaptivity is limited due to the types of penalties imposed in (1) -λ encourages the entiref j to be zero, while d controls the amount of flexibility in eachf j . Having fewer basis functions (i.e., small d) results in less variable function fits, while a large d can produce highly variable function fits. However, the amount of variability cannot be varied greatly over the domain of the function fit, unless basis functions are specifically chosen for this purpose a priori.
6 Data Application
Predictors of a Country's Happiness
We now consider whether wealth is associated with happiness, by estimating the conditional relationships between a country-level happiness index and gross national income, as well as 11 other country-level predictors. The happiness index is the average of Cantril Scale [Cantril, 1965] responses of approximately 3000 residents in each country obtained in Gallup World Polls from 2010-2012, publicly available from the United Nations (UN) 2013 World Happiness Report [Helliwell et al., 2013] . The predictors are publicly available through the UN Human Development Reports and the World Bank Development Indicators [UNDP, 2012 , World Bank Group, 2012 . They are from 2012 data or the closest year prior.
We consider 10 splits of the 109 countries with complete data into training and test sets. We compare FLAM to GAM with an identity link and smoothing splines using the R package gam [Hastie, 2013] . Tuning parameters are chosen using 10-fold CV in the training set. The estimated fits are shown in Figure 5 . Both methods provide a large improvement in average test set MSE across 10 splits of the data (FLAM: 0.367; GAM: 0.308) compared to the intercept-only model (1.19). FLAM's estimated fits are both intuitive and fairly similar across the different splits of data. Conditional on the other predictors, FLAM estimates that increased gross national income is associated with increased happiness, up to a certain level of income. Beyond that, happiness is constant. We were quite surprised to see that GAM finds a negative conditional association between a country's happiness index and the number of scientific journal publications. Reassuringly, FLAM found no such association.
Classification based on Gene Expression
In this section, we apply FLAM with logistic loss (to be discussed in Section 7), in order to perform classification using gene expression measurements. The data sets we consider are: et al., 2011] : 1498 gene expression measurements from peripheral blood lymphocytes sampled from 82 children with autism and 60 controls, publicly available from GEO at accession number GDS4431 [Barrett et al., 2007] .
2. Lung S [Spira et al., 2007] : 22,283 gene expression measurements from large airway epithelial cells sampled from 97 smokers with lung cancer and 90 smokers without lung cancer, available from GEO at accession number GDS2771.
3. Lung NS [Lu et al., 2010] : 54,675 gene expression measurements from 60 pairs of tumor and adjacent normal lung tissue from non-smoking women with non-small cell lung carcinoma, available from GEO at accession number GDS3837.
We consider only the 2000 genes with the largest variance in the Lung S and Lung NS data sets. We compare the performances of FLAM to SpAM and 1 -penalized logistic regression over 30 splits of the data into training and test sets, after standardizing each gene to have mean zero and variance one in the training set. We choose the tuning parameters using 10-fold CV in the training set and calculate the misclassification rate in the test set. Test error and sparsity (the percent of genes not used in the classifier) are shown in Figure 6 . FLAM has the same or better predictive performance on average as SpAM, but uses a less sparse classifier. However, lasso's performance is comparable to FLAM and SpAM, which indicates that the sample size may be too small to successfully model nonlinear relationships in these three data sets.
For one split of the Lung S data, Figure 6 displays the estimated fits from FLAM, SpAM, and lasso for six genes. These six genes were selected because they were among the 15 with the highest-variance fits for both FLAM and SpAM. Note that the since the genes estimated to have a non-zero relationship with the response differed for each method, the conditional fits shown for a particular gene are not directly comparable across methods.
Extensions to FLAM
We now consider the general optimization problem
where θ = (θ , and Q j (θ j ) = α DP j θ j 1 + (1 − α) θ j 2 for α ∈ [0, 1]. In this section, we discuss extensions of FLAM to (1) other losses (θ) and (2) other penalties Q j .
A General Algorithm
Generalized gradient descent (GGD) can be used to solve (15) [Beck and Teboulle, 2009] . That is, (15) can be solved by choosing an initialθ 0 and continually updatinĝ
until convergence of the objective of (15), where L ∈ R is such that¨ (·) LI. Equation 16 is separable in θ j , so the features can be updated in parallel during each iteration of GGD (in contrast to coordinate descent, in which the features are updated sequentially). In the special case of (15) given in (5), GGD provides an alternative to Algorithm 1. Details are omitted in the interest of brevity.
Generalized FLAM
We now consider the model E[
, where g(·) is a specified function. For instance, in the case of a binary response, we can consider the mean model E[
T , and take the loss to be logistic,
We then solve (15) by continually updating (16), which amounts to the updateŝ (17) for j = 1, . . . , p. The solution of (17) follows from Corollary 3.1 when Q j (θ j ) = α DP j θ j 1 + (1 − α) θ j 2 for α ∈ [0, 1]. We now consider (17) with a more general form of Q j .
FLAM with an Alternative Penalty
Thus far, we have seen that (15) can be solved by repeatedly solving a problem of the form (16). When Q j (θ j ) = α DP j θ j 1 + (1 − α) θ j 2 for α ∈ [0, 1], the solution to (16) follows from Corollary 3.1. Lemma 7.1 generalizes this Corollary to other forms of the penalty Q j .
Lemma 7.1 For any norm · , and any matrix B with n columns, the solution to
Simulations for Generalized FLAM using Logistic Loss
We now present simulation results of FLAM for logistic loss and Q j (θ j ) = λ DP j θ j 1 . Data are generated according to
.5], where f 1 and f 2 are taken to be two of the piecewise constant functions considered previously (Figure 2(a) ). Figure 7 (a) shows the expectation of y i as a function of x 1 and x 2 . For each replication, we generate training and test sets with n = 100. We choose the value λ corresponding to the minimum test set MSE. The estimated expectation of y i averaged over 25 data replicates is displayed in Figure 7 (b). It closely mirrors Figure 7 (a).
Discussion
We have presented the fused lasso additive model, a flexible yet interpretable framework for prediction, for which the estimated fits are piecewise constant with data-adaptive knots.
While the 1 penalty in (5) limits the number of knots in the fits, it also shrinks the magnitude of jumps where knots do occur. However, the resulting shrinkage can easily be addressed by debiasing the fit. That is, FLAM can be used to identify the knots; then the piecewise constant model can be refit using standard linear regression with the appropriate basis functions for the known knots.
While the piecewise constant framework has much flexibility, a large number of knots are needed to accommodate trends with large slopes. Piecewise linear fits are more suited to this type of relationship. The problem of estimating piecewise trends of any order between a single predictor and response has been previously explored [Kim et al., 2009 , Tibshirani, 2014 . We leave the extension of FLAM to this setting to future work.
The R package FLAM will be made available on CRAN. The R package Shiny [RStudio and Inc., 2014] was used to develop interactive web applications demonstrating the performance of FLAM on simulated and user-uploaded data (students.washington.edu/ajpete). 
Figure 3: Mean test set MSE plotted by degrees of freedom (df) for: (a) scenario 1, (b) scenario 1 with noise functions, (c) scenario 2, (d) scenario 2 with noise functions, (e) scenario 3, (f ) scenario 3 with noise functions, (g) scenario 4, and (h) scenario 4 with noise functions. Shaded bands indicate point-wise 95% confidence intervals over the 100 replicate data sets. GAM is only applicable in the low-dimensional setting. . Note that GAM can only be applied in the low-dimensional setting. Allf j were non-zero for all methods in the low-dimensional setting. We compare the classification performance of FLAM ( ) to SpAM ( ) and lasso ( ) in terms of (a) test set error and (b) sparsity for three gene expression data sets. Both plots show mean estimates with 95% confidence intervals, which are calculated using 30 splits of the data into training and test sets. In (c)-(h), for six genes we show the fits from FLAM ( ), SpAM ( ), and lasso ( ), which were estimated from one split of the Lung S data. The gray bar at the bottom of each plot indicates the distribution of that predictor. 
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A.2 Proof of Proposition 4.2
We first derive the degrees of freedom forŷ for (10) when y ∼ M V N (0, σ 2 I). Using the dual problem of (10) and Lemma 1 of , it can be shown that g : R n → R n withŷ = g(y) = (g 1 (y), . . . , g n (y)) T is continuous and almost differentiable. Thus, Stein's lemma implies that df(ŷ) = E Tr ∂g(y) ∂y
. We denote the active set ofβ as A, which is unique since (10) is strictly convex. At the optimum of (10), we have
where S We conjecture that there is a neighborhood around almost every y (i.e., except a set of measure zero) such thatβ * corresponding to any y * in that neighborhood has A * = A and sign(β * A * ) = sign(β A ). On the basis of this conjecture, we treat A and sign(β A ) in (20) as constants with respect to y. Thus the derivative of (20) with respect to y is
where S 2 = ∂S 1 ∂β A is a block diagonal matrix with the jth block equaling . This yields the estimator (11), where one degree of freedom is added for the intercept.
The proof of Proposition 4.4 is omitted, as it follows the arguments in this proof closely.
