This study documents a general decline in the volatility of employment growth Individually, each of the four factors is found to have significantly contributed to fluctuations in employment growth volatility, although to differing degrees.
Understanding the determinants of economic volatility has long been a focus of macroeconomics. Until recently, most attention has focused on understanding the average changes in volatility before and after the mid-1980s, that is, the Great Moderation (e.g., Kim and Nelson 1999 , Stock and Watson 2002 , and McConnell and Perez-Quiros 2000 . While the inter-period change in volatility that defined the Great Moderation was substantial, there were large movements in volatility within each of the two sub-periods as well. For example, we estimate that employment growth volatility decreased by around 80% between 1958 and 1964. In contrast, volatility grew by 450% from 1997 to 2002. We believe much is to be gained by studying the macroeconomic forces that have underpinned changes in employment growth volatility throughout the past fifty years.
While there is a large literature that examines the volatility pattern of aggregate economic variables and considers their determinants, there are few studies that use statelevel data to better understand the factors driving fluctuations in volatility. 1 In this regard, we first document the variations in employment growth volatility across states since the mid-1950s. We then apply panel regression techniques to identify the underlying sources of the fluctuations in volatility. The regressions are structured to capture the effects of three aggregate factors that have been identified as being important for understanding movements in volatility (monetary policy, oil price, and industrial structure). In addition, we include a coincident index of other business cycle shocks.
Overall, the four variables considered in this study explain 26% to 31% of the fluctuations in employment growth volatility during the period 1956 to 2002. Each is 1 Recent studies that used state-level data to examine volatility include Carlino et al (2003) , Anderson and Vahid (2003) , Owyang et al (2008) , and Grennes et al (2010). found to have contributed significantly to fluctuations in employment growth volatility, although to differing degrees. In particular, after controlling for banking de-regulation we find that monetary policy accounts for roughly 8 to 10% of the variation in employment growth volatility. By comparison, Stock and Watson (2002) Studies using aggregate data to examine volatility implicitly assume that the aggregate variables have identical effects across states, an assumption clearly rejected by the state-level data. We find that allowing each of the macro variables to have statespecific effects increases the estimated effects of these variables considerably. The overall contribution of the four macro variables when taken together is over 70% greater after allowing each of these variables to have separate state-level effects. 2 Alternatively, other researchers have computed volatilities using rolling standard errors or regression standard errors from rolling AR(1) models (e.g., Blanchard and Simon 2001) . However, the use of rolling standard errors complicates the panel estimation because it induces serial correlation in the data series. 3 The volatility series shown in Figure 1 is constructed as the employment-weighted average of state volatilities, allowing the weights to change each quarter. The volatility series is smoothed using a onesided four-quarter moving average. 
EMPIRICAL MODEL AND ESTIMATION
Having documented the substantial and disparate declines in state employment growth volatility, we now turn to an examination of the possible sources. volatility, and state-specific time trends to capture slow-moving influences in each state (e.g., demographic change). Banking de-regulation has been found to have its own significant effect on volatility (Morgan et al (2004) DeFina (1998, 1999) 
where: it  is volatility in quarterly employment growth fluctuations, measured as in equation (2) The four macro explanatory variables are chosen to reflect their emphasis in the literature. There has been longstanding interest in the impacts of monetary policy and oil price shocks in general, and special attention has been accorded to these variables in the recent literature seeking to explain swings in volatility (Clarida et al 2000 , Orphanides 2004 , Stock and Watson 2002 , and Hamilton, 1983 , 1996 . Similarly, the effects of employment shifts away from manufacturing jobs has likewise been scrutinized [e.g., Blanchard and Simon (2001) and McConnell and Perez-Quiros (2000) .] In addition to these variables, we examine how other cyclical shocks might matter using a summary coincident business cycle index developed in Aruoba et al (2008) , hereafter ADS.
Variable Measurement
Monetary policy shocks are measured using the general strategy of Christiano et al (1999) . That is, we estimate a small VAR (described below) in which the federal funds rate is included as a policy instrument. The structural errors from the federal funds rate equation are interpreted as shocks to monetary policy. We then measure changes in monetary policy that are potential sources of more general economic volatility using the squared structural residuals. The idea is that shifts in monetary policy manifest themselves as changes in the volatility of policy shocks. To measure structural monetary policy shocks we employ a two-variable VAR that includes four lags of both the federal funds rate and the composite index of business cycle activity developed by ADS. A recursive identification scheme is used with the ADS index ordered first. Consequently, aggregate activity (the slow-moving variable) is assumed not to respond to monetary policy shocks within a quarter, while monetary policy (the fast-moving variable) responds to the aggregate activity within the quarter.
The ADS index is designed to track real macroeconomic activity at high frequency and has zero mean so that progressively more negative (positive) values indicate progressively weaker (stronger) business conditions. Its underlying economic indicators include weekly initial jobless claims, monthly payroll employment, industrial production, personal income less transfer payments, manufacturing and trade sales, and quarterly real GDP, and the index mixes high-and low-frequency information and stock and flow dynamics. For this analysis, we aggregate the weekly ADS index into quarterly values.
The oil price shock at time t is measured as the net oil price increase over the previous 12 months (Hamilton 2003 
This measure of oil-price shocks demonstrates a more stable link to real activity than does the actual price of crude oil over the postwar sample. Industrial structure is measured as the ratio of manufacturing employment to total non-farm employment.
Employment data are seasonally adjusted.
In addition to state fixed effects and state-specific time trends, we use a set of state-specific dummies to indicate when a state allowed interstate banking. The dummies equal zero before a state experienced financial deregulation and unity otherwise. The dates of state-level deregulation are from Morgan et al (2004) .
Estimation and Results
Prior to estimation, the variables in equation (3) (4) is estimated by OLS; the standard errors are corrected both for heteroskedasticity and serial correlation.
The second column of Table 1 reports the sum of the lag coefficients for each aggregate variable and in parentheses the Z-statistic for the test of the null hypothesis that the sum of coefficients for that variable is equal to zero ( i.e., for the th aggregate ). We find that monetary policy variance has an insignificant long-run effect on employment growth volatility, while the other macro variables are significant at least at the 10% level. Oil-price increases lead to increased employment growth 9 The usual AIC or BIC could not be used due to the panel structure of the data. Instead we estimated equation (3) without the state interactions on the macro variables, using five lags of each macro variable and of the state manufacturing share. State interactions are ignored so that average effect can be measured. The contemporaneous plus all lags up to the maximum significant lag for a variable were used. For instance, if the fourth lag of the oil price was significant, the contemporaneous through the fourth lag were included in the estimation. volatility, as does an increase in manufacturing share. An increase in the business cycle index leads to lower volatility, suggesting that when the aggregate economy is growing at an above average pace, employment growth volatility is low and vice versa. We also test whether each of the aggregate variables can be excluded from equation (4) We use equation (3) to estimate the state-specific effects of each macro variable.
The equation is estimated by OLS; standard errors are corrected both for heteroskedasticity and serial correlation. Estimation of equation (3) produced an R 2 =
.3821. Due to the large number of state interactions, lags, etc., results are summarized in the form of two sets of F-statistics. The fourth column of Table 1 reports the F-statistic for the test that a given macro variable has the same influence on volatility across states.
That is, we test the null hypothesis for the mth macro aggregate: The fifth column of Table 1 ) and have a jointly significant impact on employment growth volatility (column 5 in Table 1 ). Note that in contrast to the results from the aggregate specification of equation (4), the variance of monetary policy is now highly significant once we allow policy to have differential effects across states. We also find that the other macro aggregate variables have differential effects across states that are statistically significant.
The joint significance of the deregulation dummies provides new support for the findings of Morgan et al (2004) in that the present model has considerably more controls than theirs. In addition, Morgan et al restricted deregulation to have the same effect on each state. The results show that these restrictions are perhaps too strict, in that the null hypothesis of the equality of 48 estimated coefficients on the deregulation variable is soundly rejected.
Accounting for Volatility
We now turn to an exercise that accounts for the relative contribution of the macro factors and the state-specific factors on state employment growth volatility. The contribution to volatility of the macro factor is determined by dropping the state fixedeffects and state-specific time trends from equation (3) yielding the following auxiliary regression: , , for 1, , 48
The R 2 from this regression gives the upper bound for the contribution of the macro variables since all co-variance between them and the excluded state controls (fixed effects and state-specific time trends) is allocated to the aggregate factors. We refer to the R 2 from equation (5) 
The R 2 from equation (6) We present the goodness of fit statistics from estimating equations (3), (5), and (6) to 31.3% of the total variation in employment growth volatility, which is reported in the second column of Panel B in Table 2 .
Next, we calculate the individual contribution of each of the four macro variables using versions of equation (3) and equation (5) with only one macro variable at a time in each regression. Panel B of Table 2 reports the upper and lower bound contributions for each of the individual macro variables. We find that monetary policy accounts for between 7.8 and 9.6% of the variation in volatility. This range falls well below the estimated explanatory power of monetary policy found by others who have examined the post-1984 decline in GDP volatility, e.g., . Those estimates fall in the 15 to 20% range. The oil-price index explains around 6.7 to 8.6%, the aggregate activity index explains around 4.1 to 7.2%, and the manufacturing share change explains between 3.3 and 7.4%.
As already noted, the ability to control for banking deregulation is potentially important, especially for measuring the effects of monetary policy. The third column of Panel B, Consequently, the use of state-level data appears to have important implications for research in this area and future research would benefit from greater reliance on it.
CONCLUSION
This study documents a general decline in the volatility of employment growth since the mid-1950s and examines its possible sources. We studied several potential sources of volatility that have received attention in the literature on volatility, i.e., monetary policy, oil prices, changes in industrial structure and other business cycle shocks. A unique aspect of our analysis is the use of state-level panel data on employment growth to examine how each of these variables affected employment growth volatility. Panel data allow a richer analysis than one based only on time series data (e.g., Stock and Watson 2002) or alternatively on cross-sectional data (e.g., Hammond and Thompson 2004) .
This includes the benefits of greater data variation, decreased simultaneity and the ability to allow variables measured at the aggregate level to have state-specific affects. State-level data also permitted us to control for the effects of state banking deregulation, which has been found to have significant effects on employment growth volatility and could be correlated with monetary policy, thus confounding efforts at identifying policy's effects.
Our analysis indicates that each of these factors has played a significant role in explaining fluctuations in employment growth volatility, and that each had significantly different effects across the states. Monetary policy had the largest measured effects, accounting for between 8 and 10% of the variation in volatility. These estimates are noticeably lower than others based only on the change in volatility pre-and post-the Great Moderation. Our estimates indicate that changes in industrial structure had a significant impact and could explain up to about 7% of the variation in volatility in the sample period.
The evidence also demonstrates the importance of controlling for banking deregulation, consistent with the results of Morgan et al (2004) . Allowing aggregate-level variables to have state-specific effects is also found to be crucial. We presented evidence that doing so increases the estimated contributions considerably; indeed, the overall contribution of the four macro variables was close to 72% higher. We think the evidence described in this paper suggests that future research would benefit from increased reliance on regional data, rather than using only aggregate-level data. Future research might also consider the possible roles played by other factors, such as shocks to productivity growth, foreign trade and fiscal policy. All such variables can be analyzed within the framework developed here and could offer additional clues to the factors driving volatility. 
