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vIntroduction
Le problème de la stéréovision à partir de caméras multiples calibrées capturant une scène
fixe est étudié depuis plusieurs décennies. Les résultats présentés dans le benchmark de sté-
réovision proposé par Strecha et al. [SvHVG+08], attestent de la qualité des reconstructions
obtenues. En particulier, les travaux de [VKLP09], mènent à des résultats visuellement impres-
sionnants.
Aussi, il devient intéressant de calibrer des scènes de plus en plus vastes, afin d’appliquer ces
algorithmes de stéréovision de façon optimale. Trois objectifs essentiels apparaissent :
– La précision de la calibration doit être améliorée. En effet comme pointé dans [FP09],
même les benchmarks de stéréovision fournissent parfois des caméras bruitées à la pré-
cision imparfaite. Un des moyens pour améliorer les résultats de stéréovision consiste à
augmenter la précision de la calibration.
– Il est important de pouvoir prendre en compte les cycles dans le graphe des caméras de
façon globale. En effet la plupart des méthodes actuelles sont séquentielles, et dérivent.
Ainsi ces méthodes ne garantissent pas, pour une très grande boucle, de retrouver cette
configuration cyclique. Comme on calibre des réseaux d’images de plus en plus grands,
ce point devient crucial.
– Pour calibrer des réseaux d’images très grands, il convient d’avoir des algorithmes ra-
pides.
Les méthodes de structure à partir du mouvement (“structure from motion” en anglais) que
nous proposons dans la première partie, permettent de retrouver les positions dans l’espace,
orientations dans l’espace et distances focales des caméras avec une précision très proche de
l’état de l’art. D’autre part elles traitent les contraintes de cyclicité de manière globale par le
biais d’optimisations sous contraintes linéaires. Ainsi ces nouvelles méthodes bénéficient de la
rapidité de la programmation linéaire.
Enfin, étant donné le nombre importants de travaux de recherche effectués en stéréovision,
il convient de s’intéresser à l’étape suivante, à savoir la reconstruction spatio-temporelle. La
méthode de [VKLP09] faisant partie de l’état de l’art en stéréovision, il est intéressant de déve-
lopper cette méthode et de l’étendre à la reconstruction spatio-temporelle, c’est-à-dire la recons-
truction d’une scène dynamique capturée par un dôme de caméras. Nous verrons cette méthode
dans la seconde partie de ce manuscrit.
Ma thèse a été financée par le projet ANR Flamenco, qui est un projet sur la modélisa-
tion de scènes dynamiques mené en partenariat avec le laboratoire LIGM - IMAGINE, l’Ecole
Nationale des Ponts et Chaussées et l’INRIA.
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1Première partie
“structure from motion” d’un réseau de
caméras par programmation linéaire

3Les résultats de stéréovision permettant d’acquérir des modèles 3D très précis, un objectif
est désormais de reconstruire des scènes de plus en plus vastes et avec le plus de précision pos-
sible. Pour cela, il est important de calibrer, suffisamment vite des graphes d’images contenant
des grands cycles de caméras. Nous proposons ici des méthodes efficaces et rapides essentielle-
ment basées sur la programmation linéaire. D’autre part nous prenons en compte les contraintes
de cyclicité de manière générale par le biais d’optimisations sous contraintes linéaires.
Pour cela nous pré-calculons certains objets grâce aux concepts fondamentaux de la calibra-
tion, et ensuite nous cherchons à déterminer les inconnues restantes, par des formulations ma-
tricielles liées aux correspondances dans les images, et donc à des informations géométriques.
Les objets pré-calculés sont également obtenus grâce à des correspondances entre les images
et sont gardés fixes et rendus cohérents entre eux durant nos optimisations. Le fait de n’utiliser
que des informations géométriques, grâce à une construction cohérente, est central dans notre
travail, et nous permet d’obtenir des résultats très proches de l’état de l’art sans recourir systé-
matiquement a des optimisations coûteuses telles que le bundle adjustment (présenté en section
1.2.5), et à la connaissance a priori de données internes des caméras (centre, distance focale...).
Dans un premier temps, nous présentons les outils couramment utilisés en “structure from
motion”, ainsi que les concepts fondamentaux de la géométrie à plusieurs images. Le lecteur
averti pourra passer directement au chapitre suivant, où nous présentons nos nouveaux algo-
rithmes de “structure from motion”.
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5Chapitre 1
La problématique de la structure à
partir du mouvement
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FIG. 1.1 – Nuage de points d’une scène 3D et caméras autour de cette scène.
1.1 Introduction
L’objectif de la “structure from motion”, étant donné une scène 3D et des photos de cette
scène qui ont été prises depuis différents points de vues, est de retrouver un nuage de points de
cette scène à partir de correspondances entre les images, et aussi de retrouver les paramètres
de ces caméras comme indiqué dans la figure 1.1. Nous cherchons à retrouver les positions du
centre des caméras, les distances focales, les orientations des caméras...
Dans ce chapitre, nous étudierons l’ensemble des outils et concepts fondamentaux de la
calibration utiles à la compréhension de ce manuscrit et plus précisément de la méthode de
calibration par programmation linéaire que nous proposons.
Dans un premier temps il est nécessaire de détecter des “points d’intérêt” stables (par
exemple invariants par transformation affine) dans les différentes images. Ensuite, il faut les
décrire à l’aide de “descripteurs” puis les appareiller entre différentes images par ressemblance
de ces descripteurs. Ces étapes sont étudiées en Annexe A. Une fois que nous avons ces en-
sembles de correspondances, nous pouvons retrouver la géométrie pour des paires d’images
1.3.1 et parfois pour des triplets d’images 1.3.2. Une fois que la géométrie entre les différentes
images est décrite, il est possible de retrouver les caméras avec les outils tels que le “Bundle
adjustment” vus dans la section 1.2.
Les descriptions détaillées des descripteurs SIFT et des méthodes de résolution de systèmes
linéaires sont proposées en Annexe A et B. Il s’agit de méthodes classiques et bien connues en
vision par ordinateur, elles sont uniquement reproduites dans ce manuscrit dans un but pédago-
gique et afin que ce manuscrit soit presque entièrement auto-consistant.
1.2 Outils fondamentaux pour la structure à partir du mouvement
1.2.1 Géométrie d’une caméra
1.2.1.1 Caméra métrique
Une caméra est composée d’une lentille, et les rayons passant sur les bords de la lentille
ne sont pas déviés de la même façon ce qui crée des distorsions sur les bords de l’images. Ces
problématiques n’ont pas été traitées dans la méthode proposée afin de conserver des modèles
linéaires. On peut représenter de façon simple une caméra d’après le modèle “pinhole camera”
montré en figure 1.2.
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FIG. 1.2 – Procédé de reprojection d’un point 3D Xj en un point image xj par une caméra “pinhole” i de
distance focale fi.
Si l’on note xj , yj les coordonnées euclidiennes de xj dans le plan image de la camera i, et
Xj , Yj , Zj les coordonnées euclidiennes du point réel Xj dans le repère Ri lié à la caméra i, on








Sur la figure ci-dessus, les coordonnées xj sont calculées à partir du centre de l’image, en











Il est alors intéressant de transposer cette formule sous forme linéaire et matricielle en utili-
sant les coordonnées homogènes uj ,vj ,wj empruntées à la géométrie projective. On a alors :ujvj
wj
 =






On retrouve les coordonnées euclidiennes xj et yj très facilement en divisant par la troisième
















Si l’on note X ′j , Y
′
j , et Z
′
j les coordonnées euclidiennes du point 3D Xj , dans un repère
quelconque R. Ce repère étant lié à Ri par une matrice de rotation Ri autour des trois axes et





 + Ti (1.5)
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En utilisant les coordonnées homogènes X ′j , Y
′




j du point 3D Xj , dans le repère R
on a l’égalité suivante à un facteur multiplicatif près :
XjYj
Zj







On a donc l’équation de reprojection suivante du point 3D Xj dans un repère quelconque R













Finalement, la caméra peut être modélisée sous la forme d’une matrice Pi 3× 4, se décom-
posant sous la forme Pi = Ki [Ri Ti]. Ki étant la matrice des paramètres intrinsèques : distance
focale, centre de l’image... et [Ri Ti] représentant les paramètres extrinsèques : position et orien-
tation de la caméra dans l’espace.
1.2.1.2 Caméra projective et ambiguïté projective
Afin de conserver des calculs simples et linéaires on considèrera que les matrices des
caméras s’écrivent simplement sous la forme de matrices quelconques Pi 3 × 4. On pourra
donc reconstruire un ensemble de caméras {Pi,∀i = 1, ..., N} ainsi qu’un ensemble de points
3D {Xj, ∀j = 1, ...,M} en coordonnées homogènes, et leurs reprojections dans les images{
xji,∀j = 1, ...,M , ∀i = 1, ..., N
}
.










Dans ce cas on note que pour une transformation projective ou en d’autres termes une ho-
mographie H 4× 4 inversible, on a :
uj ivj i
wj i







Aussi dans un autre espace projectif, on a un ensemble de caméras {PiH,∀i = 1, ..., N}
qui est une solution équivalente pour un ensemble de points 3D {H−1Xj,∀j = 1, ...,M}
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en coordonnées homogènes, ainsi que leurs reprojections dans les images{
xji,∀j = 1, ...,M , ∀i = 1, ..., N
}
.
C’est ce que l’on nomme l’ambiguïté projective. Aussi une fois que l’on aura retrouvé
l’ensemble des caméras dans un espace projectif, on cherchera l’homographie telle que ∀i =
1, ..., N HPi ≈ Ki [Ri Ti]. Où Ki est une caméra métrique de la forme :
Ki =
fi 0 ui0 fi vi
0 0 1
 (1.10)
Cette méthode permet de retrouver à partir d’une reconstruction projective, la reconstruction
métrique, c’est-à-dire la véritable configuration des caméras et des points 3D à une similarité
près. Les méthodes de rectification métrique sont brièvement expliquées dans la section 1.2.2.
1.2.2 Rectification métrique
Il existe de nombreuses méthodes de rectification métrique, décrites dans le livre [HZ03].
L’une des plus connues est basée sur la “quadrique duale absolue” et nécessite une connaissance
du centre de la caméra, qui peut presque toujours être choisi comme étant le centre pixellique de
l’image. Une autre permet également d’obtenir une rectification métrique de manière linéaire
et se base cette fois sur ce qui est appelé le “complexe quadratique absolu” et est développée
par Ponce et al. [PMP+05]. L’avantage de cette dernière méthode est qu’elle permet d’obtenir
une rectification métrique à partir de 10 images sans avoir aucune connaissance du centre de
l’image.
Nous allons ici décrire très brièvement la méthode basée sur la “quadrique duale absolue”.
Une matrice Pi 3 × 4 peut toujours s’écrire à l’aide d’une “décomposition QR” sous la
forme :
Pi =
fix si ui0 fiy vi
0 0 1
 [RT] (1.11)
si correspond au skew, fix et fiy correspondent aux focales en x et en y, et (ui, vi)T cor-
respond au centre de l’image. Nous avons vu dans la section 1.2.1.2, qu’il y a une ambiguïté
projective. Connaissant les caméras, nous allons chercher l’homographie qui permet d’aller vers
un espace métrique dans lequel les caméras sont métriques :
P′i = Pi H =
fi 0 ui0 fi vi
0 0 1
 [RT] (1.12)
Si l’on se place au centre pixellique de l’image en multipliant par une matrice de translation,
la décomposition de la matrice une fois rectifiée doit avoir la forme :
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P′i = Pi H =




















 = Pi (H I˜ HT ) PiT (1.15)






 = Pi QPiT . (1.16)
On obtient ainsi pour chaque image quatre équations. En effet les deux coordonnées du
centre doivent être nulles dans la matrice gauche, le skew doit être nul et les deux coefficients
liés à la distance focale doivent être égaux. Q est symétrique et a 16 coefficients, cette matrice
est donc paramétrisable par 10 coefficients. 3 images et 12 équations suffisent donc à effectuer
une rectification métrique.
Connaissant Q, il est facile de trouver l’upgrade métrique H en effectuant dans un premier
temps une “décomposition de cholesky” de Q. Cette méthode de rectification métrique due à M.
Pollefeys a l’avantage d’être rapide et linéaire.
Une étude plus approfondie de cette méthode et des autres méthodes de rectification mé-
trique est effectuée dans le livre [HZ03].
1.2.3 Algorithme RANdom SAmple Consensus
Partons d’un exemple simple. Estimer une droite peut se faire avec un ensemble minimal de
2 points. Le problème illustré en figure 1.3, est le suivant : étant donné un ensemble de points
2D, trouver la droite maximisant le nombre de points valides, en considérant qu’un point est
valide s’il n’est pas plus éloigné de la droite qu’un seuil t. Le problème est double, on souhaite
trouver la droite correspondant le mieux possible aux points et on veut également classifier les
points comme “inliers” en adéquation avec un modèle, ou “outliers”.
Nous allons ici décrire une méthode bien connue qui est l’algorithme RANdom SAmple
Consensus (RANSAC) de Fischler et Bolles [BF81]. L’idée est très simple : 2 points sont sélec-
tionnés aléatoirement. Ces points définissent une droite. Le support de cette droite est le nombre
de points, parmi l’ensemble complet initial, qui sont à une distance de la droite inférieure à un
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FIG. 1.3 – Deux points suffisent à créer un modèle, ici une droite. Les points bleus, proches de la droite, sont
classifiés comme “inliers” et les points en rouge, éloignés de la droite, sont classifiés comme “outliers”.
seuil t. Cette sélection aléatoire est répétée un grand nombre de fois, et à la fin la droite ayant le
plus grand support est retenue comme modèle. Les points à une distance inférieure à un seuil t
de la droite sont nommés “inliers” et constituent l’ensemble de plus grand consensus. Les autres
points sont nommées “outliers”. L’étape finale du RANSAC est une ré-estimation du modèle à
partir de l’ensemble des inliers.
Dans le cas général le modèle ne sera pas estimé à partir de 2 points mais à partir d’un
échantillon de s points. Nous souhaitons déterminer le nombre d’itérations nécessairesN . Nous
voulons queN permette d’obtenir une probabilité p, que au moins un des échantillons aléatoires
de s points ne contienne aucun outlier. On choisit généralement p = 0.99. 1 − p est la proba-
bilité que chacun des N échantillons contienne au moins un outlier. Notons w la probabilité
qu’un point soit un inlier qui n’est en fait que la proportion d’inliers par rapport à l’ensemble
des points. Donc ws est la probabilité qu’un échantillon n’ait pas d’outlier. 1−ws est la proba-
bilité qu’un échantillon ait au moins un outlier. La probabilité que chacun des N échantillons




log (1− ws) (1.17)
En pratique on fixera un seuil maximal pour le nombre d’itération, afin d’éviter un algo-
rithme beaucoup trop long dans le cas où il y a très peu d’inliers. Le RANSAC est brièvement
résumé dans l’algorithme 1.2.3.
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Algorithm 1 RANSAC
Require: S un ensemble de points de cardinal C
1: Initialise SampleCount = 0, Imax = 0, Si = ∅, Nmax, p, t
2: while N > SampleCount et Nmax > SampleCount do
3: Choisis un échantillon aléatoire de s points
4: Avec les s points calcule le modèle M
5: Pour chaque point de S calcule la distance au modèle d
6: Détermine l’ensemble des inliers Sitemp, tels que d < t
7: Compte le nombre d’inliers I , w = IC .
8: if I > Imax then
9: Mets à jour N = log (1−p)log (1−ws)
10: Mets à jour Imax = I
11: Mets à jour Si = Sitemp
12: end if
13: Incrémente SampleCount = SampleCount+ 1
14: end while
15: Calcule le modèle M à partir de l’ensemble des inliers Si
16: return le modèle M et l’ensemble des inliers Si
1.2.4 Triangulation et erreur de reprojection
A partir d’une correspondance à n images (p1, · · · ,pn) et n caméras (P1, · · · ,Pn) avec n ≥
2, on peut reconstruire le point tridimensionnel X. Si l’on considère que les correspondances
sont parfaites et non bruitées, alors le point X doit se reprojeter exactement en p1, · · · ,pn au
travers des caméras P1, · · · ,P2. On a donc les équations linéaires en coordonnées homogènes
pi ∼= P1X pour i allant de 1 à n, avec X = (X;Y ;Z; 1). Autrement dit nous avons les 3n
équations λipi = P1X. Ces équations sont linéaires par rapport aux n inconnues λi et aux 3











Avec A de taille 3n×n+3. En pratique les données sont bruitées et imparfaites et il n’existe
pas de solution exacte à ce système. A partir de n = 2 on a un système d’équations linéaires
surdéterminé qui peut être résolu aux moindres carrés par SVD comme expliqué en Annexe B.1.
Nous obtenons ainsi une première approximation du point tridimensionnel X par une méthode
dite de triangulation linéaire.
Cette équation linéaire n’a pas véritablement de sens géométrique, aussi on souhaite calculer
plus précisément le point tridimensionnel en minimisant une erreur ayant un sens géométrique.
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On peut raffiner le point 3D reconstruit par triangulation linéaire, en minimisant par exemple la
somme des erreurs géométriques aux carrés. Nous définissons ci-dessous l’erreur géométrique.
Définition 1 Erreur Géométrique
Etant donné un point p dans une image i dont la caméra est Pi, et un point tridimensionnel
X en coordonnées homogènes, l’erreur géométrique correspond à l’erreur de reprojection,
c’est-à-dire la distance entre le point p et la projection de X dans l’image i.
La reprojection p̂ de X par la caméra Pi est en coordonnées homogènes p̂ = PiX. Comme
expliqué en section 1.2.1, on retrouve les coordonnées euclidiennes de p̂ en divisant par la
troisième coordonnée homogène. Si l’on note Pik la kième ligne de la caméra projective Pi, le








Concernant le problème d’une correspondance dans n images (p1, · · · ,pn) et n caméras

















Il s’agit d’un problème non linéaire par rapport aux 3 inconnues X. La quatrième coordon-
née de X est généralement arbitrairement fixée à 1, sauf dans le cas particulier d’un point à
l’infini où la quatrième coordonnée homogène est nulle. On peut par exemple minimiser cette
erreur en utilisant la méthode itérative de Levenberg-Marquardt brièvement décrite en Annexe
B.2.3.
1.2.5 Ajustement des faisceaux
1.2.5.1 “Bundle adjustment” projectif
Considérons un ensemble de caméras {Pi,∀i = 1, ..., N}, ainsi qu’un ensemble de
points 3D {Xj,∀j = 1, ...,M} en coordonnées homogènes, les correspondances dans les




xj i, yj i, 1
)T
,∀j = 1, ...,M , ∀i = 1, ..., N
}
et{
j i,∀j = 1, ...,M , ∀i = 1, ..., N
}
avec j i = 1 si Xj se reprojette dans l’image i et j i = 0
sinon.
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On appelle l’ajustement des faisceaux (en anglais “bundle adjustment”) le fait de minimi-
ser la somme des erreurs de reprojection définie ci-dessus, à la fois par rapport aux points 3D
comme décrit en section 1.2.4, mais également par rapport aux caméras Pi. Ceci se fait gé-
néralement avec la méthode itérative de Levenberg-Marquardt brièvement décrite en Annexe
B.2.3. Pour un grand nombre de caméras il s’agit d’un problème à grande dimension, de plus le
jacobien J correspondant a une forte sparsité, on utilisera donc une implémentation sparse de
Levenberg-Marquardt disponible sur le web http://www.ics.forth.gr/~lourakis/
sba/ et basée sur un article de M.Lourakis et al. [LA09].
Généralement l’ajustement des faisceaux est basé sur une méthode de recherche de
Levenberg-Marquardt, qui allie rapidité et garanties de convergence. Dans [MBG09] une mé-
thode de recherche alternative est proposée. Elle consiste a calculer le pas de chaque itération
de façon optimale en se basant sur une distance algébrique. Cet algorithme offre les mêmes
garanties de convergence que la méthode itérative de Levenberg-Marquardt et converge souvent
plus rapidement dans le cas qui nous intéresse, à savoir le calcul de la “Structure à partir du
mouvement”.
Définition 2 “Mean Square” Erreur
L’erreur pixellique “Mean Square” ou erreur MS correspond à la somme des erreurs de repro-


























Définition 3 “Root Mean Square” Erreur
L’erreur pixellique “Root Mean Square” ou erreur RMS correspond à la racine de l’erreur

























Lorsque l’on minimise l’erreur S par ajustement des faisceaux par rapport aux caméras et
aux points 3D, on minimise également l’erreur pixellique RMS. L’erreur RMS est une bonne
mesure de qualité de la reconstruction, lorsque RMS < 1, on dira que l’on a une erreur de
reprojection sous-pixellique.
1.2.5.2 “Bundle adjustment” métrique
Si l’on part de caméras métriques ou quasiment métriques, définies en section 1.2.1.1, il est
possible d’affiner la qualité de la reconstruction, avec les points reconstruits. Par exemple on
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peut décomposer les matrices, après rectification métrique linéaire (décrit en section 1.2.2), sous
la forme quasiment métrique Pi = Ki [Ri Ti]. Puis forcer Pi = K’i [Ri Ti], K’i étant la matrice
la plus proche de Ki vérifiant les conditions skew nul et distances focales égales, c’est-à-dire
s’écrivant simplement :
K′i =
fi 0 ûi0 fi v̂i
0 0 1
. (1.24)
Puis on effectue une minimisation aux moindres carrés de la distance de reprojection, en
utilisant comme paramètres les points reconstruits ainsi que la décomposition des matrices :
K’i se réduisant au paramètre unique fi ainsi qu’aux coordonnées du centre. Et pour Ri on peut
utiliser une paramétrisation par quaternions. La méthode utilisée pour le programme n’est pas
celle-là, mais consiste à partir directement des matrices Ki ayant la forme générale
Ki =
fix si ui0 fiy vi
0 0 1
, (1.25)
et à minimiser la distance de reprojection ainsi qu’une fonction de coût liée aux différences
quadratiques des distances focales suivant les axes
(
fix − fiy
)2, au carré du skew si2 ainsi
qu’à la différence quadratique entre le centre obtenu et le véritable centre pixellique de l’image
(ui − ûi)2 + (vi − v̂i)2. La paramétrisation et la fonction d’erreur ainsi définies, on utilise la
méthode itérative de Levenberg-Marquardt brièvement décrite en Annexe B.2.3 pour minimiser
la fonctionnelle.
1.3 Concepts fondamentaux de géométrie à plusieurs images
1.3.1 Géométrie à deux images
1.3.1.1 La matrice fondamentale






On note t la translation entre les repères des deux caméras correspondant à ~OO′, R la rotation
entre les deux caméras, P les coordonnées non homogènes du point P dans le repère de la
première caméra, et P′ les coordonnées non homogènes du point P dans le repère de la seconde
caméra. Alors l’équation précédente s’écrit simplement,
P′ · [t× (RP)] = P′T [[t]× R]P = 0 (1.27)
Comme montré dans la section 1.2.1 consacrée à la modélisation d’une caméra, les coordon-
nées homogènes p et p′ des points dans les deux images s’écrivent en fonction des paramètres
intrinsèques K1 et K2 des deux caméras :
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FIG. 1.4 – Géométrie épipolaire.
{
p = K1 P
p′ = K2 P′
ou,
{
P = K1−1 p
P′ = K2−1 p′
(1.28)
On en déduit donc l’équation :
p′TK2−T [t]× RK1
−1p = 0 (1.29)
La matrice du milieu ne dépendant pas du point considéré, pour toute correspondance (p,p′)
entre deux images on a :
p′TFp = 0 avec, F = K2−T [t]× RK1
−1 (1.30)
On note que F (K1R−1t) = K2−T [t]× RK1
−1 (K1R−1t) = K2−T [t]× t = 0, soit Fe = 0. e
est l’épipole de la première image, c’est-à-dire la reprojection dans la première image du centre
de la seconde caméra. De même on a l’équation e′F = 0. Les épipoles e et e′ sont représentées
en figure 1.4.
Cette matrice F, appelée “ matrice fondamentale ” est singulière et peut être calculée à partir
d’un nombre minimal de correspondances entre deux images.
1.3.1.2 Equivalences entre caméras projectives et matrice fondamentale
L’épipole e correspond au vecteur nul de la matrice fondamentale F, de même l’épipole e′
correspond au vecteur nul gauche de F. A partir de F et des épipoles, il est possible d’estimer
un couple de matrices projectives pour chaque caméra qui soit en adéquation avec la géométrie
épipolaire. Il est toujours possible de fixer l’espace projectif arbitrairement de telle manière que
la matrice de la première caméra soit P1 = [I |0].
Proposition 1 La matrice F est la matrice fondamentale associée aux caméras P1 et P2 si et
seulement si PT2 FP1 est antisymétrique.
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Preuve
PT2 FP1 est antisymétrique ⇔ XTPT2 FP1X = 0 ∀X. En posant p′ = P2X et p = P1X on
vérifie la relation de la matrice fondamentale : p′TFp = 0.
Il est alors facile de vérifier que PT2 FP1 est antisymétrique en posant P1 = [I |0] et
P2 = [[e′]×F | e′]. Ainsi ces deux caméras projectives satisfont la géométrie épipolaire décrite
par F.
Proposition 2 La matrice fondamentale associée à deux caméras P1 = [I |0] et P2 = [M |m]
est F = [m]×M.
Preuve
En effet deux caméras sont associées à F si et seulement si P2TFP1 est antisymétrique d’après








Or ∀X, (XTMT )[m]×(MX) = YT [m]×Y = 0. La matrice ci-dessus est donc anti-
symétrique ce qui termine la preuve.
Proposition 3 Deux paires de caméras (P1 , P2) et (P′1 , P′2) sont associées à la même matrice
fondamentale si et seulement si ∃H tel que P1 ∼= P′1 H et P2 ∼= P′2 H.
Preuve
Supposons que la matrice fondamentale associée à (P1 , P2) soit F. Dans ce cas P2TFP1 est
anti-symétrique. Supposons qu’il existe une homographie H telle que P1 = P′1 H et P2 = P
′
2 H,
alors on a évidemment H−T P2TFP1 H−1 est anti-symétrique. En d’autres termes P′2
TFP′1 est




Nous avons démontré le “si”, nous allons maintenant montrer le “seulement si”. Supposons
que (P1 , P2) et (P′1 , P
′
2) sont associées à la même matrice fondamentale, c’est-à-dire associées
à F1 et F2 telles que F1 ∼= F2, nous allons montrer qu’il existe une homographie reliant ces
paires de caméras.
(P1 , P2) est associée à F1. P1 est de rang 3 et a un centre C tel que P1 C = 0. En posant




2) est associée à F2. P
′
1 a un centre C
′. En posant H2 =
[
P′1
+ |C′], on a
(P′1H2 , P
′
2H2) = ([I |0] , [M’ |m′]) est une paire de caméras associée à la matrice fondamen-
tale F2. Et F1 ∼= F2.
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Nous n’avons plus qu’à montrer qu’il existe une homographie H telle que [I |0] ∼= [I |0] H
et [M |m] ∼= [M’ |m′] H.
D’après la proposition 2, nous savons que F1 ∼= F2 s’écrit [m]×M ∼= [m′]×M’. On en déduit




Avec des calculs vectoriels simples on en arrive à la conclusion que :{
m′ = v4m
M = λM’ + m vT
(1.33)








Ce résultat est également démontré dans le livre [FLP01]. En d’autres termes les caméras
associées à une matrice fondamentale sont uniques à une transformation projective près.
L’ensemble des caméras associées à une matrice fondamentale F est donc P1 = [I |0] H et







Les caméras dans la seconde images sont donc de la forme :
P2 = [[e
′]×F |0] + e′vT (1.36)
Proposition 4 L’ensemble des caméras P1 et P2 associées à la matrice fondamentale entre la
première et la seconde image, et telles que P1 = [I |0], sont de la forme :
P1 = [I |0] et P2 = [[e′]×F |0] + e′vT . (1.37)
A contrario il est possible de calculer la matrice fondamentale à partir de 2 caméras projec-
tives comme vu en proposition 2.
D’après les propositions 3 et 2, l’ensemble des caméras projectives associées à la matrice
fondamentale F = [m]×M, sont de la forme P1 = [I |0] H et P2 = [M |m] H.







Nous en déduisons la proposition suivante,
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Proposition 5 L’ensemble des caméras associées à une matrice fondamentale F = [m]×M,
telles que P1 = [I |0] sont de la forme
P1 = [I |0] et P2 = [M |0] + mvT (1.39)
1.3.1.3 Calcul de la matrice fondamentale







TFpj = 0, peut être
mise sous la forme d’une équation vectorielle AjTF = 0, où F est un vecteur de taille 9 cor-
respondent aux coefficients de la matrices fondamentale en ligne. Ainsi avec 8 correspondances
on a une équation matricielle de la forme AF = 0, ou A est une matrice 8 × 9. Dans le cas
général, lorsque la matrice A n’est pas dégénérée, en effectuant une décomposition en valeurs
singulières ou valeurs propres on obtient le vecteur propre solution de l’équation AF = 0. La
décomposition en valeurs singulières est expliquée en Annexe B.1.
Avec n > 8 correspondances on obtient l’équation AF = 0, ou A est une matrice n × 9.
Dans le cas général, on effectue un décomposition en valeurs singulières SVD, et on prend
comme meilleure solution approchante le vecteur singulier correspondant à la plus petite valeur
singulière.
D’une manière générale pour n ≥ 8 correspondances, la matrice F obtenue n’est pas singu-
lière, on effectue donc un post-processing consistant à prendre la matrice fondamentale singu-
lière la plus proche possible de F. Pour cela, on effectue une décomposition en valeurs singu-
lières de F sous la forme :
F = U
s1 0 00 s2 0
0 0 s3
VT (1.40)
s1, s2 et s3 étant les valeurs singulières positives de la plus grande à la plus petite. La matrice
fondamentale retenue F′ est celle obtenue en remplaçant la plus petite valeur singulière par 0 :
F′ = U
s1 0 00 s2 0
0 0 0
VT (1.41)
Algorithme des 7 points Il est également possible de calculer la matrice fondamen-
tale à partir de 7 correspondances. Avec 7 correspondances on obtient comme précédemment
l’équation AF = 0, ou A est une matrice 7 × 9. Dans le cas général, en effectuant une
décomposition en valeurs singulières ou valeurs propres on obtient deux vecteurs propres F1 et
F2 solutions de l’équation AF = 0. La matrice fondamentale étant définie à un scalaire près,
elle peut s’écrire F = αF1 + (1− α)F2. Avec la contrainte que la matrice F a un déterminant
nul on obtient une équation polynomiale de degré 3 en α. On obtient donc de 1 à 3 solutions
possibles pour la matrice fondamentale.
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Algorithm 2 Algorithme Gold Standard
Require: S un ensemble de correspondances de cardinal C, entre deux images 1 et 2
1: Initialise SampleCount = 0, Imax = 0, Si = ∅, Nmax, p, t
2: while N > SampleCount et Nmax > SampleCount do
3: Choisis un échantillon aléatoire de 7 correspondances
4: Avec les 7 points calcule la matrice fondamentale F (Algorithme des 7 points)
5: Avec F calcule les caméras P1 = [I |0] et P2 = [[e′]×F | e′] comme décrit dans la section 1.3.1.2
6: Pour chaque correspondance de S pj ↔ p′j reconstruit le point 3D X̂j par triangulation 1.2.4
7: Calcule les reprojections au travers des caméras 1 et 2, p̂j = P1X̂j et p̂′j = P2X̂j





9: Détermine l’ensemble des inliers Sitemp, tels que d < t
10: Compte le nombre d’inliers I , w = IC .
11: if I > Imax then
12: Mets à jour N = log (1−p)log (1−ws)
13: Mets à jour Imax = I
14: Mets à jour Si = Sitemp
15: end if
16: Incrémente SampleCount = SampleCount+ 1
17: end while
18: Effectue un ajustement des faisceaux décrit en 1.2.5, sur l’ensemble des inliers Si. P1 reste fixe, on
minimise suivant P2 et les X̂j, 12 + 3I variables
19: return P2 = [M | t] F = [t]×M voir proposition 2
On pourra donc utiliser l’algorithme de RANSAC expliqué en section 1.2.3, afin de calculer
la matrice fondamentale à partir d’échantillons de 7 correspondances ou plus.
Algorithme Gold Standard Cet algorithme consiste, à partir d’un ensemble S de correspon-
dances, à calculer une première estimation de la matrice par RANSAC, décrite dans la section
1.2.3, puis à minimiser l’erreur de reprojection suivant les points 3D reconstruits et suivant les
paramètres des caméras par la méthode itérative de Levenberg-Marquardt. Dans la section 1.2.4
l’erreur de reprojection est définie et une méthode de reconstruction des points 3D par triangu-
lation est proposée. La minimisation de l’erreur de reprojection suivant les caméras et les points
reconstruits est brièvement décrite dans la section 1.2.5. La méthode Gold Standard est résumée
dans l’algorithme 1.3.1.3.
1.3.2 Géométrie à trois images
1.3.2.1 Le tenseur trifocal
Tout d’abord nous nous intéressons à l’équation du plan dans l’espace 3D. L’équation du
plan est aX + bY + cZ + d = 0. Considérons en géométrie le point 3D, X = (X, Y, Z, 1)T et
le plan Π = (a, b, c, d). Un point X appartient au plan Π si et seulement si ΠT X = 0.
1.3–Concepts fondamentaux de géométrie à plusieurs images 21
FIG. 1.5 – Géométrie trifocale.
L’équation d’une droite dans le plan est eu+fv+g = 0. Considérons en géométrie projective
le point 2D p = (u, v, 1) et la droite l = (e, f, g)T . Un point p appartient à la droite l si et
seulement si lT p = 0.
Maintenant, un point X appartient au plan pré-image de la droite l au travers de la caméra P
si et seulement si il se reprojette sur la droite l. Autrement dit, si et seulement si PX appartient
à l, soit XTPT l = 0. Le plan pré-image de la droite l est donc Π = PT l.
Deux plans s’intersectent toujours en une droite, en revanche comme on le voit en figure
1.5, si trois droites sont en correspondance, alors les 3 plans pré-image doivent s’intersecter en
une droite dans l’espace 3D, ce qui constitue un cas dégénéré. Si l’on considère trois caméras
P1, P2 et P3, et trois droites en correspondance l, l′ et l′′, alors la matrice des plans pré-image à
un rang égal à 2 :
M = [Π , Π′ , Π′′] = [PT1 l , P
T
2 l
′ , PT3 l
′′] (1.42)
Les 3 caméras étant définies à une transformation projective près on peut toujours poser
P1 = [I |0], P2 = [A | a4] et P3 = [B |b4]. On a donc :
M = [m1 , m2 , m3] =
[






Le fait que M ait un rang égal à 2, s’écrit m1 = αm2 +βm3. dans la mesure où le coefficient
en bas à gauche de M vaut 0, on a nécessairement, α = kl′′Tb4 et β = −kl′Ta4, pour un scalaire
k. On a donc l’équation suivante à un scalaire près :
l = (l′′Tb4)AT l′ − (l′Ta4)BT l′′ (1.44)
Si l’on note ai la ième colonne de A et bi la ième colonne de B, la ième coordonnée de la ligne
l, peut s’écrire :
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li = l
′T (aibT4 )l




4 − a4bTi . (1.46)
On a alors la relation droite-droite-droite suivante :






L’ensemble des matrices tensorielles T123i constituent le tenseur trifocal entre les images 1,
2 et 3, il est noté T 123.
Proposition 6 Etant donné trois caméras il existe un tenseur trifocal noté T 123 composé de
trois matrices 3× 3 T123i telles que l’on a la relation droite-droite-droite suivante :






1.3.2.2 Epipoles associées au tenseur trifocal
Nous avons vu au paragraphe précédent que nous avons la relation droite-droite-droite sui-
vante :






Supposons que nous avons une relation point-droite-droite, étant donné deux droites l′ et l′′,
nous connaissons la droite l et nous savons également que le point p passe nécessairement par












l′′ = 0 (1.50)
Proposition 7 Etant donné trois caméras et leur tenseur trifocal associé T 123, nous avons la
relation point-droite-droite suivante, entre un point p et deux droites l et l′ correspondantes







l′′ = 0. (1.51)
Supposons maintenant que l′ soit la droite épipolaire correspondant au point p dans la pre-
mière image, i.e. l′ = Fp (F étant la matrice fondamentale entre la première et la seconde
image). Ce cas de figure est montré dans la figure 1.4. On remarque que le rayon correspondant
à la pré-image du point p est entièrement inclus dans le plan pré-image Π′ de la droite l′. Dans
ce cas, quelle que soit la droite l′′, son plan pré-image Π′′ intersectera Π′ et cette intersection
sera une droite L incluse dans le plan Π′. Cette droite L et le rayon pré-image du point p étant
entièrement inclus dans le même plan, ils auront nécessairement une intersection non vide.
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Autrement dit, si l′ est la droite épipolaire dans la deuxième image correspondant au point
p dans la première image, alors pour toute droite l′′ dans la troisième image, le rayon pré-image
de p, le plan pré-image de l′ et le plan pré-image de l′′ s’intersecteront en un point. Nous avons
donc une relation point-droite-droite.
si l′ est la droite épipolaire dans la deuxième image correspondant au point p dans
la première image, alors ∀ l′′, l′T (∑ pi T123i ) l′′ = 0. Dans ce cas on a donc simplement
l′T (
∑
pi T123i ) = 0
T . Nous en déduisons la proposition suivante :














l′ = 0. (1.52)
Preuve
La première relation a été montrée précédemment et la seconde est obtenue par le raisonnement
transposé qui dit que si l′′ est la droite épipolaire dans la troisième image correspondant
au point p dans la première image, i.e. l′′ = F′p (F′ étant la matrice fondamentale entre la
première et la troisième image), alors ∀ l′, l′T (∑ pi T123i ) l′′ = 0.
Remarquons que en prenant p1 = (1, 0, 0), p2 = (0, 1, 0) et p3 = (0, 0, 1) nous obtenons




3, qui sont respectivement le vecteur nul
gauche de T1231 , de T
123




1. Dans la mesure où ces trois droites épipolaires passent
par l’épipole on a e′T l′1 = 0, e
′T l′2 = 0 et e
′T l′3 = 0.




T , T123i vi = 0. Alors les épipoles e
′ et e′′ correspondant au centre de la première
caméra dans la seconde et la troisième image sont les vecteurs nuls des matrices suivantes :
e′T [u1 , u2 , u3] = 0 et e′′T [v1 , v2 , v3] = 0. (1.53)
Preuve
La première relation a été montrée précédemment et la seconde est obtenue par le raisonnement
transposé.
1.3.2.3 Matrices fondamentales associées au tenseur trifocal
Si nous avons une correspondance point-point-droite entre p, p′ et l′′, alors pour toute
droite l′ passant par p′ nous avons une correspondance point-droite-droite, et nous en dédui-
sons d’après la proposition 7 que ∀l′ passant par p′ on a l′T (∑ pi T123i ) l′′ = 0. Si l’on note
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u = (
∑
pi T123i ) l
′′ nous avons donc ∀l′ passant par p′ l′Tu = 0. Autrement dit p = u à un
scalaire près. Nous en déduisons la proposition suivante :
Proposition 10 Etant donné une correspondance point-point-droite, entre un point p, une cor-
respondance p′ dans la seconde image et une droite l′′ dans la troisième image nous avons la








Par le raisonnement transposé nous obtenons également la proposition suivante :
Proposition 11 Etant donné une correspondance point-droite-point, entre un point p, une cor-
respondance p′′ dans la troisième image et une droite l′ dans la seconde image nous avons la














′′) p. La droite





′′) p. Ceci étant vrai pour
toute droite l′′, il nous suffit de choisir l′′ en évitant le cas dégénéré ou l′′ est dans l’espace nul
des tenseurs, un bon choix est donc l′′ = e′′ qui est orthogonal à cet espace nul. On en déduit





′′) p. Or nous savons que, étant
donné la matrice fondamentale F21 entre la première et la seconde image, cette droite épipolaire
est également l′ = F21 p. Nous en déduisons que la matrice fondamentale entre la première et








Proposition 12 Etant donné un tenseur trifocal entre trois images, les matrices fondamentales















La première relation a été montrée précédemment et la seconde est obtenue par le raisonnement
transposé.
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1.3.2.4 Caméras associées au tenseur trifocal









On déduit de la section 1.3.1.2 et plus précisément en proposition 2, que l’on peut fixer
l’espace projectif tel que P1 = [I |0] et P2 = [[T1231 , T1232 , T1233 ]e′′ | e′].









Sachant que l’on a fixé la première caméra P1 = [I |0] et d’après la proposition 5 la troi-











+ e′′ vT (1.60)











+ e′′ (v1:3, 0) (1.61)
Plus généralement on écrira P3 = [B | e′′]. Comme écrit dans la section 1.3.2.1, les matrices
tensorielles s’écrivent d’après l’équation 1.46, T123i = aib
T




′′)e′′T − e′bTi (1.62)
En multipliant à gauche par e′T , en supposant que nous avons des épipoles de
normes unitaires, et en prenant l’équation transposée on obtient nécessairement bi =(
e′′ e′′T − I)T123i Te′. Ainsi nous avons donc l’unicité des caméras associées dans un espace
projectif donné. Mais pas forcément l’existence.
Définition 4 Un tenseur est dit “géométriquement valide” s’il est compatible avec 3 caméras
P1 = [I |0], P2 et P3.
Autrement dit un tenseur est dit géométriquement valide, si il peut-être calculé avec 3
caméras P1 = [I |0], P2 et P3 suivant l’équation 1.46.
Proposition 13 Si un tenseur trifocal est géométriquement valide alors il existe un espace
projectif tel que les caméras s’écrivent :
P1 = [I |0], P2 = [ [T1231 , T1232 , T1233 ] e′′ | e′]
P3 =
[(
e′′ e′′T − I) [T1231 T , T1232 T , T1233 T] e′ | e′′] (1.63)
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FIG. 1.6 – Relation point-droite-droite
1.3.2.5 Calcul du tenseur trifocal
Algorithme des 7 points Le tenseur trifocal comporte 27 entrées et est défini à un scalaire
près. 26 équations sont donc suffisantes pour le calculer. Il est possible de le calculer à partir de
correspondances entre les points. Supposons que l’on a les correspondances p1, p2 et p3 sur les
trois images, alors dans ce cas en prenant des droites quelconques l2 et l3 passant par les points
p2 et p3, elles correspondent nécessairement à une droite réelle. En effet la pré-image de l2 et
de l3 forment 2 plans qui s’intersectent nécessairement en une droite. Après on sait que cette
droite d’intersection se reprojette sur une droite l1 passant par le point p1. Ceci se voit sur la
figure 1.6.




i ) l3 = 0. Or il est possible











En utilisant les quatre couples possibles de droites, on a 4 équations pour chaque correspon-
dance trifocale. Ainsi à partir de 7 correspondances trifocales on a 28 équations qui permettent
d’évaluer le tenseur qui n’a que 27 coefficients. Il suffit de réarranger ces équations sous la
forme AT = 0 (T étant le tenseur en ligne). La solution minimale est obtenue en effectuant une
SVD comme expliqué en section B.1.
Une fois que l’on a trouvé les 27 entrées du tenseurs, on remarque que ce tenseur n’est a
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priori pas géométriquement valide. Pour qu’il soit valide il faut qu’il puisse être calculé à partir
de 3 caméras, et donc qu’il puisse s’écrire T123i = aib
T
4 − a4bTi , d’après l’équation 1.46. Si
l’on note que les caméras peuvent s’écrire en fonction des épipoles comme indiqué dans la
proposition 13, alors le tenseur doit pouvoir s’écrire
T123i = aie
′′T − e′bTi . (1.65)
Dans un premier temps nous calculons les épipoles suivant la méthode proposée dans la
section 1.3.2.2. Et nous remarquons, d’après l’équation 1.65, que le tenseur en ligne doit pouvoir
s’écrire T = Ex̂, pour être valide. E dépendant uniquement des épipoles. Finalement nous
appliquons un post-processing pour calculer un tenseur valide solution du problème :
min ‖AT‖
sous contraintes ‖T‖ = 1 et T = Ex̂ (1.66)
Une résolution de ce problème sous contraintes est proposée dans la section B.1. Finalement
nous récapitulons cet algorithme 1.3.2.5, avec une méthode itérative afin d’améliorer la qualité
de la solution.
Algorithme des 6 points Il existe une méthode minimale pour calculer un triplet de
caméras à partir de 6 points. Comme démontré par Quan [Qua95], il permet d’obtenir au plus
3 solutions valides. Cet algorithme est à la base du principe de dualité disant qu’il est possible
d’intervertir le rôle des points et des centres des caméras. Ce principe de dualité est connu
depuis les travaux de Carlsson [Car95] et Weinshall et al. [MWS95].
Algorithme Gold Standard pour calculer le tenseur trifocal Etant donné n ≥ 7 corres-
pondances, entre trois images 1, 2 et 3, on peut estimer le tenseur trifocal en choisissant ité-
rativement 7 correspondances triples aléatoirement. Pour cela on utilise un RANSAC similaire
à celui étudié dans la section sur la géométrie épipolaire 1.3.1.3. Le calcul du tenseur à partir
de l’échantillon aléatoire de 7 points est décrit dans l’algorithme 1.3.2.5. Ensuite, d’après la
proposition 13, on peut en déduire les caméras associées au tenseur. Une fois ces matrices de
caméras connues, on peut définir le score de l’échantillon comme étant le nombre de corres-
pondances triples dont l’erreur de reprojection est sous-pixellique (voir section 1.2.4 pour plus
de détails sur la triangulation et la définition de l’erreur de reprojection). A la fin on retient
les correspondances “inliers” dont l’erreur de reprojection était sous-pixellique pour le meilleur
échantillon. Et on calcule à nouveau les matrices tensorielles à partir de tous les inliers, toujours
suivant l’algorithme 1.3.1.3. Finalement on minimise l’erreur de reprojection suivant les points
3D reconstruits pour tous les inliers et suivant les paramètres des caméras par la méthode itéra-
tive de Levenberg-Marquardt comme décrit dans la section 1.2.5. Dans la section 1.2.4 l’erreur
de reprojection est définie et une méthode de reconstruction des points 3D par triangulation est
proposée.
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Algorithm 3 Algorithme des 7 points pour calculer le tenseur trifocal
Require: iter = 0 et S un ensemble de n ≥ 7 correspondances, entre trois images 1, 2 et 3
1: Pour chaque correspondance p1, p2, p3, trouver 4 correspondances point-droite-droite indépen-
dantes, voir équation 1.64.








3: T étant le tenseur en ligne, réarranger les équations sous la forme AT = 0, A matrice 4n× 27.
4: Résoudre et trouver T en utilisant la méthode vue en Annexe B.1.2.
5: Trouver les épipoles e′ et e′′, comme étant les perpendiculaires aux espaces nuls gauche et droit des
3 matrices tensorielles T123i .
6: while iter < Niter do
7: Trouver la matrice E dépendant de e′ et e′′, tel que T = Ef(a,b), suivant les équations
T123i = aie
′′T − e′bTi .
8: Trouver le tenseur T solution de min ‖AT‖, sous contraintes ‖T‖ = 1 et T = Ex̂, vu en B.1.4.




10: Chercher suivant les épipoles le zéro de la fonctionnelle (e, e′) → AEf(a,b) avec l’algorithme
de Levenberg-Marquardt vu en Annexe B.2.3.
11: Incrémenter : iter = iter + 1.
12: end while
13: return Les 3 matrices tensorielles raffinées, T123i .
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2.1 Etat de l’art sur la structure à partir du mouvement
FIG. 2.1 – Reconstruction stéréo multi-vues [VKLP09] en utilisant des caméras calibrées sans (gauche) et avec
(droite) les contraintes de boucle. Lorsque les contraintes de boucles ne sont pas utilisées, l’accumulation d’erreurs
mène à une reconstruction de très mauvaise qualité.
La calibration de caméras à partir d’une scène tridimensionnelle a toujours été un problème
central en vision par ordinateur. Le succès de livres tels que [HZ03, FLP01] atteste de cet intérêt.
Au cours de ces dernières années, de nombreuses méthodes de calibration ont été proposées.
La plupart de ces méthodes supposent que les paramètres internes sont connus ou partiellement
connus [SSS06, MP07, SSS08, FP09, BKP09, ASS+09, HTKP09, MLD+09] ou traitent une
séquence ordonnée de caméras [FZ98, AS01, PVGV+04, SPM04]. Cependant, dans bien des
cas, les paramètres internes des caméras ne sont pas connus, ou le sont mais de manière très
imprécise. L’absence d’ordre dans un ensemble de caméras est également très courant, lorsque
l’on traite, par exemple, des images à partir du web.
Dans ce manuscrit, nous cherchons à calibrer un réseau de caméras non ordonnées, l’objectif
principal étant d’obtenir une reconstruction projective de caméras suffisamment précise. Géné-
ralement, ceci est effectué par factorisation de la matrice des mesures [TK92, ST96], qui peut
avoir des données manquantes [Jac97, MP05, TBT+07] en raison d’occlusions. Dans [TBT+07]
la méthode de factorisation proposée permet de traiter des séquences avec 95% de données man-
quantes. Cette méthode se révèle très efficace comparativement aux autres méthodes similaires,
et permet d’introduire facilement des contraintes sur les caméras. Ces contraintes peuvent être
que les caméras sont identiques, varient de façon lisse le long de la séquence, ou encore que
la configuration de certains points 3D est connue. La méthode proposée dans ce manuscrit est
très différente et est basée sur la notion de graphe de tenseurs trifocaux plutôt que sur la fac-
torisation. Les expériences faites sur des jeux de données réelles montrent que notre approche
est très compétitive et qu’elle fournit une très bonne initialisation pour l’algorithme de “Bundle
adjustment” (BA) [TMHF99], vu en section 1.2.5. L’utilisation d’une fusion de triplets pour
obtenir une séquence de caméras a déjà été proposé par [FZ98] et [QL02]. Dans [FZ98] les
triplets sont fusionnés en estimant les meilleures transformations projectives possibles minimi-
sant une erreur géométrique. Cette erreur étant non linéaire la minimisation est susceptible de
rester bloquée dans des minima locaux. D’autre par les tenseurs étant incohérents deux à deux,
ce problème n’a pas de solution exacte. Une méthode pour forcer les contraintes de cyclicité,
par un ajustement des faisceaux global sur toute la séquence, est également proposée dans ce
papier. Dans [QL02] une méthode très similaire de fusion de triplets est également proposé.
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Cette fois encore les contraintes de cyclicité sont imposées par un ajustement des faisceaux,
mais de façon quasi-dense et non pas avec un ensemble parcimonieux de correspondances. On
obtient grâce à cette mise en correspondances quasi-dense une bonne initialisation pour des
algorithmes de stéréovision. Il est à noter que cet ajustement des faisceaux est également sus-
ceptible de rester bloqué dans des minima locaux et il n’y a aucune garantie d’atteindre les
contraintes de cyclicité. Dans ce manuscrit nous proposons une fusion de triplets rendus par-
faitement cohérents, c’est-à-dire que les transformations projectives entre deux tenseurs sont
obtenues de façon exacte et sont connues sous forme annalytique. Cette fusion de triplets bien
posée permet ultérieurement de formuler les contraintes de cyclicité comme étant la solution
d’un problème polynomial. En abordant ces contraintes de cyclicité de façon différente nous
remarquons que nous pouvons résoudre ces contraintes par la simple résolution de problèmes
d’algèbre linéaire.
Même dans le cas de caméras calibrées, la plupart des méthodes citées plus haut sont basées
sur un graphe de caméras (dans lequel les arêtes sont les géométries épipolaires 1.3.1) qui est
rendu acyclique en retirant certaines arêtes. En revanche, certaines études récentes basées sur
la modélisation de villes à partir de voitures ou de vues aériennes, mettent en avant l’intérêt
d’utiliser les contraintes de boucles. Le fait de considérer les boucles dans un graphe permet de
réduire la dérive des caméras due à l’accumulation d’erreurs lorsque l’on calcule les caméras
de façon séquentielle (cf. Fig. 2.1). [KZIS08] fusionne des reconstructions partielles, [SFP10]
contraint des rotations cohérentes avec les boucles et un mouvement plan. Adaptées à leurs
données d’entrées spécifiques, ces méthodes reposent sur une régularisation de trajectoire ou
une mise en correspondance dense [CCVG06, TPD08]. [THP09] est une exception notable, où
les contraintes de boucles sont ajoutées à l’algorithme de calibration (“structure from motion”)
sparse, en tenant compte cependant, d’une séquence d’image ordonnées et de paramètres
internes connus.
Les deux méthodes proposées dans ce manuscrit sont constituées des différentes étapes
indiquées ci-dessous :
1. Notre point de départ est un ensemble de géométries épipolaires. Celles-ci sont calculées
à l’aide d’une version du RANSAC 1.2.3 correspondant à l’état de l’art, le PROSAC
[CM05], puis elles sont raffinées à l’aide d’une méthode basée sur le maximum de
vraisemblance expliquée dans [PVGV+04]. Par l’intermédiaire du RANSAC, nous
avons filtré les correspondances “outliers” et nous pouvons supposer que nous avons
conservé des correspondances épipolaires, point-point, correctes. Enfin nous fusionnons
ces correspondances épipolaires en correspondances à trois vues. En effet si nous avons
une correspondance épipolaire entre i et j et une autre entre j et k, si les coordonnées
sont identiques sur l’image j, alors nous les fusionnons en une correspondance point-
point-point.
2. Nous regroupons les vues en triplets. Trois vues (i, j, k) sont considérées comme formant
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un triplet valide si (a) les géométries épipolaires entre i et j mais également entre j et
k ont été calculées avec succès lors de l’étape précédente, et (b) il y a au moins quatre
correspondances à trois vues, point-point-point, dans ces images. Afin de réduire le
nombre d’arêtes épipolaires dans le graphe des caméras, certaines des géométries épipo-
laires estimées, sont ignorées, de telles sorte que pour un triplet donné, seulement deux
matrices fondamentales sont supposées connues et fixées. L’avantage de cette stratégie
est que nous n’avons pas besoin de forcer la cohérence entre les matrices fondamentales.
A première vue on pourrait considérer cela comme une perte d’information. Ce n’est
pas le cas car cette information est retrouvée en calculant par la suite les tenseurs trifocaux.
3. Nous définissons un graphe ayant pour noeuds les triplets de caméras valides. Nous
avons donc deux matrices fondamentales valides pour chaque noeud. Deux noeuds sont
connectés par une arête si ils ont en commun une matrice fondamentale. Nous montrons
que pour chaque noeud il existe un vecteur de taille 4 γ, tel que les entrées des caméras
associées au triplet sont fonctions affines de ce vecteur. Nous proposons une méthode qui
permet de calculer ces 4 inconnues à partir de quatre correspondances point-point-point
par programmation linéaire. Aussi nous calculons donc ces 4 inconnues par RANSAC,
en éliminant ainsi les correspondances à trois vues “outliers”.. Ainsi nous obtenons un
ensemble de correspondances à trois vues que nous considérons comme particulièrement
fiable. D’autre part, les homographies permettant de relier deux noeuds adjacents ν et
ν ′ dans le graphe des triplets sont également fonctions affines de 4 des 8 paramètres
inconnus correspondant aux deux vecteurs de taille 4 liés à ν et ν ′.
4. Si le graphe des triplets est acyclique, l’estimation des γ faite à l’étape précédente,
permet de retrouver directement l’ensemble des caméras avec existence et unicité.
Dans le cas où, le graphe des triplets a un ou plusieurs cycles, chaque boucle mène à
un ensemble de contraintes polynômiales par rapport aux inconnues γ. En partant des
valeurs préalablement calculées pour les γ, nous linéarisons les contraintes de cyclicité
par un procédé séquentiel. Pour linéariser les contraintes non linéaires, nous faisons
simplement appel à la méthode de Gauss-Newton décrite en Annexe B.2.1. Ainsi nous
résolvons de manière itérative des systèmes parcimonieux sous contraintes linéaires. En
pratique, cette méthode converge rapidement, mais les contraintes de cyclicité ne sont
que partiellement atteintes.
5. Dans le cas où les contraintes de cyclicité ne sont pas parfaitement atteintes, nous procé-
dons à un répartition de l’erreur résiduelle de cyclicité par enregistrement d’homographies
et estimation des matrices de caméras par programmation linéaire sous contraintes de
norme. Ceci est effectué via “décomposition en valeurs singulières” expliquée en Annexe
B.1. Nous obtenons ainsi l’ensemble des caméras dans un même espace projectif.
6. En remplacement des étapes 4 et 5, nous proposons également une seconde approche.
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Cette méthode est basée sur une minimisation alternée, qui pour toutes nos expériences,
sans exception, nous a permis de converger exactement vers les contraintes de cyclicité.
Cette méthode utilise le fait que, si l’on réduit une boucle, à une boucle faite de 4
tenseurs trifocaux choisis alternativement, alors les contraintes de cyclicité peuvent
s’écrire comme un problème linéaire. Ceci est expliqué dans la section 2.5. Cette méthode
permet d’obtenir de très bons résultats et est intéressante pour appréhender les contraintes
de cyclicité d’une manière différente, en les envisageant d’avantage comme étant des
contraintes de cohérence.
7. Dans un premier temps nous raffinons ces caméras projectives en appliquant quelques
“Bundle Adjustment” Projectifs successifs en retirant petit à petit les plus mauvais
points. Nous retrouvons finalement l’espace métrique en utilisant une implémentation de
[PMP+05], puis quelques “Bundle Adjustment” Euclidiens successifs en retirant petit
à petit les plus mauvais points, afin de raffiner les caméras. Les “Bundle Adjustment”
projectifs et euclidiens sont expliqués en section 1.2.5.
Ainsi, nous proposons deux méthodes de calibration permettant de retrouver la géométrie
des caméras de façon précise, sans recourir à un procédé incrémental et tout en utilisant les
informations de boucles afin d’éviter la dérive des caméras. Un des avantages de notre méthode
est qu’elle n’utilise qu’un petit nombre de paramètres, dans la mesure où nous n’avons que
quatre inconnues par triplet de caméras. Notre reconstruction est finalement raffinée à l’aide de
quelques ajustements des faisceaux (“Bundle Adjustment”). Le fait de tenir compte des boucles
et d’éviter les accumulations d’erreurs nous permet de diminuer nos chances de rester bloqués
dans des minima locaux.
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FIG. 2.2 – Si l’on considère un graphe de triplets, 2 triplets ne sont pas cohérents entre eux (gauche), en revanche
si on rend 2 triplets cohérents avec la même géométrie épipolaire alors les triplets sont cohérents deux à deux
(droite). Comme on le voit sur la figure de droite, il faut en plus ajouter des contraintes de boucle.
Pour calibrer des caméras, la méthodologie proposée consiste à utiliser un graphe de triplets
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de caméras. En supposant que l’on a un ensemble de triplets cohérents (comme indiqué dans
la partie droite de la figure 2.2) on peut fusionner l’ensemble des triplets de caméras dans un
même espace.
Le principal problème est que ces triplets sont en pratique incohérents deux à deux comme
on le voit sur la partie gauche de la figure 2.2. Ceci est dû au fait que l’on est toujours en
présence de données bruitées et non idéales. Pour résoudre ce problème nous allons calculer
dans un premier temps les géométries épipolaires (vu en section 1.3.1) pour les arêtes de notre
graphe de triplets. Dans un second temps nous rendrons tous les triplets de caméras, c’est-à-
dire les tenseurs trifocaux 1.3.2 qui sont les sommets du graphes, compatibles avec les mêmes
géométries épipolaires. Ainsi deux tenseurs voisins dans le graphe seront compatibles avec la
même géométrie épipolaire et donc seront cohérents entre eux.
D’autre part même si les tenseurs sont cohérents deux à deux il reste une contrainte de
boucle, que l’on visualise en figure 2.2. Si l’on aborde le problème d’un point de vue sim-
pliste, c’est comme si l’on construisait un ensemble avec des légos qui doivent être cohérents
deux à deux, et à la fin le premier bout de la construction doit rejoindre l’autre bout de cette
construction, ce qui constitue les contraintes de boucles.
Dans la section 2.3.1, nous verrons comment forcer un tenseur trifocal à être compatible
avec une ou deux géométries épipolaires. Ensuite nous verrons que cette formulation permet
de retrouver un ensemble de caméras de manière unique pour un arbre de triplets 2.3.2.1. En-
fin nous aborderons la contrainte de cyclicité en section 2.3.2.2. Notre première approche de
la contrainte de cyclicité mène à un problème polynomial complexe, nous proposerons donc
une première résolution en section 2.4 faisant appel à une méthode itérative où on linéarise la
contrainte de cyclicité suivant une approche de type Gauss-Newton B.2.1. Finalement nous ver-
rons dans la section 2.5 que l’on peut transformer cette contrainte de cyclicité en un problème
linéaire.
2.3 Concepts fondamentaux utilisés
2.3.1 Formulation réduite du tenseur trifocal
2.3.1.1 Réflexion sur les degrés de liberté
Une caméra projective est une matrice 3× 4 définie à un facteur d’échelle près. Elle a donc
11 degrés de liberté. Maintenant, un ensemble de N caméras est défini à une transformation
projective près comme on l’a vu dans la section 1.2.1.2. Une transformation projective, ou
homographie, est une matrice 4× 4 à un facteur d’échelle près qui a donc 15 degrés de liberté.
Aussi un ensemble de N caméras a donc 11N − 15 degrés de liberté.
Ainsi, on retrouve le fait que la géométrie épipolaire, ou matrice fondamentale, a 11× 2 −
15 = 7 degrés de liberté. Ce qui correspond bien à une matrice F 3 × 3, définie à un facteur
d’échelle près et de déterminant nul.
De même le tenseur trifocal a 11 × 3 − 15 = 18 degrés de liberté. Aussi, étant donné
2 matrices fondamentales connues, soit 7 × 2 = 14 données, le tenseur trifocal compatible
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avec ces géométries épipolaires n’a plus que 18 − 14 = 4 degrés de liberté. Etant donné deux
matrices fondamentales, nous allons maintenant expliciter ces 4 inconnues du tenseur trifocal
de façon simple et linéaire.
2.3.1.2 Tenseur trifocal connaissant deux matrices fondamentales
Proposition 14 Pour trois images i, j et k, étant donné deux matrices fondamentales Fij et Fik,
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De plus, ce Tenseur Trifocal est géométriquement valide, c’est-à-dire, il existe 3 caméras Pi,
Pj et Pk compatibles avec les matrices fondamentales Fij et Fik et ayant T ijk comme Tenseur
Trifocal associé.
La preuve de ce résultat est en Annexe C. Il est notable que le résultat de la proposition 14
reste vrai dans tous les cas, même si les centres des trois caméras sont alignés. Il est important
de présenter la forme des caméras paramétrisées par γ qui sont compatibles avec les matrices
fondamentales Fij et Fik ainsi que le Tenseur Trifocal défini par l’équation 2.1. En fait, le triplet
de caméras, qui est unique à une transformation projective près, est





)− γ′00[[eij]×Fji |03×1], (2.2)
où kron(·, ·) représente le produit de Kronecker de deux matrices. Ces caméras sont ob-
tenues directement à partir du tenseur trifocal, en utilisant les résultats présentés en section
1.3.2.4. Dans le cas de données idéales, la proposition 14 offre un moyen minimal de calculer
les quatre inconnues restantes à partir de quatre correspondances point-point-point. A première
vue on pourrait penser qu’une correspondance point-point-point, donnant lieu à 4 équations
(voir section 1.3.2.5), est suffisante pour retrouver les 4 inconnues. Cependant, dans la mesure
où deux géométries épipolaires sont connues, parmi les 4 équations, seule une apporte une in-
formation nouvelle non redondante avec les informations épipolaires connues. Ainsi nous avons
besoin d’au moins 4 correspondances point-point-point pour calculer le tenseur trifocal com-
patible avec les deux matrices fondamentales données. Dans le cas de données bruitées, il est
intéressant d’utiliser l’ensemble des 4 équations associées à une correspondance point-point-
point. Le système est alors surdéterminé et on calcule la solution du système aux moindres
carrés : min ‖Mγ −m‖2 , comme indiqué en Annexe B.1.
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2.3.1.3 Transformation projective entre deux tenseurs
Le second ingrédient de notre approche est la paramétrisation de l’homographie reliant deux
triplets de caméras ayant une matrice fondamentale en commun. Soient i, j, k et ` quatre images
telles que (a) pour les vues i et k nous avons calculé avec succès la matrice fondamentale Fik et
(b) pour chacun des triplets (i, j, k) et (k, i, `) l’estimation de deux matrices fondamentales est
disponible. Alors, les triplets (i, j, k) et (k, i, `) ont en commun la même matrice fondamentale
Fik. En utilisant les équations (C.30), on obtient deux reconstructions projectives des caméras
des images i et j basées sur deux vecteurs de taille 4, γ et γ. Notons les reconstructions des
triplets (i, j, k) et respectivement (k, i, `), Piγ et P
k




γ . Si les centres
des caméras i et k ne sont pas confondus, alors il existe une unique homographie Hγ,γ telle que
PiγHγ,γ
∼= Piγ , PkγHγ,γ ∼= Pkγ , (2.3)
où∼= représente l’égalité à un facteur multiplicatif près. En considérant les matrices des caméras
et les inconnues γ connues, on peut résoudre (2.3) c’est-à-dire Hγ,γ et son inverse Hγ,γ . Le
lecteur retrouve facilement que 1
Hγ,γ =










ki> − γT1:3[eik]×Fki | −γ1:3 · eik
]
. (2.5)
Pour conclure cette section, le principal message à retenir de ces formules est que l’homo-
graphie Hγ,γ , son inverse, ainsi que les caméras obtenues en (C.30) sont linéaires en (γ,γ).
2.3.2 Graphe de triplets de caméras
Cette section contient l’essence même de notre contribution qui est basée sur la représen-
tation sous forme de graphe des triplets de caméras. Cela rejoint les travaux de [SSS08], où le
graphe des paires de caméras est utilisé. L’avantage qu’il y a à utiliser des triplets plutôt que
des paires est qu’il n’est plus nécessaire de faire la distinction entre les chemins faisables et
infaisables.
Le point de départ de notre algorithme est un ensemble de géométries épipolaires qui nous
permet de définir un graphe Gcam tel que (a) Gcam a N noeuds correspondant aux N caméras et
(b) deux noeuds de Gcam sont connectés par une arête si une estimation correcte de la géométrie
épipolaire correspondante est disponible. Alors, un triplet de noeuds i, j, k de Gcam est dit valide
si
- Il y a suffisamment de correspondances trifocales entre les vues i, j et k,
- Au moins deux parmi les trois paires de noeuds sont adjacentes dans Gcam.
1Voir Annexe C pour le détail des calculs
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FIG. 2.3 – En étape (1) nous construisons l’arbre des caméras et calculons les matrices fondamentales. En étape
(2) nous construisons l’arbre des triplets de caméras et calculons les inconnus γ à l’aide d’un RANSAC et d’un
algorithme de type “Gold Standard”. En étape (3) nous retrouvons les caméras dans le même espace projectif, ici
l’espace projectif de T 435.
Si pour un triplet valide les trois géométries épipolaires sont disponibles, nous supprimons
la géométrie épipolaire la moins “digne de confiance” et définissons le graphe Gtriplet =
(Vtriplet, Etriplet) ayant pour noeuds les triplets de caméras valides. Dans ce graphe on applique
une arête entre deux triplets, si ces triplets ont une matrice fondamentale en commun. D’après
la proposition 14, la calibration globale du réseau de caméras est équivalente à l’estimation des
vecteurs γ pour chaque triplet de caméras. Ainsi, à chaque noeud v du graphe de triplets nous
associons un vecteur γv ∈ R4. Le vecteur concaténé Γ = (γv : v ∈ Vtriplet) est le paramètre
auquel on s’intéresse dans le cadre de ce manuscrit.
2.3.2.1 Existence et Unicité pour un arbre de triplets de caméras
Si par chance il s’avère que le graphe de triplets est acyclique, alors le problème de l’es-
timation de Γ se réduit simplement à estimer NV = Card(Vtriplet) vecteurs γv indépendants.
Cette tâche est effectuée en utilisant des correspondances point-point-point ainsi que les résul-
tats de la section 1.3.2.5. Plus précisément on utilisera un RANSAC à 4 points imbriqué dans
un algorithme “Gold Standard” à partir des correspondances trifocales, dans l’esprit de la sec-
tion 1.3.2.5. Cet algorithme faisant appel à un RANSAC, on pourra donc filtrer naturellement
les correspondances trifocales pour ne conserver que les meilleures. Comme nous l’avons noté
dans la section 2.3.1.2, quelques correspondances point-point-point suffisent pour obtenir une
estimation de γv.
Une fois que ces ensembles de Tenseurs Trifocaux et d’inconnues γv ont été calculés, il y
a existence et unicité de l’ensemble des caméras associées. Comme on peut le voir en figure
2.3, on peut transporter les triplets de caméras dans le même espace projectif en composant les
homographies calculées en équations 2.4. Si l’on considère les degrés de liberté de N caméras,
ils correspondent à N matrices 3 × 4 définies à un facteur multiplicatif près, et à une transfor-
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T 213, γ1 T 324, γ2 T 435, γ3 2
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FIG. 2.4 – En étape (1) on construit le cycle des caméras, et nous avons une matrice fondamentale additionnelle
par rapport au cas d’un arbre vu en figure 2.3, c’est-à-dire 7 contraintes. En étape (2) nous construisons le cycle
des triplets de caméras et il y a deux tenseurs réduits additionnels, c’est-à-dire 8 contraintes. Enfin, nous obtenons




mation projective près. Une transformation projective ou homographie est une matrice 4 × 4
définie à un facteur multiplicatif près. N caméras ont donc 11N − 15 degrés de liberté. Notre
paramétrisation d’un arbre de N caméras est composée de N − 1 matrices fondamentales, et de
N−2 tenseurs ayant 4 inconnues γ. Autrement dit nous avons 7(N−1) + 4(N−2) paramètres,
c’est-à-dire 11N − 15 paramètres. Ainsi le fait que notre paramétrisation est minimale est co-
hérent avec le fait qu’il y a existence et unicité d’un ensemble de caméras à une homographie
près.
2.3.2.2 Contrainte de cyclicité pour un cycle de triplets de caméras
Cependant, les graphes acycliques sont une exception plutôt qu’une règle. Même si le graphe
des caméras est acyclique, le graphe des triplets résultant peut contenir des boucles. S’il y a
une boucle, nous avons alors 15 contraintes de cyclicité, c’est-à-dire une matrice fondamentale
additionnelle (7 contraintes) et deux tenseurs réduits additionnels (4× 2 = 8 contraintes), de 4
inconnues chacun, comme montré en figure 2.4. Toujours sur la figure 2.4, nous pouvons écrire
la contrainte comme : si nous transportons le triplet de caméras du tenseur trifocal T 213 dans
l’espace projectif du même tenseur trifocal T 213 en parcourant la boucle complète, nous devons
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L’équation (2.6) définit un ensemble de 15 contraintes polynomiales par rapport au vecteur
Γ des inconnues. Si le graphe des triplets contient Nloop boucles, alors nous obtenons 15Nloop
contraintes. Pour donner davantage de détails, notons que chaque contrainte de boucle (2.6)
peut s’écrire fj(Γ) = 0, j = 1, . . . , 15, pour une fonction polynomiale fj . En regroupant ces
contraintes pour les Nloop boucle, nous obtenons
fj(Γ) = 0, j = 1, . . . , 15Nloop. (2.7)
D’autre part d’après la formulation du tenseur trifocal (2.1), et d’après les résultats vus en sec-
tion 1.3.2.5, les correspondances point-point-point peuvent s’écrire comme un système d’équa-
tions linéaires et non homogènes en Γ
MΓ = m, (2.8)
où M est une matrice 4N3-corr × 4N et m est un vecteur de taille 4N3-corr, N3-corr étant le nombre
de correspondances à trois vues. La matrice M et le vecteur m sont calculés en utilisant les
matrices fondamentales connues. Dans la mesure où ces matrices sont estimées à partir de
correspondances bruitées, le système (2.8) ne doit pas nécessairement être parfaitement vérifié.
Il est donc naturel d’estimer le vecteur Γ des inconnues en résolvant le problème
min ‖MΓ−m‖qq
subject to fj(Γ) = 0, ∀j = 1, . . . , 15Nloop,
(2.9)
pour q ≥ 1. Malheureusement avec cette formulation du problème de cyclicité, il n’existe pas
de q tel que ce problème soit convexe, il est donc très complexe à résoudre. Pour gérer cette
difficulté, nous proposons deux stratégies, la première basée sur une linéarisation locale et la
seconde faisant appel à une minimisation alternée.
L’avantage de cette approche est que si une solution du problème d’optimisation est trouvée,
alors elle est forcément cohérente avec les boucles. Ceci signifie que l’ensemble des caméras
sera obtenu de manière unique à un facteur multiplicatif près et à une transformation projective
près, ce qui correspond à l’ambiguïté projective vue en section 1.2.1.2.
2.4 Une première solution : programmation linéaire séquentielle
2.4.1 Linéarisation de la contrainte de cyclicité
Plutôt que de résoudre le problème d’optimisation obtenu en combinant les contraintes de
boucle polynomiales, nous proposons de le remplacer par un problème linéaire. Pour linéariser
les contraintes nous nous basons sur une méthode de type Gauss-Newton vue en Annexe B.2.1.
Nous commençons avec une estimation initiale de Γ, e.g., en résolvant le problème sans
contraintes (convexe) pour un q ≥ 1. Dans notre implémentation nous calculons séparément
les 4 inconnues de chaque triplet avec une méthode basée sur un RANSAC pour garantir la
robustesse par rapport à d’éventuelles fausses correspondances trifocales. Nous utilisons aussi
q = 2 dans notre programme. Alors, étant donné une première estimation Γ0, nous définissons
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FIG. 2.5 – Pour chaque jeu de donnée acyclique composé de N images numérotées de 0 à N − 1,
nous montrons la géométrie épipolaire obtenue. Les droites épipolaires, pour les images N − 1 et 0
correspondent à un point cliqué dans l’image N − 2, sont dessinées. Pour chaque ligne, les trois images
sur la gauche correspondent à une calibration sans contrainte de cyclicité, et les trois images sur la droite
à une calibration avec des contraintes de boucle. Naturellement, les droites épipolaires dans l’image 0
sont bien plus précises avec l’optimisation sous contraintes.
la séquence Γk par la relation récursive suivante : Γk+1 est la solution du problème linéaire
min ‖MΓ−m‖1
subject to |fj(Γk) +∇fj(Γk)(Γ− Γk)| ≤ ,
(2.10)
où  est un petit paramètre (nous utilisons  = 10−6). Il existe de nombreux logiciels—tels
que GLPK, SeDuMi, SDP3—pour résoudre le problème (2.10) avec des temps de réponse très
attractifs même pour des milliers de variables et de contraintes. De plus, les expériences empi-
riques nous ont montré que la séquence Γk converge très rapidement. Ainsi nous obtenons une
solution satisfaisante après une dizaine d’itérations.
Le jeu de données Dinosaur est composé de 36 images. Le jeu de données Detenice Fountain
est composé de 34 images. Le jeu de données Calvary est composé de 52 images.
Comme on peut le voir sur la figure 2.5, pour les trois jeux de données, sans optimisation
sous contraintes, les droites épipolaires dans la dernière image, correspondant à un point cliqué
dans l’avant dernière image, sont très précises. ceci est naturel puisque notre méthode calcule
les caméras en adéquation parfaite avec les matrices fondamentales calculées précédemment.
En revanche on note que les droites épipolaires dans la première image, correspondant à un
point cliqué dans l’avant dernière image, sont peu précises lorsque les contraintes de cyclicité
ne sont pas utilisées. Ceci est particulièrement vrai pour le Dinosaur, et même encore plus pour
le Calvary. Lorsque l’on ajoute l’optimisation sous contraintes, on voit sur la partie droite de la






FIG. 2.6 – Pour le Detenice Fountain, nous comparons notre méthode sans les contraintes de boucle
sur la gauche, et avec une optimisation sous contraintes sur la droite. a) et a’) montrent les caméras
résultantes numérotées avant d’appliquer un BA (“bundle adjustment”). b) et b’) montrent les caméras
obtenues après BA. c) et c’) montrent les caméras avant et après BA afin de comparer le mouvement des
caméras pendant le BA. c) et c’) montrent les nuages de points 3D au centre. Comme nous pouvons le
voir, sans les contraintes de cyclicité il y a un grand mouvement pendant le BA, alors qu’avec l’optimi-
sation sous contraintes le mouvement effectué au cours du BA est petit, ceci montre le potentiel de notre
approche comme alternative au BA.
figure 2.5, que les droites épipolaires fermant la boucle deviennent bien plus précises.
Puisqu’il n’y a pas de vérité terrain disponible pour les jeux de données Detenice Fountain
et Calvary, nous utilisons le résultat du BA pour évaluer l’impact des contraintes de cyclicité
sur la qualité d’estimation des caméras. Sur la figure 2.6, nous remarquons que les positions
des caméras estimées sans imposer les contraintes de cyclicité sont très différentes de celles
obtenues après BA. Plus particulièrement, la caméra 33 est devant la caméra 00 , alors que
suivant l’estimation fournie par le BA elle est légèrement derrière la caméra 00 . En revanche,
si l’optimisation sous contraintes est utilisée, les positions relatives des caméras 33 et 00 sont
presque les mêmes avant et après BA.
La figure 2.7, montre un example de séquence longue dans laquelle l’optimisation sans
contrainte produit une forte dérive (la caméra 00 est loin derrière la caméra 51 ). Avec l’opti-
misation sous contraintes, la caméra 51 est proche de la caméra 00 . Comme on le voit sur les
imagettes en haut, la première et la dernière photo sont capturées depuis le même point de vue
ou presque. Cette configuration est confirmée par le BA. Afin d’avoir une mesure quantitative de
l’amélioration obtenue en forçant les contraintes de cyclicité, nous effectuons un BA avec des
estimateurs sans contraintes et avec des estimateurs contraints pour initialiser le BA. La l’erreur
de reprojection pixellique “root mean square” sur l’ensemble de la séquence est 0.87 après le
BA initialisé avec des estimateurs contraints, alors qu’elle est de 1.61 après le BA initialisé avec
des estimateurs non contraints.
2.4.2 Prendre en compte l’hétéroscédasticité
L’énergie que nous minimisons dans (2.10), est purement algébrique, notre objectif est de
lui donner une signification d’un point de vue statistique. En supposant que les équations (2.8)





FIG. 2.7 – Jeu de données Calvary : dans a) et a’) nous montrons les caméras obtenues avant BA
sans contrainte de cyclicité sur la gauche, et avec optimisation sous contraintes sur la droite. Dans b)
et b’) nous montrons les caméras après BA sans contrainte de boucle (gauche), et avec optimisation
sous contraintes (droite). Comme on le voit sur les imagettes en haut, la première et la dernière photo
sont capturées depuis le même point de vue ou presque. Cette configuration n’est pas retrouvée sans les
contraintes de boucle, en revanche elle est correctement retrouvée avec l’optimisation sous contraintes.
Après BA dans b’) la configuration circulaire est bien récupérée, alors que dans b), sans les contraintes
de cyclicité, la configuration des caméras n’est pas circulaire mais s’étire sur la droite.
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sont satisfaites à un bruit aléatoire près : MΓ = m + ξ, où le vecteur aléatoire ξ a des coor-
données indépendantes autour d’une distribution centrée de Laplace avec une échelle constante.
Alors l’énergie dans (2.10) est proportionnelle à l’opposé de la vraisemblance logarithmique.
Le caractère constant du facteur d’échelle signifie que les erreurs sont homoscédastiques ce
qui constitue un hypothèse forte. Nous remarquons que toutes les correspondances trifocales,
point-point-point, liées à un même triplet ont à peu près le même facteur d’échelle, tandis que
les échelles varient très fortement d’un triplet à l’autre (voir Fig. 2.8). Afin de prendre en compte
cette hétéroscédasticité du bruit, nous utilisons l’estimation initiale de Γ pour estimer un para-
mètre d’échelle σv par noeud v ∈ Vtriplet. Ceci est effectué en calculant la déviation standard des
erreurs résiduelles calculées. En utilisant {σv}, l’énergie du problème (2.10) est remplacée par∑
v ‖MvΓ−mv‖1/σv. Ici, Mv est la partie matricielle de M contenant les lignes obtenues à partir
de correspondances à trois vues pour le triplet v. Le vecteur mv est obtenu de façon similaire à
partir de m.
FIG. 2.8 – Cette figure illustre l’hétéroscédasticité du bruit dans le système (2.8) lorsque la matrice M et
le vecteur m sont calculés en utilisant les géométries épipolaires préalablement calculées. Les erreurs
résiduelles sont ici affichées pour 4 noeuds du graphe de triplet, avec 800 mesures disponibles pour
chaque noeud.
2.4.3 Répartition de l’erreur résiduelle de cyclicité par homographies
Etant donné un graphe de Tenseurs Trifocaux, Gtriplet, chaque noeud de ce graphe sera noté
v1, v2, . . . , vn. A l’étape précédente nous avons déterminé les paramètres γ1, . . . ,γn, tels que γi
caractérise le tenseur trifocal représenté dans le graphe par vi. Une stratégie naïve pour estimer
les matrices de caméras est de fixer les 3 caméras d’un triplet v et de retrouver les autres caméras
dans l’espace projectif du tenseur v en appliquant successivement des homographies Hγ,γ′ aux
matrices des caméras reconstruites à partir des équations (C.30). Cependant, dans la plupart des
cas, le vecteur Γ calculé par programmation linéaire séquentielle, comme décrit dans la section
précédente, ne satisfait les contraintes de cyclicité qu’à une erreur résiduelle près. Ainsi, la
méthode naïve proposée précédemment a le désavantage d’accumuler les erreurs et de dévier
légèrement pour un grand nombre d’homographies appliquées. Afin d’éviter cela et de répartir
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l’erreur résiduelle de cyclicité uniformément parmi les caméras, nous proposons une méthode
basée sur l’enregistrement d’homographies par SVD. Le point d’entrée pour cette méthode est
un vecteur Γ pour lequel les contraintes de boucle sont satisfaites à une petite erreur près.
2.4.3.1 Le cas d’une boucle unique
Nous supposons dans un premier temps que Gtriplet se réduit à une boucle, c’est-à-dire chaque
noeud vi a exactement deux voisins vi−1 et vi+1 avec la convention standard et vn+i = vi pour
tout i. Pour chaque noeud vi représentant trois images, nous avons déjà calculé une version des
matrices de caméras P1,γi , P2,γi , P3,γi . De plus, pour deux noeuds voisins vi et vi+1 nous avons
calculé une homographie Hi,i+1 telle que
Pj,γi+1 ∼= Pj+1,γiHi,i+1, j ∈ {1, 2}. (2.11)
En se basant sur ces homographies relatives {Hi,i+1} nous souhaitons retrouver les homogra-
phies absolues Hvi qui permettent de représenter toutes les matrices de caméras Pj,γi dans un
espace projectif commun. En d’autres termes, dans le cas idéal où il n’y a pas d’erreur rési-
duelle de cyclicité, les matrices Hvi devraient satisfaire
Pj,γi Hvi ∼= Pj+i−1,∗, j ∈ {1, 2, 3}. (2.12)
Évidemment, l’ensemble {Hvi} ne peut être déterminé qu’à une ambiguïté projective près.
Proposition 15 Si pour i = 1, . . . , n, les caméras Pi+1,∗ et Pi+2,∗ ont des centres distincts, alors
Hvi ∼= Hi,i+1Hvi+1 . De plus, si les centres de chaque paire de caméras consécutives sont distincts,
alors on peut trouver un espace projectif tel que
i) Hvi = Hi,i+1Hvi+1 , ∀i = 1, . . . , n− 1,






iii) Soit H¯ une matrice (4n)×4 résultant de la concaténation verticale des matrices Hvi . Les
quatre colonnes de H¯ sont orthonormées.
La preuve de ce résultat est proposée en Annexe C. Ce résultat, nous permet de définir
l’algorithme suivant pour estimer les matrices projectives absolues {Hvi}. Etant donné les ho-
mographies relatives {Hi,i+1}, nous calculons dans un premier temps α suivant la formule de ii)














Les {Hvi} étant sous contraintes d’orthonormalité des colonnes de H¯. Ici, ‖ · ‖2 est la norme de
Frobenius. La solution exacte de ce problème d’optimisation non convexe peut être obtenue en
utilisant une décomposition en valeurs singulières d’une matrice de taille 4n × 4n construite
à partir de α et {Hi,i+1}. Dans la mesure où ce problème est standard (basé sur le théorème
Courant-Fisher minimax [GVL96, Thm. 8.1.2]), nous ne donnons pas plus de détails ici. Nous
proposons une démonstration de ce résultat optimisation linéaire sous contraintes d’orthonor-
malité en annexe B.1.4.
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1er frame 2ie`me frame dernier frame
FIG. 2.9 – Cette figure illustre l’amélioration faite à chaque étape de notre algorithme. Si les caméras sont
reconstruites sans imposer de contraintes de boucle, les droites épipolaires entre le premier et le dernier frame sont
très imprécises (1ère ligne). Elles deviennent bien plus précises une fois que l’optimisation linéaire séquentielle
a été effectuée (2nde ligne). Enfin, le résultat est visuellement quasiment parfait une fois que l’enregistrement des
homographies a été effectué (3ième ligne). La figure peut être mieux visualisée en agrandissant le pdf.
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2.4.3.2 Le cas de plusieurs boucles
Supposons maintenant que nous avons identifié plusieurs boucles dans le graphe des ten-
seurs trifocaux. Soit Nloop le nombre de ces boucles. Nous appliquons pour chaque boucle la
méthode de la section précédente et obtenons une homographie pour chaque noeud de la boucle.
Dans le cas général, un noeud de Gtriplet peut appartenir à plusieurs boucles, dans ce cas nous
aurons plusieurs homographies pour ce noeud. Il est nécessaire de forcer la cohérence de ces
homographies. Dans ce but, nous définissons le graphe Gloop ayant Nloop noeuds, chaque noeud
représentant une boucle. Deux noeuds de Gloop sont liés par une arête, si les cycles correspon-
dants ont des intersections non vides. Nous supposerons que le graphe Gloop est connecté, sinon
il est impossible de calibrer différentes composantes connectées dans un même espace projectif.
L’étape suivante consiste à déterminer un arbre Tloop à partir de Gloop de profondeur minimale.
Dans la mesure où le nombre de cycles est supposé relativement petit, cette étape ne prend que
peu de temps. Soit (L,L′) une paire de noeuds adjacents de Tloop. Par un argument analogue à
celui de la proposition 15, on peut montrer qu’il existe une homographie 4 × 4 HL,L′ telle que
Hv,L ∼= Hv,L′HL′,L à une erreur de cyclicité près, pour chaque triplet de caméras v ∈ L ∩ L′. Ici,
Hv,L (resp. Hv,L′) étant l’homographie assignée (voir section précédente) au triplet v faisant parti
de la boucle L (resp. L′). L’homographie HL′,L peut être estimée en minimisant la fonction∑
v∈L∩L′
‖αvHv,L − Hv,L′HL′,L‖22/σ2v (2.14)




α2v = 1. (2.15)
Une fois de plus, cette minimisation peut être effectuée en calculant les vecteurs correspondant
à la plus petite valeur singulière d’une matrice adéquate. Enfin, pour forcer la cohérence des
homographies absolues calculées à partir de plusieurs boucles, nous procédons comme suit.
Nous ne modifions pas les homographies calculées pour la boucle L0 constituant la racine
de l’arbre de profondeur minimale Tloop. Pour toutes les autres boucles L, soit L0 → L1 →
. . .→ Lk → L le chemin unique reliant L à la racine. Alors, chaque homographie absolue Hv,L,
v ∈ L, calculée pour la boucle L en utilisant la méthode de la section précédente est remplacée
par Hv,LHL,Lk · · · HL1,L0 . Après cette modification, les images par Hv,L des matrices de caméras
Pj,γv (j = 1, 2, 3) seront presque toutes dans le même espace projectif. Il est donc possible de
retrouver les matrices des caméras définitives Pi par un calcul simple présenté dans la section
suivante.
2.4.3.3 Estimation des matrices des caméras
Une fois que l’ensemble des homographies absolues a été trouvé, nous passons à l’estima-
tions des matrices des caméras {Pj,∗}. Grâce aux calculs effectués dans les étapes précédentes,
chaque matrice de projection Pj,∗ peut être estimée indépendamment des autres. Pour faciliter
les notations et puisqu’il n’y a pas de perte de généralité, concentrons nous sur le calcul de P1,∗.
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Nous commençons par déterminer les noeuds de Gtriplet qui contiennent la première vue. Soit V1
représentant l’ensemble de ces noeuds. A chaque noeud v ∈ V1 correspond une estimation de
P1,∗, notée P1,γv . De plus, nous avons un ensemble d’homographies estimées Hv,L qui satisfont,
à une erreur résiduelle de cyclicité près, la relation P1,vHv,L ∼= P1,∗. Ceci est équivalent à
αv,LP1,vHv,L = P1,∗, ∀v ∈ V1, ∀L ⊃ {v} (2.16)
pour αv,L ∈ R. Dans l’équation (2.16), les inconnues sont les réels αv,L et la matrice P1,∗.
Puisque cette matrice doit être de rang 3, elle a une norme de Frobenius non nulle. Ainsi, nous












où α représente le vecteur qui a pour coordonnées les réels αv,L. Une fois de plus, le problème
(2.17) peut être résolu de manière explicite en calculant la SVD d’une matrice adéquate.
2.5 Une seconde solution : minimisation linéaire alternée
2.5.1 Concepts fondamentaux utilisés
Les preuves des propositions de cette section sont proposées en Annexe C.
2.5.1.1 Réduction du cycle de N triplets à K triplets
Proposition 16 Si l’on considère un ensemble de Tenseurs Trifocaux connectés et cohérents
deux à deux dans un arbre, avec la paramétrisation proposée dans la proposition 14 :
([T opn,γ−K] ... [T ijk,γ0] ... [T lmh,γN]) , (2.18)
Cet arbre peut être réduit à un unique tenseur trifocal
[T iol, f (γ0)] où f est une fonction
linéaire et où les matrices fondamentales reconstruites Fli et Foi ne dépendent pas de γ−K , γ0







1 0 0 0
a′1 −1 0 0
a′2 0 −1 0














De la proposition précédente, il s’en suit qu’un cycle de N triplets de caméras peut être
divisé en K arbres connectés. Finalement, le cycle peut être réduit à un cycle de K Tenseurs
Trifocaux, en considérant fixes les autresN−K Tenseurs Trifocaux. Plus particulièrement nous
réduirons le cycle à un cycle de K = 4 Tenseurs Trifocaux duaux.
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2.5.1.2 Linéarisation de la contrainte de cyclicité pour 4 triplets
La proposition suivante établit que, avec notre paramétrisation des tenseurs trifocaux, la
troisième matrice fondamentale peut être calculée simplement et linéairement en fonction des
inconnues. Ce résultat sera utile pour la preuve de la proposition 18.
Proposition 17 Si l’on considère le Tenseur Trifocal T ijk, avec notre paramétrisation vue en
















En notant Gji = [eij]×Fji.
Pour chaque boucle il y a 15 contraintes de cyclicité. Ces contraintes de cyclicité peuvent
être formulées comme “le produit des homographies est égal à la matrice identité à un fac-
teur multiplicatif près”. Maintenant nous allons formuler les contraintes de cyclicité d’une fa-
çon différente, et les considérer plus précisément comme des contraintes de cohérence dans
le cas d’une boucle composée de 4 Tenseurs Trifocaux. Dans ce cas nous allons voir que les
contraintes de cyclicité ne sont rien d’autre qu’un problème linéaire.
Proposition 18 Nous considérons la boucle composée de 4 Tenseurs Trifocaux,
[T ijk,γ0],[T kil,γ1], [T lkj,γ2] et [T jli,γ3]. En considérant le vecteur concaténé Γ = (γ0,γ1,γ2,γ3)T ,
les contraintes de cyclicité peuvent s’écrire simplement, CΓ = d, où C est une matrice de taille
15× 16 et de rang 15.
Généralement nous avons un cycle de N triplets, et suivant la proposition 16, nous pouvons
travailler sur un cycle réduit de 4 Tenseurs Trifocaux duaux. Ainsi, en considérant les autres
tenseurs fixes, les contraintes de cyclicités s’écrivent comme un problème linéaire. On peut re-
venir, à partir des tenseurs duaux, au système initial de Γ, en utilisant le changement de variables
de l’équation (2.19). Un fois que ce changement de variables a été effectué, en connaissant le
vecteur nul de C, la solution générale de ces contraintes de cyclicité peut s’écrire simplement
Γ = Γsol +αΓnull. En fait nous avons 4× 4 = 16 inconnues Γ et 15 contraintes, et donc il reste
exactement un degré de liberté. Nous souhaitons calculer l’optimum global du système suivant :
min ‖MΓ−m‖2
subject to CΓ = d,
(2.21)
Où de manière équivalente min
∑
p (Mp,:Γsol + αMp,:Γnull −mp)2, qui est simplement, une
fois cette expression dérivée, une équation du premier degré en α. Comme on le voit, en utilisant
4 Tenseurs Trifocaux duaux, l’optimisation sous contraintes peut être effectuée très rapidement
sans même recourir à un logiciel d’optimisation.
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Algorithm 4 Seconde approche : minimisation linéaire alternée
Require: 1 cycle, N Tenseurs, Γinitial concaténation des γiinitial, M, m, et 1 < K < 20.
bool Ended = false.
Γ = Γinitial, γi = γiinitial.
while Ended = = false do




Trier E et choisir les 4 Tenseurs Trifocaux i1 < i2 < i3 < i4 avec les plus petites erreurs E[i].
Calculer pour les 4 Tenseurs duaux les matrices de changement de variable AS et bS, suivant la
proposition 2.19.
Calculer C, et d tels que les contraintes de cyclicité pour ces 4 tenseurs duaux est CΓn = d, suivant
la proposition 18.
Revenir du système dual vers le système initial. C′ = CAS et d′ = d− CbS.
Par SVD calculer Γsol, solution de C′Γs = d′, et Γnull, le vecteur nul de C′.
Calculer α solution de min ‖MΓsol + αMΓnull −m‖2 ⇔ équation du premier degré.
La solution optimale est Γs = Γsol + αΓnull.
β = ‖Γ‖‖Γ−Γs‖KN .
if β < 1 then
Déplacer légèrement Γ vers Γs : Γ = Γ− β(Γ− Γs)
else





2.5.2 Algorithme de minimisation alternée
L’idée principale de notre algorithme est de choisir alternativement 4 Tenseurs Trifocaux
parmi les N et de minimiser pour les Tenseurs trifocaux choisis la fonction de coût ‖MΓ−m‖2
sujette aux contraintes de cyclicité linéaires. De cette façon nous obtenons une fonction de coût
décroissante. En effet, pour la première itération nous choisissons 4 Tenseurs et minimisons la
fonction de coût sujette aux contraintes de cyclicité linéaires, et à la seconde itération nous mini-
misons également la fonction de coût avec d’autres tenseurs sujette aux contraintes de cyclicité
linéaires. Mais dans la mesure où après la première itération les contraintes de cyclicité étaient
déjà remplies parfaitement, nous sommes certains de minimiser la fonction de coût durant la
seconde optimisation. Ainsi nous obtenons un algorithme convergent permettant de satisfaire
exactement les contraintes de cyclicité. Cependant les 4 Tenseurs Trifocaux choisis lors de la
première itération ont une forte erreur pour la fonction de coût après la première optimisation
sous contraintes cycliques. En pratique, nous remarquons que cette erreur n’est pratiquement
pas répartie avec les autres tenseurs durant les optimisations alternées suivantes.
Si la méthode précédente offre des garanties théoriques très intéressantes, nous proposons
un algorithme permettant de répartir régulièrement les erreurs parmi les Tenseurs Trifocaux.
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FIG. 2.10 – Sur la gauche nous remarquons que pour le jeu de données dinosaur, l’erreur de cyclicité croît ou
décroît alternativement, mais elle finit par converger parfaitement vers les contraintes de cyclicité après environ
1000 itérations. Sur la droite nous voyons que l’erreur de la fonction de coût ‖MΓ−m‖2 est seulement multipliée
par moins de 1.15 après convergence. Cette figure peut être mieux visualisée en agrandissant la visualisation du
pdf.
Comme ci-dessus, pour les 4 Tenseurs Trifocaux duaux choisis nous calculons la meilleure
solution Γs satisfaisant exactement les contraintes de cyclicité et minimisant la fonction de coût.




‖Γ− Γs‖KN . (2.22)
N étant le nombre d’images et K en pratique choisi entre 1 et 20, suivant la précision ou
la rapidité de l’algorithme désirée. Plus K est grand, plus l’algorithme converge doucement
mais avec une très bonne répartition des erreurs parmi les tenseurs. Si pour une itération α ≥ 1
cela signifie que nous avons quasiment atteint les contraintes de cyclicité, et nous les forçons
totalement : Γ = Γs. Pour choisir les Tenseurs Trifocaux duaux au début de chaque itération
nous calculons pour tous les tenseurs les erreurs :
Eγ =
‖Mγ −m‖
‖Mγinitial −m‖ . (2.23)
Et nous choisissons les 4 tenseurs ayant les plus petites erreurs, de cette façon nous garan-
tissons une répartition régulière des erreurs tout au long de notre méthode itérative.
2.5.2.1 Résultats et comparaison avec la première approche
Pour la séquence du dinosaur composée de 36 images 1 < i < 36, comme on peut le voir
sur la figure 2.10 notre seconde approche permet de converger exactement vers les contraintes
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FIG. 2.11 – Pour le jeu de données dinosaur, pour chacun des 36 triplets de caméras, nous comparons les erreurs
de reprojection entre la première et la seconde approche. Sur la gauche on observe que la seconde approche donne
lieu à des RMSE pixelliques (pixel Root Mean Square Errors) bien plus petites qu’avec la première approche. De
plus, la variance des RMSE est considérablement plus petite avec la seconde approche par minimisation linéaire
alternée. Cette figure peut être mieux visualisée en agrandissant la visualisation du pdf.
de cyclicité après environ 1000 itérations (nous avons choisi K = 15 pour nos expériences, ce
qui donne lieu à une convergence lente mais à une bonne répartition de l’erreur). Dans cette
figure, l’erreur de la contrainte de cyclicité est non linéaire et est tout simplement la norme de
Frobenius de la différence entre la matrice identité et le produit des homographies normalisées.
Sur la partie droite de la figure 2.10, on remarque que l’erreur de la fonction de coût ‖MΓ−m‖2
n’augmente pratiquement pas pendant la minimisation alternée. En effet, après convergence
celle-ci a été multipliée par moins de 1.15.
Sur la figure 2.11, sur l’axe horizontal nous montrons les triplets de caméras i, avec
1 < i < 36. Le triplet de caméras i étant constitué des images i, i + 1 et i + 2. Le triplet
36 est constitué des images 36, 1 et 2, ainsi pour les triplets 35 et 36 notre erreur pixellique
de reprojection représentera également l’erreur de cyclicité qui s’annule avec notre seconde
approche. Etant donné des correspondances point-point-point nous calculons les points
3D et alors les erreurs de reprojection. Finalement, sur l’axe vertical nous montrons pour
chaque triplet l’erreur Root Mean Square (RMSE), et comparons la première approche et la
seconde approche. Avant même qu’aucun Ajustement des faisceaux (Bundle adjustment) ne
soit effectué, nous voyons que l’erreur moyenne de reprojection est d’environ 2 pixels pour
la première approche alors qu’elle est inférieure à 0.5 pixel avec la seconde approche. De
plus, la variance de la RMSE est considérablement plus petite avec la seconde approche par
minimisation alternée.
Comme montré dans la table 2.1, pour toutes nos expériences notre seconde approche par
52 2–Une nouvelle approche de “structure from motion” à partir d’un graphe de triplets





1ère Approche - 1.01
2nde Approche 1027 0.31
Temple
1ère Approche - 0.10
2nde Approche 340 0.09
Detenice
1ère Approche - 2.28
2nde Approche 1393 1.27
Calvary
1ère Approche - 1.02
2nde Approche 1286 1.76
TAB. 2.1 – Pour les différents jeux de données nous comparons, la RMSE pixellique (pixel Root Mean Square
Error), entre la première et la seconde approche. Nous voyons que la RMSE est souvent plus petite pour la seconde
approche avec minimisation linéaire alternée. De plus, pour toutes nos expériences, la seconde approche a permis
de converger parfaitement vers les contraintes de cyclicité.
minimisation linéaire alternée converge systématiquement et exactement vers les contraintes
de cyclicité. De plus lorsque nous la comparons à la première approche, la seconde approche
donne lieu à une plus petite RMSE, sauf pour le jeu de données Calvary. Puisque notre der-
nière approche, a convergé exactement vers les contraintes de cyclicité pour tous les jeux de
données testés, il serait très intéressant de savoir pourquoi elle converge et s’il existe des ga-
ranties théoriques pour cela. Probablement, si cette hypothèse était vérifiée, pour effectuer cette
démonstration, il faudrait étudier une autre erreur de cyclicité que celle proposée pour la figure
2.10. En effet, dans la figure 2.10, nous remarquons que la méthode converge vers les contraintes
de cyclicité mais avec une erreur de cyclicité tour à tour croissante puis décroissante. En fait
l’erreur de cyclicité utilisée est fortement non linéaire. On pourrait également supposer que, la
raison pour laquelle cette méthode converge est qu’il existe d’autres linéarités, et la contrainte
de cyclicité pourrait être linéaire pour un cycle composé de plus que 4 Tenseurs Trifocaux.
2.6 Résultats Expérimentaux
2.6.1 Implémentation
Afin d’implémenter les méthodes ci-dessus, nous extrayons et mettons en correspondance
des points SIFT dans toutes les images, suivant la procédure expliquée en Annexe A qui est en
adéquation avec [Low04a]. Enfin, nous calculons les géométries épipolaires par DEGENSAC
[CWM05]. Le DEGENSAC est une méthode proche du RANSAC 1.2.3 qui prend en compte
les cas dégénérés, comme le cas où 4 correspondances parmi les 7 sont coplanaires et reliées
par une homographie 2D 3 × 3. Il est possible d’accélérer les calculs pour cette partie en utili-
sant des versions récentes du RANSAC, telles que [CM05, SLK09]. Ces géométries épipolaires
nous permettent d’obtenir des correspondances à deux images fiables en retirant les mauvaises
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correspondances non compatibles avec les matrices fondamentales calculées. Nous fusionnons
ensuite ces correspondances à deux images en correspondances à trois vues. Il est alors possible
de faire des RANSAC à 4 points pour estimer d’une part les tenseurs trifocaux réduits, c’est-à-
dire les inconnues γ, et d’autre part pour filtrer les mauvaises correspondances trifocales. Nous
avons ainsi les données suffisantes pour nos deux méthodes présentées dans ce manuscrit, c’est-
à-dire une première estimation de γ et les correspondances à trois vues ainsi que les géométries
épipolaires qui nous permettent d’obtenir les matrices M et m. Une fois nos deux méthodes
effectuées nous avons pour sortie notre ensemble de caméras dans un espace projectif. Nous
créons des “track” s’étalant sur plus de trois images en fusionnant nos correspondances précé-
dentes. Enfin, nous effectuons alors quelques bundle adjustment projectifs (Annexe 1.2.5) afin
de raffiner ces caméras, puis nous récupérons les caméras dans un espace métrique suivant la
méthode J. Ponce et al. [PMP+05].
Jeux des données #frames résolution
# reprojections RMSE (pixel)
Notre Bundler Notre Bundler
Dinosaur 36 576 × 720 45,250 37,860 0.27 0.25
Temple 45 480 × 500 26,535 23,761 0.08 0.11
Fountain P11 11 2048 × 3072 57,547 23,648 0.16 0.13
Herz-Jesu R23 23 2048 × 3072 129,803 − 0.41 −
Detenice 34 1536 × 2048 30,200 − 0.15 −
Calvary 52 2624 × 3972 54,798 − 0.51 −
TAB. 2.2 – Caractéristiques des jeux de données utilisés pour notre validation expérimentale. De gauche à
droite : nombre de frames pour chaque séquence, la résolution des images (toutes les images dans un même jeu
de données ont la même résolution), le nombre de reprojections dans les images 2D utilisées pour le BA final pour
notre méthode et pour bundler [SSS08], La Root mean square error (RMSE) pixellique pour chaque méthode. Les
nombres indiqués dans les 4 dernières colonnes sont là pour montrer que les deux méthodes (la nôtre ou bundler)
fonctionnent bien, et non pour les comparer.
2.6.2 Jeux de données
Nous avons testé notre méthodologie sur six jeux de données : la séquence du dinosaur
(36 frames), la séquence du temple (45 frames),la séquence du fountain P11 (11 frames), la
séquence du Herz-Jesu R23 (23 frames), la séquence du Detenice fountain (34 frames) et la
séquence du calvary (52 frames). Pour les trois premiers jeux de données, la vérité terrain des
matrices des caméras est disponible sur Internet.
2.6.3 Mesures de qualité
Dans la mesure où la principale contribution de la partie de ce manuscrit consacrée à la
calibration concerne la reconstruction projective, il semble naturel d’évaluer la qualité de notre
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FIG. 2.12 – Trois frames de chaque jeu de données utilisés pour tester notre procédure de calibration. De gauche
à droite : dinosaur, temple, fountain P11, Herz-Jesu R23 [SvHVG+08], Calvary, Detenice fountain.
approche en utilisant la distance suivante :





où Pj et Pj,∗ sont respectivement les caméras reconstruites et réelles,α = (α1, . . . , αn) est un
vecteur de nombre réels et H est une homographie 3D. Naturellement, cette mesure ne peut être
utilisée que pour des jeux de données ou la vérité terrain est disponible. Notons également que le
calcul du minimum de (2.24) est un problème d’optimisation non convexe. Nous le résolvons en
calculant dans un premier temps la solution de norme unitaire du problème aux moindres carrés
suivant minα,H
∑n
j=1 ‖PjH − α−1j Pj,∗‖22, et alors nous utilisons cette solution comme point de
départ pour une minimisation alternée. Pour les exemples considérés ici, l’algorithme converge
très rapidement et, puisque les résultats sont très bons, nous pensons que le minimum local que
nous trouvons est en fait un minimum global, ou bien n’en est pas très éloigné.
2.6.4 Résultats
Pour les séquences du dinosaur, du temple et de fountain P11, dans la mesure où la vérité
terrain existe, nous comparons nos résultats avec ceux obtenus avec bundler [SSS08], qui est un
logiciel de calibration représentant l’état de l’art. La vérité terrain a été normalisée de sorte que
la norme de Frobenius de toutes les caméras soit égale à 1. Pour chaque reconstruction (la notre
et celle de bundler), nous avons calculé les nombres αj et une homographie H en minimisant
(2.24). Ceci nous permet de définir l’erreur par caméra comme ‖αjPjH − Pj,∗‖22 pour la jième
caméra. Comme on peut le voir sur la Fig. 2.13, non seulement ces erreurs sont petites, mais
en plus nos résultats sont très comparables à ceux obtenus avec bundler en dépit du fait que
notre méthode n’utilise pas de Bundle Adjustment (BA décrit en section 1.2.5) intermédiaires
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et ne suppose ni que le point principal est au centre de l’image, ni que le skew est nul. D’autre
part bundler utilise la connaissance de la distance focale terrain, information que nous avons ici
fournie à bundler, mais que nous n’avons pas utilisée pour notre méthode. On note également
que l’erreur est bien distribuée sur l’ensemble des caméras dans la mesure où chacune des
méthodes prend en compte le fait que la séquence est fermée (forme une boucle). De plus,
les résultats montrés pour fountain P11 sont obtenus sans BA final, ce qui montre que notre
méthode fournit une bonne initialisation pour l’optimisation non linéaire.
Pour les jeux de données où il n’y a pas de vérité terrain disponible, nous avons choisi
d’utiliser la reconstruction par stéréovision multi-vues comme mesure d’évaluation. La recons-
truction utilisée est basée sur la méthode [VKLP09]2. Les résultats sont montrés en Fig. 2.1
(droite) pour la séquence du calvary et en Fig. 2.14 pour les séquences Herz-Jesu R23 et Dete-
nice fountain. Afin de comparer nos résultats avec d’autres approches, rappelons que (comme
écrit dans [SvHVG+08]) pour le Herz-Jesu R23 le logiciel d’ARC3D n’a réussi à calibrer que 4
caméras parmi les 23, alors que la méthode proposée dans [MP07] a calibré toutes les caméras
avec une erreur assez grande pour les caméras 6-11. Bien que nous ne comparons pas quan-
titativement notre reconstruction à celle obtenue par [MP07], la précision de la reconstruction
de la scène tridimensionnelle nous laisse penser que les caméras estimées sont très proches des
véritables caméras.
2.7 Pour aller plus loin...
2.7.1 Une formulation relaxée du tenseur trifocal





 0 0 at0 0 bt
dt et ct
 (Aikt )>,
Avec cette formulation, comme établi dans [HZ03, Eq. 15.1] et montré en section 1.3.2, les
épipoles correspondant à ce tenseur relaxé restent inchangées. En fait cette formulation est la
plus générale permettant de ne pas changer les épipoles et donc de conserver des propriétés de
linéarité. De plus les matrices fondamentales s’écrivent alors :
Fji1:3,t = at[e
ij]×Fji1:3,t + btFji1:3,t (2.25)
Fki1:3,t = dt[e
ik]×Fki1:3,t + etFki1:3,t (2.26)
En effet comme établi dans [HZ03] et en section 1.3.2, les matrices fondamentales liées au
tenseur [T ijk] sont :
2Les résultats montrés en Fig. 2.1 sont obtenus sans raffinement de maillage final.




FIG. 2.13 – Cette figure montre les erreurs en estimant les matrices des caméras pour notre méthode et pour
bundler [SSS08]. L’erreur par caméra et leurs boxplots pour la séquence du dinosaur (a), du temple (b) et pour
fountain P11 (c). Nous remarquons que notre méthode permet d’obtenir le même degré de précision que bundler,
en dépit du fait que nous ne supposons pas les paramètres internes connus, alors que bundler récupère la distance
focale terrain, suppose que le skew est nul et que le point principal est au centre.
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FIG. 2.14 – Stéréovision Multi-vues en utilisant les matrices des caméras estimées avec notre méthode pour les
jeux de données Herz-Jesu R23 et Detenice fountain. Pour ces jeux de données la vérité terrain n’est pas disponible
mais la qualité de la reconstruction obtenue démontre la précision et la fiabilité des caméras estimées.


















En formulation homogène les 15 inconnues ζ = [at, bt, ct, dt, et] peuvent être calculées
linéairement à partir de correspondances point-point-point sous la forme Aζ = 0. Dans la for-
mulation non homogène en posant par exemple b1 = 1, nous calculons linéairement les 14
inconnues.
Remarquons que nous avons fixé dans la formulation relaxée deux épipoles 2× 2 données.
Le tenseur trifocal ayant 18 degrés de liberté, nous retrouvons les 18 − 4 inconnues de notre
tenseur relaxé.
2.7.2 Raffiner les matrices fondamentales
Grâce à la formulation vue en proposition 14, comme les matrices fondamentales sont fixes,
deux tenseurs trifocaux consécutifs partagent la même matrice fondamentale et donc peuvent
être reliés parfaitement par une transformation projective. Afin de conserver cette propriété
essentielle nous pouvons forcer la contrainte pour que deux tenseurs consécutifs T ijk et T kil


















Pour ne pas perdre de linéarité, nous pouvons transformer l’égalité à un facteur multiplicatif près
en une égalité stricte, dans le mesure où nous travaillons avec des coordonnées homogènes.
Néanmoins, la formulation homogène peut favoriser des solutions de vecteurs nuls pour des
longues séquences. Aussi nous procédons autrement, et remarquons que pour la formulation










et γijk0 = 1. Aussi nous pouvons, par exemple, utiliser
les valeurs initiales de γ′ijk0 pour trouver le bon facteur d’échelle dans les égalisations entre
matrices fondamentales avec notre formulation relaxée. Nous pouvons également fixer e1 =
1 pour les tenseurs relaxés. De cette façon nous pouvons calculer les inconnues relaxées en
résolvant le système d’optimisation convexe sous contraintes :
min ‖AZ‖2
subject to Cζ = d,
(2.29)
Nous remarquons que la solution initiale Γ, permet de trouver une solution des inconnues
ζ concaténées sous la forme Z, qui vérifie les contraintes, c’est-à-dire les contraintes d’éga-
lité des matrices fondamentales entre tenseurs consécutifs. Nous utilisons donc cette solution
initiale comme première estimation pour un logiciel d’optimisation convexe tel que “Matlab
Optimization Toolbox” avec la fonction “lsqlin”. Cette optimisation avec estimation initiale et
avec des matrices parcimonieuses est particulièrement rapide.
Ainsi nous pouvons conserver nos propriétés tout en faisant varier les matrices fondamen-
tales, et en ne fixant que les épipoles. Cette méthode peut être intéressante car nos matrices
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fondamentales initiales ne sont pas parfaites et sont bruitées, de plus nous utilisons ainsi les
synergies entre tenseurs le long de la séquence pour raffiner les matrices fondamentales.
2.7.3 Vers une formulation symétrique du tenseur trifocal
Les formulations du tenseur trifocal vues en section 1.3.2, ou même en proposition 14, ne
sont pas symétriques. Dans toute cette partie pour le tenseur T ijk, les matrices Fij et Fik jouent
un rôle symétrique mais différent du rôle de la matrice fondamentale Fjk. Du fait de cette
dissymétrie, nous sommes obligés de rejeter une matrice fondamentale dans les triplets pour
lesquels nous avons pu calculer les 3. L’algorithme pour choisir les matrices fondamentales à
rejeter dans un graphe n’est pas forcément simple, et plusieurs solutions sont possibles. Aussi
une formulation symétrique nous permettrait d’éluder cette question d’une part, et d’autre part
d’utiliser les informations riches provenant de matrices fondamentales supplémentaires. Enfin
comme nous l’avons vu dans cette partie, avec notre seconde approche qui permet en pratique
d’atteindre systématiquement et parfaitement les contraintes de cyclicité, la question se pose de
savoir si ces contraintes de cyclicité peuvent se linéariser pour plus qu’une boucle composée de
4 tenseurs. Une formulation symétrique permettrait peut-être également de simplifier davantage
les contraintes de cyclicité.
Nous pourrions, par exemple, dire que le triplet i, j, k est décrit non par un tenseur trifocal,
mais par 3 tenseurs trifocaux relaxés : T ijk, T jki et T kij . Comme on peut le vérifier facilement
ces 3 tenseurs permettraient de fixer les épipoles eij , eji, eki, eik, ekj et ejk, soit 6× 2 données.
Nous aurions ainsi un tenseur trifocal ayant 18− 12 = 6 degrés de liberté.
Notre ensemble de 3 tenseurs relaxés ayant 14 × 3 = 42 paramètres, afin de le rendre
cohérent nous devrions avoir un ensemble de 42− 6 = 36 contraintes internes, relatant que les
matrices fondamentales et les épipoles sont cohérentes entre les tenseurs.
Une autre possibilité pour obtenir une formulation symétrique du tenseur trifocal, serait
d’utiliser les résultats de [Pon10], où le tenseur trifocal est vu comme : 3 lignes dans l’espace
s’intersectent en un point. Cette contrainte est symétrique, et se traduit par la nullité des mi-
neurs d’une matrice. Cette méthode fait appel aux coordonnées de Plücker et aux matrices de
projections inverses mappant un point dans l’image, vers une droite dans l’espace 3D (le rayon
optique) écrite dans les coordonnées de Plücker.






Dans ce manuscrit, nous décrivons une nouvelle méthode pour estimer simultanément la
forme 3D et le mouvement 3D d’une scène dynamique à partir de vidéos calibrées filmant la
scène depuis divers points de vue. Nous utilisons une approche variationnelle dans l’esprit de
travaux précédents de reconstruction tridimensionnelle par stéréovision. Nous représentons une
scène dynamique sous forme d’un maillage animé c’est-à-dire un maillage polygonal ayant
une connectivité fixe au cours du temps, où les sommets ayant des positions variables dans
le temps permettent d’échantillonner les trajectoires des points matériels. Cette représentation
par maillage animé a pour intérêt d’assurer un encodage consistant à la fois de la forme et du
mouvement. Notre méthode permet de retrouver la forme tridimensionnelle ainsi que le mou-
vement tridimensionnel de façon dense et précise en optimisant les positions dans le temps des
sommets du maillage animé. Cette optimisation consiste à minimiser une énergie fonctionnelle
qui incorpore la photo-consistance entre les images et également entre les frames temporels,
la régularité de la surface spatio-temporelle et du champ de vitesse. Un des points clés de ce
travail est un score de photo-consistance entièrement basé sur les images, et même intégré dans
le repère des images et non celui du maillage, qui peut être calculé de manière efficace sur
carte graphique et qui permet de traiter la distorsion projective ainsi que les occlusions. Nous
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Au cours de ces dernières années, plusieurs méthodes de génération automatique de modèles
spatio-temporels à partir de scènes dynamiques réelles capturées par plusieurs vidéos, ont été
proposées [APSK07, AdAT+05, ATR+08, dAST+08, dATSS07, FP08, GM04, NA02, PKF07,
SH07, TAL+07, VZBH08, VBK05, VBSK00, VBMP08]. En particulier, les plus récentes se
sont révélées efficaces pour la capture du mouvement de corps humains sans nécessiter de
recours aux méthodes basées sur les marqueurs. Ces méthodes donnent souvent des résultats
visuels impressionnants. Cependant, si l’on s’intéresse plus en détail aux méthodes citées ci-
dessus, on se rend compte que très peu d’entre elles permettent d’obtenir une estimation dense,
précise et couplée de la forme 3D et du mouvement 3D.
3.1 Forme 3D précise.
De nombreuses techniques récentes produisent encore une géométrie approximative : les
méthodes basées sur la déformation libre de modèles humains [AdAT+05, TAL+07, VBMP08],
sur les silhouettes [APSK07, ATR+08, VBMP08], ou sur la déformation Laplacienne d’un scan
laser 3D d’une pose initiale [dAST+08, dATSS07]. Ces méthodes sont incapables de retrouver
des détails géométriques fins tels que les expressions faciales ou les plis des vêtements.
3.2 Estimation précise du mouvement 3D
L’estimation précise du mouvement 3D est cruciale dans certaines applications telles que le
transfert de mouvement, et l’interpolation temporelle. Aussi, une estimation précise du mou-
vement suppose de forcer une cohérence temporelle au cours de l’estimation couplée de la
forme et du mouvement. Cependant, pour la plupart des techniques performantes de capture
de mouvement, le flux tridimensionnel de la scène (3D scene flow) [VB05], c’est-à-dire l’esti-
mation dense du champ de vitesse de la scène, n’est pas calculé de façon précise. Souvent, il
est interpolé à partir de correspondances 3D parcimonieuses [ATR+08, dAST+08, VZBH08].
Certaines méthodes ne s’intéressent même pas du tout à l’estimation du mouvement tridimen-
sionnel : [GM04] utilise une représentation 4D par level set qui, en plus de son coût de calcul
élevé et de son utilisation importante de mémoire, n’encode pas les correspondances 3D dans
le temps. [SH07, VBMP08] produit des maillages animés mais, en dépit des apparences, les
correspondances 3D sont en fait purement artefactuelles.
3.3 Estimation couplée de la forme 3D et du mouvement 3D
L’estimation couplée de la forme 3D et du mouvement 3D permet d’exploiter leurs redon-
dances, et a longtemps été reconnue [ZK00] comme un moyen souhaité pour améliorer leurs
performances. Cependant, la plupart des méthodes de capture de mouvement non basées sur des
marqueurs ne parviennent pas à intégrer simultanément les contraintes spatiales et temporelles.
Dans [ATR+08, VZBH08, VBK05], la forme est calculée indépendamment à chaque étape tem-
porelle, avant l’estimation du mouvement. Dans [PKF07], la forme et le mouvement sont cal-
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culés de façon séquentielle, et non simultanément. Dans [dATSS07], un maillage initial est pro-
pagé en cohérence avec le flux de scène 3D, sous contraintes de silhouettes, mais sans recours
aux avantages de la stéréovision ; il en résulte que cette méthode dévie dans le temps. Cet in-
convénient est atténué dans [dAST+08] en substituant des correspondances 3D parcimonieuses
au flux de scène 3D dense, mais ni la forme ni le mouvement ne sont suffisamment précis pour
permettre une véritable cohérence spatio-temporelle. Dans [APSK07, GM04], un certain niveau
de cohérence spatio-temporelle est obtenu par des représentations 4D, mais dans la mesure où
ces représentations n’encodent pas les correspondances dans le temps, elles n’exploitent pas les
mises en correspondances et similarités entre différents frames. Dans [VBSK00], la forme et le
mouvement sont calculés simultanément en utilisant un algorithme de modelage (plane-sweep
carving) dans un espace 6D, mais cette approche a un coût en mémoire et en temps de calcul
très important, est limitée à deux frames, et ne peut forcer la régularité de la forme et du champ
de vitesse.
Ainsi, à notre connaissance, seulement deux méthodes [FP08, NA02] parviennent à obte-
nir cette estimation, tant désirée, dense, précise et couplée de la forme 3D et du mouvement
3D. Dans [NA02], la forme et le mouvement sont représentés par le biais de coefficients de
subdivision de surface variables dans le temps. Ces coefficients sont calculés en optimisant si-
multanément une photo-consistance à la fois entre les images et entre les frames temporels.
Cependant, la non linéarité de la représentation multi-résolution choisie rend cette optimisation
compliquée. De plus, l’estimation nécessaire du mouvement initial utilise les dérivées spatio-
temporelles des images en entrée, ce qui rend cette méthode applicable principalement à des
scènes totalement lambertiennes avec un mouvement lent et une illumination constante.
[FP08, PSDB+10] sont à notre connaissance les principaux travaux à ce jour permettant de
traiter des scènes dynamiques, réelles et complexes. Malgré l’efficacité de la méthode présen-
tée dans [FP08], nous pensons que la méthodologie par expansion utilisée, ne permet pas de
prendre en compte la visibilité complète dépendant de “patchs” occluants n’ayant pas encore
été calculés.
Le travail de [PSDB+10] est constitué d’un pipeline, dans un premier temps les maillages
sont construits indépendamment, puis les maillages sont débruités selon une méthode dévelop-
pée dans des travaux précédents [BBH08]. Enfin une stratégie par expansion est utilisée pour
mettre les maillages en correspondance. Pour celà, le fait que les distances intrinsèques doivent
se conserver sous une hypothèse de mouvements peu élastiques, est utilisé. Ainsi le débruitage
des maillages effectué à l’étape précédente prend toute son importance dans la mesure où un
bruit important dans les maillages ne permet plus d’utiliser une hypothèse de conservation des
distances intrinsèques dans le temps. Ce pipeline permet d’obtenir des résultats visuellement
impressionnants tout en gérant les changements de topologies et les déplacements importants
entre les frames temporels. Néanmoins, il n’y a pas une énergie basée sur les images qui soit
minimisée de manière globale dans cette méthode. Aussi, ce travail pourrait être utilisé comme
initialisation pouvant être raffinée avec notre procédure de minimisation d’énergie entièrement
basée sur les images. Dans le section 4.5, nous proposons un pipeline qui pourrait permettre de
gérer les grands déplacements, il est clair que le travail de [PSDB+10] pourrait également être
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utilisé pour les premières étapes de ce pipeline.
Dans ce manuscrit, nous proposons une méthode permettant de retrouver simultanément et
précisément la forme 3D ainsi que le champ de vitesse 3D d’une scène dynamique capturée
par des caméras depuis différents points de vue. En premier lieu, nous utilisons une approche
variationnelle dans l’esprit de travaux précédents en stéréovision et estimation de scene flow
[PKF07, ZK00, HD07, PKFH, WRV+08, ZK01]. Telles qu’elles ont été conçues, aucune de ces
méthodes ne couvre nos besoins : La plupart sont limitées à une carte de profondeur de la scène
variant dans le temps [ZK00, HD07, PKFH, WRV+08, ZK01], tandis que les autres n’imposent
pas les contraintes de cohérence spatio-temporelle [PKF07, PKFH].
En second lieu, nous adoptons un maillage animé pour représenter une scène dyna-
mique par le biais d’un maillage polygonal ayant une connectivité fixe dans le temps, et
dont les sommets ont des positions variables dans le temps échantillonnant la trajectoire des
points matériels. Cette représentation par maillage animé a pour intérêt d’assurer un enco-
dage consistant à la fois de la forme et du mouvement. Notre méthode permet de retrouver
la forme tridimensionnelle ainsi que le mouvement tridimensionnel. Elle est largement utilisée
en vision par ordinateur, et tout particulièrement en animation par ordinateur. Elle est égale-
ment populaire pour les méthodes performantes de capture de mouvement à partir de vidéos
[ATR+08, dAST+08, dATSS07, FP08, SH07, TAL+07, VBMP08] ou à partir de nuages de
points mobiles dans le temps [SWG08, WJH+07] (Ces nuages de points étant obtenus à partir
de vidéos ou d’un scanner laser 3D).
Notre méthode permet de retrouver la forme tridimensionnelle ainsi que le mouvement tridi-
mensionnel de façon dense et précise en optimisant les positions dans le temps des sommets du
maillage animé. Cette optimisation consiste à minimiser une énergie fonctionnelle qui incorpore
la photo-consistance entre les images et également entre les frames temporels, la régularité de
la surface spatio-temporelle et du champ de vitesse. Un des points clés de ce travail est un score
de photo-consistance (basé sur la corrélation) entièrement basé sur les images dans l’esprit de
[PKF07], et même intégré dans le repère des images (et non celui du maillage), qui peut être
calculé de manière efficace sur carte graphique et qui permet de traiter la distorsion projective
ainsi que les occlusions. Un intérêt d’effectuer l’intégrale de l’énergie dans la grille pixellique
des images, est que cette grille reste fixe et que l’on contrôle parfaitement la taille de la fenêtre
de corrélation dans les images. En effet lorsque les méthodes sons basées sur une corrélation
effectuée sur des points échantillonnés sur le maillage polygonal, la taille de la fenêtre de cor-
rélation reprojetée dans les images peut être de l’ordre de un pixel si les polygones sont petits,
et alors la corrélation n’aura plus de sens et vaudra toujours environ un. Dans le cas de zones
où les polygones sont grands, la taille de la fenêtre de corrélation reprojetée dans les images est
très grande alors les points échantillonnés sur le maillage seront trop éloignés dans l’espace et
là encore la mesure de corrélation perdra du sens. Il est toujours possible de pallier ce problème
en faisant varier la taille de la zone utilisée autour d’un sommet, mais cette taille variera d’une
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4.1 Discrétiser puis optimiser
La majorité des méthodes variationnelles dans ce domaine [PKF07, ZK00, HD07, PKFH,
ZK01] et plus généralement en vision par ordinateur, sont du type optimiser puis discrétiser : On
considère une fonctionnelle d’énergie dépendant d’une représentation spatio-temporelle conti-
nue et de dimension infinie, le gradient de cette énergie est calculé de façon analytique, puis le
flux obtenu est discrétisé.
Au contraire, nous utilisons une approche de type discrétiser puis optimiser : nous défi-
nissons une fonction d’énergie dépendant d’une représentation spatio-temporelle discrète et
de dimension finie, puis nous utilisons un outil classique d’optimisation non convexe, la des-
cente de gradient. Les avantages de cette approche ont depuis longtemps été démontrés en ges-
tion et opérations sur les maillages, mais ont rarement été démontrés en vision par ordinateur
[DPG+08, SU05, VKLP09]. Ainsi, le choix d’une représentation spatio-temporelle discrète et
bien choisie, est central dans notre travail.
4.2 Représentation par maillage animé
Dans notre contexte, les maillages animés et polygonaux présentent de nombreux avantages.
Comparés à des maillages déconnectés les uns des autres dans le temps, ils sont plus compacts,
plus faciles à stocker et à manipuler. Ils donnent un accès direct à la fois à la forme de la scène
à un instant donné, et aux trajectoires des points de la scène. La forme 3D et le mouvement 3D
sont mutuellement consistants par construction.
Plus particulièrement nous adoptons un maillage triangulé ayant une connectivité fixe dans
le temps, cette représentation est très pratique pour le stockage et les calculs sur carte graphique
en utilisant les technologies OpenGl et Cg.
Sa connectivité fixe peut être considérée comme étant une limitation, comme pointé dans
[VZBH08]. Nous estimons que ce n’est pas le cas, dans la mesure où le corps humain a une
topologie sphérique constante. Il est douteux de considérer une personne posant ses mains sur
ses hanches comme un objet de genus 2 tel qu’un tore. Cette personne devrait davantage être
considérée comme un objet ayant la topologie d’une sphère avec des régions de contact tempo-
raires.
De plus, notons que notre méthode n’est pas limitée à une topologie sphérique : si la topolo-
gie du maillage animé est constante dans le temps, nous pouvons la modifier durant la procédure
d’optimisation en utilisant une version spatio-temporelle des modèles déformables de Delaunay
[PB07].
4.3 Reconstruction par minimisation d’une énergie
4.3.1 Formulation de l’énergie
Pour la suite, nous considérons une scène dynamique, mise en images par N vidéos sé-
quences calibrées et synchronisées, composées de T frames. La scène dynamique est représen-
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tée par un maillage triangulé animé composé de K sommets. Nous notons :
– Ii,t : Ωi ⊂ R2 → Rd, i ∈ {1..N}, t ∈ {1..T} les images d’entrée. En pratique d = 1
pour des images en noir et blanc et d = 3 pour des images en couleur.
– X = {xk,t, k ∈ {1..K}, t ∈ {1..T}} les positions 3D des sommets du maillage animé
aux différents instants temporels,
– Xt = {xk,t, k ∈ {1..K}} le tième maillage animé à un instant donné t, ou une coupe
temporelle du maillage.
Pour la suite, par un léger abus de notation, nous utiliserons tour à tour X ou Xt pour représenter
le maillage animé ou les positions de ses sommets.
L’énergie à minimiser par rapport à X est composée d’un terme d’attache aux données, d’un
terme de régularisation de la surface des coupes temporelles du maillage animé et d’un terme
de régularisation du champ de vitesse :
E(X) = ED(X) + λSES(X) + λVEV (X) . (4.1)
Nous minimisons l’énergie ci-dessus en utilisant une descente de gradient standard par rap-
port aux positions spatio-temporelles X. Afin d’éviter de tomber dans des minimums locaux,
nous adoptons un schéma chronologique et une approche multi-résolution. Dans un premier
temps, nous optimisons les trois premiers frames ensemble à une version basse résolution du
maillage ainsi que des images. Puis nous initialisons la coupe temporelle suivante du maillage
animé en extrapolant ses positions 3D à partir des vitesses et des accélérations des sommets
des maillages aux instants précédents. Nous ajoutons de façon itérative des coupes temporelles
du maillage, et optimisons la séquence en utilisant une fenêtre temporelle glissante de quelques
frames, jusqu’à ce que nous ayons reconstruit la séquence temporelle complète à basse réso-
lution. Nous appliquons la procédure décrite ci-dessus de manière itérative en augmentant la
résolution des images et du maillage, jusqu’à ce que nous atteignions la précision souhaitée. A
la plus basse résolution nous créons et ajoutons des coupes temporelles, mais pour les résolu-
tions suivantes nous ne faisons que raffiner le maillage animé en utilisant la fenêtre temporelle
glissante de quelques frames. Afin d’augmenter ou de diminuer la résolution du maillage, nous
calculons une longueur caractéristique du maillage devant correspondre à quelques pixels en
moyenne dans les images reprojetées (cette distance pixellique dans les images variant suivant
la résolution des images utilisées). Si une arête est plus grande que cette distance caractéristique
à au moins un instant nous ajoutons un point au milieu de l’arête. Si une arête est plus petite que
cette longueur caractéristique à tous les instants, nous supprimons un des points de cette arête.
Enfin à partir de ce nouveau nuage de points nous calculons la triangulation de Delaunay, puis
la surface de topologie correcte suivant une version spatio-temporelle de [PB07] expliquée en
Annexe D.
4.3.1.1 Lissage de la surface
ES favorise la régularité de la surface des coupes temporelles du maillage animé. Nous















FIG. 4.1 – Représentation par éléments finis sur une facette (k, l,m) du maillage animé.
mène à une version discrète du mouvement par courbure moyenne, que nous implémentons
suivant la méthode décrite dans [KCVS98].
4.3.1.2 Lissage de la vitesse
EV pénalise les variations rapides du champ de vitesse le long du maillage animé. Il s’agit de
l’intégrale des normes au carré L2 des gradients intrinsèques, le long de la surface, des vitesses
de l’ensemble du maillage animé. La description détaillée de ce terme est effectuée en section
4.3.2.1.
4.3.1.3 Attache au données
ED encourage la consistance photo-métrique entre les images et entre les frames temporels.
Elle est définie comme la somme suivant les paires de caméras (i, j) et les paires d’instants
temporels (t, u) d’une mesure de dissimilarité entre les images Ii,t et la reprojection de l’image
Ij,u par le biais du maillage animé.
La définition formelle de ED et de sont gradient analytique nécessite quelques notations
supplémentaires. La projection effectuée par la caméra i est notée Πi : R3 → R2. Notre méthode
prend en compte la visibilité des points de la surface. Nous notons Xi,t comme étant la partie
visible dans l’image i de la coupe temporelle Xt. La back-projection d’un point de la caméra i
sur le maillage animé à l’instant t est notée Π−1i,Xt : Πi(Xt)→ Xi,t.
Nous définissons également une fonction de transport 3D TXt⇀Xu qui transporte les points
de Xt vers des points de Xu. Ceci peut s’écrire de façon formelle en utilisant la représentation
linéaire par éléments finis décrite dans la figure 4.1. Pour chaque sommet k du maillage animé
à un instant donné t, nous définissons une fonction de base φk,Xt telle que (i) φk,Xt(xk,t) = 1
(ii) ∀l 6= k, φk,Xt(xl,t) = 0 (iii) φk,Xt varie linéairement à l’intérieur des facettes triangulaires




xk,u φk,Xt . (4.2)
De façon plus simple nous pouvons dire que la back-projection Yt du pixel pi se situe à
l’intérieur de la facette f et a pour coordonnées barycentriques φk,Xt(Yt), φl,Xt(Yt), φm,Xt(Yt)









FIG. 4.2 – Reprojection de l’image j au temps u dans l’image i au temps t par le biais du maillage
animé.
à l’instant t, k, l, m étant les sommets de la facette f . Aussi la position de cette particule à
l’instant u est Yu =
∑
l∈f xl,u φl,Xt(Yt), soit Yu =
∑
k∈X xk,u φk,Xt(Yt) dans la mesure où
comme nous l’avons défini plus haut φk,Xt(Yt) s’annule si le sommet k n’appartient pas à la
facette f .
Finalement, nous pouvons écrire la fonction de transport d’image T(i,Xt)⇀(j,Xu) qui trans-
forme les positions dans l’image Ii,t vers les positions dans l’image Ij,u par le biais de la back-
projection, du maillage animé et de la reprojection :
T(i,Xt)⇀(j,Xu) = Πj ◦ TXt⇀Xu ◦ Π−1i,Xt . (4.3)
Avec ces notations en main la reprojection de l’image j au temps u dans l’image i au temps
t par le biais du maillage animé s’écrit Ij,u ◦ T(i,Xt)⇀(j,Xu). Ceci est illustré en figure 4.2.
Le terme d’attache aux données est la somme suivant les paires de caméras (i, j) et les
paires orientées de frames temporels (t, u) d’une mesure de dissimilarité M entre l’image Ii,t
et la reprojection définie ci-dessus de Ij,u par le biais du maillage animé. Cette dissimilarité
n’est calculée que dans les régions du plan image de la caméra i où les deux images sont
définies, c’est-à-dire après avoir retiré les régions occluses. Cette région visible correspond à
l’ensemble des pixels pi dans le cadre de l’image i qui se back-projette sur la surface au temps
t en une particule P , et dont cette particule une fois transportée au temps u est visible dans
l’image Ij,u (ni occluse, ni en dehors du cadre de l’image). Cette région sera notée Ωi,j,t,u. Cette
région visible est calculée avant chaque étape d’optimisation sur carte graphique. Pour plus de
concision, nous omettons ce terme de visibilité pour la suite des calculs et intégrons sur l’image












Ii,t , Ij,u ◦ T(i,Xt)⇀(j,Xu)
]
. (4.4)
4.3.2 Calcul du gradient
4.3.2.1 Gradient de l’énergie de lissage de la vitesse
Le champ de vitesse est explicitement encodé par le maillage animé X. Plus particulière-
ment, il s’agit d’une fonction continue et linéaire par morceaux de Xt → R3 définie par
vX,t(x) = TXt⇀Xt+1(x)− x , (4.5)




(xk,t+1 − xk,t)φk,Xt . (4.6)







Afin de simplifier cette expression, remarquons que∇φk,Xt est constant à l’intérieur de chaque
facette triangulaire f de Xt et vaut
hk,f
‖hk,f‖2 , où hk,f est la hauteur du triangle passant par le
sommet k. Ceci peut être très facilement vérifié et est illustré en figure 4.1. Af étant l’aire de la














En développant ce terme et en remarquant que la longueur de hk,f est liée à l’aire, puis en négli-
geant les variations de l’aire par rapport aux déplacements des sommets, les dérivées partielles
∂EV
∂xk,t
de cette énergie peuvent facilement être obtenues. Nous négligeons certains termes, car
minimiser l’aire serait redondant avec l’énergie de lissage de la surface. Nous ne développons
pas le calcul car il est très facile, mais nous développons dans la section suivante le calcul du
gradient de l’énergie d’attache aux données, qui est plus complexe et présente toutes les tech-
niques nécessitées pour le gradient de l’énergie de régularisation du champ de vitesse.
4.3.2.2 Gradient de l’énergie d’attache aux données : calcul formel
Nous calculons maintenant les dérivées partielles de cette énergie suivant les variations de la
position d’un sommet xk,t à un instant donné dans le maillage animé. Tout d’abord, remarquons
que les seules paires orientées d’instants concernées par cette variation sont (u, t) and (t, u),
u ∈ {1..T}. De plus, lorsque le maillage animé bouge, les images reprojetées changent. Ainsi
les dérivées partielles de l’énergie ED impliquent les dérivées de la mesure de dissimilarité M
par rapport au second argument (la première image restant fixe). Nous noterons cette dérivée
∂2M .
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En utilisant la dérivation de fonctions composées, et après quelques manipulations d’in-






























(pj) dpj , (4.9)
où DI.,. représente les matrices jacobiennes des images d’entrées, c’est-à-dire les gradients
des images par rapport à l’horizontale et à la verticale, et pi représente un pixel du domaine
de l’image Ωi. Pour plus de concision, nous avons omis les points où certaines fonctions sont
évaluées.
En observant plus attentivement les dérivées ∂T...
∂xk,t
, nous pouvons noter plusieurs points. En
premier lieu, elles sont purement géométriques, c’est-à-dire indépendantes des données dans
les images. D’autre part, le pixel pi se back-projetant sur la facette f , ces quantités s’annulent
si k n’est pas un sommet de f . Ainsi, étant donné un sommet k l’intégration n’est effectuée que
pour les pixels se back-projetant sur la couronne de k, c’est-à-dire, sur les facettes adjacentes au
sommet k. Enfin, ces quantités impliquent les normales aux facettes triangulaires se projetant
sur le pixel pi, ainsi que les coordonnées barycentriques de la back-projection du pixel pi sur
cette facette. Les expressions analytiques complètes peuvent être obtenues en effectuant des rai-
sonnements géométriques non triviaux. Nous proposons ci-dessous les calculs formels détaillés,
ainsi qu’une résolution intuitive. Les calculs formels consistent essentiellement à calculer les
variations des cordonnées barycentriques des pixels back-projetés, pour des petites variations
du maillage spatio-temporel animé.





Après une petite perturbation δX de la surface spatio-temporelle, le point back-projeté




(xk,t + δxk,t) φk,Xt+δXt
Et α étant inconnu :
∑
k
xk,t φk,Xt + αdi =
∑
k









Dans la mesure où
∑
k xk,t (φk,Xt+δXt − φk,Xt) est un vecteur le long de la surface, alors








En notant Kk,t = δxk,t − N·δxk,tN·di di nous avons les équations suivantes :∑
k




Comme la back-projection est à l’intérieur de la facette f nous avons
∑
k∈f φk,Xt = 1, on
peut donc remarquer que :




Et si nous considérons de petits déplacements, la back-projection après perturbations reste
toujours à l’intérieur de la même facette f et avec les même considérations, à savoir que la
somme des coefficients barycentriques vaut un, on peut écrire :
∑
k=1,2
φk,Xt (xk,t − x3,t) =
∑
k=1,2
φk,Xt+δXt [(xk,t − x3,t) + (Kk,t −K3,t)] (4.10)
Notre objectif est de calculer les inconnues φk,Xt+δXt qui permettent de retrouver les po-
sitions des particules correspondant aux back-projections des pixels sur le maillage après une
petite perturbation. Pour trouver φ2,Xt+δXt nous n’avons qu’à calculer le produit vectoriel des
parties gauche et droite de l’équation 4.10 avec le vecteur (x1,t − x3,t) + (K2,t −K3,t) pour
obtenir finalement par un développement limité à l’ordre un φ2,Xt+δXt et plus généralement
φk,Xt+δXt , avec des produits vectoriels et des symétries de raisonnement :
φk,Xt+δXt = φk,Xt +
[(xk−1,t − xk+1,t)× (
∑
v φv,Xt Kv,t)] ·N
[(xk,t − xk+1,t)× (xk−1,t − xk+1,t)] ·N








Aussi en développant la formule avec la valeur de Kk,t en fonction de δxk,t et avec une













−∑k (∑v δxv,t φv,Xt) · [(xk−1,t−xk+1,t)×di]·N[(xk,t−xk+1,t)×(xk−1,t−xk+1,t)]·N NN·di xk,u
Toujours avec la formule du triple produit vectoriel b(a · c) = c(a · b) + a× (b× c), et en
notant
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Vk,t =
N× (xk−1,t − xk+1,t)
[(xk,t − xk+1,t)× (xk−1,t − xk+1,t)] ·N ,























− (∑k [Vk,t]× [xk,u]× + (Vk,t · xk,u) Id) di (∑v φv,Xtδxv,t·NN·di )
En notant la matrice de déformation relative à la facette
Df (t, u) = −
(∑
k
[Vk,t]× [xk,u]× + (Vk,t · xk,u) Id
)









−δxv,t + di δxv,t ·N
N · di
)












(t, µ)DIj,µDΠj∆X(pi, µ) (4.11)
Le point restant fixe dans la première image nous ne considérons que ∂M
∂2
(t, µ) la dérivée
partielle par rapport au second terme de la mesure de dissimilarité. Le calcul de cette dérivée
partielle sera décrit plus en détails dans la prochaine section. En réarrangeant ces sommes et















































Ces équations sont obtenues en notant Ωf,i,t la région de la facette f reprojetée dans la
caméra i au temps t. Et Ωf,t,u = Ωf,i,t ∩ Ωi,j,t,u
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4.3.2.3 Gradient de l’énergie d’attache au données : calcul intuitif
L’objectif de cette section, est, à partir de raisonnements intuitifs, de donner un sens à la
matrice Df (t, u) vue dans la section précédente, et de montrer que cette matrice correspond
bien à une matrice de déformation de la facette entre les instants t et u.
Si nous ajoutons une petite perturbation spatio-temporelle δX, en notant di le rayon optique
depuis le centre de la caméra vers le point back-projeté sur la surface, et N la normale à la







Ce calcul a été introduit dans [PKF07], et est un simple calcul géométrique pouvant être
facilement retrouvé en établissant une figure. Nous remarquons que dans cette formule les
points dans l’image i restent fixes puisque nous nous déplaçons nécessairement le long du
rayon optique. Ceci est nécessaire dans notre cas, dans la mesure où nous intégrons dans la
grille des pixels de l’image i. Maintenant nous souhaitons calculer les positions des particules
back-projetées, non seulement au temps t (comme effectué ci-dessus) mais également au temps
u. Au temps t nous avons calculé une position mais il ne s’agit que de coordonnées, pas d’une
particule pouvant être suivie dans le temps. Aussi nous souhaitons identifier à quelle particule,
sur le maillage avant perturbation, cette position correspond. Alors, nous pourrons suivre cette
particule dans le temps.
Nous observons sur la Figure 4.3 le procédé global pour retrouver et tracer la particule dans
le temps. Notre back-projection du pixel x au temps t sur une surface légèrement perturbée,
vient de la particule X qui avait au temps t et avant perturbation, les coordonnées suivantes :
X(t) = Π−1i,Xt(x) +
N · δ
N · didi − δ
Nous souhaitons écrire ces équations dans le maillage comme des coordonnées barycen-










La particule X s’écrit dans le maillage triangulé discret :






N · di di − δxv,t
)
Si l’on considère la variation de position le long de la surface entre, le point X1 back-projeté
sur la surface avant perturbation, et la particule X au temps t nous obtenons :
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N·di di − φv,Xtδxv,t
)
Notons Df (t, u) la matrice de déformation intrinsèque de la facette f entre les instants t et
u. Cette matrice de déformation permet d’obtenir le vecteur au temps u si on la multiplie par le
vecteur au temps t. Aussi, la nouvelle variation de position au temps u s’écrit :
∆XSurf (x, u) =
∑
v∈f φv,XtDf (t, u)
(
N·δxv,t
N·di di − δxv,t
)
Il est maintenant facile, avec un développement limité à l’ordre un, de calculer la variation
de position entre les coordonnées de la particule initiale back-projetée avant perturbation puis
déplacée au temps u et la position de la particule X sur la surface perturbée puis déplacée au
temps u :














Comme on peut le voir, ce raisonnement intuitif mène aux mêmes résultats que dans la
section 4.3.2.2, sachant que dans la section précédente nous avons obtenu une formulation ana-
lytique pour la matrice de déformation Df (t, u).
4.3.2.4 Mesure de dissimilarité
Nous avons choisi d’utiliser l’opposé de la corrélation croisée normalisée NCC, qui est
une des mesures les plus populaires pour calculer les similarités en stéréovision. Elle permet
d’obtenir une forme de robustesse par rapport aux changements de luminosité, de calibration de
couleur des caméras, et par rapport au fait que la scène n’est pas parfaitement lambertienne.
Concernant le gradient de l’énergie d’attache aux données utilisé dans les sections précé-
dentes, l’équation détaillée est en fait un peu plus complexe dans la mesure où la variation de la
corrélation dans la fenêtre Ωxk centrée en xk dépendra du pixel xk mais également de tous les


















(x, t, µ) correspond au gradient au pixel x de la corrélation dans la fenêtre centrée









Ce calcul montre que pour une fenêtre de corrélation k × k pixels, le calcul s’avère k2 fois
plus complexe. Pour la fenêtre utilisée de 9 × 9 pixels, le calcul devrait être environ 80 fois
plus long. En pratique, afin de gagner en temps de calcul, il est possible de ne pas prendre en








Ii,t (x) Ij,u ◦Πj (X)
Ij,u ◦Πj (X + ∆X)
ΠjΠ−1i,Xt
Xt







FIG. 4.3 – Variation de l’intensité dans l’image j pour une perturbation spatio-temporelle de la surface
δ
fenêtre. En revanche le gradient de corrélation utilise des termes qui peuvent être pré-calculés
sur carte graphique, de sorte qu’avec une implémentation adéquate et en pré-calculant des bons
coefficients pour chaque pixel (variance...), la complexité du calcul reste du même ordre de
grandeur et est au pire multipliée par 2. En pratique, nous avons noté que lorsque ce calcul
complet du gradient était utilisé, alors la convergence de notre optimisation était plus rapide et
produisait de meilleurs résultats.
4.4 Résultats
4.4.1 Implémentation
Le calcul des reprojections des images via le maillage animé, ainsi que le calcul du gradient
par sommet de l’énergie d’attache aux données, sont les parties les plus coûteuses de l’algo-
rithme. Ces calculs sont parallèles et ont été efficacement développés sur carte graphique en
utilisant OpenGL et le langage Cg.
Pour toutes nos expériences, nous avons choisi l’opposé de la corrélation croisée normalisée
comme mesure de dissimilarité M , afin de traiter efficacement les cas où les conditions de
luminosité sont variables, et où des ombres peuvent se déplacer dans le temps. Nous utilisons
une petite fenêtre de corrélation de taille 9×9 pixels, toujours pour rester local et ne pas être trop
gênés par des ombres ou des conditions de luminosité non constantes sur l’objet. Le stockage
du maillage animé et le calcul des termes de lissage sont effectués sous l’environnement C++
Computational Geometry Algorithms Library (CGAL)1. Ce maillage est également transféré
sur la carte graphique, tout comme les images, afin de faire les calculs mentionnés plus haut à
l’aide du langage Cg.
Afin de limiter les temps de calculs, les sommes dans l’équation 4.4 sont restreintes à des
paires de caméras voisines et à des instants temporels voisins contenus dans une fenêtre tempo-
relle glissante. La taille de cette fenêtre glissante est au départ de 2 frames, puis augmente petit
1http ://www.cgal.org/
4.4–Résultats 81
FIG. 4.4 – Nos résultats pour le jeu de données “Pants”. Voir le texte pour de plus amples détails.
à petit jusqu’à atteindre 4 frames pour nos expériences. Cette réduction du nombre de calculs
n’a pas dégradé la qualité des résultats obtenus.
La résolution du maillage est contrôlée à l’aide d’un seuil maximal et minimal de longueur
des arêtes : une arête est coupée en deux si elle est plus grande qu’un seuil pour au moins un
frame temporel ; une arête est “collapsée” si elle est plus petite qu’un seuil pour tous les instants.
Si nous souhaitons effectuer des changements de topologie de manière automatique, en pra-
tique nous utilisons une méthode basée sur le fait que l’on ajoute ou retire des sommets à l’aide
des seuils maximaux et minimaux, puis nous effectuons une triangulation de Delaunay de ces
points, et enfin on retrouve la surface triangulée de topologie correcte par rapport à un instant
temporel de référence en utilisant les informations sur la surface avant modifications. Ce pro-
cédé est expliqué plus en détail en Annexe D et est une application directe des modèles de
Delaunay déformables [PB07]. L’utilisateur peut choisir un instant de référence qui reflète la
véritable topologie de la scène : c’est-à-dire dans le cas d’une personne, un instant où les bras
et les jambes sont suffisamment dégagés du reste du corps.
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FIG. 4.5 – Comparaison entre une méthode de stéréovision avec une approche instant par instant (en
haut) et notre approche spatio-temporelle (en bas) pour le jeu de données “Pants”. Voir le texte pour de
plus amples explications.
4.4.2 Résultats expérimentaux
Le jeu de données “Pants” est composé de 8 caméras. Il nous a été fourni par R. White, K.
Crane and D.A. Forsyth [WCF07]. Nous avons appliqué notre algorithme avec succès sur les 60
premiers instants temporels de ce jeu de données. En raison de la haute résolution de ces images,
quatre échelles multi-résolution ont été nécessaires pour obtenir la précision de reconstruction
spatio-temporelle montrée en Figure 4.4.
La Figure 4.5 démontre la supériorité de notre approche spatio-temporelle par rapport à
une reconstruction instant par instant utilisant une méthode de stéréovision de l’état de l’art
[PKF07], sur le jeu de données “Pants”. Concernant l’approche instant par instant, l’idée est
d’utiliser le frame obtenu à l’instant un après raffinement, pour initialiser le second instant.
Puis on raffine l’instant deux à l’aide d’une optimisation variationnelle basée sur une énergie
similaire mais sans interaction entre les différents instants. Enfin nous ajoutons petit à petit
des nouveaux frames de la même façon et de manière séquentielle. Les améliorations sont sur
trois niveaux : (i) notre approche permet d’exploiter la vitesse et l’accélération pour avoir une
bonne estimation initiale de l’instant suivant, et est donc moins sujette à être bloquée dans
des minimas locaux (ii) grâce aux contraintes de cohérences spatio-temporelles utilisées, notre
approche est moins sujette à échouer dans des régions où la photo-consistance est mauvaise (iii)
Notre approche permet d’acquérir simultanément et de manière consistante la forme 3D et le
champ de vitesse 3D.
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FIG. 4.6 – Nos résultats pour le jeu de données du “Dancer”. Voir le texte pour de plus amples explica-
tions.
Le jeu de données “Dancer” nous a été fourni par l’entreprise 4Dviews 2. Ce jeu de données
a été acquis par 14 vidéos calibrées et synchronisées. Nous avons appliqué notre algorithme
aux 10 premiers instants de ce jeu de données. Pour initialiser notre procédure séquentielle et
multi-résolution, nous avons utilisé un algorithme standard de stéréovision pour effectuer la
reconstruction du premier instant. La reconstruction spatio-temporelle obtenue après avoir ap-
pliqué trois niveaux de multi-résolution est présentée dans la Figure 4.6. Nous insistons sur le
fait que nous n’avons utilisé aucune information de silhouette pour notre algorithme et qu’ef-
fectuer de la stéréovision sur un tel jeu de données est particulièrement délicat. En effet, ce jeu
de données a été conçu pour des méthodes basées sur les silhouettes, et de nombreuses parties
du sujet sont très peu texturées.
4.5 Pour aller plus loin...
Nous avons présenté une nouvelle méthode variationnelle permettant d’estimer de manière
dense, précise et simultanée la forme tridimensionnelle ainsi que le champ de vitesse tridimen-
sionnel à partir de séquences vidéos acquises depuis différents points de vue. Notre approche
2http ://4dviews.com
84 4–Approche proposée
bénéficie des avantages de la représentation par un maillage triangulé animé, d’une énergie de
photo-consistance calculée dans la grille des images, d’une optimisation géométrique discrète et
des calculs rapides effectués sur carte graphique. Nous avons appliqué avec succès notre algo-
rithme sur des jeux de données compétitifs, et obtenu des résultats rivalisant avec les méthodes
constituant l’état de l’art.
En regardant de plus près les techniques mentionnées au début de cette partie consacrée à
la reconstruction spatio-temporelle, nous avons vu que très peu de ces méthodes constituant
l’état de l’art permettent d’obtenir l’estimation couplée, dense et précise de la forme 3D et du
mouvement 3D souhaitée. Nous avons proposé une approche permettant d’atteindre ces objectifs
avec notre cadre variationnel. Nous pouvons également noter que ces méthodes de l’état de l’art
nécessitent une bonne initialisation et ne parviennent pas à fournir une reconstruction spatio-
temporelle correcte en présence de larges déplacements entre des instants consécutifs.
Bonne initialisation La plupart des méthodes de reconstruction utilisant la photo-consistance
sont basées sur des optimisations variationnelles [GM04, NA02]. Ces méthodes sont sujettes
à rester bloquées dans des minimas locaux, à moins qu’on ne leur fournisse une estimation
initiale proche de la véritable scène dynamique. L’absence d’une bonne initialisation disqualifie
la plupart des méthodes de stéréovision les plus performantes, mais également les meilleures
méthodes de reconstruction spatio-temporelle. Ce problème se pose d’autant plus dans le cas
de scènes encombrées, lorsqu’une bonne approximation de la scène par les silhouettes visuelles
(Visual Hull) ou par un scan laser ne peut être obtenue.
Larges déplacements entre des instants consécutifs De nombreuses méthodes de reconstruc-
tion spatio-temporelle, sont basées, tout comme la nôtre, sur une approche séquentielle. C’est-
à-dire que le nouvel instant est généré à partir des instants précédents. Aussi il en résulte une
accumulation d’erreurs, une dérive par rapport à la scène dynamique réelle pouvant augmenter
au cours du temps. De plus, en cas de mouvements rapides même notre utilisation des informa-
tions de vitesse et d’accélération n’est pas suffisante pour suivre un mouvement très volatile.
Dans notre cas, cette génération séquentielle n’est effectuée, comme nous l’avons mentionné
plus haut, qu’à une basse résolution, ce qui permet de capturer d’assez larges déplacements.
Néanmoins, pour de très grands déplacements même notre approche multi-résolution est insuf-
fisante. D’autre part plus la résolution d’image utilisée est basse plus on perd des informations
de formes (mains, parties saillantes...) qu’on ne pourra pas nécessairement retrouver par la suite
en augmentant la résolution.
Dans cette section nous proposons une nouvelle méthode de reconstruction spatio-
temporelle sous la forme d’un pipeline, qui pourrait permettre de retrouver la forme 3D et le
mouvement 3D simultanément, et ce, même en présence de larges déplacements et dans le cas
de scènes dynamiques encombrées. Dans un premier temps, un optimum global d’une énergie
spatio-temporelle (4D) serait calculé, afin d’obtenir un maillage 4D. Un ensemble de maillages
3D pour chaque instant de la séquence temporelle serait alors retrouvé en extrayant des coupes
temporelles dans le maillage 4D. Dans un second temps, des correspondances temporelles se-
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raient alors calculées de manière dense sur le maillage entre les instants consécutifs, et nous
pourrions en déduire un maillage spatio-temporel. Enfin, le maillage spatio-temporel ainsi ob-
tenu serait raffiné suivant la méthode variationnelle présentée dans cette partie consacrée à la
reconstruction spatio-temporelle à partir de vidéos.
La première contribution de notre pipeline serait de fournir une initialisation grâce à une op-
timisation globale qui permet de gérer les scènes larges et encombrées. De plus, les grands dé-
placements entre les frames sont bien gérés en trouvant des correspondances entre les différents
maillages 3D, grâce à une hypothèse selon laquelle les distances géodésiques sont conservées.
Finalement, une forme 3D précise ainsi qu’un mouvement 3D précis peuvent être obtenus grâce
à notre méthode d’optimisation variationnelle basée sur une énergie spatio-temporelle intégrée
dans la grille des images.
Dans les sections 4.5.1, et 4.5.2 nous décrivons en détail les deux premières étapes du pipe-
line proposé.
4.5.1 Maillage 4D à partir d’une optimisation globale
La première étape consiste à produire un maillage spatio-temporel prenant en compte la vi-
sibilité et suffisamment précis pour être raffiné par notre optimisation variationnelle sans tomber
dans des minimas locaux trop éloignés de la véritable scène. Cette partie est une extension du
travail de P. Labatut et al. [LPK07]. Notre méthode se compose de quatre étapes : (i) un nuage
de points 3D quasi-dense est généré pour chaque frame, chaque point mémorisant les deux
images ou plus à partir desquelles il a été triangulé. Un nuage de points 4D spatio-temporels
est obtenu en ajoutant une quatrième coordonnée temporelle à chaque point 3D ; (ii) la tri-
angulation de Delaunay du nuage de points 4D est calculée ; (iii) les pentatopes de Delaunay
(simplexes de pleine dimension dans R4) sont étiquetés internes ou externes par rapport à l’ob-
jet spatio-temporel minimisant une énergie spatio-temporelle prenant en compte la visibilité de
façon similaire à [LPK07], une surface 4D orientée est alors extraite comme étant l’ensemble
des tétraèdres 4D situés à la frontière entre les pentatopes externes et les pentatopes internes.
L’énergie prend en effet en compte la visibilité : Toutes les facettes 4D, intersectant le rayon op-
tique entre les caméras et les points 3D, sont pénalisées. Cette énergie est minimisée de manière
globale en calculant une coupe minimale s-t (source-puits) par Graph-cut ; (iv) la surface 3D à
un instant donné est obtenue en intersectant cette hypersurface 4D avec un plan temporel. Cette
méthode fait appel à des connaissances sur la triangulation de Delaunay et sur une minimisation
d’énergie par Graph-cut expliquées en Annexe D. Les graph-cut sont brièvement introduits en
Annexe B.3. Pour le lecteur intéressé nous signalons que cette méthode a été décrite en détails
par E. Aganj dans [APK09].
4.5.2 Mise en correspondance de maillages
La méthode présentée ci-dessus permet de retrouver des maillages 3D à chaque instant, en
utilisant une forme de cohérence temporelle. Néanmoins ces maillages sont indépendants et ne
sont pas mis en correspondances. Pour pouvoir utiliser notre méthode variationnelle de raffi-
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nement présentée dans cette partie de la thèse, nous devons avoir des correspondances dans le
temps, et plus particulièrement un maillage spatio-temporel initial avec une connectivité fixe et
des positions de sommets variables dans le temps. Nous proposons donc une approche varia-
tionnelle pour retrouver un ensemble de correspondances dans le temps entre les maillages.
Nous utilisons l’hypothèse de la conservation des distances géodésiques entre les différents
points du maillage dans le temps. Cette hypothèse est raisonnable dans le contexte d’objets
articulés, dans la mesure où la plupart des déformations élastiques sont locales et n’affectent
pas fortement l’hypothèse d’isométrie d’un point de vue global. Dans ce but, Bronstein et
al. [BBK06] ont proposé une généralisation multi-échelle pour la mise en correspondance iso-
métrique. Leur méthode repose essentiellement sur la métrique de la surface, rendant cette ap-
proche purement géométrique. Dans [TK09], les auteurs proposent une extension des travaux
de Bronstein et al. en ajoutant la photo-consistance dans le cas de maillages issus de stéréovi-
sion multi-vues. La plupart du temps de tels maillages sont bruités et ont de fortes déformations
élastiques locales induisant des erreurs lorsque l’on utilise une approche purement géométrique
comme dans [BBK06]. Néanmoins l’hypothèse d’isométrie est utilisée comme terme de régu-
larisation pour l’approche variationnelle dans [TK09]. De plus, dans cet article, un ensemble de
correspondances initiales est utilisé à l’aide des SIFT[Low04b] calculés dans les images et mis
en correspondances entre les maillages. Afin d’améliorer la mise en correspondance des points
SIFT détectés, chaque triangle est étiqueté par rapport à l’image par laquelle il est le mieux vu.
Ainsi nous mettons en correspondances les points visibles dans une caméra au temps t avec les
points visibles dans la même caméra ou une caméra très proche. Nous avons ainsi une initialisa-
tion plus robuste des correspondances et sans ambiguïté dans les cas de maillages symétriques
grâce à notre information spatiale provenant des caméras étiquetées. Ces correspondances ini-
tiales sont ensuite raffinées en minimisant l’énergie suivante :
Etot(Θ) = αEgeom(Θ) + βEphoto(Θ). (4.12)
Le premier terme Egeom est la partie géométrique, reprise des travaux de Bronstein et
al. [BBK06] tandis que le terme Ephoto correspond à un terme de photo-consistance et d’at-
tache aux données dans les images. α et β sont des nombres réels positifs contrôlant les poids
relatifs de ces termes. Comme les points correspondants sont représentés localement en uti-
lisant les coordonnées barycentriques Θ dans les triangles, l’énergie (4.12) est minimisée par
rapport à Θ. Ainsi nous raffinons les positions des points pour que leurs reprojections dans les
images minimisent une dissimilarité (l’opposé de la corrélation comme pour notre méthode va-
riationnelle) entre les images, ainsi que des informations géométriques intrinsèques entre les
maillages. Une stratégie par expansion est utilisée au cours des itérations successives de cette
minimisation par descente de gradient. Une approche multi-résolution est également utilisée.
La topologie de la séquence est supposée fixe et initialisée par le maillage à l’instant t = 0. A
partir du temps t = 0, nous propageons les sommets dans le temps par mises en correspondance
successives de paires d’instants. Dans la mesure où nous avons besoin de correspondances pour
chaque sommet du maillageM0 dans tous les frames suivants, la méthode de [TK09] n’est pas
directement applicable. Ainsi nous ne minimisons l’énergie que pour un petit sous ensemble
de sommets jugés fiables qui constituent un maillage basse résolution. Une fois que la méthode
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converge, les correspondances sont interpolées à une échelle plus fine du maillage et des images
en utilisant les distances géodésiques comme dans le travail de [BBK06]. L’idée consiste donc
à utiliser une approche multi-résolution en terme d’images mais également de maillage. Nous
avons vu dans cette partie comment on peut changer la résolution du maillage en fonction de
celle des images avec des longueurs caractéristiques maximales et minimales (Voir Annexe D
pour de plus amples détails).
Les principales difficultés rencontrées pour notre pipeline pourraient être la non conser-
vation des distances géodésiques dans le cas de changements de topologie d’une part et de
maillages bruités d’autre part. Les travaux de [PSDB+10, BBH08] mènent une réflexion sur la
gestion des changements de topologie, en considérant par exemple la conservation des distances
intrinsèques d’un point de vue local et non global. Un débruitage approprié des maillages est
également effectué pour que l’hypothèse de conservation locale des distances intrinsèques reste
applicable. Nous pourrions nous inspirer de ces travaux pour rendre notre pipeline plus robuste.
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Il existe de nombreux détecteurs de points d’intérêt tels que les SIFT ou les MSER. Ici
nous nous intéresserons plus particulièrement aux descripteurs SIFT qui est la méthode de mise
en correspondance que nous avons utilisée pour implémenter les méthodes présentées dans
ce manuscrit. Nous faisons une brève étude des descripteurs SIFT, mais pour une étude plus
exhaustive le lecteur peut se référer à l’article de D. Lowe qui est l’inventeur des descripteurs
SIFT [Low04a].
A.1 Étude de détecteurs de points d’intérêts
A.1.1 Détecteur Laplacien
Si l’on note u(σ,x) = Gσ (u0(x)) la convolution de l’image u0 par une gaussienne de
variance σ alors l’équation de la chaleur est satisfaite (l’équation n’étant pas ici paramétrée par




Cette équation étant invariante par transformation affine, il a été démontré par Lindeberg
(1994) [Lin94], que pour avoir une invariance de région locale par changement d’échelle il faut
étudier σ2∆2u. Mycolajczyk [Mik02] a ensuite montré par des études comparatives détaillées
que l’étude des extrema de σ2∆2u fournit les régions les plus stables par transformation affine.
A.1.2 Détecteur DOG
Afin d’obtenir des temps de traitements plus rapides on remarque qu’il est possible d’ef-
fectuer un lissage suivant l’horizontale avec une gaussienne, puis une convolution suivant la
verticale avec une autre gaussienne (la fonction gaussienne étant séparable). D’autre part il est
possible d’utiliser une échelle pyramidale afin d’approximer σ2∆2u par simple soustraction,
comme indiqué en figure A.1.
On peut paramétrer le nombre d’octaves o, le nombre d’échelles par octave s (précision). A
chaque octave on double σ.
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FIG. A.1 – Calcul des différences de gaussiennes.
L’opérateur de convolution par la gaussienne étant pyramidal il existe λ (t, h) tel que
Gt+h (u) = Gλ (Gt (u)). Il suffit donc de lisser l’image de l’échelle précédente par une gaus-
sienne de petite taille λ ce qui permet d’avoir un gain en temps de calcul.
Enfin, pour passer à l’octave suivant, c’est-à-dire lisser par une gaussienne de variance deux
fois plus grande, il suffit de sous-échantillonner d’un facteur 2 l’image, puis de convoler par une
gaussienne de variance σ.
Un rapide calcul montre que la soustraction, entre les images lissées à deux échelles succes-
sives, permet d’obtenir une bonne approximation de σ2∆2u à un facteur constant près, qui ne




DOG ≈ (k − 1)σ2∆2u (A.2)
Pour détecter les extrema, il suffit de comparer un pixel à ses proches voisins à la même
échelle et aux échelles consécutives comme indiqué en figure A.2.
A.2 Étude des descripteurs SIFT
A.2.1 Descripteur SIFT et histogramme de gradient
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FIG. A.2 – Détection des extréma par comparaison entre les proches voisins.
FIG. A.3 – Décomposition de la zone d’intérêt en 4× 4× 8 cases.
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A.2.1.1 Orientation
Afin de définir l’orientation, on effectue un histogramme sur 36 cases (pour les 360˚) des
orientations du gradient dans la région du point clé. A chaque pixel on assimile un poids à
l’orientation correspondant à l’amplitude du gradient ainsi qu’un poids lié à une fenêtre cir-
culaire gaussienne de taille 1.5σ. Ce qui permet d’attribuer un poids plus important aux forts
gradients situés près de l’origine du point d’intérêt.
Pour effectuer une mise en correspondance plus robuste on utilise plusieurs orientations pos-
sibles pour le point d’intérêt. Si une des orientations est supérieure a 80% du pic d’orientation
dans l’histogramme on ajoute un point d’intérêt avec une nouvelle orientation. En moyenne
15% des points détectés se voient assignées plusieurs orientations.
A.2.1.2 Description
Sur une région 16× 16 pixels, on calcule tous les gradients. Alors on recalcule les vecteurs
dans le repère défini par l’orientation trouvée pour le point, afin d’obtenir une invariance par
rotation. Ensuite, on découpe cette région en 4× 4 zones, comme indiqué sur la figure A.3. Fi-
nalement on calcule l’histogramme sur 8 cases (8 orientations possibles) en pondérant chaque
vecteur par une fenêtre gaussienne de taille 0.5σ, toujours afin de donner un poids plus im-
portant au centre de chaque zone et pour éviter de fortes variations aux frontières si il y a des
inexactitudes dans les échelles trouvées et des gradients importants aux frontières. On obtient
un vecteur descripteur de taille 4× 4× 8 = 128.
Afin de réduire les effets dus aux changements de luminosité, le vecteur est normalisé à 1.
D’autre part les changements non linéaires (saturation, variation de la surface) peuvent affecter
les amplitudes des gradients mais sont moins susceptibles de modifier les orientations. Ainsi
pour limiter l’influence des très forts gradients, les éléments du vecteur sont seuillés à 0.2, puis
le vecteur est normalisé à nouveau.
A.2.1.3 Mise en correspondance
Supposons que nous ayons des points d’intérêts et leurs descripteurs dans 2 images. Il suffit
pour chaque point détecté dans la première image de calculer les 2 plus proches parmi les points
détectés dans la seconde image. La distance peut être définie comme la distance euclidienne
entre les vecteurs descripteurs. Nous obtenons alors 2 correspondances, la plus proche ayant
une distance d1 et la seconde ayant une distance d2 entre les descripteurs. Nous considérons la
meilleure correspondance comme étant retenue si le ratio r = d1
d2
< 0.8.
Il s’agit du critère de David Lowe qui permet de ne garder que les correspondances distinc-
tives, c’est-à-dire celles pour lesquelles la meilleure correspondance est “bien meilleure” que
les autres.
A.2.2 Expériences
La figure A.4 présente les “Difference Of Gaussian” obtenues aux différentes échelles.
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FIG. A.4 – “Difference Of Gaussian” obtenues aux différentes échelles.
FIG. A.5 – correspondances obtenues avec le critère de David Lowe.
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La figure A.5 montre un aperçu des correspondances trouvées. Si la plupart des correspon-
dances sont correctes, certaines lignes croisées montrent qu’il est important de récupérer les
véritables correspondances de manière robuste. Pour cela on utilise la géométrie des caméras.
A cet effet on peut garder les bonnes correspondances entre 2 ou 3 images, et éliminer les




B.1 Solution aux moindres carrés d’équations linéaires
B.1.1 Décomposition en valeurs singulières
La décomposition en valeurs singulières (SVD) est une des décompositions matricielles
les plus connues. Son application la plus courante est la résolution de systèmes d’équations
surdéterminés.
Etant donné une matrice carrée A, la SVD est une factorisation de A telle que A = UDVT
où U et V sont des matrices orthonormales, et D est une matrice diagonale avec des entrées non
négatives. La décomposition peut être faite de sorte que les entrées diagonales de D sont classées
dans l’ordre décroissant, et nous supposerons que ceci est toujours le cas. Ainsi la colonne de V
correspondant à la plus petite valeur singulière est en fait la dernière colonne de V.
La SVD existe également pour les matrices non carrées A. Nous nous intéressons ici au cas
où A a plus de lignes que de colonnes. A étant une matrice m × n avec m ≥ n. Dans ce cas A
peut être factorisée sous la forme A = UDVT où U est une matrice orthonormale de taille m×n,
D est une matrice diagonale n×n, et V est une matrice orthonormale de taille n×n. Le fait que
U soit orthonormale signifie que UTU = In×n. De plus U préserve la norme c’est-à-dire pour
tout vecteur x, ‖Ux‖ = ‖x‖.
On peut également définir une décomposition en valeurs singulières pour une matrice ayant
plus de colonnes que de lignes. Lorsque l’on souhaite obtenir une SVD de la matrice A avec
m < n, il convient de compléter A avec des lignes contenant des valeurs nulles, pour obtenir
une matrice carrée, et alors effectuer la SVD de cette matrice carrée résultante. Les librairies
de décomposition en valeurs singulières effectuent généralement cette procédure automatique-
ment.
Dans ce manuscrit, aucune preuve de l’existence de cette décomposition n’est donnée. Pour
une description des preuves liées à cet algorithme, le lecteur peut se référer à [GVL96].
B.1.2 Solution aux moindres carrés d’équations linéaires homogènes
Trouver x minimisant ‖Ax‖ tel que ‖x‖ = 1 Nous traitons dans un premier temps le
cas où A a un rang plein. En effectuant une décomposition en valeurs singulières, le problème
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consiste à minimiser
∥∥UDVTx∥∥ tel que ‖x‖ = 1. Dans la mesure où ∥∥UDVTx∥∥ = ∥∥DVTx∥∥
et ‖x‖ = ∥∥VTx∥∥, le problème est équivalent à minimiser ∥∥DVTx∥∥ tel que ∥∥VTx∥∥ = 1. En
notant y = VTx, le problème consiste à minimiser ‖Dy‖ tel que ‖y‖ = 1. Maintenant, D est
une matrice diagonale avec ses entrées dans l’ordre décroissant. La solution au problème est
évidemment y = (0, 0, · · · , 0, 1)T . Finalement, la solution du problème initial est x = Vy et
est simplement la dernière colonne de V.
Objectif
Etant donné une matrice A de taille m × n et de rang au moins n, trouver x minimi-
sant ‖Ax‖ tel que ‖x‖ = 1.
Solution
x est la dernière colonne de V, où A = UDVT est la SVD de A.
Dans le cas où A est de rang n − (k + 1) avec k ≥ 0, alors toutes les colonnes de V,
Vn, · · · ,Vn−k associées aux k + 1 dernières valeurs singulières nulles seront solutions. Et la
solution générale est un espace vectoriel de la forme :
{
V tel que V = λ0Vn + · · ·+ λkVn−k , (λ0, · · · , λk) ∈ Rk+1
}
(B.1)
B.1.3 Solution aux moindres carrés d’équations linéaires non homogènes
Trouver x minimisant ‖Ax− b‖ Dans un premier temps nous nous intéressons au cas
où A est de taille m × n avec m ≥ n et la matrice n’est pas dégénérée et est de rang n.
Nous cherchons à minimiser ‖Ax− b‖ = ∥∥UDVTx− b∥∥, dans la mesure où les matrices or-
thonormales préservent les normes, en multipliant l’équation précédente par UT ceci revient à
minimiser
∥∥DVTx− UTb∥∥. En notant y = VTx et b′ = UTb, le problème consiste à minimiser
‖Dy − b′‖.
























Il est clair que le vecteur Dy pouvant le mieux approcher b′ est le vecteur
(b′1, b
′




, pour i allant de 1 à n. On
remarque que comme le rang de A est n, ∀ i di 6= 0. Finalement on retrouve la solution du
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problème initial x = Vy. Voici un récapitulatif de l’algorithme :
Objectif
Trouver x minimisant ‖Ax− b‖ pour une matrice Am× n de rang n avec m ≥ n.
Algorithme
i. Trouver la SVD A = UDVT , où si est la ième entrée de la matrice diagonale D
ii. Poser b′ = UTb




iv. La solution est x = Vy
Dans la mesure où le rang de A est r < n, la première partie de la résolution du pro-
blème reste inchangée, et le problème consiste toujours à minimiser ‖Dy − b′‖.

s1




















Il est clair que le vecteur Dy pouvant le mieux approcher b′ est le vecteur
(b′1, b
′




, pour i allant de 1
à r. Une solution du problème initial est donc x = Vy. D’autre part les n−r dernières colonnes
de V sont des vecteurs nuls de A, aussi la solution générale du problème peut s’écrire :
{
x tel que x = Vy + λr+1Vr+1 + · · ·+ λnVn , (λr+1, · · · , λn) ∈ Rn−r
}
(B.4)




Trouver x minimisant ‖Ax− b‖ pour une matrice Am× n de rang r < n.
Algorithme
i. Trouver la SVD A = UDVT , où si est la ième entrée de la matrice diagonale D
ii. Poser b′ = UTb
iii. Trouver le vecteur y défini par yi =
b′i
si
, pour i allant de 1 à r et 0 sinon.
iv. Une solution est x = Vy
v. La solution générale est x = Vy + λr+1Vr+1 + · · ·+ λnVn, où Vr+1, · · · ,Vn sont les
n− r dernières colonnes de V.
Dans le cas où la matrice A est de rang n, nous allons chercher à résoudre le problème d’une
façon différente. Si l’on suppose que x minimise ‖Ax− b‖, il minimise l’expression scalaire
(Ax− b)T (Ax− b). Toutes les dérivées partielles de cette expression par rapport aux entrées de
x sont donc forcément nulles. Ceci s’écrit simplement ATAx − AT b = 0. La matrice étant de
rang n, ce système a une solution unique qui est x = (ATA)−1ATb. Il s’agit de la solution au
problème initial. L’algorithme est résumé ci-dessous.
Objectif
Trouver x minimisant ‖Ax− b‖ pour une matrice Am× n de rang n avec m > n.
Algorithme
i. La solution est x = (ATA)−1ATb.
Les équations ATAx − AT b = 0 sont appelées les équations normales. Cet algorithme
est proposé ici car lorsque n est petit devant m il devient moins coûteux de calculer la matrice
(ATA)−1AT que d’effectuer une SVD. Lorsque A est de rang n cette matrice est en fait la
pseudo-inverse de A.
B.1.4 Minimisation sous contraintes
Trouver x minimisant ‖Ax‖ sous contraintes ‖x‖ = 1 et x = Gx̂ La contrainte x = Gx̂
signifie que x est dans l’espace formé par les colonnes de G. Effectuons une SVD G = UDVT ,
D a r entrées non nulles (c’est-à-dire G est de rang r). Si U’ est la matrice formée par les r
premières colonnes de U, alors l’espace formé par les colonnes de U’ est le même que l’espace
formé par les colonnes de G. Il suffit de résoudre le problème consistant à trouver x̂′ minimisant∥∥∥AU’ x̂′∥∥∥ sous contraintes ∥∥∥x̂′∥∥∥ = 1. Cette résolution a été vue plus haut dans cette même
section. Finalement comme U’ a un rang plein et conserve la norme, la solution du problème
B.1–Solution aux moindres carrés d’équations linéaires 101
initial est x = U’x̂′. Nous résumons l’algorithme ci-dessous.
Objectif
Trouver x minimisant ‖Ax‖ sous contraintes ‖x‖ = 1 et x = Gx̂.
Algorithme
i. Trouver la SVD G = UDVT . D ayant r entrées non nulles.
ii. Former U’ à partir des r premières colonnes de U.
iii. Trouver x̂′ minimisant
∥∥∥AU’x̂′∥∥∥ tel que ∥∥∥x̂′∥∥∥ = 1, vu en B.1.2.
iv. La solution au problème est x = U’x̂′.
Trouver X minimisant ‖AX‖22 pour une matrice A k × p sous contraintes que les
colonnes de X ∈ Rk×p soient orthonormées La solution est donnée par X = [u1 . . .up] où
uj est le vecteur propre de AT A correspondant à la j e`me plus petite valeur propre λj .
Nous en proposons une preuve dans le cas où p = 2, le cas général se déduit facilement. Si
l’on pose X = [u1 u2]. Les vecteurs propres sont orthonormaux dans la mesure où AT A est une
matrice symétrique.
‖AX‖22 = ‖Au1‖2 + ‖Au2‖2 = λ1 + λ2
.
Il suffit donc de démontrer que pour tout X ayant des colonnes orthonormées alors,
‖AX‖22 ≥ λ1 + λ2.
Effectuons un raisonnement par l’absurde, supposons qu’il existe une matrice X = [X1X2]
ayant des colonnes orthonormées telle que ‖AX‖22 < λ1 + λ2.





= k + 1 > k. On supposera v de norme unitaire.
Soit w ∈ Rk de norme unitaire orthogonal à v et appartenant à Span(X1, X2). On a alors




D’autre part comme ‖Aw‖22 ≥ λ1, on a
‖A[u1 v]‖22 ≤ ‖A[w v]‖22 = ‖AX‖22 < λ1 + λ2
.
Or,
‖A[u1 v]‖22 = λ1 + ‖Av‖22
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.
Donc ∃v ∈ Rk tel que v est orthogonal à u1 et ‖Av‖22 < λ2. Ceci est absurde car v appartient
à l’espace formé par tous les vecteurs propres sauf celui associé à λ1 et donc ‖Av‖22 ≥ λ2.
B.2 Méthodes itératives
B.2.1 Itérations de Gauss-Newton
Supposons que nous avons une fonctionnelle f , et P représente le vecteur des paramètres.
Nous cherchons P minimisant ‖f(P)‖. La méthode proposée est itérative, nous partons donc
d’un estimateur initial P0, Et à chaque itération nous calculons l’estimateur Pi+1 à partir de
Pi. En supposant que la fonctionnelle est linéaire et J étant la matrice jacobienne de f on a
l’équation f(Pi+1) = f(Pi)+J(Pi+1−Pi). Nous souhaitons trouver le déplacement permettant
d’annuler f(Pi+1), pour cela nous cherchons ∆ = Pi+1−Pi minimisant J∆+f(Pi). A cet effet
il suffit de résoudre les équations normales décrites en Annexe B.1.3 : JTJ∆ = −JT f(Pi).
Cette méthode constitue une très bonne approximation lorsque l’on est proche du minimum
global et peut converger très rapidement. Néanmoins elle n’offre aucune garantie ni de conver-
ger ni de réduire l’erreur de la fonctionnelle.
B.2.2 Descente de gradient
Annuler la fonctionnelle f , revient à chercher le minimum de
∥∥f(P)T f(P)∥∥. Le dévelop-
pement limité au premier ordre est f(Pi+1) = f(Pi) + J∆ + ◦(∆). Donc, en choisissant
λ∆ = −JT f(Pi) on a :
f(Pi+1)







T f(Pi+1)− f(Pi)T f(Pi) = 2f(Pi)TJ∆ + ◦(∆)
f(Pi+1)
T f(Pi+1)− f(Pi)T f(Pi) = −2f(Pi)TJJT f(Pi) + ◦(∆)
(B.5)
Aussi pour λ suffisamment grand les termes d’ordre 2 sont négligeables et nous sommes sûrs
de minimiser la fonctionnelle. Pour cet algorithme il faut choisir λ adaptativement de façon à
garantir la décroissance. Cette méthode offre plus de garanties que la précédente mais est sujette
à rester bloquée dans des minimas locaux.
B.2.3 Itérations de Levenberg-Marquardt
La méthode de Levenberg-Marquardt consiste à utiliser les méthodes de Gauss-Newton et
de descente de gradient conjointement. Concrètement à chaque itération le déplacement sera la




∆ = −JT f(Pi).
Une valeur initiale généralement choisie pour λ sera 10−3 multiplié par la moyenne des
termes diagonaux de JTJ. Si cette équation permet de réduire l’erreur alors on multipliera λ
par 10 pour l’itération suivante. En revanche, si l’on augmente l’erreur on refait un essai en






FIG. B.1 – Une coupe s-t dans un graphe.
multipliant λ par 10 et en itérant ce procédé jusqu’à ce que l’on parvienne à faire décroître
l’erreur.
Ainsi, lorsque λ est petit on se rapproche d’une résolution de type Gauss-Newton, qui est
efficace et rapide mais n’offre aucune garantie de convergence. Lorsque pour λ petit, on ne par-
vient pas à réduire l’erreur on augmente λ et l’équation dominante devient celle correspondant à
la descente de gradient λ∆ = −JT f(Pi), qui pour λ suffisamment grand assure la réduction de
l’erreur. Cette méthode permet donc d’allier les avantages de chaque méthode, efficacité d’un
côté et garanties de décroissance de l’autre.
Pour des problèmes à grande dimension, et lorsque le jacobien J a une forte sparsité,
on peut utiliser une implémentation sparse de Levenberg-Marquardt disponible sur le web
http://www.ics.forth.gr/~lourakis/sba/ et basée sur un article de M.Lourakis
et al. [LA09].
B.3 Optimisation discrète : Les Graph-cut
Dans cette section, nous introduisons le problème de la coupe s-t minimale dans un graphe.
Soit G =< V , E > un graphe orienté avec des noeuds V et des arêtes E . Il y a également deux
noeuds terminaux dans G : la source (en anglais source) s et le puits (en anglais sink) t. Nous
assignons à chaque arête allant de p vers q une capacité (poids positif) c(p, q).
Une coupe de G est une partition de V en deux ensembles disjoints S et T . Elle est appelée
coupe s-t C = (S, T ) quand s ∈ S et t ∈ T . La Figure B.1 présente un exemple d’une coupe
s-t dans un graphe. Un ensemble de coupe C est l’ensemble des arêtes coupées allant depuis un
noeud du côté de la source vers un noeud du côté du puits, la capacité ou le coût de C est la
somme des poids des arêtes dans cet ensemble de coupe :
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Trouver la coupe s-t dans un graphe qui a la plus petite capacité est très intéressant dans de
nombreux domaines. En effet, en considérant le coût d’une coupe comme une fonction d’éner-
gie, le problème de la coupe minimale est en fait un problème de minimisation binaire. Ceci est
particulièrement intéressant lorsque l’énergie est composée d’un terme d’attache aux données et
d’un terme de régularisation. Le premier représenté par les arêtes entre les noeuds et les noeuds
terminaux, et le second représenté par les arêtes entre les noeuds non terminaux.
Il a été montré que ce problème est équivalent à trouver le flux maximal depuis s vers t (qui
est intuitivement le problème de trouver la quantité maximale d’eau qui peut aller de la source
vers le puits, en passant au travers des arêtes orientées, sans excéder la capacité de chaque arête)
[FF62] : Le flux maximal est égal au coût de la coupe minimale. Des méthodes polynomiales
en temps ont été proposées pour trouver l’optimum global. Le lecteur intéressé peut se référer
à [PCF05, KZ04] pour une introduction aux algorithmes de graph cuts et une description des
types de fonctions pouvant être minimisables globalement par graph cuts.
Une large variété de problèmes de vision par ordinateur peut être formulée en terme de
minimisation d’énergie. En particulier, parmi ceux là, beaucoup se réduisent à un problème
discret de coupe minimale dans un graphe [GPS]. Souvent, pour ces problèmes, l’image ou
l’espace 3D sont représentés par une grille régulière correspondant aux noeuds et aux arêtes
du graphe. Cependant, des travaux plus récents utilisent les graph cuts non plus sur des grilles
régulières mais sur des complexes [KG04]. Le lecteur peut se référer à l’annexe D pour la
définition d’un complexe et un exemple d’une telle minimisation sur un complexe appliquée
à la stéréovision. L’idée est de considérer les partitions d’un graphe comme des étiquettes sur
les cellules d’un complexe, une surface orientée est identifiée à l’aide d’un vecteur étiquetant :




Preuves spécifiques à nos méthodes de
calibration linéaire
C.1 Preuve de la proposition 14
Effectuons la preuve de la proposition 14. Nous commençons par considérer le cas où les 3
lignes des matrices fondamentales Fij et Fik sont différentes du vecteur nul deR3. Ceci implique
que les colonnes des matrices Aijt et A
ij
t forment deux bases orthogonales de R3. En effet, l’
épipole eij est orthogonale aux lignes de Fij (comme nous l’avons vu en section 1.3.1.1), et
(Fijt,1:3)
> × eij est par construction orthogonal à Fijt,1:3 et eij . Ainsi, Aikt et Aijt sont inversibles et
le Tenseur Trifocal peut toujours s’écrireat bt ctdt et ft
gt ht it
 = (Aijt )−1Tijkt (Aikt )−>. (C.1)
Montrons que at = bt = ct = 0. Rappelons que comme nous l’avons montré dans la section
8, les matrices Tijkt lient un point p = (p1, p2, p3) dans la première image à sa droite épipolaire






comme étant le vecteur (δt1, δt2, δt3)>, où δt` représente le symbole de Kronecker qui est égal à
un si t = ` et zéro sinon, nous obtenons Fijt,1:3T
ijk
t = 0
>. En conjonction avec (C.1), la définition













Ceci implique at = bt = ct = 0. Par l’argument transposé, avec la seconde relation entre un
point et sa droite épipolaire vue en proposition 8, nous obtenons également dt = gt = 0. Ainsi,




0 0 00 et ft
0 ht it
 (Aikt )> (C.2)
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Puisque le rang d’une matrice fondamentale est toujours égal à deux, il existe un indice




> et, de façon similaire, Fijt′,1:3T
ijk
t′ = 0
>. Ainsi, en substituant p =
(δt1, δt2, δt3)













Maintenant, observons que (Fijt′,1:3)
>((Fijt,1:3)
> × eij) = −(Fijt,1:3)>((Fijt′,1:3)> × eij) := βt,t′ . De
plus, βt,t′ 6= 0 puisque les vecteurs Fijt,1:3 et Fijt′,1:3 sont linéairement indépendants et orthogonaux
à eij . Cette observation, en conjonction avec les équations (C.2) et (C.3) mène à
Aikt


























Ce qui revient à
(etFikt,1:3 − et′Fikt′,1:3)> × eik + (ft − ft′)eik = 0,
ceci est possible si et seulement si ft = ft′ et etFikt,1:3−et′Fikt′,1:3 = 0. Puisque Fikt,1:3 et Fikt′,1:3 sont
linéairement indépendants, nous en déduisons que et = et′ = 0. De plus, en utilisant l’argument




0 0 00 0 f
0 h it
 (Aikt )>,Tijkt′ = Aijt′
0 0 00 0 f
0 h it′
 (Aikt′ )>
Posons maintenant t′′ comme étant l’élément de l’ensemble {1, 2, 3} qui est différent de t et
t′. En reproduisant le même argument où t est remplacé par t′′ nous obtenons une formule
similaire à (C.14) dans laquelle t′ est remplacé par t′′ partout. La preuve de la proposition vient
en divisant toutes les entrées de [Tijk] par f , qui est différent de 0. En effet si f = 0 alors la
matrice fondamentale calculée à partir de ce tenseur trifocal (comme indiqué en section 1.3.2.3)
serait la matrice nulle de rang r < 2, ce qui est impossible. Donc dans la formulation non
homogène il y a uniquement 4 inconnues correspondant aux degrés de liberté restants, et dans
la formulation homogène il y a 5 inconnues.
Dans le cas où les matrices Fij ou Fik contiennent des lignes nulles, on peut utiliser le
fait que l’équation 2.2 caractérise tous les triplets de caméras possibles (à une transformation
projective près) qui sont compatibles avec les matrices fondamentales Fij et Fik. Au vu de
[HZ03, Eq. 15.1], le Tenseur Trifocal correspondant à ces caméras coïncide avec celui défini
dans la proposition. Ceci complète la preuve. Maintenant on peut également étudier les cas
particuliers où une ligne des matrices fondamentales est nulle, de façon similaire et voir que la
proposition reste également vraie dans ce cas. En effet, si une ligne est nulle, on peut utiliser
pour le changement de base du début, une des lignes non nulles de la matrice fondamentale
(au lieu de la ligne nulle qui mène à une matrice dégénérée). Alors, avec des considérations
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similaires en utilisant des points et droites épipolaires bien choisies, on peut facilement montrer
que des termes supplémentaires s’annulent, et que remplacer la ligne non nulle choisie par la
ligne nulle initiale mène à la même formulation.
Dans ce manuscrit on pourra alternativement choisir la formulation non homogène ou ho-




0 0 00 0 γ′0
0 1 γt
 (Aikt )>,Tijkt = Aijt
0 0 00 0 γ′0
0 γ0 γt
 (Aikt′ )>
C.2 Preuves des équations (2.4) et (2.5)
Donnons la preuve de l’équation (2.4). Soient Pi et Pk les matrices des caméras calculées
à partir du triplet (i, j, k) avec les paramètres γ, et P¯i et P¯k les caméras calculées à partir du
triplet (k, i, `) avec les paramètres γ. Ainsi, nous cherchons l’homographie H telle que dans la
formulation non homogène nous avons P¯ = PH :







H ∼= [I3×3|0], (C.5)
La première équation mène à H1:3,1:4 =
[
kron([γ1:3, γ0], eki) − γ′0[eki]×Fik|03×1
]
. En insérant
ce résultat dans l’équation (C.8) et en utilisant le fait que Fkieki = 0, nous obtenons
− γ′0[eik]×Fki[eki]×Fik + eikH4,1:3 = αI3×3 (C.6)
et eikH4,4 = 0. Ceci implique que H4,4 = 0. De plus en multipliant les parties gauche et
droite de l’équation (C.6) par (eik)>, nous avons H4,1:3 = α(e
ik)>. Afin de terminer la preuve
il reste à déterminer la valeur de α. Ceci est effectué en calculant la trace de chaque côté dans
l’équation (C.6).
Maintenant nous pouvons calculer la transformation projective inverse explicitée dans










] ∼= [I3×3|0]H, (C.8)




, en insérant ceci dans la première équa-
tion, nous obtenons à partir de la dernière colonne : γ1:3 · eik eki + H4,4eki = 0 c’est-à-dire
H4,4 = −γ1:3 · eik A partir des 3 premières colonnes nous avons :
− γ′0[eki]×Fik[eik]×Fki + ekiγT1:3[eik]×Fki + ekiH4,1:3 = λγ′0I3×3 (C.9)
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En multipliant chaque côté de l’équation par [eki]× [eki]×, et en calculant une fois encore la






en effet, les épipoles sont de normes




= −2. En multipliant chaque côté de l’équation (C.9) par
eki
> nous obtenons facilement H4,1:3 ce qui complète la preuve.
C.3 Preuve de la proposition 15
D’après l’équation (2.11) de ce manuscrit, nous avons
P2,γiHvi ∼= Pi+1,∗, P3,γiHvi ∼= Pi+2,∗ (C.10)
P1,γi+1Hvi+1 ∼= Pi+1,∗, P2,γi+1Hvi+1 ∼= Pi+2,∗. (C.11)
Donc,
P2,γiHvi ∼= P1,γi+1Hvi+1 , P3,γiHvi ∼= P2,γi+1Hvi+1 . (C.12)
De plus d’après l’équation (2.12) de ce manuscrit,
P1,γi+1 ∼= P2,γiHi,i+1, P2,γi+1 ∼= P3,γiHi,i+1. (C.13)
En substituant (C.13) dans (C.12), nous avons
P2,γiHvi ∼= P2,γiHi,i+1Hvi+1 , P3,γiHvi ∼= P3,γiHi,i+1Hvi+1 . (C.14)
Si les centres des caméras P2,γi et P3,γi ne sont pas confondus, ce qui est équivalent à
Pi+1,∗, Pi+2,∗ ont des centres différents, alors l’équation (C.14) peut être satisfaite si et seule-
ment si Hvi ∼= Hi,i+1Hvi+1 .
Pour prouver i) et ii), nous avons besoin de transformer les relations de proportionnalité en
relations d’égalité. Puisque Hvi = Hi,i+1Hvi+1 , il existe un nombre réel αi 6= 0 tel que Hvi =
αiH








Posons H˜v1 = Hv1 , H˜v2 = α1Hv2 , H˜v3 = α1α2Hv3 , . . ., H˜vn = α1× . . .×αn−1Hvn . Chaque H˜vi étant
proportionnel à Hvi , ils satisfont l’équation (2.11) du manuscrit. Ceci nous amène à l’affirmation
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qui est équivalent à αI4×4 =
∏n
i=1 H
i,i+1. En prenant la trace de chaque côté, nous avons
l’expression souhaitée pour α ce qui complète la preuve de l’affirmation ii).
Afin de prouver iii), remarquons simplement que toutes les homographies Hvi sont définies à
une transformation projective près. En d’autres termes, nous pouvons remplacer tous les Hvi par
HviQ, où Q est une matrice inversible de taille 4×4. Soit H¯ la matrice de taille 4n×4 résultant des
concaténations verticales des matrices Hvi (satisfaisant les conditions i) et ii) de la proposition).
Soit H¯>H¯ = ULU> la SVD de H¯. Ainsi, L est une matrice diagonale de taille 4×4 avec des entrées
diagonales strictement positives, et U est une matrice orthogonale de taille 4 × 4. Ainsi, U est
une homographie. En fixant Q = U, nous avons une nouvelle version des homographies Hvi qui
satisfait toutes les conditions de la proposition 15.
C.4 Preuve de la proposition 17
Le triplet de caméras correspondant à T ijk est :





)− γ′0[[eij]×Fji |03×1]. (C.19)
Il existe une transformation projective telle que P′i = PiH, P′k = PkH avec :







)− γ′0[[eij]×Fji |03×1])H. (C.20)





L’autre équation est :






L’égalité sur la dernière colonne implique v4 = 0. Les 3 premières colonnes mènent à
βI3×3 = [eik]×Fki[eki]×Fik + eikv1×3. En multipliant chaque côté de l’équation à gauche par
eik
T nous avons v1×3 = βeik
T . L’équation devient, βI3×3 = [eik]×Fki[eki]×Fik + βeikeik
T .






. Le triplet de caméras dans un
autre espace projectif s’écrit donc :















P′j ayant la forme [M3×3 |m3×1], nous pouvons calculer la matrice fondamentale à un facteur
d’échelle près Fjk = [m]×M. Elle est linéaire en fonction de γ et s’écrit comme indiqué dans la
proposition 17.
110 C–Preuves spécifiques à nos méthodes de calibration linéaire
C.5 Preuve de la proposition 16
Si l’on considère un ensemble de tenseurs trifocaux cohérents et connectés, en adéquation
avec notre proposition 14 :
([T opn,γ−K] ... [T ijk,γ0] ... [T lmh,γN])
Nous pouvons calculer les triplets de caméras Pi, Pl, Po dans l’espace projectif du Tenseur
Trifocal
[T ijk,γ0], nous avons évidemment Pi = [I3×3 |03×1] à partir des caméras liées au
Tenseur T ijk (voir équations (2.2)). Et avec la connaissance de la transformation projective entre
deux triplets de caméras consécutifs, nous pouvons écrire dans la formulation non homogène :
Pi = [I3×3 |03×1], Pl = [[eml]×Flm | eml]
∏0
i=N−2 Hγi,γi+1 ,




En effet nous retrouvons Pl à partir du Tenseur trifocal lié à γN−1 et la transportons dans
l’espace projectif du tenseur
[T ijk,γ0], avec l’équation de l’homographie (2.5). Et nous retrou-
vons Po à partir du tenseur trifocal
[T opn,γ−K] et la transportons dans l’espace projectif du
tenseur
[T ijk,γ0], avec l’équation de l’homographie inverse (2.4).
Comme nous pouvons le constater, Pl ne dépend pas de γ−K , γ0 et γN . Aussi cette matrice
sera simplement notée, Pl = [M3×3 |m3×1]. Et nous la normalisons de telle sorte que ||m|| = 1.
En effet celà correspond à l’épipole et notre formulation du Tenseur Trifocal a été effectuée
pour des épipoles de norme unitaire.
Nous remarquons également que [I3×3 |03×1]
∏−2
i=−K Hγi,γi+1 ne dépend pas de γ
−K , γ0 et
γN . Aussi elle sera simplement notée [M′3×3 |m′3×1].
Finalement le triplet de caméras de l’équation (C.23) est :
Pi = [I3×3 |03×1], Pl = [M3×3 |m3×1], Po = [M′3×3 |m′3×1]Hγ−1,γ0 .
Comme établi dans [HZ03] et montré également dans ce manuscrit en section 1.3.1 , la
matrice fondamentale associée aux caméras Pi et Pl est Fli = [m]×M et l’épipole est eil = m.
Nous pouvons écrire le triplet de caméras dans un espace projectif tel que : P′i =
[I3×3 |03×1] and P′l = [[eil]×Fli | eil], avec P′i = PiH et P′l = PlH. Grâce à la première équation







L’équation restante est [[eil]×Fli | eil] = [[m]×[m]×M |m] ∼= [M3×3 |m3×1]H. En utilisant
l’équation du produit vectoriel triple [m]×[m]×M:,i = m (m · M:,i) − M:,i nous déduisons évi-
demment que a4 = −1 et a1:3 = −mTM. Le triplet de caméras peut s’écrire :
Pi = [I3×3 |03×1], Pl = [[eil]×Fli | eil],
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Nous allons maintenant retrouver la matrice fondamentale Foi et montrer qu’elle ne dépend
pas de γ−K , γ0 et γN . Cette matrice fondamentale correspond à la paire de caméras :
Pi = [I3×3 |03×1], Po = [M′3×3 |m′3×1]Hγ−1,γ0 (C.26)
C’est-à-dire,
Pi = [I3×3 |03×1],









Les deux matrices gauches de la décomposition de la caméra Po ne dépendent pas de γ−K ,
γ0 et γN , aussi nous pouvons fusionner ces deux matrices sous la forme fixe [M′′3×3 |m′′3×1].
Nous en déduisons que le triplet de caméras dans l’équation (C.25) peut s’écrire :
Pi = [I3×3 |03×1], Pl = [[eil]×Fli | eil],









De plus en normalisant [M′′3×3 |m′′3×1] de sorte que ||m′′|| = 1, nous obtenons la matrice
fondamentale Foi = [m′′]×M′′ et l’épipole de norme unitaire eio = m′′. De plus avec des calculs
similaires à ceux menant à l’équation (C.24), et en remarquant que H−1 = H, nous pouvons
écrire le triplet de caméras :
Pi = [I3×3 |03×1], Pl = [[eil]×Fli | eil],












Avec a′4 = −1 et a′1×3 = −m′′TM′′. Finalement nous souhaitons exprimer, par identification,
ce triplet dans la formulation de la proposition 14. T iol devrait être équivalent au triplet :





)− γ′s0[[eio]×Foi |03×1], (C.30)


















Aussi nous retrouvons facilement le changement de variable linéaire explicité dans l’équa-
tion (2.19) de la proposition. Ceci complète la preuve.
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C.6 Preuve de la proposition 18
Nous considérons la boucle faite de 4 Tenseurs Trifocaux,
[T ijk,γ0], [T kil,γ1], [T lkj,γ2]
et
[T jli,γ3]. Une matrice fondamentale ayant 7 degrés de liberté, en considérant les Tenseurs
T ijk et T lkj , nous avons 7 contraintes de cohérence exprimant le fait que ces tenseurs ont la
même matrice fondamentale Fjk à un facteur multiplicatif près. De plus T kil et T jli doivent
également partager la même matrice fondamentale Fil, nous avons donc 14 contraintes de co-
hérence indépendantes.
A-partir du tenseur trifocal T ijk, nous déduisons de la proposition 17 que la matrice fonda-
































Les 7 premières équations de cohérence s’écrivent η1Fjk = Fkj
T où les matrices fondamen-
tales sont calculées à partir des tenseurs T ijk et T lkj . De la même façon nous pouvons écrire
les autres équations de cohérence η2Fil = Fli
T à partir des tenseurs T kil et T jli.














eik. Aussi nous retrouvons le facteur mul-
tiplicatif η1. De la même façon nous retrouvons également le facteur multiplicatif η2.
Nous obtenons un système matriciel de 9 × 2 = 18 équations de rang 14. Il ne reste plus
qu’à trouver une contrainte de cohérence indépendante, ou en d’autres termes une contrainte de
cyclicité. Remarquons que dans la mesure où T ijk et T lkj partagent la même matrice fonda-
mentale Fjk, il existe une transformation projective permettant de passer de l’espace projectif
d’un triplet à celui de l’autre triplet, et nous pouvons ainsi déduire la formulation du tenseur
T kil. En effet dans l’équation (C.22) de l’annexe C.4, nous voyons que le triplet de caméras
correspondant au tenseur T ijk peut s’écrire dans un espace projectif :
P′i = [[eki]×Fik | eki], P′k = [I3×3 |03×1],











Maintenant si nous considérons le tenseur T kil, il correspond au triplet de caméras :
Pk = [I3×3 |03×1], Pl = [[ekl]×Flk | ekl],
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En considérant les caméras k et i dans les équations (C.34) et (C.35), nous remarquons que







Finalement, le tenseur T ijk dans l’espace projectif de T kil est :





, P′k = [I3×3 |03×1],














Maintenant nous allons également calculer le tenseur T lkj dans l’espace projectif de T kil.
Le triplet de caméras correspondant à T lkj est :





)− γ′20[[elk]×Fkl |03×1], (C.37)
Nous cherchons la transformation projective H telle que : P′′l = PlH = [[ekl]×Flk | ekl]
et P′′k = µPkH = [I3×3 |03×1]. Grâce à la première équation H1:3,1:4 = [[ekl]×Flk | ekl]. En






lk = 03×1 (C.38)
µI = elkγ21:3
T
[ekl]×Flk − γ′20[elk]×Fkl[ekl]×Flk + elkH4,1:3 (C.39)
En multipliant à gauche par [elk]×[elk]× nous pouvons calculer µ de façon explicite en utili-






est connu nous pouvons






lkT − γ21:3T [ekl]×Flk | −γ21:3 · ekl
]
Ainsi le tenseur T lkj s’écrit dans l’espace projectif du tenseur T kil :
P′′l = [[ekl]×Flk | ekl], P′′k = [I3×3 |03×1],








Comme nous pouvons le voir dans les équations (C.36) et (C.40), nous avons les triplets
de caméras associés aux tenseurs T ijk et T lkj dans le même espace projectif de T kil. Aussi
nous pouvons écrire les dernières contraintes de cohérence comme étant P′′j ∼= P′j , ou plus
particulièrement [eij]×P′′j = η3[eij]×P′j . Nous souhaitons retrouver le facteur multiplicatif η3.
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Ceci permet d’obtenir la valeur de η3γ′00, et l’équation [eij]×P′′j = η3[eij]×P′j devient
simple et linéaire. Nous avons 12 contraintes de cohérence supplémentaires. Finalement les
contraintes de cyclicité s’écrivent C30×16Γ = d. Cette matrice est de rang 15 et est équivalente à
[C − d][Γ; 1] = 0. En calculant la SVD il est facile de transformer le système en C′15×16Γ = d′.
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Annexe D
Transformation de maillages et
Applications
D.1 Introduction à la Triangulation de Delaunay
D.1.1 Enveloppe convexe, Polytopes, Simplexes, et Complexes
Soit M = {M1, . . . ,Mn} un ensemble de points dans Rd. L’ enveloppe convexe de M,
conv(M), est le plus petit ensemble convexe contenant M. C’est un polytope, l’enveloppe
convexe d’un ensemble fini de points (voir Figure D.1 pour un exemple en dimension deux). Un
plan H est un plan support d’un polytope P si il intersecte P et si P est entièrement contenu
dans un des deux demi-espaces fermés liés au plan H . Les faces de P sont ses intersections
avec ses plans support.
Nous appelons k-simplexe l’enveloppe convexe de k + 1 points affines indépendants. Par
exemple, un 0-simplexe est un point, un 1-simplexe est un segment de ligne, un 2-simplexe est
un triangle et un 3-simplexe est un tétraèdre. Nous considèrerons également des 4-simplexes
dans R4 : ils sont nommés pentachorones ou pentatopes. Un simplexe défini par un sous-
ensemble de sommets d’un autre simplexe est une face de ce dernier.
Un complexe simplicial C est un ensemble fini de simplexes satisfaisant les conditions sui-
vantes :
FIG. D.1 – Enveloppe convexe d’un ensemble de points.
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1. chaque face d’un simplexe dans C est aussi un simplexe dans C
2. deux simplexes dans C ne s’intersectent pas, ou leur intersection est un simplexe de plus
petite dimension qui est leur face commune de plus grande dimension.
Les faces d’un complexe simplicial sont ses simplexes le constituant. En dimension d, les
faces de dimensions 0, 1, d− 1, et d sont appelées respectivement les sommets, arêtes, facettes,
et cellules du complexe. Un k-complexe est un complexe dont la dimension maximale des
simplexes est k.
Un complexe de cellules est défini comme un complexe dont les faces (non nécessairement
bornées) sont des polytopes. Des propriétés similaires doivent être satisfaites :
1. chaque face d’un polytope de C est également un polytope dans C
2. deux polytopes dans C ne s’intersectent pas, ou leur intersection est un polytope de plus
petite dimension qui est leur face commune de plus grande dimension.
Deux faces d’un complexe sont incidentes si l’une contient l’autre et leur dimension diffère
de un. Deux sommets (cellules) d’un complexe sont adjacentes si elles partagent une arête
incidente commune (respectivement facette). En accord avec ces relations entre les faces d’un
complexe, les deux graphes suivant sont définis :
– Le graphe incident d’un complexe enregistre un noeud pour chaque face du complexe et
une arête pour chaque paire de faces incidentes.
– Le graphe d’adjacence d’un complexe enregistre un noeud pour chaque cellule du com-
plexe et une arête pour chaque paire de cellules adjacentes.
Deux complexes C et C∗ sont appelés duaux entre eux, s’il existe une bijection entre les
faces de C et celles de C∗ qui inverse les relations d’inclusion. Un exemple bien connu de tels
complexes est décrit dans les sections suivantes.
D.1.2 Diagramme de Voronoi
Les diagrammes de Voronoi sont des structures versatiles qui encodent les relations de proxi-
mité entre les objets. Ils sont particulièrement intéressants pour effectuer des recherches de plus
proches voisins, et pour modéliser des processus de croissance (e.g. croissance de cristal en
sciences des matériaux).
SoitM = {M1, . . . ,Mn} un ensemble de points dans Rd. La région de Voronoi, ou cellule
de Voronoi, notée V (pi), associée à un point pi est la région de l’espace plus proche de pi que
de tous les autres points dansM :
V (Mi) = {X ∈ Rd : ∀j, ‖X −Mi‖ ≤ ‖X −Mj‖} . (D.1)
V (Mi) est l’intersection de n − 1 demi-espaces formés par les plans bissecteurs des points
[MiMj], j 6= i. V (Mi) est donc un polytope convexe, non nécessairement borné. Le diagramme
de Voronoi deM, noté Vor(M), est la partition de l’espace induite par les cellules de Voronoi
V (Mi).
Voir Figure D.3(a) pour un exemple en dimension deux d’un diagramme de Voronoi. En di-
mension deux, les arêtes partagées par deux cellules de Voronoi sont appelées arêtes de Voronoi
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FIG. D.2 – Le polytope de Voronoi est les faces reprojetées sur le plan.
et les points partagés par trois cellules de Voronoi sont appelés sommets de Voronoi. De façon
similaire, en dimension trois, nous appelons facettes de Voronoi, arêtes de Voronoi et sommets
de Voronoi les objets géométriques partagés par respectivement une, deux et trois cellules de
Voronoi. Le diagramme de Voronoi est la collection de tous ces objets k-dimensionnel, avec
0 ≤ k ≤ d, que nous appelons objets de Voronoi. En particulier, remarquons que les cellules
de Voronoi V (Mi) correspondent à des objets de Voronoi de dimension d. Le diagramme de
Voronoi est un complexe de cellules dont le domaine est Rd.





où (x1, x2, · · · , xd+1) sont les coordonnées d’un point dans Rd+1. Le polytope de Voronoi
comme est l’intersection de n demi-espaces dans Rd+1, formés comme l’espace au-dessus de n
hyperplans tangents à P au niveau des projections verticales des points deM sur P (voir figure
D.2). Il peut être montré que le diagramme de Voronoi deM peut être calculé en projetant les
faces du polytope de Voronoi sur Rd. Le problème de calculer le diagramme de Voronoi peut
donc se réduire au problème d’intersections d’hyper espaces.
Le corollaire suivant1 est un résultat de ce théorème. Le lecteur intéressé peut se référer à
[BY98] pour la preuve et une description exhaustive du problème de l’intersection de demi-
espaces.
La complexité (c’est-à-dire le nombre de facettes) du diagramme de Voronoi de n points
1[BY98]
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(a) (b)
FIG. D.3 – (a) diagramme de Voronoi d’un ensemble de points dans le plan. (b) Sa triangulation duale
de Delaunay.









qui est optimal dans le pire des cas.
D.1.3 Triangulation de Delaunay
Les complexes de Delaunay sont un outil classique dans le champ de la génération et la
transformation de maillage grâce à ses propriétés d’optimalité.
SoitM = {M1, . . . ,Mn} un ensemble de points dans Rd. Le complexe de Delaunay deM,
notéDel(M), est obtenu comme étant le dual du diagramme de Voronoi, il existe une bijection,
inversant les relations d’inclusion, entre les k-faces du diagramme de Voronoi et les (d − k)-
faces du complexe de Delaunay. Comme on le voit sur la figure D.3, le complexe de Delaunay
est obtenu en enregistrant un noeud pour chaque point deM, sachant que chaque point deM
est lié à une unique cellule du diagramme de Voronoi. Ensuite, une arête est enregistrée entre
deux noeuds, si les deux cellules correspondantes du diagramme de Voronoi sont adjacentes.
Del(M)) est un complexe simplicial, appelé triangulation de Delaunay.
La propriété essentielle de la triangulation de Delaunay est appelée la propriété du cercle
vide (respectivement sphère vide en 3D, hypersphère vide en dimension plus grande) : en 2D
(respectivement en 3D, 4D), un triangle (respectivement tétraèdre, pentatope) appartient à la
triangulation de Delaunay si et seulement si son cercle circonscrit (respectivement sphère cir-
conscrite, hypersphère circonscrite) ne contient aucun autre point deM. Le théorème suivant2
est valide pour les complexes de Delaunay :
Proposition 19 SoitM un ensemble de n points M1, · · · ,Mn dans Ed. Chaque d-face du com-
plexe de Delaunay peut être circonscrite par une sphère qui passe par tous ses sommets, et dont
l’intérieur ne contient aucun point deM.
Le calcul du complexe de Delaunay dansRd peut se réduire au calcul de l’enveloppe convexe
dans Rd+1. Le corollaire suivant 3 est un résultat du théorème reproduit ci-dessus. Le lecteur
2[BY98]
3[BY98]
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(a) (b)
FIG. D.4 – (a) diagramme de Voronoi (vert) et triangulation de Delaunay (noir) d’un échantillon de
points restreints à une courbe de dimension 2 (bleu). (b) La triangulation de Delaunay (noir) de l’échan-
tillon de points réduits à la courbe approxime la forme de la courbe. Seuls les segments de la triangu-
lation de Delaunay, dont les duaux (bleu) intersectent la courbe sont laissés dans la triangulation de
Delaunay restreinte.
intéressé peut se référer à [BY98] pour une description exhaustive du calcul des enveloppes
convexes.





, et est optimal dans le pire des cas.
De plus, comme prouvé récemment dans [ABL03], la complexité en 3D n’est que de
O(n log n) lorsque les points sont distribués sur une surface lisse.
D.2 Une application à la transformation de maillage
Chaque k-simplexe dans la triangulation de Delaunay est dual d’un objet de Voronoi (d −
k)-dimensionnel. En 3D, le dual d’une cellule de Delaunay (un tétraèdre) est le sommet de
Voronoi qui coïncide avec le centre circonscrit au tétraèdre, le dual d’une facette de Delaunay
(un triangle) est une arête de Voronoi, le dual d’une arête de Delaunay est une facette de Voronoi,
et le dual d’un sommet de Delaunay Mi est la cellule de Voronoi V (Mi).
SoitM = {M1, . . . ,Mn} un ensemble de points dansRd. Etant donné un ensemble Ω ∈ Rd,
typiquement une variété de dimension k ≤ d, nous appelons la triangulation de Delaunay de
M restreinte à Ω, notée Del|Ω(M) le sous-complexe de Del(M) composé des simplexes de
Delaunay dont les objets de Voronoi duaux intersectent Ω. Par exemple, en 2D, comme illustré
en Figure D.4(b), la triangulation de Delaunay d’un ensemble de points restreinte à une courbe S
est composée des arêtes de Delaunay dont les arêtes duales de Voronoi intersectent S. De façon
similaire, la triangulation de Delaunay restreinte à une région Ω est composée des triangles de
Delaunay dont les centres circonscrits sont contenus dans Ω. Le lecteur attentif a sans doute
remarqué que dans les deux cas la triangulation de Delaunay restreinte à un objet forme une
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bonne approximation de l’objet.
On peut montrer que, sous certaines hypothèses, et particulièrement siM est un échantillon
“suffisamment dense” dans Ω, au sens défini dans [AB99],Del|Ω(M) est une bonne approxima-
tion de Ω, à la fois d’un point de vue topologique et d’un point de vue géométrique : par rapport
à la topologie, Del|Ω(M) est homéomorphique à Ω ; vis-à-vis de la géométrie, la distance de
Hausdorff entre Del|Ω(M) et Ω peut être rendue arbitrairement aussi petite qu’on le souhaite
suivant les points échantillonnant ; les normales et courbures de Ω peuvent être approximées à
partir de Del|Ω(M).
Basés sur ces propriétés d’approximation, un ensemble d’algorithmes mathématiquement
corrects pour la génération et la transformation de maillage à partir d’un nuage de points a été
proposé cette dernière décennie. Le lecteur peut se référer à [BO05] pour plus de détails et de
références.
Cette triangulation de Delaunay restreinte est utilisée pour remailler à partir d’un nuage de
points enrichi ou appauvri et d’une forme initiale avant modification du nuage de points. Une
application de ce principe est proposée dans [PB07] et est utilisée dans le cadre de la seconde
partie de ce manuscrit consacrée à la reconstruction spatio-temporelle, lorsque nous souhaitons
changer la résolution du maillage et éventuellement changer la topologie.
D.3 Une application à la stéréovision spatio-temporelle
Nous décrivons ici la première étape de la méthode proposée dans la section 4.5. Pour de
plus amples détails le lecteur intéressé pourra se référer à [APK09].
D.3.1 Génération d’un nuage de points 4D, triangulation de Delaunay 4D
Etant donné plusieurs séquences vidéos d’une même scène dynamique, nous générons dans
un premier temps un nuage dense de points 3D pour chaque instant. Soit I tk, k ∈ {1, · · · , n}, t ∈
[0, T ] les séquences vidéos en entrée : I tk est l’image capturée par la caméra k au temps t. Pour
chaque image nous extrayons des points d’intérêts de plusieurs types P tk,i (en pratique points
de Harris et DOGs). Pour chaque instant t, nous prenons toutes les paires d’images (I tk, I
t
k′) et
triangulons les meilleures correspondances possibles (P tk,i, P
t
k′,j) entre les deux ensembles de
points d’intérêt vérifiant les contraintes épipolaires : P tk′,j doit être à l’intérieur de la reprojection
d’une bande autour de la droite 3D passant par le centre de la caméra i et le point P tk,i sur le plan
image de la caméra i (Figure D.5). Nous notons X tkk′,ij le point 3D obtenu par triangulation des
points P tk,i et P
t
k′,j .
Pour trouver la meilleure correspondance pour P tk,i, la partie de l’image I
t
k′ dans une fenêtre
autour de la correspondance candidate P tk′,j est reprojetée sur la caméra k par le biais d’un plan
passant par X tkk′,ij et normal au rayon optique de P
t
k,i. Le score de ressemblance est estimé par
corrélation NCC entre l’image dans la fenêtre initiale et l’image dans la fenêtre reprojetée dans
l’autre caméra. La correspondance est acceptée si la NCC est supérieure à un seuil paramétri-
sable. Finalement nous fusionnons les points provenant de différentes paires de caméras si leur
distance est inférieure à un seuil. Ainsi chaque point 3D est associé à deux vues ou plus.





FIG. D.5 – Le rayon optique d’une correspondance pour un point d’intérêt P doit être contenu dans une
bande autour du rayon optique de P dans l’autre caméra.
FIG. D.6 – Le nuage de points 3D extrait à partir de 14 images. Il y a un grand nombre de points outliers.
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Nous construisons un nuage “global” spatio-temporel de points en ajoutant le temps comme
quatrième coordonnée. Enfin, nous calculons la triangulation de Delaunay 4D du nuage de
points spatio-temporel, et nous enregistrons pour chaque sommet les vues et points d’intérêt à
partir desquels il a été généré.
D.3.2 Extraction de l’hyper-surface 4D
Au cours de cette étape nous calculons une représentation 4D de la scène en extrayant une
surface simpliciale 4D à partir de la triangulation de Delaunay. Dans ce but, nous souhaitons
étiqueter les pentatopes de Delaunay comme intérieurs ou extérieurs. L’ensemble des facettes si-
tuées entre deux cellules étiquetées différemment forme une hypersurface, naturellement orien-
tée dans l’espace 4D. Une facette de cette hypersurface est un tétraèdre orienté depuis le voisin
intérieur vers le voisin extérieur. Nous notons Del(M) le complexe de Delaunay 4D de M
(nuage de points spatio-temporel).Del(M) est l’ensemble des pentatopes, tétraèdres, triangles,
segments, et points dans le complexe de Delaunay. Nous notons C = {C1, · · · , Cm} ⊂ Del(M)
l’ensemble des m cellules de Del(M). Nous définissons ~l = {l1, · · · , lm} ∈ {I, O}m un vec-
teur étiquetant qui décrit l’état des cellules de Delaunay. Une cellule est étiquetée I si elle est à




F est une facette de Del(M)
∃Ci, Cj ∈ C(M) tel que
{
Ci ∩ Cj = F
li = I et lj = O
 (D.3)
La facette F est orientée depuis le demi-espace contenant la cellule intérieure Ci vers le
demi-espace contenant la cellule extérieure Cj . L’hypersurface simpliciale S est alors l’union





Dans la suite nous décrivons comment nous calculons cet étiquetage optimal en minimisant
une énergie tenant compte de la visibilité, de la photométrie, et de la régularité de l’hypersur-
face.
Dans un premier temps, nous définissons un graphe de voisinage G :=< V , E > entre toutes
les cellules de Delaunay Ci ∈ C(M). Ces dernières, qui sont des noeuds du graphe, sont liées
par une arête dans le graphe. Elles partagent des faces de dimensions 2 ou 3 dans la triangulation
de Delaunay. De plus tous les noeuds sont connectés à un noeud source (anglais : source) et à
un noeud puits (sink) :
G := < V , E >
V := {v1, · · · , vm} ∪ {s, t}
E := {(s, v1), · · · , (s, vm), (t, v1), · · · , (t, vm)}∪
{(vi, vj) |Ci ∩ Cj is a (2 or 3)-simplex}
(D.5)












FIG. D.7 – Un exemple en 3D du graphe de voisinage(à droite) construit à partir d’une triangulation(à
gauche). Tous les sommets sont connectés à la source et au puits.
La Figure D.7 montre un exemple en 3D du graphe de voisinage construit. En 3D, seuls les
noeuds dont les cellules de Delaunay correspondantes partagent une face de dimension un ou
deux sont connectés.
Dans un second temps nous définissons une énergie à minimiser, des considérations pho-
tométriques et de visibilité sont utilisées pour donner des poids appropriés à chaque arête du
graphe G. Un étiquetage optimal est alors calculé en trouvant la coupe de poids minimal dans ce
graphe. Pour cela nous utilisons une optimisation par Graph cuts présentée en Annexe B.3. Si
la source représente l’extérieur et le puits l’intérieur, alors la coupe permet d’avoir une partition
en deux de l’espace entre les noeuds du côté de l’intérieur, et les noeuds du graphe du côté
de l’extérieur. Ainsi les cellules de Delaunay sont étiquetées intérieures ou extérieures, ce qui
permettra d’obtenir l’hypersurface 4D souhaitée.
Nous cherchons donc la coupe dans le graphe, minimisant l’énergie composée de trois
termes tenant compte de la photométrie, de la visibilité, et de la régularité,
E(S) = Ephoto(S)Evisibilit(S) + Ergularit(S) (D.6)
Le premier terme de photométrie n’est pas détaillé et est très simple, on donne un score de
similarité à chaque face résultant de l’intersection de deux cellules de Delaunay. Ce score est
lié à la corrélation dans les images à partir desquelles la cellule a été générée. Chaque face est
échantillonnée en N points et est agrandie ou réduite, puis on calcule la corrélation dans les
images à partir des reprojections de ces points échantillonnés dans les différentes caméras. Ce
score ou poids est alloué aux arêtes du graphe correspondantes. De cette façon la coupe dans le






























FIG. D.8 – En haut : Une coupe 3D de la triangulation 4D. Un rayon provenant du sommet vers le centre
de la caméra intersecte des cellules 3D. En bas : Les termes correspondants dans l’énergie, pénalisant
les grands nombres d’intersections entre le rayon et les pentatopes. Ces intersections sont représentées
par des poids dans le graphe.
graphe aura un côut plus élevé si elle traverse des arêtes à faible photo-consistance, plutôt que
si elle traverse des arêtes (faces dans le complexe de Delaunay) présentant une bonne similarité
dans les images.
Le rôle de Evisibilit est de pénaliser les facettes produisant un grand nombre d’occlusions et
donc inconsistantes avec les observations. L’idée est qu’un point ne peut être inlier (correct) s’il
n’est pas visible dans la caméra à partir de laquelle il a été généré.
D.3.2.1 Terme de Visibilité
L’idée étant qu’un point ne peut être inlier (correct) s’il n’est pas visible dans la caméra à
partir de laquelle il a été généré. Dans le cas 3D, afin d’approximer cette idée de façon simple
et possible à résoudre par Graph cuts, nous pénalisons pour chaque point toutes les facettes
intersectant les parties des rayons entre le point et les centres des caméras à partir desquelles le
point a été triangulé précédemment.
Dans le cas 4D nous utilisons un argument similaire. Un point appartenant à l’hypersurface,
devrait être visible dans toutes les vues à partir desquelles il a été généré. Tous les pentatopes 4D
qui intersectent un rayon dans l’espace 4D entre le point 4D et le centre 4D d’une image à partir
de laquelle le point à été généré devraient être étiquetés extérieurs. Le centre spatio-temporel
de la caméra pour une image à l’instant t, est bien entendu le centre 3D de la caméra auquel on
ajoute t comme quatrième coordonnée. En revanche le pentatope situé derrière le point devrait
être étiqueté intérieur. Finalement en considérant tous les points nous accumulons les scores
pour les pentatopes.
Sur la Figure D.8(en haut) nous voyons l’objet 3D et un rayon intersectant les cellules.
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Les noeuds p0, p1, q1, p2 et q2 montrés sur la Figure D.8(en bas) sont les noeuds du graphe
correspondant aux pentatopes le long du rayon. Plusieurs termes de visibilité sont liés au rayon
provenant d’un point. La cellule contenant la caméra devrait être étiquetée extérieure : un terme
λ∞ est ajouté pour l’arête allant de la source vers p0. Une facette 3D traversée par le rayon
depuis l’intérieur vers l’extérieur devrait être pénalisée : un terme λout est ajouté à l’arête allant
de p1 vers q1. La cellule derrière le rayon devrait être intérieure : un terme λin est ajouté à l’arête
allant de q2 vers le puits.
Les poids positifs λin, λout et λ∞ prennent en compte le degré de confiance du point recons-
truit. En agrégeant ces termes de visibilité pour tous les points et tous les instants nous obtenons
un “vote” complexe.
D.3.2.2 Régularité spatio-temporelle
Afin de prendre en compte la régularité spatio-temporelle, nous minimisons l’aire de l’hy-
persurface 4D dans R4. C’est la somme du volume des tétraèdres 4D entre les pentatopes inté-
rieurs et extérieurs,







où S est l’hypersurface à reconstruire, F est un tétraèdre 4D, etA(F ) le volume du tétraèdre
F dans R4. En minimisant ce terme on encourage la régularité dans le temps et dans l’espace.
Concrètement, pour chaque paire de pentatopes (partageant un tétraèdre) représentée par les
noeuds p et q dans le graphe, un terme A(F ) est ajouté à l’arête p → q et à l’arête opposée
q → p.
Pour extraire un maillage 3D correspondant à un instant t, à partir de l’hypersurface 4D
obtenue en sortie, nous intersectons l’hypersurface avec le plan temporel à l’instant t. Cette
tâche peut être effectuée efficacement sur carte graphique, puisqu’elle se réduit à un algorithme
de marching tétraèdre [GH95] sur les tétraèdres du maillage 4D.
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