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Sommaire
Cette thèse a pour but la description de la génération et de la détection de la polarisa-
tion de vallée optique dans les semimétaux de Weyl. Le lien entre propriétés optiques et
topologiques reste une avenue encore peu empruntée dans les matériaux topologiques et les
semimétaux de Weyl en particulier. La question centrale de cette thèse est de comprendre
la relation entre propriétés topologiques et d’éventuelles interactions entre les électrons
puis les manifestations de cette présence conjointe sur des mesures optiques, comme la
conductivité ou l’absorption optique.
Premièrement, nous présenterons la physique de base régissant les semimétaux de Weyl
ainsi que leur nature topologique intrinsèque. Par la suite, nous mettrons en lumière le lien
entre les différentes fonctions de réponse optiques, comme l’absorption, la conductivité
optique et la fonction diélectrique afin de pouvoir comparer nos prédictions théoriques à des
mesures expérimentales. Puis l’on montrera comment obtenir une polarisation de vallée et
comment la mesurer, soit par des mesures de transport, soit par des mesures optiques, dans
différents systèmes afin de comparer notre polarisation de vallée à des résultats existants.
Nous montrerons deuxièmement comment calculer la polarisation interbande dans un
modèle de semimétal de Weyl brisant la symétrie de renversement du temps ou d’inversion.
Cela nous permettra de calculer l’absorption optique du système ainsi que d’écrire une
équation de Schrödinger effective pour la paire électron-trou topologique, que l’on identifie
à un exciton deMahan topologique. La topologie de cet exciton est exhibée par une courbure
de Berry jointe, reliée au potentiel de Schwinger, qui conduit à un effet observable dans le
cas d’un modèle avec des termes non linéaires dans la dispersion. Cette courbure de Berry
jointe donne notamment lieu à une chiralité dans l’absorption optique, ce qui permet une
réponse différente pour une lumière polarisée circulairement gauche et droite. Une autre
conséquence est l’apparition d’une polarisation de vallée partielle pour un modèle qui brise
la symétrie d’inversion spatiale pour des noeuds reliés par symétrie d’inversion du temps.
Dans le cadre d’un modèle où seule la symétrie de renversement du temps est brisée, une
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telle polarisation de vallée n’a pas lieu mais un dichroïsme circulaire est possible.
Dans la troisième partie, on inclura un champ magnétique externe donnant lieu à des
niveaux de Landau dans le système. La brisure de la symétrie de renversement du temps par
le champ magnétique nous permettra alors d’obtenir une polarisation de vallée de paires de
noeuds complète. Cette polarisation de vallée se manifeste par un dédoublement du pic
de la transition optique entre le niveau chiral et un niveau de Landau non chiral pour les
noeuds reliés par symétrie par renversement du temps dans le modèle en absence de champ
magnétique. Toutefois la brisure de la symétrie anti-unitaire à basse énergie, nécessitant
l’existence de termes non linéaires dans la dispersion ou bien d’une inclinaison des noeuds
de Weyl, est cruciale. Ceci nous montre qu’en présence d’un champ magnétique externe
également, la polarisation de vallée a toujours une origine topologique dans les semimétaux
de Weyl. De plus, il est possible de contrôler cette dernière en changeant la direction de
propagation de la lumière et l’orientation du champ magnétique externe. Si ces derniers
ne sont pas orientés selon un axe de symétrie principal, alors la polarisation de vallée est
chirale.
Finalement, nous développerons dans la dernière partie une théorie afin de pouvoir
détecter par le transport la polarisation de vallée complète mais non chirale, donc en fort
champ magnétique. Nous monterons que les noeuds de Weyl dans un semimétal brisant
la symétrie d’inversion portent un courant relié à l’effet magnéto-photogalvanique en pré-
sence d’une lumière externe. De plus, nous verrons comment le terme d’anomalie chirale
viendra modifier les équations de van Roosbroeck, équations de base permettant de décrire
le transport dans les semiconducteurs. Pour finir, nous présenterons quelques résultats
préliminaires, pour un système limité prenant en compte uniquement les niveaux de Lan-
dau chiraux avec des conditions aux bords de type contacts ohmiques. Dans ce cas, aucun
courant axial hors-équilibre n’apparaît et le système se comporte comme un semiconducteur
unidimensionnel ordinaire.
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Introduction
L’étude des propriétés topologiques de la matière est un domaine majeur de la physique
de la matière condensée depuis maintenant plusieurs décennies. On peut donner une date
approximative de cette naissance vers 1983 lorsque Berry publie son article sur sa phase
éponyme [1], bien qu’existaient les travaux pionniers de Karplus et Luttinger [2] ainsi que
ceux d’Adams et Blount [3] sur la manière dont les électrons se déplacent dans un potentiel
périodique, donnant naissance à la "vitesse anormale". Sans entrer dans des considérations
mathématiques, comment peut-on définir la topologie en physique ? Une manière simple
d’approcher ce problème est de dire que les propriétés topologiques sont invariantes sous
des perturbations faibles du système. L’exemple le plus simple représente le genre d’une
surface fermée, c’est à dire le nombre de trous que possède la surface. Pour une sphère, le
genre sera zéro, pour un tore, un, etc. Une perturbation faible représente n’importe quelle
perturbation qui ne modifie pas ce genre. L’exemple le plus célèbre de la topologie en
matière condensée est sans doute l’effet Hall quantique entier. La découverte de cet effet
par von Klitzing en 1980 [4], suivie par son explication dans un papier célèbre par Thouless,
Kohomoto, Nightingale et den Nijs en 1982 puis raffiné en 1985 en utilisant le formalisme
introduit par Berry [5, 6], ont définitivement posé les bases de ce nouveau paradigme. On
trouvait une conductivité de Hall dépendant d’un entier, donné par le nombre de Chern,
conséquence de la courbure de Berry, et de constantes fondamentales de la physique. Cela
a conduit à un véritable âge d’or de la physique topologique, de l’effet Hall quantique
fractionnaire [7] en passant par l’effet Hall quantique de spin [8] et l’effet Hall quantique
anormal [9], c’est un dire sans champ magnétique externe, jusqu’à plus récemment à l’effet
Hall quantique de vallée [10].
Qu’en est il alors des matériaux topologiques ? Comme pour les propriétés topologiques
décrites en utilisant le "vocabulaire" de Berry, on peut indexer chaque bande par un nombre
de Chern, un entier, qui peut être nul, pour le cas d’une bande triviale ou non nul, pour une
bande dite non triviale. Pour un isolant topologique qui brise la symétrie de renversement
du temps, on dira que le nombre de Chern des bandes occupées doit être non nul. Si
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cette symétrie est préservée, alors une autre classification doit être utilisée, basée sur les
travaux de Kane et Mele [11]. Toute l’étude des ces matériaux a été développée par des
travaux théoriques titanesques basés sur des symétries pour essayer de découvrir toutes les
classes d’isolants topologiques. Ce travail, similaire à celui de Mendeleïv, porte le nom de
tableau périodique des invariants topologiques qui a débuté par les travaux d’Altland et
Zirnbauer [12], suivi par des extensions par Schnyder et al. [13] ainsi que Bradlyn et al. [14] .
La découverte tardive des semimétaux de Weyl est due au fait qu’ils ont échappé à
cette minutieuse recherche de nouvelles classes de matériaux topologiques. Ces derniers
possèdent des noeuds de Weyl à basse énergie, c’est-à-dire proche du niveau de Fermi,
qui sont des croisements de bandes linéaires, obéissant donc à une solution particulière de
l’équation de Dirac : l’équation de Weyl [15, 16]. Ces noeuds ou cônes de Weyl résultent
d’un croisement accidentel de bandes non dégénérées en trois dimensions, phénomène
exploré pour la première fois par Herring [17]. Cette dernière implique qu’un noeud deWeyl
peut se situer à une position complètement arbitraire de la zone de Brillouin. Cela a rendu
les semimétaux de Weyl difficiles à débusquer et il a fallu coupler tout le savoir accumulé
dans l’étude des structures de bandes, la DFT (Density functionnal theory en anglais), à la
nature topologique de ces noeuds de Weyl. Chaque noeud portant un nombre quantique
appelé chiralité, et se comportant comme des sources ou drains de la courbure de Berry
dans l’espace réciproque. Ces connaissances combinées ont permis de les mettre en lumière
dans le milieu des années 2010 [18].
De nombreuses découvertes expérimentales ont ensuite appuyé cette prédiction théo-
rique, confirmant la nature topologique de ces matériaux, dont le plus éminent représentant
est sans doute TaAs [18–23]. L’effet le plus célèbre reste l’anomalie chirale, dont une des
conséquences probables réside dans la magnéto-résistance négative [23, 24]. La présence
d’arcs de Fermi, conséquence de la correspondance bord-volume, états de bord uniques aux
semimétaux de Weyl, a aussi été rapportée [20,25]. Plus récemment des mesures optiques
en fort champ magnétique ont confirmé cette tendance en sondant les niveaux de Landau
dans les semimétaux de Weyl, montrant leur dispersion unique en champ magnétique. La
nature topologique de ces derniers se manifeste alors via l’existence d’un niveau de Landau
chiral à basse énergie [26, 27].
Le travail de cette thèse se place à la croisée des différentes approches pour étudier la
nature topologique des semimétaux de Weyl, en se concentrant sur le lien entre topologie,
interactions de Coulomb, champmagnétique et réponse optique. L’étude de la relation entre
propriétés topologiques et interactions de Coulomb a déjà donné lieu à plusieurs travaux
dans les systèmes bidimensionnels, que ce soit pour des surfaces d’isolants topologiques
tridimensionnels [28] ou bien des isolants topologiques bidimensionnels inspirés du modèle
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du graphène [29], donnant lieu à des excitons chiraux, nommés ainsi parce que leur énergie
de liaison dépend du signe du moment angulaire de la paire électron-trou [30,31]. Plusieurs
questions essentielles parcourent cette thèse. Comment est ce que les interactions entre
électrons et la topologie sont reliées dans les semimétaux de Weyl ? Quelle est l’influence
d’un champ magnétique externe, donnant lieu à des niveaux de Landau, dont le niveau
chiral, sur cette relation ? Avec tout ce que l’on appris, les propriétés topologiques des
semimétaux de Weyl peuvent elles être utilisées pour des dispositifs électroniques ?
Le chapitre 1 se veut être une introduction aux semimétaux de Weyl, en présentant leurs
propriétés topologiques, les différents modèles possibles ainsi qu’une liste non exhaustive
de matériaux existants. Ensuite, on fera un bref rappel sur le formalisme de réponse linéaire,
puis sur les relations entre les différentes fonctions de réponse qui nous intéressent. Enfin,
on fera une brève revue de littérature sur la polarisation de vallée, ainsi qu’une explication
de ce phénomène dans des systèmes connus. Le chapitre 2 présente notre modèle favori de
semimétal de Weyl à basse énergie en incluant des interactions de Coulomb et le couplage
avec le champ électrique externe de la lumière. On présentera ici le formalisme pour calculer
l’absorption optique appliqué au cas particulier d’un noeud de Weyl avec des termes non
linéaires dans sa dispersion. On calculera cette absorption optique pour les deux modèles
jouet principaux des semimétaux de Weyl, brisant soit la symétrie d’inversion spatiale,
soit de renversement du temps. Le chapitre 3 constitue une application du cas précédent
en incluant un champ magnétique externe donnant lieu à des niveaux de Landau. Nous
mettrons de côté cette fois ci les termes non linéaires pour laisser place à des noeuds de
Weyl inclinés (tilted Weyl cones). Ce dernier est plus facile à manipuler théoriquement et
donne lieu aux mêmes conséquences physiques. Enfin, le chapitre 4 présente une théorie
du transport dans le formalisme de dérive-diffusion pour les semimétaux de Weyl en fort
champ magnétique. On rappellera ici les équations fondamentales de ce modèle, ainsi que
ses limites dans le cadre des semiconducteurs usuels, pour ensuite écrire ces équations dans
notre cas d’intérêt.
Chapitre 1
Les semimétaux de Weyl et la polarisation de
vallée optique
Dans ce chapitre, nous présenterons les bases théoriques relatives aux semimétaux de
Weyl, en partant de l’équation de Dirac pour arriver au hamiltonien à basse énergie décrivant
le comportement des électrons dans ces matériaux. Plusieurs modèles existent pour décrire
ces matériaux, qui consistent à briser soit la symétrie de renversement du temps, soit la
symétrie d’inversion spatiale. Par la suite, nous effectuerons un bref rappel sur la théorie de
la réponse linéaire et les différentes fonctions de réponses d’intérêt dans cette thèse pour
l’étude optique des semimétaux de Weyl. Pour finir nous expliciterons en quoi consiste la
polarisation de vallée et son importance dans plusieurs systèmes déjà étudiés.
1.1 Théorie des semimétaux de Weyl
1.1.1 De l’équation de Dirac au hamiltonien de Weyl à basse énergie
La réussite de l’extraction d’une monocouche de graphène par exfoliation en 2004
[32] a étendu considérablement un champ de recherche de la matière condensée : l’étude
des matériaux de Dirac. Ces matériaux, dont le champion se trouve être le graphène, ont
la particularité, contrairement aux métaux et semiconducteurs "usuels", de posséder des
électrons dispersant linéairement enmoment à basse énergie. La dénomination dematériaux
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de Dirac tient donc au fait que l’on peut décrire ces électrons à basse énergie avec la même
équation que Paul Dirac a écrit en 1928 [15].
(
iγµ∂µ −m
)
ψ(r, t) = 0, (1.1)
où les matrices γ sont des matrices 4× 4 appelées matrices de Dirac, ∂µ = (∂t,−v∇) et
m la masse des fermions de Dirac en question, qui a la dimension d’une énergie. Cette
formulation covariante est propre à la physique des hautes énergies. Nous allons expliciter
les matrices de Dirac dans la représentation dite de Weyl et dans l’espace de la quantité de
mouvement. On trouve alors une forme qui nous est plus familière
(τ0 ⊗ σ0(−ih̄∂t) + τz ⊗ σ · vp + τx ⊗ σ0m)ψ(p, t) = 0, (1.2)
où v est une vitesse, h̄ = h/(2π) la constante de Planck réduite et τ ainsi que σ sont des
matrices de Pauli qui agissent dans des espaces de Hilbert différents ; l’indice 0 représente la
matrice identité 2× 2. En physique de la matière condensée ces espaces correspondent par
exemple au sous espace du spin et des orbitales électroniques, tandis que l’équation de Dirac
"originelle" prend en compte le sous espace du spin et du degré de liberté particule/anti-
particule.
On peut alors écrire le hamiltonien aisément à partir de l’équation (1.2)
HDirac = τz ⊗ σ · vp + τx ⊗ σ0m, (1.3)
et obtenir les énergies propres en prenant le carré de ce dernier
E± = ±
√
h̄2v2k2 + m2, (1.4)
avec h̄k le nombre quantique associé au moment p et le signe ± fait référence à la bande de
valence (−) et conduction (+) qui sont dégénérées deux fois chacune. Cette dispersion a
souvent le surnom de cônes de Dirac en raison du caractère conique de la dispersion ou bien
de noeuds de Dirac lorsque m = 0 puisque les deux bandes se touchent à k = 0.
Le terme semimétal vient alors du fait que le niveau de Fermi est soit très proche, soit
localisé au croisement des bandes de valence et de conduction pour le cas où m est nulle.
Cette masse en physique des hautes énergies est appelée bande interdite ou gap dans le
vocabulaire de la matière condensée, qui dénote l’espacement entre les deux bandes égal
à 2|m| où aucun état n’est disponible. Cette dispersion est donc une caractéristique des
matériaux de Dirac.
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L’équation de Weyl à proprement parler est une solution de l’équation de Dirac pour
des fermions de masse nulle [16]. Dans ce cas, on écrit le hamiltonien de Weyl
HWeyl = h̄vτz ⊗ σ · k. (1.5)
Nous obtenons un hamiltonien diagonal par blocs 2× 2 qui dépend de la valeur propre de
τz que l’on peut écrire
h±(k) = ±h̄vk · σ. (1.6)
On obtient alors un hamiltonien correspondant à deux degrés de liberté (pour nous, cela
correspondra à des bandes) et dont la valeur propre de τz égale à±1 correspond à la chiralité
du fermion ou noeud de Weyl que l’on notera dorénavant χ = ±1. À la différence du
semimétal de Dirac, dont les bandes sont dégénérées deux fois, en raison de la présence
conjointe de la symétrie de renversement du temps et d’inversion spatiale, les bandes d’un
semimétal de Weyl ne sont pas dégénérées. Cet hamiltonien décrit donc des électrons à
basse énergie, c’est-à-dire pour des énergies proche du niveau de Fermi, dans un semimétal
de Weyl, comme montré sur la figure 1.1.
En physique de la matière condensée, la distinction entre semimétal de Weyl et de Dirac
s’explique par la brisure de la symétrie de renversement du temps ou de la symétrie d’inver-
sion spatiale, en plus d’un couplage spin-orbite, ce qui permet la levée de la dégénérescence
des bandes et donne lieu à un semimétal de Weyl. Cela conduit alors à la séparation dans la
zone de Brillouin des deux noeuds deWeyl indexés par±1, comme nous le verrons plus tard.
De plus, il est commun d’affirmer qu’un fermion de Weyl correspond à un "demi fermion"
de Dirac, nous verrons que cela a une incidence sur la manière de réaliser des modèles jouets
de semimétaux de Weyl.
On peut inclure un couplage spin-orbite dans un semimétal de Dirac tel que le graphène
[33], bien que ce dernier soit faible étant donné que la force du couplage spin-orbite est
proportionnel à Z4, où Z représente le nombre de protons des ions constituant le réseau
cristallin. Dans le graphène, un tel couplage a pour conséquence l’ouverture d’un très petit
gap, en raison du faible nombre de protons des atomes de carbone, ce qui n’est pas le cas dans
un semimétal de Weyl. De plus, aucune (faible) perturbation ne peut ouvrir de gap dans un
semimétal de Weyl, ce qui fait dire que les noeuds de Weyl sont robustes aux perturbations
externes. Cela est dû à un triple effet de dégénérescence accidentelle, du fait que ce sont des
matériaux tridimensionnels, et de propriétés topologiques.
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Figure 1.1 Dispersion pour un modèle de semimétal de Weyl sur réseau choisi pour illustrer
le domaine de validité du modèle linéaire à basse énergie des noeuds de Weyl. La
partie bleue représente la bande de valence et celle orange la bande de conduction.
Le plan gris qui croise la bande de valence représente le niveau de Fermi et Λ le
cutoff à basse énergie mesuré à partir du point de neutralité.
1.1.2 Caractère topologique des semimétaux de Weyl
Les semimétaux de Weyl sont classés dans les matériaux topologiques et comme pour
l’effet Hall quantique [6], déterminer la nature topologique des solides se fait à l’aide de
quantités introduites par Berry [1], notamment par l’intégrale sur une surface fermée de la
courbure de Berry, appelé nombre de Chern, qui s’exprime pour un cristal par :
Cn =
1
2π
∫
S
dS(k) ·Ωn(k), (1.7)
Ωn(k) = ∇×An(k), (1.8)
An(k) = i〈un(k)|∇k|un(k)〉, (1.9)
où Cn, Ωn(k) etAn(k) sont respectivement le nombre de Chern, la courbure et la connexion
de Berry pour la bande n. De plus, un(k) représente la partie périodique de la fonction de
Bloch pour la bande n. Il est commun d’affirmer que la connexion et la courbures de Berry
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sont les analogues du potentiel vecteur et du champ magnétique dans l’espace des vecteurs
d’onde, et nous verrons que cette analogie n’est pas anodine pour les semimétaux de Weyl.
À basse énergie, l’hamiltonien de Weyl en matière condensée peut être obtenu par la
méthode k · p [34]. Au voisinage d’un noeud deWeyl dans la zone de Brillouin, l’hamiltonien
a un terme dominant qui est linéaire en k, et s’écrit, dans le cadre d’unmodèle à deux bandes,
h±(k) = dτ(k) · σ. On peut alors trouver les vecteurs propres du hamiltonien de Weyl 2× 2
défini à l’équation (1.6) (où dτ(k) = χh̄vFk)
|kcτ〉 =
 cos θkτ2
eiϕkτ sin θkτ2
 , |kvτ〉 =
 − sin θkτ2
eiϕkτ cos θkτ2
 , (1.10)
où c et v représentent respectivement les bandes de conduction et valence et l’indice τ
indique que l’on se trouve autour du noeud τ qui peut être de chiralité χ = ±1. On a de
plus cos θkτ = dz,τ(k)/|dτ(k)| et tan ϕkτ = dy,τ(k)/dx,τ(k).
Cela nous permet de déterminer courbure de Berry d’un noeud de Weyl décrit par
l’équation (1.6) :
Ω(k) =
χ
2
k̂
k2
, (1.11)
où la connexion de Berry a été calculée pour la bande de valence et k̂ est le vecteur unitaire
de k. L’équation (1.11) nous dit que le signe de la courbure de Berry pour un noeud de
chiralité positive est alignée avec k̂, tandis que pour un noeud de chiralité négative, cette
dernière est anti-alignée avec k̂. Nous avons énoncé auparavant que la courbure de Berry
pouvait être vue comme un analogue du champ magnétique mais dans l’espace réciproque ;
on peut alors affirmer qu’un noeud de Weyl agit comme un monopôle magnétique dans cet
espace compte tenu de l’expression de la courbure de Berry, qui est équivalente au champ
crée par un monopole. Les noeuds de Weyl de chiralité positive agissent comme des sources
de la courbure de Berry et les noeuds de Weyl de chiralité négative comme des drains.
Une autre manière de comprendre ce résultat est de prendre l’intégrale de surface de la
courbure de Berry pour une surface sphérique englobant un noeud de Weyl isolé :
C =
1
2π
∫
S
dS(k) ·Ω(k) = 1
2π
∫
S
dS(k) · χk̂
2k2
= χ, (1.12)
ce qui nous dit que le nombre de Chern d’un noeud de Weyl est non nul et donc que la
charge topologique du noeud de Weyl est directement associée à sa chiralité. Ces résultats
nous aident à comprendre le fait que deux fermions de Weyl résultent en un fermion de
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Dirac, et donc que les fermions de Weyl apparaissent toujours par paires de noeuds de
chiralité opposées. En effet, un noeud de Weyl unique donnerait un flux net sortant de la
zone de Brillouin, ce qui est en contradiction avec la périodicité de cette dernière. Pour
contrebalancer ce paradoxe, les noeuds de Weyl dans la zone de Brillouin doivent toujours
apparaître par paires de chiralités opposées afin que la chiralité totale soit zéro pour que
le flux de la courbure de Berry en entrée et en sortie de la zone de Brillouin se moyenne à
zéro. Cette propriété est une connue sous le nom du théorème no-go de Nielsen-Ninomiya
[35,36]. Ce théorème est d’importance car il nous dit que n’importe quel modèle jouet visant
à décrire un semimétal de Weyl à basse énergie doit contenir au moins une paire de noeuds
de Weyl de chiralité opposées.
Un argument supplémentaire nous permet d’affirmer que ces noeuds sont robustes aux
perturbations extérieures, en effet, la nature topologique de ces derniers nous informe que
puisqu’ils sont toujours présents par paires de noeuds de chiralité opposées, il faut les faire
se rencontrer au même point de la zone de Brillouin afin de pouvoir envisager ouvrir un gap
(de manière similaire à l’annihilation d’une particule avec son anti-particule).
Nous avons vu avec l’équation 1.6 qu’un noeud de Weyl est décrit par un croisement de
deux bandes non dégénérées. Pour cette raison, n’importe quel hamiltonien représentant un
système de deux bandes peut être écrit par
h(k) = d0(k)σ0 + dx(k)σx + dy(k)σy + dz(k)σz, (1.13)
où on rappelle que σ0 est la matrice identité 2× 2. Ceci représente le hamiltonien le plus
général possible puisque l’on peut écrire n’importe quelle matrice 2× 2 à l’aide des matrices
de Pauli. On sait que les deux bandes s’écrivent alors
E±(k) = d0(k)±
√
dx(k)2 + dy(k)2 + dz(k)2. (1.14)
Afin d’avoir un croisement de bandes, il faut simultanément que dx(k) = dy(k) = dz(k) = 0,
ce qui nécessite trois variables indépendantes. Il se trouve que cette condition est réalisée en
trois dimensions étant donné que nos trois variables indépendantes représentent les trois
composantes du vecteur d’onde k = (kx, ky, kz), contrairement au cas en deux dimensions
où nous ne disposons que de deux variables indépendantes. La conclusion est la suivante :
si on peut écrire un hamiltonien à basse énergie comme un système de deux bandes non
dégénérées, alors on a une solution mathématique impliquant un croisement de ces bandes.
Ce phénomène s’appelle une dégénérescence accidentelle [17, 37], c’est-à-dire où le croisement
de bandes (l’emplacement où il existe une dégénérescence entre la bande de conduction et
de valence) n’est pas dû à une symétrie particulière du réseau cristallin, contrairement aux
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cônes de Dirac du graphène.
Afin d’obtenir des noeuds de Weyl à basse énergie, il est nécessaire de pouvoir écrire un
hamiltonien pour un modèle à deux bandes. Une manière d’obtenir un tel résultat, au moins
théoriquement, est de "séparer" un noeud de Dirac en deux noeuds deWeyl distincts dans la
zone de Brillouin. Pour qu’un tel processus soit possible, il nous faut briser au moins une des
deux symétries suivantes : la symétrie d’inversion spatiale ou la symétrie par renversement
du temps.
1.2 Matériaux découverts contenant des noeuds de Weyl
Nous allons utiliser comme point de départ le hamiltonien de Dirac pour une masse m
nulle et décrire comment obtenir un semimétal de Weyl par la brisure d’une des symétries
suivantes.
1.2.1 Matériaux brisant la symétrie de renversement du temps
Une manière d’obtenir un modèle de semimétal à partir du hamiltonien de Dirac est
de briser la symétrie par renversement du temps. Dans ce cas il suffit de rajouter un terme
Zeeman dans le hamiltonien à basse énergie
hTRS = ∆σz ⊗ τ0, (1.15)
que l’on peut définir dans la direction z du spin sans perte de généralité, τ0 la matrice identité
dans le sous-espace des matrices τ et ∆ l’amplitude de la perturbation. Le hamiltonien total
s’écrit alors
h(k) = h̄vk · στz + ∆σzτ0. (1.16)
Cet hamiltonien donne lieu à deux noeuds de Weyl situés à kWeyl = (0, 0,±∆/(h̄v)). Pour
un vecteur d’onde proche d’un noeud de Weyl k ∼ kWeyl + δk 1, on peut alors écrire le
hamiltonien de Weyl à basse énergie linéaire en moment avec un noeud de chiralité χ = +1
pour kWeyl = (0, 0,−∆/(h̄v)) et χ = −1 pour kWeyl = (0, 0,+∆/(h̄v)).
Ce modèle minimal donne donc lieu à deux noeuds de Weyl de chiralités opposées, qui
est le plus petit nombre des noeuds que l’on peut avoir dans un semimétal. Ceci peut être
1. Il nous faut préciser que δk sera, dans les sections et chapitres suivants noté directement k que l’on
supposera par définition proche du noeud de Weyl.
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compris également par la préservation de la symétrie d’inversion spatiale qui laisse le spin
invariant mais change le signe du vecteur d’onde (total et non autour d’un noeud de Weyl)
k→ −k, donc la symétrie d’inversion change le signe de δk · σ, et par conséquent change
le signe de la chiralité.
Un tel modèle de semimétal est par exemple réalisé par une hétérostructure d’isolant
topologique et d’isolant trivial dopé aux impuretés magnétiques [38]. Les noeuds de Weyl
peuvent être à n’importe quel endroit de la zone de Brillouin étant donné que ces croisements
ne sont pas dus à des symétries, ce qui explique qu’il existe de nombreuses prédictions
numériques issues de calculs ab initio afin de trouver des matériaux possédant ces mêmes
noeuds. On retient par exemple les pyrochlores magnétiques [39] ou des matériaux de la
famille YbMnBi2 [40].
1.2.2 Matériaux brisant la symétrie d’inversion spatiale
L’autre façon de réaliser un semimétal de Weyl est en brisant la symétrie d’inversion
spatiale. Une manière analogue à la section précédente est d’introduire une perturbation,
cette fois ci dans le sous espace des matrices de Pauli τ (que l’on peut comprendre comme
un sous espace agissant sur les orbitales électroniques)
hIS = ∆′σ0 ⊗ τz, (1.17)
avec σ0 la matrice identité dans le sous-espace du spin et ∆′ (pour différencier ce dernier de
∆) l’amplitude de la perturbation. Le hamiltonien de Dirac plus la perturbation s’écrit alors
h(k) = h̄vk · στz + ∆′σ0τz. (1.18)
Un tel hamiltonien donne lieu à deux noeuds deWeyl au même point de la zone de Brillouin
k = (0, 0, 0) mais séparés en énergie par 2∆′. Cela donne lieu à un semimétal à ligne de
noeuds (nodal line semimetal en anglais) qui correspond à une phase semimétallique où la
bande de conduction et de valence se touchent en une ligne fermée (par exemple un cercle)
au voisinage de l’énergie de Fermi [41]. Dans ces conditions, nous n’avons pas de noeuds
de Weyl à basse énergie. Il est alors nécessaire d’avoir un couplage spin-orbite qui ne brise
pas la symétrie par renversement du temps dans notre modèle. Cela a pour conséquence
d’ouvrir un gap à plusieurs endroits de la ligne de noeuds et donner lieu à un semimétal de
Weyl où seuls certains croisements de bandes subsistent. Un tel processus a été vérifié par
des calculs ab initio [18]. Une autre conséquence est que σ n’est plus un "vrai" spin en raison
du couplage spin-orbite, mais une superposition linéaire des différentes espèces de spin, ce
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qui donnera lieu à une discussion à la section 2.2.3.
Il nous faut aussi préciser que le modèle minimal pour un semimétal deWeyl qui brise la
symétrie d’inversion inclut quatre noeuds et non plus deux, comme indiqué sur la figure 1.2.
En effet, la symétrie par renversement du temps est toujours préservée dans un tel système,
et si l’on applique cette dernière à un noeud de Weyl on obtient un autre noeud avec la
même chiralité. Cette symétrie change le signe de σ ainsi que de k, donc le terme k · σ est
invariant par symétrie de renversement du temps. Un moyen pour obtenir un autre noeud
de chiralité opposée dans un tel modèle est d’inclure des symétries miroir qui vont changer
la chiralité des noeuds reliés par symétrie par renversement du temps afin d’avoir un modèle
physique, c’est-à-dire avec une chiralité totale nulle 2. La symétrie miroir change le signe du
vecteur d’onde si ce dernier n’est pas dans le plan du miroir ainsi que le signe de σ pour les
composantes dans le plan du miroir, et donc change le signe de k · σ.
𝑘𝑧
𝜏 = 1
𝜏 = 2
𝜏 = 4
𝜏 = 3
Γ
mirror
Figure 1.2 Schéma d’un modèle minimal à basse énergie d’un semimétal de Weyl brisant la
symétrie d’inversion spatiale mais conservant la symétrie par renversement du
temps. Le point Γ indique le point invariant par symétrie par renversement du
temps, les cercles bleus représentent les noeuds de chiralité χ = +1 et les rouges
les noeuds de chiralité χ = −1, le segment en tirets représente un plan de miroir.
Parmi les semimétaux de Weyl brisant la symétrie d’inversion spatiale (que l’on appelle
matériaux non centrosymétriques), on trouve la famille de matériaux à base de métaux de
transition monophosphurés comme TaAs, TaP, NbAs et NbP qui ont été prédits théorique-
ment [18,19,42] puis vérifiés expérimentalement [20,43,44]. C’est à ces derniers que nous
appliquerons, à travers notre modèle jouet, notre théorie de l’absorption optique interbande
en incluant des interactions de Coulomb à longue portée.
2. Il n’est toutefois pas nécessaire d’inclure ces symétries miroir pour obtenir des noeuds de chiralité
opposées mais elles sont souvent présentes dans les matériaux réels.
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1.3 Aperçu sur les fonctions de réponse
La théorie de la réponse linéaire, comme son nom l’indique a pour but de répondre à
la question suivante : on suppose une perturbation faible B (qui est de manière générale
décrite par un opérateur), quel est le changement de la quantité 〈A〉 au premier ordre en
puissance de B ?
1.3.1 Rappel sur la réponse linéaire : formalisme de Kubo
La brique de base pour décrire la réponse linéaire en mécanique quantique consiste à
utiliser un hamiltonien H0 indépendant du temps pour le système d’étude, puis de rajouter
une perturbation Hpert.(t) dépendante du temps. Cette dernière est choisie comme nulle
avant un certain temps t0. On peut alors écrire le hamiltonien total comme
H(t) = H0 + Hpert.(t)Θ(t− t0), (1.19)
où Θ(x) est la fonction de Heaviside (ou fonction marche). Pour t < t0, le système est donc
à l’équilibre, et notre quantité d’intérêt A est égale à sa valeur à l’équilibre 〈A〉eq. = A0.
Cependant, pour t > t0, une fois que la perturbation est présente, le résultat précédent n’est
plus valide, parce que la valeurmoyenne 〈A〉 estmodifiée par Hpert et on obtient 〈A〉hors eq. =
〈A〉eq. + δ〈A〉hors eq. où δ〈A〉hors eq. dépend linéairement en Hpert.(t) dans l’hypothèse de la
réponse linéaire.
La formule de Kubo est alors très utile car elle nous permet de relier la valeur moyenne
de A dans le cas hors équilibre à la valeur moyenne d’un commutateur à l’équilibre (en
général simple à calculer pour un hamiltonien sans terme quartique en opérateurs) [45], qui
s’écrit
δ〈A(t)〉hors eq. ≡ 〈A(t)〉hors eq. − 〈A〉eq. =
∫ ∞
t0
dt′CRAHpert.(t, t
′)e−η(t−t
′) (1.20)
où η est un paramètre infinitésimal positif ayant mathématiquement pour but de s’assurer
de la convergence de l’intégrale, physiquement il signifie que la perturbation doit être activée
de manière adiabatique, et CRAHpert.(t, t
′) est la fonction de corrélation retardée et s’écrit
CRAHpert.(t, t
′) = −iΘ(t− t′)〈
[
A(t), Hpert.(t′)
]
〉eq.. (1.21)
Ce résultat remarquable que nous devons à Kubo [46] relie la variation de A en présence de
la perturbation, qui est par définition une quantité hors-équilibre, à une valeur moyenne
d’un commutateur évaluée sur le hamiltonien H0 à l’équilibre. Cette relation est valide
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uniquement pour la réponse linéaire naturellement.
Dans la base du temps, la quantité qui nous intéresse δ〈A(t)〉 est un produit de convolu-
tion ; une base plus commode est la base en fréquence pour la fonction de corrélation. Cette
dernière est invariante par translation dans le temps étant donné qu’elle ne dépend que de
la différence t− t′. Il nous suffit alors de calculer la transformée de Fourier du hamiltonien
pour obtenir, après avoir fixé t0 = −∞,
δ〈A(t)〉 =
∫ +∞
−∞
dt′
∫ +∞
−∞
dω
2π
e−iωte−i(ω+iη)(t
′−t)CRAHpert.,ω (t− t
′), (1.22)
=
∫ +∞
−∞
dω
2π
e−iωtCRAHpert.,ω (ω), (1.23)
δ〈A(ω)〉 = CRAHpert.,ω (ω). (1.24)
Cette relation nous relie directement, en fréquence, la partie hors équilibre de la quantité A
avec la fonction de corrélation retardée correspondante.
Parmi les grandeurs avec lesquelles nous sommes familiers, la quantité A peut corres-
pondre au courant électrique J, l’aimantation M ou bien la polarisation P. La perturbation
Hpert.(t) représente alors le couplage entre une perturbation externe, comme un champ
électrique E ou magnétique B, et des degrés de liberté du système, respectivement le dipôle
électrique ou le spin des électrons. La fonction de réponse correspond au coefficient de
proportionnalité (qui est en général un tenseur) entre la quantité δ〈A(ω)〉 et la perturbation
externe.
1.3.2 Relation entre les différentes fonctions de réponse utilisées
Dans cette thèse nous nous intéresserons en priorité à deux types de fonctions de ré-
ponses qui sont proches l’une de l’autre : la conductivité optique, notée σij(ω) et l’absorption
optique notée αij(ω) où i, j ∈ {x, y, z} sont les composantes du tenseur correspondant. Nous
étudierons tout d’abord l’absorption optique, puis la conductivité optique.
En utilisant la théorie de la réponse linéaire nous pouvons trouver des relations entre la
polarisation électrique d’un matériau notée P et le champ électrique total, ainsi qu’entre le
champ de déplacement électrique, noté D, et le champ électrique total :
P(q, ω) = ε0χ(q, ω)E(q, ω), (1.25)
D(q, ω) = ε0ε(q, ω)E(q, ω), (1.26)
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où χ est le tenseur de susceptibilité électrique, ε le tenseur diélectrique, ε0 la permittivité du
vide et q et ω respectivement le vecteur d’onde et la fréquence associés au champ électrique
externe. À l’aide de la relation entre ces deux quantités D = ε0E + P, on trouve
ε(q, ω) = 1 + χ(q, ω). (1.27)
Cependant, le cas de l’absorption optique est plus subtil car elle est définie par la diminution
d’intensité d’une onde lumineuse lorsque cette dernière traverse un matériau :
I(r2, ω) = I(r1, ω) exp (−α(ω)|r2 − r1|) , (1.28)
où α(ω) = 4πn′′(ω)/λ est appelé le coefficient d’absorption ou bien simplement l’absorption
optique, qui dépendde la fréquence ω avec n′′(ω) la partie imaginaire de l’indice de réfraction
(aussi appelé coefficient d’extinction) et λ la longueur d’onde de la lumière dans le vide. Cette
relation est donnée en calculant l’atténuation de l’onde électromagnétique dans un solide
en partant des équations de Maxwell [47]. Dans ce cas, il est plus facile de trouver une
relation entre le coefficient d’absorption et la susceptibilité électrique. En effet on peut relier
l’absorption optique à la susceptibilité électrique par la puissance dissipée de la lumière par
unité de volume dans le matériau [34], ou en utilisant la relation entre fonction diélectrique
et indice de réfraction ε(ω) = n(ω)2 :
α(ω) =
ωχ′′(ω)
n′(ω)c
, (1.29)
où χ′′ représentent les valeurs propres de la partie imaginaire de la susceptibilité électrique,
n′(ω) la partie réelle de l’indice de réfraction et c la vitesse de la lumière. Par exemple, pour
une lumière circulairement polarisée droite ou gauche, on a
αLCP (RCP)(ω) =
ωχ′′LCP (RCP)(ω)
n′(ω)c
, (1.30)
où LCP et RCP représentent respectivement une lumière polarisée circulairement gauche et
droite. Demanière générale, les éléments du tenseur de la susceptibilité électrique dépendent
de la structure cristalline étudiée [34, 48]. On a également négligé la dépendance de la
polarisation de la lumière pour l’indice de réfraction.
Nous nous intéresserons ici exclusivement à la partie interbande de cette absorption,
impliquant des transitions optiques entre la (ou les) bande de valence et la (ou les) bande de
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conduction. Dans ce cas on peut trouver une définition utilisant la règle d’or de Fermi [48]
α(ω) =
h̄ω× nombre de transitions par unité de volume par unité de temps
flux électromagnétique incident
. (1.31)
Dans cette thèse, l’étude de l’absorption optique est motivée également par un souci de
proximité avec l’expérience. La plupart du temps ce qu’une expérience va mesurer est le
coefficient de réflexion, aussi appelé réflectance qui correspond au ratio entre intensité réfléchie
et incidente de l’onde lumineuse, noté R. Cette quantité est reliée à la réflectivité, noté r [34]
R(ω) ≡ r(ω)2 =
∣∣∣∣n(ω)− 1n(ω) + 1
∣∣∣∣2 (1.32)
pour le cas d’une incidence normale où n = n′ + in′′ est l’indice de réfraction complexe,
que l’on décompose en une partie réelle et imaginaire. On peut donc extraire la fonction
diélectrique ε(ω), reliée au coefficient de réfraction à partir du coefficient de réflexion.
Toujours en réponse linéaire, on peut trouver une relation entre le courant électrique J
et le champ électrique externe E
J(q, ω) = σ(q, ω) · E(q, ω), (1.33)
qui n’est rien d’autre que la célèbre loi d’Ohm où σ est le tenseur de conductivité. L’avantage
de calculer la conductivité optique est qu’elle est reliée à la fonction de réponse du courant,
elle même directement reliée au commutateur courant-courant. Toutefois, on peut également
relier la conductivité optique à la fonction diélectrique à l’aide des équations de Maxwell. En
utilisant les transformées de Fourier de l’équation de Maxwell-Ampère et Maxwell-Faraday
[49] ainsi que l’équation 1.33, on obtient :
iq× B = µ0σE−
iω
c2
E, (1.34)
iq× E = −iωB. (1.35)
En se concentrant sur la partie transverse, c’est-à-dire pour q · E = 0, on obtient une relation
reliant le tenseur diélectrique à la conductivité
ε(q, ω) = 1 +
i
ω
σ(q, ω), (1.36)
cela nous permet également de trouver des relations entre les parties imaginaires et réelles
de ces mêmes tenseurs. On obtient alors une relation entre le coefficient d’absorption et les
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valeurs propres de la partie réelle de conductivité optique
α(ω) =
σ′(ω)
n′(ω)c
. (1.37)
De plus, nous nous intéresserons à des fréquences correspondant à des énergies très basses,
entre 10− 50meV, qui est le domaine de validité de la dispersion linéaire pour des fermions
de Weyl. Ces énergies correspondent à des fréquences de l’ordre de 1− 10THz, ce qui nous
situe à la limite entre le térahertz et l’infrarouge ; on peut alors raisonnablement considérer
que la partie réelle de l’indice de réfraction est indépendante de la fréquence sur cet intervalle
[34]. Cela nous donne donc une relation de proportionnalité directe
α(ω) =
σ′(ω)
n′c
→ α(ω) ∝ σ′(ω), (1.38)
entre l’absorption optique et les valeurs propres de la conductivité optique. Dans le chapitre 2,
nous utiliserons le coefficient d’absorption optique (interbande), parce que plus proche d’un
formalisme où on extrait la fonction de réponse correspondant à la polarisation. Cependant
dans le chapitre 3, on parlera de conductivité optique interbande, plus particulièrement
la partie réelle, parce que plus commode à calculer dans le formalisme GRPA (cf. l’annexe
B). Ces quantités sont en revanche tout à fait équivalentes sur le plan de l’interprétation
physique, ce qui explique certains abus de passer allégrement de l’une à l’autre.
1.4 Polarisation de vallée
Nous présentons ici le concept de base de la polarisation de vallée, que l’on construit
par analogie avec la polarisation de spin dans les solides.
1.4.1 Découverte de la polarisation de vallée
Avant même de parler du principe de polarisation de vallée, il nous faut expliquer le
concept de vallée. Une vallée, dans un semiconducteur, correspond à un minimum local (en
énergie) de la bande interdite, c’est-à-dire où la bande de valence et de conduction sont les
plus proches en énergie dans la zone de Brillouin. Pour un semiconducteur où le niveau
de Fermi réside dans le gap, une vallée est donc l’endroit dans la zone de Brillouin où les
transitions interbandes se font à l’énergie la plus basse. Pour la polarisation de vallée, il est
nécessaire d’avoir un système avec plusieurs vallées ; on parle alors de semiconducteur à
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vallées multiples (multivalley semiconductor en anglais), comme le diamant, le silicium ou le
germanium [50,51].
Dans le cas où plusieurs vallées sont dégénérées (c’est-à-dire que le gap entre bande de
conduction et valence est égal dans plusieurs d’entre elles), une polarisation de vallée est un
phénomène physique où une seule de ces vallées (parfois un ensemble de plusieurs vallées)
est activée, que ce soit par un champ électrique externe continu ou alternatif. On met alors
en lumière tout le problème existant : premièrement, comment peut on activer uniquement
une seule vallée ? Deuxièmement, comment peut-on détecter la polarisation de vallée ?
Commençons alors par faire une rapide analogie avec le spin. Supposons que l’on soit
capable de manipuler le degré de liberté de spin dans un solide. Au lieu de transmettre
l’information par le courant électrique, on peut le faire avec le courant de spin [52] ; ce champ
de travail s’appelle la spintronique (mot valise venant de l’anglais spintronics). À l’instar de
ce domaine, depuis la fin des années 2000, un domaine appelé valléetronique (valleytronics
en anglais) est né avec des propositions dans des modèles de graphène gapé sur des mesures
de transport [53, 54]. Imaginons que nous ayons deux vallées dégénérées, pour des raisons
de symétries, mais présentes à des endroits différents de la zone de Brillouin, alors on peut
écrire un hamiltonien pour les électrons à basse énergie dans ce système qui comprend un
degré de liberté pour une vallée A et B, de la même façon que l’on peut avoir une composante
du spin ↑ et ↓. En effet lorsque l’on a un matériau ferromagnétique, on dit que le système est
polarisé en spin. Le même type de nomenclature apparaît dans le cadre de la polarisation
de vallée.
Obtenir une polarisation de vallée, c’est-à-dire parvenir à activer des électrons d’une
seule vallée, est donc la première étape avant la "valléetronique". Parmi les succès à ce
jour on peut noter la polarisation de vallée dans le bismuth en transport sous un champ
magnétique externe [55, 56]. En raison de la forme très anisotrope des surfaces de Fermi
et de la symétrie C3, le courant électrique peut être polarisée en vallée et on peut choisir
la vallée en question en changeant l’orientation du champ. Un comportement similaire est
possible dans le diamant sous un fort champ électrique externe, dans ce cas, les électrons
qui participent au transport sont polarisés dans une paire de vallée selon un des trois axes
principaux de la zone de Brillouin [57] (c.f. figure 1.3).
Cependant, outre une activation par une différence de potentiel ou un champ magné-
tique externe fort, on peut, dans certains systèmes faire une activation optique des vallées.
Ces systèmes nécessitent une brisure de la symétrie par inversion afin de pouvoir exciter
séparément les électrons dans les différentes vallées à l’aide d’une lumière circulairement
polarisée. Cela a été montré dans le cas du graphène gapé en considérant le moment ma-
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Figure 1.3 Figure de gauche : représentation de la surface de Fermi du Bismuth, chaque
ovale représente une poche d’électrons autour d’une vallée. Lorsque le champ
magnétique est orienté perpendiculairement à une poche donnée, alors la majorité
du courant vient de la vallée associée ; figure tirée de [55]. Figure de droite : zone
de Brillouin du diamant avec trois paires de vallées inéquivalentes selon trois axes
principaux. Si le champ électrique est suffisamment fort, alors une seule paire de
vallées est activée, selon l’axe [100] ; figure tirée de [57].
gnétique orbital des électrons [58].
Ces premiers travaux ont pavé la route à l’étude de matériaux de Dirac qui brisent
par essence la symétrie d’inversion spatiale, contrairement au graphène : les métaux de
transitions dichalcogène (transition metal dichalcogenide en anglais, souvent abrégé en TMD
ou TMDC) [59].
1.4.2 Le cas d’école : polarisation de vallée dans les semiconducteurs bidimensionnels
Lesmétaux de transitions dichalcogènes [59] ont une stoechiométrie de la forme AB2 avec
A un métal de transition, souvent du molybdène (Mo) ou du tungstène (W), et B un élément
de la seizième colonne du tableau périodique, un chalcogène, souvent du soufre (S), du
sélénium (Se) ou du tellure (Te). Cette classe de semiconducteurs bidimensionnels a permis
d’exploiter à son plein potentiel les effets de la polarisation de vallée. Deux phénomènes
physiques conjoints conduisent à cette possibilité. Premièrement, la brisure de symétrie par
inversion de ces systèmes, ayant un réseau cristallin similaire au graphène vu du dessus,
mais qui consistent en un empilement d’atomes B − A − B vu de la tranche. Un de ces
empilements est appelé monocouche (c.f. figure 1.4). De façon similaire au graphène avec
le graphite, ces monocouches sont liées entre elles par une interaction de Van der Waals
lorsque présentes sous forme de matériau tridimensionnel ou bulk. En plus de la brisure de
symétrie par inversion spatiale, il existe dans ces matériaux un fort couplage spin-orbite qui
a pour conséquence de lever la dégénérescence en spin autour de chaque vallée, et couple
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fortement les degrés de spin et de moment, donc de vallée, comme indiqué sur la figure 1.4.
Figure 1.4 a. et d Représentation de la cellule unité d’une monocouche et d’une bicouche
de MoS2 respectivement. b. Représentation des bandes proche des vallées K et
K′ pour une monocouche. Le couplage spin-orbite conduit à une levée de dégé-
nérescence en plusieurs bandes de moment angulaire différents. Le fait que les
deux vallées soient reliées par symétrie par renversement du temps nous impose
qu’une bande de moment angulaire m dans la vallée K conduise à une bande de
moment angulaire −m de même énergie dans la vallée K′. e. Représentation des
bandes proches des vallées K et K′ dans le cas de la bicouche. Dans ce cas les
vallées K et K′ sont reliées par symétrie d’inversion spatiale ce qui impose que les
deux vallées possèdent des bandes doublement dégénérées en moment angulaire.
Figure extraite de [60].
Cette combinaison entre couplage spin-orbite et brisure de symétrie par inversion spa-
tiale permet de contrôler optiquement la population des électrons dans les deux vallées
reliées par symétrie de renversement du temps, K et K′ (comme pour le graphène), par une
lumière circulairement polarisée [60]. En effet, lorsque l’on a une transition entre des états
de moment angulaire total |m〉 et |m′〉, on doit avoir conservation de ce dernier. Dans ce
cas, si la lumière est polarisée circulairement dans le plan de la monocouche, les photons
polarisés circulairement droite ont un moment angulaire égal à +1 et inversement les pho-
tons polarisés gauche −1. Pour la vallée K, le gap ayant l’énergie la plus faible correspond
à l’écart entre les bandes m = −1/2 et −3/2 (c.f. figure 1.4), on peut donc exciter optique-
ment les électrons de cette vallée par une lumière polarisée gauche. Cependant le même gap
correspond à l’écart entre les bandes m = +1/2 et +3/2 pour la vallée K′, qui peut alors
être excitée optiquement par une lumière polarisée droite. Chose encore plus remarquable,
étant donnée que la polarisation de vallée se fait par des règles de sélection impliquant le
moment angulaire, détecter cette dernière est possible par photoluminescence, c’est-à-dire
en "regardant" directement la polarisation des photons issus de la relaxation des électrons
de la bande de conduction à la bande de valence [60, 61]. Plus précisément, les électrons
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excités dans une certaine vallée pour une polarisation lumineuse fixe vont se désexciter en
produisant des photons avec la même polarisation. En observant la polarisation des photons
du spectre optique en émission, on peut alors déterminer dans quelle vallée se trouvaient les
électrons excités. Ces résultats ont été confirmés également pour une monocouche de WS2
sur un substrat d’or en spectroscopie par photoémission résolue en angle et en temps (time
resolved ARPES en anglais) où une polarisation de vallée de plus de 80 % est atteinte [62].
Ces propriétés optiques remarquables de sélection de vallée ont pu être étendues à des
phénomènes opto-électroniques en utilisant l’effet Hall de vallée. Les vallées K et K′ reliées
par symétrie de renversement du temps possèdent une courbure de Berry opposée, ce qui
conduit à une composante de vitesse anormale (reliée à la courbure de Berry) opposée pour
les deux vallées. Il est possible de changer la différence de potentiel de Hall en changeant la
polarisation de la lumière [10]. De plus, des expériences plus récentes ont montré qu’à la
fois dans la monocouche et dans la bicouche, il était possible de régler électriquement la
polarisation de vallée en utilisant les propriétés de la courbure de Berry, donnant lieu à un
courant polarisé en vallée [63, 64]. Dans la même veine, des prédictions théoriques quant à
la possibilité de développer une électronique à base du degré de liberté de vallée émergent
dans les matériaux de Dirac en utilisant les propriétés de l’effet tunnel du pseudo-spin [65].
Toutes ces expériences ont pointé du doigt la relation entre la courbure de Berry, prove-
nant de la brisure de symétrie d’inversion et du fort couplage spin-orbite, et la polarisation
de vallée. Cependant des résultats théoriques précurseurs montraient déjà une relation
spécifique entre matériaux topologiques bidimensionnels (semiconducteurs 2D ou surface
d’un isolant topologique 3D) et règles de sélection optique et ce, en présence d’interaction
coulombienne [28–31].
On en vient donc aux questions que soulève cette thèse : les semimétaux de Weyl,
matériaux topologiques qui brisent intrinsèquement la symétrie d’inversion, connus pour
abriter un fort couplage spin-orbite peuvent ils être utilisés pour la polarisation de vallée ?
Comme certains résultats l’indiquent pour les matériaux topologiques bidimensionnels, la
relation entre topologie des bandes à une particule et interactions coulombienne à longue
portée est-elle pertinente ? Si une polarisation de vallée est possible, comment peut-on la
détecter, voire la contrôler ?
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Résumé du chapitre
Dans ce chapitre nous avons présenté une introduction aux semimétaux de Weyl en
partant d’abordde l’équation deDirac pour l’électron,puis enmontrant le lien entre physique
des hautes énergies et matière condensée. Nous avons vu ensuite qu’un semimétal de Weyl
n’est pas simplement un système où les électrons dispersent linéairement en moment mais
aussi un système avec une topologie non triviale, caractérisée par la courbure de Berry et
le nombre de Chern. Parmi les manifestations physiques des propriétés topologiques, on
retrouve la désormais célèbre anomalie chirale [19] ainsi que la présence d’états de bord, les
arcs de Fermi, conséquence de la correspondance bord-volume [20].
Les croisements linéaires de bandes dans les semimétaux de Weyl proviennent de dégé-
nérescences accidentelles. Surtout, ces croisement se produisent à des endroits arbitraires
de la zone de Brillouin, ce qui explique que la découverte "tardive" de tels matériaux. De
plus, un semimétal de Weyl, pour exister, doit briser par la symétrie d’inversion spatiale
ou de renversement du temps, et doit respecter le théorème no-go de Nielsen et Ninomiya
[35,36]. Cela implique la présence de plusieurs noeuds de Weyl dans la zone de Brillouin, et
la somme des chiralités de tous les noeuds de Weyl doit être égale à zéro. Par exemple, pour
les semimétaux de Weyl de la famille de TaAs, il existe 12 paires de noeuds de Weyl dans la
zone de Brillouin.
Cette thèse se concentrant en premier lieu sur les réponses optiques de semimétaux de
Weyl, nous avons effectué un bref rappel des formules de base pour le formalisme de Kubo
de la réponse linéaire, puis défini les relations entre les différentes grandeurs d’intérêt dans
notre cas. On peut citer par exemple le coefficient d’absorption (ou absorption optique),
la fonction diélectrique, la susceptibilité électrique ainsi que la conductivité optique. En
général, toutes ces quantités sont des tenseurs.
Pour finir, nous avons fait une brève revue de littérature sur la polarisation de vallée
et de manière plus générale, la valléetronique, visant à utiliser le nombre quantique de
vallée pour des applications électroniques. Nous avons choisi comme point de départ les
premiers articles parus à la fin des années 2000, en passant par les résultats remarquables
dans les métaux de transitions dichalcogènes, véritable terrain de jeu pour la polarisation
de vallée. Enfin, nous avons abordé des sujets plus récents comme la présence conjointe de
propriétés topologiques et d’interaction coulombienne à longue portée dans les systèmes
bidimensionnels.
Chapitre 2
Absorption optique dans un sémimetal de
Weyl avec interaction coulombienne à longue
portée
Dans ce chapitre nous présenterons tout d’abord lemodèle avec interactions de Coulomb
que nous avons utilisé pour décrire l’absorption optique à basse énergie d’un semimétal
de Weyl. Ensuite nous verrons comment écrire l’absorption optique dans un formalisme
d’équation dumouvement pour ainsi obtenir une équation aux valeurs propres pour la paire
électron-trou, l’exciton, et nous argumenterons sur le caractère topologique de ces derniers.
Puis nous calculerons les éléments du tenseur de susceptibilité, et nous appliquerons cette
méthode à différents types de semimétaux de Weyl, ceux brisant la symétrie d’inversion
spatiale mais préservant la symétrie de renversement du temps, et ceux brisant la symétrie
de renversement du temps mais préservant la symétrie d’inversion spatiale. Finalement
nous montrerons qu’il est possible d’avoir une polarisation de vallée partielle de paires de
noeuds de Weyl dans ces systèmes si certaines conditions sont réunies.
Les travaux présentés dans ce chapitre ont fait l’objet d’un article [66].
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2.1 Hamiltonien avec interaction coulombienne et couplage électron-photon
2.1.1 Interaction électron-électron à longue portée
Nous avons présenté dans la section 1.1 le modèle usuel pour des électrons libres à basse
énergie dans un semimétal de Weyl. On rappelle ici que le hamiltonien proche du noeud de
Weyl s’écrit
hτ(k) = d0,τ(k)σ0 + dτ(k) · σ, (2.1)
où τ représente l’indice de noeud, σ0 la matrice identité 2× 2 et σ les matrices de Pauli.
En seconde quantification, nous pouvons écrire le hamiltonien pour des électrons libres
comme
H0 = ∑
kλτ
Ekλτc†kλτckλτ, (2.2)
où λ = c, v représente le degré de liberté de bande avec Ekcτ = d0,τ(k) + |dτ(k)| et Ekvτ =
d0,τ(k)− |dτ(k)|. De plus l’opérateur c(†)kλτ annihile (crée) un électron dans l’état |kλτ〉 et
on a {c†α, cβ} = δαβ ainsi que {c†α, c†β} = {cα, cβ} = 0 où α et β représentent l’ensemble des
nombres quantiques du système.
Nous voulons ajouter un terme d’interaction coulombienne à notre modèle de semimétal
de Weyl. Gardons à l’esprit que nous avons un modèle à basse énergie similaire à un gaz
d’électrons. On peut alors écrire un terme d’interaction coulombienne à longue portée pour
un gaz d’électrons
U = 1
2
∫
d3rd3r′V(r− r′)Ψ†(r)Ψ†(r′)Ψ(r′)Ψ(r), (2.3)
où V(r− r′) = e2/(4πε0ε∞|r− r′|) représente le potentiel coulombien pour un gaz d’élec-
trons avec ε∞ la contribution de la constante diélectrique provenant des bandes de haute
énergie (c’est-à-dire non comprises dans notre approximation linéaire) et Ψ(r) l’opérateur
de champ à basse énergie qui s’écrit comme
Ψ(r) =
1√
V ∑kλτ
eikτ ·reik·r|kλτ〉ckλτ, (2.4)
où V est le volume du système, kτ la position du noeud de Weyl dans l’espace des vecteurs
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d’onde et k le vecteur d’onde mesuré par rapport au noeud de Weyl. On rappelle
|kcτ〉 =
 cos θkτ2
eiϕkτ sin θkτ2
 , |kvτ〉 =
 − sin θkτ2
eiϕkτ cos θkτ2
 . (2.5)
On peut alors utiliser l’expression de l’opérateur champ dans l’équation (2.3) en faisant
l’approximation que deux opérateurs champ Ψ†(r) et Ψ(r) provenant du même point r
dans l’espace doivent provenir du même noeud de Weyl. Ceci est justifié puisque, dans le
cas contraire, deux électrons provenant de deux noeuds de Weyl différents impliquerait
l’existence d’un vecteur d’onde d’échange correspondant à la distance dans la zone de
Brillouin entre ces deux mêmes noeuds, soit 2|kτ|. Un tel vecteur d’onde sort donc de notre
pré-requis qui est de considérer tous les vecteurs d’ondes plus petit qu’un cutoff Λ̃ associé
au cutoff Λ en énergie. Ceci consiste à faire l’approximation de ne garder que les termes à
petit vecteur d’onde dans l’interaction coulombienne.
Ceci nous conduit, en utilisant la transformée de Fourier du potentiel coulombien ainsi
que l’équation (2.4), à
U ' 1
2V ∑
ττ′
∑
λλ′γγ′
∑
kk′q 6=0
〈k + qλτ|kγτ〉〈k′ − qλ′τ′|k′γ′τ′〉V(q)c†k+qλτc†k′−qλ′τ′ck′γ′τ′ckγτ,
(2.6)
avec V(q) = e2/(ε0ε∞q2). L’exclusion de q = 0 de la somme provient de l’approximation
du modèle du jellium considérée ici [45] ; ce terme électronique s’annule avec la contribution
des ions du réseau cristallin.
Pour l’instant nous garderons cette forme générale de l’interaction coulombienne. Nous
introduirons plusieurs approximations qui seront nécessaires lors de la résolution de l’équa-
tion du mouvement, comme l’écrantage ou une simplification des éléments de matrice de
l’équation (2.6).
2.1.2 Couplage entre les électrons et un champ électrique externe
Nous allons ensuite ajouter le dernier ingrédient à notre modèle : le couplage entre
les électrons et les photons. On introduit ce couplage via l’interaction dipolaire entre les
électrons et le champ électrique de la lumière.
HE =
∫
d3rΨ†(r)(−er) · E(t)Ψ(r), (2.7)
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où e est la charge élémentaire et E(t) le champ électrique de la lumière, et on suppose que
la longueur d’onde de la lumière est beaucoup plus grande que la longueur de pénétration
du champ afin de considérer ce dernier comme uniforme. Il nous faut préciser que nous
nous intéressons ici qu’à la partie interbande de l’absorption optique, c’est-à-dire à une
fréquence finie de la lumière, en opposition à la partie intrabande qui se situe à fréquence
nulle. Nous allons aussi considérer que le vecteur d’onde des photons considérés est très
faible, donc négligeable. Dans notre cas, l’absorption optique a lieu dans le domaine de
l’infrarouge voire le térahertz h̄ω ∼ 10− 40meV. Dans le régime à basse énergie des noeuds
de Weyl, on peut écrire l’énergie des électrons comme E = h̄vFkel. Celle des photons s’écrit
Eph = hc/λ = h̄ckph où c est la vitesse de la lumière. Pour des énergies comparables des
électrons et des photons Eel ∼ Eph, on obtient kph = (vF/c)kel. Dans ce cas, le vecteur d’onde
du photon est environ 1000 fois inférieur à celui de l’électron, donc si ce dernier absorbe un
photon d’énergie de l’ordre de la dizaine de meV, nous pouvons considérer que son vecteur
d’onde sera le même avant et après l’absorption.
Nous pouvons alors écrire la partie du hamiltonien décrivant l’interaction électron-
lumière dans la base des vecteurs d’onde
HE =
1
V
∫
d3r ∑
kk′
λ 6=λ′
∑
λλ′
∑
ττ′
e−ikτ ·re−ik·r〈kλτ|c†kλτ(−êr) · E(t)eik
′
τ ·reik
′·r|k′λ′τ′〉ck′λ′τ′ (2.8)
= −eE(t)∑
kk′
λ 6=λ′
∑
λλ′
∑
ττ′
c†kλτck′λ′τ′
1
V
∫
d3r〈kλτ |̂r|k′λ′τ′〉ei(kτ−k′τ+k−k′)·r. (2.9)
En utilisant
v̂ ≡ ˙̂r = i
h̄
[H0, r̂] , (2.10)
oùH0 est le hamiltonien pour des électrons libres, on obtient pour l’élément de matrice
〈kλτ|v̂|kλ′τ〉 = i
h̄
〈kλτ| [H0, r̂] |kλ′τ〉 (2.11)
= − i
h̄
(Ekλ′τ − Ekλτ)〈kλτ |̂r|kλ′τ〉 (2.12)
〈kλτ |̂r|kλ′τ〉 = ih̄ 〈kλτ|v̂|kλ
′τ〉
Ekλ′τ − Ekλτ
. (2.13)
L’intégrale sur r donne alors un delta de Dirac et la seule façon de satisfaire la condition
imposée par ce dernier est d’avoir k = k′ ainsi que kτ = k′τ étant donné que l’on a considéré
que les vecteurs |k| < Λ dans notre approximation à basse énergie ainsi que |kτ|  Λ.
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Tout ceci nous permet d’obtenir une forme plus élégante du couplage électron-lumière
HE = −E(t) ·∑
kτ
dvcτ (k)c
†
kcτckvτ + h.c., (2.14)
où h.c. indique l’hermitien conjugué et dvcτ (k) 1, l’élément de matrice du dipôle interbande,
est défini comme
dvcτ (k) = ieh̄
〈kcτ|v̂|kvτ〉
Ekvτ − Ekcτ
, (2.15)
où v̂ = h̄−1∇khτ(k) est l’opérateur vitesse.
2.2 Formalisme pour l’absorption optique interbande
Nous allonsmaintenant présenter le calcul afin d’obtenir l’absorption optique interbande
dans un semimétal de Weyl. Tout d’abord il nous faut rappeler que notre hamiltonien est
diagonal dans la base des noeuds, donc nous allons calculer la conductivité optique pour
chaque noeud séparément. On précise aussi que l’on ne tiendra pas compte des états de
surface des semimétaux de Weyl pour ce calcul.
2.2.1 Équation du mouvement pour la polarisation interbande
Nous allons suivre ici le formalisme de [67] pour trouver une équation aux valeurs
propres pour la paire électron-trou.
Tout d’abord, il nous faut définir la quantité que l’on veut calculer. Nous avons montré
dans la section 1.1 le lien entre susceptibilité optique, absorption optique et conductivité
optique. Écrivons alors l’expression pour la polarisation macroscopique comme un moment
dipolaire par unité de volume
P(t) =
1
V ∑kτ
〈Pτ(k, t)〉dvcτ ∗(k) + c.c, (2.16)
où c.c. indique le complexe conjugué et
Pτ(k, t) = c†kvτ(t
+)ckcτ(t), (2.17)
1. L’indice vc pour valence-conduction sert à différentier le dipôle interbande du terme d(k) que l’on écrit
pour le hamiltonien à basse énergie
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où ckλτ(t) = exp(iHt)ckλτ(0) exp(−iHt). Ici H = H0 + U + HE (t) est le hamiltonien
complet du système et la valeur moyenne est prise sur l’état fondamental de H. De plus
t+ indique un temps égal à t mais très légèrement supérieur pour que l’ordonnancement
temporel des opérateurs soit bien défini. La quantité 〈Pτ(k, t)〉 représente la cohérence
interbande. Lorsque nous sommes à l’équilibre thermodynamique et en absence de phase de
type condensat excitonique, c’est-à-dire un condensat de Bose-Einstein composé d’excitons
[68, 69], nous avons par définition que cette quantité sur l’état fondamental de H0 + U
est nulle. En revanche, sous excitation lumineuse, des électrons de bande de valence vont
être promus en bande de conduction, ce qui conduit à une cohérence interbande non nulle.
Trouver l’expression de cette valeurmoyenne est donc unemanière pour calculer l’absorption
optique d’un système. On applique ici le formalisme de la section 1.3, ce qui nous permet
d’écrire
〈Pτ(k, t)〉hors-eq. = 〈Pτ(k, t)〉eq. + δ〈Pτ(k, t)〉hors-eq., (2.18)
où 〈Pτ(k, t)〉eq. = 0 dans notre cas (absence de condensat excitonique) et δ〈Pτ(k, t)〉hors-eq.
est considéré uniquement à l’ordre linéaire dans le champ électrique externe de la lumière.
Pour trouver l’expression de Pτ(k, t), il nous faut calculer l’équation du mouvement pour le
produit d’opérateurs c†kvτ(t
+)ckcτ(t) avec le hamiltonien complet. On a alors
d
dt
(c†kvτ(t)ckcτ(t)) =
i
h̄
[
H, c†kvτ(t)ckcτ(t)
]
. (2.19)
Puisque l’opérateurH commute avec lui même, on trouve directement
d
dt
(c†kvτ(t)ckcτ(t)) =
i
h̄
exp(iHt)
[
H, c†kvτ(0)ckcτ(0)
]
exp(−iHt). (2.20)
Ce commutateur à temps nul est assez facile à obtenir pour la partie quadratique du hamil-
tonien, cependant, la partie quartique (interaction coulombienne) requiert plus de patience.
Calculons ce commutateur pour la partie quadratique du hamiltonien. Tous les opérateurs
sont considérés à t = 0.[
H0, c†kvτckcτ
]
= ∑
k′τ′
(
Ek′cτ′
[
c†k′cτ′ck′cτ′ , c
†
kvτckcτ
]
+ Ek′vτ′
[
c†k′vτ′ck′vτ′ , c
†
kvτckcτ
])
= ∑
k′τ′
(
−Ek′cτ′c†kvτ{c†k′cτ′ , ckcτ}ck′cτ′ + Ek′vτ′c†k′vτ′{ck′vτ′ , c†kvτ}ckcτ
)
= ∑
k′τ′
(
−Ek′cτ′c†kvτck′cτ′δkk′δττ′ + Ek′vτ′c†k′vτ′ckcτδkk′δττ′
)
= − (Ekcτ − Ekvτ) c†kvτckcτ. (2.21)
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Pour la partie de l’interaction électron-photon, nous avons[
HE , c†kvτckcτ
]
= −E(t) ∑
k′τ′
dvcτ′ (k
′)
[(
c†k′cτ′ck′vτ′ − c†k′vτ′ck′cτ′
)
, c†kvτckcτ
]
= −E(t) ∑
k′τ′
dvcτ′ (k
′)
(
c†kvτ
[
c†k′cτ′ck′vτ′ , ckcτ
]
+
[
c†k′cτ′ck′vτ′ , c
†
kvτ
]
ckcτ
)
= −E(t) ∑
k′τ′
dvcτ′ (k
′)
(
−c†kvτ{c†k′cτ′ , ckcτ}ck′vτ′ + c†k′cτ′{ck′vτ′ , c†kvτ}ckcτ
)
= −E(t) · dvcτ (k)
(
c†kcτckcτ − c†kvτckvτ
)
. (2.22)
Inséronsmaintenant les équations (2.21) et (2.22) dans l’équation (2.19) de l’équation dumou-
vement afin de trouver un résultat pour la polarisation interbande, sans le terme d’interaction
coulombienne pour commencer :
ih̄
d
dt
(c†kvτ(t)ckcτ(t)) = (Ekcτ − Ekvτ) c†kvτ(t)ckcτ(t)
+ E(t) · dvcτ (k)
(
c†kcτ(t)ckcτ(t)− c†kvτ(t)ckvτ(t)
)
. (2.23)
Les valeurs moyennes sont prises ici dans l’état fondamental du hamiltonien en l’absence
d’interaction coulombienne :
ih̄
d
dt
〈Pτ(k, t)〉 = (Ekcτ − Ekvτ) 〈Pτ(k, t)〉+ E(t) · dvcτ (k) (nkcτ(t)− nkvτ(t)) , (2.24)
où nkατ(t) = 〈c†kατ(t)ckατ(t)〉. Nous allons faire ici une approximation de quasi-équilibre
pour le facteur d’occupation en bande de valence et conduction. Cela conduit à nkατ(t) =
fατ(k) où f représente la fonction de Fermi-Dirac. Cette approximation est valide dans
le formalisme de réponse linéaire considéré ici étant donné que le terme comprenant les
occupations des bandes est déjà linéaire en E(t).
L’étape suivante est de prendre la transformée de Fourier de la polarisation interbande
Pτ(k, t) =
∫ +∞
−∞
dωe−iωtPτ(k, ω). (2.25)
On obtient alors une équation de la polarisation interbande en fonction de la fréquence
δ〈Pτ(k, ω)〉hors-éq. = E(ω) · dvcτ (k)
fcτ(k)− fvτ(k)
h̄ω + iη − (Ekcτ − Ekvτ)
, (2.26)
où nous avons déplacé la fréquence ω → ω + iη pour déplacer le pôle de la fonction Pτ(k, ω)
dans la partie supérieure du plan complexe [45].
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Remplaçons à présent notre définition de la polarisation interbande dans l’équation
(2.16) pour la polarisation macroscopique
P(t) ≡ ε0χ(ω)E(ω) =
ε0
V ∑kτ
dvcτ
∗(k) (E(ω) · dvcτ (k))
fcτ(k)− fvτ(k)
h̄ω + iη − (Ekcτ − Ekvτ)
. (2.27)
Ce qui définit la susceptibilité sans interaction coulombienne. Ce cas nous donne cependant
une intuition physique forte sur le problème, en effet l’absorption optique est reliée à la
partie imaginaire du tenseur susceptibilité, ce dernier étant décomposé en une partie réelle
et imaginaire. En utilisant la relation
lim
η→0
1
ω + iη
= V.P.
(
1
ω
)
+ iπδ(ω), (2.28)
où V.P. représente la valeur principale de Cauchy, l’expression pour une composante de la
partie imaginaire du tenseur de susceptibilité s’écrit alors
χ′′ij(ω) =
π
V ∑kτ
dvci,τ
∗(k)dvcj,τ(k) ( fcτ(k)− fvτ(k)) δ (h̄ω− (Ekcτ − Ekvτ)) . (2.29)
Cette expression sans interaction nous donne au moins deux informations essentielles pour
comprendre l’absorption optique. Premièrement, l’état de départ en bande de valence doit
être occupé et l’état final en bande de conduction doit être vide pour l’absorption (ou vice
versa pour l’émission), sinon la différence des facteurs d’occupation est nulle. De plus,
pour un état avec un vecteur d’onde k, il faut une fréquence lumineuse ω appropriée pour
satisfaire la conservation de l’énergie imposée par le delta de Dirac.
Revenons à présent à l’incorporation de l’interaction coulombienne dans notre calcul.
Cette dernière décrite par l’équation (2.6) implique une somme sur quatre indices de bandes
indépendants, on peut alors faire une approximation pour simplifier le problème qui est
de considérer 〈k + qλτ|kγτ〉 ' 〈k + qλτ|kλτ〉δλγ [67]. Cela se justifie pour deux raisons :
premièrement il nous faut nous souvenir que nous avons un cutoff sur tous lesmoments, donc
|k| < Λ̃ ainsi que |k + q| < Λ̃, où on rappelle que Λ̃ est le cutoff en moment correspondant
au cutoff Λ en énergie. Pour une dispersion parfaitement linéaire on a Λ̃ ≡ Λ/(h̄vF).
Deuxièmement, nous savons que V(q) est important pour |q| → 0. Dans ce cas k + q ∼
k, donc le produit scalaire de spineurs de deux bandes différentes est quasiment nul, ce qui
nous permet donc de considérer la simplification mentionnée plus haut. Cet argument est
aussi utilisé en disant qu’il n’est pas énergétiquement favorable de promouvoir un électron
de la bande de valence à la bande de conduction uniquement via l’interaction coulombienne
[67]. En effet, on peut estimer l’importance du potentiel coulombien par rapport à l’énergie
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typique de notre système, l’énergie de Fermi
E
V
∼ h̄vFkF
e2
4πε0ε∞
kF
∼ 4πε0ε∞h̄vF
e2
∼ ε∞vF
c
1
αstr. fine
∼ 4, (2.30)
avec αstr. fine la constante de structure fine, c la vitesse de la lumière et on a choisi ε∞ = 30,
valeur typique pour un semimétal de Weyl de la famille de TaAs [21]. L’amplitude du
potentiel coulombien a été faite en utilisant le principe d’incertitude ∆r∆k ∼ 1 avec V(r) =
e2/(4πε0ε∞∆r) et ∆k ∼ kF qui est le vecteur d’onde moyen caractéristique de l’interaction
coulombienne. Compte tenu du rapport entre l’énergie de Fermi et le potentiel coulombien
"moyen", il n’est pas possible, via l’interaction coulombienne, de promouvoir un électron de
la bande de valence à la bande de conduction.
Cette simplification nous permet de réécrire le terme d’interaction coulombienne
U ' 1
2V ∑
ττ′
∑
λλ′
∑
kk′q 6=0
〈k + qλτ|kλτ〉〈k′ − qλ′τ′|k′λ′τ′〉V(q)c†k+qλτc†k′−qλ′τ′ck′λ′τ′ckλτ.
(2.31)
On peut exprimer la somme sur les bandes de manière explicite, ce qui donne naissance à
trois termes
U ' 1
2V ∑
ττ′
∑
kk′q 6=0
〈k + qcτ|kcτ〉〈k′ − qcτ′|k′cτ′〉V(q)c†k+qcτc†k′−qcτ′ck′cτ′ckcτ
+
1
2V ∑
ττ′
∑
kk′q 6=0
〈k + qvτ|kvτ〉〈k′ − qvτ′|k′vτ′〉V(q)c†k+qvτc†k′−qvτ′ck′vτ′ckvτ
+
1
V ∑
ττ′
∑
kk′q 6=0
〈k + qcτ|kcτ〉〈k′ − qvτ′|k′vτ′〉V(q)c†k+qcτc†k′−qvτ′ck′vτ′ckcτ, (2.32)
par symétrie q→ −q et par anticommutation des opérateurs c et c†.
Il nous faut alors calculer le commutateur entre le terme U et notre terme quadratique
c†kvτckcτ . Nous allons prendre comme exemple le premier terme de l’équation (2.32) puis le
calcul sera implicite pour les autres termes afin de trouver l’équation du mouvement pour
la polarisation interbande. Ce premier terme implique un terme quartique d’opérateurs de
création et d’annihilation fermionique en bande de conduction[
c†k′+qcτ′c
†
k′′−qcτ′′ck′′cτ′′ck′cτ′ , c
†
kvτckcτ
]
= c†kvτc
†
k′+qcτ′ck′′cτ′′ck′cτ′δk′′−q,kδτ′′τ − c†kvτc†k′′−qcτ′′ck′′cτ′′ck′cτ′δk′+q,kδτ′τ, (2.33)
que l’on trouve après quelques manipulations de commutation et d’anticommutation. Le
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commutateur présent dans l’équation du mouvement pour ce terme quartique donne, après
quelques changements d’indices de somme,[
Uc, c†kvτckcτ
]
=
1
V ∑
τ′
∑
k′,q 6=0
〈kcτ|k + qcτ〉〈k′ + qcτ′|k′cτ′〉V(q)c†kvτc†k′+qcτ′ck+qcτck′cτ′ .
(2.34)
Nous devons prendre en compte la dépendance temporelle des opérateurs puis la valeur
moyenne de ces derniers. La valeur moyenne est prise dans l’état fondamental deH. Il nous
faut donc supposer que cet état fondamental est un état à une particule pour décomposer la
valeur moyenne quartique en valeurs moyennes quadratiques en s’armant du théorème de
Wick [45]. De manière similaire, on dit que la forme du hamiltonien doit être quadratique,
ce qui pour notre cas revient à faire un traitement de champ moyen de type Hartree-Fock du
terme d’interaction [45,67]. Ces considérations nous permettent alors d’écrire, au premier
ordre en champ électrique externe
〈c†kvτc†k′+qcτ′ck+qcτck′cτ′〉 = δττ′δkk′ fcτ(k + q)δ〈Pτ(k, t)〉hors-éq., (2.35)
étant donné que 〈Pτ(k, t)〉eq. est nul ; puis d’insérer ce résultat dans l’équation dumouvement〈 [
Uc, c†kvτ(t)ckcτ(t)
] 〉
=
1
V ∑q 6=0
〈kcτ|k + qcτ〉〈k + qcτ|kcτ〉V(q) fcτ(k + q)δ〈Pτ(k, t)〉 (2.36)
=
1
V ∑k′ 6=k
〈kcτ|k′cτ〉〈k′cτ|kcτ〉V(k′ − k) fcτ(k′)δ〈Pτ(k, t)〉 (2.37)
≡ Σcτ (k) δ〈Pτ(k, t)〉. (2.38)
On définit alors Σcτ(k) par l’équation (2.38), et on trouve un terme similaire avec la partie
quartique qui ne comprend que des opérateurs concernant la bande de valence. Ce terme
est appelé self-énergie. On a également enlevé l’indice "hors-éq." de δ〈Pτ(k, t)〉 afin d’avoir
une formulation plus compacte. Gardons à l’esprit que cette quantité est hors-équilibre par
définition. La dernière pièce de notre puzzle d’équation du mouvement concerne le terme
quartique dans l’interaction coulombienne contenant à la fois des opérateurs agissant sur
la bande de valence et de conduction. Une procédure similaire à celle effectuée plus haut
donne un terme qualifié de liaison ou d’échange, dont nous verrons la signification plus en
détail dans la section suivante. Nous pouvons à présent écrire l’équation du mouvement
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complète, dans l’espace des fréquences, pour la polarisation interbande
[h̄ω− (ξcτ(k)− ξvτ(k))] δ〈Pτ(k, ω)〉
= ( fcτ(k)− fvτ(k))
(
E(ω) · dvcτ (k) +
1
V ∑k′ 6=k
V(k, k′)δ〈Pτ(k′, ω)〉
)
, (2.39)
où on a utilisé les définitions suivantes :
ξλτ(k) ≡ Ekλτ + Σλτ(k) (2.40)
Σλτ(k) ≡
1
V ∑k′ 6=k
|〈kλτ|k′λτ〉|2Vsc(k′ − k) fλτ(k′) (2.41)
V(k, k′) ≡ Vsc(k− k′)〈kcτ|k′cτ〉〈k′vτ|kvτ〉 (2.42)
= Vsc(k− k′)
1
2
[sin θkτ sin θk′τ + (1 + cos θkτ cos θk′τ) cos(ϕkτ − ϕk′τ)
+ i(cos θkτ + cos θk′τ) sin(ϕkτ − ϕk′τ)].
Dans les équations (2.41) et (2.42), nous avons remplacé le potentiel coulombien standard en
trois dimensions pour un gaz d’électrons par le potentiel coulombien écranté Vsc(q). Dans
le cas d’un métal ou d’un semimétal dopé, la présence d’une surface de Fermi finie donne
lieu à un écrantage de l’interaction électron-électron qui réduit l’intensité de cette dernière.
Le niveau de Fermi des semimétaux deWeyl n’est en général pas au point de neutralité, c’est
pourquoi on considère ici la possibilité d’un écrantage [42]. De manière générale, l’écrantage
a pour effet de modifier la constante diélectrique en une fonction du vecteur d’onde ε(q).
On va ici considérer l’écrantage de Thomas-Fermi qui donne
ε(q→ 0) = ε0ε∞
(
1 +
e2
ε0ε∞q2
ν(εF)
)
, (2.43)
où ν(εF) indique la densité d’états au niveau de Fermi. On obtient alors pour le potentiel
coulombien écranté dans l’approximation de Thomas-Fermi
VTF(q) =
e2
ε(q→ 0)q2 =
e2
ε0ε∞(q2 + q2TF)
≡ Vsc(q), (2.44)
où q2TF = e2/(ε0ε∞)ν(εF).
L’interaction coulombienne est importante pour q petit, typiquement |q| → 0. Ouvrons
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ici une petite parenthèse, nous savons que
q2TF =
e2
ε0ε∞
ν(εF) =
e2
ε0ε∞
ε2F
2π2h̄3v3F
, (2.45)
où on a choisi pour l’exemple la densité d’états au niveau de Fermi pour un noeud de Weyl
avec une dispersion parfaitement linéaire ν(εF) = ε2F/(2π2h̄
3v3F). En utilisant la valeur de
la constante de structure fine, on arrive à
q2TF =
e2
4πε0ε∞h̄c
c
vF
2
π
k2F ∼
1000
137
2
πε∞
k2F, (2.46)
on trouve alors que qTF ∼ 0.15kF pour ε∞ = 30. Ceci implique donc que l’interaction
coulombienne est importante si |q|  kF. En effet, on peut montrer que pour l’interaction de
Coulomb écrantée avec les valeurs précédentes que V(q = 0)/V(q = kF) ∼ 45. Cela justifie
également à posteriori que le produit scalaire de spineurs entre deux bandes différentes,
c’est-à dire 〈k + qλτ|kγτ〉 est quasiment nul si λ 6= γ.
On a déjà vu plus haut comment obtenir la partie imaginaire du tenseur susceptibilité,
élément essentiel s’il en est afin de pouvoir calculer l’absorption optique, sans interaction
coulombienne, à partir de la polarisation interbande. Nonobstant, l’ajout des interactions de
Coulomb est une (légère) épine dans le pied pour obtenir de manière similaire l’absorption
optique.
2.2.2 Équation aux valeurs propres pour l’exciton "topologique"
Nous allons dans cette sous-section utiliser une méthode, parmi d’autres, afin d’obtenir
une expression pour la polarisation interbande à partir de l’équation (2.39). Il suffit de
décomposer la polarisation interbande sur une base orthonormée. Ceci est une méthode
usuelle pour obtenir une valeur propre pour les paires électrons-trous comme dans [67]. On
écrit
δ〈Pτ(k, ω)〉 = ∑
n
an,τ(ω)ψnτ(k), (2.47)
où les an,τ(ω) représentent des coefficients de la base orthonormée qui ne dépendent que
de la fréquence et ψnτ(k) représentent les vecteurs de la base. Dans notre cas, ces derniers
sont des fonctions d’ondes de paires électrons-trous ne dépendant que de k et de l’indice n
(indice de vecteur propre). En remplaçant l’équation (2.47) dans l’équation (2.39), on trouve
pour la partie indépendante de la fréquence que les fonctions d’ondes de l’équation (2.47)
35
obéissent à une équation de Wannier [67] dans l’espace des vecteurs d’ondes :
[εnτ − (ξcτ(k)− ξvτ(k))]ψnτ(k) = ( fcτ(k)− fvτ(k))
1
V ∑k′ 6=k
V(k, k′)ψnτ(k′). (2.48)
Cette équation définit les fonctions d’onde de paires électrons-trous ou excitons, avec εnτ leur
énergie associée. On peut la comprendre comme une équation de Schrödinger effective pour
la paire électron-trou. L’avantage de cette méthode est d’obtenir une solution de l’équation
homogène pour la polarisation interbande, que l’on peut insérer dans l’équation (2.47).
Si le terme d’interaction coulombienne est nul dans le hamiltonien, alors l’équation
devient
[εnτ − (Ecτk − Evτk)]ψnτ = 0, (2.49)
ce qui nous dit que soit ψnτ est nul (donc la polarisation interbande aussi), ce qui n’est pas la
chose la plus intéressante ici, soit εnτ = Ecτk − Evτk, ce qui nous dit que l’énergie associée
aux fonctions d’ondes est celle associée à la fréquence d’absorption optique.
En présence du terme d’interaction coulombienne, l’énergie des paires électrons trous
est abaissée par l’attraction entre l’électron et le trou. Cette attraction peut donner lieu à
un état lié, appelé exciton. Pour que ce dernier soit bien défini, il faut en général une bande
interdite entre la bande de conduction et de valence, ce qui garantit que le niveau ayant la
plus grande énergie de liaison ne soit pas mélangé ou hybridé avec les états de la bande de
conduction [67, 70]. Dans notre cas, il n’y a pas de gap entre les deux bandes à proprement
parler mais un gap optique. Ce dernier représente une plage en fréquence où il n’est pas
possible d’exciter des électrons de la bande de valence à la bande de conduction étant donné
que sur cette plage, ces deux dernières sont soit vides, soit occupées. Nous verrons que cela
à des conséquences pour la définition de l’exciton, notamment dans l’annexe A. On peut se
poser la question si l’exciton est différent pour un noeud τ de chiralité positive et pour un
noeud τ′ de chiralité négative. Si on suppose que le spectre optique autour d’un noeud de
Weyl est identique pour deux chiralités opposées en absence d’interaction coulombienne,
seuls les éléments de matrice de l’équation (2.42) contribuent. Nous allons également faire
l’approximation que k ' k′, toujours pour la raison que Vsc(k− k′) est important dans cette
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limite, et faire un développement limité au premier ordre autour de k.
〈kcτ|k′cτ〉 = cos
(
θkτ
2
)
cos
(
θk′τ
2
)
+ ei(ϕkτ−ϕk′τ) sin
(
θkτ
2
)
sin
(
θk′τ
2
)
(2.50)
' cos
(
θkτ
2
)
cos
(
θkτ
2
)
+ (1 + iδϕτ) sin
(
θkτ
2
)
sin
(
θkτ
2
)
(2.51)
' 1 + iδϕτ sin2
(
θkτ
2
)
(2.52)
' exp
(
iδϕτ sin2
(
θkτ
2
))
, (2.53)
où δϕτ = ϕkτ − ϕk′τ. De manière similaire on trouve
〈k′vτ|kvτ〉 ' exp
(
−iδϕτ cos2
(
θkτ
2
))
, (2.54)
ce qui implique
〈kcτ|k′cτ〉〈k′vτ|kvτ〉 ' exp (−iδϕτ cos θkτ) . (2.55)
On peut reconnaître
exp (−iδϕτ cos θτ) = exp (−i cos θτ∇d ϕτ · δdτ) , (2.56)
où on rappelle que dτ est défini par hτ(k) ≡ dτ(k) · σ et∇d est l’opérateur gradient par
rapport au vecteur dτ, en coordonnées sphériques. En effet, il se trouve que l’on peut écrire
∇d = d̂
∂
∂d
+
1
|dτ|
θ̂
∂
∂θ
+
1
|dτ| sin θ
ϕ̂
∂
∂ϕ
(2.57)
δdτ ≡ dτ(k′)− dτ(k) = δ|dτ|d̂ + |dτ| sin θδϕϕ̂+ |dτ|δθθ̂ (2.58)
∇dϕτ · δdτ =
1
|dτ| sin θ
|dτ| sin θδϕ = δϕ, (2.59)
où nous avons largement omis les indices k ainsi que τ sur les coordonnées angulaires pour
plus de lisibilité. Il convient ensuite de noter que
cos θ∇dϕτ =
1
|dτ|
cos θ
sin θ
ϕ̂ = ASch = Ac −Av (2.60)
ASch ≡ −
g
|d|
cos θ
sin θ
ϕ̂, (2.61)
où nous avons donné la définition générale de ASch qui est le potentiel de Schwinger [71]. Ce
dernier représente le potentiel vecteur crée par un monopole magnétique avec un singularité
pour θ = 0 etπ, et g la charge dumonopolemagnétique entouré parune surface fermée. Dans
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le cas du semimétal deWeyl, la charge du monopole magnétique est donnée directement par
la chiralité du noeud de Weyl en question. Il convient également de définir les connexions
de Berry pour les bandes, qui sont ici un peu spéciales Ac (v) ≡ i〈kc(v)τ|∇d|kc(v)τ〉 2
étant donné que l’opérateur gradient est pris par rapport au vecteur d et non k. Ceci sera
plus explicite ensuite pour un semimétal de Weyl avec une dispersion avec des termes
non linéaires dans ce cas, le système de coordonnées sphériques n’est plus naturel pour k,
cependant, il le restera toujours pour d.
Pour finir, cela nous donne donc
〈kcτ|k′cτ〉〈k′vτ|kvτ〉 ' exp (−iASch,τ · δdτ) , (2.62)
ce qui relie directement les éléments de matrices de matrice de l’interaction de Coulomb
pour k ' k′ à une quantité topologique qui est le potentiel de Schwinger, et dans notre
cas, qui correspond à la connexion de Berry en bande de conduction moins la connexion
de Berry en bande de valence, ce qui correspond à une connexion de Berry jointe entre
l’électron et le trou. On sait qu’à chaque connexion de Berry, on peut y associer sa courbure.
On définit alors une courbure de Berry jointe pour la paire électron-trou
ΩSch = ∇d ×ASch = −dτ/d3τ. (2.63)
Cette courbure de Berry jointe est intimement reliée au facteur cos θkτ qui est équivalent à
l’intégrale de la connexion de Berry jointe sur une sphère entourant un noeud de Weyl (c.f.
figure 2.2).
Dans un isolant topologique bidimensionnel, le facteur cos θ est défini par cos θ ≡
∆/|d(k)| où ∆ représente le gap entre bande de conduction et valence. Autour de k = 0,
la courbure de Berry est maximale [29], et on obtient cos θ = ±1 où le signe dépend du
signe de la courbure de Berry. Dans les systèmes bidimensionnels, la courbure de Berry est
toujours perpendiculaire au plan, et donc un signe positif ou négatif correspond aux deux
configurations possibles pour cette courbure. En reprenant l’équation (2.55), cela implique
un déplacement du moment angulaire azimutal des excitons par un facteur exp(±iδϕ).
On verra dans la sous-section suivante qu’un tel facteur dans les éléments de matrice de
l’interaction coulombienne (c.f. 2.55) a pour conséquence de déplacer de ±1 le moment
angulaire correspondant à la plus grande énergie de liaison pour la paire électron-trou et
donc donne lieu à des excitons chiraux dans les systèmes 2D [28,29].
En revanche, pour un noeud deWeyl avec une dispersion parfaitement linéaire, l’intégrale
2. On peut l’écrire aussi Ac (v) ≡ i〈d + (−)τ|∇d|d + (−)τ〉.
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angulaire du dernier terme du potentiel coulombien (qui contient cos θ) dans l’équation
(2.42) est nulle. Ceci implique une absence d’excitons chiraux. Nous verrons que l’on peut
relier cette absence d’excitons chiraux à la présence d’une symétrie effective à basse énergie
pourun noeuddeWeyl linéaire et symétrique par rapport àk = 0, c’est à dire sans inclinaison
du cône. Une manière équivalente d’approcher le problème que l’on choisira par la suite est
de dire que l’intégrale de la courbure de Berry sur une sphère d’énergie constante est nulle
(étant donné que l’intégrale sur l’hémisphère supérieure et inférieure s’annulent), ce qui est
indiqué sur la figure 2.2. Cet argument sera également discuté dans l’annexe A.
Une des questions fondamentales que nous avons posé est comment la courbure de
Berry et les interactions coulombiennes ensemble peuvent impacter l’absorption optique
dans les semimétaux de Weyl. Une façon de faire pour que 〈cos θkτ〉εF soit différente de zéro
est de considérer une surface de Fermi non sphérique ou asymétrique par rapport à k = 0.
Nous allons donc voir qu’ajouter des termes quadratiques "perturbatifs" dans la dispersion
électronique est une manière de parvenir à ce résultat.
Figure 2.1 Représentation schématique d’une sphère dans la base de d (différente de k),
centrée autour d’un noeud de Weyl τ. Le facteur cos θkτ (ou cos θτ) peut, entre
autres, être interprété comme le flux de la courbure de Berry jointe à travers la
surface hachurée S, dans ce cas cos θτ = −(1/4π)
∫
S ΩSch · dS . Le flux est positif
pour l’hémisphère supérieure et négatif pour l’hémisphère inférieure.
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2.2.3 Application aux semimétaux de Weyl brisant la symétrie anti-unitaire à basse éner-
gie : termes non-linéaires dans la dispersion
Jusqu’ici notre formalisme est général pour n’importe quel type demodèle à deux bandes
avec un nombre arbitraire de degré de liberté de vallée. Nous allons donc l’appliquer à un
semimétal de Weyl avec des termes non linéaires dans la dispersion, et nous verrons que
ce modèle brise une symétrie effective à basse énergie : la symétrie de renversement du
temps autour d’un noeud de Weyl. Nous écrivons une version revisitée de notre modèle
jouet préféré à basse énergie [66, 72] pour le noeud τ = 1
dx(k) = h̄vkx(1 + αkz) (2.64)
dy(k) = h̄vky(1 + αkz) (2.65)
dz(k) = h̄vzkz + β(k2x + k
2
y − 2k2z), (2.66)
où v est la vitesse de Fermi dans la direction x et y, vz celle dans la direction z qui peut être
différente. Ici, α et β sont nos paramètres qui permettent une non linéarité de la dispersion.
Ces derniers ont une dimension différente, α est homogène à une longueur et β à une énergie
fois une longueur au carré (E · L2). Physiquement, ces termes représentent le fait que deux
noeuds de Weyl appartiennent à la même bande et indiquent à basse énergie la courbure
de bande de la dispersion à mesure que l’on s’éloigne de k = 0. Un noeud de Weyl n’est
jamais parfaitement isolé et les termes non linéaires indiquent dans la structure de bande la
présence d’un partenaire ailleurs dans l’espace réciproque [72].
Un oeil affûté observera que notre modèle possède une symétrie cylindrique pour k,
cela nous permet d’écrire le vecteur d’onde k = (k‖, kz) et k‖ = (kx, ky). Le but principal
d’une telle symétrie à basse énergie est de simplifier le calcul afin de pouvoir considérer
le moment angulaire m comme un bon nombre quantique. Il nous faut également garder
à l’esprit que nous prenons un cutoff ultraviolet Λ pour notre modèle. Dans ce cas, il est
nécessaire d’imposer des conditions sur l’amplitude de α et β que nous expliciterons ensuite.
Parce que les termes non-linéaires dans la dispersion impliquent que cette dernière n’est
plus symétrique autour de k = 0, le cutoff que nous imposons en énergie, qui doit être grand
devant εF, implique un cutoff asymétrique pour le vecteur d’onde.
Les noeuds de Weyl apparaissent toujours par paire de chiralités opposées comme nous
le savons désormais. Nous allons ici utiliser le modèle présenté dans la section (1.1) pour
appliquer les différentes opérations de symétries afin de trouver le hamiltonien à basse
énergie autour de chaque noeud deWeyl. Nous considérons toujours la présence d’au moins
un plan de miroir dans notre modèle et la présence d’un centre d’inversion ou d’un point
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dans l’espace réciproque invariant par renversement du temps. La plupart des matériaux
non-centrosymétriques contenant de noeud de Weyl à basse énergie possèdent des plans de
symétrie miroir [18], on fait alors le choix d’inclure ces derniers dans notre modèle minimal.
De manière générale, nous savons comment le spin (ou le moment angulaire de manière
générale), se transforme sous ces différentes symétries.
Notons le "vrai" spin s = (sx, sy, sz) où s est directement relié auxmatrices de Pauli, ce qui
implique que s possède les mêmes règles d’anticommutation que ces dernières. Un miroir
perpendiculaire à l’axe z implique que l’on peut écrire l’opérateur miroir (uniquement dans
le sous espace du spin)M = isz. Ceci implique que la composante du spin perpendiculaire
au plan du miroir reste inchangée (ici sz), contrairement à celles parallèles (sx et sy) qui
changent de signe. La symétrie par renversement du temps change également le signe d’un
moment angulaire ou d’un spin, on peut alors écrire l’opérateur de renversement du temps
dans le sous espace de spin T = isyK où K est l’opérateur de conjugaison complexe. On
remarque immédiatement que toutes les composantes du spin changent de signe sous une
telle opération. D’une manière encore plus triviale, la symétrie d’inversion spatiale agit
comme l’identité dans le sous espace des spins.
Cependant, les matrices σ apparaissant dans le hamiltonien à deux bandes à basse
énergie hτ(k) = dτ(k) · σ ne caractérisent pas le vrai spin, en raison du couplage spin-
orbite qui mélangent les différentes composantes de s [73]. On écrit alors σi = ∑ij aijsj
où i, j ∈ {x, y, z} avec aij des coefficient réels. On remarque alors que σ se transforme
comme s sous symétrie par renversement du temps étant donné que les coefficients aij sont
réels. En revanche, ce n’est pas le cas pour la symétrie miroir qui change uniquement les
composantes du spin parallèle au plan dumiroir. Dans ce cas, σ ne se transforme pas comme
s. Toutefois, nous allons considérer à partir de maintenant que σ se transforme comme s,
par commodité quant à notre modèle. Nous verrons par la suite que c’est surtout la symétrie
par renversement du temps qui est cruciale dans notre étude, cette approximation n’ayant
donc qu’un impact limité sur les résultats.
À présent armés de notre connaissance des opérations de symétrie dans le sous-espace σ,
nous pouvons écrire les différents opérateurs de symétrie dans l’espace de Hilbert complet
à basse énergie
M = iσz ⊗ (kz → −kz) (2.67)
T = iσyK⊗ (k→ −k) (2.68)
P = 1⊗ (k→ −k). (2.69)
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Table 2.1Hamiltoniens à basse énergie pour les quatre noeuds de Weyl de notre modèle
pour un semimétal de Weyl avec symétrie par renversement du temps. Les noeuds
indexés par τ = 1 et 2 sont reliés par un miroir perpendiculaire à z. Les noeuds
τ = 3 et 4 sont les partenaires par renversement du temps des noeuds 1 et 2,
respectivement.
Noeuds τ = 1 τ = 2 τ = 3 τ = 4
dτ,x(k) vkx(1 + αkz) −vkx(1− αkz) vkx(1− αkz) −vkx(1 + αkz)
dτ,y(k) vky(1 + αkz) −vky(1− αkz) vky(1− αkz) −vky(1 + αkz)
dτ,z(k) vzkz + β(k2‖ − 2k
2
z) −vzkz + β(k2‖ − 2k
2
z) vzkz − β(k2‖ − 2k
2
z) −vzkz − β(k2‖ − 2k
2
z)
Table 2.2Hamiltoniens à basse énergie pour les quatre noeuds de Weyl de notre modèle
pour un semimétal de Weyl avec un centre d’inversion spatial. Les noeuds indexés
par τ = 1 et 2 sont reliés par un miroir perpendiculaire à z. Les noeuds τ = 3 et 4
sont les partenaires par inversion spatiale des noeuds 1 et 2, respectivement.
Noeuds τ = 1 τ = 2 τ = 3 τ = 4
dτ,x(k) vkx(1 + αkz) −vkx(1− αkz) −vkx(1− αkz) vkx(1 + αkz)
dτ,y(k) vky(1 + αkz) −vky(1− αkz) −vky(1− αkz) vky(1 + αkz)
dτ,z(k) vzkz + β(k2‖ − 2k
2
z) −vzkz + β(k2‖ − 2k
2
z) −vzkz + β(k2‖ − 2k
2
z) vzkz + β(k2‖ − 2k
2
z)
Cela nous permet alors d’obtenir les hamiltoniens à basse énergie correspondant aux
trois noeuds restant en utilisant ces opérations de symétrie :
h2(Mk) =M−1h1(k)M (2.70)
h3(T k) = T −1h1(k)T (2.71)
h4(MT k) = (MT )−1 h1(k) (MT ) . (2.72)
Onprécise que l’opérationMkn’agit que sur le sous espacek et que l’opérationM−1h1(k)M
n’agit que sur le sous espace σ, c’est à dire en utilisantM = iσz. La même convention s’ap-
plique pour les opérations de symétrie T et P . Ces transformations de symétries peuvent
être résumées par des transformations du vecteur dτ(k) pour chacun des noeuds (en laissant
σ inchangé). Ces résultats sont regroupés dans le tableau (2.1).
Maintenant que nous avons le hamiltonien à basse énergie, donc les énergies propres et
les fonctions d’onde, autour de chaque noeud de Weyl, avec notre modèle contenant des
termes quadratiques, nous pouvons trouver l’expression de la susceptibilité dans le cadre
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de ce modèle. Comme énoncé auparavant, notre modèle possède une symétrie cylindrique
autour de l’axe kz, ce qui nous permet de décomposer la polarisation interbande en canaux
de moment angulaire
δ〈Pτ(k, ω)〉 = ∑
m
eimϕδ〈Pmτ(k‖, kz, ω)〉, (2.73)
avec m le moment angulaire azimutal, ϕ l’angle azimutal du vecteur k et on a la relation∫ 2π
0 dϕ/(2π)e
i(m−m′)ϕ = δm,m′ . En utilisant cette propriété dans l’équation (2.39), en multi-
pliant par exp (−im′ϕ) puis en intégrant sur ϕ, on obtient
[
ω + iδ−
(
ξcτ(k‖, kz)− ξvτ(k‖, kz)
)]
δ〈Pmτ(k‖, kz, ω)〉
= ∆ fτ(k)
[
E(ω) · dvcmτ(k‖, kz) +
∫
k′‖,k
′
z
Vmτ(k‖, kz; k
′
‖, k
′
z)δ〈Pmτ(k′‖, k
′
z, ω)〉
]
. (2.74)
L’interaction coulombienne pour le canal de moment angulaire m s’écrit :
Vmτ(k‖, kz; k
′
‖, k
′
z) =
e2
ε0ε∞
1
2
∫ 2π
0
dφ
2π
e−imφ
× sin θ sin θ
′ + (1 + cos θ cos θ′) cos φ + i(cos θ + cos θ′) sin φ
k2‖ + k
′2
‖ − 2k‖k
′
‖ cos φ + (kz − k′z)2 + q
2
TF
, (2.75)
où on rappelle que θ ≡ θkτ et φ ≡ ϕ− ϕ′ = ϕkτ − ϕ′kτ. On définit la transformée de Fourier
de l’élément de matrice du dipôle interbande
dvcmτ(k‖, kz) =
∫ 2π
0
dϕ
2π
e−imϕdvcτ (k). (2.76)
Cette transformation se comprend comme une projection sur le canalm demoment angulaire
de l’élément de matrice du dipôle interbande. Il nous reste toutefois à définir deux quantités
de l’équation (2.74)
∆ fτ(k) ≡ fcτ(k‖, kz)− fvτ(k‖, kz) (2.77)∫
k‖,kz
≡
∫ dkz
2π
∫ k‖dk‖
2π
Θ(Λ− |dτ(k‖, kz)|), (2.78)
qui simplifient l’écriture, avec Θ(x) la fonction de Heaviside, qui impose le cutoff sur les
vecteurs d’onde. La stratégie ici est similaire à celle de l’équation (2.47), c’est-à-dire de
décomposer la polarisation interbande sur une base
δ〈Pmτ(k‖, kz, ω)〉 = ∑
n
anmτ(ω)ψnmτ(k‖, kz), (2.79)
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avec anmτ les coefficients de décomposition sur la base des vecteurs ψnmτ. Puisque m est
un bon nombre quantique en raison de la symétrie cylindrique de notre hamiltonien, les
coefficients et les fonctions d’ondes sont indexés par ce dernier. De manière semblable à
la dérivation de la sous section 2.2.2, les fonctions d’ondes obéissent à une équation de
Wannier :
[εnmτ − (ξcτ(k)− ξvτ(k))]ψnmτ(k‖, kz) = ∆ fτ(k)
∫
k′‖,k
′
z
Vm(k‖, kz; k
′
‖, k
′
z)ψnmτ(k
′
‖, k
′
z).
(2.80)
Il se trouve que le terme d’interaction coulombienne est purement réel pour des raisons de
parité des termes imaginaires qui apparaissent dans l’équation (2.75) sur l’intervalle [0, 2π].
Cela implique que les énergies propres εnmτ ainsi que les vecteurs propres ψnmτ sont réels
également.
Il nous faut garder en tête que notre objectif est de calculer l’absorption optique pour
chaque noeud, qui est relié à la partie imaginaire du tenseur de susceptibilité. La stratégie à
suivre n’est pas propre au cas non-linéaire mais est tout à fait générale au cas du modèle à
deux bandes, comme montré dans la référence [67]. Nous l’appliquerons ici au cas désiré
(le lecteur devinera que l’on obtient le cas linéaire usuel du semimétal de Weyl en posant
α = β = 0), c’est-à-dire en utilisant comme point de départ l’équation (2.79). Il faut tout
d’abord insérer cette dernière équation dans l’équation (2.74) pour avoir une expression des
coefficients anmτ(ω) en utilisant l’orthonormalité des fonctions d’ondes ψnmτ, soit∫
k‖,kz
ψnmτ(k‖, kz)ψ
∗
n′mτ(k‖, kz) = δn,n′ . (2.81)
Enfin, on prend l’équation pour les coefficients que l’on réinsère dans l’équation (2.79) pour
avoir une équation pour la polarisation interbande. Il suffit ensuite d’écrire la transformée
de Fourier de l’équation (2.16) pour avoir la polarisation interbande totale. Écrivons ici les
étapes principales de ce raisonnement :
∑
n
[(
ω + iδ−
(
ξcτ(k‖, kz)− ξvτ(k‖, kz)
))
ψnmτ(k‖, kz)− ∆ fτ(k)
∫
k′‖,k
′
z
Vmτ(k‖, kz; k
′
‖, k
′
z)ψnmτ(k
′
‖, k
′
z)
]
× anmτ(ω) = ∆ fτ(k)E(ω) · dvcmτ(k‖, kz), (2.82)
et en utilisant (2.80), ce qui conduit à
∑
n
[
(ω + iδ− εnmτ)ψnmτ(k‖, kz)
]
anmτ(ω) = ∆ fτ(k)E(ω) · dvcmτ(k‖, kz). (2.83)
Il suffit de multiplier l’équation (2.83) par ψ∗n′mτ(k‖, kz) et d’intégrer sur k‖ et kz pour trouver
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les coefficients
anmτ(ω) =
1
ω + iδ− εnmτ
∫
k′‖,k
′
z
∆ fτ(k′)E(ω) · dvcmτ(k′‖, k
′
z)ψnmτ(k
′
‖, k
′
z). (2.84)
Finalement on obtient la polarisation interbande
δ〈Pmτ(k‖, kz, ω)〉 =
ψnmτ(k‖, kz)
ω + iδ− εnmτ
∫
k′‖,k
′
z
∆ fτ(k′)E(ω) · dvcmτ(k′‖, k
′
z)ψnmτ(k
′
‖, k
′
z). (2.85)
Ce qui nous permet d’obtenir la polarisation macroscopique résolue en noeud d’après
l’équation (2.16)
Pτ(ω) = ∑
nm
∫
k‖,kz
dvcmτ
∗(k‖, kz)
ψnmτ(k‖, kz)
ω + iδ− εnmτ
∫
k′‖,k
′
z
∆ fτ(k′)E(ω) ·dvcmτ(k′‖, k
′
z)ψnmτ(k
′
‖, k
′
z)+ c.c.,
(2.86)
sachant que la polarisation macroscopique totale s’écrit comme la somme sur tous les noeuds
de Weyl que l’on considère. Bien que notre modèle possède quatre noeuds, on voit que
l’on peut le généraliser à un nombre arbitraire de noeuds si tant est que l’on possède le
hamiltonien à basse énergie ainsi que les symétries reliant les divers noeuds. Nous savons
que l’on a Pτ(ω) = χτ(ω) · E(ω), on peut alors identifier tous les éléments du tenseur
susceptibilité à partir de l’équation précédente, ce dernier ayant la structure
χτ =

χτ,xx χτ,xy 0
−χτ,xy χτ,xx 0
0 0 χτ,zz
 , (2.87)
qui est diagonale par blocs. On peut diagonaliser ce tenseur sur la base correspondant à une
lumière circulairement polarisée droite et gauche. Nous savons que pour obtenir l’absorption
optique, nous n’avons besoin que de la partie imaginaire de ce tenseur. Nous allons nous
concentrer sur cette dernière uniquement à partir de maintenant. La diagonalisation des
éléments du premier bloc du tenseur susceptibilité conduit à
χ′′τ,± = χτ,xx ± iχτ,xy. (2.88)
De surcroît, nous savons que la partie imaginaire du tenseur va donner un delta de Dirac
δ(ω − εnmτ) pour le premier terme de l’équation (2.86) et δ(ω + εnmτ) pour le complexe
conjugué (en raison de la relation E∗(ω) = E(−ω)). Le complexe conjugué correspondant
à l’émission d’un photon (ω < 0), on choisit de ne plus s’en préoccuper. Pour connaître
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l’absorption optique sous irradiation de lumière circulairement polarisée autour d’un noeud
de Weyl, on écrit alors les éléments de la partie imaginaire du tenseur (diagonal), pour le
noeud τ = 1 :
χ′′τ=1,± = −
πe2
16 ∑n
δ(ω− εn,m=±1,1)
∫
k‖,kz
[
v(1 + αkz)(1± cos θ1)∓ 2βk‖ sin θ1
] ψn,m=±1,1(k‖, kz)
|d(k)|
×
∫
k′‖,k
′
z
∆ f (k′)
[
v(1 + αk′z)(1± cos θ′1)∓ 2βk′‖ sin θ
′
1
] ψn,m=±1,1(k′‖, k′z)
|d(k′)| . (2.89)
Cette même quantité pour les différents noeuds de notre modèle peut être obtenue en
utilisant les différentes valeurs des composantes du vecteur dτ(k) à partir du tableau 2.1
dans le cas d’un semimétal respectant la symétrie de renversement du temps et le tableau
2.2 pour un semimétal respectant la symétrie d’inversion spatiale.
Un point qui mérite d’être souligné est qu’une lumière RCP ou LCP excite uniquement
les paires électrons-trous de moment angulaire m = +1 et −1 respectivement. Dans notre
cas, la différence d’absorption entre ces deux polarisations lumineuses est directement
reliée à la différence Vmτ −V−mτ, ce que l’on remarque avec l’équation (2.75), et également
schématisé avec la figure 2.2. Nous compléterons que l’élément du tenseur χτ,zz n’est pas
activé par une lumière circulairement polarisée droite ou gauche, nous ferons donc le choix
ci-après de le négliger. Ce dernier implique uniquement le moment angulaire azimutal
m = 0 et ne conduit pas à un effet conjoint de la courbure de Berry et des interactions de
Coulomb.
Avant d’étudier en détail l’absorption optique, il nous faut expliquer en quoi l’absorption
optique interbande est différente des autres réponses impliquant des quantités topologiques
dans les semimétaux de Weyl. La plupart des effets topologiques dans ces matériaux obser-
vables par le biais de réponses optiques sont des réponses non linéaires, se produisant au
deuxième ordre en champ électrique externe. La courbure de Berry est connue pour donner
lieu à des réponses anormales au second ordre en champ électrique externe [74, 75]. Les
noeuds de Weyl étant des monopoles de la courbures de Berry, des quantités comme la
génération de seconde harmonique, l’effet photogalvanique circulaire (dont on discutera
au chapitre 4) ou le courant de "shift" (shift current) sont spéciales dans les semimétaux de
Weyl [75–77]. Dans un formalisme semiclassique, cela se remarque par une vitesse anormale
ainsi qu’une aimantation orbitale qui sont fonctions de la courbure de Berry [78].
Tous ces effets sont des manifestations indirectes de la chiralité des noeuds de Weyl.
Cependant, plusieurs propositions ont été faites afin d’accéder directement à la chiralité
des noeuds de Weyl. On peut citer le cas d’un effet Hall anormal induit par des photons
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Figure 2.2 Figures (a) et (b) : Orbites d’excitons (2D) dans l’espace des vecteurs d’onde pour
une surface d’isolant topologique 3D. La figure (a) correspond à un exciton avec
un moment angulaire m atour de l’axe perpendiculaire à la surface. La figure (b)
représente un exciton avec un moment angulaire −m. La courbure de Berry, ici
notée Ω, est perpendiculaire au plan de la surface et approximativement constante
à travers l’orbite de l’exciton [29]. Le flux de la courbure de Berry à travers l’orbite
excitonique a un signe opposé pour les excitons de moment angulaire ±m (dans
un cas, Ω est antialigné avec le moment angulaire et dans l’autre cas, aligné).
Cette différence est responsable de la chiralité dans le spectre excitonique [28, 31].
Figures (c) et (d) : Orbites d’excitons (3D) dans l’espace des vecteurs d’onde pour
un semimétal de Weyl avec une dispersion parfaitement linéaire pour un noeud
de chiralité χ = +1. Dans ce cas, la sphère dénote une surface d’énergie constante.
Les orbites C1 et C2 ont le même moment angulaire orbital, cependant le flux de
la courbure de Berry à travers les deux orbites est opposé. Par conséquent, le flux
de la courbure de Berry à travers une orbite excitonique de moment angulaire m
se moyenne à zéro lorsque l’on somme les deux contributions. C’est la raison pour
laquelle on n’observe pas de chiralité excitonique pour un semimétal de Weyl
avec une dispersion parfaitement linéaire (c.f. figure (2.3)). Dans un semimétal
de Weyl avec des termes non linéaires dans la dispersion, la surface d’énergie
constante n’est plus sphérique et donc il existe un flux net de la courbure de Berry
pour les orbites excitoniques de moment angulaire m.
circulairement polarisés [79] ainsi que par des mesures optiques de rayons X résonants
résolus en polarisation [80]. Notre démarche dans ce chapitre est cependant différente. On
cherche à établir un lien entre chiralité des fermions de Weyl et interaction électron-électron.
Puis en s’aidant de ce lien, de contrôler l’absorption optique de chaque noeud de Weyl en
fonction de la polarisation de la lumière, de façon similaire au cas bidimensionnel [28, 29].
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2.3 Absorption optique interbande pour un modèle minimal avec symétrie
par renversement du temps
Dans cette section nous présenterons des résultats, majoritairement issus d’une réso-
lution numérique de l’équation (2.89). Nous allons suivre ici l’approche de [28] afin de
calculer les intégrales en moment de l’équation voulue. Cette approche se base sur une
méthode de quadrature de Gauss-Legendre [81] de l’intégrale qui vise à donner plus de
"poids" aux valeurs de l’intégrande dans le voisinage de k ∼ k′. Tous les résultats présentés
ici, sauf mention contraire, ont les paramètres suivants : on discrétise les intégrales en
k‖ et en kz avec une quadrature de Gauss-Legendre de N = 82 points. Le résultat reste
inchangé si l’on augmente le nombre de points. Le delta de Dirac apparaissant dans (2.89)
est remplacé dans le calcul numérique par une fonction gaussienne d’écart type 0.6|εF|, ce
qui correspond approximativement à une lorentzienne de largeur à mi hauteur 0.8|εF|. Cela
conduit un élargissement de la lorentzienne de plusieurs meV pour des valeurs d’énergie de
Fermi typique dans les semimétaux de Weyl non-centrosymétriques (10− 20meV), ce qui
correspond à des ordres de grandeurs existants [82,83]. À température nulle, la largeur de la
fonction delta de Dirac se justifie par la diffusion des électrons sur les impuretés du cristal.
Nous avons choisi une gaussienne pour une meilleure stabilité numérique de l’équation
(2.89) par rapport à la lorentzienne. De plus nous choisissons v = 2.5× 105 m.s−1, vz = 1.3v,
ε∞ = 30 (dans le cas comprenant des interactions uniquement, dans le cas sans interactions
on a ε∞ → ∞) et Λ = 10|εF|. Notre modèle de semimétal de Weyl possède une symétrie
particule-trou, donc peu importe si εF est positif ou négatif, c’est pourquoi c’est toujours la
valeur absolue de εF qui apparaîtra.
2.3.1 Spectre optique pour un noeud de Weyl unique avec dispersion linéaire
Nous allons donc tout d’abord étudier l’absorption optique pour un noeud deWeyl isolé.
L’absorption optique totale pourra être déterminée en faisant la somme des contributions
de chaque noeud.
Pour un noeud de Weyl avec une dispersion parfaitement linéaire, les réponses optiques
sous illumination de lumière circulairement polarisée droite (notée RCP) et gauche (notée
LCP) sont identiques comme nous pouvons le voir avec la figure (2.3). Mathématiquement,
la différence pour une réponse optique entre RCP et LCP est reliée au fait que le dernier
terme dans l’équation (2.75) ne se moyenne pas à zéro lorsque l’on calcule l’intégrale. La
présence de termes non linéaires nous préviennent d’une telle situation. Physiquement
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cependant, cette différence est plus facile à saisir. La symétrie qui relie la lumière polarisée
circulairement droite et gauche est la symétrie par renversement du temps, il se trouve en
revanche qu’un noeud de Weyl isolé brise cette symétrie étant donné que son partenaire
n’est pas présent. On devrait alors avoir une différence entre les spectres optiques de LCP et
RCP. Il existe cependant une symétrie effective de renversement du temps à basse énergie
autour de chaque noeud de Weyl isolé définie par :
hτ(−k) = T −1eff. hτ(k)Teff., (2.90)
où Teff. = iσyK ⊗ (δk → −δk) 3 a la même expression que T , défini dans l’équation 2.68,
mais n’a pas la même signification physique. Évidemment, un noeud de Weyl avec une
dispersion parfaitement linéaire sans inclinaison respecte cette symétrie car les bandes sont
décrites par E± = ±h̄vF|k|. Cependant, si l’on ajoute des termes non linéaires via le modèle
de la section 2.2.3, alors cette condition de symétrie n’est plus respectée. Sous cette opération
de symétrie, m→ −m et donc la polarisation RCP→ LCP, par conséquent, ces deux spectres
optiques sont identiques.
Cette situation est radicalement différente du cas bidimensionnel, où la différence entre
spectre RCP et LCP est obtenue par une courbure de Berry définie dans la direction perpen-
diculaire au plan qui brise par nature la symétrie par renversement du temps [28,31]. Une
manière de parvenir à un résultat similaire est d’inclure comme on l’a vu des termes non
linaires dans la dispersion électronique à basse énergie. Ces derniers ont pour conséquence
mathématique une différence du terme cos θτ + cos θ′τ pour les deux polarisations de la
lumière, comme indiqué sur la figure (2.4).
L’asymétrie entre réponses LCP et RCP, en négligeant l’effet de la self-énergie qui a
essentiellement pour effet de renormaliser le gap optique, est gouverné par les termes sans
dimensions αω/v et βω/v2 en considérant v ' vz. Avec cela, on comprend donc que plus
la fréquence augmente, plus cette différence augmente (car les termes non linéaires ont
une plus grande importance à haute fréquence), comme on le remarque sur les différentes
figures. Il existe deux manières alors d’augmenter la différence que l’on note sur la Figure
(2.4) proche du seuil d’absorption, c’est-à-dire où l’absorption optique devient finie. Une
est d’augmenter simplement α, l’autre est d’augmenter le dopage, donc εF (sans interaction
électron-électron, on a une fréquence de seuil ωseuil = 2|εF|).
Il existe plusieurs effets à prendre en compte dans la réponse optique que nous allons
découpler les uns des autres pour plus de clarté. La première chose à remarquer, comme noté
3. Nous avons précisé ici la notation δk pour insister que cette symétrie concerne uniquement un noeud de
Weyl isolé.
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Figure 2.3 Absorption optique interbande pour le noeud τ = 1 pour une dispersion parfai-
tement linéaire avec interactions électron-électron écrantées. Par définition, α0(ω)
représente l’absorption optique sans interaction coulombienne, indiquée par la
fenêtre située dans le coin en haut à gauche. De plus la fréquence ω0 représente
la fréquence pour le cas sans interaction au delà de laquelle l’absorption optique
devient linéaire en fonction de la fréquence. La self-énergie a pour conséquence
de déplacer vers les plus hautes fréquences le seuil d’absorption optique. Nous
remarquons que, pour le cas d’une dispersion parfaitement linéaire, les deux
spectres optiques en réponse à une lumière RCP et LCP sont identiques.
dans la figure 2.3 est que le terme de self-énergie renormalise le gap optique et donc induit
un déplacement du seuil d’absorption vis à vis du cas sans interaction. La présence de termes
non linéaires introduit une anisotropie de cette self-énergie en k, et donc une renormalisation
anisotrope du gap en k. Cette anisotropie affecte alors différemment les réponses RCP et
LCP, bien que la self-énergie soit indépendante du moment angulaire m. La figure 2.3 nous
apprend que les interactions électron-électron ne créent pas de différence entre polarisations
circulaires gauche et droite. S’il on ne considère que l’existence du terme α, les résultats sont
particulièrement parlants. Sans interactions coulombiennes, la présence seule du terme α ne
conduit à aucune différence entre les deux types de réponses optiques. Cependant, l’ajout
de ces interactions introduit une différence au niveau du seuil d’absorption.
De manière encore plus étonnante, la différence entre LCP et RCP n’est pas reliée à une
différence entre les énergies propres pour les excitons de valeur propre m et −m, contraire-
ment au cas bidimensionnel [28], mais uniquement à une différence de dépendance en k‖ et
kz des fonctions d’ondes des paires électrons-trous de moment angulaires ±m. Ces fonctions
d’ondes électrons-trous possèdent des zéros (aussi appelés noeuds), à des valeurs bien
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précises dans le plan (k‖, kz), qui dépendent de la valeur de m. Ces noeuds ne dépendent
pas des propriétés microscopiques de notre modèle à basse énergie ou des interactions
électron-électron. Cela nous permet alors de les relier cet effet à des propriétés topologiques.
De plus, le moment angulaire m donne lieu à une vorticité des fonctions d’ondes autour des
noeuds de Weyl, en raison du facteur exp(imϕ) qui dépend du signe du moment angulaire.
Toutes ces considérations sont développées dans l’annexe A.
Pour terminer, nous discutons de l’effet du terme β. Ce dernier a essentiellement pour
but de créer une séparation de plus en plus grande pour le spectre optique entre la lumière
LCP et RCP au delà du seuil d’absorption, au fur et à mesure que la fréquence augmente. On
remarque que cet effet est aussi présent dans le cas sans interactions, comme on le voit dans
la fenêtre de la figure 2.4. L’effet simultané des interactions ainsi que des deux termes non
linéaires a pour conséquence une différence d’intensité d’absorption au seuil d’absorption
entre les réponses LCP et RCP pour un même noeud. À plus haute fréquence, les courbes
LCP et RCP se croisent et on observe un changement de la polarisation dont l’amplitude
d’absorption est la plus forte. Par exemple, concentrons nous sur le noeud τ = 1 de la figure
2.4, on voit au seuil d’absorption que la lumière RCP est plus absorbée que LCP. Cet effet
s’inverse à plus haute fréquence où LCP est désormais absorbée avec plus d’intensité que
RCP. Ce dernier effet n’est pas présent si on considère seulement le terme α.
2.3.2 Comparaison des spectres optiques pour les différents noeuds
Notre compréhension de l’absorption optique est maintenant faite pour un noeud de
Weyl isolé. Il faut alors se poser la question du comportement de cette dernière pour un
système réel, c’est-à-dire avec plusieurs noeuds de Weyl reliés par différentes symétries.
Considérons premièrement l’absorption des noeuds τ = 1 et 2 dont le spectre optique
pour les polarisations lumineuses RCP et LCP est représenté sur la figure 2.4. Ces noeuds
sont reliés par un miroir dans notre modèle minimal.
Dans le cas de deux noeuds reliés par une symétrie miroir, on a automatiquement que
les deux spectres pour une polarisation donnée sont identiques si la lumière se propage
perpendiculairement au plan du miroir. Nous verrons cela plus en détail dans la section
2.4.2.
Ensuite nous nous intéressons au cas de deux noeuds reliés par une symétrie par
renversement du temps, c’est-à-dire les noeuds τ = 1 et 3 (le résultat est identique pour la
paire τ = 2 et 4), dont le spectre optique pour les polarisations LCP et RCP est représenté
sur la figure 2.5.
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Figure 2.4 Absorption optique interbande sous illumination d’une lumière polarisée cir-
culairement droite (RCP) et gauche (LCP) en fonction de la fréquence pour les
noeuds τ = 1 et 2 (reliés par une symétrie miroir) avec des termes non linéaires
dans la dispersion (α|εF|/v = 0.075 et β|εF|/v2 = 0.02). Les noeuds reliés par
une symétrie miroir absorbent la lumière polarisée droite (ou gauche) avec la
même amplitude. La fenêtre dans le graphique représente l’absorption optique
sans interaction coulombienne pour le noeud τ = 1.
Pour ce cas, il n’est pas surprenant de voir que le spectre optique du noeud 1 pour
une lumière polarisée circulairement droite est identique au spectre du noeud 3 pour une
lumière polarisée circulairement gauche. Cette propriété est reliée au fait que ces deux
noeuds sont reliés par la symétrie de renversement du temps. Dans un semimétal de Weyl
qui ne brise pas cette symétrie, le spectre total de l’absorption (soit la somme sur tous les
noeuds) doit être identique pour une lumière LCP et RCP, ce qui est le cas ici. On voit que
pour des fréquences au niveau du seuil d’absorption, pour une lumière RCP, l’absorption
du noeud 1 est plus importante (de quelques pourcents ici) par rapport à celle du noeud
3. Ce phénomène est inversé si l’on change la polarisation de la lumière. On a ici un effet
appelé polarisation de vallée optique [61], qui est relié à une absorption optique différente dans
l’espace des k pour une polarisation lumineuse définie. Nos deux "vallées" sont les paires
de noeuds de Weyl τ = (1, 2) et τ = (3, 4). Nous expliciterons largement ce phénomène
dans la section 2.4.
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Figure 2.5 Absorption optique interbande sous illumination d’une lumière polarisée cir-
culairement droite (RCP) et gauche (LCP) en fonction de la fréquence pour les
noeuds τ = 1 et 3 (reliés par la symétrie de renversement du temps) avec des
termes non linéaires dans la dispersion (α|εF|/v = 0.075 et β|εF|/v2 = 0.02). Le
spectre optique du noeud τ = 1 sous illumination de lumière polarisée gauche
est identique au spectre optique du noeud τ = 3 sous illumination de lumière
polarisée droite. Ceci est une conséquence de la symétrie par renversement du
temps dans le système.
2.3.3 Dépendance du cutoff ultraviolet
Il nous faut à présent disserter sur l’importance du cutoff ultraviolet dans notre modèle.
Ce cutoff en énergie est nécessaire pour s’assurer que la dispersion linéaire à basse énergie
est valide. Dans notre cas, le rôle du cutoff est aussi de s’assurer que les termes non linéaires
sont petits par rapport aux termes linéaires.
On observe sur la figure 2.6 que la séparation des courbes LCP et RCP au niveau du
seuil d’absorption est sensible à notre valeur du cutoff (en unités de l’énergie de Fermi),
variant de quelques pourcents pour Λ = 6|εF|, à plus de 10% pour Λ = 16|εF|. La première
chose que l’on peut remarquer est que la renormalisation du gap optique est fortement
dépendante du cutoff.
Au sujet de la self-énergie, on peut dire que plus le cutoff est grand, plus l’intégrale en k′
(voir l’équation (2.41)) va se faire sur un grand nombre de valeurs, et donc la renormalisation
de la vitesse de Fermi va être plus grande (cette image est plus pertinente dans le cas
linéaire mais reste qualitativement équivalente avec des termes non linéaires). En raison
53
1 2 3 4 5
/| F |
0
1
2
(
)
/
0
(
0
)
LCP =6 | F |
RCP =6 | F |
LCP =10 | F |
RCP =10 | F |
LCP =16 | F |
RCP =16 | F |
Figure 2.6 Dépendance de l’absorption optique interbande pour trois valeurs de Λ, le cutoff
ultraviolet de notre modèle, pour α|εF|/v = 0.075 et β|εF|/v2 = 0.02. Plus le
cutoff est grand, plus la différence entre la réponse optique à une lumière RCP et
LCP devient importante. Cependant, pour toute valeur de Λ, une différence entre
les deux polarisations de la lumière est observée. Par exemple, pour Λ = 6|εF| ,
la différence pour l’absorption optique entre les deux polarisations de la lumière
au niveau du seuil d’absorption optique est d’environ 5%.
de la renormalisation de la vitesse de Fermi, le gap optique est renormalisé également.
Considérons un spectre optique pour une polarisation lumineuse donnée, comme on le
voit sur la figure 2.3. Si l’on compare le cas avec et sans interactions électron-électron, un
déplacement de la fréquence du seuil d’absorption est observable lorsque des interactions
sont présentes. Il nous faut ensuite considérer l’augmentation de la séparation entre les
courbes indexées LCP et RCP. On a vu dans la section 2.3.1 que la self-énergie introduit une
anisotropie dans la renormalisation du gap en raison des termes non linéaires. Combiné au
fait précédent, on comprend que, parce que la renormalisation gap est anisotrope et, de plus
en plus grande à mesure que l’on augmente Λ, l’écart entre les deux types de polarisation
augmente au niveau du seuil d’absorption.
On conclue ici que notre modèle à basse énergie se doit d’avoir un cutoff en énergie pour
rester valide. Cependant il faut garder en tête que le cutoff influe de manière quantitative sur
les résultats via la self-énergie mais non de manière qualitative.
54
2.4 Polarisation de vallée optique
2.4.1 Origine de la polarisation de vallée en présence d’interaction coulombienne
Nous avons vu précédemment que dans un système avec plusieurs noeuds de Weyl, ce
qui est le cas dans la nature, il existe un moyen d’avoir une intensité d’absorption différente
pour les différents noeuds. L’existence de termes non linéaires brise la symétrie anti-unitaire à
basse énergie (autour d’unmême noeuddeWeyl), ce qui permet une levée de dégénérescence
pour un même noeud de Weyl de la réponse optique à une lumière polarisée circulairement
droite et gauche. Dans le cas d’un semimétal deWeyl brisant la symétrie d’inversion spatiale,
nous avons vu (c.f. figure 2.5) que les noeuds de Weyl τ = 1 et 3 n’ont pas le même spectre
optique pour une polarisation lumineuse donnée. Ces considérations sont résumées dans la
figure 2.7 où, pour une lumière RCP, les noeuds 1 et 2 absorbent plus de lumière au niveau
du seuil d’absorption que les noeuds 3 et 4. Cet effet est parfaitement inversé si la lumière
change de polarisation pour LCP, conséquence de la symétrie par renversement du temps.
Cet effet est une polarisation de vallée de paire de noeuds.
Figure 2.7 Représentation schématique de la polarisation de vallée optique induite par la
lumière dans un semimétal de Weyl avec symétries de renversement du temps et
miroir. On considère ici la situation où la lumière se propage perpendiculairement
aumiroir. Les noeuds deWeyl sont indiqués par les chiffres de 1 à 4 et leur chiralité
par le signe entre parenthèses. La taille des cercles représente l’amplitude de
l’absorption optique proche du seuil d’absorption pour chaque noeud. Le point Γ
indique ici le point invariant par symétrie par renversement du temps. Les noeuds
1 et 3 sont reliés par symétrie d’inversion temporelle qui préserve la chiralité.
Il nous faut aussi préciser, ce qui peut être vu sur les figures précédentes, que cette
polarisation de vallée est partielle, c’est-à-dire que les noeuds 1 et 2 ont une intensité d’ab-
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sorption seulement de quelques pourcents plus élevée que les noeuds 3 et 4, pour une
lumière polarisée droite, au niveau du seuil d’absorption. Si l’on mesure l’absorption op-
tique d’un système, on observera la somme de l’absorption optique de tous les noeuds,
donc l’absorption optique totale. Des différences aussi faibles entre les spectres telles que
les nôtres seront donc "noyées" dans la sommation et semblent alors difficiles à détecter en
mesurant l’absorption optique totale.
Le cas d’un semimétal de Weyl qui brise intrinsèquement la symétrie par renversement
du temps mais préserve la symétrie par inversion est aussi étudié. Dans ce cas, on s’aide
des hamiltoniens à basse énergie présentés dans le tableau 2.2 afin de calculer l’absorption
optique pour chacun des noeuds. Pour ce système précis, tous les noeuds absorbent avec
la même intensité une lumière polarisée donnée, comme représenté sur les schémas de la
figure 2.8. On a ici un cas typique de dichroïsme circulaire [84], c’est-à-dire où la lumière
RCP a une intensité d’absorption différente (ici, supérieure) par rapport à la lumière LCP. Un
tel type de dichroïsme peut alors vérifier expérimentalement si un système brise la symétrie
par renversement du temps.
Figure 2.8 Représentation schématique de la polarisation de vallée optique induite par
la lumière dans un semimétal de Weyl avec symétries d’inversion spatiale et
miroir. Les noeuds de Weyl sont indiqués par les chiffres de 1 à 4 et leur chiralité
par le signe entre parenthèses. La taille des cercles représente l’amplitude de
l’absorption optique proche du seuil d’absorption pour chaque noeud. Le point Γ
indique ici le point invariant par symétrie d’inversion spatiale. Les noeuds 1 et 3
sont reliés par symétrie d’inversion spatiale qui change le signe de la chiralité du
noeud.
Cependant, seul un semimétal de Weyl qui brise uniquement la symétrie d’inversion
spatiale permet une polarisation de vallée non triviale. L’ajout de termes non linéaires dans
la dispersion est un outil d’étude formidable étant donné qu’il permet de relier le caractère
topologique des paires électrons-trous à la polarisation de vallée proche du seuil d’absorp-
tion de manière similaire au cas bidimensionnel [28, 31]. Nous avons malheureusement
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Table 2.3Hamiltoniens à basse énergie de notre modèle à quatre noeuds pour des cônes
inclinés dans le cas d’un semimétal de Weyl avec symétrie par renversement du
temps. Les noeuds indexés par τ = 1 et 2 sont reliés par un miroir perpendiculaire
à z. Les noeuds τ = 3 et 4 sont les partenaires par renversement du temps des
noeuds 1 et 2 respectivement.
Noeuds τ = 1 τ = 2 τ = 3 τ = 4
hτ(k) (vF, tx, ty, tz) (−vF,−tx,−ty, tz) (vF,−tx,−ty,−tz) (−vF, tx, ty,−tz)
vu qu’une mesure expérimentale via l’absorption ou la conductivité optique n’est pas à
l’ordre du jour compte tenu de la faible amplitude de cette dernière. Pour pouvoir observer,
potentiellement, cette polarisation de vallée, il nous faut un écart plus grand entre les absorp-
tions des deux polarisations lumineuses. Une telle caractéristique est possible à l’aide d’une
inclinaison du cône de Weyl dans une certaine direction. Comme on l’a vu dans la section
1.1, les noeuds de Weyl apparaissant à des points arbitraires de la zone de Brillouin, aucune
symétrie ne contraint la dispersion linéaire autour d’un noeud de Weyl, la dispersion peut
alors être "inclinée" dans n’importe quelle direction avec un vecteur d’inclinaison (tilt en
anglais) que nous noterons t et qui apparaît dans le hamiltonien à basse énergie comme un
terme linéaire en k. En négligeant alors les termes non linéaires, on peut écrire par exemple
un hamiltonien pour le noeud τ = 1 comme
hτ=1(k) = h̄vFk · tσ0 + h̄vFk · σ, (2.91)
où le vecteur d’inclinaison est sans dimension. On se concentre ici sur des semimétaux de
Weyl de type I, c’est-à-dire avec |t| < 1. L’autre régime, où |t| > 1, concerne les semimétaux
deWeyl de type II [85,86]. De plus, on peut appliquer les différentes opérations de symétries
de manière similaire à celle du tableau 2.1 afin de trouver les différents hamiltoniens à basse
énergie des différents noeuds pour le cas d’un semimétal de Weyl qui préserve la symétrie
par renversement du temps, comme montré sur la figure 2.9 pour les énergies propres. Le
cas du cône incliné est encore plus simple que le cas que nous avons étudié en détail pour ce
chapitre, étant donné que les opérations de symétrie se résument aux résultats du tableau
2.3.
En utilisant les résultats de ce tableau, on peut, avec un formalisme équivalent à celui
développé plus haut, obtenir l’absorption optique pour les différents noeuds avec un vecteur
d’inclinaison. Nous négligerons pour le moment les interactions électron-électron.
Les résultats présentés dans la figure 2.10 sont pour un modèle de semimétal de Weyl en
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Figure 2.9 Dispersion électronique selon kz pour les différents noeuds de Weyl en utilisant le
hamiltonien de l’équation (2.91) et le tableau 2.3. Les noeuds ont été déplacés sur
l’axe kz pour plus de lisibilité. Les dispersions en bleu représentent les noeuds de
chiralité χ = +1 et en orange les noeuds de chiralité χ = −1. La ligne horizontale
noire représente le niveau de Fermi du système. Les flèches rouges représentent
la transition possible de plus faible énergie, soit le gap optique du système. On
voit en effet que les gaps optiques sont égaux pour les différents noeuds, ce qui
donne lieu à une polarisation de vallée partielle seulement.
absence d’interactions électron-électron, et dans le cas de cônes inclinés. La présence d’une
inclinaison des noeuds, contrairement aux termes non linéaires dans la dispersion, permet
une polarisation de vallée, toujours partielle, mais bien plus importante que dans le cas
avec des termes non linéaires. Cela est essentiellement une conséquence de la brisure de la
symétrie anti-unitaire à basse énergie, autour d’un même noeud, que nous avons mentionné.
Nous pouvons caractériser qualitativement la polarisation de vallée par "l’amplitude" de la
brisure de la symétrie anti-unitaire à basse énergie, soit par l’inclinaison des cônes, soit par les
termes non linéaires. De plus, la présence d’une inclinaison est plus facile à appréhenderdans
notremodèleminimal grâce à l’existence de plusieurs calculs ab initio servant à caractériser le
vecteur d’inclinaison dans la structure de bandes à basse énergie [42,87]. Nous pouvons donc
nous référer à des publications qui donnent quantitativement des valeurs pour l’inclinaison
des cônes dans différentes directions de la zone de Brillouin, contrairement aux termes non
linéaires.
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Figure 2.10 Absorption optique pour une lumière polarisée circulairement droite en fonction
de la fréquence, en unités de l’énergie de Fermi, pour les différents noeuds dans
le modèle décrit dans le tableau 2.3. Le vecteur d’inclinaison mentionné plus
tôt est égal à t = (0.2, 0, 0.4), et la lumière incidente est polarisée circulairement
dans le plan (x, y) et donc se propage selon z. Dans ce cas, les noeuds τ = 1 et 2
ont le même spectre optique, représenté par la courbe bleue. Le spectre optique
des noeuds τ = 3 et 4, également identique, est représenté par les points jaunes.
Nous n’avons pas ici pris en compte les interactions coulombiennes étant donné
que nous désirons uniquement caractériser la polarisation de vallée.
2.4.2 Configurations pour la polarisation de vallée
Nous avons caractérisé l’absorption optique, à basse énergie, d’un semimétal de Weyl
invariant par symétrie de renversement du temps. Nous avons trouvé qu’une polarisation de
vallée partielle existe, dans le cas de noeuds de Weyl avec des termes non linéaires dans la
dispersion ou bien de noeuds de Weyl inclinés. Dans le premier cas, la polarisation de vallée
au niveau du seuil d’absorption a pu être reliée à la présence conjointe de termes non linéaires
et d’interactions coulombiennes. Dans le second cas, la seule présence d’une inclinaison
des cônes brise la symétrie anti-unitaire à basse énergie dépendant de l’amplitude de ce
dernier, ce qui permet une polarisation de vallée partielle plus importante. Cependant, nous
n’avons considéré ici qu’une seule configuration pouvant être réalisée expérimentalement,
c’est-à-dire, avec une lumière polarisée circulairement dans le plan (x, y) et se propageant
selon z (donc perpendiculairement au plan du miroir de notre modèle minimal).
Certaines propriétés de symétrie doivent être considérées dans un cas réel. Par exemple
si la lumière se propage parallèlement ou perpendiculairement à notre plan du miroir. Ces
deux cas sont les cas les plus simples. Si la lumière se propage perpendiculairement au plan du
miroir, alors nous pouvons dire que la symétrie miroir est préservée dans le cristal car, sous
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cette opération de symétrie, le vecteur de polarisation de la lumière reste invariant, étant
donné que ce dernier se transforme comme un moment angulaire. En revanche la symétrie
par renversement du temps change une lumière RCP en LCP, donc le spectre optique du
noeud τ = 3 pour une lumière RCP doit être identique au spectre optique du noeud τ = 1
pour une lumière LCP. On note cela αLCP,τ=1(ω) = αRCP,τ=3(ω), ce qui correspond à la
polarisation de vallée montrée jusqu’à présent, et indiquée par la première ligne du tableau
2.4.
Dans le cas d’une lumière se propageant parallèlement aumiroir, la symétrie dumiroir est
brisée étant donné que lemiroir va changer une lumière RCP en LCP, de lamême façon qu’un
moment angulaire parallèle à un miroir change de direction. Cette fois, les noeuds reliés par
un miroir n’auront pas le même spectre optique, on écrit alors αLCP,τ=1(ω) = αRCP,τ=2(ω).
En revanche la symétrie miroir fois renversement du temps notéeM⊗T est préservée dans
ce cas (on inverse deux fois la polarisation, ce qui équivaut à dire que cette opération de
symétrie est identique à l’identité), ce qui explique que les noeuds τ = 1 et 4 ont le même
spectre optique, comme indiqué à la deuxième ligne du tableau 2.4, étant donné que ces
noeuds sont reliés par le symétrieM⊗T .
Pour finir, nous devons évoquer le cas général où la lumière se propage ni parallèlement,
ni perpendiculairement à un axe de symétrie, ce qui est le cas représenté dans la figure
2.11. Dans ce cas, plus aucune restriction de symétrie ne relie les spectres optiques des
différents noeuds et il existe une polarisation de noeuds partielle, où chacun des noeuds a
une intensité d’absorption différente. Cependant, il n’existe pas de polarisation de vallée
chirale, c’est-à-dire que l’absorption optique totale des noeuds de chiralité positive est
égale à l’absorption optique totale des noeuds de chiralité négative, donc il n’existe pas
de polarisation de vallée impliquant une chiralité nette. Cela se traduit par la relation
ατ=1(ω) + ατ=3(ω) = ατ=2(ω) + ατ=4(ω) qui est valide pour toute fréquence.
On a dans cette section pris en compte le cas de noeuds de Weyl inclinés à basse énergie,
mais les résultats du tableau 2.4 ne dépendent que des symétries du modèle minimal, et
par extension du cristal. On rappelle que le rôle de l’inclinaison des cônes ou des termes
non linéaires est de briser la symétrie effective anti-unitaire à basse énergie, afin que la
dégénérescence entre lumière circulairement polarisée gauche et droite pour un noeud de
Weyl soit levée.
En général, ces termes sont toujours permis à basse énergie pour un noeud de Weyl et
dans un semimétal de Weyl préservant la symétrie par renversement du temps contenant
des miroirs, on a montré qu’une polarisation de vallée partielle peut exister. En raison du fait
que les gaps optiques sont identiques pour tous les noeuds, comme indiqué sur la figure
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Figure 2.11 Absorption optique résolue en noeud pour une lumière polarisée droite sans
considérer les interactions électron-électron. Le vecteur d’inclinaison pour le
noeud τ = 1 est égal à t = (0.2, 0, 0.4) et le vecteur d’onde de la lumière q fait
un angle de π/6 avec l’axe z (l’axe normal au miroir). Dans cette configuration,
parce que q n’est ni parallèle ni perpendiculaire au plan du miroir, tous les
noeuds ont un spectre optique différent.
2.9, cette polarisation de vallée ne peut qu’être partielle et ce, peu importe la configuration
expérimentale en question.
Plusieurs questions restent alors en suspens : Peut-on détecter une polarisation de vallée
expérimentalement avec des sondes optiques ? La polarisation de vallée peut elle être totale
voire chirale, c’est-à-dire qu’un seul noeud absorbe de la lumière ? Peut-on relier la topologie
des noeuds de Weyl à la polarisation de vallée ? Nous répondrons dans le chapitre suivant
à ces questions en ajoutant un ingrédient à notre modèle : un champ magnétique externe.
2.5 Résumé du chapitre
Dans ce chapitre, nous avons présenté une théorie de l’absorption optique pour un
semimétal de Weyl en se concentrant sur la dispersion à basse énergie. Nous avons étudié le
cas des termes non linéaires dans la dispersion en présence d’interactions de Coulomb mais
aussi le cas de cônes de Weyl inclinés.
Notre prédiction principale en utilisant ce formalisme est que l’absorption optique
interbande résolue en noeud pour une lumière RCP ou LCP sont différentes. Cet effet
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Table 2.4 Polarisation de vallée optique dans un semimétal de Weyl avec symétrie de ren-
versement du temps avec des cônes de Weyl inclinés. Le noeud de Weyl τ = 1 a
un vecteur d’inclinaison noté t, qui peut avoir ses trois composantes non nulles, et
la lumière polarisée circulairement a un vecteur d’onde noté q. La notation (n, m)
indique que les noeuds τ = n et m absorbent la lumière avec une intensité égale.
Configuration Polarisation de vallée
q ⊥miroir (1, 2) 6= (3, 4) partielle
q ‖miroir (1, 4) 6= (2, 3) partielle
q 6⊥, 6‖miroir 1 6= 2 6= 3 6= 4 partielle
provient de la brisure de la symétrie anti-unitaire à basse énergie par l’inclinaison des cônes,
ou les termes non linéaires, et donne lieu à la polarisation de vallée partielle.
Dans le cadre du modèle avec des termes non linéaires et en présence d’interactions de
Coulomb, nous avons relié cet effet à une valeur non nulle de la courbure de Berry moyennée
sur la surface de Fermi, ce qui constitue un phénomène qui émerge par la présence conjointe
d’une topologie non triviale et de corrélations électroniques (faibles) dans un semimétal de
Weyl.
Ces propriétés sont également corroborées par un modèle analytique où l’on considère
les interactions de Coulomb comme purement locales (voir Annexe A). Cela nous permet
d’affirmer que les paires électrons-trous sont liées de manière exponentiellement faible
proche du seuil d’absorption et donc s’hybrident fortement avec les électrons libres. Ces
paires, ou excitons de Mahan, sont en revanche associées à la nature topologique du semi-
métal parce que leur fonction d’onde possède des noeuds (ou des zéros) avec une vorticité
non nulle. Les règles de sélection optiques imposent alors que la lumière LCP ou RCP est
absorbée par des paires électrons-trous de vorticité opposée, ce qui est en partie responsable
de la polarisation de vallée.
De plus, nous avons étudié différentes configurations pour la direction de propagation
de la lumière par rapport au plan du miroir de notre modèle afin de prédire quelle type
de polarisation de vallée pouvait être obtenue, ce qui peut être étendu pour de véritables
matériaux abritant des noeuds de Weyl à basse énergie.
Cependant, un résultat décevant est que cette polarisation de vallée n’est que partielle
et de surcroît, très faible dans le cas des termes non linéaires dans la dispersion comparés à
des études de transport dans le bismuth [55] ou en optique dans le disulfure de molybdène
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[61]. En présence d’une inclinaison des noeuds, la polarisation de vallée peut devenir
plus significative mais reste difficile à détecter si l’on considère l’absorption optique totale.
Comme nous le verrons au prochain chapitre, une façon d’augmenter significativement la
polarisation de vallée est de briser la symétrie de renversement du temps par le biais d’un
champ magnétique.
Chapitre 3
Absorption optique dans un semimétal de
Weyl avec interaction coulombienne sous fort
champ magnétique
Dans ce chapitre, nous étudierons le modèle d’un semimétal de Weyl avec symétrie
par renversement du temps qui permet la polarisation de vallée introduite au chapitre
précédent. On ajoutera ici un ingrédient supplémentaire : un fort champ magnétique
externe. Ce dernier donne lieu à des niveaux de Landau particuliers que nous expliciterons.
Puis nous calculerons avec les états et énergies propresmodifiées par le champmagnétique la
conductivité optique résolue en noeud du système, toujours en considérant des interactions
électron-électron à longue portée que nous traiterons avec l’approximation dite GRPA
(Generalized Random Phase Approximation en anglais). Nous verrons comment les différents
paramètres du système (inclinaison du cône, champmagnétique, niveau de Fermi, constante
diélectrique) influent la polarisation de vallée, qui dans ce cas est complète. Cela correspond
à une plage en fréquence où un sous ensemble de noeuds absorbe la totalité de la lumière
incidente. On verra que la polarisation de vallée peut être chirale dans certains cas, lorsqu’un
seul type de chiralité est impliqué dans l’absorption. Enfin nous verrons qu’il est possible
de détecter cette dernière via la conductivité optique totale mais aussi via certaines mesures
de transport.
Les travaux présents dans ce chapitre ont fait l’objet d’un article [88].
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3.1 Hamiltonien sous fort champ magnétique
Notre point de départ est le hamiltonien général à deux bandes que nous avons écrit à la
section 1.1. Nous allons nous concentrer ici au hamiltonien pour le noeud τ = 1, uniquement
avec un vecteur d’inclinaison, et en négligeant les termes non linéaires, qui sont étudiés
séparément dans l’annexe C.
3.1.1 Electrons libres et structure de bandes : niveaux de Landau
Dans cette section, nous nous intéresserons à l’ajout d’un fort champmagnétique externe
statique et uniforme à notre modèle via le couplage minimal k → k + eA/h̄, où A est le
potentiel vecteur qui obéit à B = ∇×A, ce qui donne
hτ
(
k +
e
h̄
A
)
= Cτ
(
k +
e
h̄
A
)
σ0 + dτ
(
k +
e
h̄
A
)
· σ. (3.1)
On choisit par la suite une jauge particulière pour le potentiel vecteur, la jauge de Landau,
A = (0, Bx, 0) avec B = Bz. On prend ici le champ magnétique selon z, on verra par la
suite qu’on peut le prendre dans une direction quelconque. La substitution présente dans
l’équation (3.1) est un cas particulier du couplage minimal, qui s’effectue directement sur les
gradients [89]. Pour les besoins du modèle ici, nous allons écrire les états propres et énergies
propres dans une configuration particulière, c’est-à-dire t ‖ B ‖ z. Cette configuration
a l’avantage de permettre un calcul analytique simple des états et énergies propres du
hamiltonien de l’équation (3.1). Ce dernier s’écrit
hτ
(
k +
e
h̄
A
)
= h̄vFkztz + h̄vF(kzσz + Πxσx + Πyσy), (3.2)
avec Π = (Πx, Πy) = (kx, ky + eBx/h̄). Contrairement au chapitre 2, il faut ici considérer
k comme un opérateur, étant donné que le commutateur entre Πx et Πy est non nul, alors
qu’on avait précédemment [kx, ky] = 0. On peut alors calculer ce commutateur
[Πx, Πy] = [−i∇x,−i∇y +
eB
h̄
x] =
eB
h̄
[−i∇x, x] = −i
eB
h̄
. (3.3)
En raison de ce commutateur non nul, on perd l’invariance par translation selon x, ce qui
change fondamentalement la nature physique du problème. Au lieu des bandes d’énergies
du problème sans champ magnétique, on peut ici définir des opérateurs d’échelle à partir
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des opérateurs de moment généralisés
a =
`B√
2
(
Πx − iΠy
)
, (3.4)
a† =
`B√
2
(
Πx + iΠy
)
, (3.5)
avec `B =
√
h̄/eB la longueur magnétique. Les opérateurs d’échelles vérifient [a, a†] = 1
ainsi que a†a ≡ n̂, où n̂ est l’opérateur nombre qui obéit à n̂|n〉 = n|n〉 avec n ∈ N.
Suivant ces considérations, on sait que notre hamiltonien est de la forme
hτ(k +
e
h̄
A) = h̄vF
tzkz + kz
√
2
`B
a
√
2
`B
a† tzkz − kz
 . (3.6)
On suppose alors des solutions de la forme
Ψn,X,kz(r) =
eikzz√
Lz
un,kz h|n−1|,X(r)
vn,kz h|n|,X(r)
 , (3.7)
avec un,kz et vn,kz des fonctions à déterminer qui dépendent du modèle microscopique. Dans
le cas d’un noeud de Weyl avec une dispersion parfaitement linéaire, on a
un,kz = −i sgn(n)χ
√√√√√1
2
1 + sgn(n) kz√
k2z + 2|n|/`2B
, (3.8)
vn,kz =
√√√√√1
2
1− sgn(n)χ kz√
k2z + 2|n|/`2B
. (3.9)
De plus, r = (x, y) représente la position dans les plans perpendiculaires à la direction du
champ magnétique. On définit [90] :
h|n|,X(r) =
(−i)|n|√
Ly
ϕ|n|(x− X) exp
(
−i Xy
`2B
)
, (3.10)
où X ≡ −ky`2B est le centre d’orbite cyclotron et ϕ|n|(x− X) les fonctions propres de l’oscil-
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lateur harmonique quantique en une dimension qui s’écrivent
ϕn(x− X) =
(
1
π`2B
)1/4 1√
2nn!
Hn
(
x− X
`B
)
exp
(
− (x− X)
2
2`2B
)
, (3.11)
où Hn(x) sont les polynômes d’Hermite. Les opérateurs d’échelles obéissent quant à eux à
ah|n|,X(r) =
√
|n|h|n−1|,X(r), (3.12)
a†h|n|,X(r) =
√
|n + 1|h|n+1|,X(r), (3.13)
qui sont les relations usuelles de l’oscillateur harmonique quantique.
Plusieurs choses sont à remarquer. Une première est que l’invariance par translation
dans la direction z est conservée (de manière générale, on dit que l’invariance par translation
est conservée dans la direction parallèle au champ magnétique), comme l’indique le facteur
exp(ikzz) dans l’équation (3.7). Donc kz est un bon nombre quantique pour indexer les états
et énergies propres. Mentionnons aussi que l’invariance par translation selon la direction y
est aussi conservée comme on peut le remarquer via l’équation (3.10). Ensuite, il se trouve
que les énergies propres ne dépendent pas de l’indice du centre d’orbite X (relié à ky)
mais uniquement des indices n et kz, ce qui implique qu’il existe une dégénérescence des
niveaux d’énergies en X. Cela est relié à ce que l’on nomme la dégénérescence macroscopique
des niveaux de Landau [47], étant donné que l’on peut mettre un nombre macroscopique
d’électrons dans un même état. Cette dégénérescence s’écrit
Nφ =
LxLy
2π`2B
=
S
2π`2B
, (3.14)
où Li est la longueur du système dans la direction i ∈ {x, y, z}. La surface S en question est
toujours perpendiculaire à la direction du champ magnétique externe (dans notre cas on a
choisi B = Bz).
On peut alors écrire les énergies propres dans le cas d’une inclinaison du cône parallèle
au champ externe avec l’équation aux valeurs propres habituelle h|Ψ〉 = E|Ψ〉, ce qui nous
permet de trouver :
E(τ=1)n 6=0,kz = h̄vFtzkz + sgn(n)h̄
√
v2Fk2z +
2|n|v2F
`2B
(3.15)
E(τ=1)n=0,kz = h̄vFtzkz − h̄vFkz, (3.16)
pour le noeud τ = 1 et où sgn(n) est la fonction signe. L’équation (3.15) représente les
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niveaux de Landau de la bande de conduction (n > 0) et valence (n < 0). L’équation (3.16)
représente un niveau de Landau special, qui est dit chiral car sa dispersion est seulement
dans une direction et fixée par la chiralité du noeud de Weyl (et la direction du champ).
La dispersion de ce niveau est donc reliée à la nature topologique des fermions de Weyl.
D’ailleurs, le spineur pour le niveau de Landau chiral est spécial également : il s’écrit
Ψ0,X,kz(r) =
eikzz√
Lz
 0
h0,X(r)
 , (3.17)
où seule une composante du spineur est non nulle. Notons qu’inverser la direction du champ
magnétique inverse les composantes "up" et "down" des spineurs.
Jusqu’à présent, uniquement le cas d’une inclinaison parallèle au champ magnétique
a été considéré, surtout à des fins pédagogiques. On a vu cependant qu’une inclinaison
du cône de Weyl parallèle au champ était simple à prendre en compte, et ceci en raison de
l’invariance par translation dans la direction z. En effet, parce que t ‖ B ne comprend qu’un
terme proportionnel à kz alors les fonctions d’ondes ne changent pas du cas non incliné.
Cependant, pour le cas où on considère un vecteur d’inclinaison quelconque, ce qui est le
cas de noeuds de Weyl dans des systèmes réels, la résolution est bien plus subtile. Il existe
cependant une approche analytique permettant de trouver les énergies et états propres [86].
On écrit ici les niveaux de Landau pour une inclinaison arbitraire :
E(τ=1)n 6=0,k‖ = h̄vFt‖k‖ + sgn(n)
h̄
γ
√
v2Fk
2
‖ +
2|n|v2F
γ`2B
(3.18)
E(τ=1)n=0,k‖ = h̄vFt‖k‖ −
h̄vF
γ
k‖, (3.19)
où k‖ = k · B̂ est le vecteur d’onde dans la direction parallèle au champ magnétique, qui
peut être quelconque, de même t‖ = t · B̂ et γ = (1− |t× B̂|)−1/2. Le facteur γ a pour
conséquence de rapprocher les niveaux de Landau entre eux à mesure que la composante
du vecteur d’inclinaison perpendiculaire au champ magnétique augmente, étant donné que
γ est toujours supérieur ou égal à 1. À titre d’exemple, on a représenté sur la figure 3.1 deux
configurations "principales", une pour t ⊥ B, l’autre pour t ‖ B. On rappelle également que
les opérations de symétrie nécessaires pour trouver les niveaux de Landau pour les autres
noeuds sont résumées au tableau 2.3.
Tout au long de ce chapitre, nous omettrons la présence d’un terme Zeeman du type
B · σ dans notre hamiltonien à basse énergie pour deux raisons. Premièrement, dans notre
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Figure 3.1 Énergie en fonction du vecteur d’onde parallèle au champ magnétique. Les dif-
férents noeuds ont été déplacés sur l’axe k‖ pour plus de lisibilité. Les courbes
en bleu représentent les niveaux de Landau en bande de conduction et valence
et ceux en pointillés les niveaux chiraux. La ligne horizontale noire représente
le niveau de Fermi. Deux configurations sont représentées : à gauche, le champ
magnétique est orienté perpendiculairement au vecteur d’inclinaison, donc les
gaps optiques pour les différents noeuds sont tous égaux (indiqué par les flèches
verticales noires). À droite, l’inclinaison est parallèle au champ magnétique. On
remarque alors que les noeuds reliés par la symétrie de renversement du temps
ont des gaps optiques différents comme indiqué par les flèches verticales noires
qui représentent schématiquement la transition optique n = 0→ 1.
modèle jouet, un tel terme déplace les noeuds de Weyl en k, et peut être absorbé par une
redéfinition du vecteur d’onde. Deuxièmement, il contribue à un déplacement en énergie
de tous les noeuds d’un facteur t · B, qui peut être absorbé par une redéfinition du potentiel
chimique.
Il convient également de préciser qu’une solution numérique est envisageable pour le
cas d’une inclinaison quelconque pour obtenir les valeurs et vecteurs propres, qui consiste à
résoudre le cas sans inclinaison, puis à diagonaliser la partie avec l’inclinaison du noeud
sur la base du cas sans inclinaison.
3.1.2 Conductivité optique en fort champ magnétique et avec interaction coulombienne
Après ajout du champ magnétique externe, le dernier élément à inclure est l’interaction
coulombienne. De manière similaire au cas sans champ magnétique, on inclut cette dernière
via l’interaction densité-densité pour les électrons
Hel-el =
1
2V ∑q
V(q)ρ(q)ρ(−q), (3.20)
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où V représente le volume du système, V(q) = e2/(ε0ε∞q2) et ρ(q) la transformée de
Fourier de l’opérateur densité.
On veut ensuite écrire la conductivité optique, en présence d’interactions coulombiennes,
sous un fort champ magnétique externe donnant lieu à une quantification de Landau. La
stratégie est la suivante : nous allons considérer une équation du mouvement pour la
fonction de corrélation à deux particules, ce qui est le cas des fonctions de réponses pour la
réponse linéaire (conductivité, susceptibilité, ...) de manière générale. Cependant il nous faut
faire des approximations en présence d’interactions électron-électron étant donné que le
problème est insoluble dans le cas le plus général. On procède alors à une approximation qui
consiste à ne garder que deux contributions, dites de Hartree et de Fock, pour la self-énergie
du propagateur électronique (ou fonction de Green à une particule) puis d’obtenir une
équation (matricielle) pour la fonction de Green à deux particules. Cette approximation est
appelée GRPA [91,92] . Cette dernière est une extension de la plus célèbre approximation
RPA (Random Phase Approximation en anglais) qui ne consiste à garder que la contribution de
Hartree, qui donne lieu au le phénomène d’écrantage dans les métaux [93]. Contrairement
à la RPA, la GRPA nous permet de capturer les corrections excitoniques, et donc d’avoir
une meilleure description de la conductivité optique interbande. L’étape suivante est de
considérer notre système d’intérêt de niveaux de Landau et d’utiliser cette base pour décrire
tous nos propagateurs, puis d’écrire les fonctions de réponse d’intérêt dans cette même base.
Ce procédé fastidieux est décrit dans l’annexe B. Cette approximation est très populaire
dans le cas des gaz d’électrons bidimensionnels en fort champmagnétique externe [94], c’est
pourquoi nous l’appliquons ici. Dorénavant, le paramètre qui décrit la force de l’interaction
coulombienne pour nos fermions de Weyl est ε∞. Plus ce dernier augmente, plus le terme
d’interaction coulombienne sera petit par rapport à l’échelle d’énergie cinétique typique de
notre problème (h̄vF/`B). Nous traiterons de son effet dans la section 3.2.4.
On rappelle, d’après les équations (1.27) et (1.36), que la partie réelle de la conductivité
est reliée à la partie imaginaire de la fonction de corrélation courant-courant retardée par
Re
[
σαβ(ω)
]
= − lim
q→0
Im
[
χRJα Jβ(q, ω)
]
ω
, (3.21)
où α, β ∈ {x, y, z} et q et ω correspondent respectivement au vecteur d’onde et à la fré-
quence du photon incident. On prend la limite q→ 0 afin d’obtenir la conductivité optique,
cependant nous allons traiter par la suite différentes directions du vecteur d’onde q. Cela
est relié au fait que le potentiel vecteur (de la lumière) est orienté perpendiculairement
à la direction de propagation, donc changer q peut être vu comme une modification de
la polarisation de l’onde lumineuse dans notre modèle, de manière semblable à ce que
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l’on a écrit pour le tableau 2.4. De plus, comme pour le cas sans champ magnétique, on
va ici étudier la conductivité optique de chaque noeud séparément, ce qui est une bonne
approximation si l’on néglige la diffusion d’électrons d’un noeud de Weyl à un autre par
interaction coulombienne ou par des impuretés. On écrit alors σαβ(ω) = ∑τ σαβ(ω, τ).
À partir de maintenant, nous allons nous concentrer sur deux types de réponses spéci-
fiques pour la lumière : des réponses optiques pour une lumière polarisée circulairement
droite (RCP) et gauche (LCP). Si l’on considère le cas q ‖ ẑ alors, on a pour chaque noeud
σLCP(ω) = σxx(ω)− iσxy(ω), (3.22)
σRCP(ω) = σxx(ω) + iσxy(ω). (3.23)
En absence d’interactions, la conductivité optique en champ magnétique présente aussi
des règles de sélection bien connues pour un semimétal de Weyl [95]. Ces règles imposent
des transitions optiques possibles entre les différents niveaux de Landau. Dans la confi-
guration donnée précédemment, on les trouve en calculant les éléments de matrice de
l’opérateur courant en seconde quantification à q = 0. Ce dernier s’écrit, pour une compo-
sante α ∈ {x, y, z} :
Λαn1kz,n2kz(q⊥ = 0) = 〈ψn1,kz |jα|ψn2,kz〉, (3.24)
où
|ψn,kz〉 =
un,kz ||n| − 1〉
vn,kz ||n|〉
 , (3.25)
et
jα = −
δh
δAα
∝ σα + tασ0. (3.26)
Ici, jα est l’opérateur courant en première quantification qui est défini par la dérivée partielle
du hamiltonien par rapport au potentiel vecteur du champ électromagnétique de la lumière.
Après couplage minimal, on a que l’opérateur courant est directement proportionnel aux
matrices de Pauli (sans inclinaison des cônes), étant donné que notre hamiltonien est linéaire
en k. Ensuite |ψn,kz〉 est le spineur provenant de l’équation (3.7). En considérant le vecteur
d’onde du photon égal à zéro, cela implique que les fonctions hn,X(r) peuvent être remplacées
par |n〉, états propres de l’oscillateur harmonique quantique en une dimension. Par exemple,
s’il n’y a aucune inclinaison selon x, on a pour jx le règles de sélection : |n2| = |n1|+ 1 et
|n2| = |n1| − 1, où n2 est le niveau final et n1 le niveau initial. On peut expliciter cela en
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mentionnant quelques transitions :
0→ 1 −1→ 0
−1→ 2 1→ 2
−2→ 3 2→ 3 · · ·
(3.27)
Pour le cas des réponses LCP et RCP, on peut calculer ces règles de sélection de la même
manière, et on trouve :
LCP RCP
−1→ 0 0→ 1
−2→ 1 −1→ 2
−3→ 2 −2→ 3 · · ·
(3.28)
Il nous faut alors noter que ces règles de sélection sont identiques pour les cas avec ou sans
interactions coulombiennes. Bien que les interactions entre les électrons puissent coupler
différents niveaux de Landau entre eux, nous considérons uniquement le cas où la fonction
de réponse associée à une transition optique n’est couplée qu’à elle même. Cette discussion
a lieu dans l’annexe B.
Enfin, nous insistons sur certaines symétries qui sont indépendantes des interactions
électron-électron dans notre système. Nous avons vu à la section 2.4 les différentes symétries
reliant l’absorption optique dans les différents noeuds. Les mêmes arguments sont valides
dans le cas de la conductivité optique, par exemple, les réponses LCP et RCP sont reliées
par la symétrie de renversement du temps : pour des noeuds isolés, on a
σLCP,B(ω, τ) = σRCP,−B(ω, τ̄), (3.29)
où τ̄ représente le partenaire par renversement du temps du noeud τ. Dans un système avec
symétrie de renversement du temps, on trouve σLCP,B(ω) = σRCP,−B(ω) pour la conductivité
optique totale.
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3.2 Conductivité optique interbande pour un semimétal de Weyl avec une
inclinaison des cônes parallèle au champ
Onprésente dans cette section les résultats de la conductivité optique selon les différentes
variables du problème, comme l’inclinaison des noeuds, le champmagnétique et la constante
diélectrique. On se concentre ici sur la conductivité optique interbande à température nulle.
Nous allons étudier pour le moment le cas B ‖ t ‖ q, où q est le vecteur d’onde de la lumière
qui est perpendiculaire au miroir.
Sauf mention contraire, tous les résultats numériques présents dans cette section ont
pour paramètres t = (0, 0, 0.5), B = 20T et B ‖ t ‖ q, ε∞ = 25, vF = 3 × 105 m.s−1 et
µ = h̄vF/`B ' 34meV. Ces dernières valeurs se veulent (relativement) réalistes quant
aux matériaux existants [21, 27, 42, 87]. Le delta de Dirac présent dans l’expression pour
la conductivité optique a été numériquement substitué par une lorentzienne de largeur à
mi-hauteur η = 2meV [28]. Les détails techniques de ce calcul sont présentés à la fin de
l’annexe B.
3.2.1 Noeud de Weyl isolé
Tout d’abord, on étudie la conductivité optique interbande à basse énergie résolue
en noeud, c’est-à-dire pour chaque noeud de Weyl séparément. Ce calcul est fait pour
les différents noeuds et les relations de symétrie du tableau 2.3 donnent les différents
hamiltoniens à basse énergie. Ce résultat est représenté à la figure 3.2.
On se concentre sur une fenêtre à basse énergie où seuls les niveaux de Landau à basse
énergie contribuent (n ∈ [−3, 3]). Chaque pic dans la partie réelle de la conductivité optique
correspond à une transition entre deux niveaux de Landau. Cette courbe est caractéristique
d’un système de niveaux de Landau et on retrouve des similarités avec le cas bidimensionnel
[96]. En absence de champ magnétique, la conductivité optique est linéaire en fréquence à
basse fréquence. On retrouve cette tendance en champ magnétique également. Cet effet est
visible pour des champs magnétiques faibles ou modérés ou bien si l’on dispose d’une plus
grande plage en fréquence [95].
Le résultat principal de la figure 3.2 repose sur le fait que les noeuds τ = 1 et 2 absorbent
la lumière polarisée droite à plus basse fréquence que les noeuds τ = 3 et 4 au niveau du
seuil d’absorption uniquement. Dans ce cas précis, le niveau de Fermi ne croise que le niveau
de Landau chiral et non les niveaux de Landau massifs, et donc les gaps optiques pour les
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Figure 3.2 Conductivité optique à basse énergie résolue en noeud avec interactions de Cou-
lomb sous fort champ magnétique externe sous illumination de lumière RCP.
La courbe composée de triangles représente les noeuds τ = 1, 2 et la courbe de
cercles leurs partenaires de renversement du temps, les noeuds τ = 3, 4. Chaque
pic représente une transition possible entre deux niveaux de Landau, qui sont
indiqués sur la figure. Comme mentionné à la figure 3.1, les noeuds reliés par
renversement ont dans cette configuration des gaps optiques différents, ce qui est
dénoté ici par l’écart ∆ω entre les seuils d’absorption de ces mêmes noeuds, pour
la transition 0→ 1.
transitions impliquant uniquement des niveaux de Landau non chiraux sont identiques pour
tous les noeuds. Ceci explique que les pics reliés aux transitions n’impliquant pas le niveau
chiral sont situés aux mêmes fréquences. L’écart en fréquence de l’activation optique des
noeuds reliés par symétrie par renversement du temps est noté ∆ω, et est directement reliée
à la polarisation de vallée que nous avons mentionnée dans le cas sans champ magnétique.
L’on peut voir cependant que dans ce cas, cette dernière est bien plus importante que dans
le cas sans champ magnétique. On dira alors qu’elle est complète, puisque sur une certaine
plage de fréquence, seul un ensemble réduit de noeuds absorbe la lumière. Ce phénomène
peut être compris dans le cas sans interaction par une différence de gaps optiques pour les
noeuds reliés par symétrie de reversement du temps, comme montré sur la figure 3.1.
Nous n’avons mentionné que la conductivité optique RCP, mais nous pouvons commen-
ter brièvement ce qui se passe pour des photons LCP. Le champmagnétique brise globalement
la symétrie de renversement du temps du système. Pour le cas sans champmagnétique, cette
symétrie était conservée, et on avait alors σLCP(ω, τ) = σRCP(ω, τ̄). Ce résultat n’est plus
valide à présent, comme on l’a montré avec l’équation (3.29). La symétrie de renversement
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du temps étant brisée, les lumières LCP et RCP ne sont pas absorbées de la même façon par
le système (ce qu’on appelle le dichroïsme circulaire). Étant donné que la lumière LCP a
des règles de sélection différentes pour les transitions entre les niveaux de Landau, ce sera
cette fois les noeuds τ = 3, 4 qui absorberont la lumière avant les noeuds τ = 1, 2. Aussi,
∆ω prendra une valeur différente dans ce cas et le seuil d’absorption sera déplacé vers les
plus hautes fréquences.
3.2.2 Effet de l’inclinaison des cônes
Dans notre modèle, l’inclinaison du noeud est le paramètre qui brise la symétrie de
renversement du temps effective à basse énergie, comme on l’a vu sans champ magnétique
dans la section 2.4. La différence du gap optique entre les noeuds 1 et 3 (reliés par symétrie
de renversement du temps) provient de l’inclinaison parallèle à la direction du champ
magnétique.
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Figure 3.3 Conductivité optique totale , c’est-à-dire la somme de la contribution de chaque
noeud, en fonction de la fréquence pour une lumière RCP. Les différentes courbes
représentent trois valeurs de vecteur d’inclinaison : en bleu tz = 0.1, en vert
tz = 0.3 et en violet tz = 0.5. Les transitions permises sont indiquées au-dessus
de chaque pic.
On observe que, plus l’inclinaison du cône est grande, plus la séparation entre le pic
de la transition 0 → 1 pour les noeuds τ = 1, 2 et τ = 3, 4 est importante. Si l’inclinaison
est trop faible, alors la somme des contributions des différents noeuds ne conduit qu’a un
seul pic, étant donné que la symétrie anti-unitaire à basse énergie n’est que faiblement brisée.
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Dans ce cas, une largeur à mi-hauteur de lorentzienne correspondant à η = 2meV rend
invisible tout dédoublement entre les pics de la transition 0→ 1.
Sans inclinaison des noeuds et pour un potentiel chimique non nul, les réponses LCP et
RCP seront différentes pour chaque noeud. Cependant, la combinaison de la symétrie de
renversement du temps dans le modèle, en plus de la symétrie anti-unitaire à basse énergie
implique que la réponse RCP sera la même pour tous les noeuds. D’où la nécessité d’une
inclinaison des cônes pour avoir le double pic, en plus du champ magnétique. L’apparition
du double pic pour la transition 0→ 1 dans la conductivité optique totale est lamanifestation
observable de ∆ω, dont on donnera une définition mathématique par la suite.
3.2.3 Effet du champ magnétique et du potentiel chimique
Une autre variable du problème est le champ magnétique. Alors que l’inclinaison des
cônes est intrinsèque au semimétal de Weyl, le champ magnétique lui peut être modifié
expérimentalement. Tout d’abord,nous devons calculer la dépendance du potentiel chimique
en fonction du champ magnétique. Cette dépendance est connue pour un semimétal de
Weyl [97].
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Figure 3.4 Dépendance du potentiel chimique en champ magnétique. On fixe le potentiel
chimique µ = 50meV à un champmagnétique de B = 0.5T. On demande ensuite
que le nombre de particules reste constant dans le système.
À faible champ, le potentiel chimique oscille autour de sa valeur sans champmagnétique.
Ceci est dû à deux phénomènes en compétition. Premièrement, plus le champ augmente,
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plus l’on peut mettre d’électrons dans un niveau de Landau. Deuxièmement, plus le champ
augmente, plus les niveaux de Landau se séparent en énergie, car h̄vF/`B augmente, et
donc sont déplacés au dessus du potentiel chimique. Dès que le premier niveau en bande
de conduction (ou valence si le potentiel chimique sans champ magnétique est situé en
bande de valence) passe au dessus du potentiel chimique, alors il ne reste que le niveau de
Landau chiral qui ne disperse pas en fonction du champ magnétique. Dans ce cas, plus le
champ magnétique augmente, plus la dégénérescence macroscopique du niveau de Landau
chiral augmente, plus on peut mettre d’électrons dans ce niveau. À fort champ, le potentiel
chimique décroît de manière asymptotique en 1/B afin de garder le nombre d’électrons fixe.
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Figure 3.5 Conductivité optique totale en fonction de la fréquence pour une lumière RCP. Les
différentes courbes représentent la conductivité optique pour différentes valeurs
de champ magnétique. Seules les transitions impliquant les niveaux n ∈ [−3, 3]
sont montrées ici. On a choisi µ = h̄vF/`B pour B = 10T.
Armés de notre connaissance de la fonction µ(B), il nous est désormais plus facile
de comprendre la figure 3.5. On a choisi de fixer le potentiel chimique juste en-dessous
du premier niveau de Landau en bande de conduction à B = 10T. Ce choix permet de
maximiser la séparation entre les pics des différents noeuds pour la transition 0 → 1. En
effet, étant donné que l’inclinaison du cône comprend un terme linéaire en k‖, si le potentiel
chimique croise exactement k‖ = 0, alors les gaps optiques pour tous les noeuds seront
égaux. On sait que plus le champmagnétique augmente, plus le potentiel chimique tend vers
µ→ 0. Ceci explique pourquoi, à mesure que B augmente, le dédoublement et l’amplitude
des pics reliés à la transition 0→ 1 est de plus en plus réduite, ce qui se voit si l’on compare
la courbe à B = 10T et 30T. Pour toutes les autres transitions, on a vu que plus le champ
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magnétique augmente, plus la séparation entre les niveaux de Landau augmente également
(typiquement h̄vF/`B ∝
√
B). Cela explique l’éloignement respectif des pics pour toutes les
autres transitions n’impliquant pas le niveau de Landau chiral.
3.2.4 Effet de la constante diélectrique
La constante diélectrique est le marqueur des interactions électron-électron dans notre
système. Pour des semimétaux deWeyl comme TaAs, cette dernière est fortement anisotrope
: on a ε∞ ∼ 900 dans la direction [100] et ε∞ ∼ 35 dans la direction [001] [21]. On peut
alors avoir, en fonction de la direction de propagation de l’onde lumineuse et du champ
magnétique, soit un comportement d’électrons libres (ε∞ ' 900) ou alors faiblement en
interaction (ε∞ ' 35).
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Figure 3.6 Conductivité optique totale en fonction de la fréquence pour une lumière RCP. Les
différentes courbes représentent différentes valeurs de la constante diélectrique.
Plus cette dernière est faible, plus les interactions de Coulomb à longue portée
sont importantes dans notre système. Àmesure que ε∞ diminue, le dédoublement
des pics de la transition 0 → 1 devient plus marquée. On a choisi ici tz = 0.3,
B = 20T, vF = 3× 105 m.s−1 et µ = h̄vF/`B.
La figure 3.6 montre la dépendance de la conductivité optique en fonction de différentes
valeurs de la constante diélectrique. Pour ε∞ = 100, on a un comportement très proche de
celui que l’on trouve pour des électrons libres. À mesure que ε∞ diminue, de nouvelles
caractéristiques apparaissent. Premièrement, l’amplitude des pics pour les différentes tran-
sitions augmente. Cet effet est encore plus marqué pour les pics impliquant le niveau de
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Landau chiral. Plus les interactions coulombiennes sont fortes, plus le dédoublement du pic
correspondant à la transition 0→ 1 apparaît de manière évidente. Deuxièmement, l’effet
des corrélations électroniques se remarque aussi sur les autres pics. Pour ε∞ = 15 (qui est
une valeur très faible), les pics impliquant les transitions autres que le niveau chiral sont
déplacés à basse fréquence. Un second pic, plus faible en amplitude, est présent proche de la
valeur attendue sans interactions. On peut voir sur la figure 3.6, pour ε∞ = 15, ce deuxième
pic (proche du pic principal mais avec une amplitude bien inférieure), à h̄ω ∼ 0.12 eV. Cet
effet est un pur effet des interactions électroniques qui induit un pic type magnéto-exciton
[94, 98], c’est-à-dire une paire électron-trou liée par l’interaction coulombienne sous champ
magnétique fort.
Les interactions de Coulomb ne sont pas nécessaires pour avoir cette séparation de pics
de la transition 0 → 1, étant donné que l’on a vu que cela peut être relié à la différence
des gaps optiques à potentiel chimique non nul en présence d’une inclinaison des cônes.
Les interactions électron-électron ont alors pour principal effet d’augmenter l’amplitude de
ces transitions, mais ne change pas la valeur en fréquence de la séparation entre les deux
transitions 0→ 1. Un effet observable remarquable est que le paramètre empirique ∆ω que
l’on a défini à la figure 3.2 est (relativement) indépendant de la valeur de ε∞.
Par la suite, on considérera uniquement le cas sans interactions pour donner une expres-
sion analytique de ∆ω et traiter les différentes configurations du problème. La présence ou
non d’interactions de Coulomb ne modifie pas qualitativement notre discussion.
3.3 Polarisation de vallée complète sous fort champ magnétique
L’effet des différents paramètres du problème est désormais connu et l’on va ici se
concentrer sur l’origine et la description qualitative de la séparation entre les transitions
0→ 1 des différents noeuds. Cette séparation est reliée à la polarisation de vallée comme
on le verra. Dans le cas en fort champ magnétique, la polarisation de vallée est complète. De
manière similaire au cas sans champ magnétique, on étudiera les différentes configurations
possibles pour le champ magnétique et la direction de propagation de la lumière. Enfin, on
discutera de l’application possible à des semimétaux de Weyl de la famille de TaAs.
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3.3.1 Détection optique de la polarisation de vallée complète
Le cas sans champmagnétique n’offre malheureusement pas de signature évidente dans
l’absorption optique totale pour la polarisation de vallée, qui n’était que partielle. Dans le
cas avec champ magnétique, nous avons une polarisation de vallée complète de paires de
noeuds proche du seuil d’absorption, ce qui est visible sur la figure 3.2. On remarque que
sur une plage de fréquence de ' 15meV, seuls les noeuds τ = 1 et 2 absorbent la lumière.
Cet intervalle ∆ω sur lequel uniquement un ensemble limité de noeuds absorbe la totalité
des photons incidents représente la polarisation de vallée complète de paires de noeuds.
Il nous faut également insister sur la nature topologique de cette polarisation de vallée.
En effet, seules les transitions impliquant le niveau de Landau chiral jouent un rôle dans
cette dernière. Cela provient du fait que le niveau zéro disperse de manière unidirectionnelle
et ce, proportionnellement à la chiralité du noeud de Weyl. En raison de cette dispersion,
le potentiel chimique ne croise le niveau chiral que pour une seule valeur notée k∗‖. Cette
intersection étant unique, cela implique une différence de gap optique pour les différents
noeuds. Cet effet conduit à une levée de dégénérescence de la transition 0 → 1 et à un
dédoublement du pic de cette transition provenant de différents noeuds (de manière plus
générale, cela pourrait être une transition 0 → |n| ou −|n| → 0). Cette signature optique
est la manifestation principale de la polarisation de vallée complète dans le cadre de ce
chapitre. De plus, on relie la plage de fréquence (au niveau du seuil) ∆ω, réminiscent de cette
polarisation de vallée, à l’écart entre les pics. Malheureusement, en regardant un spectre
d’absorption optique total d’un semimétal de Weyl à basse énergie, on ne peut pas affirmer
quel noeud absorbe à plus basse fréquence ; c’est quelque chose que nous devons montrer a
priori.
Pour ce faire, on peut définir la polarisation de vallée comme
VPi(ω) =
Re [σi(ω, τ = 1)]− Re [σi(ω, τ = 3)]
Re [σi(ω, τ = 1)] + Re [σi(ω, τ = 3)]
, (3.30)
où i = {LCP,RCP}. Avec cette formule, on voit que si les réponses optiques pour les
noeuds reliés par renversement du temps sont identiques, on a que VP(ω) = 0. Cependant,
si uniquement le noeud 1 absorbe et non le noeud 3, alors VP(ω) = 1. Si on change la
polarisation de RCP à LCP, alors VP(ω) = −1, dans une autre plage de fréquence, pour un
champ magnétique fixe. En revanche, en gardant la polarisation de l’onde lumineuse fixe,
mais en changeant B→ −B, alors cette fois VP = 1, pour une autre plage de fréquence. On
a représenté cette fonction pour divers cas sur la figure 3.7. Pour la plage de fréquence où la
polarisation de vallée est égale à 1 (en valeur absolue), on dit que la polarisation de vallée
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est complète. Cet intervalle correspond à notre définition de ∆ω.
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Figure 3.7 Polarisation de vallée complète en fonction de la fréquence dans un semimétal de
Weyl avec interactions de Coulomb. La configuration et les paramètres sont iden-
tiques à ceux de la figure 3.2. La figure de gauche représente différentes courbes
de la polarisation de vallée pour diverses valeurs de vecteur d’inclinaison. La
figure de droite représente l’évolution de la polarisation de vallée pour plusieurs
valeurs du champmagnétique ; à mesure que le potentiel chimique tend vers zéro,
la plage de fréquence de la polarisation de vallée se restreint.
La lumière polarisée linéairement pouvant être vue comme une superposition cohérente
de lumière RCP et LCP, il existe également une polarisation de vallée non nulle dans ce cas.
Cela peut se comprendre par une activation des règles de sélection provenant à la fois de
LCP et RCP.
Une expression de ∆ω est alors nécessaire pour expliquer, au moins qualitativement, le
comportement des divers paramètres étudiés auparavant et donner une intuition qualitative
des phénomènes. On rappelle ici que l’on procède à un calcul sans prendre en compte les
interactions de Coulomb mais uniquement les différences de gaps optiques. On définit alors
h̄∆ω = h̄|∆ωτ=1 − ∆ωτ=3|,
= |(En=1,k∗‖,1,τ=1 − En=0,k∗‖1 ,τ=1)− (En=1,k
∗
‖,3,τ=3
− En=0,k∗‖,3,τ=3)|. (3.31)
Si l’on considère que le potentiel chimique ne croise que les niveaux de Landau chiraux,
alors on peut relier ce dernier à k∗‖,1 et k
∗
‖,3, vecteurs d’onde que croise le potentiel chimique
respectivement pour les niveaux de Landau chiraux des noeuds τ = 1 et τ = 3. On peut
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donc définir, dans le cas d’une inclinaison quelconque
k∗‖,1 = −
µγ
h̄vF(1− γt‖)
, (3.32)
k∗‖,3 = −
µγ
h̄vF(1 + γt‖)
. (3.33)
Cela nous permet de trouver une expression analytique pour ∆ω :
h̄∆ω =
∣∣∣∣∣− 2µγt‖1− γ2t2‖ +
√
2h̄2v2F
γ3`2B
+
µ2
(1− γt‖)2
−
√
2h̄2v2F
γ3`2B
+
µ2
(1 + γt‖)2
∣∣∣∣∣ . (3.34)
Cette expression montre que si µ, B ou t‖ tendent vers zéro, alors ∆ω = 0, comme on l’avait
pressenti en étudiant les divers dépendances indépendemment les unes des autres.
Deux limites sont d’intérêt ici, premièrement la limite où `−1B  µ/(h̄vF). Dans cette
limite, le premier terme de l’équation (3.34) domine et h̄∆ω ' 2|µγt‖/(1− γ2t2‖)|. Cette
limite est dite quantique, ou limite à fort champ, car le potentiel chimique ne croise que le
niveau chiral. Dans ce cas, ∆ω dépend indirectement du champ magnétique à travers le
potentiel chimique et on sait que si B→ ∞, µ→ 0 donc ∆ω = 0.
L’autre limite d’intérêt est la limite à faible champ, c’est-à-dire pour `−1B  µ/(h̄vF). Dans
ce cas, notre expression se réduit à ∆ω = 2eBv2Ft‖/(γ2µ). Pour cette limite, on peut négliger
la dépendance de µ en B et considérer que le potentiel chimique est approximativement
constant. Ainsi, ∆ω a une dépendance linéaire en B et en t‖. On atteint alors le maximum de
∆ω(B) pour `−1B ∼ µ/(h̄vF) soit µ ∼ h̄vF/`B, donc lorsque le potentiel chimique se trouve
proche du premier niveau de Landau en bande de conduction. On justifie alors a posteriori
notre choix de potentiel chimique pour nos diverses figures de la conductivité optique, étant
donné que c’est la valeur du potentiel chimique qui maximise la plage de fréquence de la
polarisation de vallée.
La dépendance très particulière de ∆ω en fonction du champ magnétique externe, en
raison de la nature topologique des niveaux de Landau chiraux, est alors la sonde principale
de la polarisation de vallée complète. L’étude récente des propriétés optiques des semimétaux
de Weyl en champ magnétique a récemment attiré beaucoup d’attention, en raison de la
nature spéciale du niveau de Landau chiral en champ magnétique [26, 27].
Pour finir, nous notons que la polarisation de vallée prédite ici est fondamentalement
différente de celle pour les métaux de transitions dichalcogènes, où les lumières RCP et
LCP sont absorbées par des vallées différentes, dû à des règles de sélection. Ces dernières
permettent la détection de la polarisation via la photoluminescence (en regardant la polari-
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sation des photons émis) [61]. En outre, les gaps optiques des différentes vallées dans ces
matériaux sont tous égaux.
3.3.2 Configurations de la polarisation de vallée non chirale et chirale
Jusqu’à présent nous nous sommes concentrés sur un cas spécifique : lorsque le champ
magnétique est orienté parallèlement à la direction de propagation de la lumière et à l’incli-
naison des noeuds, tous selon l’axe z, soit perpendiculairement au plan du miroir que nous
avons défini dans notre modèle.
Cependant les cônes peuvent être inclinés dans une direction quelconque, dépendant
du matériau [42,87]. Nous allons donc légèrement changer d’approche ici en se plaçant plus
près des conditions réelles des matériaux étudiés et considérer le plan du miroir comme fixe
et perpendiculaire à l’axe z ainsi que considérer le vecteur d’inclinaison comme quelconque.
Nous connaissons déjà les différentes opérations de symétrie pour les diverses composantes
via le tableau 2.3.
Pour commencer, concentrons nous uniquement sur le comportement de la dispersion
des niveaux de Landau selon diverses configurations de champ magnétique, et également
sur le gap optique entre les niveaux de Landau n = 0 et 1 à potentiel chimique non nul,
la polarisation de vallée provenant de la spécificité de cette transition. On a présenté sur
la figure 3.1 le cas où B est orienté perpendiculairement au miroir. Dans ce cas, les gaps
optiques sont identiques pour les noeuds τ = 1, 2 ainsi que pour τ = 3, 4, mais différents
pour les deux paires de noeuds. On peut associer cela à la brisure de symétrie par inversion
du temps étant donné que les gaps optiques pour les noeuds reliés par cette même symétrie
ne sont plus équivalents. Si le champ magnétique est orienté parallèlement au miroir, alors
la symétrie miroir est brisée. Cela se comprend par le fait que le champ magnétique est un
pseudo-vecteur est donc change de signe par symétrie miroir s’il est parallèle à ce dernier.
Puisqu’un vrai champmagnétique externe ne change évidemment pas de signe par symétrie
miroir dans un cristal, dans ce cas, on dit que cette symétrie est brisée dans cette configuration.
Il s’ensuit que les gaps optiques pour les noeuds reliés par unmiroir ne sont plus égaux,mais
il se trouve qu’une symétrie est préservée, la symétrieM×T (miroir fois renversement
du temps). En effet, sous l’effet combiné des symétriesM et T , le champ magnétique
change deux fois de signe et donc les gaps optiques pour les noeuds reliés par cette symétrie
sont identiques. Dans notre modèle, il s’agit des paires τ = 1, 4 ainsi que τ = 2, 3. Pour
finir, si le champ magnétique est dans une direction arbitraire (c’est-à-dire ni parallèle
ni perpendiculaire au miroir, alors aucune symétrie n’empêche les gaps optiques d’être
différents. Ces considérations sont résumées dans le tableau 3.1.
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Table 3.1 Gaps optiques pour les transitions interbande entre les niveaux de Landau impli-
quant le niveau chiral. Le semimétal de Weyl préserve la symétrie par inversion du
temps et possède un plan miroir. Notre modèle comporte quatre cônes de Weyl
inclinés. La notation (n, m) signifie que les noeuds n et m ont les mêmes gaps
optiques. On suppose le vecteur d’inclinaison quelconque tout en gardant |t| < 1.
Configuration Symétrie préservée Gaps optiques
B ⊥miroir miroir (1, 2) 6= (3, 4)
B ‖miroir (miroir) × (renversement du temps) (1, 4) 6= (2, 3)
B 6‖, 6⊥miroir aucune 1 6= 2 6= 3 6= 4
Outre les gaps optiques, nous pouvons étudier avec la même approche ce qui se passe
pour la polarisation de vallée pour les différentes configurations à notre disposition. Cette
fois-ci, il nous faut prendre en compte le vecteur d’onde de la lumière pour avoir une
théorie complète des diverses configurations. Nous avons déjà étudié longuement le cas
B ‖ q ⊥ miroir. Pour cette configuration, il existe une polarisation de vallée complète entre
les paires τ = 1, 2 et τ = 3, 4 avec une conductivité optique identique pour les noeuds reliés
par symétrie miroir. Notons que si l’on change simultanément le signe de B et de q, alors la
polarisation de vallée change de signe, c’est-à-dire qu’elle est déplacée de (1, 2) à (3, 4).
Ensuite, dans le cas où B ‖ q ‖ miroir, les gaps optiques des noeuds reliés par la symétrie
MT sont identiques. Dans ce cas, la polarisation de vallée change de (1, 2) à (1, 4). Notons
que tant que la lumière se propage colinéairement au champ magnétique, alors les noeuds
ayant les mêmes gaps optiques ont le même spectre optique.
Reste trois cas possibles. Premièrement pour un vecteur d’onde de la lumière quelconque
mais pour B ⊥ miroir, une polarisation de vallée complète existe toujours entre les noeuds
reliés par renversement du temps. Cependant, les noeuds reliés par symétrie miroir n’ont
plus les mêmes règles de sélection optiques car q 6‖ B. Il existe alors une polarisation de
vallée partielle entre ces noeuds. Ces derniers commencent à absorber la lumière à la même
fréquence mais pas avec la même intensité.
Deuxièmement, toujours en gardant q 6‖ B mais avec B ‖ miroir, une polarisation de
vallée complète entre les noeuds τ = 1, 4 et τ = 2, 3 existe. En revanche, pour la même
raison que précédemment, les noeuds reliés par la symétrieMT n’ont pas le même spectre
optique, il existe alors une polarisation de vallée partielle entre ces noeuds.
Troisièmement, le cas où le champ magnétique n’est ni parallèle, ni perpendiculaire au
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Table 3.2 Polarisation de vallée optique interbande sous champ magnétique externe B pour
un semimétal deWeyl avec symétrie de renversement du temps et un planmiroir. Le
vecteur d’onde de la lumière polarisée circulairement est q. Le vecteur d’inclinaison
est toujours considéré comme quelconque. La notation (n, m) signifie que les
noeuds n et m absorbent la lumière avec la même intensité. La notation [n, m]
signifie en revanche que les noeuds n et m n’absorbent pas la lumière avec la
même intensité mais possèdent des gaps optiques identiques conduisant à une
polarisation de vallée partielle. L’indication "complète" signifie que la polarisation
de vallée est complète pour une plage de fréquence finie.
Configuration Polarisation de vallée
B ⊥miroir, q ‖ B (1, 2) 6= (3, 4) complète
B ⊥miroir, q 6‖ B [1, 2] 6= [3, 4] complète
B ‖miroir, q ‖ B (1, 4) 6= (2, 3) complète
B ‖miroir, q 6‖ B [1, 4] 6= [2, 3] complète
B 6‖, 6⊥miroir, ∀q 1 6= 2 6= 3 6= 4 complète
plan du miroir. Tous les noeuds ont alors des gaps optiques différents (voir les équations
(3.19) et (3.18)). Il s’ensuit que l’absorption optique pour les quatre noeuds est en principe
différente car toutes les symétries du cristal sont brisées. On a représenté sur la figure 3.8 ce
cas, en considérant q ‖ B pour plus de simplicité numérique. Cette configuration particulière
donne lieu à l’excitation optique d’un unique noeud de Weyl sur une certaine plage de
fréquence, on dit que l’on a une polarisation de vallée chirale. Toutes ces configurations ont
été rassemblées dans le tableau 3.2.
Il existe un dernier cas très particulier que nous devons mentionner, où le champmagné-
tique est perpendiculaire au vecteur d’inclinaison pour tous les noeuds. Dans notre modèle,
cela est possible si les noeuds sont inclinés parallèlement ou perpendiculairement au plan
du miroir. Dans ce cas, comme indiqué sur la figure 3.1, les gaps optiques pour tous les
noeuds sont identiques et donc la polarisation de vallée disparaît. Cet effet est possible dans
de vrais matériaux comme nous le verrons dans la section suivante.
3.3.3 Application aux matériaux possédant des noeuds de Weyl à basse énergie
Jusqu’à présent, nous n’avons utilisé qu’un modèle jouet de semimétal de Weyl à quatre
noeuds pour prédire une polarisation de vallée complète d’origine topologique, car reliée à la
nature chirale du niveau de Landau zéro en fort champmagnétique. Nous avons prédit que la
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Figure 3.8 Absorption optique interbande résolue en noeud pour un semimétal de Weyl à
quatre noeuds. Le champmagnétique est choisi colinéaire au vecteur d’inclinaison
pour le noeud τ = 1 soit t = (0.25, 0, 0.43) et la lumière se propage parallèlement
au champ magnétique. On a choisi ici µ = 0.2h̄vF/`B et ε∞ = ∞ (système sans
interactions de Coulomb). Dans cette configuration, il y a une plage de fréquence
∆ω = 0.13vF/`B où seul le noeud τ = 2 absorbe la lumière. Cela correspond à
h̄∆ω ' 3.5meV pour B = 20T et h̄∆ω ' 5meV pour B = 40T. Compte tenu la
configuration étudiée, de nouvelles transitions sont activées comme 0→ |n| et
−|n| → |n|.
mesure principale de cet effet est la séparation du pic venant des transitions interbandes entre
les niveaux de Landau 0→ |n| (ou −|n| → 0) dans le spectre de l’absorption optique. Ce
modèle jouet nous a permis de comprendre comment différentes configurations donnent lieu
à des polarisations de vallée impliquant différentes paires de noeuds, voire qu’un seul noeud.
Il nous faut désormais extrapoler ces résultats à des matériaux réels possédant des fermions
de Weyl à basse énergie en se concentrant sur les semimétaux non-centrosymétriques TaAs,
TaP, NbAs ainsi que NbP [18, 42, 87]. TaAs et TaP sont les plus prometteurs dans le cadre de
cette étude car l’approximation linéaire à basse énergie est valide sur une plus grande plage
de fréquence.
Cette famille de semimétaux de Weyl possède deux ensembles de noeuds de Weyl,
denotés W1, au nombre de 8, et W2, au nombre de 16. Les noeuds W1 sont situés dans le
plan kz = 0 et sont reliés par symétrie par renversement du temps ainsi que par un axe C4v,
ce qui les empêche d’être inclinés dans la direction z. Au contraire, les noeuds W2 situés
dans des plans à kz fini, mais symétriques par rapport à kz = 0 (8 pour kz > 0 et 8 pour
kz < 0), peuvent être inclinés selon l’axe z.
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Cette différence fondamentale entre les noeuds W1 et W2 conduit à des différences
pour les spectres optiques lorsque B ‖ q ‖ ẑ. Dans cette configuration, toutes les symétries
miroirsM (qui sont parallèles au champ magnétique) ainsi que la symétrie de renverse-
ment du temps T sont brisées. En revanche le produitMT ainsi que l’axe de rotation C4v
sont préservés. Cela implique que tous les noeuds W1 ont le même spectre optique. Cela
n’est cependant pas vrai pour les noeuds W2 étant donné que les symétries préservées ne
connectent que 8 des 16 noeuds.
Il existe donc, en principe, un effet de polarisation de vallée d’octuplet de noeuds pour
les noeuds W2 dans ces matériaux, qui se manifesterait par le même phénomène de dédou-
blement de la transition optique 0 → 1. Cette dernière est représentée schématiquement
à la figure 3.9. Il faut noter que, malgré le fait qu’il n’existe pas de polarisation de vallée
chirale, un résultat intéressant est l’existence d’unmoment dipolaire non nul dû à l’excitation
optique dans cette configuration, où des électrons de chiralité +1 sont excités dans la partie
supérieure de la zone de Brillouin (kz > 0) et des électrons de chiralité −1 dans la partie
inférieure.
𝐁 𝐁
Figure 3.9 Schéma de l’absorption optique pour les noeuds W2 dans le matériau TaAs. Le
champ magnétique ainsi que la propagation de la lumière sont selon l’axe z.
Le carré gris représente l’axe de rotation C4v et les traits en pointillés les plans
des différents miroirs. La figure de gauche représente les noeuds localisés à
kz > 0 tandis que celle de droite ceux à kz < 0. Les cercles pleins représentent les
noeuds qui absorbent la lumière dans un certain intervalle de fréquence tandis
que ceux vides n’absorbent pas, dans ce même intervalle. Les cercles bleus et
rouges représentent les deux chiralités opposées.
On a également tracé sur la figure 3.10 la dépendance particulière en champmagnétique
de cette polarisation de vallée à l’aide de paramètres issus de calculs de premiers principes
dans la formule analytique pour ∆ω (c.f. équation (3.34)). Une telle dépendance non triviale
pourrait en principe écarter toute autre origine d’une séparation de la transition 0→ |n| ou
−|n| → 0.
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Figure 3.10 Dédoublement en fréquence de la transition 0→ 1 pour TaAs et −1→ 0 pour
TaP pour les noeuds de Weyl W2 en fonction du champ magnétique avec la
configuration B ‖ q ‖ ẑ. Les paramètres choisis sont issus de calculs ab initio
de la référence [87] : pour TaAs on a µ = 13meV (sans champ magnétique),
t‖ = 0.47, vF = 3.0 × 105 m.s−1 et γ = 1.09 ; pour TaP, µ = −21meV (sans
champ magnétique), t‖ = 0.5, vF = 2.77× 105 m.s−1 et γ = 1.16. Les flèches re-
présentent approximativement l’entrée dans la limite quantique donnée par BQL,
c’est-à-dire quand seul le niveau de Landau chiral croise le potentiel chimique.
On a approximativement BQL = 5T pour TaAs et 18T pour TaP.
On rappelle aussi brièvement qu’il existe intrinsèquement une polarisation de vallée
entre les noeudsW1 etW2 dans lesmatériaux de la famille de TaAs. Cette dernière est triviale
parce qu’aucune symétrie ne relie ces noeuds, et ont donc des gaps optiques différents. De
plus, cette polarisation de vallée n’est pas contrôlable : les noeuds activés ne peuvent être
changés en modifiant la configuration du champ magnétique et la direction de propagation
de la lumière.
Des expériences récentes ont été réalisées sur des semimétaux de Weyl en fort champ
magnétique [26,27]. Parmi elles, des caractéristiques pouvant laisser penser qu’un tel dé-
doublement est présent existent, notamment dans la référence [26] qui mentionne un dédou-
blement impliquant le niveau de Landau chiral pour les noeuds W2 du matériaux NbP. Les
auteurs attribuent ce dédoublement à une différence de gaps optiques pour les transitions
0 → 1 et −1 → 0 d’un même noeud de Weyl sous illumination de lumière linéairement
polarisée. Afin de faire correspondre théoriquement cette séparation à leurs données, les
auteurs utilisent un facteur g ad hoc via un terme Zeeman censé modéliser la brisure de la
symétrie particule-trou dans leur système. En revanche, dans notre modèle, ces transitions
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sont excitées séparément par une lumière LCP et RCP. Il nous faut aussi rappeler que l’incli-
naison des noeuds brise aussi la symétrie particule-trou, dans ce cadre, l’effet seul d’une
inclinaison des cônes pourrait alors être envisageable. De plus les auteurs montrent qu’au-
cun dédoublement n’a lieu pour les noeuds W1, ce que notre modèle explique également,
sans ajout de terme Zeeman.
Une autre possibilité mentionnée dans la section précédente, et que nous avons vu
réalisable via la figure 3.8, est l’émergence d’un polarisation de vallée chirale complète. Cela
est possible si le champ magnétique est orienté dans une direction quelconque, c’est-à-dire
ni parallèlement, ni perpendiculairement à un axe de symétrie comme un plan de miroir ou
un axe de rotation. Cet effet a été évoqué comme pouvant donner lieu à un photocourant
sous fort champ magnétique appelé effet photogalvanique magnétique [99–101].
3.4 Résumé du chapitre
Dans ce chapitre, nous avons développé une théorie de l’absorption optique interbande
sous fort champ magnétique en incluant des interactions électrons-électrons dans l’approxi-
mation GRPA (voir annexe B) pour un semimétal de Weyl avec des noeuds inclinés.
Le résultat principal repose sur le fait, qu’en champ magnétique externe fort, une polari-
sation de vallée complète est possible en brisant la symétrie anti-unitaire à basse énergie, soit
par l’inclinaison des noeuds, soit par des termes non linéaires (voir annexe C). L’existence
d’un champ magnétique externe réduit la symétrie du cristal et conduit donc à une polari-
sation de vallée entre des noeuds qui étaient équivalents par symétrie en absence de champ
externe. De plus, nous sommes parvenus à relier cette polarisation de vallée à la présence
du niveau de Landau chiral, ce qui associe intimement cette dernière à la nature topologique
des fermions de Weyl. Cela nous a permis de relier la plage de fréquence où la polarisation
de vallée est non nulle à l’écart ∆ω des gaps optiques entre les niveaux n = 0 et 1 pour les
noeuds reliés par symétrie de renversement du temps.
Le comportement singulier de ∆ω en fonction du champ magnétique nous a permis
de comprendre que le potentiel chimique doit se trouver à l’entrée de la limite quantique,
c’est-à-dire lorsqu’il croise le niveau de Landau chiral mais proche du premier niveau de
Landau non chiral afin de maximiser la polarisation de vallée. Enfin une inclinaison des
cônes selon la direction parallèle au champ est également nécessaire.
Nous avons montré que la manifestation expérimentale la plus claire et simple repose
sur le dédoublement du pic associé à la transition optique 0 → 1 pour une lumière RCP
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(ou −1 → 0 pour LCP) en champ magnétique fort. Les interactions électron-électron ont
tendance à accentuer l’amplitude des pics, particulièrement ceux associées à la transition 0→
1. Cette séparation entre les pics correspond approximativement (au moins qualitativement)
à ∆ω et peut atteindre environ 15meV dans les cas les plus optimistes.
Nous avons montré qu’une telle signature optique était possible et attendue dans les
semimétaux de Weyl brisant la symétrie d’inversion spatiale et semble cohérente avec des
mesures expérimentales [26, 27]. Nous avons prédit, en se basant sur des calculs ab initio
que cette séparation pouvait être de l’ordre de ∆ω = 5− 10meV pour TaAs et TaP pour
des champ magnétiques raisonnables (B < 20T). Une telle séparation entre des pics est
détectable compte tenu de la résolution expérimentale actuelle [26, 27, 102, 103].
Nous avons mentionné dans la section précédente que des mesures de transport, comme
l’effet photogalvanique magnétique, constituent des sondes possibles pour la polarisation
de vallée chirale que nous avons proposé. On peut se poser la question, qu’en est il pour une
polarisation de vallée complète non chirale ? Peut-on détecter cette dernière via des mesures
de transport ? Nous tenterons de répondre à ces questions dans le prochain chapitre.
Chapitre 4
Théorie dérive-diffusion des semimétaux de
Weyl sous fort champ magnétique
Dans ce chapitre, nous allons étendre nos résultats précédents sur la génération et la
détection de la polarisation de vallée complète induite optiquement, à la possibilité de
détecter cette dernière par des mesures de transport. Nous utiliserons la théorie dérive-
diffusion qui décrit le comportement de nombreux dispositifs semiconducteurs, où les
équations de vanRoosbroeck [104] font office de cas d’école,puis on appliquera ce formalisme
à un semimétal de Weyl sous fort champ magnétique externe pour un sous ensemble de
niveaux de Landau. Ensuite nous présenterons des résultats analytiques, puis numériques,
pour le niveau de Landau chiral uniquement. Enfin, nous discuterons les équations générales
pour le sous-ensemble de niveaux de Landau d’intérêt.
Le contenu de ce chapitre fait l’objet d’un travail en cours.
4.1 Motivation
Nous partons ici du résultat de la section précédente, c’est-à-dire que l’on sait déjà
qu’une polarisation de vallée complète (chirale ou non chirale) est possible. Nous savons
également qu’une polarisation de vallée chirale est détectable en plaçant un semimétal de
Weyl dans un circuit fermé sous illumination de lumière circulairement polarisée, et en
mesurant le photocourant dû à l’effet magnéto-photogalvanique [99]. La question centrale
est alors : peut-on détecter la polarisation de vallée non chirale par le biais d’une mesure de
transport ?
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4.1.1 Détection électrique de la polarisation de vallée non chirale
Une caractéristique au moins peut être expérimentalement déduite de la polarisation
de vallée non chirale : un dédoublement du pic relié à la transition entre le niveau de
Landau chiral et le premier niveau non chiral, pour une lumière circulairement polarisée
droite. Dans la situation où cette polarisation de vallée est chirale, c’est-à-dire lorsqu’un
seul noeud de Weyl est activé par une onde lumineuse, un courant lié à l’effet magnéto-
photogalvanique (magneto photogalvanic effect noté MPGE) peut être généré dans un certain
intervalle en fréquence [99]. Ce dernier est une généralisation en champmagnétique de l’effet
photogalvanique circulaire ou CPGE [105]. Le CPGE consiste à une génération de courant
continu sous l’effet d’une lumière circulairement polarisée (on parle alors de photocourant).
Lorsque la polarisation de cette lumière change, la direction du courant change également.
Ceci est valide uniquement pour les matériaux gyrotropes, ce qui est le cas de nombreux
semimétaux de Weyl [77]. Dans les matériaux où la symétrie par renversement du temps est
présente, une lumière circulairement polarisée est le seul moyen d’injecter un photocourant.
Si l’on calcule le photocourant pour le CPGE d’un noeud de Weyl isolé, on trouve que ce
courant est directement relié à la chiralité du noeud, ce qui en fait un effet prometteur pour
exploiter les propriétés topologiques de ces matériaux [77, 99].
Dans le cas où nous avons une polarisation de vallée complète mais non chirale, deux
noeuds de chiralités opposées, reliés dans notre modèle par un miroir, et le champ magné-
tique perpendiculaire à ce dernier, vont absorber la lumière avec la même intensité. Lorsque
nous sommes en champ magnétique fort, le courant est obligatoirement orienté parallèle-
ment au champ magnétique, puisque la composante transverse du courant est supprimée à
cause de la quantification des orbites cyclotron [99, 100]. On a alors j ‖ B. Un tel scénario
nous empêche d’avoir une apparition d’un courant puisque ce dernier est un vecteur vrai (au
contraire d’un vecteur axial) et donc change de signe par une symétrie miroir. Deux noeuds
de chiralités opposées reliés par une symétrie miroir qui ont le même spectre optique auront
alors une amplitude égale de courant magnéto-photogalvanique, mais opposée en signe.
Ceci se résume par
jMPGEα ∝ χBα|E|2, (4.1)
où χ = ±1 est la chiralité du noeud, Bα la composante α du champ magnétique externe et
E le champ électrique de la lumière [99]. Le courant magnéto-photogalvanique total étant
donné par la somme des noeuds absorbant la lumière, si deux noeuds de chiralités opposées
absorbent les photons avec la même intensité, alors ce courant sera nul.
Nous allons alors mettre de côté le courant vecteur pour l’instant et nous intéresser plutôt
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au courant axial 1. Ce dernier est défini par par la différence des courants de noeuds de
chiralité opposées
courant vecteur : j = jχ=+1 + jχ=−1, (4.2)
courant axial : j5 = jχ=+1 − jχ=−1, (4.3)
que l’on note j5, nomenclature héritée de la physique des hautes énergies. Il existe alors en
fort champ magnétique, dans la limite quantique, un courant axial à l’équilibre. À l’équilibre,
il existe un courant non nul pour chaque noeud, étant donné que le niveau de Landau chiral
sera toujours occupé. Ce courant axial conduit alors à un courant de vallée avec une chiralité
nette. Cependant, ce courant étant à l’équilibre, il ne donne pas lieu à un effet mesurable en
transport. Une telle problématique existe aussi pour les courants de spin à l’équilibre, et
n’est pas propre à notre cas précis [106]. Sous excitation lumineuse en revanche, il existe un
courant axial hors équilibre induit par la lumière. Notre objectif est alors de déterminer si
ce dernier peut avoir une signature mesurable en transport, qui serait caractéristique de la
polarisation de vallée non chirale.
Il nous faut alors développer une théorie du transport pour notre système afin de
répondre à ce problème. Nous allons choisir une approche qui a déjà prouvé sa réussite dans
l’étude des dispositifs semiconducteurs [104,107–109], mais aussi des dispositifs à base de
spin [110–113] jusqu’à plus récemment pour un semimétal de Weyl [114] ; la théorie dérive-
diffusion (drift-diffusion en anglais). Cette théorie consiste essentiellement à modéliser le
courant des porteurs par un terme de diffusion, associé à un gradient du potentiel chimique,
et par un terme de dérive, associé à un gradient du potentiel électrique.
Notre modèle comportera alors plusieurs ingrédients : un semimétal de Weyl sous
fort champ magnétique, un champ électrique externe dû à la lumière et, si nécessaire, une
différence de potentiel aux bornes de notre système.
4.1.2 Modélisation des effets topologiques dans les dispositifs à base des matériaux to-
pologiques
L’objectif plus ambitieux de notre étude consiste à modéliser de possibles dispositifs
topologiques et à chercher des nouveaux effets reliés aux propriétés topologiques. De
telles démarches commencent à émerger pour l’étude des semimétaux de Dirac [65] ou
de Weyl [114, 115]. Dans la référence [114], les auteurs se sont concentrés sur un système
homogène et sans lumière externe. Les références [65] et [115] étudient quant à elles les
1. Lorsque l’on parle de courant, on supposera qu’il s’agit toujours du courant vecteur.
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propriétés de l’effet tunnel dans des héterostructures à base de matériaux de Dirac, et se
situent alors dans la limite tunnel du transport dans ces dispositifs. En utilisant les propriétés
de l’effet tunnel dans les semimétaux de Weyl avec des cônes de Weyl inclinés, il est possible
de contrôler la polarisation de vallée chirale de manière électrique, cependant, cette dernière
demeure partielle (∼ 15%) [115]. De même, dans un semimétal de Dirac bidimensionnel, il
est possible de contrôler l’effet tunnel en raison des propriétés du pseudo-spin. Cela permet
entre autres de construire des portes logiques avec le degré de liberté de vallée [65].
On peut légitimement se demander comment les propriétés topologiques des semimé-
taux de Weyl peuvent influer sur les résultats usuels des dispositifs semiconducteurs. Nous
verrons dans la section 4.3 comment les équations de base diffèrent de celles écrites à la
section 4.2 pour des semiconducteurs ordinaires. Avant de rentrer dans les considérations
techniques, un semimétal deWeyl sans champmagnétique externe comporte de nombreuses
vallées de chiralités opposées par paires. Un tel système est donc un semiconducteur à val-
lées multiples, mais à gap nul, qui est une généralisation du cas d’un semiconducteur à
vallée "unique" [116]. De plus, un semimétal de Weyl brise intrinsèquement, soit la symétrie
par inversion spatiale, soit de renversement du temps (ou les deux), ce qui donne lieu, par
exemple, à un effet photogalvanique en présence de lumière externe pour les matériaux
non-centrosymétriques [117]. L’ajout d’un champ magnétique externe peut faire apparaître
de nouvelles propriétés topologiques comme l’anomalie chirale et la présence de niveaux
de Landau chiraux. La présence de cette dernière implique une non conservation de la
charge axiale et donc une modification des équations de continuité pour chaque noeud de
Weyl [78, 114].
En raison de ces propriétés uniques reliées aux semimétaux de Weyl, nous voulons
être capables, avec le modèle de la section 4.3 de prédire les modifications par rapport au
semiconducteur "usuel". Une telle dénomination résume le fait que ce dernier doit obéir
aux équations de Van Roosbroeck, aussi appelées équations semiconductrices basiques,
ou principales (Basic/Main semiconductor equations) [104,108,118]. Tout comme ce système
d’équations, notre modèle doit être capable d’étudier des systèmes homogènes ou inhomo-
gènes, comme la jonction p− n (diode), des systèmes en présence ou en absence de lumière
externe, et en considérant un système avec un nombre arbitraire de noeuds reliés par des sy-
métries données. On peut penser par exemple à la manière dont les résultats de l’expérience
de Haynes-Shockley peuvent être modifiés avec l’anomalie chirale ; cette dernière consiste à
envoyer une impulsion lumineuse et permet de mesurer des caractéristiques essentielles
d’un dispositif comme la mobilité des porteurs ou leur durée de vie [119,120].
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4.2 Résumé des équations de Van Roosbroeck dans un semiconducteur uni-
dimensionnel "usuel"
Dans cette section nous ferons une dérivation heuristique des équations semiconduc-
trices principales dans le cas d’un système unidimensionnel. Une dérivation plus formelle
sera faite dans notre cas d’intérêt à la section 4.3. L’objectif ici est de donner un sens physique
à ces équations, introduire la nomenclature, expliquer quelques limites où ces dernières
décrivent correctement les phénomènes physiques, et de mentionner quelques applications.
4.2.1 Équation pour le courant
En général, écrire une équation pour le transport de charge dans un semiconducteur
peut être très complexe. Nous allons ici nous placer dans le formalisme de dérive-diffusion
qui résume le courant à deux termes très généraux.
Premièrement, traitons le cas du terme de dérive. Les principes de bases de la mécanique
nous permettent d’écrire une équation pour la force ressentie par les porteurs de charge
dans un cristal :
F = qE = ma, (4.4)
où q est la charge électrique des porteurs (−q pour les électrons et +q pour les trous), E le
champ électrique, pouvant être externe ou interne, m la masse des porteurs et a l’accélération.
Dans le cas unidimensionnel on peut écrire
ax =
qEx
m
, (4.5)
qui est l’accélération ressentie par les porteurs. Cependant, dans un solide, dans la limite
où un porteur va interagir très vite avec des nombreux constituants du cristal, comme une
impureté, un phonon, ou un autre porteur, le temps de vol de l’électron entre deux collisions
est très faible. On peut alors écrire une approximation de l’accélération comme ax = 〈vx〉/τ
où 〈vx〉 est une vitesse moyenne et τ le temps de vol de l’électron entre deux collisions. On
définit alors
〈vx〉 =
qτEx
m
≡ ±µqEx, (4.6)
où µq est appelé la mobilité des porteurs, qui est définie positive, et le signe dépend de la
charge de ces derniers (+ pour les trous et − pour les électrons). On peut alors écrire le
courant des électrons par
jdérive,x = −qn〈vx〉 = qµenEx, (4.7)
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où n représente la densité d’électrons. On retrouve la conductivité de Drude, σ = q2nτ/m.
Le même terme peut être calculé pour les trous et le courant de dérive a le même signe pour
les deux types de porteurs. En regardant la première partie de l’équation (4.7), on voit que
−q deviendra +q pour des trous, mais la vitesse va également changer de signe pour les
deux types de porteurs.
Ce terme de courant représente donc la dérive des électrons en présence d’un champ
électrique. En l’absence de ce dernier, la valeur moyenne de la vitesse est nulle. La limite
principale de cette approximation réside dans l’amplitude du champ électrique : si ce
dernier est trop élevé, alors la vitesse de dérive n’est plus linéaire en champ mais sature à
une certaine valeur [109]. Cette approche néglige également tous les évènements se déroulant
à un temps caractéristique plus court que le temps de vol entre deux collisions ou des tailles
caractéristiques plus petites que le libre parcours moyen. À titre d’exemple, pour le silicium
pur à 300K, l’équation (4.6) est valide jusqu’à des champs électriques de l’ordre de 103 V.cm−1
et la mobilité est indépendante du champ électrique.
Le second terme que nous devons ajouter représente la diffusion des porteurs. Ce terme
est très important pour les systèmes non uniformes. Jusqu’à présent, nous n’avons pas
écrit de manière explicite le comportement de la densité ou du courant dans l’espace. On
considérera le champ électrique comme uniforme, ou variant faiblement dans l’espace. Dès
que l’on a un gradient de concentration ou de densité, il existe un phénomène de diffusion
décrit par la loi de Fick [121], résultant du mouvement thermique aléatoire des porteurs. Si
l’on suppose que le mouvement d’un électron est indépendant des autres, on peut écrire le
flux de porteurs à travers une surface
f = −D ∂n
∂x
, (4.8)
où D est le coefficient de diffusion, en unité de surface divisé par un temps, et n représente
la densité. Le flux de porteurs implique une diffusion d’une zone plus dense vers une zone
moins dense en porteurs. Contrairement au courant de dérive, le courant de diffusion a un
signe opposé pour les trous et les électrons. Pour les électrons, on écrit :
jdiff.,x(x, t) = qD
∂n(x, t)
∂x
. (4.9)
On peut alors combiner les deux termes, qui donnent lieu au courant des électrons dans la
théorie de dérive-diffusion :
je,x(x, t) = qD
∂n(x, t)
∂x
+ qµen(x, t)Ex. (4.10)
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Pour le cas des trous, le terme de diffusion va changer de signe et le courant total dans
un système où coexistent trous et électrons sera simplement la somme des deux courants.
On rappelle qu’en absence de symétrie d’inversion dans le cristal, un terme de courant
photogalvanique est aussi présent si le système est sujet à une excitation lumineuse.
4.2.2 Équation de Poisson
Nous savons comment le courant varie en fonction de la charge et du champ électrique.
Maintenant, on écrit une équation qui relie la charge au champ électrique externe afin
d’obtenir l’équation de Poisson. On commence simplement par écrire l’équation deMaxwell-
Gauss
∂
∂x
D(x, t) =
∂
∂x
(ε0ε(x)E(x, t)) = ρlibre(x, t), (4.11)
où ρlibre représente la charge libre du cristal. On peut écrire le champ électrique comme
E(x, t) = −∂ψ(x, t)
∂x
− ∂A(x, t)
∂t
, (4.12)
où ψ est le potentiel électrostatique (ou potentiel scalaire) et A le potentiel vecteur. On
peut alors choisir la jauge de Coulomb qui vérifie∇ ·A = 0. Dans le cas où la constante
diélectrique est homogène, ce que l’on suppose ici, on obtient
− ∂
2ψ(x, t)
∂x2
=
ρlibre(x, t)
ε0ε
. (4.13)
L’équation (4.13) est appelée équation de Poisson. La présence de charge libre nette donne
lieu à un gradient de courant électrique.
Dans le cas des semiconducteurs où les charges sont soit des électrons, des trous ou des
impuretés (comme des donneurs ou accepteurs), on peut faire la substitution
ρlibre(x, t) = q(p(x, t)− n(x, t) + C(x)), (4.14)
où p représente la densité de trous, n la densité d’électrons et C représente la concentration
de charges additionnelles (fixes) que constituent les donneurs et les accepteurs dans le
système [108].
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4.2.3 Équations de continuité
Pour compléter notre système d’équations, il nous est nécessaire d’écrire des équations
de continuité, une pour les électrons et une pour les trous. On peut dériver l’équation de
continuité pour la charge totale à partir des équations de Maxwell, ce qui nous permet de
trouver, toujours en une dimension,
∂j(x, t)
∂x
+ q
∂ρ(x, t)
∂t
= 0. (4.15)
Cette équation est valide pour toutes les charges, cependant on sait que l’on peut décomposer
le courant total en courant de trous et d’électrons, et de même pour la charge :
∂
∂x
(je(x, t) + jt(x, t)) + q
∂
∂t
(p(x, t)− n(x, t)) = 0, (4.16)
où je correspond au courant d’électrons, jt au courant de trous, p à la densité de trous et n à
la densité d’électrons. Cela nous dit que l’on peut écrire une équation de continuité pour
chacune des espèces de porteurs si la condition suivante est respectée :
−1
q
∂je(x, t)
∂x
+
∂n(x, t)
∂t
= G(x, t)− R(x, t), (4.17)
1
q
∂jt(x, t)
∂x
+
∂p(x, t)
∂t
= G(x, t)− R(x, t), (4.18)
où G(x, t) et R(x, t) sont des fonctions positives modélisant de manière phénoménologique
respectivement la génération et la recombinaison des porteurs. En général il existe diffé-
rents processus de recombinaison et de génération qui sont des fonctions non triviales de
n et p [108, 109]. Notre but ici n’est pas de préciser ces différents phénomènes, ni même
de les quantifier, mais de donner des bases physiques sur le système d’équations d’intérêt.
Dans notre cas du semimétal de Weyl sous fort champ magnétique, nous introduirons en
détail les fonctions G(x, t) et R(x, t) nécessaires au problème.
Les équations (4.10), (4.13), (4.14), (4.17) et (4.18) constituent les équations de Van Ross-
broeck. Ces dernières régissent la physique d’un grand nombre de dispositifs semiconduc-
teurs, comme les diodes, les cellules solaires, etc.
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4.3 Dérivation des équations de van Roosbroeck pour un sémimétal de Weyl
sous fort champ magnétique
Dans cette section, nous allons revenir sur notre cas d’intérêt du semimétal de Weyl en
fort champ magnétique et développer les équations nécessaires pour décrire le transport
sur la base des connaissances acquises à la section précédente.
4.3.1 Champ magnétique fort et troncature de l’espace de Hilbert
Nous allons considérer premièrement la présence d’un fort champ magnétique à notre
système. Cela implique que toutes les équations pour le courant, les équations de continuité
et l’équation de Poisson seront en une dimension. Ce choix de champ magnétique fort n’est
pas anodin. Nous avons vu au chapitre 3 que la polarisation de vallée est complète pour les
noeuds reliés par symétrie de renversement du temps, dans la configuration où le champ
magnétique B ainsi que la direction de propagation de la lumière q sont perpendiculaires
au plan du miroir (les noeuds reliés par un miroir absorbant la lumière avec une intensité
égale).
La présence d’un champmagnétique externe est donc idéale pour sonder la polarisation
de vallée car il permet aussi, en changeant sa direction, de contrôler cette dernière. De plus,
de effets topologiques uniques apparaissent dans les semimétaux de Weyl en fort champ
magnétique, comme l’anomalie chirale [78, 114], ou la présence de niveaux de Landau
chiraux, directement reliés à la chiralité des noeuds de Weyl en absence de champ [26,27].
De surcroît, les effets qui nous intéressent sont plus importants dans la limite quantique.
On considère alors que le potentiel chimique intersecte les niveaux de Landau chiraux
uniquement, et que l’écart en énergie entre le minimum en énergie du premier niveau de
Landau non chiral et le potentiel chimique est faible comparé à h̄vF/`B. On se concentre aussi
dans cette situation à une lumière RCP sans perte de généralité étant donné que les mêmes
résultats se produisent pour une lumière LCP. Puisque cette situation est la plus favorable
pour la polarisation de vallée (elle atteint 100% sur une certaine plage de fréquence), nous
ne garderons que deux niveaux de Landau pour notre étude en transport : le niveau de
Landau chiral (indexé n = 0) ainsi que le premier niveau de Landau en bande de conduction
(indexé n = 1). Ceci a également l’avantage de simplifier le problème en tronquant l’espace
de Hilbert. Afin d’avoir une excitation thermique faible du niveau de Landau 0 au niveau 1,
nous nous placerons dans la limite de basse température (kBT  h̄vF/`B). Cette limite est
réalisable dans les semimétaux de Weyl réels.
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4.3.2 Équations de Van Roosbroeck pour un semimétal de Weyl
De manière similaire au semiconducteur ordinaire en une dimension, nous allons déve-
lopper une théorie du courant pour les deux niveaux de Landau d’intérêt en considérant le
niveau chiral comme un gaz de fermions dégénéré et le niveau non chiral comme un gaz
non-dégénéré, ce que l’on justifiera par la suite. On prendra également en compte l’effet de
l’inclinaison des noeuds dans nos calculs afin de pouvoir généraliser les équations pour le
courant à un nombre arbitraire de noeuds en utilisant les relations de symétries appropriées
pour les paramètres microscopiques. En général, on laissera l’indice de noeud τ implicite
pour toutes les quantités concernées, comme le courant, la vitesse ou la densité. On ressusci-
tera cet indice pour les variables en fin de calcul, si le cas s’y applique, on mettra seulement
l’indice de chiralité χ du noeud.
Équations pour le courant du niveau chiral et du premier niveau non chiral
Nous effectuons ici une approche microscopique plus rigoureuse que dans la section 4.2.
On commence par définir le courant provenant d’un noeud de Weyl. Le courant ainsi que la
vitesse des électrons sont par définition dans la même direction que le champ magnétique :
jn(z, t) = −q
1
2π`2B
∫
k∈Weyl
dk
2π
vk,n fn(k, z, t), (4.19)
où on a gardé la même convention que dans le chapitre précédent, c’est-à-dire, q > 0,B = Bẑ,
fn(k, z) la fonction de distribution des électrons pour le niveau n et vk,n = h̄−1∂Ek,n/∂k par
définition selon z. L’intégrale est définie seulement autour d’un noeud deWeyl. Le théorème
de Liouville impose que la dérivée totale de la fonction de distribution est nulle, cette
dernière représentant une densité de probabilité [122] :
d
dt
fn(k, z, t) =
∂ fn
∂t
+
(
∂z
∂t
)
n
∂ fn
∂z
+
(
∂k
∂t
)
n
∂ fn
∂k
≡ 0, (4.20)
où l’indice n représente le niveau de Landau. Ici, ∂z/∂t correspond à la vitesse de groupe
des électrons dans le niveau n et ∂(h̄k)/∂t correspond à la somme des forces, internes et
externes, s’exerçant sur les porteurs. On écrit alors(
∂z
∂t
)
n
= vk,n =
1
h̄
∂Ek,n
∂k
, (4.21)(
∂k
∂t
)
n
=
Fz
h̄
. (4.22)
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Un ansatz consiste à écrire la fonction de distribution comme une partie en quasi-équilibre,
c’est-à-dire où la fonction de distribution obéit à un équilibre local et une partie hors équilibre,
que l’on considère comme une perturbation de la fonction de distribution de quasi-équilibre :
fn(k, z, t) = fn,qe(k, z) + δ fn(k, z, t). (4.23)
En modélisant l’effet des forces internes par un terme de collision et en considérant la limite
quasi-statique où la dérivée partielle par rapport au temps est nulle, cela implique que
l’équation 4.20 est modifiée et conduit à
vk,n
∂
∂z
fn(k, z) +
Fext.n
h̄
∂
∂k
fn(k, z) = −
fn(k, z)− fn,qe(k, z)
τn
, (4.24)
avec τn un temps de relaxation caractéristique qui en principe peut dépendre du niveau de
Landau, ainsi que de k. L’équation obtenue représente alors l’équation de Boltzmann dans
l’approximation du temps de relaxation. On néglige par la suite les dérivées en espace et
moment de δ fn car cette partie hors-équilibre est déjà une perturbation. On peut alors écrire
les dérivées d’intérêt avec la fonction de distribution de quasi-équilibre
fn,qe(k, z) =
1
1 + exp [β (Ek,n(z)− EF,n(z))]
, (4.25)
où β = (kBT)−1, Ek,n(z) = Ek,n − qψ(z) et EF,n(z) le quasi-niveau de Fermi pour le ni-
veau n [108]. La dénomination de quasi-niveau de Fermi est propre à la physique des
semiconducteurs. En matière condensée, on préfère la dénomination de potentiel électro-
chimique, qui est identique. Avec la définition µEC,n(z) = µint.,n(z)− qψ(z), on obtient une
définition équivalente de la fonction de distribution de quasi-équilibre :
fn,qe(k, z) =
1
1 + exp β (Ek,n − µint.,n(z))
, (4.26)
où µint.,n(z) est le potentiel chimique (interne) local qui en principe peut dépendre du niveau
et du noeud dans l’approximation de quasi-équilibre.
On peut alors résoudre l’équation de Boltzmann pour δ f en commençant par
∂
∂k
fn(k, z) =
∂Ek,n
∂k
∂ fn,qe
∂Ek,n
= h̄vk,n
∂ fn,qe
∂Ek,n
, (4.27)
∂
∂z
fn(k, z) =
∂ (Ek,n(z)− EF,n(z))
∂z
∂ fn,qe
∂Ek,n
=
(
−q ∂ψ(z)
∂z
− ∂EF,n(z)
∂z
)
∂ fn,qe
∂Ek,n
. (4.28)
Sachant que la seule force s’exerçant sur les électrons est le champ électrique, on a Fz =
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−qEz = q∂ψ/∂z, et en combinant les équations (4.24) , (4.27) et (4.28), on obtient
δ fn(k, z) = vk,nτn
∂ fn,qe
∂Ek,n
∂EF,n(z)
∂z
. (4.29)
À partir de l’équation (4.26), on trouve une relation analogue en substituant dans l’équa-
tion précédente EF,n(z) par le potentiel électrochimique µEC,n(z). On abusera des deux
nomenclatures à l’avenir.
On peut alors remplacer notre solution pour la fonction de distribution dans l’équation
pour le courant, en commençant par le niveau de Landau chiral :
j0(z) = −q
1
2π`2B
∫ dk
2π
vk,0 f0,qe(k, z)− q
1
2π`2B
∫ dk
2π
vk,0δ f0(k, z), (4.30)
où la vitesse pour le noeud τ = 1,
vk,0 =
1
h̄
∂Ek,0
∂k
= vF
(
t‖ −
1
γ
)
≡ v0, (4.31)
est indépendante de k. On a considéré à la fois une inclinaison des cônes parallèle et per-
pendiculaire au champ magnétique et on rappelle que γ = (1− |t× B̂|)−1/2. On obtient
alors
j0(z) = −
qv0
2π`2B
∫ dk
2π
f0,qe(k, z)−
qτ0v20
2π`2B
∂EF,0(z)
∂z
∫ dk
2π
∂ f0,qe
∂Ek,0
. (4.32)
À basse température, le courant devient
j0(z) = −qv0ρ0,qe(z) +
q|v0|τ0
4π2`2Bh̄
∂EF,0(z)
∂z
, (4.33)
où
ρn(z) =
1
2π`2B
∫ dk
2π
fn(k, z). (4.34)
On trouve dans l’équation 4.33 un terme habituel, proportionnel au gradient du potentiel
électrochimique dont le coefficient de proportionnalité est relié à la conductivité à fréquence
nulle, et un terme moins usuel, le premier terme, correspondant au fait que l’on dispose
de niveaux de Landau chiraux. Il se trouve que dans notre modèle à basse énergie, ce
terme est infini. La stratégie est alors de soustraire au terme de quasi-équilibre le "courant à
l’équilibre" du niveau de Landau chiral, ce dernier ne pouvant avoir aucune signature en
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transport [106, 114]. On trouve alors
j0(z) = −qv0
(
ρ0,qe(z)− ρ0,eq(z)
)
+
q|v0|τ0
4π2`2Bh̄
∂EF,0(z)
∂z
, (4.35)
qui est cette fois un courant fini. On peut calculer l’écart de la densité en quasi-équilibre par
rapport à la densité en équilibre dans la limite de basse température
ρ0,qe(z)− ρ0,eq(z) '
1
2π`2B
∫ +∞
−∞
dk
2π
(Θ (EF,0(z)− qψ(z)− Ek,0)−Θ (εF − Ek,0)) , (4.36)
où Θ(x) représente la fonction marche et εF représente le niveau de Fermi du système
à l’équilibre. On fait ensuite la substitution EF,0(z) = εF − qϕ0(z), où ϕ(z) est appelé le
quasi-potentiel de Fermi (parce que homogène à un potentiel électrique), c’est-à-dire que l’on
sépare le quasi-niveau de Fermi en une partie à l’équilibre (εF) et une partie comme intrin-
sèquement hors équilibre (qϕ0(z)). On peut montrer que cette quantité est indépendante
de la chiralité du noeud si les noeuds sont reliés par un miroir avec un champ magnétique
externe perpendiculaire à celui ci. On trouve alors
ρ0,qe(z)− ρ0,eq(z) =
1
4π2`2B
qψ(z)− qϕ0(z)
h̄|v0|
. (4.37)
Par conséquent, on écrit le courant pour le niveau de Landau chiral comme
j0(z) = −
q2
4π2`2Bh̄
v0
|v0|
(ψ(z)− ϕ0(z))−
q2|v0|τ0
4π2`2Bh̄
∂ϕ0(z)
∂z
. (4.38)
On remarque que le premier terme dépend de la chiralité du noeud, puisque χ ≡ sgn(v0) =
v0/|v0|. Donc pour deux noeuds de chiralités opposées, ce premier terme aura un signe
différent, contrairement au deuxième terme qui lui est indépendant de la chiralité. En
particulier, si |v0| est le même pour deux noeuds, ce qui est le cas pour deux noeuds de
chiralité opposée reliés par un miroir, alors ce terme est égal pour les deux noeuds.
La situation est légèrement différente pour le courant du premier niveau de Landau non
chiral, quoique la dérivation est identique jusqu’à l’équation (4.29). On ecrit
j1(z) = −q
1
2π`2B
∫ dk
2π
vk,1 f1,qe(k, z)− q
1
2π`2B
∫ dk
2π
vk,1δ f1(k, z). (4.39)
À basse température (si kBT est petit par rapport à la différence entre le bas de la bande
n = 1 et εF), les électrons peuplant le niveau n = 1 peuvent être considérés comme un gaz
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d’électrons non-dégénéré. On peut alors écrire
∂ f1,qe(k, z)
∂Ek,1
= −β f1,qe(k, z)
(
1− f1,qe(k, z)
)
' −β f1,qe(k, z), (4.40)
f1,qe(k, z) = exp [−β (Ek,1(z)− EF,1(z))] , (4.41)
où on a utilisé f1,qe(k, z)  1. Cela correspond à la distribution de Maxwell-Boltzmann.
Pour un niveau décrit par une telle distribution, on peut considérer que seulement le bas de
la bande non chirale est peuplé, ce qui nous permet de faire un développement limité de
l’énergie et de la vitesse proche du bas de la bande :
Ek,1 ' h̄vFt‖k +
√
2
h̄vF
γ3/2`B
+
√
2
γ
h̄vF`B
4
k2, (4.42)
vk,1 = vFt‖ +
vF`Bk√
2γ
, (4.43)
ce qui est équivalent à une bande parabolique lorsque le noeuds ne sont pas inclinés. On
peut alors réécrire l’équation (4.39) avec ces nouvelles approximations :
j1(z) = −q
1
2π`2B
∫ dk
2π
vk,1 f1,qe(k, z) +
qτ1β
2π`2B
∂EF,1(z)
∂z
∫ dk
2π
v2k,1 f1,qe(k, z). (4.44)
Écrivons les intégrales d’intérêt pour ce calcul, en choisissant d’intégrer de −∞ à +∞, le
facteur d’occupation décroissant exponentiellement à mesure que l’on va à plus haute
énergie :
∫ +∞
−∞
dk
2π
f1,qe(k, z) =
1
2π
23/4
√
π√
h̄vF`Bβ/γ
e
h̄vF β√
2`Bγ
3/2
(
t2‖γ
2−2
)
eβ(qψ(z)−EF,1(z)) ≡ 2π`2Bρ1,qe(z),
(4.45)∫ +∞
−∞
dk
2π
vk,1 f1,qe(k, z) = 0, (4.46)∫ +∞
−∞
dk
2π
v2k,1 f1,qe(k, z) =
vF`B√
2γh̄β
2π`2Bρ1,qe(z), (4.47)
ce qui nous donne pour le courant
j1(z) = qτ1
vF`B√
2γh̄
∂EF,1(z)
∂z
ρ1,qe(z). (4.48)
On identifie la mobilité pour les électrons dans le niveau n = 1, µ1 = qτ1/m∗ (à ne pas
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confondre avec le potentiel chimique), où m∗ représente la masse effective :
m∗ =
(
1
h̄2
∂2Ek,1
∂k2
)−1
=
√
2γh̄
vF`B
. (4.49)
En faisant la substitution mathématique entre le quasi-niveau de Fermi et le quasi-potentiel
de Fermi, on obtient
j1(z) = −qµ1ρ1,qe(z)
∂ϕ1(z)
∂z
. (4.50)
Cette équation a la même forme que pour un semiconducteur ordinaire mais avec une
mobilité qui dépend du champ magnétique externe.
Équation de Poisson
Nous allons désormais écrire l’équation de Poisson pour notre système. On a déjà écrit
les étapes principales du raisonnement dans la section 4.2.2 pour un semiconducteur usuel.
Ce calcul n’est pas différent ici. On peut donc écrire
− ∂
2ψ(z)
∂z2
=
−q
ε0ε∞
∑
τ,n
[
ρτn(z)− ρτeq,n(z)
]
, (4.51)
ou τ représente un noeud de Weyl et
ρn(z) =
1
2π`2B
∫ dk
2π
(
fn,qe(k, z) + δ fn(k, z)
)
. (4.52)
L’équation (4.52) s’applique pour chaque noeud séparément, l’indice τ étant implicite. La
particularité des niveaux de Landau chiraux est que leur vitesse est indépendante de k, ce
qui permet de relier directement le courant à la densité, que nous avons déjà calculée. De
plus nous allons considérer que le niveau de Landau n = 1 est quasiment vide à l’équilibre
thermodynamique et en utilisant l’équation (4.46), on peut trouver
ρ0(z)− ρeq,0(z) =
1
4π2`2B
qψ(z)− qϕ0(z)
h̄|v0|
+
q
4π2`2B
τ0
h̄
v0
|v0|
∂ϕ0(z)
∂z
, (4.53)
ρ1(z)− ρeq,1(z) = ρ1(z) =
1
4π2`2B
23/4
√
π√
h̄vF`Bβ/γ
e
h̄vF β√
2`Bγ
3/2
(
t2‖γ
2−2
)
eβ(qψ(z)−EF,1(z)). (4.54)
On peut alors remplacer les valeurs pour la densité dans l’équation de Poisson, ce qui conduit
à
∂2ψ(z)
∂z2
=
q
ε0ε∞
1
4π2`2B
∑
τ
[
qψ(z)− qϕτ0(z)
h̄|vτ0 |
+ q
τ0
h̄
vτ0
|vτ0 |
∂ϕτ0(z)
∂z
+ 4π2`2Bρ
τ
1(z)
]
, (4.55)
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où on a explicité l’indice τ pour les variables concernées en raison de la somme et on a laissé
la densité pour le niveau non chiral implicite pour une formulation plus compacte.
Génération de porteurs et effet magnéto-photogalvanique
Il nous faut à présent écrire le taux de génération (ou pompage) par la lumière externe
des porteurs du niveau de Landau chiral vers le premier niveau de Landau non chiral. On
rappelle que l’on se concentre sur le plage en fréquence avec une lumière RCP où seule
cette transition est active. A l’aide de la règle d’or de Fermi, le taux de transition est donné
par [99] :(
∂ρ1(z)
∂t
)
gen.
=
2π
h̄
1
2π`2B
∑
k
|〈ψ1,k|v ·A|ψ0,k〉|2
(
f0,qe(k, z)− f1,qe(k, z)
)
δ(Ek,1 − Ek,0 − h̄ω).
(4.56)
On précise que |ψn,k〉 représente le spineur en fort champ magnétique pour le niveau de
Landau n, v l’opérateur vitesse, A le potentiel vecteur relié au champ électrique de l’onde
lumineuse et ω la fréquence de cette dernière. En présence d’une inclinaison arbitraire des
noeuds, on rappelle que ces spineurs peuvent être obtenus analytiquement [86]. Nous allons
ici à titre d’exemple considérer le cas de noeuds non inclinés pour plus de simplicité mais
il nous faut rappeler que l’équation (4.56) est générale. Pour une lumière circulairement
polarisée droite, on peut écrire
v ·A = vFe|Eext.|
ω
σx + iσy
2
, (4.57)
où Eext. est le champ électrique de la lumière, σx et σy les matrices de Pauli. Sans inclinaison
des cônes, on rappelle que les éléments du spineur de l’équation (3.25) s’écrivent
un,k = −i
√√√√√1
2
1 + sgn(n)χ k√
k2 + 2|n|/`2B
, (4.58)
vn,k =
√√√√√1
2
1− sgn(n)χ k√
k2 + 2|n|/`2B
, (4.59)
ce qui nous permet d’écrire
|〈ψ1,k|v ·A|ψ0,k〉|2 =
v2Fe
2|Eext.|2
2ω2
1 + χ k√
k2 + 2/`2B
 . (4.60)
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On trouve alors que la génération de porteurs dans le niveau non chiral est proportionnelle
à l’intensité de la lumière incidente.
Nous allons par la suite considérer que la fréquence ω de la lumière externe est fixe. La
question suivante se pose : pour une fréquence ω donnée, quel est le taux de génération de
porteurs pour la bande non chirale ? Il nous faut alors déterminer la condition sur le delta
de Dirac pour le vecteur d’onde dans l’équation (4.56). La condition du delta de Dirac s’écrit√
v2F(k∗)2 +
2v2F
`2B
+ χvFk∗ − h̄ω = 0, (4.61)
ce qui conduit, après quelques manipulations, à une solution unique pour le vecteur d’onde
en fonction de la fréquence :
k∗ =
1
2χvFω
(
ω2 − 2v
2
F
`2B
)
. (4.62)
Ceci nous informe que pour une fréquence donnée, l’absorption se fait pour une seule valeur
de k∗ par noeud. On procède ensuite au changement de variable pour le delta de Dirac :
δ (Ek,1 − Ek,0 − h̄ω) = δ(k− k∗)
∣∣∣∣∂ (Ek,1 − Ek,0)∂k
∣∣∣∣−1 = δ(k− k∗)|h̄vF|
∣∣∣∣∣∣1 + χk√k2 + 2/`2B
∣∣∣∣∣∣
−1
,
(4.63)
où la fonction à l’intérieur de la valeur absolue est toujours positive et correspond exactement
à l’élément de matrice de la transition pour une lumière circulairement polarisée droite
(on aurait eu le même résultat avec une lumière circulairement polarisée gauche pour la
transition −1→ 0). Toutes ces considérations simplifient le terme de génération de porteurs
dans le niveau n = 1, qui conduit à(
∂ρ1(z)
∂t
)
gen.
=
vFe2|Eext.|2
2h̄2`2Bω2
(
f0,qe(k∗, z)− f1,qe(k∗, z)
)
, (4.64)
où on laisse les expressions des fonctions de distribution pour une formulation plus com-
pacte. On trouve automatiquement la perte d’électrons pour le niveau chiral par pompage
optique (
∂ρ0(z)
∂t
)
perte
= −
(
∂ρ1(z)
∂t
)
gen.
. (4.65)
Il nous faut maintenant déterminer le courant issu de l’effet magneto-photogalvanique,
107
qui s’écrit [99] :
jn,MPGE(z) = −
q
h̄`2B
∑
k
τnvk,n|〈ψ1,k|v ·A|ψ0,k〉|2
(
f0,qe(k, z)− f1,qe(k, z)
)
δ(Ek,1 − Ek,0 − h̄ω).
(4.66)
Pour le niveau de Landau chiral, la vitesse est indépendante de k. Il est donc trivial d’obtenir
le courant magneto-photogalvanique pour ce niveau. Pour le niveau de Landau non chiral,
il suffit de faire le même processus que précédemment et remplacer la valeur de k dans la
vitesse par k∗. Cela conduit à
j0,MPGE(z) = χqvFτ0
(
∂ρ1(z)
∂t
)
gen.
, (4.67)
j1,MPGE(z) = −χqvFτ1
1− 2v2F/(ω`B)2
1 + 2v2F/(ω`B)2
(
∂ρ1(z)
∂t
)
gen.
. (4.68)
Équations de continuité
Pour finir, nous allons écrire les équations de continuité pour les niveaux chiral et non
chiral. Nous allons spécifier ici le noeud en question pour chaque niveau. Il faut garder en
tête que lorsqu’on écrit l’équation de continuité pour le courant total, la partie droite de
l’équation est automatiquement zéro en raison de la conservation de la charge totale. Bien
que cette dernière est conservée, la charge dans chaque noeud et chaque niveau n’est pas
conservée. On peut donc envisager deux temps caractéristiques pour la relaxation de ces
charges. Le premier consiste en la relaxation des porteurs excités par la lumière du niveau
chiral au niveau non chiral, que l’on notera τr. Le deuxième correspond à la relaxation
intervallée pour les niveaux chiraux ainsi que pour les niveaux de Landau non chiraux, que
l’on notera τv. En général, ces derniers peuvent être différents pour les deux niveaux de
Landau, cependant on les considérera comme égaux ici. De plus, en fort champ magnétique,
il existe pour le niveau n = 0 un terme d’anomalie chirale dans l’équation de continuité qui
représente la non conservation de la charge chirale, c’est-à-dire ρ+0 − ρ
−
0 [78, 114].
On va considérer ici seulement deux noeuds de chiralités opposées reliés par un miroir
avec le champ magnétique orienté perpendiculairement à ce dernier. Ainsi les équations de
continuité pour le niveau n = 0 et n = 1 deviennent
∂jχ0,tot(z)
∂z
− q
∂ρ
χ
0 (z)
∂t
= −q
(
∂ρ
χ
0 (z)
∂t
)
rel.
− q
(
∂ρ
χ
0 (z)
∂t
)
perte
+ χ
q3
4π2h̄2
∂ψ(z)
∂z
Bz, (4.69)
∂jχ1,tot(z)
∂z
− q
∂ρ
χ
1 (z)
∂t
= −q
(
∂ρ
χ
1 (z)
∂t
)
rel.
− q
(
∂ρ
χ
1 (z)
∂t
)
gen.
, (4.70)
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où jn,tot(z) = jn(z) + jn,MPGE(z), χ = ±1 représente la chiralité du noeud .
Nous allons suivre une approche phénoménologique pour écrire les termes de relaxation
dans les équations de continuité :(
∂ρ
χ
0 (z)
∂t
)
rel.
= −χ
ρ+0 (z)− ρ
−
0 (z)
2τv
+
ρ+1 (z) + ρ
−
1 (z)
2τr
, (4.71)(
∂ρ
χ
1 (z)
∂t
)
rel.
= −χ
ρ+1 (z)− ρ
−
1 (z)
2τv
−
ρ+1 (z) + ρ
−
1 (z)
2τr
. (4.72)
Ce qui correspond à une approximation du temps de relaxation dans les équations de
continuité. Le premier terme de l’équation (4.71) correspond a la relaxation intervallée pour
le niveau n = 0. S’il y a un excès de charge dans le noeud χ = +1 par rapport au noeud
χ = −1, alors cet excès a tendance à relaxer à un temps caractéristique τv. Le deuxième
terme de l’équation (4.71) correspond à la relaxation de la charge totale du niveau n = 1 vers
le niveau n = 0. Sous excitation lumineuse, des électrons du niveau n = 0 vont être promus
au niveau n = 1. Ce terme a alors pour but de modéliser la relaxation après excitation
des électrons. L’équation (4.72) représente les mêmes phénomènes physiques mais pour
le niveau n = 1. Le deuxième terme de l’équation (4.72) a un signe opposé au terme de
l’équation (4.71) étant donné que le niveau n = 1 perd des électrons par relaxation et le
niveau n = 0 en gagne. Dans la limite quasi-statique, c’est-à-dire où la densité devient
indépendante du temps, on arrive à
∂jχ0,tot(z)
∂z
= χq
ρ+0 (z)− ρ
−
0 (z)
2τv
− q
ρ+1 (z) + ρ
−
1 (z)
2τr
+ q
(
∂ρ
χ
1 (z)
∂t
)
gen.
+ χ
q3
4π2h̄2
∂ψ(z)
∂z
Bz,
(4.73)
∂jχ1,tot(z)
∂z
= χq
ρ+1 (z)− ρ
−
1 (z)
2τv
+ q
ρ+1 (z) + ρ
−
1 (z)
2τr
− q
(
∂ρ
χ
1 (z)
∂t
)
gen.
. (4.74)
Maintenant que nous disposons de toutes les équations nécessaires, il nous faut écrire des
équations différentielles pourdes variables indépendantes. Dans notre cas, nous choisirons le
potentiel électrostatique ψ(z) ainsi que les quasi-potentiels de Fermi ϕ±0 (z) et ϕ
±
1 (z) comme
variables indépendantes.
4.3.3 Équations différentielles pour les variables indépendantes
Il est nécessaire, afin de résoudre complètement le système, d’exprimer les équations
différentielles en fonction de variables indépendantes. Nous disposons de cinq variables
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indépendantes : ψ(z), ϕ+0 (z), ϕ
−
0 (z), ϕ
+
1 (z) et ϕ
−
1 (z), et également de cinq équations pour
résoudre entièrement le système. On rappelle premièrement l’équation de Poisson
∂2ψ(z)
∂z2
=
q
ε0ε∞
1
4π2`2B
∑
χ
[
qψ(z)− qϕχ0 (z)
h̄|vχ0 |
+ χq
τv
h̄
∂ϕ
χ
0 (z)
∂z
+ 4π2`2Bρ
χ
1
[
ψ(z), ϕχ1 (z)
]]
,
(4.75)
L’étape suivante est de remplacer le courant total dans l’équation de continuité, ce qui nous
permet d’écrire un système d’équations en fonctions des variables indépendantes. Après
quelques étapes de calcul, toujours en considérant deux noeuds de chiralités opposées, on
obtient l’équation pour le quasi-niveau de Fermi pour le niveau chiral
−
q2|vχ0 |τv
4π2`2Bh̄
∂2ϕ
χ
0 (z)
∂z2
− χ q
2
4π`2Bh̄
∂ϕ
χ
0 (z)
∂z
+ χqvFτr
∂
∂z
(
∂ρ
χ
1
∂t
[
ψ(z), ϕχ0 (z), ϕ
χ
1 (z)
])
gen.
= χq
ρ+0
[
ψ(z), ϕ+0 (z)
]
− ρ−0
[
ψ(z), ϕ−0 (z)
]
2τv
− q
ρ+1
[
ψ(z), ϕ+1 (z)
]
+ ρ−1
[
ψ(z), ϕ−1 (z)
]
2τr
+ q
(
∂ρ
χ
1
∂t
[
ψ(z), ϕχ0 (z), ϕ
χ
1 (z)
])
gen.
, (4.76)
et pour le niveau non chiral
− qµ1ρχ1
[
ψ(z), ϕχ1 (z)
] ∂2ϕχ1 (z)
∂z2
− qµ1
∂ϕ
χ
1 (z)
∂z
∂ρ
χ
1
[
ψ(z), ϕχ1 (z)
]
∂z
− χqvFτr
1− 2v2F/(ω`B)2
1 + 2v2F/(ω`B)2
(
∂ρ
χ
1
∂t
[
ψ(z), ϕχ0 (z), ϕ
χ
1 (z)
])
gen.
= χq
ρ+1
[
ψ(z), ϕ+1 (z)
]
− ρ−1
[
ψ(z), ϕ−1 (z)
]
2τv
+ q
ρ+1
[
ψ(z), ϕ+1 (z)
]
+ ρ−1
[
ψ(z), ϕ−1 (z)
]
2τr
− q
(
∂ρ
χ
1
∂t
[
ψ(z), ϕχ0 (z), ϕ
χ
1 (z)
])
gen.
. (4.77)
Les crochets représentent une fonctionelle pour préciser les quantités qui dépendent des
variables indépendantes que l’on a pas explicité ici pour avoirdes expressions plus compactes.
Nous discuterons dans la section 4.4.3 d’un algorithme et d’une méthode numérique afin
de résoudre cette équation en présence d’une lumière externe et possiblement un champ
électrique statique donné par une différence de potentiel aux bornes du système. Pour
pouvoir résoudre ce système des équations de manière unique, il nous faut d’abord préciser
les conditions aux limites du système. Dans le cas présent, il nous en faut deux par équation.
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4.3.4 Discussion sur les conditions aux limites
Les conditions aux limites de notre système dépendent évidemment de la nature phy-
sique des bornes de ce dernier. Si notre échantillon de semimétal de Weyl est dans une
jonction entre deux isolants, deux métaux (contacts ohmiques ou tunnels) ou bien deux
autres semimétaux de Weyl avec des propriétés microscopiques différentes, la formulation
des conditions aux frontières sera différente.
On va ici présenter en guise d’exemple des conditions aux limites avec un contact
ohmique et un isolant, en général toutes les combinaisons sont possibles si tant est que
l’on peut justifier l’utilisation de différentes conditions aux bords. Premièrement, pour une
interface avec un isolant située à z = 0 [108] :
j0,tot(z = 0) = j+0,tot(z = 0) + j
−
0,tot(z = 0) = ±qRsurf, (4.78)
j1,tot(z = 0) = j+1,tot(z = 0) + j
−
1,tot(z = 0) = ∓qRsurf, (4.79)
∂ψ(z)
∂z
∣∣∣∣
z=0
=
Qint
ε0ε∞
, (4.80)
où Rsurf représente la recombinaison des charges à l’interface. Le signe devant le terme
de recombinaison pour les deux niveaux de Landau doit obéir à la condition j0,tot(z =
0) + j1,tot(z = 0) = 0 et Qint modélise la présence de charge à l’interface que l’on a supposé
perpendiculaire à ẑ. Il est cependant commun de négliger cette recombinaison de charges
à la surface ainsi que la présence de charge à l’interface [108, 109], ce qui conduit à des
conditions aux limites simplifiées
j0,tot(z = 0) = j+0,tot(z = 0) + j
−
0,tot(z = 0) = 0, (4.81)
j1,tot(z = 0) = j+1,tot(z = 0) + j
−
1,tot(z = 0) = 0, (4.82)
∂ψ(z)
∂z
∣∣∣∣
z=0
= 0. (4.83)
Cela implique que le potentiel électrostatique doit être continu à l’interface et que le courant
des différents niveaux de Landau ne peut pas pénétrer dans le matériau isolant. Nous allons
par la suite nous concentrer sur une seconde possibilité de conditions aux limites, qui est
l’interface avec unmétalmodélisé par un contact ohmique. Dans ce cas, la valeur du potentiel
électrostatique à l’interface ainsi que la valeur des quasi-potentiels de Fermi sont donnés
par leur valeur dans le contact ohmique, soit
ϕ
χ
0 (z = 0) = ϕ
χ
1 (z = 0) = ψ(z = 0) = Uohm. (4.84)
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À l’interface, pour ces conditions aux limites, les quasi-niveaux de Fermi sont égaux pour
les deux noeuds de chiralité opposées, étant donné que le degré de liberté de vallée (chirale)
n’existe pas dans un métal.
D’autres conditions sont aussi possibles, comme des conditions aux limites type "injec-
tion". Dans ce cas, on injecte un courant de charge total, qui peut être propre à un niveau
de Landau, voire injecter un courant axial pur. Une manière de faire cela est d’avoir deux
échantillons de semimétaux de Weyl dont l’un est illuminé et dont l’absorption conduit à
une polarisation de vallée complète. On sait que cela donne lieu à un courant axial qui se
propage colinéairement au champmagnétique, et peut alors pénétrer dans l’autre semimétal
de Weyl non illuminé.
La richesse des conditions aux limites en plus de la nature des équations de van Roos-
broeck pour les variables indépendantes rend délicate et subtile une compréhension totale
de la physique du système, tant au point de vue analytique que numérique. On va donc
pour commencer résoudre ce système d’équations pour un cas simplifié, présenté dans la
section suivante.
4.4 Exemple de solution des équations de van Roosbroeck
La physique décrite par le système d’équations que nous venons de développer est
riche et complexe, cependant il faut s’assurer que le modèle que l’on a présenté décrit bien
certaines limites simples avant d’ajouter tous les ingrédients voulus. Nous allons donc
commencer par résoudre ces équations dans un cas limite plus simple, en l’absence de
lumière externe. Dans ce cas particulier, si l’on se place dans la limite quantique, où le niveau
de Fermi (à l’équilibre) croise uniquement les niveaux de Landau chiraux, alors on peut
éliminer le premier niveau non chiral de notre étude et résoudre le système d’équations de
Van Roosbroeck uniquement pour le niveau chiral.
4.4.1 Équations de van Roosbroeck pour les niveaux chiraux
Nous allons nous concentrer sur les diverses équations régissant le transport des élec-
trons dans le niveau de Landau chiral en prenant le cas de noeuds non inclinés pour deux
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noeuds de chiralités opposées reliés par un miroir avec un champ magnétique orienté per-
pendiculairement au plan de ce dernier. On écrit alors respectivement les équations pour le
courant, de continuité et de Poisson comme
jχ0 (z) =
q2
4π2`2Bh̄
(
χ
(
ψ(z)− ϕχ0 (z)
)
− |vχ0 |τv
∂ϕ
χ
0
∂z
)
, (4.85)
∂jχ0
∂z
= χq
ρ+0 (z)− ρ
−
0 (z)
2τv
+ χ
q2
4π2`2Bh̄
∂ψ(z)
∂z
, (4.86)
∂2ψ(z)
∂z2
=
q2
ε0ε∞
1
4π2`2Bh̄
[
2ψ(z)− ϕ+0 (z)− ϕ
−
0 (z)
|vχ0 |
− τv
(
∂ϕ+0 (z)
∂z
−
∂ϕ−0 (z)
∂z
)]
, (4.87)
où l’indice + (−) représente le noeud de chiralité positive (négative) et τv le temps de
diffusion caractéristique du système, celui entre les deux noeuds de Weyl. L’équation (4.85)
a également été dérivée dans un formalisme plus proche de la physique des hautes énergies
pour un courant dans un fluide relativiste en incluant le terme d’anomalie provenant du
diagramme "triangle" [114, 123]. On peut ensuite écrire une expression pour le courant total
et pour le courant axial :
jc0(z) = j
+
0 (z) + j
−
0 (z) =
q2
4π2`2Bh̄
(
−ϕ+0 (z) + ϕ
−
0 (z)− |v
χ
0 |τv
(
∂ϕ+0
∂z
+
∂ϕ−0
∂z
))
, (4.88)
j50(z) = j
+
0 (z)− j
−
0 (z) =
q2
4π2`2Bh̄
(
2ψ(z)− ϕ+0 (z)− ϕ
−
0 (z)− |v
χ
0 |τv
(
∂ϕ+0 (z)
∂z
−
∂ϕ−0 (z)
∂z
))
.
(4.89)
On rappelle qu’on a choisi comme variables indépendantes le potentiel électrostatique et les
quasi-potentiels de Fermi, ici pour les deux niveaux de Landau zéro de chiralité opposée.
Le but est alors le même que dans la section 4.3.3, obtenir un système d’équations à partir
des équations (4.85), (4.86) et (4.87) impliquant uniquement ces variables indépendantes.
Cette dernière s’exprime déjà en fonction des variables voulues. Il suffit donc d’insérer
l’équation pour le courant dans l’équation de continuité en utilisant l’expression pour la
densité électronique pour le niveau chiral de l’équation (4.53) afin de trouver
∂2ψ(z)
∂z2
− q
2
ε0ε∞
1
4π2`2Bh̄
[
2ψ(z)− ϕ+0 (z)− ϕ
−
0 (z)
|vχ0 |
− τv
(
∂ϕ+0 (z)
∂z
−
∂ϕ−0 (z)
∂z
)]
= 0, (4.90)
∂2ϕ+0
∂z2
+
1
|vχ0 |τv
∂ϕ+0
∂z
− 1
2|vχ0 |τv
(
ϕ+0 − ϕ
−
0
|vχ0 |τv
+
∂ϕ+0
∂z
+
∂ϕ−0
∂z
)
= 0, (4.91)
∂2ϕ−0
∂z2
− 1
|vχ0 |τv
∂ϕ−0
∂z
+
1
2|vχ0 |τv
(
ϕ+0 − ϕ
−
0
|vχ0 |τv
+
∂ϕ+0
∂z
+
∂ϕ−0
∂z
)
= 0. (4.92)
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On obtient alors trois équations différentielles du second ordre pour trois variables indé-
pendantes, ce qui nous permet de résoudre entièrement le système à l’aide de conditions
aux limites pour chaque variable. Dans le cas de deux noeuds reliés par un miroir avec le
champ magnétique perpendiculaire à ce dernier, il est possible de résoudre analytiquement
ce système d’équations.
4.4.2 Solution analytique du système d’équations couplées pour des noeuds non inclinés
Nous allons reprendre les équations résumées dans la section précédente afin de donner
une solution analytique, puis nous préciserons les conditions aux limites afin de résoudre
complètement ces équations. Tout d’abord, commençons par l’équation de continuité pour
le courant de charge, qui est un vecteur vrai. En utilisant l’équation (4.86) pour les deux
noeuds et en sommant ces dernières, on obtient immédiatement
∂jc0
∂z
= 0 → jc0(z) = constante. (4.93)
Pour l’instant cette constante est indéterminée, mais cette conclusion due à l’équation de
continuité est par ailleurs bien connue : en régime stationnaire et en une dimension le
courant total est uniforme dans le système.
Nous allons ensuite considérer le cas sans inclinaison, ce dernier agissant uniquement
comme une renormalisation de la vitesse de Fermi. On procède alors à la substitution
|vχ0 | → vF. On peut ensuite écrire l’équation de continuité pour le courant axial, toujours en
utilisant l’équation (4.86), ce qui donne
∂j50
∂z
=
1
vFτv
jc0(z) +
q2
2π2`2Bh̄
∂ψ
∂z
, (4.94)
en reconnaissant que jc0(z) = qvF
(
ρ+0 (z)− ρ
−
0 (z)
)
. De plus si l’on prend la dérivée de
l’équation (4.94), on trouve
∂2 j50
∂z2
=
q2
2π2`2Bh̄
∂2ψ
∂z2
=
q2
2π2`2Bh̄vFε∞ε0
j50(z) ≡
j50(z)
λ2
, (4.95)
en notant que la partie droite du signe égal de l’équation (4.87) correspond au courant axial de
l’équation (4.89) à des constantes près. De manière intéressante, la longueur caractéristique
associée aux variations spatiales du courant axial est reliée à une constante de structure fine
effective, avec la vitesse de Fermi en lieu et place de la vitesse de la lumière, ainsi qu’à la
longueur magnétique (λ ∝
√
ε∞/B). La solution est alors immédiate pour l’équation (4.95)
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et on obtient :
j50(z) = Ae
z/λ + Be−z/λ, (4.96)
avec A et B des constantes restant à être déterminées par les conditions aux limites. On peut
alors remplacer cette solution dans l’équation de Poisson pour trouver la solution pour le
potentiel électrostatique
ψ(z) = D + Cz +
λ2
ε0ε∞vF
(
Aez/λ + Be−z/λ
)
, (4.97)
où C et D sont également des constantes à déterminer. On peut ensuite déterminer les
équations pour les quasi-potentiels de Fermi, en écrivant pour commencer jc0(z) + j50(z) =
2j+0 (z), en prenant la dérivée de cette équation et avec les équations (4.96) et (4.97) :
ϕ+0 (z) = E + Cz + FvFτve
−z/(vFτv). (4.98)
Pour le quasi-potentiel de Fermi de l’autre niveau de Landau chiral, cette fois avec jc0(z)−
j50(z) = 2j
−
0 (z), on arrive à
ϕ−0 (z) = Ẽ + Cz + F̃vFτve
z/(vFτv), (4.99)
avec E, Ẽ, F et F̃ des constantes restant à être fixées par les conditions aux bords. L’étape
suivante est de remplacer les équations (4.98) et (4.99) dans les expressions pour le courant
vecteur et le courant axial, ce qui conduit à deux conditions supplémentaires pour certaines
constantes :
jc0(z) =
q2
4π2`2Bh̄
(
−2vFτvC− E + Ẽ
)
, (4.100)
0 = 2D− E− Ẽ. (4.101)
De plus, l’équation (4.94) donne la condition E = Ẽ, ce qui implique automatiquement
E = D. On obtient alors le système d’équations simplifié suivant :
jc0(z) = −
q2vFτv
2π2`2Bh̄
C, (4.102)
j50(z) = Ae
z/λ + Be−z/λ, (4.103)
ψ(z) = D + Cz +
λ2
ε0ε∞vF
(
Aez/λ + Be−z/λ
)
, (4.104)
ϕL0 (z) = D + Cz + FvFτve
−z/(vFτv), (4.105)
ϕR0 (z) = D + Cz + F̃vFτve
z/(vFτv). (4.106)
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Toutes ces équations, sans inclinaison des cônes, sont jusqu’à présent indépendantes de
quelconques conditions aux limites. On peut alors utiliser ces dernières pour modéliser les
niveaux de Landau chiraux de n’importe quel semimétal de Weyl en fort champmagnétique.
Afin de nous assurer de la cohérence de notre modèle, nous allons imposer des conditions
aux bords consistant en des contacts ohmiques. Dans un tel modèle, nous allons fixer
ψ(0) = ϕ+(0) = ϕ−(0) = U1 et ψ(L) = ϕ+(L) = ϕ−(L) = U2 pour notre système de
longueur L avec U1 et U2 des voltages imposés aux bornes du système [108,118].
En choisissant ces conditions aux limites, on trouve pour z = 0 que F = F̃ ainsi que
A + B = Fε0ε∞v2Fτv/λ
2 et pour z = L, F̃ = F = 0 et par conséquent A = B = 0, de plus
on trouve aussi que C = (U2 −U1)/L. Cela nous permet donc d’écrire les solutions pour
toutes les variables et quantités d’intérêt :
jc0(z) = −
q2vFτv
2π2`2Bh̄
U2 −U1
L
=
q2vFτv
2π2`2Bh̄
Ez, (4.107)
j50(z) = 0, (4.108)
ψ(z) = ϕ+0 (z) = ϕ
−
0 (z) =
U2 −U1
L
z + U1, (4.109)
où on a posé D = U1 afin de respecter les conditions aux limites en z = 0 et en z = L pour le
potentiel électrostatique et les quasi-potentiels de Fermi. Le choix de D n’intervient pas dans
les observables physiques. Tout d’abord, on retrouve pour l’équation du courant le résultat
bien connu de la conductivité en fort champ magnétique d’un semimétal de Weyl, donnant
lieu à la fameuse magnéto-résistance négative [78]. Ensuite, dans ces conditions aux bords
on trouve un courant axial hors équilibre nul. On a également relié la génération de charge
induite nette hors équilibre au courant axial (c.f. équations (4.87) et (4.89)). Un courant
axial nul implique alors la condition de quasi-neutralité, avec ρ+0 (z) = −ρ
−
0 (z), où l’excès
d’électrons dans un noeud est compensé par un déficit dans l’autre noeud [109]. Parce que
la charge totale est conservée dans l’équation de continuité et que dans notre modèle, seuls
les niveaux de Landau chiraux y contribuent, la condition de quasi-neutralité est vérifiée a
priori. L’équation du potentiel électrostatique indique que, dans un milieu homogène et en
présence de contacts ohmiques, le champ électrique est constant dans l’échantillon, ce qui
est également attendu.
4.4.3 Solution numérique du système d’équations couplées comme référence
Nous allons maintenant présenter une méthode numérique utilisée pour les hétéro-
structures semiconductrices comme les diodes. Cette méthode est tirée du chapitre 50 de la
116
référence [118]. On rappelle qu’on veut ultimement inclure un champ électrique externe
dû à la lumière dans notre modèle, ainsi que le premier niveau de Landau non chiral. On
va ici présenter la méthode générale pour résoudre numériquement les équations de Van
Roosbroeck, puis extrapoler cette méthode à des problématiques futures.
Tout d’abord, si l’on considère uniquement le niveau chiral, on a comme équations de
départ (4.90), (4.91) ainsi que (4.92). Si le champmagnétique est orienté perpendiculairement
au miroir, on sait que l’on peut trouver une solution analytique.
Premièrement il faut en règle générale calculer le potentiel intégré (built-in potential en
anglais) pour un système hétérogène. Ce potentiel intégré représente la fonction ψ(z) à l’équi-
libre thermodynamique, c’est-à-dire lorsque ϕ+0 (z) = ϕ
−
0 (z) = 0. L’étape initiale est alors de
poser la condition de neutralité locale à l’équilibre, c’est-à-dire de poser ∂2ψ/∂z2 = 0 pour
l’équation (4.87). Dans notre cas, cela résulte simplement à ψeq.(z) = 0. Nous ne discuterons
pas le cas de l’hétérostructure ici qui a été développé en détail pour les semiconducteurs
ordinaires dans la littérature [118].
Deuxièmement il faut discrétiser notre système et définir les conditions aux limites.
Plusieurs schémas de discrétisation existent dans le cadre des jonctions semiconductrices
[108, 118]. Nous allons ici implémenter une discrétisation uniforme pour un système de
Nsites = 801 points et utiliser une méthode de différence finie pour les dérivées premières et
secondes.
Considérons un instant des conditions aux limites données et fixes, la méthode que l’on
choisit alors pour résoudre le système est une méthode de Newton, consistant simplement
à trouver le zéro des équations (4.90), (4.91) et (4.92) simultanément par itérations succes-
sives [124]. Cependant, au lieu d’avoir une simple équation polynomiale ou différentielle à
résoudre, on a trois équations qui sont des fonctionnelles de la position. Chaque variable
indépendante (ψ(z), ϕ+0 (z) et ϕ
−
0 (z)) s’écrit alors comme un vecteur en z de Nsites. Chacune
de ces équations devient alors un vecteur avec un nombre d’éléments correspondant au
nombre de sites. Pour une fonction simple d’une variable, l’algorithme entre deux itérations
de la méthode de Newton s’écrit
xk+1 = xk −
f (xk)
f ′(xk)
, (4.110)
où f ′(x) est la dérivée première de f (x) et k une itération donnée. Dans notre cas, nous
cherchons le zéro de plusieurs équations simultanément, on doit alors calculer le jacobien
du système pour trouver les nouvelles valeurs de nos variables indépendantes à chaque
itération. La matrice jacobienne nécessaire est de la taille (Nvar. × Nsites)× (Nvar. × Nsites),
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où Nvar. représente le nombre de variables indépendantes, au nombre de 3 dans notre calcul.
Pour résumer, entre l’itération k et k + 1 de la méthode de Newton, on procède à l’opération
suivante :
ψk+1
ϕ+0,k+1
ϕ−0,k+1
 =

ψk
ϕ+0,k
ϕ−0,k
−

∂F1
∂ψ
∂F1
∂ϕ+0
∂F1
∂ϕ−0
∂F2
∂ψ
∂F2
∂ϕ+0
∂F2
∂ϕ−0
∂F3
∂ψ
∂F3
∂ϕ+0
∂F3
∂ϕ−0

−1
k

F1
(
ψk,ϕ
+
0,k,ϕ
−
0,k
)
F2
(
ψk,ϕ
+
0,k,ϕ
−
0,k
)
F3
(
ψk,ϕ
+
0,k,ϕ
−
0,k
)
 . (4.111)
Les itérations continuent jusqu’à convergence. Dans l’équation (4.111), ψk etϕ±0,k sont des
vecteurs à NSites composantes et F1, F2 et F3 correspondent respectivement aux équations
(4.90), (4.91) et (4.92), c’est-à-dire F1
(
ψk,ϕ
+
0,k,ϕ
−
0,k
)
= 0 correspond à l’équation (4.90), etc.
On précise également qu’on calcule lamatrice jacobienne pour les équations discrétisées. Une
fois que l’itération par la méthode de Newton est donnée, il faut développer un algorithme
pour calculer toutes les propriétés hors-équilibre du système.
Tout d’abord, on initialise le système en supposant l’équilibre thermodynamique, avec
les vecteurs initiaux ϕ±0,k=0 = (0)
NSites
i=1 ainsi que ψk=0 = (ψeq.)
NSites
i=1 , où la notation (A)
NSites
i=1
représente le vecteur où les Nsites composantes sont égales à A. Les conditions aux limites,
pour le cas des contacts ohmiques, sont initialisées àU1 = U2 = 0. Ensuite, on doit augmenter
légèrement U2 et U1 pour générer une différence de potentiel δU = U2 − U1 à chaque
itération. On résout ensuite notre système d’équations avec la méthode de Newton en
partant des vecteurs (ψk=0,ϕ+0,k=0,ϕ
−
0,k=0) de l’itération k = 0, pour obtenir par la suite nos
vecteurs "mis à jour" (ψk=1,ϕ+0,k=1,ϕ
−
0,k=1) après la première itération. Enfin,on recommence
cette dernière étape jusqu’à la valeur de différence de potentiel voulue.
La figure 4.1 représente les solutions obtenues pour divers itérations du potentiel élec-
trostatique, des quasi-potentiels de Fermi ainsi que le courant obtenu pour la dernière
itération. Pour cette figure, on a augmenté la différence de potentiel par pas de δU = 0.2mV
jusqu’à U2−U1 = −1mV, où on a continué à faire quelques itérations pour vérifier la bonne
convergence du système. On a comparé les résultats obtenus numériquement à la solution
analytique de la section 4.4.2 et on remarque que la correspondance est excellente, ce qui
nous permet de vérifier que notre algorithme numérique est une bonne référence pour de
futurs résultats. On vérifie aussi que le courant axial est nul en tout point, comme prédit
analytiquement pour des conditions aux limites type contacts ohmiques. De plus, si les deux
noeuds sont reliés par un miroir et le champ magnétique orienté perpendiculairement au
miroir, la présence d’une inclinaison des cônes n’a aucune conséquence sur les résultats.
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Figure 4.1 Panneau de gauche : Potentiel électrostatique en fonction de la position dans le
système. Panneau de droite : Quasi-niveau de Fermi pour le noeud de chiralité
positive (les courbes sont identiques pour le noeud de chiralité négative) en
fonction de la position dans le semimétal. Panneau du bas : Courant pour chaque
noeud, vecteur et axial en fonction de la position dans le semimétal sous fort
champ magnétique pour la dernière itération du calcul. Les courbes rouge et bleu
pointillées représentent respectivement le courant du noeud de chiralité positive
et négative. La courbe noire représente le courant vecteur et la courbe jaune en
tirets le courant axial. On a choisi comme paramètres tx = ty = 0.1, tz = 0.5,
τv = 1ps, ε∞ = 30, vF = 3× 105m.s−1 et B = 1T. On a choisi une longueur du
système L = 10 µm avec un nombre de sites Nsites = 801.
Nous nous sommes concentrés dans cette section sur le transport des niveaux de Landau
chiraux pour deux noeuds de Weyl reliés par un miroir. Cependant, notre algorithme est
généralisable au cas comportant un niveau de Landau chiral et le premier niveau non chiral.
Il suffit de reprendre les équations de van Roosbroeck pour le potentiel et appliquer la même
méthode de Newton. Cette fois, on inclut le champ électrique externe de la même façon
que la différence de potentiel pour des contacts ohmiques. On augmente progressivement
l’intensité de la lumière à chaque itération, ce qui revient à inclure la lumière externe de
manière adiabatique. Cette dernière tache reste à être implémentée.
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Résumé du chapitre
Dans ce chapitre, nous avons motivé l’étude de dispositifs à base de semimétaux deWeyl
en fort champ magnétique pour tenter de détecter des signatures propres aux propriétés
topologiques de ces derniers. Nous avons choisi d’utiliser le formalisme de dérive-diffusion,
célèbre dans la physique des semiconducteurs.
Ce formalisme nous a permis de dériver un ensemble d’équations, aussi appelé système
d’équations de van Roosbroeck [104, 108] pour un semimétal de Weyl en fort champ magné-
tique pour les niveaux de Landau chiraux ainsi que pour les premiers niveaux de Landau
non chiraux. Plusieurs résultats préliminaires ont déjà été obtenus en parvenant à résoudre
analytiquement ce système d’équations mais uniquement pour les nivaux chiraux. On a
montré ici des solutions particulières pour le cas de contacts ohmiques mais de nombreuses
conditions aux limites peuvent être explorées, comme le fait d’injecter un courant axial à
une extrémité et mesurer sa diffusion dans le système.
Nous sommes parvenus à écrire un algorithme qui nous permet de résoudre le système
numériquement, au moins pour le cas de niveaux de Landau chiraux. Cela nous a également
permis de vérifier nos résultats analytiques et ultimement de pouvoir le généraliser au cas
avec les niveaux non chiraux ainsi qu’à la présence d’un champ électrique externe due à la
lumière.
De plus nous nous sommes concentrés uniquement sur les noeuds reliés par symétrie
miroir, en négligeant ceux reliés par symétrie par renversement du temps, ce qui peut être
incorporé dans un travail futur basé sur le formalisme présenté dans ce chapitre. Le modèle
présenté ici se veut simple afin de pouvoir incorporer le nombre de noeuds ainsi que le
nombre de niveaux de Landau voulus, et cela, en présence ou non de lumière externe.
Conclusion
Dans cette thèse, nous nous sommes intéressés au lien entre la nature topologique des
semimétaux deWeyl, les interactions entre les électrons, la présence d’un champmagnétique
externe et la manifestation de ce lien dans des mesures optiques puis de transport. Pour ce
faire, nous avons utilisé un modèle à basse énergie de semimétal de Weyl qui capture les
propriétés essentielles que l’on a voulu mettre en évidence, comme la chiralité des noeuds
de Weyl et le croisement de bandes non dégénérées. Nous nous sommes concentrés sur
deux types de réponses optiques égales à un facteur près, que sont la conductivité optique
interbande ainsi que l’absorption optique interbande. La première pour le cas en fort champ
magnétique, parce que plus usitée dans le cadre du formalisme de l’approximation GRPA,
et la seconde en l’absence de champ magnétique externe, plus proche d’un formalisme
de la physique des semiconducteurs. Cette thèse a également eu à coeur de comparer ses
prédictions théoriques avec desmesures expérimentales, c’est pourquoi on a étudié l’effet des
différentes relations de symétries dans un cristal, comme la symétrie miroir, le renversement
du temps ou l’inversion spatiale, afin de décrire la réponse optique de notre modèle minimal
et pouvoir l’extrapoler à des matériaux réels.
Dans le chapitre 2, nous nous sommes efforcés d’écrire une théorie de l’absorption
optique pour un système à deux bandes avec une dispersion linéaire en prenant en compte
l’effet des interactions entre les électrons au voisinage de chaque noeud de Weyl. Cela nous
a permis d’écrire une équation pour un exciton dit topologique. Dans le cas d’un semimétal
deWeyl avec des termes non linéaires dans la dispersion, on est parvenu à relier les éléments
de matrice de l’interaction coulombienne à une phase de Berry jointe entre l’électron et
le trou. Pour une dispersion parfaitement linéaire, l’effet de cette courbure de Berry est
moyenné à zéro. Pour une dispersion parfaitement linéaire, la réponse optique pour une
lumière polarisée circulairement gauche et droite est dégénérée. Cependant, si l’on inclut des
termes non linéaires, cela se traduit par la brisure de la symétrie anti-unitaire (ou symétrie
de renversement du temps effective) à basse énergie, qui a pour conséquence de donner une
contribution non nulle à cette courbure de Berry jointe qui donne une chiralité aux excitons.
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Cet effet se manifeste dans le calcul de l’absorption optique. En brisant la symétrie de
renversement du temps effective à basse énergie, on parvient à lever la dégénérescence pour
une lumière circulairement polarisée entre les noeuds reliés par, cette fois, la vraie symétrie
de renversement du temps dans le cristal. Cette levée de dégénérescence est caractéristique
de la polarisation de vallée partielle que l’on a décrit. Proche du seuil d’absorption, il existe
une plage en fréquence où un nombre limité de noeuds de Weyl absorbent plus que d’autres
la lumière. Le lien entre la courbure de Berry jointe, la vorticité des fonctions d’ondes des
paires électron-trou, ainsi que la brisure de cette symétrie anti-unitaire à basse énergie,
pouvant venir de termes non linéaires ou d’une inclinaison du noeud de Weyl, ont été
essentiels afin d’obtenir cette polarisation de vallée.
La polarisation de vallée partielle n’étant qu’une étape, on a cherché dans le chapitre
3 un moyen pour obtenir une polarisation de vallée complète. En se concentrant sur la
polarisation de vallée partielle entre noeuds reliés par la symétrie de renversement du
temps, la brisure de cette dernière s’est avérée être un point de départ pour notre travail.
On a alors inclus un champ magnétique externe à notre étude, donnant lieu à un ensemble
de niveaux de Landau, dont un particulièrement spécial, le niveau de Landau chiral qui
disperse seulement dans une direction. Les interactions entre électrons ont été implémentées
en utilisant l’approximationGRPApourun gaz de fermions en fort champmagnétique, ce qui
nous a permis d’écrire la conductivité optique en présence de ces interactions. Cette fois ci,
pour plus de facilités théoriques, nous nous sommes concentré sur des cônes deWeyl inclinés,
ce qui rend également les comparaisons avec l’expérience plus aisées. Nous nous sommes
ensuite intéressés à l’effet des divers paramètres de notre modèle, comme l’inclinaison du
cône, le potentiel chimique ainsi que la constante diélectrique. La polarisation de vallée
est cette fois complète entre noeuds reliés par symétrie de renversement du temps sur une
certaine plage de fréquence. Cette dernière est maximale lorsque le potentiel chimique croise
uniquement le niveau chiral mais proche du premier niveau non chiral, c’est-à-dire à l’entrée
de la limite quantique. De surcroît, plus l’amplitude du vecteur d’inclinaison est importante,
plus la brisure de la symétrie anti-unitaire est "forte" et donc amplifie également la plage en
fréquence de la polarisation de vallée. L’observation expérimentale de cette polarisation de
vallée complète se manifeste par le dédoublement de la transition optique entre le niveau
chiral et les niveaux non chiraux. L’amplitude de ces pics est renforcée par les interactions de
Coulomb. Ces considérations montrent la nature topologique de cette polarisation de vallée
complète. En outre, il est possible de contrôler cette dernière selon la direction d’application
du champ magnétique et la direction de propagation de la lumière. En particulier, il est
possible, si ces deux derniers ne sont pas orientés selon un axe de symétrie principal, de
réaliser optiquement une polarisation de vallée chirale.
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Finalement, le chapitre 4 construit une théorie du transport pour un semimétal de
Weyl en fort champ magnétique afin de déterminer s’il est possible de détecter, autrement
que par une réponse optique, la polarisation de vallée complète. Nous avons alors écrit
un ensemble d’équations, qui a fait la gloire des dispositifs semiconducteurs, appelées
équations de van Roosbroeck, pour notre système d’intérêt. Tout en gardant à l’esprit la
polarisation de vallée complète, on a choisi de tronquer l’espace de Hilbert et de ne garder
que le niveau de Landau chiral et le premier niveau non chiral dans notre étude afin de
simplifier le problème. Nous sommes alors parvenus à écrire une équation pour le courant,
une équation de continuité pour chacun de ces deux niveaux et chacun des noeuds, ainsi
que l’équation de Poisson pour le système. On a ensuite écrit une solution en absence du
champ électrique externe de la lumière et en omettant volontairement le niveau de Landau
non chiral pour se concentrer sur les niveaux chiraux. Nous avons trouvé une solution
analytique à notre système d’équations les niveaux chiraux. En appliquant des conditions
aux limites associées à des contacts ohmiques, nous avons trouvé avec une nouvelle approche
des résultats déjà connus dans la littérature, comme la célèbre magnéto-résistance négative.
Nous avons aussi résolu numériquement ce même système d’équations afin de pouvoir
observer une correspondance entre les deux résultats. Cette correspondance étant excellente,
nous pouvons avec confiance utiliser l’approche numérique développée pour un problème
plus élaboré.
Pour compléter les travaux présentés dans cette thèse, il serait intéressant de déterminer
une manière de mesurer expérimentalement la polarisation de vallée partielle, dont l’ampli-
tude s’avère malheureusement faible dans nos calculs. De plus d’autres façons de mesurer la
polarisation de vallée complète peuvent être imaginées, comme l’effet Kerr ou Faraday, qui
sont sensibles à la brisure de symétrie par renversement du temps. Une étude de la réponse
optique en incorporant l’influence des arcs de Fermi, qui sont eux aussi une manifestation
de la nature topologique des semimétaux de Weyl pourrait s’avérer intéressante. De même,
on s’est concentré sur les semimétaux de Weyl de type I ; la nature de la polarisation de
vallée pour les semimétaux deWeyl de type II, reste à ce jour inexplorée. Nous nous sommes
uniquement intéressés dans ce travail à l’étude des propriétés statiques de la polarisation
de vallée ; comprendre la dynamique de cette dernière serait également bienvenu. Pour finir,
le dernier chapitre ouvre vers de nombreuses avenues de recherche. Comment contrôler
la polarisation de vallée par le transport ? Est il possible de la détecter et l’utiliser ? Quid
du courant axial pur crée par une polarisation de vallée complète ? Enfin, est il possible de
voir un jour une utilisation des propriétés topologiques des semimétaux de Weyl dans des
dispositifs électroniques ? Une thèse ouvre autant de portes, voire plus, qu’elle n’en ferme.
Annexe A
Calcul analytique des fonctions d’ondes et
des énergie propre pour un noeud de Weyl
avec des interactions électron-électron de
type contact
L’objectif de cette annexe est d’appuyer les résultats numériques de la section 2.3 en
portant un nouveau regard sur ces derniers à l’aide d’une approche analytique de l’équation
(2.80). On fait l’approximation d’un potentiel de Coulomb local où on remplace le potentiel
coulombien écranté par un delta de Dirac. L’approche choisie ici est similaire à celle étudiée
pour les états liés à deux électrons [125].
Cette approximation est valide pour des échelles de longueur qui dépassent la longueur
caractéristique d’écrantage, et donc pour des vecteurs d’onde qui sont petits par rapport
au vecteur d’onde de Thomas-Fermi qTF, ou de manière plus pratique, si qTF est grand
comparé au cutoff en moment, ce qui est en effet possible dans la limite d’interactions fortes
(c’est-à-dire ε∞ de l’ordre de 1), dans la limite de dopage fort (c’est-à-dire où l’énergie de
Fermi est élevée, mais ce qui peut poser des problèmes sur la justification du modèle à basse
énergie) ou bien si l’on se trouve au voisinage d’une singularité de Van Hove (à l’exception
du point de neutralité). Cependant le vecteur d’onde de Thomas-Fermi doit rester petit par
rapport au vecteur d’onde de séparation entre les noeuds de Weyl. Dans cette limite, nous
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pouvons remplacer l’équation (2.75) par
Vmτ(k‖, kz; k
′
‖, k
′
z) (A.1)
' e
2
2ε0ε∞q2TF
∫ 2π
0
dφ
2π
e−imφ
[
sin θτ sin θ′τ + (1 + cos θτ cos θ
′
τ) cos φ + i(cos θτ + cos θ
′
τ) sin φ
]
=
e2
2ε0ε∞q2TF
[
sin θτ sin θ′τδm,0 +
1
2
(1− cos θτ)(1− cos θ′τ)δm,−1 +
1
2
(1 + cos θτ)(1 + cos θ′τ)δm,1
]
.
Dans ce régime, on observe que seuls les canaux demoment angulaire m = 0,±1 contribuent
à l’attraction effective électron-trou ; de plus seuls les canaux m = ±1 sont activés par la
lumière circulairement polarisée (m = +1 pour RCP et m = −1 pour LCP). L’avantage est
que l’équation (A.1) devient indépendante de l’intensité des interactions entre électrons étant
donné que q2TF = e2/(ε0ε∞)ν(εF) pour l’approximation de Thomas-Fermi. En plus de cela,
il est alors possible de séparer le terme d’interaction coulombienne entre les variables sans
prime (sin θτ et cos θτ) et celles avec (sin θ′τ et cos θ′τ), ce qui permet une solution analytique
de l’équation de Wannier. Le problème à résoudre est en fait une variation du problème de
Cooper dans la théorie BCS (Bardeen-Cooper-Schrieffer) de la supraconductivité [126].
Premièrement, considérons le canal de moment angulaire m = 0. En divisant l’équation
(2.80) par le facteur (2|dτ(k)| − εn,m=0,τ), que l’on suppose alors non nul, ce qui est le cas en
présence d’interactions, puis en multipliant par le facteur sin θτ, et enfin en intégrant sur la
variable k, nous arrivons à
e2
2ε0ε∞q2TF
∫
k‖,kz
sin2 θτ
Θ(|dτ(k)| − |εF|)
2|dτ(k)| − εn,m=0,τ
= 1, (A.2)
où l’on a choisi la limite de température nulle. On précise également que pour plus de
simplicité, on a négligé la correction de la self-énergie sur les bandes, donc ξατ(k) est
remplacé par Eατ(k). On rappelle également que toutes les intégrales sur les vecteurs d’onde
obéissent à la condition |dτ(k)| < Λ (c.f. l’équation (2.78)).
On obtient alors, grâce à l’équation (A.2), les énergies d’excitation des paires électrons-
trous correspondant à m = 0 pour le noeud τ. De la même façon, on trouve que les énergies
d’excitation pour le canal de moment angulaire m = ±1 obéissent à
e2
2ε0ε∞q2TF
∫
k‖,kz
(1± cos θτ)2
2
Θ(|dτ(k)| − |εF|)
2|dτ(k)| − εn,m=±1,τ
= 1. (A.3)
Afin d’obtenir des solutions analytiques approximatives pour les équations (A.2) et (A.3), il
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nous faut reconnaître la relation∫
k‖,kz
F(k‖, kz) =
∫ Λ
dE
∫
k
F(k)δ(E− |dτ(k)|), (A.4)
où
∫
k ≡
∫
d3k/(2π)3Θ(Λ− |dτ(k)|). En utilisant cette relation pour les équations (A.2) et
(A.3), ces dernières deviennent
e2
2ε0ε∞q2TF
∫ Λ
|εF |
dE
ρτ(E)
2E− εn,m=0,τ
〈
sin2 θτ
〉
E = 1,
e2
2ε0ε∞q2TF
∫ Λ
|εF |
dE
ρτ(E)
2E− εn,m=±1,τ
〈
(1± cos θτ)2
2
〉
E
= 1, (A.5)
où ντ(E) =
∫
k δ(E− |dτ(k)|) est la densité d’états résolue en noeud à l’énergie E et
〈 fτ(k)〉E ≡
∫
k f (k)δ(E− |dτ(k)|)
ντ(E)
(A.6)
est une valeur moyenne sur une surface d’énergie constante (E) autour du noeud τ d’une
fonction dans l’espace des vecteurs d’onde fτ(k).
Il existe de nombreuses solutions de l’équation (A.5), indexées par l’indice n. On va
s’intéresser ici uniquement aux solutions d’énergie propre εnmτ ≤ 2|εF|, c’est-à-dire proches
(et légèrement inférieures) du seuil d’absorption optique. Dans ce cas, les intégrandes de
l’équation (A.5) sont piqués au voisinage de E ' |εF| en raison du delta de Dirac, et on
obtient donc
εm=0,τ ' 2|εF| − 2Λ exp [−1/λm=0,τ(|εF|)]
εm=±1,τ ' 2|εF| − 2Λ exp [−1/λm=±1,τ(|εF|)] , (A.7)
où on définit
λm=0,τ(|εF|) =
e2
4ε0ε∞q2TF
ντ(|εF|)
〈
sin2 θτ
〉
|εF |
λm=±1,τ(|εF|) =
e2
8ε0ε∞q2TF
ντ(|εF|)
〈
(1± cos θτ)2
〉
|εF | . (A.8)
Lors de la dérivation de l’équation (A.7), nous avons négligé les termes d’ordre O(|εF|/Λ).
Les quantités εm,τ − 2|εF| (c.f. l’équation (A.7)) représentent les énergies de liaison pour des
excitons de Mahan [127] avec un moment angulaire azimutal m. De plus, il faut noter que
l’énergie de liaison de ces excitons est supprimée de manière exponentielle, ce que nous
discuterons par la suite.
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Discutons maintenant de l’équation (A.7) pour certains cas particuliers. Lorsque α =
β = 0 (c’est-à-dire des noeuds de Weyl avec une dispersion parfaitement linéaire), on trouve
〈cos θτ〉E = 0 (c.f. figure 2.2) et
〈
sin2 θτ
〉
E =
〈
(1± cos θτ)2
2
〉
E
, (A.9)
ce qui implique automatiquement εm=0,τ = εm=±1,τ et donc que les énergies de liaison pour
un semimétal de Weyl parfaitement linéaire sont indépendantes du moment angulaire.
Maintenant, autorisons des termes non linéaires dans la dispersion, il s’ensuit que
〈cos θτ〉E 6= 0. Pour que le calcul soit plus aisé, on procède au changement de variable
suivant ∫
k
=
∫
dτ
∣∣∣∣ ∂k∂Bτ
∣∣∣∣ , (A.10)
où
∫
dτ
≡
∫
d3dτ/(2π)3Θ(Λ− dτ) et |∂k/∂dτ| est le déterminant du Jacobien. En coordon-
nées sphériques, on a dτ = dτ(sin θτ cos ϕ, sin θτ sin ϕ, cos θτ), avec dτ ∈ [0,+∞[, θτ ∈ [0, π]
et ϕ ∈ [0, 2π]. Le cutoff ultraviolet pose une contrainte uniquement sur dτ (étant donné que
c’est la seule variable reliée à l’énergie) et non pas sur θτ et ϕ, ce qui est l’avantage de ce
changement de variable.
Dans le cas où β = 0, le Jacobien est simple à calculer analytiquement, on se place donc
dans cette limite dès à présent. On a pour le noeud τ = 1∣∣∣∣ ∂k∂d1
∣∣∣∣ = ∣∣∣∣ vzv2(vz + αd1,z)2
∣∣∣∣ . (A.11)
On rappelle que le cutoff ultraviolet impose que les termes non linéaires sont considérés
comme une perturbation de la dispersion électronique. Cela impose donc que α|kz| < 1, ce
qui implique que vz + αd1,z > 0. En utilisant les équations (A.10) et (A.11), on obtient
q2TF =
e2
ε0ε∞
ντ(εF) =
e2
ε0ε∞
ε2F
2π2h̄v
vz/v
h̄2v2z − ε2Fα2
, (A.12)
pour β = 0. Le cutoff ultraviolet nous garantit que |α| < |vz/εF|. En remplaçant l’équa-
tion (A.12) dans l’équation (A.8) puis en calculant les intégrales dans cette dernière, on
127
parvient à trouver
λm=±1,τ=1(x) =
1∓ x
16πx2
[
1 +
1
2
(
1
x
− x
)
ln
1− x
1 + x
]
,
λm=0,τ=1(x) =
1− x
8πx
(
−1 + 1
2x
ln
1 + x
1− x
)
, (A.13)
toujours pour β = 0 et où on a défini
x ≡ α|εF|
vz
(A.14)
comme paramètre adimensionné qui détermine le degré de non-linéarité de la dispersion
en l’absence d’interaction. On a immédiatement que x = 0 pour α = 0.
À présent, nous allons nous concentrer sur quelques cas limites de l’équation (A.13).
Dans la limite où x  1, qui est un régime faiblement non linéaire, on obtient
λm=0,τ=1(x) ' 1/(24π) + O(x2)
λm=±1,τ=1(x) ' (1∓ x) /(24π) + O(x2), (A.15)
on a alors pour les énergies propres
εm=−1 < εm=0 < εm=1 (si α > 0),
εm=1 < εm=0 < εm=−1 (si α < 0), (A.16)
donc α 6= 0 crée une chiralité de l’énergie de liaison des excitons autour d’un même noeud,
i.e. εm 6= ε−m.
À l’inverse, pour x ' 1, qui est un régime fortement non linéaire en considérant α > 0,
on trouve
λm=0,τ=1(x) ' λm=1,τ=1(x) ' 0
λm=−1,τ=1(x) ' 1/(8π), (A.17)
où on a omis les termes d’ordre O(1− x) et O((1− x) ln(1− x)). De façon similaire, si
x ' −1, c’est-à-dire un régime fortement non linéaire mais pour α < 0, on a
λm=0,τ=1(x) ' λm=−1,τ=1(x) ' 0
λm=1,τ=1(x) ' 1/(8π). (A.18)
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En résumé, dans la limite où |α| devient grand, donc |x| → 1, l’effet de la chiralité des
excitons devient de plus en plus prononcé, de plus, comme pour le cas à faible non linéarité,
l’énergie de liaison la plus grande pour α > 0 (α < 0) a lieu dans le canal de moment
angulaire m = −1 (m = 1). En outre, les résultats pour le régime fortement non linéaire
restent cohérents avec notre hypothèse de départ de considérer εm ' 2|εF|.
À partir de l’équation (A.8), il est clair que la différence entre εm=1,τ et εm=−1,τ provient
du fait que 〈cos θτ〉|εF | 6= 0. Comme il mentionné à la figure 2.1, le facteur cos θτ peut être
lié au flux de la courbure de Berry jointe. Il est donc intéressant de noter que
〈cos θτ〉εF 6= 0↔ 〈ΩSch · ẑ〉εF 6= 0, (A.19)
où ΩSch est la courbure de Berry définie à l’équation (2.63). En d’autres termes, la projection
de la courbure de Berry le long de l’axe qui connecte les deux noeuds de Weyl de chiralités
opposées doit avoir une moyenne non nulle lorsqu’elle est évaluée sur la surface de Fermi
afin de donner lieu à une asymétrie entre les états d’exciton m et −m.
Pour le modèle avec une dispersion parfaitement linéaire (α = β = 0), on a 〈cos θτ〉|εF | =
0 et donc l’effet de la courbure de Berry dans la différence en énergie des états de paires
électrons-trous m et −m se moyenne à zéro, manifestation de la symétrie anti-unitaire de
renversement du temps effective à base énergie pour un noeud de Weyl (c.f. l’équation
(2.90)). En présence de termes non linéaires dans la dispersion, alors 〈cos θτ〉|εF | 6= 0 et la
courbure de Berry jointe donne lieu à la chiralité des excitons et donc dans le spectre de
l’absorption optique.
Par conséquent, notre modèle analytique simple prédit une différence entre les états de
moment angulaire ±m. Cependant, que ce soit pour le régime où |x|  1 ou bien |x| ' 1,
cette différence entre les énergies εm=1 et εm=−1 est extrêmement faible : de l’ordre de
exp(−24π) ' 10−33 et exp(−8π) ' 10−11 (en unité de εF) respectivement pour les énergies
de liaison. Cela implique que n’importe quelmodèle réaliste avec une durée de vie finie de ces
excitations, impliquant un élargissement du pic dans l’absorption optique rendrait une telle
différence complètement inespérée à détecter. Cette conclusion est toutefois cohérente avec
les résultats numériques obtenus pour l’absorption optique dans la section 2.3. Nous avons
noté dans cette dernière une différence très faible entre les énergies propres εnmτ et εn,−m,τ,
et que l’origine de l’asymétrie dans l’absorption optique venait plutôt des fonctions d’onde de
l’équation deWannier (si l’on néglige la renormalisation des bandes via la self-énergie). Afin
d’expliquer ce résultat, nous allons désormais nous concentrer sur les fonctions propres de
l’équation (2.80). Toujours dans la limite où le potentiel coulombien est remplacé par une
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Figure A.1 Fonctions d’onde pour les paires électrons-trous. Panneaux de gauche : Figures
obtenues avec l’équation (A.20) pour m = −1 (panneau du haut) et m = +1
(panneau du bas) pour les fonctions d’onde avec l’interaction de Coulomb de type
contact. Pour m = −1 , la fonction d’onde s’annule lorsque k‖ = 0 et kz > 0, i.e.
quand cos θ = 1. À l’inverse, pour m = +1, la fonction d’onde s’annule lorsque
k‖ = 0 et kz < 0, i.e. quand cos θ = 1. Panneaux de droite : Fonctions d’onde
calculées numériquement pour m = −1 (panneau du haut) et m = +1 (panneau
du bas) dans le modèle avec une interaction de Coulomb à longue portée. Bien
qu’il existe des différences dans les détails des fonctions d’onde pour les deux
modèles, les mêmes zéros apparaissent pour cos θ = ±1 dans le cas où m = ∓1.
On a choisi un modèle linéaire pour faire ces calculs (i.e. α = β = 0), avec vz = v,
et un cutoff en énergie Λ = 10|εF|. La fonction d’onde représentée correspond à
une énergie propre de 2.9607|εF| (ce qui correspond au seuil d’absorption pour
cette valeur de Λ étant donné que le terme de self-énergie est inclus ici). L’ajout
des termes non linéaires conduit à une différence d’amplitude des fonctions
d’onde pour m = +1 et m = −1, mais ne change pas les zéros de ces fonctions
d’onde à cos θ = −1 et cos θ = +1 respectivement.
fonction delta de Dirac dans l’espace, on obtient
ψn,m=0,τ(k‖, kz) = cn,m=0,τ
Θ(|dτ(k)| − |εF|)
2|dτ(k)| − εn,m=0,τ
sin θτ,
ψn,m=±1,τ(k‖, kz) = cn,m=±1,τ
Θ(|dτ(k)| − |εF|)
2|dτ(k)| − εn,m=±1,τ
(1± cos θτ), (A.20)
où cnmτ sont des constantes indépendantes de k qui peuvent être déterminées en utilisant la
condition de normalisation des fonctions d’onde. On peut vérifier que l’équation (A.20) est
en effet valide en la ré-insérant dans l’équation (2.80) avec le potentiel coulombien donné
par l’équation (A.1).
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À partir de l’équation (A.20), on peut noter deux caractéristiques qui sont valides que
l’on choisisse un modèle avec une dispersion linéaire ou non linéaire. Premièrement, les
fonctions d’ondes électrons-trous ont des zéros situés à θ = 0 pour m = −1, et à θ = π pour
m = 1, et à ces deux valeurs pour m = 0. Deuxièmement, le moment angulaire m donne lieu
à une vorticité des fonctions d’onde exp(imϕ)ψnmτ(k‖, kz) le long de boucles infinitésimales
centrées au niveau des noeuds. Dans un certain sens, l’équation (A.20) est l’analogue des
paires de Cooper topologiques nodales dans un semimétal de Weyl supraconducteur [128].
Une différence importante est que, dans notre cas, il n’est pas nécessaire d’avoir un condensat
excitonique afin d’obtenir ψnmτ 6= 0.
La figure A.1 illustre justement les fonctions d’onde pour m = ±1 en fonction des
vecteurs d’onde k‖ et kz, et on observe justement ces zéros (ou noeuds) pour cos θ = ±1.
Point important à noter, on a ajouté sur la même figure les fonctions d’onde du problème
avec l’interaction coulombienne écrantée résolu à la section (2.3). Ces fonctions d’onde
contiennent les mêmes zéros à cos θ = ±1 que leurs analogues avec une interaction de
type contact. Ce qui nous pousse à affirmer que les zéros de ces fonctions d’onde sont
robustes au point de vue de la topologie du système, c’est-à-dire indépendantes des détails
de l’interaction coulombienne.
En utilisant l’équation (A.20), on peut alors comprendre analytiquement pourquoi
l’absorption optique à un noeud donné est différente pour une lumière circulairement
polarisée droite et gauche. En prenant tout d’abord l’équation (2.89), puis les équations (A.4)
et (A.20) dans la limite de température nulle, et pour plus de simplicité dans le calcul
analytique, avec β = 0, on trouve pour le noeud τ = 1
χ′′1,±(ω) = −
πe2
16 ∑n
c2n,m=±1,τ=1δ(h̄ω− εn,m=±1,τ=1)
×
[∫ Λ
|εF |
dE
ν1(E)
2E− εn,m=±1,τ=1
h̄v
E
〈
(1 + αkz)(1± cos θ1)2
〉
E
]2
. (A.21)
On rappelle que l’on se concentre aux valeurs de n qui obéissent à εnmτ ' 2|εF|. On a
montré précédemment que les énergies d’excitation des paires électrons-trous étaient sen-
siblement égales pour m = 1 et m = −1. De plus, pour le modèle avec une dispersion
parfaitement linéaire, on trouve 〈(1+ cos θ)2(1+ αkz)〉E = 〈(1− cos θ)2(1+ αkz)〉E, et donc
on a forcément χ′′τ,+ = χ′′τ,−. Lorsque α 6= 0, il existe cependant une différence entre les
fonctions de réponse χ′′τ,+ et χ′′τ,− qui vient d’une valeur moyenne non nulle sur une surface
d’énergie constante des fonctions cos θ et cos θ(1 + αkz). Cette différence, contrôlée par le
paramètre sans dimension x n’implique pas, en revanche, de différence exponentiellement
faible contrairement aux énergies propres, et donne une intuition de la raison pour laquelle
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on observe une chiralité de l’absorption optique entre les réponses LCP et RCP dans la
section (2.3). Une approximation du calcul analytique en combinant les équations (A.20)
ainsi que (A.21) conduit à la relation χ′′1,+/χ′′1,− ' 1+ x3/10 pour x  1, i.e. que l’amplitude
de l’absorption optique pour une lumière RCP est plus grande que pour une lumière LCP.
Pour conclure cette annexe, nous faisons une preuve de concept pour un système avec
plusieurs noeuds en étendant nos résultats pour les noeuds autres que τ = 1. Commençons
avec le noeud τ = 2, qui est le partenaire par symétrie miroir du noeud τ = 1. Afin
d’extrapoler le résultat du noeud τ = 1 au noeud τ = 2, on utilise les relations de symétries
mentionnées au tableau 2.1, qui sont vz → −vz, v → −v, et α → −α. Cela implique
automatiquement εnm,τ=1 = εnm,τ=2, et on peutmontrer demanière similaire que lamoyenne
〈(1 + αkz)(1± cos θ)〉E est la même pour les noeuds reliés par une symétrie miroir (on a
kz = dz/(h̄vz) pour le noeud τ = 1, tandis que l’on a kz = −dz/(h̄vz) pour le noeud
τ = 2). Cela nous donne une explication, avec ce modèle analytique simple, de la raison
pour laquelle le spectre optique est identique pour les noeuds reliés par symétrie miroir,
peu importe la présence de termes non linéaires et d’interaction coulombienne.
Dans un semimétal avec symétrie par renversement du temps, on obtient le hamiltonien
du noeud τ = 3 à partir du noeud τ = 1 via le changement α → −α. Par conséquent, le
paramètre sans dimension x change de signe d’un noeud à l’autre. On a montré dans cette
annexe que la contribution des termes non linéaires (surtout α) à l’absorption optique est
une fonction impaire de x. On trouve alors χ′′±,1 = χ′′∓,3, ce qui est exactement le résultat
obtenu dans la section 2.3.
Annexe B
Conductivité optique sous fort champ
magnétique dans l’approximation GRPA
Dans cette annexe, nous présenterons le calcul de la conductivité optique en présence
d’interactions coulombiennes sous fort champ magnétique dans l’approximation GRPA
[91,92], qui consiste à tronquer la self-énergie de certaines contributions et ne considérer
que les contributions de Hartree et de Fock pour les fonctions de réponses à deux particules.
Dans notre cas, on s’intéresse à la fonction de corrélation courant-courant retardée.
Notre point de départ pour ce calcul est la relation entre conductivité optique σαβ(ω)
et la fonction de corrélation courant-courant retardée χRJα Jβ(q, ω) définie à l’équation (3.21)
que l’on rappelle ici :
Re
[
σαβ(ω)
]
= − lim
q→0
Im
[
χRJα Jβ(q, ω)
]
ω
, (B.1)
où α, β ∈ {x, y, z}, q et ω sont respectivement le vecteur d’onde et la fréquence des photons
incidents. On peut écrire explicitement la fonction de corrélation courant-courant retardée
en temps
χRJα Jβ (q, t) = −
i
V h̄
〈[
Jα (q, t) , Jβ (−q, 0)
]〉
Θ (t) , (B.2)
où V est le volume du système et Jα la composante α de l’opérateur courant J.
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B.1 Retour sur l’approximation GRPA
Écrivons tout d’abord le hamiltonien de notre système en incluant le terme d’interaction
de Coulomb
H− µN = ∑
a
∫
du Ψ†a (u) [ha (u, i∂u)− µ]Ψa (u) (B.3)
+
1
2 ∑a,b
∫
du du′ Ψ†a (u)Ψ
†
b
(
u′
)
V
(
u− u′
)
Ψb
(
u′
)
Ψa (u) ,
où
Ψa (u) =
 Ψa↑(u)
Ψa↓(u)
 = ∑
p
wa,p (u) ca,p (B.4)
est un opérateur qui détruit un électron à la position u ≡ (r, z) et pour le noeud de Weyl
d’indice a. De plus, r est la position de l’électron dans le plan perpendiculaire au champ
magnétique. Nous choisissons B ‖ z dans cette annexe. Les indices ↑ et ↓ représentent
les composantes up et down du spineur, p tient lieu d’ensemble de nombres quantiques
qui caractérisent l’état propre et wa,p (u) est un spineur propre à deux composantes de
l’hamiltonien ha 2× 2 sans interactions de Coulomb. L’opérateur ca,p
(
c†a,p
)
annihile (crée)
un électron dans un état p au noeud a et V(u− u′) dans l’équation (B.3) représente le
potentiel coulombien à longue portée. Il faut préciser que dans le terme coulombien de
l’équation (B.3), le produit scalaire entre deux spineurs pour unemême position u seulement
est implicite.
On peut écrire la fonction de réponse courant-courant en temps imaginaire :
χJα Jβ (q, τ) = −
1
V h̄
〈
Tτ Jα (q, τ) Jβ (−q, 0)
〉
, (B.5)
où τ est le temps imaginaire et Tτ est l’opérateur d’ordonnancement temporel en temps
imaginaire. La transformée de Fourier de cette fonction s’écrit
χJα Jβ (q, iΩn) =
∫ βh̄
0
dτeiΩnτχJα Jβ (q, τ) , (B.6)
où Ωn = 2nπ/βh̄ est une fréquence de Matsubara bosonique et β = 1/kBT, avec kB la
constante de Boltzmann. La réponse retardée donnant lieu à la conductivité dans l’équation
(B.1) est obtenue par prolongement analytique (iΩn → ω + iδ) de la fonction χJα Jβ(q, iΩn).
Ultimement, nous choisirons la limite de température nulle.
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On peut trouver l’opérateur courant en première quantification, qui s’écrit après couplage
minimal dans le hamiltonien sans terme d’interaction
ja,α = −
δha
δAα
, (B.7)
où Aα est la composante α du potentiel vecteur. Cet opérateur courant est représenté par
une matrice 2× 2 dans l’espace du pseudospin.
En seconde quantification, la transformée de Fourier de l’opérateur courant s’écrit
Ja,α (q) =
∫
du Ψ†a (u) e
−iq·u ja,αΨa (u) , (B.8)
= ∑
p1,p2
Λ(a,α)p1,p2 (q) c
†
a,p1 ca,p2 ,
où on considère comme implicite la dépendance temporelle des opérateurs de création et
d’annihilation. De plus, les éléments de matrice de l’équation (B.8) s’écrivent
Λ(a,α)p1,p2 (q) =
∫
du e−iq·u
[
w†a,p1 (u) · ja,α · wa,p2 (u)
]
, (B.9)
où nous avons explicitement indiqué le produit scalaire des opérateurs. En insérant l’équa-
tion (B.8) dans l’équation (B.5) et en utilisant Jα = ∑a Ja,α, on arrive à
χJα Jβ (q, τ) =
1
V h̄ ∑a,b
∑
p1,p2,p3,p4
Λ(a,α)p1,p2 (q)Λ
(b,β)
p3,p4 (−q) χ
(a,a,b,b)
p1,p2,p3,p4 (τ) , (B.10)
où la fonction χ(a,a,b,b)p1,p2,p3,p4 (τ) est définie par
χ
(a,b,c,d)
p1,p2,p3,p4 (τ1 − τ2) = −
〈
Tτc†a,p1 (τ1) cb,p2 (τ1) c
†
c,p3 (τ2) cd,p4 (τ2)
〉
. (B.11)
L’étape d’après consiste à dériver une expression explicite pour la fonction χ(a...d)p1...p4 . On
rappelle les définitions de la fonction de Green à une et à deux particules respectivement :
Ga,b (1, 2) = −
〈
TτΨa (1)Ψ†b (2)
〉
, (B.12)
et
La,b,c,d (1, 2, 3, 4) = −
〈
TτΨ†a (1)Ψb (2)Ψ
†
c (3)Ψd (4)
〉
+ Gb,a (2, 1) Gd,c (4, 3) . (B.13)
Dans ces expressions, le nombre n = (un, τn) combine les variables de position et de temps
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imaginaire. Dans l’approximation GRPA, la fonction de Green à une particule Ga,b (1, 2) est
évaluée dans l’approximation Hartree-Fock, i.e.
Ga,b (1, 2) = G0a,b (1, 2) + ∑
c,d
G0a,c
(
1, 3
)
ΣHFc,d
(
3, 4
)
Gd,b
(
4, 2
)
, (B.14)
où G0a,b (1, 2) est la fonction de Green sans interaction, et
ΣHFa,b (1, 2) =
1
h̄
δa,bδ (1− 2)V
(
1− 3
)
∑
c
Gc,c
(
3, 3+
)
− 1
h̄
V (1− 2) Ga,b (1, 2) (B.15)
la self-énergie Hartree-Fock, et V (1− 2) = V (u1 − u2) δ (τ1 − τ2). Dans les équations (B.14)
ainsi que (B.15), les nombres avec une barre au dessus impliquent une intégration sur cette
même variable. De plus, les indices+ et− indiquent des temps différents pour une quantité
infinitésimale afin de préserver l’ordonnancement temporel.
La fonction de Green à deux particules pour la GRPA est ensuite définie comme une
dérivée fonctionnelle de la self-énergie Hartree-Fock [91]. Cela conduit à
La,b,c,d (u1, u1, u2, u2; τ1 − τ2) = Gb,c (u1, u2; τ1 − τ2) Gd,a (u2, u1; τ2 − τ1) (B.16)
+
1
h̄ ∑e, f
∫
du3
∫
du4
∫
dτ3 Gb,e (u1, u3; τ1 − τ3) Ge,a (u3, u1; τ3 − τ1)V (u3 − u4)
× L f , f ,c,d (u4, u4, u2, u2; τ3 − τ2)
− 1
h̄ ∑e, f
∫
du3
∫
du4
∫
dτ3 Gb,e (u1, u3; τ1 − τ3) G f ,a (u4, u1; τ3 − τ1)V (u3 − u4)
× L f ,e,c,d (u4, u3, u2, u2; τ3 − τ2) .
Il nous faut préciser qu’on a écrit ici une équation pour la fonction L avec seulement deux
coordonnées de positions et de temps imaginaire, cette quantité étant suffisante pour la
conductivité optique. De plus, nous nous intéressons à la réponse linéaire dans la pertur-
bation externe, donc L ne dépend que de la différence entre les temps imaginaires τ1 et τ2.
Le premier terme à droite du signe égal de l’équation (B.16) est la réponse Hartree-Fock
et les deuxième et troisième termes correspondent respectivement aux corrections pour la
polarisation et aux corrections excitoniques. Il convient de noter le dernier terme contient
une fonction de Green à trois points dans l’espace, contrairement aux autres termes.
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B.2 Application pour notre base d’intérêt
On obtient une équation pour χ(a,b,c,d)p1,p2,p3,p4 (iΩn), la fonction voulue pour l’équation (B.10),
en développant les fonctions de Green à une et deux particules sur la base des états propres.
On obtient alors
La,b,c,d (u1, u1, u2, u2; τ1 − τ2) = ∑
p1···p4
[
w†a,p1 (u1) · wb,p2 (u1)
] [
w†c,p3 (u2) · wd,p4 (u2)
]
× χ(a,b,c,d)p1···p4 (τ1 − τ2) , (B.17)
et
Ga,b (u1, u2; τ) = ∑
p1,p2
wa,p1 (u1)w
†
b,p2 (u2) G
(a,b)
p1,p2 (τ) , (B.18)
avec la définition
G(a,b)p1,p2 (τ) = −
〈
Tτca,p1 (τ) c
†
b,p2 (0)
〉
. (B.19)
Nous voulons, à la fin du calcul, obtenir la fonction de corrélation courant-courant définie
pour l’équation (B.10), alors nous devons faire le produit scalaire des spineurs comme
indiqué dans l’équation (B.17). De plus, les spineurs associés à la fonction de Green à une
particule de l’équation (B.16) doivent être calculés selon la règle énoncée pour l’interaction
coulombienne, c’est-à-dire que le produit scalaire doit être écrit pour la même coordonnée
un. À titre d’exemple, le produit scalaire des spineurs du dernier terme de l’équation (B.16)
doit être interprété comme[
w†a(u1) · wb(u1)
] [
w†c (u2) · wd(u2)
] [
w†e (u3) · we(u3)
] [
w†f (u4) · w f (u4)
]
, (B.20)
où on a omis les indices p volontairement pour une écriture plus compacte. De façon
similaire, pour le deuxième terme de l’équation (B.16) nous avons des produits scalaires de
la forme
[
w†a(u1) · wb(u1)
] [
w†c (u2) · wd(u2)
]
pour les spineurs associés au produit de deux
fonctions de Green à une particule. Ensuite, nous pouvons simplifier l’équation (B.16) en
enlevant tous les termes de spineurs propres. On obtient alors
χ
(a,b,c,d)
p1,p2,p3,p4 (iΩn) = χ
(0)(a,b,c,d)
p1,p2,p3,p4 (iΩn) (B.21)
+
1
h̄
1
V ∑e, f
∑
p5,p6,p7,p8
∑
q
χ
(0)(a,b,e,e)
p1,p2,p5,p6 (iΩn)Υ
(e)
p5,p6 (q)V (q)Υ
( f )
p7,p8 (−q) χ
( f , f ,c,d)
p7,p8,p3,p4 (iΩn)
− 1
h̄
1
V ∑e, f
∑
p5,p6,p7,p8
∑
q
χ
(0)(a,b,e, f )
p1,p2,p5,p6 (iΩn)Υ
(e)
p5,p8 (q)V (q)Υ
( f )
p7,p6 (−q) χ
( f ,e,c,d)
p7,p8,p3,p4 (iΩn) ,
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où V(q) = V (q⊥, qz) = e2/(ε0ε∞
(
q2⊥ + q
2
z
)
) et on définit
χ
(0)(a,b,c,d)
p1,p2,p3,p4 (iΩn) =
1
βh̄ ∑ωn
G(b,c)p2,p3 (iωn + iΩn) G
(d,a)
p4,p1 (iωn) . (B.22)
La transformée de Fourier de l’élément de matrice de l’opérateur densité apparaissant dans
l’équation (B.21) s’écrit :
Υ(a)p1,p2 (q) =
∫
du e−iq·u
[
w†a,p1 (u) · wa,p2 (u)
]
. (B.23)
On rappelle que l’on considère un champ magnétique B = ∇×A = Bẑ. On écrit en jauge
de Landau le potentiel vecteur A = (0, Bx, 0), par conséquent les spineurs propres s’écrivent
wa,p (u) =
1√
Lz
wa,n,k,X (r) e−ikz, (B.24)
où k est le vecteur d’onde parallèle au champ magnétique, Lz la longueur du système dans
la direction z, n l’indice du niveau de Landau (n = 0 pour le niveau chiral, n > 0 pour
les niveaux en bande de conduction et n < 0 en bande de valence) et X l’indice de centre
d’orbite des électrons.
On rappelle que les énergies propres possèdent une dégénérescence macroscopique en
X égale à Nϕ = S/2π`2B, où S = LxLy est l’aire du système dans le plan perpendiculaire au
champ et `B =
√
h̄/(eB) la longueur magnétique.
En développant l’opérateur champ sur la base obtenue, on obtient
Ψa (u) =
1√
Lz
∑
n,X,k
wa,n,k,X (r) e−ikzca,n,k,X
=
1√
Lz
∑
n,X,k
un,k,ah|n|−1,X(r)
vn,k,ah|n|,X(r)
 e−ikzca,n,k,X, (B.25)
où h|n|,X = ((−i)|n|/
√
Ly)ϕ|n|(x−X) exp(−iXy/`2B) avec ϕ|n|(x) sont les fonctions propres
de l’oscillateur harmonique quantique en une dimension définies à l’équation (3.11). Les
coefficients un,k,a et vn,k,a sont des fonctions non triviales de k en présence d’une inclinaison
quelconque des cônes [86].
Pour un semimétal avec des noeuds de Weyl inclinés, l’équation (B.25) n’est valide que
pour un champ magnétique parallèle au vecteur d’inclinaison. De manière similaire, pour
un semimétal de Weyl avec des termes non linéaires dans la dispersion (c.f. annexe C), cette
138
même équation n’est valide que pour un champ magnétique orienté parallèlement à l’axe de
symétrie cylindrique. Par conséquent, pour le reste de cette annexe, nous considérerons que
ces conditions sont vérifiées et nous utiliserons l’équation (B.25) pour l’opérateur champ.
Nous faisons cette simplification étant donné que,dans le cas général avec une orientation
arbitraire du champ magnétique, la forme des spineurs propres en l’absence d’interaction
coulombienne est plus compliquée et l’analyse des effets des interactions à longue portée
devient plus complexe (c.f. matériel supplémentaire de [86] pour les fonctions d’onde en
question). Dans ce cas, il convient de rappeler que les résultats obtenus dans le chapitre 3
impliquant une inclinaison quelconque et quelque soit l’orientation du champ magnétique,
sont en absence d’interactions de Coulomb.
En remplaçant l’équation (B.24) dans l’équation (B.23), on obtient
Υ(a)n1,k1,X1;n2,k2,X2 (q) =
1
Lz
∫
du eik1ze−iq·u e−ik2z
[
w†a,n1,k1,X1 (r) · wa,n2,k2,X2 (r)
]
= δk1,k2+qz
∫
dr e−iq⊥·r
[
w†a,n1,k1,X1 (r) · wa,n2,k2,X2 (r)
]
≡ δk1,k2+qz Υ̃
(a)
n1k2+qz,n2k2
(−q⊥) e−
i
2 qx(X1+X2)δX1,X2+qy`2B
, (B.26)
où
Υ̃(a)n1k2+qz,n2k2 (−q⊥) = u
∗
n1,k2+qz,aun2,k2,aF|n1|−1,|n2|−1(−q⊥) + v
∗
n1,k2+qz,avn2,k2,aF|n1|,|n2|(−q⊥),
(B.27)
avec
Fn1,n2(q⊥) =
√
min(n1, n2)!
max(n1, n2)!
(±qy`B + iqx`B√
2
)|n1−n2|
L|n1−n2|min(n1,n2)(q
2
⊥`
2
B/2)e
−q2⊥`2B/4. (B.28)
L’équation (B.28) peut être obtenue par intégration des polynômes d’Hermite [129]. Le
signe +(−) correspond respectivement au cas n1 > n2 (n1 < n2) et les fonctions Lan(x) sont
les polynômes de Laguerre généralisés. De plus, on a des relations remarquables dans la
limite q⊥ → 0 pour les équations (B.28) et (B.27), qui deviennent Fn1,n2(q⊥ = 0) = δn1,n2 et
Υ̃(a)n1k,n2k(0) = δn1,n2 . Ces dernières seront fortement utiles par la suite dans le calcul de la
conductivité optique.
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De manière identique, on peut écrire les éléments de matrice de l’opérateur courant
Λ(a,α)n1,k1,X1;n2,k2,X2 (q) =
1
Lz
∫
du eik1ze−iq·ue−ik2z
[
w†a,n1,k1,X1 (u) · ja,α · wa,n2,k2,X2 (u)
]
(B.29)
= δk1,k2+qz
∫
dr e−iq⊥·r
[
w†a,n1,k1,X1 (r) · ja,α · wa,n2,k2,X2 (r)
]
≡ δk1,k2+qz Λ̃
(a,α)
n1k2+qz,n2k2
(−q⊥) e−
i
2 qx(X1+X2)δX1,X2+qy`2B
,
où Λ̃(a,α)n1k1,n2k2 est calculé de manière semblable à l’équation (B.27). Étant donné que les
expressions pour Υ̃(a)n1k1,n2k2 (q⊥) et Λ̃
(a,α)
n1k1,n2k2
(q⊥) ne dépendent pas du centre d’orbite X,
l’équation (B.8) s’écrit alors
Ja,α (q) = ∑
n1,n2,k
Λ̃a,αn1k+qz,n2k (−q⊥) ∑
X1,X2
e−
i
2 qx(X1+X2)δX1,X2+qy`2B
c†a,n1,k+qz,X1 ca,n2,k,X2 (B.30)
= Nϕ ∑
n1,n2,k
Λ̃a,αn1k+qz,n2kz (−q⊥) ρ
(a,a)
n1k+qz,n2k
(q⊥) ,
où on a introduit un nouvel opérateur
ρ
(a,b)
n1k+qz,n2k
(q⊥) =
1
Nϕ
∑
X1,X2
e−
i
2 qx(X1+X2)δX1,X2+qy`2B
c†a,n1,k+qz,X1 cb,n2,k,X2 . (B.31)
Ce dernier est relié à la transformée de Fourier de l’opérateur densité
ne (q) = ∑
a
∫
du e−iq⊥·re−iqzzΨ†a (u)Ψa (u)
= Nϕ ∑
a
∑
n1,n2,k
Υ̃a,αn1k+qz,n2k (−q⊥) ρ
(a,a)
n1k+qz,n2k
(q⊥) . (B.32)
En remplaçant l’équation (B.30) dans l’équation (B.8), la fonction de corrélation courant-
courant en fréquence de Matsubara devient alors
χJα Jβ (q, iΩn) =
Nϕ
V h̄ ∑a,b
∑
n1···n4
∑
k1,k3
Λ̃(a,α)n1k1+qz,n2k1 (−q⊥) P
(a,a,b,b)
n1k1+qz,n2k1,n3k3−qz,n4k3 (q⊥, q⊥; iΩn)
× Λ̃(b,β)n3k3−qz,n4k3 (q⊥) , (B.33)
où
P(a,a,b,b)n1k1,n2k2,n3k3,n4k4
(
q⊥, q′⊥; τ
)
= −Nϕ
〈
Tτρ
(a,a)
n1k1,n2k2
(q⊥, τ) ρ
(b,b)
n3k3,n4k4
(
−q′⊥, 0
)〉
. (B.34)
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Finalement, en combinant les équations (B.34), (B.31), (B.26) et (B.21), on arrive au résultat
P(a,a,b,b)n1k1,n2k2,n3k3,n4k4
(
q⊥, q′⊥; iΩn
)
= P(0)(a,a,b,b)n1k1,n2k2,n3k3,n4k4
(
q⊥, q′⊥; iΩn
)
+
Nϕ
h̄V ∑c,d
∑
p
∑
k′1,k
′
3
∑
n′1···n′4
P(0)(a,a,c,c)n1k1,n2k2,n′3k′3,n′4k′3+pz (
q⊥, p⊥; iΩn) H
(c,d)
n′3k
′
3,n
′
4k
′
3+pz,n
′
1k
′
1,n
′
2k
′
1−pz
(p)
× P(d,d,b,b)n′1k′1,n′2k′1−pz,n3k3,n4k4
(
p⊥, q′⊥; iΩn
)
− 1
h̄V ∑c,d
∑
p
∑
k′1,k
′
3
∑
n′1···n′4
P(0)(a,a,c,d)n1k1,n2k2,n′3k′3,n′4k′1 (
q⊥, p⊥; iΩn) X
(c,d)
n′3k
′
3,n
′
2k
′
3−pz,n′1k′1−pz,n′4k′1
(p)
× P(d,c,b,b)n′1k′1−pz,n′2k′3−pz,n3k3,n4k4
(
p⊥, q′⊥; iΩn
)
, (B.35)
où on définit les interactions de Hartree (H) et de Fock (X)
H(c,d)n1k1,n2k2,n3k3,n4k4 (p) = Υ̃
(c)
n1k1;n2k2
(p⊥)V (p) Υ̃
(d)
n3k3;n4k4
(−p⊥) ,
X(c,d)n1k1,n2k2,n3k3,n4k4 (p) = ∑
t⊥
e−i(t⊥×p⊥)·ẑ `
2
B Υ̃(c)n1k1;n2k2 (t⊥)V (t⊥, pz) Υ̃
(d)
n3k3;n4k4
(−t⊥) . (B.36)
Dans la dernière équation, signalons que le vecteur t⊥ est un vecteur d’onde en deux dimen-
sions dans le plan (x, y) et à ne pas confondre avec le vecteur d’inclinaison. On précise que
pour le calcul du terme de Fock, on a utilisé la relation
c†a,n,k,Xcb,n′,k′,X′ = ∑
p⊥
ρ
(a,b)
nk,n′k′ (p⊥) e
i
2 px(X+X
′)δX,X′+py`2B
. (B.37)
La fonction de Green Hartree-Fock à deux particules P(0)(a,a,b,b)n1k1,n2k2,n3k3,n4k4 (q⊥, q
′
⊥; iΩn) qui ap-
paraît dans l’équation (B.35) peut être calculée de deux façons, soit en calculant directement
l’équation (B.22), soit en parvenant en résoudre l’équation du mouvement pour le hamilto-
nien Hartree-Fock (c’est-à-dire évalué en champ moyen dans l’approximation éponyme).
Nous choisirons cette dernière approche.
On obtient alors le hamiltonien HHF à partir de l’équation (B.3)
HHF − µN = Nϕ ∑
a,n,k
[
E(a)n,k − µ
]
ρ
(a,a)
nk,nk (q⊥ = 0) (B.38)
+
N2ϕ
V ∑q ∑a,b
∑
k1,k2
∑
n1···n4
H(a,b)n1k1,n4k1+qz,n2k2,n3k2−qz (q)
〈
ρ
(a,a)
n1k1,n4k1+qz
(−q⊥)
〉
ρ
(b,b)
n2k2,n3k2−qz (q⊥)
−
Nϕ
V ∑q ∑a,b
∑
k1,k2
∑
n1···n4
X(a,b)n1k1,n4k1+qz;n2k2,n3k2−qz (q)
〈
ρ
(a,b)
n1k1,n3k2−qz (−q⊥)
〉
ρ
(b,a)
n2,k2,n4k1+qz
(q⊥) ,
où E(a)n,k sont les énergies propres du hamiltonien en l’absence d’interaction de Coulomb et µ
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le potentiel chimique.
On peut alors trouver l’équation pour P(0) en utilisant l’équation du mouvement. On
obtient après quelques étapes de calcul[
iΩn −
(
E(b)n2k2 − E
(a)
n1k1
)
/
]
P(0)(a,b,c,d)n1k1,n2k2,n3k3,n4k4
(
q⊥, q′⊥; iΩn
)
= (B.39)〈
ρ
(a,d)
n1k1,n4k4
(
q⊥ − q′⊥
)〉
ei(q⊥×q
′
⊥)·ẑ `2B/2δb,cδn2,n3 δk2,k3
−
〈
ρ
(c,b)
n3k3,n2k2
(
q⊥ − q′⊥
)〉
e−i(q⊥×q
′
⊥)·ẑ`2B/2δa,dδn1,n4 δk1,k4
−
Nϕ
h̄V ∑p ∑a′
∑
k′1
∑
n′1n
′
2n
′
3
e−i(p⊥×q⊥)·ẑ `
2
B/2H(a
′,a)
n′1k
′
1,n
′
3k
′
1+pz,n
′
2k1+pz,n1k1
(p− q⊥)
〈
ρ
(a′,a′)
n′1k
′
1,n
′
3k
′
1+pz
(q⊥ − p⊥)
〉
× P(0)(a,b,c,d)n′2k1+pz,n2k2,n3k3,n4k4
(
p⊥, q′⊥; iΩn
)
+
Nϕ
h̄V ∑p ∑b′
∑
k′1
∑
n′1n
′
2n
′
3
ei(p⊥×q⊥)·ẑ `
2
B/2H(b
′,b)
n′1k
′
1,n
′
2k
′
1+pz,n2k2,n
′
3k2−pz
(p− q⊥)
〈
ρ
(b′b′)
n′1k
′
1,n
′
2k
′
1+pz
(q⊥ − p⊥)
〉
× P(0)(a,b,c,d)n1k1,n′3k2−pz,n3k3,n4k4
(
p⊥, q′⊥; iΩn
)
+
1
h̄V ∑p ∑a′
∑
k′2
∑
n′1n
′
2n
′
3
e−i(p⊥×q⊥)·ẑ `
2
B/2X(a,a
′)
n′1k1−pz,n1k1,n′2k′2,n′3k′2−pz
(p− q⊥)
〈
ρ
(a,a′)
n′1k1−pz,n′3k′2−pz
(q⊥ − p⊥)
〉
× P(0)(a
′,b,c,d)
n′2k
′
2,n2k2,n3k3,n4k4
(
p⊥, q′⊥; iΩn
)
− 1
h̄V ∑p ∑b′
∑
k′1
∑
n′1n
′
2n
′
3
ei(p⊥×q⊥)·ẑ `
2
B/2X(b
′,b)
n′1k
′
1−pz,n′2k′1,n2k2,n′3k2−pz
(p− q⊥)
〈
ρ
(b′,b)
n′1k
′
1−pz,n′3k2−pz
(p⊥ − q⊥)
〉
× P(0)(a,b
′,c,d)
n1k1,n′2k
′
1,n3k3,n4k4
(
p⊥, q′⊥; iΩn
)
.
On précise que les équations (B.35) et (B.39) sont tout à fait générales. Ces dernières peuvent
être utilisées pour étudier des états non uniformes du gaz d’électrons ou des états com-
prenant des mélanges de niveaux de Landau (ce qui peut se produire avec une inclinaison
des noeuds non parallèle au champ) ou en incluant une cohérence internoeud (i.e. un état
avec un paramètre d’ordre
〈
ρ(a,b)
〉
6= 0 avec a 6= b). Dans cette thèse, nous nous intéressons
uniquement à des états uniformes du gaz d’électrons sans cohérence d’une quelconque
sorte. Cela nous permet donc de simplifier la réponse Hartree-Fock avec〈
ρ
(a,b)
n1k1,n2k2
(p⊥ − q⊥)
〉
=
〈
ρ
(a,a)
n1k1,n1k1
(0)
〉
δk1,k2 δn1,n2 δa,bδq⊥,p⊥ . (B.40)
En utilisant la condition donnée par l’équation (B.40), les termes de Hartree de l’équation
(B.39) sont évalués pour un vecteur d’onde nul. Ces termes sont donc annulés avec la
contribution du fond ionique positif (positive background en anglais) .
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Pour les deux derniers termes de l’équation (B.39), la simplification donne lieu à
X(a,a)n′1k1−pz,n1k1,n′2k1,n′1k1−pz
(0, pz) ∝ δ|n′2|,|n1|, (B.41)
X(b,b)n′1,k2−pz,n′2k2,n2k2,n′1k2−pz
(0, pz) ∝ δ|n′2|,|n2|. (B.42)
Ces conditions peuvent être démontrées à partir de l’équation (B.36). Pour ces équations, les
termes n′2 = −n1 et n′2 = −n2 sont négligeables par rapport aux termes n′2 = n1 et n′2 = n2
dans les delta de Kronecker. Une raison pour expliquer cela provient de la singularité
logarithmique à pz = 0 uniquement quand n′2 = n1 et n′2 = n2 respectivement pour chacune
des équations précédentes de X. Nous garderons alors uniquement ces contributions pour
la suite, ce qui simplifie le calcul. Cela nous conduit à[
iΩn −
(
Ẽ(b)n2k2 − Ẽ
(a)
n1k1
)
/h̄
]
P(0)(a,b,c,d)n1k1,n2k2,n3k3,n4k4
(
q⊥, q′⊥; iΩn
)
=[〈
ρ
(a,a)
n1k1,n1k1
(0)
〉
−
〈
ρ
(b,b)
n2k2,n2k2
(0)
〉]
δa,dδb,cδn1,n4 δn2,n3 δk2,k3 δk1,k4 δq⊥,q′⊥ , (B.43)
où Ẽ(a)nk = E
(a)
nk + Σ
(a)
nk représentent les bandes renormalisées et on définit la self-énergie
Σ(a)nk = −
1
V ∑pz
∑
n′
X(a,a)n′k−pz,nk,nk,n′k−pz (0, pz)
〈
ρ
(a,a)
n′k−pz,n′k−pz (0)
〉
. (B.44)
Un oeil avisé remarquera dans l’équation (B.43) les facteurs δn1,n4 δn2,n3 . Ces derniers reflètent
le fait que la fonction de Green Hartree-Fock a été approximée comme étant diagonale dans
l’indice du niveau de Landau. Cette approximation est une conséquence des termes négligés
dans les équations (B.41) et (B.42).
On peut alors remplacer la fonction de Green Hartree-Fock à deux particules dans
l’équation (B.35), ce qui conduit à
P(a,a,b,b)n1k1,n2k2,n3k3,n4k4
(
q⊥, q′⊥; iΩn
)
= P(0)(a,a,a,a)n1k1,n2k2,n2k2,n1k1 (q⊥, q⊥; iΩn) δa,bδn1,n4 δn2,n3 δk2,k3 δk1,k4 δq⊥,q′⊥
+
Nϕ
h̄V ∑c ∑k′1
∑
n′1n
′
2
P(0)(a,a,a,a)n1k1,n2k2,n2k2,n1k1 (q⊥, q⊥; iΩn) H
(a,c)
n2k2,n1k1,n′1k
′
1,n
′
2k
′
1−k1+k2
(q⊥, k1 − k2)
× P(c,c,b,b)n′1k′1,n′2k′1−k1+k2,n3k3,n4k4
(
q⊥, q′⊥; iΩn
)
− 1
h̄V ∑pz
∑
n′1n
′
2
P(0)(a,a,a,a)n1k1,n2k2,n2k2,n1k1 (q⊥, q⊥; iΩn) X
(a,a)
n2k2,n′2k2−pz,n′1k1−pz,n1k1
(q⊥, pz)
× P(a,a,b,b)n′1k1−pz,n′2k2−pz,n3k3,n4k4
(
q⊥, q′⊥; iΩn
)
. (B.45)
Pour calculer la conductivité optique, nous pouvons désormais fixer q⊥ = q′⊥ = 0. Cela
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simplifie grandement l’équation précédente et on trouve alors
P(a,a,b,b)n1k2,n2k2,n3k4,n4k4 (iΩn) = P
(0)(a,a,a,a)
n1k2,n2k2,n2k2,n1k2
(iΩn) δa,bδn1,n4 δn2,n3 δk2,k3 δk1,k4 (B.46)
+
Nϕ
h̄V ∑c ∑k′1
∑
n′1n
′
2
P(0)(a,a,a,a)n1k2,n2k2,n2k2,n1k2 (iΩn) H
(a,c)
n2k2,n1k2,n′1k
′
1,n
′
2k
′
1
(0, k1 − k2) P(c,c,b,b)n′1k′1,n′2k′1,n3k4,n4k4 (iΩn)
− 1
h̄V ∑pz
∑
n′1n
′
2
P(0)(a,a,a,a)n1k2,n2k2,n2k2,n1k2 (iΩn) X
(a,a)
n2k2,n′2k2−pz,n′1k2−pz,n1k2
(0, pz) P
(a,a,b,b)
n′1k2−pz,n′2k2−pz,n3k4,n4k4
(iΩn) .
Notre objectif est de calculer la conductivité optique interbande, ce qui implique des transi-
tions entre niveaux de Landau avec n1 6= n2. Une telle considération implique que le terme
de Hartree est nul pour la fonction de Green à deux particules en raison de l’orthogonalité
des spineurs pour n1 6= n2 (c.f. équation (B.36)). Il ne nous reste alors que les corrections
excitoniques
P(a,a,b,b)n1k2,n2k2,n3k4,n4k4 (iΩn) = P
(0)(a,a,a,a)
n1k2,n2k2,n2k2,n1k2
(iΩn) δa,bδn1,n4 δn2,n3 δk2,k4 (B.47)
− 1
h̄V ∑pz
∑
n′1n
′
2
P(0)(a,a,a,a)n1k2,n2k2,n2k2,n1k2 (iΩn) X
(a,a)
n2k2,n′2k2−pz,n′1k2−pz,n1k2
(0, pz) P
(a,a,b,b)
n′1k2−pz,n′2k2−pz,n3k4,n4k4
(iΩn) .
Ensuite,onmultiplie l’équation (B.47) par le facteur
[
iΩn −
(
Ẽ(a)n2k2 − Ẽ
(a)
n1k2
)
/h̄
]
et en utilisant
l’équation (B.43), on trouve[
ω + iδ−
(
Ẽ(a)n2k2 − Ẽ
(a)
n1k2
)
/h̄
]
P(a,a,b,b)n1k2,n2k2,n3k4,n4k4 (ω) (B.48)
=
[〈
ρ
(a,a)
n1k2,n1k2
(0)
〉
−
〈
ρ
(a,a)
n2k2,n2k2
(0)
〉]
δa,bδn1,n4 δn2,n3 δk2,k4
− 1
h̄V ∑pz
∑
n′1n
′
2
[〈
ρ
(a,a)
n1k2,n1k2
(0)
〉
−
〈
ρ
(a,a)
n2k2,n2k2
(0)
〉]
X(a,a)n2k2,n′2k2−pz,n′1k2−pz,n1k2 (
0, pz)
× P(a,a,b,b)n′1k2−pz,n′2k2−pz,k4n3,k4n4 (ω) ,
en ayant également effectué le prolongement analytique. À partir de l’équation (B.48),
on a, à chaque ordre en théorie des perturbations, P(a,a,b,b)n1k2,n2k2,n3k4,n4k4 = P
(a,a,a,a)
n1k2,n2k2,n3k4,n4k4
δa,b.
De plus il est possible de montrer à partir de l’équation (B.36) que, pour n1 6= n2, on a
X(a,a)n2k2,n′2k2−pz,n′1k2−pz,n1k2
(0, pz) ∝ δ|n′2|,|n2|δ|n′1|,|n1| parce que Υ̃
(a)
n1k,n2k
(0) = δn1,n2 (où on rappelle
que l’on ne garde que les termes n′2 = n2 et n′1 = n1 étant donné qu’ils sont dominant à
faible pz en raison de leur divergence logarithmique). Cela conduit alors à P
(a,a,a,a)
n1k2,n2k2,n3k4,n4k4
=
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P(a,a,a,a)n1k2,n2k2,n2k4,n1k4 δn2,n3 δn1,n4 . Cela simplifie l’équation (B.48), ce qui nous conduit à[
ω + iδ−
(
Ẽ(a)n2k2 − Ẽ
(a)
n1k2
)
/h̄
]
P(a,a,a,a)n1k2,n2k2,n2k4,n1k4 (ω) (B.49)
=
[〈
ρ
(a,a)
n1k2,n1k2
(0)
〉
−
〈
ρ
(a,a)
n2k2,n2k2
(0)
〉]
δk2,k4
− 1
h̄V ∑pz
[〈
ρ
(a,a)
n1k2,n1k2
(0)
〉
−
〈
ρ
(a,a)
n2k2,n2k2
(0)
〉]
X(a,a)n2k2,n2k2−pz,n1k2−pz,n1k2 (0, pz)
× P(a,a,a,a)n1k2−pz,n2k2−pz,k4n2,k4n1 (ω) .
On trouve alors que pour chaque valeur de ω, n1, n2 et k4, l’équation (B.49) peut être rééx-
primée dans un problème d’inversion matricielle. La dimension de cette matrice est donnée
par le nombre de points en vecteur d’onde k2. L’approche numérique consiste à discrétiser
le vecteur d’onde parallèle au champ magnétique (on choisit Nk = 200 points, ce résultat
implique déjà une convergence des résultats qui restent inchangés en augmentant Nk), et
on choisit un cutoff ultraviolet pour notre modèle. On mesure (numériquement) toutes
les énergies et les vecteurs d’onde en unités de h̄vF/`B et `−1B respectivement. Le cutoff
en k dépend donc donc de la valeur du champ magnétique étant donné qu’il implique la
quantité sans dimension k`B. Par exemple, pour B = 20T et 40T, cela implique respective-
ment k`B ∈ [−5, 5] et k`B ∈ [−3.5, 3.5]. De plus, afin de pouvoir résoudre pratiquement le
problème, on impose une limite à la taille de l’espace de Hilbert pour les niveaux de Landau
en incluant le niveau chiral et les trois premiers niveaux en bande de valence et conduction,
ce qui est justifié en fort champ magnétique puisque l’on est intéressé au régime à basse
énergie.
Avec l’équation (B.33), on peut alors écrire la réponse retardée pour le courant pour
chaque noeud a
χRJα Jβ (q = 0, ω) =
Nϕ
V h̄
∗
∑
n1,n2
∑
k1,k2
Λ̃(a,α)k1n1,k1n2 (0) P
(a,a,a,a)
n1k1,n2k1,n2k2,n1k2
(ω) Λ̃(a,β)n2k2,n1,k2 (0) , (B.50)
où la présence de l’étoile sur le symbole de la somme indique un espace de Hilbert tronqué
pour les niveaux de Landau. Finalement, en insérant la solution que l’on trouve numéri-
quement de l’équation (B.49) dans l’équation (B.50), on obtient la fonction de corrélation
courant-courant retardée ce qui nous permet ultimement d’obtenir une expression pour la
conductivité optique interbande sous fort champ magnétique.
Annexe C
Niveaux de Landau et conductivité optique
pour le cas d’une dispersion avec des termes
non linéaires
Dans le chapitre 3 de cette thèse, nous nous sommes concentrés sur un modèle minimal
d’un semimétal avec des noeuds deWeyl inclinés uniquement. Cependant, nous avons insisté
que l’élément central pour obtenir la polarisation de vallée est la brisure de la symétrie
anti-unitaire à basse énergie définie par l’opération de l’équation (2.90).
Dans cette annexe, nous confirmerons ce point en montrant qu’une polarisation de
vallée complète et le dédoublement du pic provenant d’une transition impliquant le niveau
chiral dans la conductivité optique sont présentes dans un modèle qui préserve la symétrie
électron-trou avec des termes non linéaires dans la dispersion.
Pour ce faire, on retrouve le modèle introduit dans la section (2.2.3) [66, 72]
d1,0(k) = 0,
d1,x(k) = h̄vFkx(1 + αkz),
d1,y(k) = h̄vFky(1 + αkz),
d1,z(k) = h̄vzkz + β(k2x + k
2
y − 2k2z), (C.1)
qui décrit le hamiltonien du noeuddeWeyl τ = 1. On rappelle que les différents hamiltoniens
peuvent être obtenues grâce au tableau 2.1.
Ensuite, nous considérons l’effet du champ magnétique orienté dans la direction z, qui
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Figure C.1 Conductivité optique totale pour un modèle de semimétal de Weyl avec quatre
noeuds avec la configuration B ‖ q ‖ ẑ pour une lumière circulairement polarisée
droite. Cette figure est très similaire à la figure 3.3 à l’exception du fait que l’incli-
naison des cônes est remplacée par les termes non linéaires dans la dispersion.
Le même résultat qualitatif, un dédoublement du pic relié à la transition 0→ 1
est présent. Les paramètres utilisés pour le calcul sont α = 0.08`B, B = 40T,
ε∞ = 20, µ = h̄vF/`B, vz = vF et η = 3meV. Les triangles rouges, cercles vert et
carrés bleus représentent respectivement des valeurs de β = 1, 2 et 4 eVÅ2. Ces
valeurs sont du même ordre de grandeur que les coefficients reliés aux termes
quadratiques en vecteur d’onde dans la dispersion pour des semimétaux de
Dirac [130,131].
est la direction qui préserve la symétrie de rotation cylindrique dumodèle. Cela nous permet
d’obtenir une solution analytique plus simple pour la structure de bandes ainsi que les états
propres. De manière similaire au cas de noeuds inclinés, on peut trouver numériquement la
structure électronique ainsi que les états propres si le champ magnétique n’est plus selon
la direction z. En utilisant la jauge de Landau A = (0, Bx, 0), les coefficients des spineurs
propres du hamiltonien sans interaction de Coulomb pour le noeud τ s’écrivent
unkzτ = −i sgn(n)
√√√√√1
2
1 + sgn(n) h̄vzkz + β (2|n|/`2B − 2k2z)
E(τ)nkz + β/`
2
B
,
vnkzτ =
√√√√√1
2
1− sgn(n) h̄vzkz + β (2|n|/`2B − 2k2z)
E(τ)nkz + β/`
2
B
, (C.2)
où n est l’indice du niveau de Landau et que, dans le cas spécial n = 0, on rappelle que
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unτkz = 0 et vnτkz = 1. De même, on trouve les énergies propres pour τ = 1 :
E(1)0kz = −h̄vzkz − β(`
−2
B − 2k
2
z), (C.3)
E(1)nkz = −
β
`2B
+ sgn(n)
√
2|n| (h̄vF)
2
`2B
(1 + αkz)2 +
[
h̄vzkz + β
(
2|n|
`2B
− 2k2z
)]2
. (C.4)
On utilise alors le formalisme de l’annexe B pour trouver la conductivité optique à partir
de ce modèle. On obtient alors la figure C.1 qui représente le résultat pour la conductivité
optique, où, de façon similaire au cas des noeuds inclinés, un dédoublement du pic relié
à la transition 0 → 1 est présente. Ce dédoublement, induit par les termes non linéaires
dans la dispersion (i.e. α et β), est une preuve de la polarisation de vallée complète. Les
mêmes résultats qualitatifs sont donc observés pour des cônes inclinés et pour des termes
non linéaires dans la dispersion.
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