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This thesis consists of three essays, representing my attempts to understand more 
about the characteristics of financial markets.  They include: [a] evidence of 
time-varying currency betas and the contagion effect between stock market and 
foreign exchange market in developed and emerging regions;[b] the presence of 
conditional variance and the leverage effect of stock returns in the Chinese markets 
with those of the US market; and [c] the microstructure of A-shares in the Chinese 
stock market. 
 
In the first essay, the conditional time-varying currency betas from five developed and 
six emerging financial markets are examined. We employ a tri-variate asymmetric 
BEKK-type GARCH-in-Mean(MGARCH-M) approach to estimate the time-varying 
conditional variance and covariance of returns of stock market index, the world 
market portfolio and bilateral exchange rate between the US dollar and the local 
currency. The findings indicate that the world market and currency risks are not only 
priced in the stock markets, but also time-varying. It is found that currency betas are 
much more volatile than those of the world market betas. In addition, currency betas 
in emerging markets are more volatile than those in the developed markets. The 
results also provide empirical evidence of pure contagion effect between stock market 
and foreign exchange market for most of the financial markets concerned during the 
global financial crisis 2007-09, and this effect is stronger in the developing markets 
than that in the developed markets. Two applications are provided to illustrate the 
usefulness of time-varying currency betas. 
 
In the second essay, we investigate the possible presence of heteroskedasticity and the 
leverage effect in the Chinese stock markets, and to capture the dynamics of 
conditional correlation between returns of China’s stock markets and those of the U.S. 
in a bi-variate asymmetric DCC-MGARCH framework. The results show that the 
leverage effect is significant in these markets during the sample period in 2000-2013, 
vi 
 
and the conditional correlation between mainland China’s and the U.S. stock markets 
is quite low and highly volatile. The Chinese stock markets are also found to be 
highly regimes persistent. These findings have important implication for investors 
seeking opportunity of portfolio diversification. 
 
The third essay examines the microstructure of A-shares in the Chinese stock market. 
Using relatively recent data, we find statistical evidence of trade size clustering on 
multiples of 1,000 and 10,000 shares in the China A-share market. Statistical analysis 
shows that these rounded trade sizes are fundamentally different from a "background" 
distribution of trade sizes, indicating a unique preference by market participants to 
these sizes. Such clustering tends to increase with the level of liquidity, trading 
activity as well as price fluctuation. Compared with other trade sizes, the rounded 
trade sizes are more likely to be followed by another rounded trade size. Moreover, 
these rounded sizes are found to have narrower effective spread and less immediate 
market impact, yet providing more medium-term to long-term information content 
than those non-rounded ones after controlling buy-sell and size difference. Besides, 
only medium-sized rounded trades are found to contain significantly more persistent 
market impact than corresponding non-rounded ones. These observations are in line 
with the hypothesis proposed by Alexander&Peterson(2007) that rounded trade-size 
clustering is consistent, at least in part, with the actions of stealth traders who tend to 
use medium-sized rounded trades in an attempt to disguise their trades. This 
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Chapter One 
Estimating Time-Varying Currency Betas with Contagion: 
New Evidence from Developed and Emerging  
Financial Markets 
1. Introduction 
Ever since the breakdown of the Bretton Woods system in the early 1970s, 
especially the increased globalization and recent global financial crisis, 
the volatility of exchange rates and its associated risks have become an 
increasingly important issue for international financial management. It is 
widely believed that firm value is sensitive to exchange rate movements 
as the fluctuations in exchange rates affect both the cash flow of a firm’s 
operations and its discount rate employed to value a firm. However, 
empirical work on exchange rate exposure has found only limited support 
of a significant relationship between firm value and exchange rate 
changes. For instance, Jorion (1990) examines the exchange rate 
exposures of 287 US multinational corporations (MNCs) but finds that 
only a very small percentage exhibits significant exposure. Similarly, 
Bodnar and Gentry (1993) study industry-level exchange rate exposures 
for Canada, Japan and the USA, and find that only 9 of 39 two-digit 
 2 
industry portfolios exhibit significant exchange rate exposure at the 5% 
level from 1979 to 1988. A few empirical studies found significant 
exchange rate risk sensitivity under certain conditions. Bartov and Bodnar 
(1994) found that abnormal returns are related to lagged changes of 
exchange rates, which supports market inefficiency. The studies by Chow 
and Chen (1998) and Bodnar and Wong (2000), show the association 
between firm value and exchange rate changes becomes significant when 
the time horizon is increased. Williamson (2001) incorporates changes in 
the industry competitive environment and finds substantial time-varying 
foreign exchange exposure.
1
 Using a weighted market portfolios approach, 
Bodnar and Wong (2003) are the first to demonstrate the importance of 
the definition of the stock market risk factor. They find that, because large 
firms are over-represented in these indices, value-weighted market indices 
induce a positive bias in exposure coefficients. 
Recently several studies employ time-varying second moments to 
derive time-varying exchange rate exposure (see, for instance, Hunter, 2005; 
Lim, 2005; Tai, 2007; Tai, 2010; Jayasinghe et al., 2011). Hunter (2005) 
                                                 
1 Allayannis (1997), Chiao and Hung (2000), Allayannis and Ihrig (2001), and Bodner et al. 
(2002) employ pre-specified determinants of exposure coefficients to analyze the time-
variation of exchange rate exposure, but the results are mixed. Bodner et al. (2002) did not 
find evidence of time-varying exposure. 
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analyzes the time-varying exchange rate exposure of small and large firms 
using size-based portfolios of the Fama-French-type, and Lim (2005) derives 
both market and currency betas at country level, with allowance for non-
orthogonality between risk factors. Using industry data for Japan, Tai (2010) 
finds strong evidence of time-varying foreign exchange risk premium and 
significant exchange rate betas based on the tests of conditional asset pricing 
models using MGARCH-M approach where both conditional first and second 
moments of industry returns and risk factors are estimated simultaneously. 
Furthermore, the financial crises since the 1990s, especially the recent global 
financial crisis (GFC) in 2008 have boosted research on financial contagion 
and the transmission of shocks across the financial markets. Forbes and 
Rigobon (2002) differentiate the concepts between spillover and contagion for 
financial market inter-linkages. Tai (2007) found strong contagion effects 
between stock market and foreign exchange market from three emerging 
Asian countries during the 1997-98 Asian Financial Crisis. The most recent 
study by Walid et al. (2011) also found strong relationship between stock 
market and foreign exchange market by employing a Markov-Switching 
EGARCH model for four emerging countries over the period 1994–2009.  Fu 
et al. (2011) use daily industry-level stock data over the period 1994-2007 to 
 4 
study volatility transmission between the Japanese stock and foreign exchange 
markets. Their results indicate that news shocks in the Japanese currency 
market account for volatility transmission in eight of the ten industrial sectors 
considered. It is observed that most of the early studies on foreign exchange 
rate exposures focus on the US stock market (with a few on Japan) and have 
generally ignored the possible impact of contagion and spillovers during the 
financial crisis period. It is also not clear how these empirical results relate to 
other countries, especially the emerging economies and markets.     
   The purpose of this chapter is to provide some new evidence on the 
foreign exchange rate exposures in both the developed and emerging markets 
by extending previous studies through the employment of an asymmetric 
trivariate BEKK-GARCH-in-Mean framework and the most recent daily 
dataset. We adopt the general framework of conditional international capital 
asset pricing model (ICAPM) proposed by Adler and Dumas (1983) and De 
Santis and Gerard (1998) to estimate the time varying currency betas and the 
time-varying market betas for eleven developed and emerging financial 
markets. Unlike the previous studies, we employ the Baba, Engle, Kraft and 
Kroner  (BEKK) multivariate GARCH models of Engle and Kroner (1995) to 
estimate the conditional variance and covariance of return variables using a set 
 5 
of daily data spanning from 5 January 1999 to 25 July 2012. In particular, we 
compute the time-varying currency betas and market betas using estimates of 
the conditional variance and covariance of returns from country stock index, 
world market portfolio and changes in exchange rate of the trading country. 
We also examine the volatility transmissions from exchange rate shocks to 
conditional stock market returns volatility in different financial markets during 
the recent GFC. To the best of our knowledge, this is the first study that 
estimates such time-varying market and currency betas with contagion from an 
asymmetric trivariate BEKK-GARCH-in-Mean specification based on daily 
returns using the most updated dataset in both developed and emerging 
markets. The main advantage of the BEKK parameterization is that it 
guarantees the variance and covariance matrix to be positive definiteness 
during estimation, and the often alleged difficulty of interpreting parameters in 
BEKK models is not an issue. Our results indicate that currency betas are 
generally more volatile than the world market betas. In addition, currency 
betas in the six emerging markets are more volatile than those in the 
developed markets. We also find some evidence of long-memory in the 
estimated currency betas, and the existence of contagion effect between stock 
market and foreign exchange market for most of the financial markets during 
 6 
the recent GFC. These findings have important implications for investment 
and hedging strategies. 
The rest of this paper is organized as follows. The conditional version 
of international CAPM is outlined in Section 2. Section 3 presents the 
methodology employed to estimate currency betas and market betas from the 
conditional variance and covariance of return variables. Section 4 presents the 
sample data and preliminary results. In Section 5 we report and discuss the 
main empirical findings, and assess the usefulness of the conditional time-
varying betas series as a source of information for decision making. Some 
concluding remarks are given in Section 6.  
   
2. The ICAPM Framework  
 
The standard capital asset pricing model (CAPM) analyses how 
investors are compensated for investing in risky assets in their country of 
residence, and hence, the different expected return is gained by taking the 
different risk levels. Based on CAPM, the international capital asset pricing 
model (ICAPM) proposed by Adler and Dumas (1983) and others
2
 takes 
                                                 
2 Their model was initially known as international asset pricing model. Dumas and Solnik 
(1995) and De Santis and Gerard (1998) test the validity of conditional ICAPM. 
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countries as stock portfolios in the global market. Under this setting the 
systematic risk of the portfolio could be decreased without decline in expected 
return by investing different capital markets since the stock prices are affected 
by domestic or local events. In other words, domestic systematic risk can be 
diversified away by investing internationally without paying a price in terms 
of lower returns. This has important implications for international portfolio 




In a world of (L + 1) countries, the expected excess returns on 
equity/asset i  can be expressed as:  







,,11,,,,11,,1 ,,                    (1) 
where  .1tE  and  .1tCov  denote the expectation and covariance, conditional 
on the available information set 
1tI  at time (t – 1).  tir ,  denotes the excess 
return on asset i in excess of a risk free rate of return in the currency of 
denomination in country l; 
tmr ,  denotes the excess return on the world market 
portfolio denominated in the reference currency; 
tl ,  denotes the inflation rate 
in country l which includes the domestic inflation and changes in the exchange 
rate between the reference currency and the currency of denomination; 
1, tm  
                                                 
3 In appendix 1A, we provide a brief deduction for the ICAPM. 
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is the price of world market risk. The covariance between 
tir ,  and tmr ,  
measures the world market risk. In addition, 
1,, tl  denotes the price of asset 
risk in country l and the covariance between 
tir ,  and tl ,  is used to gauge the 
inflation risk and the risk of exchange rate changes. 
We consider two practical applications of the Adler and Dumas model. 
First, following Dumas and Solnik (1995) and De Santis and Gerard (1998), 
we assume non-stochastic inflation
4
 so that the PPP deviations are mostly 
reflected in the exchange rate changes. Given our daily data set used in this 
study, the changes in price levels can be negligible as compared to the 
volatilities of exchange rate changes (Cappiello et al., 2003). As a result, 
tl ,  
will be effectively reduced to currency risk (
tlxr ,, ), and accordingly, 1,, tl  will 
be reduced to 
1,, tlx , which is the price of currency risk associated with 
country l.    
Second, for parsimonious purposes, we assume that returns on a 
country stock index is a reasonable proxy for returns on assets or portfolios in 
that country, and that investors in each country will invest in assets in the 
United States. With this assumption, the second term on the right hand side of 
                                                 
4 When inflation in a country is treated as stochastic, the expected returns are dependent on 
three premiums, namely, market, currency and inflation. See Moerman and van Dijk (2006) 
for details.  However, we do not consider the inflation factor here.     
 9 
equation (1) is reduced to only one bilateral exchange rate between the US 
dollar and currency of the trading country. Although this may lead to the 
incomplete specification of the Adler and Dumas model since other currency 
premiums are still in the expected return equation, this issue is not our main 
concern as the objective of this study is to investigate the properties of time-
varying currency betas, rather than to test the validity of ICAPM.
5
 As returns 
on assets in each country is gauged by changes in the exchange rate with the 
US dollar, the proposed parsimonious structure is able to serve as a common 
yard stick to compare exposure to currency risk in each country. The 
conditional ICAPM relationship in equation (1) can thus be rewritten as the 
sum of the product of time varying betas and the respective expected returns 
of risk factors:  
 





























  . The world market beta 
(
1, tm ) measures the asset’s exposure to the world market risk while the 
currency beta (
1, tx ) measures its exposure to the currency risk.   
                                                 
5 See De Santis and Gerard (1998) and Cappiello et al (2003) for testing the validity of 
ICAPM by a set of exchange rates.   
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Following Lim (2005), we allow for possible non-orthogonality 
relationship between the world market returns and exchange rate changes. 
This leads to the following specifications for the expected returns for stock 
index, world market portfolio and changes in exchange rates:    
 
     tmtittmtxtittxtit rrCovrrCovrE ,,11,,,11,,1 ,,       (3) 
     tmtxttmtxttxtxt rrCovrVarrE ,,11,,11,,1 ,     (4) 
     tmttmtxtmttxtmt rVarrrCovrE ,11,,,11,,1 ,      (5) 
 
where 
tir ,  is the return on country l ’s stock index at time t ; tmr ,  indicates the 
return on the world market portfolio at time t ; 
txr ,  is the change in bilateral 
nominal exchange rate between the US dollar and currency of country l  at 
time t ; 
1, tm  refers to the time-varying market price of risk; and 1, tx  is the 
time-varying currency price of risk.
6
 Owing to non-orthogonality between the 
-world market returns and exchange rate changes, a non-zero  txtmt rrCov ,,1 ,  
term is included in the mean equations in (4) and (5).    
                                                 
6 The evidence in Harvey (1991), Dumas and Solnik (1995) and De Santis and Gerard (1998) 
suggests that the prices of all the sources of risk are time varying, and failing to allow them to 
vary over time could mislead one to conclude that the corresponding risks are not priced. 
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Moreover, as specified in equation (2), the expected return on 
asset/portfolio at time t is proportional to the world market returns and 
changes in exchange rates, conditional on the information available at time (t-
1). Intuitively, the proportionality factors (i.e. the world market and exchange 
rate exposure) should be time-varying because investors are sensitive to the 
new information periodically available, and hence able to adjust their 
investment strategies accordingly.
7
   
 
3. Empirical Methodology 
We employ the asymmetric version of the trivariate BEKK (3)-
GARCH (1, 1)-in-Mean (MGARCH-M) specification of Engle and Kroner 
(1995) to estimate the currency betas and market betas from the conditional 
second moments of various returns. To allow for time-varying world market 
and currency risk prices, we follow Merton (1980), De Santis and Gerard 
(1998) and Tai (2007) to model the dynamics of market risk price (
1, tm ) and 
currency risk price (
1, tx ) respectively as an exponential function and a linear 
                                                 
7 See Harvey (1991) for details. 
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8 We have tried to estimate the multivariate system model by restricting the 
m  parameters to 
be common to all countries. In particular, the system is defined as a 19-dimension Hessian 
matrix with over 3500 observations for each time series of each country, and contains 172 
parameters to be estimated in one go. However, we encountered serious convergence issue 
and could not determine the standard deviation of each estimated parameter. 
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In equations (6), 
tir ,  is the return on country price index, tmr ,  is the 
return on the world market portfolio and 
txr ,  is the changes in bilateral 
nominal exchange rate between the US dollar and currency of the trading 
country l ,
9
 respectively. Parameters tm,  and tx,  denote the time-varying 
market price of risk and currency price of risk,  ’s are time-invariant vectors 
of weights and 1tz is a set of information variables observed at the end of time 
(t-1). The information variables are used to explain changes in the prices of 
world market and currency risks, including the widely used world market 
information and also regional information variables detailed in the data 
description section. 1| tt I  denote the 3 x 1 vector of random errors at time t 
given all available information at time (t-1), which is assumed to follow a 
Gaussian distribution with mean zero and variance tH .  
To test whether there are any contagion effects between the stock 
market and foreign exchange market during the GFC, we follow Tai (2007) to 
include a dummy variable (   ) in equations (6) which has a value of one 
during the GFC and zero otherwise. In testing for the contagion effects, we 
allow the past market-specific shocks to affect the current asset returns in the 
entire sample period (i.e., the spillover effect), and then test whether there is 
                                                 
9 Exchange rate is expressed as the US dollar price of foreign currency. An increase implies a 
depreciation of US dollar relative to the relevant currency.  
 14 
any extra incremental influence of the past return shocks on these returns 
during the crisis period (i.e., the contagion effect). ).    (   ) captures the 
effect of past shock on current return within stock market (foreign exchange 
market), or the so-called MA(1) term.    , which  is the mean spillover effect, 
captures the cross-market effect from foreign exchange market to stock market, 
while     denotes the mean spillover effect from stock market to foreign 
exchange market. As for     and    , they represent extra MA(1) effect 
respectively for stock market and foreign exchange market during the global 
financial crisis. Thus, the hypothesis of no contagion between the stock and 
foreign exchange markets for each country/market can be tested for whether 
the contagion coefficients,          , are individually or jointly significant 
after the systematic risks and any mean spillover effects have been counted. 
In equation (7), C is an upper triangular 3 x 3 matrix that contains 
constant parameters in the conditional variance and covariance matrix. A and 
B and E are restricted to be 3 x 3 diagonal matrices. A indicates how current 
conditional variances and past variances are correlated, and B captures the 
relationship between conditional variances and past residual terms     . E 
captures the asymmetric impact of the vector of past negative shocks on the 
 15 
conditional covariance matrix in a manner similar to that of Glosten et al. 
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  In equation (10),
txH ,  and tmH ,  are both 3 x 1 column vectors 
containing elements from the second and third columns of tH . Note that txH ,  
represents the conditional covariance of changes in exchange rate with returns 
of the world market portfolio, itself and returns on country index, respectively. 
Similarly, 
tmH ,  represents the conditional covariance of returns of world 
market portfolio with respectively the returns on country index, changes in 
exchange rate, and itself. 
As specified in equation (9), the time-varying market betas and 






























, . When market returns and exchange 
rate changes are not orthogonal, the market betas and currency betas are 























 .             (12) 
  
If they are orthogonal, kk
tH  becomes a diagonal matrix, and the market beta 

















1,                                       (13) 
 
In comparison, we believe that equations (11) and (12) provide more precise 
estimates of betas than those models using pre-specified determinants (see, for 
instance, Allayanis, 1997; Allayannis and Ihrig, 2001), and our model should 
also be more adequate than those employing less appropriate mean structures 
to obtain the time-varying betas (see Brooks et al., 2000 and 2002; McClain et 
 17 
al., 1996; Choudhry, 2002 and 2005).
10
  Our analysis results in a total of 37 
coefficients to be estimated even with this diagonal BEKK parameterization.   
With the assumption of conditional normality, the conditional log-
likelihood of residual vector t  at time t can then be written as follows:  
             
             











                            
(14) 





  with T  
denoting the number of observations. The parameter vector   can be estimated 
by maximizing  L  with respect to  . We adopt the quasi-maximum 
likelihood (QML) estimation method as proposed by Bollerslev and 
Wooldridge (1992), which allows inference in the presence of departures from 
conditional normality. Under certain regularity conditions, the QML estimates 
are consistent and asymptotically normal. Statistical inference is made by 
calculating a robust estimate of the covariance of the parameter estimates 
using the average of the period-by-period outer products of the gradient. The 
required computer programs are coded in MATLAB and the Broyden, 
                                                 
10 Brooks et al. (2000) and (2002) take zero as the expected value of returns (
titir ,,  ), 
McClain et al. (1996) assume constant expected returns (
titi cr ,,  ), and Choudhry (2002 
and 2005) uses the MA(1) process. However, this comment does not apply to studies like 
Giannopoulos (1995), Gonzales-Rivera (1996) and Choudhry (2005). 
 18 
Fletcher, Goldfarb, and Shanno (BFGS) algorithm is employed for 
optimization.  
 
4. Data and Preliminary Results 
Our sample dataset is drawn from five developed markets (the United 
States, United Kingdom, Canada, Japan, and Australia) and six emerging 
markets (Indonesia, Korea, Singapore, the Philippines, Taiwan and Thailand). 
For each country/market, we use a set of 3537 daily closing prices spanning 
from 5 January 1999 to 25 July 2012. To explore the impact of the recent GFC, 
the whole sample period is further divided into the pre-crisis period from 5 
January 1999 to 30 June 2007; the crisis period from 1 July 2007 to 30 June 
2009; and finally the post-crisis period from 1 July 2009 to 25 July 2012. The 
series are culled from Morgan Stanley Capital International (MSCI) and 
DataStream. The country level portfolios are proxied by the MSCI country 
indexes measured in US dollar. The world market portfolio is proxied by the 
MSCI dollar-denominated world market index, which is a value-weighted 
index free from exchange rate fluctuations
11
 (see Giannopoulos, 1995; MSCI, 
                                                 
11 Our approach is consistent with Giannopoulos (1995) to the effect that the market risk and 
currency risk should not be aggregated, and conversion of country index returns into a 
common currency will have an adverse impact on their volatility.  
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1998). Bilateral exchange rates for the non-US countries are proxied by MSCI 
rates, which are then converted to the US dollar price. A trade-weighted 
exchange rate compiled by the Bank of England is used to measure the 
exposure of the US assets to currency risk. 
12
 
The daily returns (in percentage) of country stock index (i), world 
market index (m), and the bilateral exchange rate (x) are computed, on a 
















r   xmij ,,              
(15) 
 




Following Harvey (1991), Dumas and Solnik (1995), De Santis and 
Gerard (1998) and Tai (2007), we select a set of information variables used to 
                                                 
12 For the countries studied in this essay, they all adopted floating exchange rate system during 
the sample period. There might be rare cases when the government will intervene the 
exchange rate or the local market, say during the global financial crisis period. But statistically, 
it won’t really affect our results 
13 To handle the problem of nonsynchronous return observations, the world market return is 
taken one period lag depending on where the country locates. 
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model the dynamics of 
1, tm  and 1, tx , including the variation in the US term 
premium (DUSTP) which is measured by the yield spread between 10-year US 
Treasury notes and 3-month US Treasury bills, the US default premium 
measured by the yield difference between Moody’s Baa-rated and Aaa-rated 
US corporate bond (USDP), the change in the S&P’s 500 stock market index 
return (SPX), the change in return on MSCI high  dividend yield index 
(MHDY), the change in the 30-day Eurodollar deposit rate (DEUIR), and a 
constant term (CONST). We also include in the set of instrumental variables 
the MSCI regional index (REGIN) (including PACIN for the Pacific region, 
EURIN for the European region and NAMRIN for the North American 
region
14
) to account for the regional effect on the dynamics of the risk prices. 
All the data are extracted from DataStream.  
Table 1.1 presents the summary statistics for daily returns of country 
indexes, the world market index and the exchange rate changes as well as the 
information variables.
15
 As it can be observed in Panel A, all the stock returns 
                                                 
14 Due to the high correlation between SPX and NAMRIN, we take a one-period lag in 
NAMRIN. 
15 We also performed the unconditional correlation analysis of these information variables. 
The results (available upon request) show that all the correlation coefficients are below 0.5 
(except the value between REGIN (NAMRIN) and SPX), which are consistent with the 
previous studies and indicate that the selected instrumental variables contain sufficiently 
orthogonal information.  
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are negatively skewed except for the Philippines and exhibit excess kurtosis, 
ranging from the lowest 2.30 in Taiwan to the highest 16.07 in the Philippines. 
The Jarque-Bera test statistics for normality is extremely high in all cases, 
exceeding the 1% level of significance. In contrast, it is noted in Panel B that 
the exchange rate changes exhibit both positive and negative skewness, and 
also have much larger kurtosis than that of the stock returns for seven 
countries, including Australia, Indonesia, Korea, the Philippines, Singapore, 
Taiwan and Thailand. The Philippines and Thailand have the largest excess 
kurtosis, amounting to 133.04 for the Philippines and 109.22 for Thailand, 
respectively. As it can be seen in Panel C, the information variables are also 
both positively and negatively skewed with excess kurtosis ranging from 4.32 
for PACIN to 22.99 for DEUIR. The Jarque-Bera test statistics in Table 1.1 
are all significant at the 1% level, attesting to non-normal distribution of all 
the variables. Such empirical evidence of non-normality in stock returns and 
changes in exchange rates provides further justification for estimating 
parameters by the quasi-maximum likelihood method. 
 
[Please Insert Table 1.1 here] 
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As it can be seen in Table 1.1, the augmented Dickey-Fuller test 
statistics suggest that the returns of stock indexes, the world market index and 
exchange rate changes are all stationary at the 5% level. The Ljung-Box 
statistics for returns with 20 lags (Q(20)) are statistically significant for all 
countries and the world market, indicating that stock returns are not free from 
linear dependencies. The similar results can be observed for exchange rate 
changes with the exception of the US and for the instrumental variables except 
PACIN. Moreover, the Ljung-Box test for squared residual returns at 20 lags 
(  202Q ) are significant at the 5% level for all the series except the exchange 
rate series in the Philippines, thereby indicating some degree of non-linear 
dependency. Our findings provide strong empirical support for employing 
GARCH-type models to capture the time-varying conditional variance and 
covariance. 
[Please Insert Figure 1.1 here] 
[Please Insert Table 1.2 here] 
 
We have also conducted a battery of tests for constancy in exchange 




  These tests include the cumulative sum of squared recursive 
residuals (CSSRR) as suggested by Brown et al. (1975), the White’s (1980) 
and ARCH-LM tests for heteroskedasticity. Figure 1.1 presents the results of 
the cumulative sum of CSSRR test. It is noted from Figure 1.1 that the CSSRR 
crosses the critical value boundaries in most of the cases at the 5% level of 
significance, suggesting parameter instabilities.
17
 As it can be seen in Table 
1.2, the White’s and the ARCH LM test results are all significant at the 1% 
level, which provides further evidence that the parameters specified in 
equation (2) are likely to be unstable, a further motivation for estimating the 
time-varying betas.  
 
5. Empirical Findings 
 
We now turn to the estimations of the asymmetric trivariate BEKK(3)-
GARCH(1,1)-in-Mean model with time-varying prices of risk and the time-
                                                 
16 This refers to the constant parameter version of the regression equation in (2) 
17 As two slope coefficients are involved in the regression, one may argue that this instability 
may stem from the market beta, but not from the exchange rate exposure beta. To address this 
issue, we have regressed country returns on exchange rate changes only and obtained the 
cumulative sum of squares of recursive residuals. The diagrams are very similar to those 
displayed in Figure 1.1. As such, it is more likely that the CSSRR crosses the critical value 
boundaries in all cases. 
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varying currency betas and market betas, followed by testing validity of the 
specification and an assessment of the stochastic structure of time-varying 
currency betas and the applications.    
 
5.1 Conditional volatility, time-varying currency betas and market 
betas 
We report in Table 1.3 the estimation results of the asymmetric 
trivariate BEKK(3)-GARCH(1,1)-in-Mean model as specified in equations 
(6)-(9) for the eleven financial markets using the quasi-maximum likelihood 
method of estimation. The parameter estimates of the time-varying prices of 
risk and the results of the hypothesis tests concerning the time-varying prices 
of risk are reported in Panels A and B. Panel C presents the estimation results 
of the conditional mean equation concerning the spillover and contagion 
effects, and Panel D reports the parameter estimates for the conditional 
variance process.  
As regards the time-varying prices of risk, we test four formal 
hypotheses with our model based on the Wald test. We first conduct the 
likelihood ratio test on the joint null hypothesis of zero prices on currency risk, 
and then on the null hypothesis that the prices of currency risk are constant. As 
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it can be seen in Panel A, the p-value for the test statistics is equal to zero for 
all the sample countries. These test results imply that the currency risk is not 
only priced in these countries, but also time-varying. We conduct the same 
tests on market risk, and the results (Panel B) confirm that the market risk is 
not only priced, but also time-varying in all these countries. The results are 
consistent with that of De Santis and Gerard (1998) and Tai (2007) who find 
both currency and market risks are priced factors.
18
 Furthermore, it is 
interesting to note from Panels A and B that the instrumental variables DUSTP, 
SPX and MHDY have significant predicting power in the time variation of 
prices on the currency risk in most of the countries, while USDP, SPX and 
MHDY are significant in most cases in predicting the time variation of prices 
on market risk. The regional index variable is only significant in explaining 
the time variation of currency risk prices in Canada and Taiwan, and for 
market risk prices in Canada and the UK. Similarly, USDP and DEUIP are 
found significant in explaining the time variation of currency risk prices 
                                                 
18 We also employed the trivariate BEKK-GARCH model to estimate the currency betas and 
market betas from the conditional second moments of various returns model by constraining 
the prices of risk to be time-invariant. In a sharp contrast to the results reported in Panel A of 
Table 3, the prices of both currency and market risk were found statistically significant only in 
Korea and the US (the results are available upon request). The poor performance of time-
invariant prices of risk model in identifying the statistically significant relationship between 
excess return and risk is largely due to the assumption that the prices of currency and market 
risks are constant. 
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respectively in Canada and Australia, while DUSTP and MHDY are significant 
in explaining the time variation of market risk prices in Canada.    
 
 [Please Insert Table 1.3 here] 
We now turn to the contagion and spillover effects across the markets. 
As it can be seen in Panel C of Table 1.3, the parameter estimates for mean 
spillovers are significant in most of the sample countries. The past return 
shocks originating from the domestic stock market are found to have 
significant and positive impact on the foreign exchange market in Australia, 
the UK and the USA, and negative in Japan. On the other hand, the past return 
shocks emanating from the currency market are found to have significant and 
positive impact on the stock return in the domestic capital market in seven out 
of eleven cases, The results suggest that the exchange rates lead stock prices in 
most cases in both the developed and developing economies, with the 
exception of Australia where a feedback relation between its stock and foreign 
exchange markets is found. The finding of significant positive impact of past 
return shocks from the stock market (foreign exchange market) on foreign 
exchange market (stock market) is consistent with Ajayi and Mougoue (1996) 
and Tai (2007) where currency appreciation is found to have a positive effect 
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on domestic stock market. This finding can also be explained based on stock-
oriented model of exchange rates (Frankel, 1983), namely a bull market 
increases the wealth of domestic investors, which in turn leads to an increase 
in demand for money and increase in capital inflows, and eventually leads to 
an appreciation of the currency. 
 As regards the contagion effects, the results in Panel C show that in 
six cases the contagion effects are found to be significantly and positively due 
to the shocks originated from the domestic stock market to the foreign 
exchange market, and negative in one case. On the other hand, with the 
exception of Korea and the UK, the contagion effects due to the shocks from 
the foreign exchange market to the stock market are found to be significant 
and positive in Canada and the USA, and significant and negative in Australia, 
Indonesia, Japan, Philippines, Singapore, Taiwan and Thailand. The 
significantly negative impact of past foreign exchange shocks on the domestic 
stock market can be explained by the flow-oriented exchange rate model 
(Dornbusch and Fischer, 1980), which posits that currency appreciation affects 
firms’ international competitiveness, hence expected cash flows, and 
eventually the returns on domestic stock market.  
 28 
 We now turn to the volatility clustering and persistence. As it can be 
seen in Panel D of Table 1.3, most of the intercept terms associated with 
simple market and pair-market are significant in most countries. All the 
estimates of GARCH parameters ia , xa , ma , ib , xb and mb are each statistically 
significant at the 1% level in all countries with the exception of ma in the cases 
of Indonesia, Philippines and Taiwan, thereby suggesting that the conditional 
variances are highly correlated with the previous ones and past shocks. The 
results imply the presence of strong persistence and volatility clustering in 
each stock market, the world market and the exchange rate markets.  
 
[Please Insert Table 1.4 here] 
[Please Insert Table 1.5 here] 
 
To further evaluate the relative performance of the model, we conduct 
the diagnostic tests of the residuals. Table 1.4 reports the summary statistics of 
the standardized residuals for stock returns and exchange rate changes. It can 
be seen that the Ljung-Box statistics for the standardized and squared 
standardized residuals at 20 lags (  20Q  and  202Q ) have dropped 
significantly compared with the statistics reported in Table 1.1. In most cases 
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the Ljung-Box  20Q  and  202Q  statistics are smaller than the critical value at 
the 5 % significant level. As such, the diagnostics suggest the absence of serial 
correlation, and that the proposed asymmetric trivariate BEKK(3)-GARCH 
(1,1)-in-mean model is reasonably adequate to capture the conditional 
volatility of stock returns and changes in exchange rates. We then calculate the 
time-varying market betas and currency betas from the estimates of 
conditional variance and covariance matrix Ht using equations (11) and (12) 
during both the whole and different sub-periods, and report the results in Table 
1.5. As shown in Table 1.5, the average value of each market and currency 
beta is quite close to their corresponding OLS point estimate across countries 
and does not change much over the different periods. All the market betas and 
their OLS estimates are positive, and the estimated currency betas associated 
with the bilateral exchange rate against the US dollar are also positive in all 
cases and across the different sub-periods. It is also interesting to note that the 
US dollar exchange rate is found to be highly positively related to the returns 
on assets in some emerging markets, with a mean value ranging from 2.847 in 
Taiwan and 2.241 in Thailand to 2.092 in Indonesia and 2,089 in Korea, but 




 These findings have important implication for firms’ hedging 
strategies. Although it might be at a risk of over-simplification, one can 
interpret the results as follows: an exporter from the United States can hedge 
against his currency risk by investing in the Canadian assets as the latter’s 
returns are negatively correlated with depreciation of the local currency. 
Importers or investors whose consumption basket consisting of imported 
goods from the concerned countries can hedge against their currency risk by 
investing in assets in any country other than Canada. The empirical results 
lend further support to the proposition by Campbell et al. (2010) that if stock 
returns and exchange rates are positively correlated, the investor can reduce 
portfolio return volatility by over-hedging, and if negatively correlated, the 
investor can reduce portfolio return volatility by under-hedging, that is, by 
holding foreign currency. 
It is interesting to note that the estimated time-varying market betas 
and currency betas exhibit a very different pattern in mean value and volatility. 
As it can be seen in Table 1.6, the mean values of the currency betas in the 
developed markets are much smaller than that in in the emerging markets 
                                                 
19 We also find that the values of the time-varying market betas and currency betas are all 
increased in all countries (especially in Korea where the currency beta is almost doubled) 
when the prices of risk are time-variant, in comparison with the results assuming constant 
prices of risk (the results are available upon request),  
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where the currency betas are all positive. On the other hand, all the six 
emerging markets show a much higher volatility in conditional currency betas 
in comparison with the developed markets. In a contrast, the market beta in 
most countries tends to be less volatile than the currency betas, especially in 
the emerging markets. This finding is consistent with our casual observation 
that the emerging markets are mostly characterized by high volatility largely 
associated with country-specific and region-specific political, social and 
economic events. It also lends a support to Lin et al. (2002) that there are 
different macroeconomic variables which contribute and lead to the 
fluctuating properties of currency betas in the developed countries and the 
emerging economies. It is also noted that the sample kurtosis of currency beta 
is greater than that of the corresponding market beta in eight countries. This 
suggests that the distribution of currency betas tends to have thicker tails than 
that of the market beta. These features are further demonstrated in Figure 1.2 
where the solid nearly flat line indicates the Hodrick-Prescott filtered trend. As 
can be seen from Figure 1.2, the fitted currency betas in the six emerging 
economies are all above their market beta series, and fluctuate within a wider 
range than those in Canada, Japan, the UK and the US.   
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[Please Insert Table 1.6 here]  
 [Please Insert Figure 1.2 here] 
 
Next, we examine whether the time-varying currency betas and market 
betas are mean-reverting and stationary. We employ a widely used semi-
nonparametric test proposed by Geweke and Porter-Hudak (1983) for such a 
purpose. We first perform a one-sided test to check the validity of the null 
hypothesis that the fractional differencing parameter (d ) equals to 0 versus the 
alternative hypothesis that d is greater than 0, and then a second one-sided test 
under the null hypothesis that d is equal to 0 versus the alternative hypothesis 
that d is less than 1. The GPH test results are reported in Table 1.7.   
[Please Insert Table 1.7 here] 
 
As can be seen in Table 1.7, the null hypothesis is rejected at the 1% 
level for 50.0 and above for all cases. All the time-varying currency betas 
series consistently reject both )0(I  and )1(I  processes. This implies that the 
betas series may follow a long memory process or an ARFIMA(p,d,q), 
with 10  d . The GPH test results suggest that the currency betas for Taiwan, 
Thailand and UK are covariance stationary as well as mean-reverting, and the 
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currency betas for Canada, Japan and Singapore are more likely to follow 
similar patterns, whereas currency betas for Australia, Korea and the US 
indicate covariance non-stationary, but mean-reverting dynamics. Our findings 
indicate that investors may exploit the mean-reverting feature of currency 
betas for forecasting purposes. The basic idea of mean reversion is that high or 
low currency betas in these markets are only temporary and they will 
eventually converge to the mean in the long-run. This could be very useful in 
formulating trading strategies against currency risk in the exchange rate 
markets.
20
       
 
            5.2   Usefulness of time-varying currency betas 
 
  We now turn to the discussion about the usefulness of the conditional 
time-varying betas series as a source of information for decision making. First, 
we compare currency betas among the concerned countries by using the 
                                                 
20 The mean reversion model can be exploited strategically to make extra gains. For instance, 
Foster and Stine (2003) introduced a test to determine whether a particular investment strategy 
can yield profits when they studied the incremental added-value of mean-reverting trading 
strategies, and Chua et al. (2006) developed their mean-reverting yield-curve strategies and 
tested the profitability of each of the strategies based on that the yield curve mean-reverts to 
an unconditional yield curve. 
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stochastic dominance criterion. Then, we discuss the usefulness of time-
varying currency premiums computed from the currency betas.   
 
5.2.1 Dominance of currency betas among countries 
 
The rules of stochastic dominance have been widely used to compare 
risk of stock returns.
21
 However, in order to have a meaningful comparison of 
the distribution of currency betas, we have to modify
22
 the conventional first 
order stochastic dominance inequalities. For instance, when an investor wants 
to identify the exchange rate exposure in the nine countries, he/she needs to 
consider both negative and positive values of time-varying currency betas for 
each country. This is because equal magnitudes of currency betas irrespective 
of their signs indicate similar risks. As such, it is more appropriate to compare 
                                                 
21  For example, Gonzales-Rivera (1996) applies the stochastic dominance criterion to 
compare risks associated with the time-varying market betas of firms, and Brooks et al. (2000) 
employ the same approach to analyzing impacts of regulatory changes on the risk and returns 
of the US banking industry. 
22  Let )( ,txxF   and )( ,txyG   be the cumulative distribution functions (CDFs) of the time-
varying exchange rate exposure (currency betas) of two countries x and y , respectively. 
Country x ’s currency beta first order stochastic dominates country y ’s exposure beta, if two 
CDFs do not cross and )()( ,, txytxx GF    for all tx,  with at least one strict inequality, and 
country x ’s exposure beta is said to second order stochastic dominate country y ’s exposure 
beta, if 0))()(( ,,,
,
  txtxytxx dGF
tx

  for all 
tx,  with at least one strict inequality. 
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distributions of currency betas in absolute values. Figure 1.3 plots the 
empirical cumulative distribution (ECD) of currency betas in absolute value. 
Apparently, the ECDs of currency betas in the emerging markets consistently 
lie below the right side of those ECDs for the rest of the countries, with 
Taiwan being the lowest. It is interesting to note that, among the four 
emerging markets, Singapore has the highest ECD curve, and so does her 
economic development level. These findings indicate that these emerging 
markets, especially Taiwan, have the highest currency exposure during the 
sample period in comparison with the developed economies, while the 
Singapore market is in between. Among the developed markets, Australia and 
Japan seem to be less exposed to the currency risk than Canada, UK and the 
US as their ECDs are located on top of the rest. However, the results based on 
the CDFs can’t be fully reflected in the mean values of the time-varying 
exposure betas. For instance, Australia seems to be more exposed to exchange 
rate changes than Japan as the former has a mean value of 0.158 versus -0.19 
for Japan in Table 1.5. But on the other hand, as shown in Figure 1.3, Japan 
seems to have the same order as Australia, suggesting that both countries share 
the same level of exposure. Therefore, it is recommended to rank the cases by 
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using the second order stochastic dominance as some of the CDFs cross over 
each other.   
 
[Please Insert Figure 1.3 here] 
[Please Insert Figure 1.4 here] 
 
For practical consideration, consider an importer from the US looking 
for means of hedging against the currency risk through investment in foreign 
assets. It is clear now that the selection rule based on the absolute values of 
currency betas may not be helpful to choose the proper country for allocating 
funds. Our results suggest that, in this situation, the empirical distribution of 
nominal values of currency betas would be more preferred. As depicted in 
Figure 1.4, for an importer considering hedging against his currency risk, it 
would be more appropriate for him to consider investment in the emerging 
markets, which are highly positively exposed to the depreciation of the US 
dollar. By the same token, assets in country like UK would be an appropriate 
choice for exporters seeking means of hedging against currency risk.  
 
5.2.2   Time-varying currency premiums 
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As discussed in Section 3, the time-varying market and currency betas 
can be estimated under the broad ICAPM framework using equations (6) to (9). 
It is natural to explore the relationship among currency, market and total risk 
premiums by country. For each country, the market premium (MP) and 
currency premium (CP) can be expressed as follows: 
 
 tmtm rEMP ,1,                 (16) 
 txtx rECP ,1,                 (17) 
 
Here the market premium is proportional to the expected return of world 
market portfolio and the market beta, while the currency premium is 
proportional to the expected return of changes in exchange rates and the 
currency beta. According to our model, the conditional proportionality factors 
(market beta and currency beta) vary over time. Hence, the total risk premium 
can be computed as the sum of conditional market premium and currency 
premium. 
Tables 1.8 and 1.9 presents the computed mean values of conditional 
market, currency and total risk premiums (TP), and their standard deviations 
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by country for the whole sample period and three sub-periods to assess the 
dynamics over time, especially the impacts on the risk premium of the recent 
global financial crisis.
23
 We use data covering each of the sub-periods to 
estimate the parameters of the mean equation (6) and then calculate the 
corresponding risk premiums. For easy comparison, all risk premiums are 
expressed in percentage. As it can be seen in Table 1.8, the mean and standard 
deviation for the post global financial crisis (GFC) period in most countries 
are more than doubled that during the pre-GFC periods, and are reasonably 
similar to those of the entire period. In addition, the average currency 
premiums of assets during the entire sample period are positive in five cases 
and negative for Canada, Japan, UK and the US. 
  
[Please Insert Table 1.8 here] 
[Please Insert Table 1.9 here] 
 
                                                 
23 We have also employed different specifications of the mean equation (such as excluding the 
constant term, adding a VAR(1) term, and so on) to estimate the parameters using data 
respectively covering the whole sample period and the post-financial crisis period for 
robustness test. The results (available upon request) show that the calculated means of the risk 
premiums are quite similar, but the volatility of the premiums varies substantially. This 
confirms the effect of structural break and the results reported in Table 8 are robust.  
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 It is interesting to note from Table 1.8 that, with the exception of four 
negative currency premium countries, all the rest have a currency premium 
accounting for a minimum of about 20% of the total during the whole sample 
period. For the  emerging markets excluding Indonesia and Taiwan, the 
currency premium shows a much larger percentage in the total premium than 
that in the developed markets except Australia, ranging from the lowest at 
45% in Singapore to the highest at 82% in the Philippines. It is also noted in 
Table 1.9 that the currency premium is in general more volatile in the 
emerging markets than in the developed markets, which is consistent with our 
early findings. The recent GFC is found to have a much profound impact on 
the currency risk premiums in the emerging markets, especially in Indonesia, 
the Philippines and Taiwan. This finding is consistent with Lin (2011) who 
reports that exchange rate exposure became more significant or greater during 
the 2008 global crisis period. Our findings have important implication for 
investors’ currency hedging strategies as the mean value and volatility of the 
currency premium differ substantially between the developed and emerging 
markets. Investors in different markets need to balance the currency risk 
premium associated with each market and the benefits from choosing an asset 
as a means of hedging.    
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6. Concluding Remarks 
In this chapter we have employed an asymmetric trivariate BEKK(3)-
GARCH(1,1)-in-Mean model to examine the time-varying currency betas and 
market betas with contagion effects for the selected countries from the 
developed and emerging financial markets using a set of daily data including 
the returns of country indexes, the world market index and the exchange rate 
changes from 5 January 1999 to 25 July 2012. One notable feature of this 
study is that the time-varying currency betas are computed from the 
conditional variance and covariance of the return variables, thereby 
accommodating the conditional correlation between the bilateral exchange rate 
changes and market returns. As such, the estimated time-varying currency 
betas are more adequate than those estimates without taking the possible 
correlations into account. In addition, our model allows the prices of both 
world market and currency risks to be time-varying subject to a set of 
instruments. 
The results show that most of the selected instrumental variables are 
statistically significant explaining the dynamics of the prices of risk. The joint 
hypothesis test results confirm that the currency risk is not only priced in the 
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concerned countries, but also time-varying, and that the market risk is also 
both priced and time-varying in these countries. This finding is consistent with 
some existing studies that both currency and market risks are priced factors. 
The instrumental variables DUSTP, SPX and MHDY are found to be 
significant in predicting the time variation of prices on the currency risk, while 
USDP, SPX and MHDY are significant on market risk. We also find evidence 
that there exist strong pure contagion and spillover effects between stock 
market and foreign exchange market in these financial markets.  
Moreover, the results reveal that all the six emerging markets show a 
much higher volatility in conditional currency betas in comparison with the 
developed markets, and the market beta in most countries tends to be less 
volatile than the currency betas, especially in the emerging markets. The US 
dollar exchange rate is found to be highly positively related to the returns on 
assets in some emerging markets, but negatively related to returns on assets in 
Canada. These findings have important implication for firms’ hedging 
strategies. The mean and standard deviation during the post-GFC period are 
found more than doubled that during the pre-GFC periods, and the recent GFC 
is found to have a much profound impact on the currency risk premiums in the 
emerging markets, especially in Indonesia, the Philippines and Taiwan. Based 
 42 
on the GPH test we find evidence of long-memory of the estimated currency 
betas and mean-reverting, which has important implications for trading 
strategies against currency risk in the exchange rate markets. The two 
applications of the estimated time-varying currency betas further demonstrate 







Conditional Heteroscedasticity with Leverage Effect in 
Stock Returns: Evidence from the Chinese Stock Market 
1. Introduction 
In the last thirty years, China's economy has witnessed its astonishing and 
unprecedented development, especially after her joining the World Trade 
Organization(WTO). From 2002 to 2012, China's annual average GDP growth 
rate reached a double figure at 10.7%. As the saying that "the stock market is 
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always a barometer of the economy", China's stock market has greatly 
benefited from the fast economic development, especially after the intensive 
reforms brought by the Securities Regulatory Bureau to the regulatory and 
initial public offering system since 2000. 
 
Naturally, the capital supply to the China A share market has expanded 
extremely in the last decade. As reported by the World Federation of 
Exchanges, the combined Shanghai and Shenzhen stock exchange market 
value has exceeded USD 6.23 trillion dollars in 2007, over 13 times of its 
market value in 2002, which was only 0.463 trillion dollars. As of 2012, the 
total China's stock market value has surpassed Japan in 2012 to be the second, 
only after the total US market value.
24
   
                                                 
24 There are five different types of equity ownership for the listed companies in the Chinese 
stock market, including state-owned shares, legal person shares, employee shares, A-shares, 
and B-shares. The first three types of shares are non-tradable, and only A-shares and B-shares 
can be traded on the securities market. A-shares are quoted in Renminbi (RMB), and could 
only be traded by Chinese citizens and late opened up to Qualified Foreign Institutional 
Investors (QFII) since 2002.The B-shares market was introduced for foreign investors and 
traded in foreign currency. Since March 2001, Chinese citizens may also trade B-shares with 
legal foreign currency accounts. But The China B-share market is negligible in terms of 
trading volume. According to the report by China Centre for Market Value Management 
(CCMVM) on 27th January 2010, the value of China's A-share market rose 100.88 per cent 
year-on-year to 24.27 trillion yuan ($3.57 trillion) as of the end of 2009, overtaking Japan's 
$3.53 trillion, and next to the USA’s $15.08 trillion. Since then, it fell marginally behind 
Japan in 2010 and 2011, and surpassed Japan again in 2012 with the market value amounting 
US$3.7 trillion, according to the World Federation of Exchanges. 
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However, on the other side, the Chinese stock market is also one of the most 
volatile and mysterious market, which has been called by many observers a 
“casino”. In the recent years there are several far-reaching events that have 
greatly affected the Chinese stock market. The most notable event is definitely 
the global financial crisis (GFC) 2007-2009.  The impact of this previous 
financial crisis on the daily returns of the Shanghai and Shenzhen markets can 
be clearly viewed in Figure 2.1. The two Chinese stock exchange markets 
experienced two-year extreme fluctuation and a consistently long bear market 
thereafter. The total Chinese stock market value shrank almost half from 6.23 
trillion in 2007 to 3.39 trillion in 2011, though there's a slight 0.3 trillion 
increase in 2012. Moreover, the SSE(SZSE) composite index has fallen from 
its peak, 6092(1577) points in 2007 to only 2269(881) points as of Dec 31, 
2012, despite the still fast economic development during this period, with the 
average GDP growth rate  being 8.7% from 2007 to 2012. 
 
Thus, it seems that after the GFC, the stock market fails to be the "barometer" 
of the economy in China. This has become a major concern to the policy-
makers, institutional investors, and especially retail investors, who suffer the 
most loss in the persistent bear market. According to a recent study by the 
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Shenzhen Stock Exchange, retail investors took about 82.4% of the total 
trading value on the Shenzhen Stock Exchange, while the retail trading value 
was about 83.5% on the Shanghai Stock Exchange in 2012. At the same time, 
A-share stocks are settled using a T+1 schedule. It requires that the earliest 
time that a stock purchased today can be sold is the next trading day. As a 
result, both exchanges exhibit relatively strong "herding" effect (see Zhang et 
al, 2012).  
[Please Insert Figure 2.1 here] 
The presence of heteroskedasticity in stock returns affirms that 
investment decisions in the current period are affected by the unexpected 
volatility in the previous period. Many existing studies focusing on the 
developed financial markets have revealed that the financial time series data 
exhibit linear dependence in volatility, which indicates the presence of 
heteroskedasticity, implying the existence of volatility clustering, that is, big 
shocks are followed by big shocks. Engle(1982) first proposed an 
autoregressive conditional heteroscedasticity(ARCH) model to estimate the 
variance of the inflation rate of United Kingdom, where the ARCH effect is 
found to be significant. Bollerslev(1986) further generalizes ARCH(GARCH) 
model to allow for  past conditional variances in the current conditional 
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variance equation, that is, big shocks are followed by big shocks. However, in 
these two models, only the magnitude of the shock, but not the sign, affects 
conditional volatility. Therefore, both models cannot capture the stylized fact 
that bad (good) news increase (decrease) volatility(Braun et al. 1995, 
Bekaert&Wu, 2000). This limitation has been overcome by the introduction of 
more flexible volatility specifications which allow positive and negative 
shocks to have a different impact on volatility. The relatively more recent 
extensions on GARCH models include the following: i)the Exponential 
GARCH (EGARCH) model of Nelson (1991). Compared with other GARCH 
extensions, EGARCH has the advantage of imposing less restrictions on  
parameters; ii)the Asymmetric GARCH (AGARCH) of Engle and Ng (1993); 
iii) the threshold GARCH by Glosten et al. (1993) (GJR-GARCH), which 
models positive and negative shocks on the conditional variance 
asymmetrically via the use of the indicator function; iv) the asymmetric power 
ARCH(apARCH) of Ding et al. (1993), which allows for both leverage and 
the Taylor effect, named after Taylor (1986) who observed that the sample 
autocorrelation of absolute returns was usually larger than that of squared 
returns; v) the Component GARCH(C-GARCH) of Engle and Lee(1999), 
which decomposes the conditional variance into a permanent and transitory 
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component so as to investigate the long- and short-run movements of volatility 
affecting securities.  
Given the presence of many retail investors in Chinese stock market, as 
well as its T+1 trading schedule, we conjecture that the heteroscedasticity and 
leverage effect should well exist in both SSE and SZSE market. However, to 
our surprise,  only heteroscedasticity without leverage effect can be found in 
the few literature that cover Chinese stock market.  
The earliest study relating to Chinese stock market is by Xu (1999). But 
this chapter finds no leverage effect in the Shanghai stock market using data 
set covering daily returns of SSE composite index from 1992 to 1995 by 
establishing that the standard GARCH model performs better than both 
EGARCH and GJR-GARCH models. It indicates the possibility that the price 
fluctuation might mostly be caused by the government policies as well as  
heavy and immature regularities. Copeland and Zhang (2003) also find no 
evidence of leverage effect in mainland China’s stock markets when they 
adopt the EGARCH model to capture the volatility during the period in 1994-
2001. 
In more recent studies, Lee et al. (2001) applied both GARCH and 




 from Dec 1990 to Dec 1997, and found strong evidence of 
time-varying volatility, and periods where high and low volatilities tend to 
cluster. But, leverage effect is only found in Shanghai A-share market. 
Fabozzi et al(2004) also find that leverage effect is only present in Shanghai 
Stock Exchange by fitting TGARCH model to the daily SSE index during the 
period in 1992 to 2001.  
Another strand of literature on Chinese stock market focus on its linkage 
and integration with other stock markets, especially the stock market in US. 
Based on the four-variable asymmetric GARCH fitted in the BEKK structure 
developed by Engle and Kroner (1995), Li (2007) concludes that no direct 
linkage exists between mainland China’s stock markets and the U.S. market, 
thereby furnishing portfolio investors with diversification benefits. More 
recently, Johansson and Ljungwall (2009) use MGARCH model to explore the 
spillover effects and linkages among the three stock markets in the Greater 
China region. They find no indications of long-run relationships among the 
three markets in Mainland China, Hong Kong and Taiwan, but there exist 
short-run spillover effects in both returns and volatility in the region. Lin et al. 
                                                 
25 The Shanghai Stock Exchange and the Shenzhen Stock Exchange are the two exchanges in 
China that trade China A-share stocks that are denominated in Chinese Yuan (or the RMB). 
The China B-share market is denominated in the U.S. dollar and is negligible in terms of 
trading volume. 
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(2009) employ the dynamic conditional correlation (DCC) model to study the 
correlation between the Chinese and world stock markets, and find no 
evidence of an increasing trend of correlation from 1993 to 2006. Moon and 
Yu (2010) use GARCH(1,1)-M models to examine the short-run spillover 
effects of daily stock returns and volatilities between the Standard & Poor’s 
(S&P) 500 stock index in the US and the Shanghai Stock Exchange index in 
China, and find evidence of a symmetric and asymmetric volatility spillover 
effect from the US to China, but symmetric volatility spillover effect from 
China to the US in the period 2005-2007. 
In this chapter, we intend to examine the presence of heteroskedasticity 
and the leverage effect in the Chinese stock market, and to capture the 
dynamics of conditional correlation between returns of China’s stock markets 
and those of the US in a bi-variate asymmetric DCC multivariate GARCH 
(aDCC-MGARCH) framework with daily stock return data ranging from 
January 3, 2000 to September 30, 2013. More specifically, we employ an array 
of GARCH models to study the leverage effects of these markets, and employ 
the Engle et al (2002) asymmetric dynamic conditional correlation (aDCC) 
model and extend the Kim(1993) time-varying-parameter models with 
Markov-switching heteroskedasticity to explore the regime persistence and the 
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spillover effects between the Chinese and US markets. To the best of our 
knowledge, this is the first study that estimates both the dynamic conditional 
correlation and the leverage effects in the Chinese stock market in a unified 
framework with the most updated data set.  
This study implies three major contributions. First, this study is among 
the first few to examine comprehensively the leverage effects in the emerging 
Chinese stock markets with the most updated dataset. As we know, the stock 
market volatility and its relationship with the stock price in the developed 
financial markets has been well studied, but only a few studies have been done 
for the emerging markets. Study on the asymmetric volatility in the Chinese 
market has not only theoretical contribution, but also important policy 
implication, especially during the crisis period, as the presence of the leverage 
effects implies that a large decline in stock price will be associated with a 
sharp increase in market volatility. Second, in this study two discrete regimes 
for each stock market, namely a relatively stable state and highly volatile state, 
are identified to make probabilistic inference on the persistence of each state. 
The evidence of regime persistence will have important implications for 
market participants relating to the benefits of the active trading strategy. 
Finally, it focuses on time-varying dynamic conditional correlations during the 
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period when several most notable events occurred, including the recent GFC. 
This will contribute to our better understanding of the dynamic linkages 
between the Chinese stock markets and the US market throughout the entire 
period, especially in the most recent years, and generate important information 
for investors seeking opportunity of portfolio diversification. 
The rest of this chapter is organized as follows. Section 2 describes the 
methodology used for this study, and Section 3 analyzes the data sets and the 
estimation results. The last section concludes with implication drawn from our 
findings on equity investment. 
 
2. Methodology and the Model 
Many existing studies have revealed that the financial time series data 
exhibit linear dependence in volatility, which indicates the presence of 
heteroskedasticity, implying the existence of volatility clustering. Engle (1982) 
proposed the ARCH model, which assumes time-varying variances are 
conditional on past information and unconditional variances are constant. 
Bollerslev (1986) later extended the model into the generalized autoregressive 
conditional heteroscedasticity (GARCH). The GARCH(1,1) model is often 
sufficient for most of financial series, thereby has effectively reduced the lag 
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length in the ARCH model that may induce cumbersome computation. Nelson 
(1991) proposes the exponential GARCH(EGARCH) model to capture the 
asymmetric response to “good news” and “bad news” through interpolating 
absolute residuals into the conditional variances equation and relax the non-
negativity constraints by taking the log form. The GJR-GARCH model 
developed by Glosten et al. (1993) treats asymmetric effect as a dummy 
variable and is also capable of capturing leverage effect.  
Although direct generalizations from the univariate GARCH models are 
straightforward, their applications are limited by practical issues associated 
with cumbersome computation and strong restrictions on parameters to 
guarantee positive definiteness of variance matrixes. To tackle the 
computational complexities associated with the direct generalizations, 
Bollerslev (1990) introduces the constant conditional correlation (CCC)-
MGARCH model. In particular, the univariate GARCH models are used to 
capture each returns series and then linked together by the conditional 
correlation matrix. It allows for more flexibility, and also is easier to interpret. 
Tse and Tsui (2002) develop a varying-correlation MGARCH (VC-MGARCH) 
model. They assume that the time-varying conditional-correlation matrix 
follows an ARMA(1,1) structure, which is similar to a dynamic conditional 
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correlation (DCC-MGARCH) model proposed by Engle (2002). Li et al. (2002) 
provide an extensive review of recent theoretical results for univariate and 
multivariate time series models with conditional volatility errors. Cappiello et 
al(2006) propose an asymmetric DCC-GARCH model to examine correlation 
dynamics among different asset classes and investigate the presence of 
asymmetric responses in conditional variances and correlations to negative 
returns. McAleer (2005) reviews a wide range of univariate and multivariate, 
conditional and stochastic, models of financial volatility, and McAleer et al. 
(2007) discuss recent developments in modeling univariate asymmetric 
volatility.  
We first define the GARCH framework for modelling conditional 
heteroskedasticity and leverage effect for the three stock indices, namely, SSE, 
SZSE and S&P500 composite stock indices, and then capture the time-varying 
conditional correlations between these three indices by applying the 
asymmetric DCC-GARCH model(Cappiello et al, 2006). Lastly, we extend the 
Markov regime switching models proposed by Kim (1993) to capture the 
changing relationship between returns of China’s two stock exchange markets 
and that of the U.S.   
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Let ri,t be the daily return of the Chinese markets and the U.S. markets. 
The conditional mean equation for each variable can be specified as an ARMA 
structure. To analyze the day seasonality effects in these stock markets, 
especially in the Chinese stock markets, and the market efficiency, we extend 
the conditional mean equations for the daily returns by including dummies to 
capture the weekday effects, which is specified as follows,  
    =∑           
 
   ∑           
 
   + 
        +        +        +         +        +     (1) 
 
where i represents respectively the Shanghai Stock Exchange Composite 
Index, the Shenzhen Stock Exchange Component Index and the S&P 500 
index; I is the dummy representing respectively the week days Monday 
through Friday; and εit is the error term. 
The GARCH(1,1) proposed by Bollerslev (1986) is used for the 
conditional variance equation: 
                                     (2) 
    
               
            
       (3) 
The error term      is assumed to follow a skewed generalized error distribution 
(GED), which is defined as, 
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where H(.) is the Heaviside step function, and      
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  represent the skew and shape parameters, respectively. 
The absolute moments of     |  , required for deriving the central 
moments, are generated from the following function: 
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       (5) 
The mean and variance are then calculated as: 
           
    
                                               
  (      ) + 2  
    , 
The skewed generalized error distribution (SGED) is then standardized to zero 
mean, unit variance by making use of the moment conditions as above. 
In Equation (3),      , 1 0i  , 1 0i   and 1 1 1i i   . Parameters in 
the above equations are estimated by the maximum likelihood method to 
obtain Quasi-Maximum Likelihood Estimators (QMLE) in the absence of 
normality of the conditional shocks     . 
To investigate the effects of the long- and short-run movements of 
volatility on these three index returns, we employ Engle and Lee’s (1999) 
component GARCH (C-GARCH) model to decompose the conditional 
variance into permanent which is slowly mean reverting and transitory 
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component that is more volatile. Let      represents the permanent component 
of the conditional variance for stock i, the C-GARCH(1,1) model is specified 
as: 
    
           (      
        )      (      
        )         (6) 
                        
        
       (7) 
where the intercept of the GARCH model is now time-varying following first 
order autoregressive type dynamics. The difference between the conditional 
variance and its trend,        
         is the transitory component of the 
conditional variance. It is noted that the long run component evolves over time 
following an AR process with    close to 1, while the short run component 
mean reverts to zero at a geometric rate (    . We impose the following 
restriction, 0       <   <1 so that the long run component is more 
persistent than the short run component.  
To capture the asymmetric effects of the shock, we employ three types 
of asymmetric GARCH models. The first one is the Exponential GARCH 
(EGARCH) model suggested by Nelson (1991), which relaxes the positive 
restrictions on parameters in the GARCH(1,1),  
      
                     |      |   |      |              
   (8) 
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where      captures the sign effect, or asymmetric effect of the shock, 
    captures the size effect. Theoretically, the sign of       should be positive, 
as shock with higher absolute value should have stronger effect on volatility. 
We expect the sign of      to be negative, which indicated that negative shock 
has stronger effect on volatility than equally positive shock.  
The second model is GJR-GARCH(1,1) which includes a dummy 
variable,       , to differentiate the effect of positive and negative shocks. 
    
               
                  
            
    (9) 
where the indicator variable        takes the value 1 if          and 0 
otherwise. 
 
The third model is the APARCH(1,d,1) which imposes Box-Cox power 
transformation on the conditional volatility function, thus allowing for more 
flexibility, which is specified as follows: 
    
          |      |             
            
     (10) 
where      denotes leverage effect, a positive value indicates a stronger effect 
for negative shock than equally positive shock. 
In order to capture conditional correlations between returns of the 
Shanghai Stock Exchange Composite Index ( shtr ), the Shenzhen Stock 
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Exchange Component Index ( sztr ) and returns of the S&P 500 Index ( sptr ), we 
employ an asymmetric dynamic conditional correlation (aDCC) model to 
examine the time-varying conditional correlations in a bivariate GARCH(1,1) 
framework. In particular, we employ the following specification for the CC-
GARCH(1,1) model, 
[
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 ]  (11)   
where [
         
           
]          (  [
 ρ
ρ  
])    and  i= sh or sz 
Note that off-diagonal elements of the  - and  -matrix provide information on 
“news effect” and “volatility spillover effect”, respectively, while diagonal 
elements deliver its own ARCH and GARCH effects. Based on the univariate 
GARCH estimation results, we specify the bivariate aDCC-GARCH models 
by assuming the residuals of shtr and sztr  follow GJR-GARCH(1,1) and the 
residuals of 
sptr  follows EGARCH(1,1). The joint part for the specification of 
the aDCC-GARCH(1,1) model is 
[
         
           
]          (  [
   
   
])     
where        and       is the residual from the GJR-GARCH(1,1) estimation, 
and       is the residual from EGARCH(1,1) estimation, The mean-reverting 
conditional correlations can be specified as follows,  
  = 
     




       ̅     (              ̅  )    (         ̅  )                  ̅   , 
                    and   ̅              .   ̅   is the unconditional correlation 
between      and     .         ̅    ; and  ̅    ̅  the unconditional expected 
correlation otherwise. Non-negative scalars   and    are assumed to satisfy 
the stationarity assumption,   +   <1.  
  Ignoring the constant term and assuming normality, the conditional log 
likelihood function of sample size n is, 
 
In fact, the CC-GARCH model is nested within the aDCC-GARCH 
model by restricting    and    to zero. For computational simplicity and easy 
comparison between the aDCC-GARCH(1,1) and the CC-GARCH(1,1), we 
directly interpolate the mean of the return series into the conditional mean 
equation. To account for any possible different time zone effect, we use one 
day lagged S&P index in the estimations. Furthermore, we divide the whole 
sample period into pre-, during- and post-crisis periods to assess the dynamics 































Finally, we employ the Markov-switching models to study the regime 
switching and to assess the conditional heteroskedasticity of       and      . 
The oscillatory behavior of time-varying volatility can be categorized into two 
distinct regimes, namely, the relatively stable state and highly volatile state. 
As it is difficult to quantify an unobserved and discrete state variable, we 
assume that tS  follows a two-state, first-order Markov chain with transition 
probabilities specified as follows: 
           |                         |        
          |                         |        
where      stands for the relatively stable state;      represents the highly 
volatile state; and          ,          . High     indicates the stock 
market is highly persistent in the relatively stable state, with small probability 
of shifting to the highly volatile state, while high     denotes the stock market 
is always unstable, with small probability of transferring to the relatively 
stable state. If     and     are quite low, it indicates that the stock market is in 
frequent regime switching. We use the following VAR(1) Markov regime 
switching model to study the regime persistent property and to assess the 
conditional heteroskedasticity of       and      .         is included as an 
exogenous regression variable.  
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And the time-varying-parameter models with Markov-switching 
heteroskedasticity is specified as 
                                                                  
                                   
            
              (13) 
              
   
          |                         |        
          |                         |        
where ,i sh sz ,      is assumed to follow normal distribution, The coefficients 
of the return variables are assumed to be time-variant and follow an AR(1) 
process to capture uncertainty induced by the dynamics of linkage between the 
Chinese and US stock markets. In contrast to Kim (1993) who imposes a 
random walk specification on      to represent regime changes that only occur 
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when new information is accessible, we estimate    on        and expect a 
positive value in equation (13). Further, we have conducted several tests by 
employing the efficient algorithm a la Bai and Perron (2003) to identify the 
existence of multiple structural changes and corresponding number of breaks 
associated with interpolating full sample of the returns into the conditional 
mean equation, The LM and Ljung-Box tests are applied to assess the 
appropriateness of the two Markov-switching models. 
 
 
3. Empirical Analysis 
3.1 Data Description 
The data sets used in this study were collected from Datastream 
spanning from January 3, 2000 to September 30, 2013. To explore the impact 
of the recent GFC, the whole sample period is further divided into the pre-
crisis period from January 3, 2000 to June 30, 2007; the crisis period from July 
1, 2007 to June 30, 2009; and finally the post-crisis period from July 1, 2009 
to September 30, 2013. Three indices were collected, including the Shanghai 
Stock Exchange Composite Index, the Shenzhen Component Index, and the 
S&P 500 index. The Shanghai Composite Index launched on July 15, 1991 is 
 63 
a whole market index, including all listed A-shares and B-shares traded at the 
Exchange. A-shares are traded in RMB, while B-shares are traded in U.S. 
dollars at the Shanghai Stock Exchange and in Hong Kong dollars at the 
Shenzhen Stock Exchange. The index is compiled using Paasche weighted 
formula. Differing from the Shanghai Exchange, the Shenzhen Component 
Index only selects 40 representative listing companies’ tradable shares to track 
the market’s performance, thereby minimizing the inaccuracy induced by non-
tradable shares. The S&P 500 Index, initially published in 1957, is one of the 
most widely quoted and tracked market-value weighted indices, representing 
prices of 500 stocks actively traded in either New York Stock Exchange or 
NASDAQ. Since March 2005, it has implemented the policy that only actively 
traded public shares (float weighted) are considered for the calculation of 







     
where itr stands for the daily return of the Shanghai Stock Exchange 
Composite Index (sh), the Shenzhen Stock Exchange Component Index (sz), 
and the S&P 500 Index (sp), respectively. itP stands for the close price of each 
index adjusted for dividends and splits at date t.  
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Table 2.1 displays the summary statistics of the daily returns of these 
three indices. As can be seen from Table 2.1, all the series are left-skewed and 
highly leptokurtic for the whole sample. In particular, sptr has the highest 
kurtosis of about 8 and sztr shows the lowest kurtosis of 3.57 with a skewness 
of -0.37 in the whole sample period. It is noted that during the post-GFC 
period all the series are more left skewed with lower values of kurtosis than in 
the full period. It implies that all the indices have a distribution with an 
asymmetric fat tail toward negative values. Such non-normal properties are 
also captured by the highly significant Jarque-Bera test statistics. The high 
Lagrange multiplier test statistics also indicate strong ARCH effects of these 
series. As such, appropriate GARCH models seem adequate to accommodate 
the statistical feature of leptokurtosis. 
[Please Insert Table 2.1 here] 
Before proceeding to the model estimations, we have employed the 
augmented Dickey-Fuller (ADF) and the Efficient Modified Phillips-Perron 
(PP) tests to check the stationarity of all the series. Our findings, available 
upon request, show that all ADF and PP test statistics are significant at the 1% 
level, thereby indicating that all the return series are stationary. 
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3.2 Empirical Results  
We begin with an analysis of the day seasonality effects in these stock 
markets, especially in the Chinese stock markets, to assess the market 
efficiency. We estimate the conditional mean equations for the daily returns of 
the three indices as specified in Equation (1). The optimal ARMA orders are 
determined based on the AIC. Table 2.2 reports the estimation results.  
[Please Insert Table 2.2 here] 
As it can be seen in Table 2.2, the estimated coefficients of the 
Mondays’ dummy variables are positive for China’s two stock markets and 
negative for the U.S. during the full sample period and most of the sub-periods, 
but they are all statistically insignificant. Although the estimated weekday 
effects are found statistically insignificant in the U.S., there is significant 
evidence of the day of the week effect on Thursdays for both the Shanghai and 
Shenzhen Stock Exchanges and on Wednesdays for the Shenzhen Exchange in 
the full sample period, and significant Tuesday effects in both the pre-crisis 
and the crisis periods in the Chinese markets. Possible explanation behind this 
interesting Tuesday effect is that in bull market, when negative news hit the 
market during weekend, the investors tend to hold different views in the 
coming Monday. The negative news is confirmed by investors in Tuesday 
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after Monday’s trading. The estimated coefficients of the Wednesday effects 
are positive and  largest in China’s both markets though it is statistically 
insignificant in the Shanghai Stock Exchange, and the coefficients of the 
Thursdays’ dummy variables are negative and statistical significant in both 
markets. The evidence of weekday effects in the Chinese stock markets 
implies that the well-known efficient market hypothesis does not hold in this 
market as traders can possibly make excess returns simply by knowing what 
day of the week it is and when to trade. The results lend support to Doyle and 
Chen (2009) who report that the Chinese stock markets were generally more 
inefficient than those in western economies if the size of the wandering 
weekday is a sign of market inefficiency. The finding of lowest return for the 
Chinese stock markets on Thursdays and highest on Wednesdays is consistent 
with that of Qiao et al. (2011). Using a non-parametric stochastic dominance 
(SD) approach, Qiao et al. (2011) report that there is a tendency for the lowest 
mean return on Thursday and the highest mean return on Wednesday in the 
Chinese stock markets during the period 1994-2008. It is also interesting to 
note that the day seasonality effects in the two Chinese markets are fairly 
symmetric over the sub-periods, and the recent GFC has shifted the weekday 
effects from Tuesday to Wednesday in both markets. We have conducted 
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several statistical tests to the residuals of the daily returns of the three indices, 
and the results (available upon request from the authors) confirm the ARCH 
effect. 
We then estimate the GARCH, C-GARCH and three asymmetric 
GARCH models respectively for the Shanghai Stock Exchange, the Shenzhen 
Stock Exchange and the US stock market by using the quasi-maximum 
likelihood estimation method with diagnostic tests on standardized residuals 
and BIC under normal, Student’s t and the (skewed) generalized error 
distributions (GED). The results show that the models fitted with the skewed 
GED outperform those under the other distributions, with the exception of 
APARCH where GED and normal distribution outperform the rest.  Due to 
space limitation, we report respectively in Tables 2.3A through 2.3E the quasi-
maximum likelihood estimation results of each GARCH model and diagnostic 
tests of standardized residuals as well as AIC and BIC under the GED and 
skewed GED for each market. The results for the rest are available upon 
request. As it can be seen from Tables 2.3A-2.3E, all the parameters satisfy 
the restrictions we discussed early and are significant mostly at the 1% level 
except the constant terms in the full sample period and most of the sub-periods. 
The results show that the GARCH model offers weaker evidence of a positive 
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risk-return relation than does the C-GARCH model. It is noted from Table 
2.3E that the estimates of     are significant and close to 1 in all the three 
markets for both the whole and sub-sample periods, confirming the long 
memory feature of volatility.
26
 The estimates for   are significant except 
during the post-crisis period for the Shenzhen and the U.S. markets, which 
indicates that the volatility innovation is the main driver for both the trend and 
the transitory components. We also find evidence that the recent GFC has 
made the markets more volatile, especially in the case of China. 
[Please Insert Table 2.3A here] 
[Please Insert Table 2.3B here]  
[Please Insert Table 2.3C here] 
[Please Insert Table 2.3D here]  
 [Please Insert Table 2.3E here] 
 
                                                 
26 Lin and Fei (2013) employ the rescaled range analysis (R/S), modified R/S method and 
detrended fluctuation analysis (DFA) to investigate the long memory property of Chinese 
stock markets and report that the stock markets in China display moderate positive degree of 
long memory. 
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In contrast to Xu (1999) and Copeland and Zhang (2003), we find 
significant estimates for the leverage effect in both the Chinese stock markets 
and the U.S. market from the three asymmetric GARCH models. As it can be 
seen in Tables 2.3C-2.3E, all the estimates of   are statistically significant at 
the 1% level with expected sign in the full sample period and most of the sub-
periods for both the Shanghai and Shenzhen Stock Exchanges , indicating that 
bad news does affect return volatility more than good news. The results from 
the sub-sample periods further confirm that the asymmetric effect exists both 
before and after the crisis though the estimate from the EGARCH and 
APARCH models is not significant during the post-crisis period in the 
Shanghai Stock Exchange and during the pre-crisis period in the Shenzhen 
Stock Exchange. The result is consistent with the finding from Huang and Zhu 
(2004) who find evidence of the asymmetry effect in the Chinese stock 
markets in the period 2001-2003. Zhang and Li (2008) also report that the 
asymmetry effect begins to appear in May 1996. One possible explanation for 
the insignificant estimate for the leverage effect in some of the sub-periods is 
that, although the models predict the existence of a leverage effect, the typical 
good-news-chasing behavior of the Chinese stock investors found by Yeh and 
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Lee (2000) may still dominate, especially during the crisis period.
27
 The 
results from the asymmetric models show that the leverage effect is significant 
and exists in both the full-sample period and the sub-periods in the U.S. The 
finding of a close to unity asymmetry parameter from the APARCH model 
during the post-crisis period is generally consistent with that in Danielsson 
(2011) who reports that the estimated parameter for the leverage effect is equal 
to 0.912 from the Student-t version of APARCH(1,1) using daily S&P 500 
returns from January 1, 1990 to December 31, 2009.  
[Please Insert Table 2.4 here] 
 
We now turn to the analysis of the dynamic linkage between China’s 
stock markets and those of the U.S. in a bivariate GARCH(1,1) framework. 
The estimates of conditional correlations between returns in the Chinese and 
the U.S. stock markets from the bivariate CC-MGARCH(1,1) and aDCC-
GARCH models are reported in Table 2.4. We also report in Table 2.4 some 
diagnostic test results (the rest are available upon request). As it can be seen in 
                                                 
27 Girardin and Joyeux (2012) find that the volatility played an increasing role in the Chinese 
A-share market at the expense of speculative factors, and the B-share market has shown 
speculative characteristics since it was opened to domestic investors in 2001. There is a 
disconnect of long-run stock market volatility from real economic activity in China.  
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Table 2.4, both the CC-MGARCH(1,1) and aDCC-GARCH models satisfy the 
restrictions imposed on the GARCH(1,1) model. The finding of significant 
estimates for diagonal components reported in Panel A implies strong ARCH 
(    and    ) and GARCH effects (    and    ) in the Chinese markets. 
However, the statistically insignificant estimates for the off-diagonal 
components suggest that the cross-market news effects and volatility spillover 
effects are not important. The results show that there is no empirical evidence 
in support of spillover effects between the Chinese and the U.S. markets. This 
finding is in some sense consistent with Johansson and Ljungwall (2009), but 
in contrast to that in Moon and Yu (2010) who find evidence of a symmetric 
and asymmetric volatility spillover effect from the US to China.
28
  
Overall, the estimated conditional correlations by the CC-GARCH and 
the aDCC-GARCH are very similar, though the aDCC-GARCH estimates tend 
to exhibit a higher value.  The aDCC-GARCH model also predicts an 
increasing trend of conditional correlation between the Chinese and U.S. 
                                                 
28 Hwang et al. (2013) analyze the dynamic conditional correlations (DCC) of the daily stock 
returns of 10 emerging economies in comparison with those of the US for the period of 2006–
2010. They find different patterns of crisis spillover among 10 emerging economies, such as 
contagion, herding, and post-crisis adjustment. Our finding of increasing trend of conditional 
correlation between the Chinese and U.S. markets after the GFC is generally consistent with 
Hwang et al. (2013) that the patter of crisis spillover can appear through post-crisis adjustment.  
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markets, especially after the GFC. It is also noted that the conditional 
correlations between the Shanghai and Shenzhen Stock Exchanges show a 
declining trend over the different periods. The covariance and conditional 
correlations estimated from the aDCC-GARCH model between China’s 
Shanghai (Shenzhen) stock market and the U.S. market are plotted in Figure 
2.2. The covariance captures the amount of comovement between the returns 
in these markets and determines if changes in co-movement are due to changes 
in correlations between these markets or due to volatility. 
 As it can be seen in Figure 2.2, although the linkage between the 
Chinese and the U.S. markets is quite low, there is sign of increasing 
connection between the two markets with a relative stable covariance, 
especially since the recent GFC, due to the integration of global financial 
markets. It is noted that the correlations between the Chinese and U.S. market 
are highly volatile and vary remarkably over time, while the covariance 
remains relatively stable with the exception of the crisis period. It is also 
interesting to note that there is a declining but more volatile trend of the 
correlations between the Shanghai and Shenzhen Stock Exchanges in the 
recent years. This phenomenon can be explained by the different types of 
listing firms and investors in these two markets. The finding of a low 
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connection between the Chinese and the U.S. markets and the declining 
correlation between the two Chinese markets has important implication for 
portfolio strategy and diversification.  
[Please Insert Figure 2.2 here] 
 
We have conducted several tests by employing the efficient algorithm a 
la Bai and Perron (2003) to identify the existence of multiple structural 
changes and corresponding number of breaks associated with interpolating full 
sample into the conditional mean equation. All the test statistics are 
insignificant at the 5% level for both specifications, indicating that no break 
has been introduced when 
, 1sp tr   is interpolated. This finding is confirmed by 
the statistic value of BIC, modified Schwarz criterion (LWZ) and sequential 
method with all selecting zero break. 
Finally, we estimate the Markov regime switching models specified in 
Equation (12) and the time-varying-parameter models with Markov-switching 
heteroskedasticity in Equation (13), and report the results respectively in 
Tables 2.5 and 2.6. It is interesting to note that both models generate similar 
results with the mean returns and the variances in the two different states. 
Focusing on the volatility we note that all the estimates are statistically 
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significant at the 1% level for the whole sample and the three sub-periods, 
which indicates the existence of two discrete regimes and Markov-switching 
heteroskedasticity in the two Chinese markets. Each regime appears highly 
persistent. Both 
11p and     are found to have a value close to unity in the 
whole sample period. It is meant that, when the stock market is in one regime, 
no matter in a relatively stable or a highly volatile state, it is hard to switch to 
another regime. In general the probability of persistence in the relatively stable 
regime is found slightly higher than the one in the highly volatile regime, and 
both markets demonstrates a similar persistent characteristic. This finding 
seems to be against our casual observations, but we do observe in reality that 
the persistence phenomenon prevails during some periods. For instance, the 
Chinese markets experienced persistently high level of volatility in 2008, 
while in 2006 it was quite stable. The duration of high volatility is about 25 
days on average in the Shanghai Stock Market and 55 days in the Shenzhen 
market, while the low volatility state lasts for 33 days in the Shanghai Stock 
Market and 42 days in the Shenzhen market. It is also interesting to note the 
changes in the probability of persistence in the different sub-periods. The 
recent GFC has reduced substantially the probability of regime persistence in 
the Shanghai Stock Exchange, but not much in the Shenzhen market.   
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[Please Insert Table 2.5 here] 
[Please Insert Table 2.6 here] 
 
In contrast to our expectation, the estimates of the mean returns from 
both models are quite small, far less than unity, and mostly not significant. 
The results indicate that there is a weak linkage between the two Chinese 
markets and between the Chinese and the US markets. This finding is 
consistent with our casual observation, and confirms that the time-varying 
relationship between shtr  and , 1sp tr   is characterized as an AR(1) process. 
Furthermore, the conditional variances from both models are significant in 
each regime for all the markets and peaked during the crisis period, signaled 
by the crash of several large U.S.-based financial institutions. It is also not 
surprised to note that the conditional variances in the unstable regime are 




This study intends to examine the presence of heteroskedasticity and the 
leverage effect in the two Chinese stock markets, and to capture the dynamics 
of conditional correlation between returns of China’s stock markets and those 
of the U.S. in a bivariate aDCC-MGARCH framework. We extended the time-
varying-parameter models with Markov-switching heteroskedasticity proposed 
by Kim (1993) to capture the dynamic relationship. In contrast to some of the 
existing studies on the Chinese stock market, we found strong evidence of the 
existence of leverage effect in both the Shanghai and Shenzhen markets during 
the sample period from January 3, 2000 to September 30, 2013. The finding 
has important policy implication, especially during the crisis period, as the 
presence of the leverage effects implies that a large decline in stock price will 
be associated with a sharp increase in market volatility. Then, the results also 
show that there is significant evidence of the day of the week effect on 
Thursdays for both the Shanghai and Shenzhen Stock Exchanges and on 
Wednesdays for the Shenzhen Exchange in the full sample period, and 
significant Tuesday effects in both the pre-crisis and the crisis periods in the 
Chinese markets. The evidence of weekday effects in the Chinese stock 
markets implies that the well-known efficient market hypothesis does not hold 
as traders can possibly make excess returns simply by knowing what day of 
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the week it is and when to trade. Furthermore, the conditional correlation 
between the Chinese and the U.S. stock markets is found to be quite low and 
highly volatile. The results from the aDCC-GARCH model show an 
increasing trend of conditional correlation between the Chinese and U.S. 
markets, especially after the GFC, while a declining trend between the 
Shanghai and Shenzhen Stock Exchanges. It is also found that the conditional 
correlations estimated from the time-varying regime-switching model between 
the Shanghai and the U.S. stock markets are larger than that between the 
Shenzhen and the U.S. stock markets. Finally, the Chinese stock markets are 
found to be highly regimes persistent, thereby reducing potential benefits 
induced by active trading. These findings have important implication for 








Rounded Trade Sizes and the Information Content of 
Trades in China A-share Markets 
 
1. Introduction 
Trade-size clustering is an observed phenomenon in many markets of various 
assets. Alexander and Peterson (2007) find that stocks on the NYSE and 
Nasdaq markets exhibit clustering effects around multiples of 500, 1000, and 
5000 shares. Ap Gwilym and Meng (2010) describe the size clustering effects 
in the FTSE100 index futures market and find that the number of daily distinct 
trade sizes increases with trade frequency and with intraday volatility. In a 
more recent work, Palao and Pardo (2012) find that carbon trades on the 
European carbon futures market are concentrated in sizes of one to five 
contracts and in multiple of five. Mu et al (2009) analyze preferred numbers 
and the distribution of trade sizes in the China stock markets, where the 
authors use the tick by tick data from the Shenzhen Stock Exchange (SZSE) in 
2003 to fit q-Gamma distribution. All of the aforementioned works show that 
market participants tend to prefer a certain number of shares and their 
multiples to trade stocks (or other assets), not a continuous spectrum of trade 
size, even considering the round lot requirements of different exchanges. 
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Trade-size clustering effect and the mechanism behind it are important to the 
understanding of market microstructure dynamics. The saying that "it takes 
volume to move the price" indicates that the formation of price at 
microstructure level cannot be fully understood without a clear analysis of 
trade sizes. Studies such as that of Gopikrishnan et al (2000) reveal that the 
number of shares traded for a given stock in a fixed time interval follows a 
power law with a relatively slow decaying tail. Such findings are further used 
in studies on price dynamics (for example, Bouchaud (2011); see also Gabaix 
et al (2003)), often involving integral calculations assuming a power law 
distribution of trade sizes. Strong clustering effect of trade sizes may affect the 
accuracy of such analysis on price dynamics because of the potential invalidity 
of a smooth, continuous power law distribution assumption. 
 
In empirical market microstructure literature, the impact of trades of small and 
large sizes has been a key research topic. The empirical research conducted by 
Hasbrouck (1988, 1991b), Algert (1990), Madhavan and Smidt (1991), and 
Easley et al (1997) show that informed traders are more likely to submit large 
orders. In other words, large orders tend to convey more information than 
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small orders. A recent study by Ozsoylev and Takayama (2010) further 
extends this line of thinking by allowing traders to choose from multiple trade 
sizes, which also leads to the conclusion that in general large orders are more 
preferred. However, many institutional investors, when holding a large amount 
of shares of stocks to trade, tend to break the large orders to many orders of 
medium sizes, as documented in and discussed by Barclay and Warner (1993), 
Hasbrouck (1995) and Chakravarty (2001). The empirical evidence that large 
orders are broken into medium-sized orders is that medium-sized trades often 
exhibit significantly stronger relative price impact than that of orders of other 
sizes. In recent years, such breaking-down of large orders by institutional 
investors has been increasingly done by trading algorithms. While analyzing 
30 DAX stocks on the Deutsche Boerse for trades that occurred in January 
2008, Hendershott and Riordan (2011) find that orders sent by algorithms are 
on average of smaller sizes than orders sent by human and algorithm orders 
contribute more to the efficiency of price formation process. 
 
As more and more institutional investors start to use trading algorithms to slice 
large orders to smaller chunks of medium and small sizes, it is plausible to 
assume that the effect of trade size clustering will start to diminish. This is 
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because at microstructure level, for trading algorithms, trade sizes that are of 
multiples of 500 as found out by Alexander and Peterson (2007) will be of no 
strategic difference than trade sizes of multiples of 700 or 900, for example. 
What will be critical for an algorithm to decide the size of a trade will be its 
own schedule when slicing the large order, the availability of liquidity in the 
market when the algorithm demands it, as well as other market structure 
requirements such as the round lot size which is an exogenous factor 
transparent to all market participants. Therefore, for a market where investors 
(especially institutional investors) are not using trading algorithms extensively, 
the effect of trade-size clustering - if it exists - may indicate specific trading 
behaviors that market participants exhibit. A related (but not exactly the same) 
discussion is presented in Moulton (2005), where the effect of trade-size 
clustering is studied for the FX markets. Moulton (2005) finds that the trade-
size clustering effect starts to decrease at quarter-end when investors start to 
trade shares that are specifically desired in order to align their holding 
positions after the quarter-end with their design originally proposed to their 
customers. The share numbers that are specifically desired by such investors 
reflect the structure of the holding portfolios of individual investors; therefore, 
they are not necessarily the same as or close to clustering sizes. This means 
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that the effect of trade-size clustering can vary with time depending on 
changing behaviors of investors. In addition to quarterly changes of trade-size 
clustering effect in the FX market as described by Moulton (2005), Palao and 
Pardo (2012) also found that in the European carbon market, trade-clustering 
effect increases when market uncertainty (as measured by intraday volatility) 
is high, market liquidity is poor and the desire for opening new positions is 
very strong. They believe that with higher uncertainty in the market, carbon 
traders tend to use clustered trade sizes in order to simplify their trading 
process.  
 
The “negotiation” hypothesis postulated by Harris (1991) is one of the 
explanations in literature on trade-size clustering effects. It may reflect traders' 
behaviors that, when they are under the pressure to execute their trades, they 
may prefer a discrete set of trade sizes during their negotiation process. 
Furthermore, Alexander and Peterson (2007) find that NYSE and Nasdaq 
trades increasingly cluster on multiples of 500, 1,000, and 5,000 shares. Such 
clustering also tends to increase with the level of trading activity and price 
fluctuation. Besides, medium-sized rounded trades tend to have greater 
relative price impact than large rounded trades. The authors propose the 
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"stealth trading" hypothesis that trade-size clustering is consistent, at least in 
part, with the actions of stealth traders who tend to use medium-sized rounded 
transactions in an attempt to disguise their trades. 
 
What remains as a question in the literature, is that even when market 
volatility remains subdued, will traders still prefer a discrete set of trade sizes? 
Although the literature is relatively thin in analyzing the reasons behind 
clustered trade sizes and prices, existing works seem to convincingly indicate 
that trade size does not have a smooth, continuous distribution like those 
assumed in Gopikrishnan et al (2000). This is beyond the basic market 
structure requirement of round lots. In fact, the concentration of trade sizes on 
multiples of 500, 1,000 and 5,000 shares shown in Alexander and Peterson 
(2007) still cannot rule out a q-Gamma distribution of aggregated trade sizes 
as described in Mu et al (2008). With the continuous proliferation of trading 
algorithms, trade size clustering effect as described by Alexander and Peterson 
(2007) may become less important because of the undiscriminating nature of 
such algorithms in slicing a large order as discussed above. Or, to put in 
another way, trade size distribution may start to shift toward and become more 
continuous on small and medium size ranges, leaving large size range thinly 
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populated. In other words, a market with trading algorithms widely used may 
see concentration of trades on small and medium sizes, not large sizes. 
Clustering effect of the trade sizes on round lot numbers and the multiples of 
them may still exist and can become obvious under certain circumstances, but 
the prominence will gradually diminish. 
 
However, it is worth noting that in markets where trading algorithms are 
commonly used by investors, certain types of trading activities such as short-
selling may still exhibit significant clustering effects on trade sizes. This is 
mostly because, as discussed in Blau et al (2009), such orders tend to be 
informational and execution uncertainty often outweighs the considerations of 
market impact or information leakage; therefore, traders may still intend to 
trade relatively aggressively with trade sizes clustered on certain numbers of 
shares. Such argument can be further generalized to non-short-sell orders 
under the condition that execution certainty tops the list of factors that a trader 
considers in real-time trading which may lead to trade size clustering effect 
from time to time. 
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Moreover, such "leftward shifting and more continuous" hypothesis of trade 
size distribution may become invalid when two conditions are not satisfied: 
first, the usage of trading algorithms becomes common among investors, and 
second, market volatility (especially intra-day volatility) remains subdued. 
Trading in an emerging market such as China can easily violate these two 
conditions, because: (1) usage of trading algorithms by institutional investors 
is still rather small (see Zhang (2011)), and (2) relatively large participation by 
retail investors, the restrictions on short selling as well as T+1 settlement often 
lead to significant “herding” effect that causes sudden jump in intraday 
volatility. If trading algorithm usage is relatively low and intraday volatility is 
relatively high, do we see significant rounded size clustering effect on China 
A-share markets, as has been found by Alexander and Peterson(2007) in US 
stock market? If yes, can we study the information content of trades of these 
rounded trade sizes to determine if these trades are more informational than 
trades of non-rounded sizes? or in other words, does the “stealth trading” 
phenomenon also exist in China A share market? These are the main questions 
that we intend to answer. 
 
The contribution of  our work to the literature is three-fold: 
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Firstly, with relatively recent tick-by-tick data, we're able to provide statistical 
evidence of trade size clustering on multiples of 1,000 and 10,000 shares in 
China A-share market. Statistical analysis shows that these rounded trade sizes 
are fundamentally different from a "background" distribution of trade sizes, 
indicating a unique preference by market participants to these sizes.  
 
Secondly, such rounded size clustering tends to increase with the level of 
liquidity, trading activity as well as price fluctuation. Compared with other 
trade sizes, the rounded trade sizes are more likely to be followed by another 
rounded trade size.  
 
Thirdly, these rounded sizes are found to have smaller effective spread and 
less immediate market impact, yet producing more medium- to long-term 
information content than those non-rounded ones after controlling the buy-sell 
and size difference. Besides, only medium-sized rounded trades are found to 
contain significantly more persistent market impact than corresponding non-
rounded ones. These observations provide support to the "stealth trading" 
hypothesis that informed traders tend to use medium-sized rounded trades in 
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an attempt to disguise their trades. This hypothesis is further supported by 
impulse response function(IRF) analysis through VAR modeling. 
 
The structure of this chapter is as follows: in Section 2, we present specific 
description about the market structure in China A-share markets and compare 
it with other developed markets in the world. In Section 3, we provide 
descriptions on the tick data that we use in our analysis. In Section 4, we 
present the statistical evidences of the rounded sizes clustering, as well as 
persistence in China A-share markets. In Section 5, we model the size 
rounding decision by exploring what market and trade factors are associated 
with the use of a rounded trade size. In Section 6, we analyze the proportional 
market impact difference between rounded and non-rounded trades to examine 
the hypothesis in Alexander& Peterson(2007) that rounded trades might be 
associated with "stealth" trading. In Section 7, impulse response function(IRF) 
analysis through the estimation of vector-auto-regression model provides 





2. Brief Description of the China A-share Market Structure 
The Shanghai Stock Exchange and the Shenzhen Stock Exchange are the two 
exchanges in China that trade China A-share stocks that are denominated in 
Chinese Yuan (or the RMB). The China B-share market is denominated in the 
U.S. dollar and is negligible in terms of trading volume. As reported by the 
World Federation of Exchanges, the combined Shanghai and Shenzhen stock 
exchange trading volume as measured by the total value of share trading in 
electronic order books exceeded 4.9 Trillion USD in the first half of 2012, 
which was only after the trading volumes of NYSE Euronext US and the 
NASDAQ OMX US. 
 
Both the Shanghai Stock Exchange and the Shenzhen Stock Exchange are 
order-driven markets with entered orders matched in a price-time priority. 
Orders must be placed through approved brokers. Both exchanges set a 10% 
daily price fluctuation limit, based on the previous day's close, for the trading 
of stocks and funds. The daily price limit for special treatment (ST) stocks and 
S shares is 5%. There are no price limits for newly listed stocks on listing day. 
Although both exchanges have two continuous trading sessions (one in the 
morning, the other in the afternoon, with a 90 minute lunch break) and a 10 
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minute opening call auction before market open on a regular trading day, they 
do have different closing mechanisms. For the Shanghai Stock Exchange, the 
official close price is determined as the VWAP (Volume Weighted Average 
Price) of all the trades within the one minute before the last trade of the 
trading day, including the last trade. For the Shenzhen Stock Exchange, a 
closing call auction is established from 2:57pm to 3:00pm. 
 
Security lending and borrowing are allowed on both Shanghai and Shenzhen 
stock exchanges. However, they are still restricted to a relatively small number 
of stocks. At the same time, A-share stocks are settled using a T+1 schedule, 
which means that the earliest time that a stock purchased today can be sold is 
the next trading day. As a result, both exchanges exhibit relatively strong 
"herding" effect (see Zhang and Liu, 2012). On both exchanges, buy shares are 
traded in lots of 100 shares. Block trades can be done on both exchanges as 
long as the trades are of 500,000 shares (or RMB 3 Million) or more for the A-
share stocks.  
 
A key characteristic of the Chinese stock markets is the strong concentration 
of retail investor participation. According to a recent study by the Shenzhen 
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Stock Exchange, retail investors took about 82.4% of the total trading value on 
the Shenzhen Stock Exchange, while the retail trading value was about 83.5% 
on the Shanghai Stock Exchange in 2012. Almost all retail investors in China 
A-share market are domestic. 
 
 
3. Data Descriptions 
The data is obtained from Hong Hui via Charles River Advisors. The data 
period is between April 11, 2013 and May 13, 2013. In total, we have 20 
trading days' trade and quote data of stocks listed in CSI300
29
 index from both 
Shanghai and Shenzhen exchange. Stocks with incomplete daily observation 
due to either missing data problem or suspension of trading are dropped from 
the sample data. In sum, the sample data we use covers 189 stocks from 
Shanghai exchange and 96 stocks from Shenzhen exchange. Table 3.1 
provides descriptive statistics.  
                                                 
29 The CSI 300 is a capitalization-weighted stock market index designed to replicate the 
performance of 300 stocks traded in the Shanghai and Shenzhen stock exchanges. As the first 
equity index launched by the two exchanges together, CSI 300 aims to reflect the price 
fluctuation and performance of China A share market. CSI 300 is designed for use as 
performance benchmarks and as basis for derivatives innovation and indexing. 
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Market Capitalization is calculated using the closing price on April 1st, 2013. 
Other variables are averaged across both stocks and trading days 
(285*20=5700 observations) and the mean, standard deviation, minimum and 
maximum of these stock-day averages are reported. 
 
[Please Insert Table 3.1 Here] 
 
CSI300 stocks are quite liquid. The average trading volume is 217 million 
RMBs per day, with 9,398 trades per day on average. The number of trades 
per day implies that our data set contains roughly 53.6 million transactions 
(9398*5700).  
Depth is measured at the inside quote: the average depth in shares at the best 
bid price and the best ask price, which is measured at the time of transactions. 
More depth allows traders to execute larger trades without impacting the price, 
which corresponds to higher liquidity. 
 
 
4. Evidence of Rounded Sizes Clustering in China A-share 
Market 
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The distribution of numbers in human documents is largely determined by a 
variety of diverse natural and human factors, as a result, the frequency of 
event occurrence in human society shows an uneven pattern. Through the use 
of search engines, Dorogovtsev et al(2006) found that the occurrence 
frequencies of numbers in the World Wide Web pages are very different, with 
777 and 1000 occuring much more frequently than their neighbors. This 
situation also happens in the stock market. Alexander&Peterson(2007) finds 
that NYSE and Nasdaq trades increasingly cluster on multiples of 500, 1,000, 
and 5,000 shares. Similarly, the order size placement also shows irrational 
preference of some numbers like 1000 or its multiples in China A share 
market. 
Figure 3.1 plots the number of transactions with the same trade size as a 
function of the trade size for the 285 stocks when the trade sizes are among 
100 to 50,000 shares. 
  
[Please Insert Figure 3.1 Here] 
 
It is observed that there're several layers of spikes in the plot. The first layer of 
spikes obviously locates at multiples of    , while the second layer of spikes 
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clusters at multiples of    . For example, there are more trades at 9,000 shares 
than either 8,900 or 9,100 shares. Furthermore, there are more trades at 10,000 
shares than at 9,000 or 11,000 shares. Different from 
Alexander&Peterson(2007) and Mu et al(2008), we don't find trade size 
clustering at          except for such relatively smaller sizes as 500, 1500 
and 2500 shares. These spikes explain the obvious jumps in trade size 
distribution. Moreover, there're another two rather smooth layers in the 
"background" distribution. The first layer locates at multiples of    , which, 
we surmise, results from the trading mechanism that buy size in China A share 
market must be in round lots of 100 shares. 
In order to test whether trade size clustering is significant or not, we further 
estimate the following regression equation. 
 
                                                      
 
where    is a random error term, and   
        = natural log of the number of occurrences of orders or trades that 
are of size i, 
       = 1 if trade size i is a multiple of 1,000 shares, 0 otherwise 
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        = 1 if trade size i is a multiple of 10,000 shares, 0 otherwise 
       = natural log of trade size i measured in number of shares. 
 
Table 3.2 reports the regression results. The value in parenthesis is the 
standard error for the estimated coefficient. From the first regression, it can be 
observed that both       and        are positive and significant. Even after 
controlling round lots of 100 in equation 2,       and        are still positive 
and significant, especially for       . No trade size clustering effect can be 
found at multiples of 500. The negative significant coefficient for         
indicates that trade size frequency decreases as size increases, with a power 
law decaying speed between 1.32 and 1.41, indicating that the "background" 
distribution is indeed governed by a power-law function and very fat-
tailed(see Mu et al, 2008). 
 
[Please Insert Table 3.2 Here] 
 
Henceforth, we use the terminology Rounded Trade(RT) to represent trade 
whose size is multiple of 1000 shares. Besides, even though trades with the 
sizes of 500, 1500, 2500 shares are not that rounded compared with multiples 
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of 1000, yet they're much more frequently traded than neighboring sizes
30
. we 
conjecture that this is the result of the trade-off between the use of rounded 
size and the consequential effect on portfolio management. For example, using 
an round order of 10,000 shares instead of 9,500 is less consequential than 
using an round order of 1000 shares instead of 500 shares, as the effect in the 
aggregate purchase price and the security's portfolio weight is proportionally 
much smaller. This may also explain why other round sizes ending with 500 
are not particularly clustered, as traders may prefer using the size of 10,000 
instead of 9,500. 
 
Thus, based on the main concern of this chapter, multiples of 1,000 shares, as 
well as the sizes of 500, 1500, 2500 shares are included in the definition of 
Rounded Trade due that they're rounded and particularly preferred traded 
compared with their neighboring trade sizes(Fig3.1). As for other trade whose 
size does not belong to this category, it's labeled as Non-Rounded Trade(NRT). 
 
Table 3.3 reports descriptive statistics respectively for rounded and non-
rounded trades. The average trade size for RT and NRT is 2929 and 2009 
                                                 
30 The significance of trading frequency of 500, 1500, and 2500 shares is also tested against 
their neighboring 100-level sizes. 
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shares respectively. About 30% of total number of transactions are rounded 
trades, while 38.3% of total trading volume is involved with rounded trades. 
 
[Please Insert Table 3.3 Here] 
 
To better understand the occurrence of RT, following Hendershott& 
Riordan(2011), we also report the trade persistence for RT and NRT in table 
3.4. The first column of table 3.4, labeled unconditional, calculates the 
probability of trade sequence, say RT followed by RT, NRT followed by NRT, 
given that RT and NRT are randomly ordered. Suppose     is the probability
31
 
that for any given trade, it belongs to Rounded Trade, then the unconditional 
probability of          is    
 . 
 
[Please Insert Table 3.4 Here] 
 
The first column and row of table 3.4 show that if RT and NRT were randomly 
ordered, then 8.9% of the transactions would be RT followed by RT. This 
                                                 
31   is calculated as the ratio of total number of rounded transactions divided by total number 
of transactions. 
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implies that about 30%
32
 of the trades are involved with rounded sizes. 
However, in reality, this occurs 11.47% of the time. The result indicates that 
RT is more likely to follow RT than we would expect unconditionally. The 
same idea is true for NRT. 
 
This observation is consistent with Alexander&Peterson(2007) where it's 
found that there's an increased probability that a trade will be involved with a 
rounded size if the previous trade is involved with a rounded one. This 
actually might be caused by stealth traders, who tend to break up their orders 
more frequently into rounded sizes than non-rounded ones. And the 
persistence phenomenon is a result of their attempt to minimize the probability 





5. Model the rounding decision 
                                                 
32This is calculated by taking the square root of 8.9%, which equals 29.83%. 
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In this section, we seek to understand the mechanism behind rounded trade 
size clustering as well as its persistence property, in the effort to examine the 
possibility that rounded trades might indeed be associated with informed, or 
"stealth" trading in China A share market. More specifically, we try to explore 
what market and trade factors are associated with the use of a rounded trade 
size. 
 
In Alexander&Peterson(2007), a bivariate probit regression is applied to 
associate the occurrence of rounded trade size with the occurrence of rounded 
trade price. But, from figure 3.2, it can be seen that no significant rounded 
trade price
33
 clustering can be observed using our sample data. Besides, 
further analysis shows that the correlation between the occurrence of rounded 
size and the occurrence of rounded price is pretty low, with the correlation 
coefficient being as low as 0.0094, less than 1%. 
 
[Please Insert Figure 3.2 here] 
 
                                                 
33Trade price with decimal in the multiples of 10 is defined as rounded trade price  
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Therefore, the following uni-variate probit regression
34
 is used to model the 
rounded trade size decision by conducting the analysis in an intraday setting. 
 
                      
       
 
The Round Dummy variable is equal to 1 if the trade is involved with a 
rounded size and 0 otherwise. 
 
5.1 The Choice of Independent Variables 
The following two independent variables measuring market activity and 
volatility are included in regression, Lagged Volume, which is defined as total 
trading volume in the 5 minutes prior to each trade's execution, and the 
Lagged Volatility, which is the absolute change of the mid-quote over the 5 
minutes prior to the trade's execution. We include these two variables because 
if the rounded trades are indeed associated with "stealth" trading, then they are 
expected to be used more often when there is abnormally heavy trading and 
                                                 
34To guarantee convergence within reasonable time, a subsample of 2.5 million observations is 
randomly drawn, which consists of 5% of the whole sample. Random-effect model is 
estimated using maximum likelihood estimation, as there does not exist a sufficient statistic 
allowing the fixed effect to be conditioned out of the likelihood. Unconditional fixed-effect 
estimates are biased. 
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high fluctuation, a period during which informed trading is especially likely to 
be present (Admati&Pfleiderer, 1988, Alexander&Peterson, 2007). The third 
independent variable included in regression is Lag Round Dummy, which 
equals one if the previous trade is a rounded size and zero otherwise, because, 
as we've shown in previous section, a rounded(non-rounded) trade is more 
likely to occur if the previous trade is involved with a rounded(non-rounded) 
trade. 
 
At last, following Hendershott&Riordan(2011), we further include the 
following three independent variables. Depth, defined as (volume at the best 
bid + volume at the best ask) is used to measure liquidity in the market. Half 
Spread, defined as (best ask - best bid)/2. Effective Half Spread, defined as 
(price - mid-quote)/2, is used to capture the trading cost. 
 
If rounded trade is associated with "stealth" trading, then it's more likely to 
happen when liquidity is high in the market, a period during which the market 
impact of trade is low. It's also more likely to occur when the spread is large, 
as this leaves "stealth" trader more room to make profit. We would also expect 
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the rounded trade to have less effective half spread, or less trading cost, since 
"stealth" trader is supposed to be more skilled at executing orders.  
 
5.2 The Result 
Table 3.5 reports our probit regression results. It's observed that a trade is 
indeed more likely to be rounded in size during period of heavy trading 
activity and high mid-quote fluctuation. Besides, the rounded trade is more 
likely to occur when spread and liquidity is high in the market, and is also 
associated with less trading cost. 
All the results are in line with the "stealth trading" hypothesis proposed by 
Alexander& Peterson(2007), pointing to the possibility that rounded trades are 
associated with informed trading.  
[Please Insert Table 3.5 Here] 
 
 
6. Analyze the price impact of trades 
The probit regression results in previous section suggest that, compared with 
non-rounded trades, rounded trades appear to be more likely used by informed 
traders. In this section, we seek to quantify the price impact of the trades in 
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order to directly examine whether or not these rounded trades do contain more 
information than non-rounded ones. This approach allows us to explore if 
informed traders tend to make relatively more or less use of rounded sizes than 
noise traders. 
 
6.1 The Methodology  
On any trading day, the price impact of trade t of stock i after the following 
kth trade is defined as 
               
  |                         | 
where                
 , the movement of the midquote from the time of trade t 
to the time of trade t+k, reflecting the influence of the information contained 
in the trade on the price of the stock and hence can be viewed as a measure of 
the trade's adverse selection cost. Following Alexander&Peterson(2007), we 
further standardize this measure by dividing it with mid-quote, resulting in the 
proportional price impact(PMI) of the trade: 
 
                            
  
|                         |




Note that trades resulting in greater long-term proportional price impacts are  
in principal, supposed to be more likely to be made by informed traders. We 
let the event time k range from 1 to 100, and for each k, we adopt the 
following procedure to calculate      for both rounded and non-rounded 
trades. 
 
First, we calculate      for each trade of each stock in our sample period.  
Second, for a given stock-day, we calculate the average      for each trade 
size up to 50,100 shares
35
. 
Third, we discard those average      for trade sizes that were neither 
rounded nor at the neighboring 100-share of any rounded size. For example, 
for the rounded size 1000, only sizes of 900 and 1100 are considered as 
corresponding non-rounded trade size. The reasons are as follows. i)to control 
the size difference, we need choose size that is closest to 1000. ii)to control the 
buy and sell difference, we need choose size that could be triggered by both 
buy and sell order. As buy size must be in multiples of 100 shares, size 900 
and 1100 are chosen as the corresponding non-rounded trade sizes for rounded 
trade size 1000. 
                                                 
35The size of more than 99.7% of the trades is less than 50,100 shares in our sample data. 
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Forth, if on a given stock-day, any rounded size had no trade at either that 
rounded size or at both of the neighboring 100-share level, then we discard 
that "three-tuple " for that day
36
. For example, if there are trades at 20,000 
shares but none at either 19,900 or 20,100 shares on a given stock-day, then 
the 19,900-20,000-20,100 three-tuple is discarded for that stock-day. Similarly, 
the three-tuple would also be discarded if there is no trade at 20,000 shares. 
Fifth, for each stock-day, we calculate the      average for each rounded 
trade size and the      average for its corresponding non-rounded trade sizes, 
which are the neighboring 100-share sizes. As there're 285*20 = 5700 stock-
days, and 53 rounded trade sizes
37
, thus, for each event time k, we have 
5700*53 = 302100 rounded& non-rounded      average pairs in total. 
Sixth, for each stock-day, we calculate the weighted average of the      
average across the 53 rounded trade sizes, and the weighted average of the 
     average across the 53 non-rounded trade size pairs. The weight is 
determined by the trading frequency of that trade size
38
. Doing this has the 
natural interpretation that if a trade is rounded(or non-rounded), the weighted 
                                                 
36This is another reason that we calculate PMI for trade size only up to 50,100, as there're very 
few trades that are at the adjacent 100-share level of large rounded trade size. Say, our sample 
consists of 5700 stock-day, but there're only 6 trades at 199,900 shares, and 16 trades at 
200,100 shares.  
37 The rounded size considered belongs to the set {500,1500,2500, 1000*(1:50)}. 
38 The results are qualitatively the same if we take equal weighted average.  
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average is exactly its expected proportional market impact. Thus, for each 
event time k, we now have the weighted      average for both rounded 
trades group and non-rounded trades group for each of the 5700 stock-days. 
Lastly, we compute the average of the weighted      averages across the 
5700 stock-days for rounded trades group and non-rounded trades group 
respectively. The difference of these two averages are compared and tested by 
double clustering the standard error across both stocks and trading 
days
39
(Thompson (2006) and Petersen(2009)). 
 
6.2 The Results 
Figure 3.3A draws the      average difference between rounded and non-
rounded trades as a function of event time k. The corresponding upper and 
lower 99% critical values are also plotted. 
 
[Please Insert Figure 3.3A Here]  
 
As expected, the rounded trade sizes indeed contain significantly more 
information than non-rounded trade sizes in the medium- to long-term, which 
                                                 
39 Paired Two-Sample T-test yields qualitatively the same result.  
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might directly reflect the fact that informed traders are more likely to use 
rounded trade sizes than noise or liquidity traders when executing orders. Note 
that the PMI difference has a very quick and steep adjustment in the first 30 
event times, thus, it appears that compared with non-rounded trade, the mid-
quote adjustment after a rounded trade is significantly faster. 
 
Other than the informed trading hypothesis, there might remain another 
possibility that the PMI difference is due to the market maker moving the mid-
quote more after observing a rounded trade than a non-rounded one, as has 
been pointed out in Alexander& Peterson(2007). However, this would not be 
the case in China A share market. Both Shanghai and Shenzhen stock 
exchanges adopt order-driven trading system instead of quote-driven trading 
system and there's no market maker in China A share market. 
 
In figure 3.3B, to explore whether or not "stealth" traders tend to use more 
medium-sized rounded trades than relatively larger rounded ones, we further 
divide rounded trades into three groups. Group one consists of the rounded 
trades with size not larger than 10,000 shares, which belongs to medium 
size(Alexander&Peterson, 2007). Group two consists of the rounded trades 
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with size between 11,000 and 20,000 shares. Group three consists of the 
rounded trades with size between 21,000 and 50,000 shares. For each group, 
we follow the same procedure above to plot the      average difference 
between rounded and non-rounded trades as a function of event time k. It's 
observed that only in the medium-sized group(group one), rounded trades do 
have significantly more persistent market impact than non-rounded trades.  
 
[Please Insert Figure 3.3B Here] 
 
These observations reveal that informed traders indeed tend to use medium-
sized rounded trades more than noise traders, or in other words, these 
observations support the "stealth" trading hypothesis proposed by Alexander& 
Peterson(2007) that informed traders tend to use medium-sized rounded trades 
in an attempt to disguise their trading. 
 
Besides, in both figure 3.3A and figure 3.3B, it's observed that the rounded 
trade sizes produce significantly less market impact than non-rounded ones in 
the very short-term(up until the 5th event time). This is actually consistent 
with the results in previous section, which indicate that rounded trades are 
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more skillfully executed than non-rounded ones, as they're more likely to be 
traded by "stealth" traders. But the difference quickly turns significantly 
positive and keeps increasing thereafter. This interesting phenomenon 
motivates our study in next section. 
 
 
7. Model the Information Content of Rounded Trade Sizes 
In order to have a deeper understanding towards the mechanism behind the 
observation in above section that two different stages exist in the PMI 
difference between rounded and non-rounded trade sizes, following 
Hasbrouck (1991a) and Hasbrouck (1991b), we seek to capture the dynamics 
between mid-quote return and trades using vector-auto-regression(VAR) 
model. 
 
More specifically, in step one, we apply the first-stage(short-term) dynamics 
between mid-quote return and trades to train the VAR model. In step two, we 
forecast what the market impact difference will be in the second stage between 
rounded and non-rounded trades by applying impulse response analysis using 
the trained model. 
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As this forecast is only based on the "pure" dynamics between mid-quotes and 
trades in the first stage, it will not be "contaminated" by any market activities 
in the second stage. Thus, if there exists any difference between the forecasted 
and real market impact, then it should be mainly associated with the 
information update following rounded trades. 
 
7.1 Results of IRF Analysis 
We follow Hasbrouck (1991a) to simultaneously estimate three equations, a 
mid-quote return equation, an RT equation and a NRT equation. We use t, an 
event time that is a trade or quote change as our time scale and define   
   as 
the signed dummy variable for rounded trade size.   
   equals one if the trade is 
a rounded buy trade, negative one if the trade is a rounded sell trade. Similarly, 
  
    is the signed dummy variable for non-rounded trade size.
40
    is the mid-
quote return. The VAR model using 5 lags
41
 is as follows
42
. 
                                                 
40 We apply the "reverse tick" method proposed by Lee&Ready(1991) to infer trade direction. 
If    
   =0 or    
  =0, that means there's quote update without trade. 
41From results in previous section, we choose 5 lags because the PMI difference between 
rounded and non-rounded trades is significantly negative up until the 5th event time. 
42We suppose there's simultaneous effect from trade to mid-quote return, not the other way 
round. 
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For each stock-day, the trading process restarts and all lagged values are set to 
zero. Using estimated model, the IRF of mid-quote return with respect to both 
rounded and non-rounded trades can be calculated. The methodology we adopt 
to calculate IRF is described in appendix 3A. 
 
Figure 3.4 plots the overall average IRF difference as a function of event time 
between rounded and non-rounded trade sizes averaged across both stocks and 
trading days. The upper and lower 99% critical values are also plotted, with 
the standard error calculated by double clustering across both stocks trading 
days. 
 
[Please Insert Figure 3.4 Here] 
 
It's observed that the difference is consistently significant negative, with the 
magnitude increasing with the event time. The result is even more surprising if 
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we notice from table 3.3 that the average size for a rounded trade is near 3000 
shares, almost 50% more than the average size for a non-rounded trade, which 
is roughly 2000 shares. 
 
Figure 3.4 is in sharp contrast with figure 3.3A, where the market impact 
difference between rounded and non-rounded trades is significant positive 
after the fifth event time and keeps increasing thereafter. Thus, there indeed 
exists significant difference between the forecasted and real market impact, 
which shall be mainly associated with the information update following 
rounded trades. 
Therefore, the "stealth" trading hypothesis proposed in Alexander& 
Peterson(2007) is further supported by the IRF analysis. 
 
 
7.2 Aggregate Amount of Information in Trades-Variance 
Decomposition 
In this section, following Hendershott& Riordan(2011), we further seek to 
characterize the relative importance of the role of rounded trades and non-
rounded trades in the overall price formation process. The idea is the same as 
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in previous section. In step one, we use the first-stage dynamics between mid-
quote return and trades to train the VAR model. In step two, we decompose 
the price variation into trade correlated and trade uncorrelated components 
using the trained model. Doing this allows us to extract only trade related price 
formation process that is not "contaminated" by further market activities. 
 
Following Hasbrouck(1991b), the mid-quote return can be decomposed into 
its random walk component   and stationary component     
         
   is referred as the efficient price which follows random walk model.  
                  . 
Next, the following VAR model is estimated
43
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43 We suppose there's simultaneous effect from trade to mid-quote return, not the other way 
round. 
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where    is the mid-quote return,   
   is the signed rounded trade size,   
    is 
the signed non-rounded trade size. Following Hendershott&Riordan(2011), 
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Then the variance of efficient price
44
 can be decomposed into trade-correlated 
and trade-uncorrelated changes. 
  
     
   
     
   
     
   
  
The second and third component represent the efficient price variance 
attributable to rounded trades and non-rounded trades respectively. 
Table 3.6 reports the average variance decomposition across the 20 trading 
days for each stock. The statistical significance of the difference of variance 
decomposition for RT and NRT is tested using Newey-West standard errors. 
For saving space, we report only the results of top 20 stocks from Shanghai 
stock exchange and top 10 stocks from Shenzhen stock exchange by market 
capitalization. The result for other stocks is available upon request.  
                                                 
44 In order to smooth the noise in the stationary component   ,the efficient price is defined as 
the price at event time 20 in this model. 
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[Please Insert Table 3.6 Here] 
 
Out of the 285 stocks, rounded trades have a smaller variance decomposition 
ratio than non-rounded ones for 255 stocks, and for 152 of these, the 
difference is significant at the 5% significance level. On the other hand, for 
none of the stocks, rounded trades have a higher variance decomposition ratio 
than non-rounded ones at 5% significance level. 
 
Overall, if averaged across both stocks and trading days, mid-quote variance 
caused by rounded trades consists of 1.10% of the total variance in the 
efficient market price, as for non-rounded trades, the ratio is about 2.12%. 
This difference(    ) is significant at any significance level by double 




Thus, by capturing only the short-term or first-stage dynamics between mid-
quotes and trades, the VAR modeling indicates that rounded trades cause 
                                                 
45 Paired Two-Sample T-test yields qualitatively the same results.  
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significantly less variation in the price, or in other words, the rounded trades 




In this paper, using relatively recent data, we provide statistical evidence of 
trade size clustering on multiples of 1,000 and 10,000 shares in the China A-
share market. Statistical analysis shows that these rounded trade sizes are 
fundamentally different from a "background" distribution of trade sizes, 
indicating a unique preference by market participants to these sizes. 
Probit regression results indicate that such rounded trade is more likely to 
occur with the increase in trading activity and mid-quote fluctuation, a period 
during which informed trading is especially likely to be present (Admati& 
Pfleiderer, 1988, Alexander& Peterson, 2007). The rounded trade is also more 
likely to occur when liquidity is high in the market, a period during which 
market impact is low. Together with the observation that rounded trade is 
associated with narrower effective spread, it help explain why rounded trades 
result in significantly less immediate market impact than non-rounded trade.  
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However, in the medium to long term
46
, these rounded trades produce 
significantly more market impact than non-rounded ones after controlling buy-
sell and size difference. Furthermore, only medium-sized rounded trades are 
found to have significantly more persistent price impact. Also, compared with 
other trade sizes, the rounded trade size is more likely to be followed by 
another rounded trade size. All these observations support the "stealth" trading 
hypothesis proposed by Alexander& Peterson(2007) that trade-size clustering 
is consistent, at least in part, with the actions of stealth traders who tend to use 
medium-sized rounded trades in an attempt to disguise their trades, especially 
during the period of abnormal trading. 
By training the VAR model using only short-term dynamics between mid-
quotes and trades, we're able to show that without being "contaminated" by 
further market information, the forecasted long-term market impact is smaller 
for rounded trades than that for non-rounded trades, and that rounded trades 
also cause less variation in efficient price formation. These observations 
provide further support to "stealth" trading hypothesis.  
                                                 
46 Shortly after the fifth event time in our sample data 
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Table 1.1: Summary Statistics of Stock Returns, Exchange Rate Changes and Information Variables 
Panel A: Returns of stock indexes by country 
Coefficient AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA World 
Mean 0.025 0.030 0.051 -0.003 0.039 0.006 0.028 0.000 0.038 -0.004 0.008 0.001 
Maximum 8.804 12.559 15.034 11.467 24.979 21.958 8.556 8.232 16.271 12.160 11.693 9.069 
Minimum -15.950 -10.353 -19.955 -9.523 -20.682 -14.503 -9.800 -10.936 -18.085 -10.426 -9.994 -7.298 
S D 1.581 1.504 2.234 1.460 2.262 1.627 1.452 1.724 1.893 1.454 1.420 1.093 
Skewness -0.822 -0.419 -0.250 -0.140 -0.170 0.691 -0.210 -0.057 -0.046 -0.110 -0.244 -0.300 
Kurtosis 12.181 9.915 9.648 6.847 11.773 19.069 6.988 5.300 11.153 10.842 9.674 9.929 
J-B stat 12820.1 7150.0 6550.2 2192.6 11359.1 38334.4 2369.3 781.9 9798.0 9070.5 6600.2 7129.4 
)20(Q  33.808 35.350 96.176 39.617 35.686 79.575 59.372 54.709 66.528 104.853 54.273 111.274 
)20(2Q  5716.3 4740.3 529.1 2145.0 1465.5 156.3 3013.9 1008.0 523.8 4111.1 4498.9 5239.0 
ADF (ret) -41.516 -41.406 -39.983 -45.655 -41.975 -40.924 -40.916 -39.961 -38.556 -44.714 -44.337 -42.064 












Panel B: Returns of exchange rate by country 
Coefficient AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
Mean  0.014  0.011  -0.005  0.010  0.001  -0.003  0.008  0.002  0.004  -0.002  0.006  
Maximum 6.701  5.046  8.083  4.610  13.265  11.096  2.290  2.621  6.925  4.474  4.152  
Minimum -8.828  -4.338  -7.863  -3.077  -10.351  -2.519  -2.139  -2.057  -9.133  -3.919  -2.277  
S D 0.862  0.601  0.812  0.659  0.701  0.434  0.331  0.258  0.397  0.593  0.447  
Skewness -0.872  0.064  0.129  0.331  0.706  5.210  -0.055  0.166  -1.945  -0.035  0.310  
Kurtosis 15.228  8.541  22.895  6.386  60.404  136.040  7.907  12.539  112.221  7.228  6.610  
J-B stat 22483.2  4526.5  58343.3  1754.4  485932.0  2624473.9  3549.8  13426.0  1760301.0  2635.5  1976.7  
)20(Q  51.943  47.016  118.419  33.539  127.617  36.670  49.939  43.285  84.569  53.777  25.204  
)20(2Q  3576.1  2356.7  732.6  345.5  1764.0  23.8  1008.8  146.2  43.8  1707.6  211.1  
ADF(rate) a -42.675  -43.317  -42.149  -43.289  -40.862  -43.966  -43.454  -39.961  -45.900  -41.989  -43.491  
ADF(chan)b -70.758  -74.399  -69.223  -72.642  -67.862  -75.693  -73.425  -70.531  -76.690  -70.618  -74.344  
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Panel C: Preliminary statistics of information variables 
Coefficient DUSTP USDP SPX MHDY DEUIR PACIN EURIN NAMRIN 
Mean  0.0003  1.1004  0.0024  0.0015  -0.0009  0.0051  -0.0036  0.0031  
Maximum 0.740  3.500  10.957  7.787  0.630  9.831  10.778  10.428  
Minimum -0.560  0.510  -9.470  -7.112  -0.430  -9.182  -10.584  -9.505  
S D 0.075  0.487  1.327  1.011  0.046  1.319  1.455  1.316  
Skewness 0.277  2.795  -0.152  -0.134  0.335  -0.325  -0.129  -0.230  
Kurtosis 13.236  11.780  10.343  11.282  25.988  7.318  9.431  10.234  
J-B stat 15486.07  15965.51  7959.65  10120.16  77944.31  2810.10  6104.59  7742.27  
)20(Q  153.811  67888.101  79.020  104.452  219.521  24.527  83.486  67.303  
)20(2Q  2064.69  67172.18  4649.71  5198.01  317.32  3664.24  3781.44  4847.93  
ADF(rate) a -42.890  -1.553  -45.822  -43.013  -49.506  -43.821  -43.543  -45.258  
ADF(cha)b -67.495  -36.359  -76.317  -70.591  -43.196  -48.747  -70.488  -75.782  
Note 1: PACIN, EURIN and NAMRIN are the regional index for the Pacific region, Europe and North America, 
respectively.  
Note 2: Q (20) and Q2 (20) are Ljung-Box statistics of returns and squared returns for 20 lags. They follow a χ2 
distribution and the critical value at the 5% level of significance with 20 degrees of freedom is 31.41.  
Note 3: a and b are Augmented Dickey-Fuller statistics for variable in level and changes, respectively. 
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Table 1.2: Results of Heteroskedasticity test using OLS estimates by country 
Test AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
White's test 123.97*** 412.04*** 86.52***  134.78***  46.55***  227.63***  149.87***  203.02***  53.85***  264.12***  203.12***  
LM (5) 141.01*** 39.65*** 11.30** 100.04*** 30.68*** 16.71*** 37.95*** 28.11*** 15.42*** 419.75*** 386.52*** 
ARCH- LM (5) 746.32*** 536.73*** 230.91*** 1047.87*** 276.31*** 166.98*** 536.06*** 293.84*** 177.55*** 1051.11*** 1625.60*** 
Note 1: Regression equation used is specified as: itxxtmmti
rrr   ,,0, . 
Note 2: Both White’s Heteroskedasticity (df=5) and LM test statistics are assumed to follow chi-square distribution; The critical value of χ2 distribution at the 1% level with 
5 degrees of freedom is 15.09. 




Table 1.3: Estimation results of the trivariate MGARCH(1,1)-M model 
Panel A: Conditional Mean Equation  
                                                                         
 
AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
      -0.006 0.110 -0.004 -0.040 0.045 0.091 0.027 0.021 -0.054 -0.009 -0.073 
 
(0.040) (0.068) (0.047) (0.048) (0.057) (0.077) (0.096) (0.132) (0.120) (0.055) (0.073) 
      -0.268 0.989*** -0.497** -1.587*** 0.017 0.084 -2.531*** -0.889 -1.576*** -1.567*** -1.609*** 
 
(0.171) (0.321) (0.237) (0.263) (0.200) (0.489) (0.552) (0.808) (0.471) (0.272) (0.395) 
     0.013 -0.098** -0.006 0.035 -0.027 -0.042 0.002 -0.064 0.060 0.008 0.043 
 
(0.022) (0.048) (0.039) (0.033) (0.027) (0.068) (0.061) (0.086) (0.113) (0.033) (0.048) 
    0.160*** 0.032 0.030* -0.113*** 0.020 0.265*** 0.366*** 0.264*** 0.187*** 0.175*** 0.252*** 
 
(0.018) (0.029) (0.017) (0.027) (0.014) (0.033) (0.055) (0.066) (0.053) (0.034) (0.061) 
     -0.100*** -0.175*** 0.069*** 0.128*** 0.066*** -0.021 -0.212*** 0.104 -0.072 -0.174** -0.111* 
 
(0.024) (0.039) (0.024) (0.037) (0.022) (0.052) (0.067) (0.089) (0.060) (0.069) (0.060) 
      0.764* 0.181 -0.344 -0.761 -0.700 -0.127 -0.016 0.651 -0.137 -0.457 -0.464 
 
(0.429) (0.700) (0.420) (0.570) (0.445) (0.927) (0.956) (1.233) (1.033) (0.622) (0.802) 
        -0.003 -0.057*** 0.014 0.048 -0.020 -0.037 0.045 0.111** 0.001 0.051 0.048 
 (0.013) (0.021) (0.012) (0.032) (0.013) (0.026) (0.037) (0.046) (0.030) (0.036) (0.029) 
Test1 172.24*** 66.36*** 51.45*** 68.56***  74.03*** 118.46*** 60.23*** 96.75*** 40.72*** 62.41*** 53.47*** 
 
[0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] 
Test2 172.12*** 66.20*** 51.42*** 68.49*** 74.01*** 116.31*** 59.90*** 95.08*** 40.68*** 62.40*** 53.43*** 
 
[0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] [0.00] 
Note1:  Test1:  Is the price of exchange rate risk equal to zero? H0:     =0, for j=0,1,…,6.  
       Test2:  Is the price of exchange rate risk constant?     H0:     =0, for j=1,…,6. 
Note 2: The probability distribution of the Wald likelihood test statistic follows a 
2 distribution. The p-values are in square brackets.  





Panel B: Conditional Mean Equation  
                                                                                
 
AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
      2.055 -3.076*** -2.291*** 1.609 1.975 1.986 1.774 -3.714*** 2.119 -2.051 -1.139 
 
(3.024) (0.473) (0.772) (1.808) (2.877) (2.087) (2.924) (1.065) (3.320) (1.359) (0.871) 
      1.452 -3.177** 0.094 -0.371 1.668 -0.264 2.093 2.092 1.271 -0.296 -0.948 
 
(7.396) (1.343) (2.724) (4.112) (7.063) (5.407) (5.654) (2.189) (6.523) (4.751) (2.442) 
     -7.971* -0.252 -1.109 -6.143** -8.473 -7.716** -7.269 -0.383 -8.268 -4.217*** -1.968** 
 
(4.617) (0.236) (0.796) (2.573) (5.209) (3.663) (4.512) (0.623) (5.395) (1.576) (0.995) 
    0.630 0.589*** 0.486* 0.572* 0.792 0.761 0.604 0.585* 0.747 0.695 0.443* 
 
(0.586) (0.178) (0.273) (0.329) (0.619) (0.466) (0.476) (0.301) (0.565) (0.455) (0.242) 
     0.213 -0.323* -0.128 0.084 0.169 0.032 0.173 -0.580 0.183 0.905 -0.089 
 
(0.876) (0.172) (0.346) (0.590) (0.913) (0.851) (0.741) (0.452) (0.912) (0.672) (0.338) 
      9.405** 3.143 4.713 7.756** 12.555** 10.843*** 9.793*** 5.864 10.985** 10.808** 4.238 
 
(4.429) (3.287) (4.882) (3.142) (5.304) (3.707) (3.545) (7.074) (4.783) (5.330) (2.945) 
        -0.304 0.369*** -0.053 -0.211 -0.250 -0.188 -0.254 -0.009 -0.227 -1.394** 0.095 
 (0.374) (0.112) (0.197) (0.259) (0.325) (0.346) (0.430) (0.156) (0.519) (0.561) (0.149) 
Test3 12.96* 39.96*** 13.31* 18.41*** 24.04*** 13.55* 14.75** 13.93* 13.56* 20.13*** 18.58*** 
 
[0.073] [0.000] [0.065] [0.010] [0.001] [0.060] [0.039] [0.053] [0.06] [0.005] [0.010] 
Test4 12.95** 39.95*** 13.31** 18.41 24.04*** 13.33** 14.75** 13.07** 13.56** 18.132*** 18.58*** 
 [0.044] [0.000] [0.038] [0.005] [0.001] [0.038] [0.022] [0.042] [0.035] [0.006] [0.005] 
 Note 1:  Test3:  Is the price of world market risk equal to zero?    :    =0, for j=0,1,…,6.  
   Test4:  Is the price of world market risk constant?      :    =0, for j=1,…,6. 
 Note 2: The probability distribution of the Wald likelihood test statistic follows a    distribution. The p-values are in square brackets. 
 Note 3: ***,** and * denote respectively significance at the 1% level, the 5% level and the 10% level.  
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Panel C: Conditional Mean Equation: Spillover and Contagion Effect 
 
AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
Spillover  
    -0.002 -0.082*** 0.080*** 0.031 0.029 0.129*** 0.018 0.005 0.103*** -0.090*** -0.191*** 
 
(0.023) (0.014) (0.020) (0.021) (0.020) (0.021) (0.018) (0.019) (0.021) (0.013) (0.007) 
    0.081** 0.024 -0.009 -0.286*** 0.049 -0.069 0.060 0.160 -0.002 0.053** 0.200*** 
 
(0.039) (0.037) (0.047) (0.036) (0.065) (0.053) (0.066) (0.100) (0.078) (0.024) (0.019) 
    0.039*** 0.166*** 0.008* -0.005 0.010*** 0.011*** 0.012*** 0.001 0.012*** -0.004 -0.015 
 
(0.013) (0.005) (0.005) (0.012) (0.004) (0.004) (0.004) (0.002) (0.003) (0.009) (0.009) 
    -0.062** -0.134*** 0.030 -0.051*** -0.018 -0.060*** -0.069*** -0.017 -0.002 -0.015 -0.025 
 
(0.025) (0.018) (0.019) (0.020) (0.020) (0.019) (0.019) (0.021) (0.021) (0.021) (0.021) 
Contagion 
    -0.130** -0.074*** -0.040 -0.212*** -0.006 -0.072 -0.095** -0.040 -0.080* -0.026 -0.068*** 
 
(0.053) (0.025) (0.041) (0.041) (0.053) (0.047) (0.042) (0.049) (0.047) (0.029) (0.014) 
    0.257*** 0.200** 0.478** -0.447*** -0.026 0.299* 0.344* 0.279 0.345 0.122* -0.004 
 
(0.095) (0.082) (0.211) (0.071) (0.154) (0.157) (0.182) (0.271) (0.265) (0.068) (0.051) 
    -0.052** 0.056*** -0.015* -0.048** 0.003 -0.024** -0.031*** -0.016*** -0.014** 0.011 0.037*** 
 
(0.022) (0.010) (0.008) (0.019) (0.013) (0.009) (0.007) (0.006) (0.006) (0.018) (0.011) 
    0.042 0.005 0.124** 0.048 -0.005 0.106** 0.059 0.080 0.108* 0.047 0.014 
 
(0.046) (0.040) (0.051) (0.037) (0.051) (0.048) (0.040) (0.049) (0.058) (0.052) (0.043) 
 124 
 
Panel D: Conditional Variance Equation 
 
AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
   0.078*** 0.177*** 0.194*** 0.254*** 0.206*** 0.189*** 0.230*** 0.215*** 0.227*** 0.190*** 0.169*** 
 
(0.014) (0.009) (0.007) (0.014) (0.009) (0.014) (0.010) (0.012) (0.009) (0.012) (0.012) 
   0.124*** 0.146*** 0.229*** 0.174*** 0.232*** 0.324*** 0.156*** 0.318*** 0.389*** 0.187*** 0.159*** 
 
(0.011) (0.012) (0.006) (0.009) (0.008) (0.011) (0.009) (0.009) (0.008) (0.011) (0.009) 
   0.176*** 0.132*** 0.015 0.177*** 0.030* 0.002 0.113*** 0.018 0.056*** 0.121*** 0.203*** 
 
(0.013) (0.013) (0.018) (0.015) (0.016) (0.019) (0.014) (0.018) (0.016) (0.014) (0.012) 
   0.973*** 0.975*** 0.968*** 0.943*** 0.969*** 0.920*** 0.962*** 0.964*** 0.936*** 0.961*** 0.962*** 
 
(0.002) (0.002) (0.002) (0.005) (0.002) (0.006) (0.002) (0.002) (0.003) (0.002) (0.002) 
   0.977*** 0.978*** 0.971*** 0.978*** 0.961*** 0.916*** 0.974*** 0.921*** 0.911*** 0.974*** 0.981*** 
 
(0.002) (0.002) (0.001) (0.002) (0.002) (0.003) (0.002) (0.002) (0.004) (0.003) (0.002) 
   0.967*** 0.973*** 0.966*** 0.966*** 0.967*** 0.968*** 0.969*** 0.966*** 0.967*** 0.964*** 0.958*** 
 
(0.002) (0.002) (0.002) (0.003) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) 
   0.273*** 0.123*** 0.188*** 0.132*** 0.182*** 0.324*** 0.170*** 0.197*** 0.269*** 0.239*** 0.237*** 
 
(0.010) (0.014) (0.011) (0.024) (0.014) (0.016) (0.016) (0.016) (0.014) (0.013) (0.011) 
   0.191*** 0.177*** 0.135*** 0.032 0.173*** 0.235*** 0.170*** 0.222*** 0.066*** 0.108*** 0.103*** 
 
(0.010) (0.016) (0.012) (0.024) (0.013) (0.022) (0.013) (0.015) (0.025) (0.017) (0.016) 
   0.228*** 0.218*** 0.318*** 0.204*** 0.320*** 0.319*** 0.274*** 0.322*** 0.312*** 0.294*** 0.213*** 
 




Panel D(Continued): Conditional Variance Equation 
 
AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
   0.140*** 0.129*** 0.230*** 0.267*** 0.132*** 0.418*** 0.132*** 0.161*** 0.381*** 0.133*** 0.148*** 
 
(0.009) (0.010) (0.014) (0.020) (0.013) (0.023) (0.010) (0.013) (0.015) (0.008) (0.008) 
   0.048*** 0.041*** 0.027*** 0.060*** 0.043*** 0.059*** 0.032*** 0.042*** 0.052*** 0.049*** 0.032*** 
 
(0.004) (0.005) (0.002) (0.008) (0.002) (0.003) (0.003) (0.002) (0.002) (0.006) (0.004) 
   0.080*** 0.063*** 0.101*** 0.057*** 0.091*** 0.098*** 0.084*** 0.103*** 0.090*** 0.054*** 0.026*** 
 
(0.006) (0.005) (0.007) (0.011) (0.007) (0.007) (0.006) (0.006) (0.008) (0.004) (0.006) 
    0.067*** 0.006* 0.021*** 0.039*** 0.029*** 0.030*** 0.015*** 0.031*** 0.033*** 0.032*** 0.021*** 
 
(0.004) (0.003) (0.002) (0.004) (0.004) (0.003) (0.002) (0.003) (0.003) (0.004) (0.002) 
    0.008 0.008 0.024** 0.036*** 0.010 0.029*** 0.002 0.011 0.048*** 0.025*** 0.033*** 
 
(0.007) (0.005) (0.011) (0.010) (0.008) (0.007) (0.006) (0.008) (0.007) (0.005) (0.005) 
    0.035*** 0.061*** 0.021*** 0.076*** 0.044*** 0.004 0.039*** 0.020** 0.013** 0.080*** 0.105*** 
 
(0.007) (0.005) (0.006) (0.007) (0.011) (0.005) (0.007) (0.008) (0.005) (0.006) (0.007) 
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Table 1.4: Diagnostics for return on stock indexes and bilateral exchange rate changes 
Panel A: Stock returns by country 
Coefficient AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
Mean 0.013  0.003  0.024  -0.009  0.016  -0.006  0.015  0.007  0.020  -0.007  -0.035  
Maximum 3.464  4.151  6.139  3.865  4.640  15.099  4.332  5.110  9.980  3.767  3.640  
Minimum -4.987  -5.548  -8.261  -5.951  -6.642  -5.792  -5.454  -4.546  -11.327  -4.146  -4.557  
S D 0.971  1.002  0.982  0.997  0.996  0.980  0.989  0.985  0.990  0.995  1.006  
Skewness -0.331  -0.399  -0.210  -0.137  -0.313  0.938  -0.218  -0.106  -0.140  -0.227  -0.259  
Kurtosis 3.954  3.943  7.049  3.932  4.527  20.186  4.197  4.124  12.222  3.472  3.816  
J-B Stat 198.8  225.0  2442.0  139.0  401.5  44035.9  239.0  192.9  12542.8  63.1  137.6  
)20(Q  18.8  95.1  35.2  8.5  17.1  18.6  38.8  34.3  40.2  40.7  54.6  
)20(2Q  18.6  23.2  22.6  29.7  12.0  1.9  29.5  32.5  30.0  24.9  34.1  
 
Panel B: Bilateral exchange rate changes by country 
Coefficient AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
Mean 0.011  0.025  -0.009  0.015  0.004  -0.036  0.019  0.032  0.011  0.001  0.019  
Maximum 4.016  4.135  10.885  5.503  5.437  8.136  7.402  13.503  7.491  5.037  6.110  
Minimum -6.287  -4.580  -9.928  -5.550  -6.006  -5.593  -4.387  -9.728  -8.660  -3.652  -4.575  
S D 0.987  0.990  0.999  1.003  0.985  1.000  0.993  0.997  0.997  0.994  1.001  
Skewness -0.451  -0.001  -0.759  0.225  -0.348  0.103  0.157  0.377  -0.096  0.022  0.146  
Kurtosis 4.793  3.421  17.429  5.278  5.669  6.620  5.686  21.241  8.228  3.573  4.063  
J-B Stat 593.1  26.1  31014.9  794.0  1120.9  1937.1  1077.7  49106.3  4032.6  48.7  178.9  
)20(Q  17.8  29.3  35.0  15.1  26.6  36.6  39.4  57.8  56.4  16.0  13.9  
)20(2Q  68.3  26.9  16.3  11.6  36.5  30.8  12.8  5.9  14.9  12.6  15.5  
Note: )20(Q  and )20(2Q  are Ljung-Box statistics of residuals and squared residuals for 20 lags. They 
follow a χ2 distribution and the critical value at the 5% level of significance with 20 degrees of 
freedom is 31.41.  
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Table 1.5: The Comparison between OLS point estimated betas and mean of time-varying betas 
by country 
Panel A: currency beta 
 pre-GFC  GFC  post-GFC  Whole 




 OLS  
x  
MEAN tx,  
 OLS  
x  
MEAN tx,  
 OLS  
x  
MEAN tx,  
AUS 0.991  0.924   1.423  1.393   1.377  1.354   1.271  1.177  
CAN 1.961  1.810   -0.443  -0.173   -0.576  -0.620   -0.338  -0.217  
IND 1.609  1.823   2.227  3.203   2.495  2.868   1.619  2.092  
JPN 1.171  1.119   0.489  0.571   0.665  0.650   0.800  0.803  
KOR 2.272  2.357   1.710  2.259   2.138  2.315   1.821  2.089  
PHI 1.495  1.823   2.354  2.248   2.065  1.988   1.802  1.902  
SGP 0.491  0.516   1.574  1.678   1.543  1.608   1.338  1.348  
TWN 0.560  0.603   3.056  3.573   3.267  3.424   2.631  2.847  
THA 0.991  0.924   1.797  2.020   3.287  3.196   1.680  2.241  
GBR 1.961  1.810   0.931  0.843   0.788  0.763   0.705  0.623  
USA 1.609  1.823   0.145  0.363   0.299  0.338   0.401  0.503  
 
 
Panel B: market beta 
 pre-GFC  GFC  post-GFC  Whole 
Country OLS  
m  
MEAN 
tm ,  
 OLS  
m  
MEAN tm ,  
 OLS  
m  
MEAN tm ,  
 OLS  
m  
MEAN tm ,  
AUS 0.221  0.275   0.208  0.263   0.209  0.165   0.245  0.259  
CAN 0.934  0.975   1.233  1.164   1.005  0.972   1.036  0.997  
IND 0.198  0.299   0.341  0.374   0.336  0.298   0.323  0.311  
JPN 0.478  0.571   0.432  0.399   0.324  0.378   0.455  0.473  
KOR 0.532  0.619   0.363  0.384   0.193  0.147   0.396  0.429  
PHI 0.118  0.197   0.158  0.174   -0.014  0.009   0.128  0.148  
SGP 0.439  0.449   0.547  0.616   0.337  0.298   0.477  0.426  
TWN 0.352  0.415   0.282  0.399   0.178  0.174   0.303  0.348  
THA 0.324  0.317   0.571  0.487   0.294  0.283   0.436  0.339  
GBR 0.864  0.826   0.918  0.999   0.935  0.979   0.925  0.888  
USA 1.157  1.185   1.163  1.163   1.141  1.133   1.143  1.169  
Note: Pre-GFC period is from 5 January 1999 to 30 June 2007; the GFC period is from 1 July 2007 to 30 June 2009; the post-
GFC period is from 1 July 2009 to 25 July 2012; and the whole sample period ranges from 5 January 1999 to 25 July 2012.  
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Table 1.6: Summary statistics of time-varying currency betas and market betas by country 
Panel A:  Time-varying currency betas by country 
Coefficient AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
Mean  1.177  -0.217  2.092  0.803  2.089  1.902  1.348  2.847  2.241  0.623  0.503  
Maximum 2.018  1.122  6.852  2.048  7.057  5.623  4.695  9.641  6.575  1.894  1.385  
Minimum 0.725  -1.179  -0.065  -1.494  -3.265  -0.613  -1.232  -1.449  -1.604  -0.803  -0.118  
S D 0.215  0.281  1.064  0.325  1.154  0.740  0.685  1.372  1.141  0.290  0.181  
Skewness 0.971  0.340  1.184  -1.476  0.614  0.441  0.725  0.511  0.405  -0.541  0.174  
Kurtosis 4.015  4.924  4.336  11.764  5.370  3.740  5.518  4.427  3.399  5.845  4.435  
J-B stat 707.0  613.6  1089.5  12600.3  1049.1  195.5  1244.4  454.0  120.1  1364.5  321.4  
 
Panel B: Time-varying market betas by country 
Coefficient AUS CAN IND JPN KOR PHI SGP TWN THA GBR USA 
Mean  0.259  0.997  0.311  0.473  0.429  0.148  0.426  0.348  0.339  0.888  1.169  
Maximum 0.955  1.950  1.273  1.258  1.294  1.043  1.217  1.088  2.015  1.346  1.547  
Minimum -0.130  0.387  -0.043  -0.219  -0.028  -0.239  -0.037  0.008  -0.167  0.392  0.833  
S D 0.152  0.195  0.164  0.261  0.222  0.145  0.200  0.161  0.235  0.147  0.108  
Skewness 0.714  0.323  1.196  0.372  0.766  1.204  0.884  0.971  1.417  -0.120  0.304  
Kurtosis 3.892  3.936  5.763  2.494  3.606  5.449  4.183  4.334  7.120  3.097  3.511  

























Table 1.7: GPH test results for time-varying currency and market betas by country 
Panel A: Time-varying currency betas by country 
 
α=0.4 α =0.5 α=0.55 α=0.6 α=0.7 
AUS 0.416*** 0.514*** 0.624*** 0.624*** 0.814*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
CAN 0.330** 0.438*** 0.550*** 0.671*** 0.813*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
IND 0.459*** 0.598*** 0.605*** 0.698*** 0.811*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
JPN 0.073 0.329*** 0.444*** 0.559*** 0.769*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
KOR 0.388** 0.544*** 0.636*** 0.726*** 0.859*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
PHI 0.204 0.305*** 0.316*** 0.362*** 0.494*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
SGP 0.143 0.293*** 0.397*** 0.581*** 0.789*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
TWN 0.266* 0.216** 0.267*** 0.382*** 0.624*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
THA 0.394** 0.326*** 0.388*** 0.453*** 0.568*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
GBR 0.104 0.390*** 0.463*** 0.524*** 0.773*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
USA 0.649*** 0.552*** 0.638*** 0.688*** 0.814*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 
Note 1:  d refers to the differencing parameter in the fractional integration process 
tt
d LcYLL )()1)((    and is represented by    in the regression: 
       2sin4lnln 2 jj cI . 
Note 2: Values of t-statistics are in parentheses; *** indicates significance at least at 















Panel B: Time-varying market betas by country 
 
α=0.4 α =0.5 α=0.55 α=0.6 α=0.7 
AUS 0.305** 0.458*** 0.545*** 0.577*** 0.688*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
CAN 0.597*** 0.546*** 0.525*** 0.583*** 0.775*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
IND 0.133 0.334*** 0.351*** 0.501*** 0.707*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
JPN 0.599*** 0.626*** 0.674*** 0.701*** 0.753*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
KOR 0.472*** 0.448*** 0.525*** 0.585*** 0.749*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
PHI -0.083 0.194** 0.261*** 0.367*** 0.502*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
SGP 0.408*** 0.494*** 0.606*** 0.654*** 0.762*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
TWN 0.363** 0.362*** 0.461*** 0.548*** 0.695*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
THA 0.017 0.222** 0.267*** 0.410*** 0.544*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
GBR 0.435*** 0.479*** 0.515*** 0.574*** 0.622*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
USA 0.449*** 0.533*** 0.537*** 0.617*** 0.713*** 
 
(0.153) (0.094) (0.074) (0.059) (0.038) 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 
Note 1:  d refers to the differencing parameter in the fractional integration process 
tt
d LcYLL )()1)((    and is represented by    in the regression: 
       2sin4lnln 2 jj cI . 
Note 2: Values of t-statistics are in parentheses; *** indicates significance at least at 




Table 1.8: Mean of risk premiums by country in various sub-sample periods 
 pre-GFC  GFC  post-GFC  whole 
 CP MP TP  CP MP TP  CP MP TP  CP MP TP 
AUS 1.215 0.999 2.214  6.111 -0.001 6.110  7.433 0.612 8.046  0.779 0.351 1.130 
CAN -0.103 4.810 4.707  -0.470 6.656 6.186  -0.210 6.842 6.631  -0.383 4.088 3.705 
IND 1.523 1.272 2.795  -15.850 -1.183 -17.033  3.913 1.180 5.093  -0.280 1.155 0.875 
JPN -0.717 2.205 1.489  0.361 0.541 0.902  1.025 -0.068 0.957  0.041 0.800 0.841 
KOR 1.455 2.539 3.993  0.106 0.775 0.882  4.535 0.973 5.508  0.460 0.479 0.939 
PHI 1.880 0.964 2.845  -2.193 0.692 -1.501  3.747 0.169 3.916  1.460 0.301 1.761 
SGP 0.185 1.961 2.146  2.987 2.303 5.290  4.358 2.811 7.169  0.645 0.774 1.419 
TWN -0.946 1.930 0.984  -3.062 -0.056 -3.118  2.768 0.783 3.551  -0.845 0.665 -0.180 
THA 0.162 1.586 1.748  -0.149 2.420 2.271  2.849 1.267 4.116  0.670 0.500 1.170 
GBR 0.268 3.467 3.735  1.132 3.842 4.975  0.769 7.893 8.662  0.079 1.060 1.139 
USA -0.128 6.064 5.937  0.514 3.275 3.789  0.754 12.757 13.511  -0.050 5.076 5.026 
Note 1: CP is the currency premium; MP is the market premium; TP = CP + MP. 
Note 2: Pre-GFC period is from 5 January 1999 to 30 June 2007; the GFC period is from 1 July 2007 to 30 June 2009; the post-GFC period is from 1 July 2009 to 25 July 2012; and the whole 




Table 1.9: Volatility of risk premiums by country in various sub-sample periods 
 pre-GFC  GFC  post-GFC  whole 
 CP MP TP  CP MP TP  CP MP TP  CP MP TP 
AUS 13.997  2.864  15.395   150.569  7.594  152.489   39.848  5.449  39.754   55.643  4.210  57.921  
CAN 4.581  10.588  11.714   32.065  66.783  62.339   23.355  21.956  27.960   13.419  19.764  25.911  
IND 20.741  3.012  21.535   106.309  20.022  115.871   17.090  7.312  20.348   28.733  5.929  32.626  
JPN 6.640  4.659  8.024   18.099  11.897  7.958   11.675  4.996  11.918   8.716  2.258  8.858  
KOR 20.858  5.624  23.247   89.594  7.634  94.818   64.773  6.887  68.114   49.044  3.974  51.390  
PHI 16.367  3.085  17.165   36.752  10.713  43.017   24.582  2.333  24.914   20.649  3.383  22.431  
SGP 3.625  5.840  6.939   35.516  23.816  53.962   17.950  8.212  21.213   14.870  7.830  20.687  
TWN 9.158  4.947  10.949   27.673  6.418  32.132   33.965  6.596  36.707   15.416  4.140  17.801  
THA 9.359  4.898  10.764   11.867  38.909  44.272   22.341  8.289  26.809   9.521  5.087  11.680  
GBR 2.742  10.297  10.651   49.088  38.287  81.761   9.016  19.081  24.873   13.317  14.986  26.649  
USA 3.348  13.772  14.559   7.141  25.899  31.577   2.229  29.631  30.804   3.723  16.424  18.863  
Note 1: CP is the currency premium; MP is the market premium; TP = CP + MP. 
Note 2: Pre-GFC period is from 5 January 1999 to 30 June 2007; the GFC period is from 1 July 2007 to 30 June 2009; the post-GFC period is from 1 July 2009 to 25 July 2012; and the whole 
sample period ranges from 5 January 1999 to 25 July 2012.  
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Figure 1.1: Cumulative sum of squared recursive residuals (CSSRR) test results 
 
 














































































Figure 1.2: Time-varying currency and market betas by country 
 
Note: The thin, red line is the Hodrick-Prescott filter for currency betas series, while the thick, black line is the Hodrick-Prescott filter for market betas series. 














































































































Figure 1.4: Cumulative distribution of time-varying currency betas by country 
 
 



































Tables and Figures for Chapter Two 
Table 2.1: Summary Statistics of  Daily Returns of Shanghai, Shenzhen and S & P 500 
 
Mean Std Min Max Skew Kurt JB.test Q(5) Q(10) 
      
Pre 0.0526  1.396  -9.256  9.401  0.120  6.204  3149.15  4.613  7.420  
Crisis -0.0489  2.386  -8.044  9.034  -0.045  1.383  42.81  6.423  7.897  
Post -0.0278 1.301  -6.983  4.679  -0.504  2.720  390.75  2.791  18.956  
Whole 0.0130  1.554  -9.256  9.401  -0.092  4.709  3322.87  13.047  21.540  
                     
Pre 0.0504  1.479  -8.930  9.244  -0.064  5.143  2162.95  10.152  12.734  
Crisis -0.0217  2.532  -8.358  8.515  -0.386  1.075  38.89  9.484  10.924  
Post 0.0084 1.568  -7.410  5.349  -0.574  1.698  195.12  12.504  31.408  
Whole 0.0269  1.698  -8.930  9.244  -0.368  3.568  1986.10  25.276  36.327  
                     
Pre 0.0012  1.086  -6.005  5.573  0.078  2.989  732.78  7.033  9.581  
Crisis -0.0942  2.179  -9.470  10.957 -0.070  4.284  404.82  23.177  28.294  
Post 0.0545 1.072  -6.896  4.632  -0.458  4.011  785.53  27.088  33.584  
Whole 0.0038  1.300  -9.470  10.957 -0.173  7.975  9530.21  37.941  50.873  
Note 1:       is daily return of the Shanghai Composite Index,       is the daily return of the Shenzhen 
Composite Index, and       stands for daily return of S&P 500 Composite Index. 
Note 2: Q(n) is the Ljung-Box test statistic with n lags, n = 5 or 10, which is asymptotically distributed as 
Chi-squared with n degrees of freedom. 
Note 3: The 5% critical values for       and        are 11.071 and 18.307 respectively, and the 1% 
critical value for       and        are 15.086 and 23.209, respectively. 
Note 4: “Pre” stands for Pre-crisis period from 3 January 2000 to 30 June 2007; “Crisis” stands for Crisis 
period from 1 July 2007 to 30 June 2009; “Post” stands for Post-crisis period from 1 July 2009 to 30 
September 2013; and “Whole” stands for Whole sample period from 3 January 2000 to 30 September 2013.  
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Table 2.2: Estimation Results of Mean Equations for Daily Returns 
Note:     =∑           
 
    ∑           
 







Table 2.3A: Estimation Results of GARCH Models  
                     
 
Pre Crisis Post Whole  Pre Crisis Post Whole  Pre Crisis Post Whole 




0.845*** 0.160*  0.597** -0.349 -0.653*** 0.361**  0.698*** 0.270 -0.812*** -0.098 
 
(1.024) (1.115) (0.098) (0.096)  (0.241) (0.263) (0.116) (0.145)  (0.122) (0.173) (0.075) (0.310) 
   0.536 -0.214 -
0.844*** 
-0.146  -0.551** 0.430* 0.723*** -0.307**  -0.742*** -0.451*** 0.741*** 0.007 
 
(1.006) (1.102) (0.101) (0.095)  (0.250) (0.252) (0.108) (0.137)  (0.116) (0.159) (0.085) (0.310) 
      
0.783***     0.562***     0.004 
    
(0.101)     (0.156)     (0.243) 
      
-
0.780*** 
    -0.596***     -0.057 
    
(0.099)     (0.148)     (0.263) 
   0.113 0.186 -0.036 0.069  0.113 0.162 0.047 0.097  0.020 -0.339 0.079 -0.014 
 
(0.072) (0.232) (0.087) (0.062)  (0.075) (0.246) (0.106) (0.067)  (0.054) (0.212) (0.070) (0.049) 
   0.168** -0.566** -0.122 -0.040  0.193*** -0.498** -0.083 -0.001  -0.014 0.192 0.099 0.056 
 
(0.070) (0.231) (0.087) (0.062)  (0.075) (0.245) (0.106) (0.067)  (0.054) (0.211) (0.070) (0.049) 
   0.075 0.294 0.005 0.075  0.067 0.374 0.120 0.117*  0.014 -0.230 0.021 -0.018 
 
(0.070) (0.232) (0.087) (0.062)  (0.075) (0.247) (0.106) (0.067)  (0.054) (0.212) (0.070) (0.048) 
   -0.078 -0.196 -0.133 -0.124**  -0.102 -0.154 -0.127 -0.130*  0.064 -0.089 0.069 0.042 
 
(0.070) (0.232) (0.087) (0.062)  (0.075) (0.247) (0.106) (0.067)  (0.054) (0.212) (0.070) (0.048) 
   -0.009 0.035 0.102 0.021  -0.025 0.020 0.091 0.008  -0.068 -0.024 -0.002 -0.041 
 
(0.070) (0.232) (0.087) (0.062)  (0.075) (0.247) (0.106) (0.067)  (0.054) (0.212) (0.070) (0.049) 
   0.004 0.017 0.008 0.005  0.008 0.021 0.012 0.009  0.007 0.042 0.017 0.014 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 




GARCH(1,1):                      
               
            
 ,                           
Note 1: LM(10) is the Lagrange Multiplier test statistic on the autocorrelation of the squared standardized residuals with 10 lags. 
Note 2:   (10) is the Ljung-Box test statistic on the squared standardized residuals with 10 lags. 







Table 2.3B: Estimation Results of C-GARCH Models  
                     
 
Pre Crisis Post Whole  Pre Crisis Post Whole  Pre Crisis Post Whole 
  0.096** 0.058 0.032*** 0.032***  0.070*** 0.113 0.164* 0.043***  0.006** 0.048 0.028*** 0.011*** 
 
(0.038) (0.115) (0.011) (0.007)  (0.016) (0.115) (0.098) (0.009)  (0.003) (0.032) (0.010) (0.003) 
   0.122*** 0.060* 0.034*** 0.066***  0.121*** 0.099*** 0.063*** 0.088***  0.060*** 0.101*** 0.098*** 0.080*** 
 
(0.028) (0.034) (0.007) (0.011)  (0.004) (0.031) (0.023) (0.009)  (0.011) (0.025) (0.022) (0.010) 
   0.839*** 0.930*** 0.947*** 0.923***  0.856*** 0.887*** 0.868*** 0.900***  0.935*** 0.890*** 0.875*** 0.914*** 
 
(0.046) (0.048) (0.007) (0.010)  (0.021) (0.038) (0.057) (0.008)  (0.012) (0.025) (0.025) (0.010) 
  0.994*** 0.886*** 0.956*** 0.978***  0.979*** 0.755*** 0.913*** 0.935***  0.920*** 0.853*** 0.932*** 0.895*** 
 
(0.005) (0.051) (0.011) (0.012)  (0.009) (0.053) (0.017) (0.053)  (0.025) (0.040) (0.029) (0.016) 
  0.918*** 1.305*** 0.986*** 0.977***  1.003*** 1.480*** 1.195*** 1.104***  1.373*** 1.355*** 1.212*** 1.291*** 
 
(0.039) (0.112) (0.059) (0.032)  (0.043) (0.120) (0.078) (0.025)  (0.063) (0.138) (0.076) (0.045) 
LM(10) 3.833 8.889 18.592 2.379  4.176 2.805 13.930 4.803  7.814 28.174 23.744 26.740 
  (10) 3.645 8.812 17.310 2.606  4.061 3.044 13.031 4.960  8.145 20.389 25.128 27.512 
AIC 3.188 4.464 3.170 3.374  3.309 4.559 3.606 3.590  2.668 3.924 2.671 2.847 
BIC 3.202 4.505 3.193 3.383  3.323 4.600 3.628 3.598  2.682 3.965 2.694 2.855 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 
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C-GARCH(1,1):                   
           (      
        )      (      
        ),                        
        
  , 
                         
 
                    
 
Pre Crisis Post Whole  Pre Crisis Post Whole  Pre Crisis Post Whole 
   0.030*** 0.000** 0.003*** 0.010***  0.028*** 0.000** 0.008 0.017**  0.002 0.048 0.011 0.005* 
 (0.003) (0.000) (0.001) (0.000)  (0.002) (0.000) (0.021) (0.008)  (0.001) (0.030) (0.025) (0.003) 
   0.105* 0.040 0.000 0.059***  0.120*** 0.063* 0.059** 0.096***  0.041*** 0.000 0.098*** 0.048** 
 (0.055) (0.034) (0.000) (0.010)  (0.040) (0.034) (0.025) (0.025)  (0.014) (0.001) (0.022) (0.020) 
  0.736*** 0.832*** 0.021 0.838***  0.673*** 0.838*** 0.881*** 0.708***  0.926*** 0.087 0.875*** 0.930*** 
 (0.104) (0.112) (0.893) (0.060)  (0.104) (0.098) (0.070) (0.086)  (0.025) (0.906) (0.025) (0.018) 
  0.991*** 1.000*** 0.999*** 0.997***  0.995*** 1.000*** 0.997*** 0.996***  0.999*** 0.982*** 0.990*** 0.996*** 
 (0.003) (0.000) (0.000) (0.001)  (0.004) (0.000) (0.009) (0.003)  (0.001) (0.011) (0.023) (0.002) 
  0.056*** 0.040*** 0.021** 0.029***  0.076*** 0.047** 0.000 0.051***  0.026*** 0.087*** 0.000 0.034* 
 (0.017) (0.015) (0.009) (0.008)  (0.001) (0.020) (0.006) (0.015)  (0.009) (0.020) (0.001) (0.020) 
  0.994*** 0.882*** 0.955*** 0.977***  0.976*** 0.756*** 0.909*** 0.931***  0.920*** 0.853*** 0.932*** 0.894*** 
 
(0.003) (0.062) (0.010) (0.006)  (0.016) (0.058) (0.077) (0.014)  (0.026) (0.031) (0.023) (0.013) 
  0.919*** 1.313*** 0.951*** 0.976***  1.008*** 1.514*** 1.197*** 1.104***  1.365*** 1.408*** 1.214*** 1.295*** 
 
(0.060) (0.112) (0.052) (0.035)  (0.043) (0.120) (0.119) (0.035)  (0.063) (0.134) (0.075) (0.045) 
LM(10) 5.194 9.040 19.005 2.714  6.346 4.334 13.550 7.547  9.343 30.023 23.446 26.727 
  (10) 5.021 9.175 18.276 2.721  6.023 4.559 12.657 7.655  9.555 22.256 25.163 27.435 
AIC 3.186 4.469 3.172 3.373  3.305 4.561 3.609 3.586  2.667 3.928 2.674 2.847 
BIC 3.206 4.526 3.204 3.385  3.325 4.618 3.641 3.598  2.687 3.985 2.705 2.860 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 
          
Note 1: LM(10) is the Lagrange Multiplier test statistic on the autocorrelation of the squared standardized residuals with 10 lags. 
Note 2:   (10) is the Ljung-Box test statistic on the squared standardized residuals with 10 lags. 
Note 3: The 1%, 5% and 10% critical values for        are 23.209, 18.307 and 15.987, respectively. 
Table 2.3C: Estimation Results of EGARCH Models 
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EGARCH(1,1):                        
                     |      |   |      |              
 ,                           
 
Note 1: LM(10) is the Lagrange Multiplier test statistic on the autocorrelation of the squared standardized residuals with lag 10. 
Note 2:   (10)is the Ljung-Box test statistic on the squared standardized residuals up to 10 lags. 






                     
 
Pre Crisis Post Whole  Pre Crisis Post Whole  Pre Crisis Post Whole 
  0.026** 0.032** 0.011 0.012**  0.026*** 0.077* 0.223*** 0.020**  -0.003* 0.017** -0.010* 0.001 
 
(0.013) (0.016) (0.212) (0.005)  (0.002) (0.042) (0.060) (0.009)  (0.002) (0.008) (0.005) (0.002) 









(0.021) (0.017) (0.334) (0.012)  (0.012) (0.029) (0.054) (0.012)  (0.012) (0.024) (0.031) (0.011) 
   0.951*** 0.979*** 0.975** 0.982***  0.958*** 0.955*** 0.728*** 0.976***  0.987*** 0.985*** 0.955*** 0.984*** 
 
(0.021) (0.009) (0.388) (0.007)  (0.008) (0.023) (0.070) (0.009)  (0.003) (0.006) (0.011) (0.003) 
   0.229*** 0.003 0.086 0.155***  0.239*** 0.174*** 0.146*** 0.189***  0.066*** 0.116*** 0.132*** 0.099*** 
 (0.043) (0.030) (0.467) (0.024)  (0.010) (0.053) (0.054) (0.025)  (0.015) (0.035) (0.028) (0.013) 
  0.994*** 0.890*** 0.955*** 0.976***  0.979*** 0.754*** 0.911*** 0.933***  0.915*** 0.835*** 0.900*** 0.882*** 
 
(0.007) (0.056) (0.034) (0.010)  (0.020) (0.053) (0.013) (0.073)  (0.024) (0.043) (0.018) (0.017) 
  0.915*** 1.418*** 0.986*** 0.985***  0.990*** 1.582*** 1.198*** 1.109***  1.468*** 1.431*** 1.287*** 1.370*** 
 
(0.040) (0.131) (0.093) (0.032)  (0.043) (0.135) (0.076) (0.050)  (0.069) (0.146) (0.078) (0.048) 
LM(10) 2.020 13.348 16.886 2.847  2.047 1.882 20.194 4.677  8.460 27.389 24.928 31.824 
  (10) 1.990 13.463 15.408 3.177  2.092 2.026 19.975 4.885  9.023 19.936 26.036 33.464 
AIC 3.187 4.444 3.172 3.371  3.309 4.541 3.594 3.587  2.632 3.895 2.626 2.812 
BIC 3.204 4.492 3.199 3.381  3.326 4.590 3.622 3.597  2.649 3.944 2.653 2.823 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 
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Table 2.3D: Estimation Results of GJR-GARCH Models  
GJR-GARCH(1,1):                      
               
                  
            
 ,                          
 
Note 1: LM(10) is the Lagrange Multiplier test statistic on the autocorrelation of the squared standardized residuals with 10 lags. 
Note 2:   (10)is the Ljung-Box test statistic on the squared standardized residuals with 10 lags. 




Table 2.3E: Estimation Results of APARCH Models  
                     
 
Pre Crisis Post Whole  Pre Crisis Post Whole  Pre Crisis Post Whole 
  0.106*** 0.180 0.050*** 0.039***  0.066*** 0.180 0.450** 0.042***  0.009*** 0.040* 0.032*** 0.013*** 
 
(0.032) (0.123) (0.008) (0.007)  (0.021) (0.111) (0.193) (0.012)  (0.003) (0.022) (0.009) (0.003) 
   0.095*** 0.000 0.012 0.041***  0.098*** 0.035 0.000 0.054***  0.000 0.000 0.000 0.000 
 
(0.027) (0.001) (0.016) (0.010)  (0.027) (0.028) (0.001) (0.012)  (0.000) (0.001) (0.001) (0.000) 
   0.826*** 0.908*** 0.935*** 0.916***  0.860*** 0.883*** 0.712*** 0.905***  0.935*** 0.919*** 0.868*** 0.922*** 
 
(0.025) (0.042) (0.012) (0.007)  (0.022) (0.034) (0.107) (0.023)  (0.010) (0.016) (0.023) (0.008) 
   0.072** 0.110** 0.044** 0.057***  0.041* 0.100** 0.186*** 0.054***  0.111*** 0.142*** 0.199*** 0.134*** 
 (0.029) (0.047) (0.020) (0.014)  (0.021) (0.040) (0.071) (0.013)  (0.018) (0.034) (0.042) (0.015) 
  0.994*** 0.886*** 0.956*** 0.977***  0.980*** 0.751*** 0.908*** 0.933***  0.911*** 0.851*** 0.912*** 0.883*** 
 
(0.005) (0.033) (0.014) (0.011)  (0.016) (0.045) (0.034) (0.011)  (0.023) (0.036) (0.022) (0.015) 
  0.917*** 1.384*** 0.987*** 0.983***  1.003*** 1.547*** 1.208*** 1.111***  1.461*** 1.441*** 1.274*** 1.373*** 
 
(0.039) (0.125) (0.059) (0.032)  (0.043) (0.129) (0.084) (0.037)  (0.069) (0.147) (0.079) (0.049) 
LM(10) 3.654 9.654 15.162 2.414  3.909 1.874 16.613 4.095  9.976 25.892 18.678 26.149 
  (10) 3.374 10.432 14.172 2.521  3.783 2.147 16.228 4.246  9.921 19.065 19.599 26.816 
AIC 3.187 4.445 3.169 3.371  3.309 4.548 3.593 3.587  2.636 3.901 2.634 2.813 
BIC 3.204 4.494 3.196 3.381  3.326 4.597 3.620 3.597  2.654 3.950 2.661 2.823 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 
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Note 1: LM (10) is the Lagrange Multiplier test statistic on the autocorrelation of the squared standardized residuals with 10 lags. 
Note 2:   (10)is the Ljung-Box test statistic on the squared standardized residuals with 10 lags. 
Note 3: The 1%, 5% and 10% critical values for        are 23.209, 18.307 and 15.987, respectively. 
Note 4: The estimation programs do not converge for Shanghai and Shenzhen markets during the crisis period. Hence the estimates are not reported here. 
 
 
Table 2.4:  Estimation Results of CC-GARCH(1,1), and aDCC-GARCH(1,1) Models 
                  
 
Pre Post Whole  Pre Post Whole  Pre Crisis Post Whole 
  0.025*** 0.078 0.026***  0.060*** 0.425*** 0.039***  0.010*** 0.046 0.038*** 0.015*** 
 
(0.007) (0.052) (0.006)  (0.008) (0.018) (0.006)  (0.002) (0.028) (0.011) (0.003) 
   0.075*** 0.012 0.070***  0.127*** 0.069*** 0.094***  0.050*** 0.043** 0.082*** 0.057*** 
 
(0.009) (0.009) (0.007)  (0.014) (0.012) (0.007)  (0.008) (0.020) (0.025) (0.011) 
   0.925*** 0.929*** 0.931***  0.867*** 0.695*** 0.905***  0.945*** 0.913*** 0.880*** 0.926*** 
 
(0.009) (0.029) (0.007)  (0.005) (0.038) (0.002)  (0.008) (0.033) (0.022) (0.010) 
   0.117** 0.214 0.247***  0.103 0.995*** 0.200***  0.854*** 0.559** 0.989*** 0.865*** 
 (0.050) (0.184) (0.050)  (0.085) (0.118) (0.067)  (0.121) (0.266) (0.136) (0.162) 
  1.606*** 3.201*** 1.319***  1.504*** 1.602*** 1.426***  1.170*** 2.261** 1.380*** 1.454*** 
 (0.153) (0.348) (0.139)  (0.177) (0.105) (0.115)  (0.072) (0.927) (0.417) (0.267) 
  NA NA NA  1.000*** 1.147*** 1.036***  1.411*** 1.392*** 1.114*** 1.354*** 
 
NA NA NA  (0.041) (0.164) (0.028)  (0.061) (0.123) (0.066) (0.045) 
LM(10) 3.513 13.006 3.541  8.581 95.332 43.395  10.344 26.558 20.407 27.518 
  (10) 4.143 12.146 4.584  10.100 127.750 44.015  10.627 19.147 21.727 28.321 
AIC 3.360 3.292 3.507  2.720 2.842 2.877  2.645 3.930 2.640 2.826 
BIC 3.374 3.315 3.516  2.737 2.869 2.888  2.662 3.979 2.667 2.837 
***
p < 0.01, 
**
p < 0.05, 
*
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Pre Crisis Post Whole  Pre Crisis Post Whole  Pre Crisis Post Whole 
Panel A: CC-GARCH(1,1)  








 0.023 0.578** 0.081* 0.020**
* 
 
(0.010) (0.066) (0.019) (0.007)  (0.011) (0.121) (0.059) (0.008)  (0.039) (0.278) (0.045) (0.004) 

















(0.006) (0.016) (0.014) (0.005)  (0.007) (0.024) (0.028) (0.006)  (0.015) (0.052) (0.014) (0.009) 























*  (0.002) (0.007) (0.006) (0.002)  (0.002) (0.007) (0.004) (0.002)  (0.034) (0.063) (0.030) (0.013) 





 (0.010) (0.020) (0.011) (0.007)  (0.010) (0.028) (0.017) (0.007)  (0.025) (0.055) (0.017) (0.011) 












 0.000 0.073 0.033 0.050**
*  (0.003) (0.046) (0.016) (0.003)  (0.003) (0.045) (0.019) (0.003)  (0.052) (0.287) (0.080) (0.004) 
















 0.282 0.768** 0.853**
* 
0.930**
*  (0.009) (0.023) (0.026) (0.009)  (0.009) (0.024) (0.026) (0.009)  (1.494) (0.330) (0.112) (0.019) 
    0.000 0.000 0.000 0.000  0.000 0.000 0.000 0.000  0.692**
* 
0.007 0.008 0.000 
 (0.009) (0.023) (0.020) (0.008)  (0.009) (0.024) (0.020) (0.008)  (0.025) (0.063) (0.025) (0.011) 



















*  (0.023) (0.041) (0.029) (0.016)  (0.023) (0.042) (0.030) (0.017)  (0.002) (0.006) (0.005) (0.002) 
        3.743  8.609  16.644  2.656   4.669  3.205  12.441  5.965   4.644  8.962  17.377  2.370  




  = 
     
√          
  ,        ̅     (              ̅  )    (         ̅  )                  ̅    
Panel B: aDCC-GARCH(1,1) 



















*  (0.029) (0.048) (0.036) (0.020)  (0.031) (0.051) (0.044) (0.022)  (0.006) (0.015) (0.010) (0.005) 





*  (0.011) (0.067) (0.005) (0.007)  (0.012) (0.093) (0.004) (0.006)  (0.006) (0.030) (0.013) (0.009) 



















*  (0.044) (0.263) (0.054) (0.033)  (0.045) (0.483) (0.052) (0.035)  (0.010) (0.042) (0.026) (0.011) 
G 0.007 0.000 0.000 0.001  0.006 0.000 0.000 0.003  0.026** 0.070 0.030 0.028**
*  (0.013) (0.209) (0.012) (0.006)  (0.013) (0.273) (0.012) (0.006)  (0.012) (0.044) (0.027) (0.010) 
         3.353 9.690 14.540 2.697  3.758 2.347 16.376 4.359  4.742 22.423 19.454 20.066 
         4.875 7.534 4.217 4.465  4.814 6.798 7.280 5.967  9.775 7.733 8.751 5.692 
         9.192 16.534 22.058 31.555  9.296 18.010 24.224 32.273  17.497 10.673 21.275 17.424 
 
Note 1: We only report the off-diagonal estimates of     in the CC-GARCH(1,1) model. It is because there is a significant spillover effect from 
Shanghai to Shenzhen stock markets before the financial crisis. Estimates for other off-diagonal parameters are omitted as they are statistically 
insignificant.  
Note 2: To save space, in Panel B, we only report estimates of parameters in the conditional co-variances equation of the aDCC-GARCH(1,1) model. 
Note 3:          is the Ljung-Box test statistic for the cross-product of standardized residual of series i with series j up to 10 lags in the aDCC-
















              
 
Pre Crisis Post Whole  Pre Crisis Post Whole 









(0.019) (0.119) (0.062) (0.047)  (0.018) (0.144) (0.056) (0.029) 







0.047  0.224* -0.035 -0.241 0.035 
 
(0.118) (0.169) (0.058) (0.122)  (0.123) (0.256) (0.234) (0.080) 
       
   0.002 0.002 -0.118 0.032  -0.006 -0.278 -0.099 -0.040 
 (0.014) (0.043) (0.094) (0.022)  (0.007) (0.188) (0.130) (0.271) 
       
   -0.051 -0.018 0.022 0.045  -
0.367* 
-0.202 0.323 -0.218 
 
(0.041) (0.047) (0.084) (0.096)  (0.206) (0.153) (0.408) (0.320) 
       
   0.055 -0.022 0.076 -0.003  0.075*
* 
0.334 0.143 0.101 
 
(0.035) (0.056) (0.059) (0.013)  (0.032) (0.212) (0.107) (0.209) 
       
   0.024*
** 
-0.039 -0.062 -0.073  0.342* 0.238* -0.268 0.228 
 (0.009) (0.032) (0.067) (0.083)  (0.193) (0.144) (0.339) (0.286) 
       













*  (0.023) (0.065) (0.058) (0.023)  (0.025) (0.066) (0.046) (0.036) 
       









*  (0.122) (0.063) (0.054) (0.051)  (0.102) (0.063) (0.177) (0.075) 
















**  (0.041) (0.093) (0.039) (0.026)  (0.041) (0.120) (0.064) (0.030) 















**  (0.132) (0.115) (0.070) (0.084)  (0.121) (0.118) (0.265) (0.079) 















**  (0.012) (0.014) (0.031) (0.006)  (0.010) (0.042) (0.016) (0.008) 















**  (0.032) (0.009) (0.074) (0.016)  (0.025) (0.018) (0.059) (0.016) 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 
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Pre Crisis Post Whole  Pre Crisis Post Whole 
   0.000 0.147 -0.001 0.000  0.000 0.153* 0.006 0.000 
 
(0.000) (0.100) (0.001) (0.000)  (0.001) (0.090) (0.008) (0.001) 
    -0.077 0.064 0.012 0.004  -
0.147*
* 
-0.194* -0.050 -0.102 
 
(0.055) (0.151) (0.026) (0.009)  (0.068) (0.109) (0.059) (0.064) 











*  (0.056) (0.142) (0.011) (0.007)  (0.070) (0.108) (0.053) (0.059) 













(0.030) (0.118) (0.035) (0.013)  (0.021) (0.049) (0.037) (0.024) 













(0.003) (0.010) (0.018) (0.003)  (0.004) (0.048) (0.120) (0.005) 
    0.000 0.000 -0.194 0.026  0.018 0.000 0.000 -0.002 
 (0.026) (0.026) (0.189) (0.025)  (0.028) (0.017) (0.015) (0.011) 
    -0.013 -0.004 0.000 0.016  -0.015 -0.015 -0.001 0.023 
 (0.073) (0.034) (0.027) (0.012)  (0.014) (0.075) (0.028) (0.025) 
    0.105 0.183 -0.013 -0.102  -0.120 -0.001 -0.030 -0.107 
 (0.251) (0.476) (0.051) (0.122)  (0.089) (0.026) (0.130) (0.108) 







**  (0.005) (0.053) (0.010) (0.006)  (0.009) (0.311) (0.040) (0.009) 
    0.000 0.000 0.117* 0.000  0.000 0.000 0.000 0.000 
 (0.008) (0.037) (0.063) (0.011)  (0.006) (0.038) (0.047) (0.019) 
    0.000 0.159 0.000 0.000  0.000 0.244*
* 
0.000 0.000 
 (0.019) (0.128) (0.029) (0.010)  (0.026) (0.110) (0.032) (0.019) 
    0.000 0.167 0.179*
** 
0.000  0.000 0.003 0.163 0.000 
 (0.041) (0.117) (0.059) (0.003)  (0.025) (0.021) (0.133) (0.020) 















**  (0.042) (0.135) (0.085) (0.028)  (0.043) (0.132) (0.073) (0.029) 















**  (0.125) (0.155) (0.117) (0.087)  (0.120) (0.142) (0.259) (0.083) 















**  (0.017) (0.019) (0.118) (0.007)  (0.014) (0.042) (0.020) (0.007) 















**  (0.040) (0.013) (0.086) (0.019)  (0.031) (0.017) (0.067) (0.015) 
***
p < 0.01, 
**
p < 0.05, 
*
p < 0.1 
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Daily return of S&P500 Index
 149 
 






































































Correlation between Shanghai&US Market
0.05
0.10


























Correlation between Shanghai&Shenzhen Market
 150 
 
Tables and Figures for Chapter Three 
Table 3.1: 
This table presents descriptive statistics for the 285 stocks listed in CSI300 index between April 
11, 2013 to May 13, 2013. The data is obtained from Hong Hui via Charles River Advisors. 
Market Capitalization data is the closing market capitalization on April 1st, 2013. Other 
variables are averaged across both stocks and trading days (285*20=5700 observations) and the 
mean, std. 
dev., minimum and maximum of these stock-day averages are reported. Daily Volume is the 
average total trading volume across stock-day in unit of 1 million RMB. Daily Transaction is the 
average number of transactions across stock-day. Avg.Volume is the average volume of one 
single transaction in unit of one RMB. Avg.Price and Avg.Size are the average price and size(in 
unit of share) of one single transaction. Depth is the depth at the best bid + the depth at the best 
ask. 
 
 Mean Std.Dev Min Max 
MktCap(Billion RMB) 63.67  172.2  5.30  1554.34  
Daily Volume(Million RMB) 217.00  321.58  6.86  4300.42  
Daily Transaction 9398  10001  887  180571  
Avg.Volume(RMB) 19511.82  9496.32  4104.83  105447.06  
Avg.Price 14.64  16.84  1.94  199.14  
Avg.Size(Share) 2119  1561  233  13369  


























We estimate the following model in the first regression(column one).  
                                                      
where    is a random error term, and 
        = natural log of the number of occurrences of trades that are of size i, 
       = 1 if trade size i is a multiple of 1,000 shares, 0 otherwise 
        = 1 if trade size i is a multiple of 10,000 shares, 0 otherwise 
        = natural log of trade size i measured in number of shares. 
We further add dummy       and       in the second and third regression.  
      = 1 if trade size i is a multiple of 100 shares, 0 otherwise 
      = 1 if trade size i is a multiple of 500 shares, 0 otherwise 
 
 





















































 0.754 0.824 0.825 
Adj. R
2
 0.754 0.824 0.824 
Num. obs. 94173 94173 94173 
***
p < 0.01, 
**
p < 0.05, 
*

















Table 3.3:  
This table reports summary statistics of rounded and non-rounded trades. Avg Size is the 
average size for RT and NRT. Freq.Pct is the frequency-weighted participation by RT and NRT. 
Volume.Pct is the volume-weighted participation by RT and NRT.  
Panel B and panel C report the frequency-weighted and volume-weighted participation 
respectively in 3 trade size categories.  
 
 RT NRT 
Panel A 
Avg Size 2929  2009  
Freq.Pct 29.84% 70.16% 
Volume.Pct 38.27% 61.73% 




1 - 5000  27.22% 64.62% 
5001 - 10,000 1.63% 3.16% 
10,000+ 0.99% 2.39% 
Panel C: Volume-Weighted 
1 - 5000  17.33% 22.78% 
5001 - 10,000 6.42% 9.76% 







This table reports the conditional frequency of observing RT and NRT after observing trades of 
other participants. In column and row headings t indexes trades. 
Ordering Uncond. Freq. 
tt RTRT 1-  8.90% 11.47% 
tt NRTRT 1-  20.93% 18.36% 
tt RTNRT 1-  20.93% 18.36% 






Table 3.5:  
The dependent variable RoundDummyis equal to one if the trade is rounded, and zero otherwise. 
LagRoundDummy is equal to one if the previous trade is rounded, and zero otherwise. HalfSpread 
is defined as (best ask price- best bid price)/2. EffectiveHalfSpread is defined as (trade price - 
midquote)/2. lnDepth is the natural log of the volume at best bid and ask price. LnLagVolume is 
the natural log of the total trading volume during 5 minutes prior to the trade. LagAbsRet is the 
absolute return of midquote in the 5 minutes prior to the trade. To guarantee convergence within 
reasonable time, a subsample of 2.5 million observations is randomly drawn, which consists of 5% 
of the whole sample. Random-effect model is estimated using maximum likelihood estimation, as 
there does not exist a sufficient statistic allowing the fixed effectsto be conditioned out of the 
likelihood. Unconditional fixed-effect estimates are biased. 
 
 
VARIABLES RoundDummy RoundDummy RoundDummy 
Constant -1.774*** -1.758*** -1.759*** 
 (0.014) (0.015) (0.014) 
LagRoundDummy  0.113*** 0.113*** 
  (0.002) (0.002) 
HalfSpread   0.044*** 
   (0.016) 
EffectiveHalfSpread -0.043*** -0.042*** -0.057*** 
 (0.008) (0.008) (0.010) 
lnDepth 0.065*** 0.063*** 0.063*** 
 (0.001) (0.001) (0.001) 
lnLagVolume 0.033*** 0.032*** 0.033*** 
 (0.001) (0.001) (0.001) 
LagAbsRet 0.117*** 0.112*** 0.112*** 
 (0.014) (0.014) (0.014) 
Observations 2,537,431 2,537,146 2,537,146 



















This table reports the percentage of the variance of the efficient price correlated with RT and NRT 
trades. The remainder is in the Return column and is unrelated to trading. RT - NRT is the average 
difference in efficient price variance explained by RT and NRT. T-statistics for the RT - NRT 
difference for individual stock accounts for time-series correlation. The first column is the ticker 
for individual stock. Ticker starting with "SH" is stock listed in Shanghai stock exchange, and 
ticker starting with "SZ" is stock listed in Shenzhen stock exchange. For saving space, we report 
only the results of top 20 stocks from Shanghai stock exchange and top 10 stocks from Shenzhen 
stock exchange by market capitalization. The results of other stocks can be obtained upon request. 
 
Ticker RT NRT Return RT-NRT t-stat 
SH601857 1.14% 2.24% 96.62% -1.10% -1.49067 
SH601398 2.35% 1.52% 96.13% 0.83% 0.947178 
SH601939 1.41% 1.96% 96.63% -0.55% -0.84794 
SH601288 0.91% 2.16% 96.93% -1.25% -1.44117 
SH601988 3.19% 1.23% 95.57% 1.96% 1.733026 
SH600028 0.78% 0.94% 98.29% -0.16% -1.67354 
SH601628 0.66% 1.98% 97.36% -1.32% -5.60189 
SH601088 0.60% 1.60% 97.79% -1.00% -4.78128 
SH601328 0.91% 2.79% 96.29% -1.88% -1.75866 
SH601318 0.39% 0.97% 98.64% -0.58% -2.65545 
SH600016 0.19% 0.55% 99.26% -0.35% -4.04367 
SH600036 0.29% 1.80% 97.91% -1.51% -3.92194 
SH601166 0.39% 0.47% 99.13% -0.08% -0.68257 
SH601998 1.68% 2.13% 96.18% -0.45% -1.56804 
SH600000 0.52% 1.31% 98.17% -0.79% -5.8214 
SH600519 0.24% 1.51% 98.25% -1.27% -2.56857 
SH601601 0.72% 1.51% 97.77% -0.80% -1.71735 
SH600104 0.52% 1.64% 97.84% -1.11% -6.48587 
SH600030 0.35% 0.50% 99.15% -0.15% -1.2706 
SH601818 0.43% 2.18% 97.39% -1.75% -14.1776 
SZ000002 0.22% 0.34% 99.44% -0.12% -1.17507 
SZ000001 0.22% 0.23% 99.55% 0.00% -0.06119 
SZ000895 0.34% 1.23% 98.43% -0.89% -4.59331 
SZ000858 0.16% 3.46% 96.38% -3.30% -1.08974 
SZ000776 0.14% 0.61% 99.25% -0.47% -2.87687 
SZ000651 0.13% 0.30% 99.57% -0.18% -2.23603 
SZ002415 0.21% 0.77% 99.02% -0.56% -1.88872 
SZ002594 0.22% 0.73% 99.05% -0.51% -2.4963 
SZ002304 0.03% 0.16% 99.81% -0.13% -3.80291 




Figure 3.1:  
This figure plots the number of transactions with the same trade size as a function of the trade 
size for the 285 stocks across 20 trading days where the trade sizes are among 100 to 50,000 
shares. The x axis is in the unit of 1000 shares. The y axis is the frequency or the number of 




Figure 3. 2: 
This figure plots the number of transactions as a function of trade price decimal. It can be 
observed that the trades are slightly clustered around prices ending with decimals of 
multiples of 10. But compared with rounded trade size clustering, this trade price 
rounding effect is fairly minimal. Further analysis shows that the correlation between the 
occurrence of rounded size and the occurrence of rounded price is as low as 0.0094, less 
than 1%. Thus, unlike Alexander&Peterson(2007), where the rounding decisions for trade 
sizes and prices are studied simultaneously using bi-variate probit regression, we only 






















This figure plots the overall average PMI difference as a function of event time between rounded 
and non-rounded trade sizes averaged across both stocks and trading days. The red and blue dots 






This figure plots the Average PMI Difference Between Rounded and Non-Rounded Trades by 

































































This figure plots the overall average IRF difference as a function of event time between rounded 
and non-rounded trade sizes averaged across both stocks and trading days. The red and blue dots 
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1A. Brief deduction of ICAPM 
Lucas(1982) intertemporal asset pricing model claims that 
           
             |                                       
where      is the return of any asset(both risky and risk-free). 
The above equation can be rearranged as  
 ( 
        
      
      |  )   (          |  )    
As       (risk-free interest rate return) also satisfy this equation, thus 
 (          |  )    
where                       
By applying the definition of covariance to the above equation, it can be derived that  
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If we further suppose that   has the following factor representation 
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Then the above euqation can be written as  
 (      |  )  ∑   
 
   
                 |    
In a world with (L+1) countries, the ICAPM is derived as  
 (    |    )       (         |    )  ∑   
 
   
             |      
tir ,  denotes the excess return on asset i in excess of a risk free rate of return in the 
currency of denomination in country l;  
tmr ,  denotes the excess return on the world market portfolio denominated in the 
reference currency;  
tl ,  denotes the inflation rate in country l which includes the domestic inflation and 




3A. Impulse response function analysis 
Suppose the estimated VAR model is as follows  
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If there's a rounded buy shock at time 0, meaning,  ̂    , then  ̂ 
    .  
At step one, given other variables are zero, we substitute  ̂ 
     into the first 
equation, resulting 
 ̂   ̂  ̂ 
    ̂  
 ̂ is the instantaneous impulse response function of mid-quote with respect to the 
initial rounded buy shock   ̂  . 
Both  ̂ 
   and  ̂ 
   are used to update 
 ̂ 
    ̂     ̂  ̂ 
   
 ̂ 
     ̂     ̂  ̂ 
   
At step two, 
 ̂   ̂  ̂  ∑ ̂  ̂   
  
 
   
  ̂   
    
 ̂ is the impulse response function of mid-quote at event time one with respect to the 
initial rounded buy shock   ̂  . 
Then, both  ̂ 
   and  ̂ 
    are updated accordingly. 
 175 
 
Keep iterating in this way, the impulse response function of mid-quote at any event 
time k, namely,  ̂  can be calculated. 
Note that  ̂ 
   is the sign of rounded trade, which can only take three values, namely, 1, 
-1, and 0. But during iteration,  ̂ 
   could take any real value other than these three 
integers. This might consist of one drawback for this model. However, from modeling 
side,  ̂ 
   can be interpreted as the occurrence of one rounded trade with average size. 
Thus, for any real value of k, we may interpret  ̂ 
     as the initiation of one rounded 
trade with size being k average rounded trade size.  ̂ 
      can also be similarly 
interpreted. 
 
 
