Extension des algorithmes imbriqués pour la résolution de problèmes d'optimisation convexe en imagerie by Pustelnik, Nelly et al.
Extension des algorithmes imbrique´s pour la re´solution
de proble`mes d’optimisation convexe en imagerie
Nelly Pustelnik, Caroline Chaux, Jean-Christophe Pesquet
To cite this version:
Nelly Pustelnik, Caroline Chaux, Jean-Christophe Pesquet. Extension des algorithmes im-
brique´s pour la re´solution de proble`mes d’optimisation convexe en imagerie. Poster session of
22e`me Groupe de recherche et d’e´tudes du traitement du signal et des images (GRETSI’09),
Sep 2009, France. 10pp., 2009. <hal-00621940>
HAL Id: hal-00621940
https://hal-upec-upem.archives-ouvertes.fr/hal-00621940
Submitted on 11 Sep 2011
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Extension des algorithmes imbrique´s pour la re´solution de proble`mes
d’optimisation convexe en imagerie
Nelly PUSTELNIK1, Caroline CHAUX1, Jean-Christophe PESQUET1
1Universite´ Paris-Est
Laboratoire de l’Institut d’Informatique Gaspard Monge
5 rue Descartes, 77454 Marne la Valle´e, France
nelly.pustelnik@univ-paris-est.fr, caroline.chaux@univ-paris-est.fr
jean-christophe.pesquet@univ-paris-est.fr
Re´sume´ – Les algorithmes explicite-implicite et de Douglas-Rachford appartiennent a` la classe des algorithmes ite´ratifs d’optimisation convexe
qui ont de´montre´s leur efficacite´ dans la re´solution de proble`mes inverses de grande taille. Nous avons re´cemment propose´ une imbrication de ces
me´thodes permettant d’e´tendre leur contexte d’application a` la minimisation, sous contrainte d’appartenance a` un convexe, d’une fonctionnelle
compose´e d’un terme diffe´rentiable et d’un terme non lisse. Nous proposons dans cet article de ge´ne´raliser cette classe d’algorithmes imbrique´s
a` la minimisation d’un crite`re pe´nalise´ constitue´ d’une somme de trois fonctions convexes dont une est diffe´rentiable, de gradient Lipschitz.
Nous mettons en e´vidence l’inte´reˆt de ce type de minimisation sur un exemple de restauration d’image ne´cessitant une double re´gularisation:
une re´gularisation dans un domaine transforme´ (utilisation d’une repre´sentation en ondelettes) et une re´gularisation dans le domaine image
(favorisant la parcimonie spatiale).
Abstract – Forward-Backward and Douglas-Rachford algorithms belong to the class of convex optimization iterative algorithms that demon-
strated their efficiency for inverse problems. We have recently proposed nested algorithms based on these methods allowing to extend their
application context to the minimization of a criteria compound with a differentiable function and a non-smooth function. In this article, we pro-
pose to generalize this class of embedded algorithm to the minimization of penalized criterium compound with a sum of three convex functions
where one is differentiable with a Lipschitz gradient. We demonstrate the interest of this minimization on an image restoration example which
needs a twofold regularization: one is done in the transform domain (wavelets-frame representation are used) and an image regularization to
favor spatial sparsity.
1 Introduction
Pour restaurer des donne´es de´grade´es, des approches varia-
tionnelles peuvent eˆtre mises en œuvre. Elles sont base´es sur
la minimisation d’un crite`re non ne´cessairement differentiable
permettant d’inclure un terme de fide´lite´ aux donne´es auquel
s’ajoute un (ou plusieurs) terme(s) de re´gularisation (indica-
trice d’ensemble de contrainte convexe, norme ℓ1, variation to-
tale, . . .). Dans le cas ou` un unique terme de re´gularisation est
conside´re´, des e´tudes visant a` accroıˆtre la qualite´ de recons-
truction ont porte´ sur l’inte´gration de repre´sentations parcimo-
nieuses dans des algorithmes de type Expectation Maximiza-
tion [6], puis dans des algorithmes tels que celui de Landweber
seuille´ [5]. Dans [4], les auteurs ont ge´ne´ralise´ cette approche
pour diffe´rentes fonctions de re´gularisation en utilisant la no-
tion d’ope´rateur proximal. Cet ope´rateur a e´te´ initialement in-
troduit par Moreau dans [7]. Il est de´fini pour une fonction f de
Γ0(H) ou` H est un espace de Hilbert re´el se´parable et Γ0(H)
correspond a` la classe des fonctions convexes semi-continues
infe´rieurement sur H prenant leurs valeurs dans ]−∞,+∞].
L’ope´rateur proximal associe´ a` f en un point x ∈ H est note´
proxfx et correspond a` l’unique minimiseur de f + 12‖x −
.‖2. Cet ope´rateur ge´ne´ralise la notion de projection sur un
convexe C ferme´ non vide (note´e PC ) ; en effet, proxιC =
PC ou` ιC est la fonction indicatrice du convexe C (ιC(x) =
0 si x ∈ C et +∞ sinon). Dans [2], les auteurs pre´sentent
des formes explicites de cet ope´rateur proximal pour de nom-
breuses lois de probabilite´ log-concaves. Plus re´cemment, dans
[9, 10], les proble`mes d’optimisation ont e´te´ e´largis a` la mini-
misation d’une somme de plus de deux fonctions. Par exemple,
l’ajout de l’indicatrice d’un convexe a permis dans [9] de con-
side´rer une classe de bruit de de´gradation plus large. La re´so-
lution de ce type de proble`me de minimisation plus complexe
passe par l’imbriquation de diffe´rents algorithmes (explicite-
implicite [4], Douglas-Rachford [3], Dykstra [12]). Les preuves
de convergence de ces algorithmes imbrique´s et les conditions
d’initialisation permettant d’ame´liorer leurs performances (en
terme de vitesse de convergence) ont e´te´ donne´es dans [9].
Dans ces algorithmes compose´s, deux conditions sont ne´ces-
saires : l’une des trois fonctions doit eˆtre l’indicatrice d’un
convexe ferme´ non vide C et une autre doit eˆtre de gradient
β-Lipschitz. Par ailleurs, dans [10, 11, 13] les auteurs se sont
inte´resse´s a` une re´gularisation hybride compose´e d’un terme
de variation totale et d’une norme ℓ1 et, plus ge´ne´ralement
dans [10], a` la minimisation d’une somme finie de fonctions de
Γ0(H). Une condition restrictive sur l’emploi de cette me´thode
est cependant de pouvoir calculer l’ope´rateur proximal de cha-
cune de ces fonctions.
Comme il est parfois plus ade´quat de calculer le gradient
d’une fonction plutoˆt que son ope´rateur proximal (ope´rateur
de de´gradation de grande taille, ope´rateur proximal non expli-
cite,. . . ), l’ide´e de cet article consiste a` e´tendre la classe des
algorithmes imbrique´s que nous avons propose´ dans [9], afin
de minimiser la somme de trois fonctions ou` aucun des termes
n’est pas ne´cessairement l’indicatrice d’un convexe. Cet article




g(x) + f(x) + h(x) (1)
ou` g, fet h sont des fonctions de Γ0(H) et g est une fonction
de gradient β-Lipschitz avec β ∈]0,+∞[.
2 Proble`me de minimisation
Parmi les algorithmes existant pour minimiser une fonction
objectif non-diffe´rentiable compose´e d’une somme de trois fonc-
tions de Γ0(H), dont l’une d’entre elles est de gradient β-
Lipschitz, celui qui paraıˆt le plus approprie´ est l’algorithme
explicite-implicite (forward-backward) [4]. Cet algorithme, ro-
buste aux erreurs nume´riques, construit une suite (xn)n≥1 par
les ite´rations, ∀n ∈ N,
xn+1 = xn + λn
(
proxγn(f+h)(xn − γn∇g(xn)) + an − xn
)
ou` γn > 0 est le pas de l’algorithme, λn > 0 est le parame`tre
de relaxation et an repre´sente une erreur autorise´e dans le cal-
cul de l’ope´rateur proximal. De plus, (xn)n∈N converge faible-
ment vers une solution du Proble`me (1) sous les hypothe`ses
suivantes :
Hypothe`se 2.1
(i) 0 < infn∈N γn < supn∈N γn < 2β−1
(ii) (∀n ∈ N) λn ∈ ]0, 1] and infn∈N λn > 0
(iii) ∑+∞n=0 ‖an‖ < +∞.
Dans cet algorithme, la principale difficulte´ re´side dans le
calcul de proxγn(f+h). Dans le cas ou` h est la fonction indica-
trice d’un convexe, des proprie´te´s lie´es au calcul de proxιC+f
ont e´te´ e´nonce´es dans [3, 9]. Il est de´montre´ dans [3] que si
proxf ∈ C, proxιC+f = proxf . De plus, si l’espace de Hil-
bert conside´re´ estH = R, alors proxιC+f = PC ◦proxf . Cette
proprie´te´ s’e´tend au cas ou` f et C sont se´parables [9].
Si maintenant ces hypothe`ses ne sont pas ve´rifie´es, le calcul
de cet ope´rateur peut eˆtre effectue´ par deux approches. Soit en
conside´rant la de´finition de l’ope´rateur proximal et, par conse´-
quent, en re´solvant un nouveau proble`me de minimisation con-
vexe. Dans [9] les auteurs re´alisent ce calcul en utilisant l’algo-
rithme de Douglas-Rachford propose´ dans [3]. Une autre solu-
tion passe par utilisation de l’algorithme de Dykstra propose´
dans [12] permettant de calculer l’ope´rateur proximal d’une
somme de deux fonctions. Cet algorithme posse`de le principal
avantage d’avoir des hypothe`ses moins fortes sur les conditions
de qualification des fonctions. Dans le proble`me de minimisa-
tion que nous conside´rons ici, nous cherchons a` ge´ne´raliser ce
calcul au cas ou` h n’est pas ne´cessairement e´gale a` ιC .
Dans un premier temps, optons pour l’algorithme de Douglas-





‖y−x‖2 + γnf(y)+ γnh(y) (2)
L’algorithme de Douglas-Rachford permet de minimiser une
somme de deux fonctions de Γ0(H), que nous de´noterons g1 et
g2 ou` diffe´rentes combinaisons sont envisageables :
À g1 = 12‖.− x‖2 + γnf et g2 = γnh
Á g1 = γnh et g2 = 12‖.− x‖2 + γnf
Â g1 = 12‖.− x‖2 + γnh et g2 = γnf
Ã g1 = γnf et g2 = 12‖.− x‖2 + γnh.
L’algorithme construit les ite´rations suivantes, ∀m ∈ N,
(zm+ 1
2






zm+1 = zm + τm
(





ou` ϑ > 0 et (τm)m∈N est une suite de re´els positifs.
Hypothe`se 2.2
(i) (∀m ∈ N), τm ∈]0, 2].
(ii) g2 est une fonction fortement convexe.
Sous les hypothe`ses 2.2, la suite (zm+ 1
2
)m>1 converge forte-
ment vers le minimiseur de proxγn(f+h)x. Par conse´quent dans
les choix pre´ce´demment conside´re´s, seuls Á et Ã assurent la
convergence forte de l’algorithme Douglas-Rachford ne´cessitant
que g2 soit une fonction deΓ0(H) fortement convexe. L’ope´rateur








Si l’on s’inte´resse maintenant au calcul de l’ope´rateur proxi-
mal de f+h en utilisant l’algorithme de Dykstra, les conditions
a` satisfaire pour obtenir la convergence forte vers proxγn(f+h)
sont la connaissance des ope´rateurs proximaux de f et h (e´ga-
lement ne´cessaires pour l’utilisation de l’algorithme de Douglas-
Rachford). L’algorithme est le suivant : soit r0 ∈ H et p0 =
q0 = 0, les suites (rm)m≥1 et (sm)m≥1 sont ge´ne´re´s par les
routines telle que : ∀m ∈ N,




sm = proxγnf (rm + pm)
pm+1 = rm + pm − sm
rm+1 = proxγnh(sm + qm)
qm+1 = sm + qm − rm+1.
Alors (rm)m∈N et (sm)m∈N convergent fortement vers la solu-
tion de proxγn(f+h)(r0) [12, Theorem 3.3].
2.1 Algorithme propose´
Deux algorithmes imbrique´s sont alors envisageables ; l’al-
gorithme de Douglas-Rachford ou celui de Dykstra inte´gre´s
dans les ite´rations de l’algorithme explicite-implicite. Une fois
l’imbrication effectue´e, voici la forme des algorithmes :
Algorithme 2.1
(i) Choisir x0 ∈ H et n = 0.
(ii) Choisir λn ∈]0, 1], γn ∈]0, 2β−1[ et ϑ > 0.
(iii) Poser dn = xn − γn∇g(xn).
(iv) Pour m = 0, . . . ,Mn
a) Choisir τm ∈]0, 2] et zn,0 ∈ H
b) (zn,m+ 1
2
, zn,m+1) = DRg1,g2(zn,m, dn)
c) Si zn,m+1 = zn,m, aller en (v).





(vi) Incre´menter n (n← n+ 1) et aller en (ii).
Algorithme 2.2
(i) Choisir x0 ∈ H et n = 0.
(ii) Choisir λn ∈]0, 1] et γn ∈]0, 2β−1[.
(iii) Poser rn,0 = xn − γn∇g(xn).
(iv) Poser pn,0 = qn,0 = 0 et sn,−1 = 0.
(v) Pour m = 0, . . . ,Mn
a) (sn,m, pn,m+1, rn,m+1, qn,m+1) =
Dγnf,γnh(rn,m)
b) Si rn,m+1 = rn,m, aller en (vi).





(vii) Incre´menter n (n← n+ 1) et aller en (ii).
Il faut remarquer que pour l’Algorithme 2.2, le test en (v) b)
peut e´galement s’effectuer entre sn,m et sn,m−1. Dans ce cas la
suite (sn,m)m>0 converge vers la solution de proxγn(f+h)(rn,0)
dans l’algorithme de Dykstra.
Proposition 3 Sous les hypothe`ses 2.1 et 2.2 pour l’Algorithme
2.1 et sous les hypothe`ses 2.1 pour l’Algorithme 2.2, il existe
une suite d’entiers positifs (Mn)n∈N telle que, si (∀n ∈ N)
Mn ≥ Mn alors, (xn)n∈N converge faiblement vers une solu-
tion du Proble`me (1).
Une ide´e de la de´monstration de convergence des Algorithmes
2.1 et 2.2 peut eˆtre trouve´e dans [9]. Celle-ci est essentiellement
base´e sur la convergence forte de l’algorithme de Dykstra ou de
Douglas-Rachford.
4 Re´sultats
Pour illustrer l’inte´reˆt de ces algorithmes, nous effectuons la
restauration d’une image (figure 1(a)) compose´e d’une plane`te
et d’un fond e´toile´e. Elle est de´grade´e par un ope´rateur de convo-
lutionA (ici un flou uniforme de taille 3×3) et un bruit de Pois-
son. Cette image de´grade´e (figure 1(b)) est note´e y ∈ G avec
G = RN ou` N repre´sente la taille de l’image. La fonction-
nelle a` minimiser associe´e a` notre proble`me est la suivante :
∀x = (x(k))1≤k≤K ,
DKL(AF
∗x, y) + f(x) + κ
∑
i∈S
(F ∗x)(i) + ιC(F
∗x). (4)
Dans cet exemple, DKL repre´sente la divergence de Kullback-
Leibler souvent utilise´e dans le contexte d’une de´gradation pois-
sonienne et F ∗ : H → G est un ope´rateur de synthe`se de trame
avec H = RK et K ≥ N . On utilisera une version d’une
repre´sentation en arbre dual [14] conduisant a` une trame ajuste´e
(F ∗ ◦ F = ν Id avec ν = 2) et utilisant des filtres symlets de
longueur 6.
La fonction f correspond a` une re´gularisation dans le domaine





ou` χk > 0, ωk > 0 et pk ∈ {4/3, 3/2, 2} sont adapte´s par
sous-bandes. Enfin, h = κ
∑
i∈S(F
∗·)(i) + ιC ◦ F
∗ introduit
d’une part, un terme favorisant la parcimonie dans le domaine
spatial, sur une zone S ⊂ G et d’autre part, une contrainte dure
sur l’appartenance a` un convexe C ⊂ G (dans notre exemple,
lie´ a` la dynamique de l’image : C = [0, 255]N ). Dans notre
exemple, le support S correspond a` la zone entourant la plane`te
repre´sente´e figure 1(c). Nous utilisons l’extension quadratique
propose´e dans [9] pour ge´rer le caracte`re non β-Lipschitz dif-
ferentiable de la divergence de Kullback-Leibler.
L’image reconstruite dans le cas ou` κ = 0.08 est repre´sente´e
figure 1(d). Pour mettre en e´vidence l’inte´reˆt de la fonction h
propose´e en (4), nous examinons a` l’aide d’un zoom sur une
zone de l’image, les effets des trois types de restauration. La
figure 2(b) correspond au cas ou` l’image est restaure´e avec κ =
0 (re´gularisation uniquement dans le domaine transforme´ H).
Puis, la figure 2(c) illustre l’effet de cette meˆme re´gularisation
lorsqu’on l’applique seulement sur la zone centrale. Enfin la
figure 2(d) correspond au zoom de la figure 1(d) (re´gularisation
des e´le´ments de la zone centrale dans le domaine transforme´ et
re´gularisation dans G pour les e´lements appartenants a` S). Pour
les diffe´rentes approches, il n’y a pas de diffe´rence significative
en ce qui concerne la restauration de la partie centrale mais on
peut constater que le choix de h pre´conise´ permet une bonne
de´tection des e´toiles sur l’arrie`re plan.
Sur la figure 3, nous pre´sentons les courbes de convergence
des algorithmes 2.1 et 2.2 en fonction du temps. Il en ressort
que les ite´rations imbrique´es du Dykstra semblent converger au
moins aussi rapidement voir plus rapidement que les ite´rations
du Douglas-Rachford sans avoir de parame`tres supple´mentaires
a` ajuster comme τm et ϑ.
(a) Image originale (b) Image de´grade´e
(c) Support S (d) Image restaure´e
FIG. 1 – Re´sultats sur une image d’astronomie
Zoom de l’image originale (b)
(c) (d)
FIG. 2 – Comparaison visuelle de diffe´rentes approches sur un
zoom de l’image
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