Abstract-This paper discusses the influence of different sources of DC parametric mismatch in an LDMOS. By comparing measurements and statistical simulations the impact on mismatch of the most important fluctuation causes is qualitatively evaluated. We demonstrate that, whereas the shape of the doping profile in the channel has little effect, both interface states and series resistances play a major role in the mismatch. This work forms a crucial first step towards a better understanding of the random fluctuation mechanisms present in LDMOS devices used in MMICs.
I. INTRODUCTION
The lateral diffused MOS transistor (LDMOS) is widely used in base stations, radar and broadcast applications because of its capabilities to sustain high voltages, delivering substantial power and having good RF performance [1] . However, in monolithic microwave integrated circuits, these devices are employed in analog circuit block implementations under relatively "low power" conditions. The DC parametric mismatch performance becomes important for the functionality of such blocks. Yet the information in the literature about matching of LDMOS [2] is scarce and the fluctuation sources are not analyzed. In this paper we show, for the first time, simulations and measurements on the mismatch fluctuation behavior of LDMOS transistors. In particular, we address the influence of channel doping profiles, random doping fluctuations, interface states fluctuations and series resistance on the different operating regions of the device. The impact of these sources of fluctuation is verified using statistical device simulations and analyzed through parameter extraction and mismatch signatures applied both on these simulations and measurements.
II. DEVICE DESCRIPTION
The device investigated in this work is representative of a class of RF-LDMOS transistors fabricated by NXP Semiconductors. A slightly simplified version of the actual LDMOS is reproduced with Synopsys' Structure Editor and simulated with the 2-D Sentaurus Device simulator [3] . A schematic cross section of such a structure is shown in Fig. 1 . The channel region is defined by the lateral diffusion of a p-type implantation from the source side of the transistor. This means that the doping in the channel area has a strong non-uniformity along the lateral direction. It is typically about 0. of the channel area and extends for about 3 μm in these simulations. The channel and the drift region are overlaid with silicon oxide (several tens of nm thick). In this study, the gate electrode covers only the actual channel area leaving the drift region gate-bias independent as is generally the case in LDMOS transistors for RF applications.
III. MEASUREMENTS

A. Experimental methodology
Parametric mismatch is evaluated by sequentially measuring two identical transistors (width of approximately 1300 μm) on two adjacent reticle placements of the same transistor. In this case implies a distance of about 1.1 mm between the two transistors of the pair. A population of 84 of these socreated "pairs" is spread out evenly over a 200-mm wafer. Measurement results reported in this paper are for two populations positioned on the same reticle field (in the rest of the paper these will be called population 'A' and 'B'). Although devices in a pair are not at the small distance normally applied for matched pairs (< 100 μm), the contribution of the deterministic gradient across the wafer was verified to be negligible compared to the random fluctuations.
The drain current of the LDMOS under test is measured at two different drain biases (V ds = 50 mV and 1.05 V) while sweeping the gate voltage, V gs = 0 to 3.0 V with 25-mV steps. The current of a typical device is plotted and compared with the results of TCAD simulations in Fig. 2 . The simulated LDMOS reproduces the measurements very well, with the exception of low gate biases where the measurements and the simulations are dominated by junction leakage which is not tuned for this study. In the remainder of the paper the mismatch analysis will be done on measured (or simulated) 
B. Results
Measurements of the full gate voltage sweeps as described in the previous section allow evaluation of the so-called mismatch signature. This signature consists of the mismatch fluc- [4] ), and a well-chosen autocorrelation coefficient curve (correlation between [5] . Furthermore, the threshold voltage, V T , and the current factor, β, are extracted (from measurements with V ds = 50 mV) employing three-point extraction with fixed gate overdrive, as for instance described in [6] .
The mismatch signatures of the two measured populations are depicted in Fig. 3 . As the mismatch below 0.75 V is dominated by junction leakage fluctuations this region will not be considered hereafter. The behavior in weak and moderate inversion of both populations is similar to the one generally observed for conventional CMOS transistors. However, the signature of population 'B' indicates that an additional fluctuating component dominates the mismatch fluctuations in strong inversion (V gs > 2.2 V). Also, the strong de-correlation between the mismatch at threshold voltage and at biases above threshold is more pronounced for population 'B'. This large fluctuation is ascribed to a series resistance variation attributed to a non-ideal probe-to-pad contact. This assumption will be verified with simulations in the next section.
In an attempt to avoid that these resistance fluctuations hamper the extraction of V T and β, the gate overdrives were limited up to 0.7 V (V gs < 2.5 V). This attempt led to approximately the same standard deviations of V T and β mismatch for both populations but we had to conclude that the result for β is a grossly exaggerated value. In fact, we calculate a standard deviation of the threshold voltage mismatch of σ ΔVT = 2.0 mV and a standard deviation of the relative current factor mismatch of σ Δβ/β = 1.2 %, yielding area factors of A ΔVT ≈ 35 mVμm and A Δβ/β ≈ 21 %μm when the σ's are scaled with the estimated channel area [7] . This area factor of beta mismatch is extremely large when compared to what is expected in standard CMOS technologies (less than 2 %μm [8] ). Also, the relative drain current mismatch for population 'A' goes down to about 0.5 % for V gs > 2.5 V (in Fig. 3) , while, in principle, the drain current mismatch in the strong inversion regime should be very close to the standard deviation of beta fluctuations [7] . For these devices a combined use of three-point extraction (for threshold voltage evaluation) and mismatch signatures (for drain current mismatch evaluation) is the best analysis method. This method is therefore also used to study how intrinsic device characteristic variations such as different channel doping profiles, dopants and interface states fluctuations as well as external factors, e.g. probe-pad contact resistance fluctuations, affect LDMOS transistors mismatch fluctuations.
IV. SIMULATIONS
The study of the possible effect of well defined perturbations to the LDMOS device DC parametric mismatch is performed using random device simulations. Three different mismatch contributors are applied to a tuned device through our doping and interface states randomizer [5] and then simulated using Sentaurus Device. The area, over which the doping and the interface states randomizations are applied, covers the channel as well as the drift region. For a good trade-off between computing time and statistical uncertainty the chosen population size is 51.
A. Influence of channel doping profile
An original concern was that the observed mismatch enhancements mentioned in section III-B could arise from the lateral non-uniformity of the channel doping. This has been reported, for instance, in long MOSFETs with pocket implantations [9] . To investigate this, random doping fluctuation (RDF) perturbations have been applied not only on a representation of a realistic laterally-diffused channel doping profile but also on two other devices with artificial constant doping levels. A schematic representation of the three lateral doping profiles is sketched in Fig. 4 . The two constant doping profiles have different levels and channel lengths. The doping levels and the channel lengths have been chosen to reproduce approximately the measured electrical performance (for the considered biases).
The fluctuation sweeps of the three configurations, simulated with RDF-only, are compared with the measurements of population 'A' in Fig. 5 . For a fair comparison, the results from the device with a longer channel have been scaled with √ L. All three simulated curves show similar behavior but they all deviate strongly from the measured levels. Thus, when only RDF is taken into account, shape and level of the channel doping apparently have little influence on the overall mismatch performance. Furthermore, the standard deviations of the threshold voltage mismatch and the relative beta mismatch extracted for the three configurations are approximately the same and much lower than the measured values. We calculate for example for the 'uniform A' device (easily comparable with Stolk's theory [10] ), σ ΔVT = 1.1 mV and σ Δβ/β = 0.1 %. So, calculating the area factors, we obtain: A ΔVT ≈ 20 mVμm (A ΔV T theory ≈ 19 mVμm) and A Δβ/β ≈ 1.8 %μm. Given these observations, the introduction of other sources of fluctuation becomes absolutely unavoidable for a better representation of the relative drain current matching behavior.
B. Other sources of mismatch
The strength of random-fluctuation simulations lies in the possibility of combining and precisely controlling alternative fluctuation causes on a level that is unachievable by technological experiments and measurements. We introduce two additional sources of fluctuations: random interface states (RIF) and random series resistance fluctuations (RSR). It is worth pointing out that the aim of these simulations is to obtain a qualitative description of the impact that a certain fluctuating source has on the mismatch behavior, rather than give a quantitative analysis. This study is primarily focused at identifying the mechanisms that can be held responsible for the observed matching degeneration. Thus, it should not be interpreted as an alternative method for extracting interface state densities or series resistance fluctuations.
As explained in [5] , interface states with random energy, concentration and position are assigned to the interface between the gate oxide and the silicon. The energy is randomly selected in the bandgap of the silicon and the nominal concentration follows a parabolic shape that ranges from 1×10 cm −2 at midgap to 5×10 cm −2 at the extremes. RIF should affect primarily the mismatch below threshold.
Above threshold, however, series resistance fluctuations may dominate the fluctuations. The currents delivered by these 1300-μm wide test devices are of the order of milliAmps (Fig. 2) . This means that a significant potential can drop over a contact resistance of few tenths of an Ohm. To investigate this impact on the mismatch signature, two series resistances are randomly varied and assigned to the source and drain electrodes respectively. In order to reach the two levels of fluctuation in strong inversion (for the two measured populations), as shown in Fig. 3 , two different ranges of resistances, representing a 'bad' and a 'good' probe-pad contact, are simulated. The variations, around a median value of 1 Ω, are chosen from a uniform distribution at ± 0.3 Ω and ± 0.05 Ω for the 'bad' and the 'good' contact respectively.
C. Discussion
Figures 6 and 7 show the mismatch signatures when RIF and RSR are added to the original RDF randomized device population with the non-uniform doping.
The level of mismatch in weak and moderate inversion is much better described by the combination of RIF and RDF (the current is too low in this region for the RSR to contribute). Also, the standard deviations of V T and β mismatch now reach values comparable to the measurements: 2.3 mV and 0.8 % for σ ΔVT and σ Δβ/β , respectively. It is worth noticing that, unlike what was found for standard CMOS technologies, RIF strongly affects beta mismatch in LDMOS device populations when characterized near the peak transconductance point.
In the strong inversion region, the simulations with the two levels of RSR match very well with the two measured populations. The autocorrelation plot confirms the need of these additional independent fluctuation sources for a good description of the overall mismatch behavior. However, it cannot be denied that some discrepancies still remain in the moderate inversion region of the fluctuation sweeps (between 1.8 V and 2.5 V in Fig. 6) , and between the autocorrelation plot of the simulated 'good' contact and the population 'A' (V gs > 2 V in Fig. 7 ). These differences can most likely be minimized by optimizing the interface state density and energy distributions. This is however beyond the scope of this paper.
This analysis represents an important step towards performance improvements for MMICs through a better understanding of the mismatch dynamics in LDMOS devices. sources of fluctuations have been analyzed by statistical simulations. We found that, if only random dopant fluctuations are taken into account, the shape and level of the channel doping cannot explain the observed mismatch behavior of this category of MOS devices. On the other hand, random interface states significantly affect the behavior of the device in subthreshold as well as in moderate inversion, also increasing the fluctuations of beta. Finally, we showed that particular care must be taken during the characterization of these devices in terms of probe-pad contact resistance, as series resistance variation can easily dominate the fluctuations at high gate biases.
