Abstract A 25 km streak of CF 3 SF 5 was released on an isopycnal surface approximately 1100 m deep, and 150 m above the bottom, along the continental slope of the northern Gulf of Mexico, to study stirring and mixing of a passive tracer. The location and depth of the release were near those of the deep hydrocarbon plume resulting from the 2010 Deepwater Horizon oil well rupture. The tracer was sampled between 5 and 12 days after release, and again 4 and 12 months after release. The tracer moved along the slope at first but gradually moved into the interior of the Gulf. Diapycnal spreading of the patch during the first 4 months was much faster than it was between 4 and 12 months, indicating that mixing was greatly enhanced over the slope. The rate of lateral homogenization of the tracer was much greater than observed in similar experiments in the open ocean, again possibly enhanced near the slope. Maximum concentrations found in the surveys had fallen by factors of 10 4 , 10 7 , and 10 8 , at 1 week, 4 months, and 12 months, respectively, compared with those estimated for the initial tracer streak. A regional ocean model was used to simulate the tracer field and help interpret its dispersion and temporal evolution. Model-data comparisons show that the model simulation was able to replicate statistics of the observed tracer distribution that would be important in assessing the impact of oil releases in the middepth Gulf.
Introduction
The Gulf of Mexico has been the subject of intensified study since the massive release of oil from the ruptured Deepwater Horizon well in 2010 (see Lubchenco et al. [2012] for an overview). As a part of that research effort, we have carried out a tracer release experiment starting along the northern slope of the Gulf not far from the rupture and at a depth of approximately 1100 m, similar to the depth of the deep plume from the rupture, as observed by Camilli et al. [2010] . The goals of the tracer experiment are to study the processes of dispersion in the middepth Gulf and to contribute to the improvement of numerical forecast models of circulation and dispersion. A practical motivation for this research is to provide better information to those interested in commercial development of Gulf resources, to regulators, and to those responding to the release of oil and other harmful substances into the Gulf at middepths.
Beyond these practical motivations, there is good reason to study processes of dispersion in marginal seas such as the Gulf of Mexico, in order to gain a better general understanding of the oceans. We shall show that mixing and stirring in the Gulf seem to be greatly enhanced along the continental slope, so much so that vertical mixing in the Gulf appears to be dominated by processes in this boundary region and lateral homogenization seems to be greatly facilitated in that same region. The northern slope of the Gulf offers very rough terrain for boundary currents making their way around the Gulf.
The forces driving these currents are many and varied. The Yucatan Channel current forms the Loop Current which intrudes to a variable extent into the Gulf, generating energetic eddies [e.g., Sturges and Leben, 2000; Leben, 2005; and topographic Rossby waves [e.g., Oey and Lee, 2002; Hamilton, 2009 ], both of which propagate from east to west. The eddies interact with the continental slope and rise of the northern Gulf [e.g., Hamilton and Lugo-Fernandez, 2001; Hamilton and Lee, 2005; . Tropical storms and hurricanes drive mixing, strong flows in the upper waters, and barotropic flows throughout the water column [e.g., Jaimes and Shay, 2010] ; they also drive inertial waves that propagate into the deep water [e.g., Shay et al., 1998; Oey et al., 2008; Jaimes and Shay, 2010] . Forcing by winds proves to be particularly
Special Section:
Physical Processes Responsible for Material Transport in the Gulf of Mexico for Oil Spill Applications important in our experiment because of the passage of Hurricane Isaac directly over the site about a month after the tracer release. An excellent summary of the physics of the Gulf of Mexico, with numerous references to earlier work, is given by Sturges and Lugo-Fernandez [2005] .
Tidal currents in the Gulf, on the other hand, are relatively weak, as is the case in the Caribbean and in other marginal seas [He and Weisberg, 2002; Kantha, 2005] . Hence, the Gulf offers an interesting contrast to other oceanic regions in which kinetic energy is tidally dominated, especially for studies of mixing and the dynamics driving it.
A tracer release experiment can yield accurate, long-term, measurements of diapycnal mixing averaged over broad areas. Such experiments also inevitably yield unique information on lateral stirring and can in some cases add to knowledge of the general circulation in an area. Past tracer release experiments have confirmed estimates based on turbulence dissipation rates that the diapycnal diffusivity in the interior of much of the ocean is of order 10 25 m 2 /s, for example in the North Atlantic pycnocline [Ledwell et al., 1998; Banyte et al., 2012] , and in the southeastern Pacific sector of the Antarctic Circumpolar Current [Ledwell et al., 2011] . Diapycnal diffusivities have been found to be greatly enhanced, however, over rough topography [Polzin et al., 1997; Ledwell et al., 2000; Watson et al., 2013] . Proximity to the boundaries has also proven to be important to diapycnal mixing in smaller silled basins in the Southern California Borderland [Ledwell and Hickey, 1995; Ledwell and Bratkovich, 1995] , and in the Baltic Sea [Holtermann et al., 2012] . Mixing in the overall basins, with areas on the order of 2000 km 2 at sill depth, appeared to be dominated by mixing within a few kilometer of the basin boundaries.
One of the questions addressed here is on the extent to which boundary-related mixing dominates basinwide diffusion of tracers across submerged isopycnal surfaces in major marginal seas, such as the Gulf of Mexico, with a surface area of more than 10 6 km 2 . Until the experiment described here, no such tracer release experiment had been undertaken in the Gulf of Mexico or other marginal sea, with the exception of the experiment in the deep basin in the eastern Baltic reported by Holtermann et al. [2012] . Furthermore, to our knowledge, prior to our experiment, no measurements of diapycnal mixing in subsurface waters have been undertaken in the Gulf at all, despite its unique dynamics.
With regard to along-isopycnal stirring and mixing, lateral dispersion of drifters in the surface waters of the Gulf of Mexico has been the subject of landmark studies [LaCasce and Ohlmann, 2003; Poje et al., 2014] . However, again, prior to our study, apparently no measurements of lateral dispersion and homogenization in the deep water of the Gulf have been undertaken. For that matter, studies of these processes in the deep ocean anywhere are quite rare. Nevertheless, the processes involved are important scientifically because they are poorly understood, yet must be parameterized in numerical models of ocean circulation. They are also important for practical reasons such as predicting pathways and concentrations of pollutants released at depth. Dispersion parameters at scales finer than the mesoscale have been estimated from tracer release experiments [e.g., Ledwell et al., 1993 Ledwell et al., , 1998 Sundermeyer and Price, 1998; Polzin and Ferrari, 2004; Sundermeyer et al., 2005; Smith and Ferrari, 2009] , but the dominant processes governing submesoscale dispersion in a given situation are not yet well understood. It is well established that mesoscale eddies tease a tracer into filaments which are separated by large swaths of tracer-free water until continual growth of the filaments by the mesoscale strain field finally causes them to start to fill the tracer-free areas of the overall region in which they reside [e.g., Garrett, 1983; Haidvogel and Keffer, 1984; Ledwell et al., 1998; Sundermeyer and Price, 1998 ]. Ledwell et al. [1993 Ledwell et al. [ , 1998 ] found the width characterizing tracer filaments in the North Atlantic thermocline to be 2 orders of magnitude greater than expected from calculations of shear dispersion based on the known kinematics of the internal wavefield. Effective cross-streak diffusivities of order 2 m 2 /s due to submesoscale processes were inferred from the observed tracer fields in that case [Ledwell et al., 1998; Sundermeyer and Price, 1998 ]. Boland et al. [2015] have estimated submesoscale diffusivities of 20 m 2 /s in the Circumpolar Deep Water of the Antarctic Circumpolar Current in the southeast Pacific. The processes responsible for these diffusivities, at scales of 3-30 km, have not been definitively identified, though stirring by internal vortices has been proposed by Polzin and Ferrari [2004] and Sundermeyer et al. [2005] , and dispersion by shears in the mesoscale velocity field coupled with diapycnal mixing has been proposed by Smith and Ferrari [2009] . We shall show here that homogenization by stirring and crossfilament mixing of the tracer released in the Gulf has been substantially faster than in the open ocean. This result is important for predicting pollutant concentrations in the deep Gulf, but identifying the dominant dispersive processes in this environment will require further research.
The Experiment

The Tracer
The tracer used for the experiment was 16.8 kg of trifluoromethyl sulfur pentafluoride, CF 3 SF 5 , a compound tested as a deep ocean tracer for long-term experiments by Ho et al. [2008] . This tracer is harmless and conservative in the marine environment, although it has a high global warming potential once in the atmosphere . It is also highly electrophilic, making it detectable in quantities of less than 10 217 moles with a gas chromatograph equipped with an electron capture detector (GC/ECD).
Tracer Injection
The tracer was injected in a 25 km streak, albeit an interrupted one, on an isopycnal surface near 1100 m depth along the continental slope of the Gulf about 70 km southwest of the Deepwater Horizon site, on 28 July 2012 (Figure 1 ). The water masses of the Gulf are described, for example, by Rivas et al. [2005] and hydrographic characteristics along the injection path are listed in Table 1 . The water at the injection depth lies below the salinity minimum at 800 m characterizing Antarctic Intermediate Water, and so is in a transition zone between this water and the more saline North Atlantic Deep Water that fills the deep Gulf and Caribbean Sea.
The injection was performed with a system similar to that described by Ledwell et al. [1998, hereinafter LWL] in which a towed frame is maintained within 1 m of the target isopycnal surface with a feedback system between a CTD on the injection sled and the ship's winch, while the tracer is sprayed at high pressure through 25 lm orifices to atomize it to speed dissolution. The target potential density anomaly, referenced to 1000 dbar pressure, was 32.254 kg/m 3 . The mean height above bottom of the injection was 150 m, and the vertical potential density gradient at the injection surface was approximately 24.8 3 10 24 kg/m 4 . The interruption in the injection streak was due to concern that too much wire had been paid out, creating a risk that the package would hit bottom were the ship to slow down. Approximately 80% of tracer was released along the southwest segment of the path and 20% along the northeast segment.
Initial Condition
The distribution of the tracer was sampled with a towed system similar to that described by LWL, between 5 and 12 days after the release. This system includes a vertical array of integrating samplers spaced 4 m apart, and a sampling sled with CTD which was maintained on a target density surface, as for the injection. Samplers were deployed above the sled on the CTD cable and below the sled on an auxiliary cable (details are in Table 2 ). The samplers slowly drew approximately 850 mL of water into a metalized bag with a mechanically driven hydraulic system over a period of several hours as they were towed through the water. The system was towed along the tracks shown in Figure 1 for 5-10 h at speeds of approximately 0.5 m/s while the integrating samplers filled, having been tripped by mechanical messenger. At the center of the array was a carousel of 50 glass syringes programmed to fill sequentially, each one filling to approximately 60 mL during 12 min of the tow. The target density for the tows was not always the same as for the injection due to adaptation to the proximity of the bottom and to where the peak tracer appeared from earlier tows. Table 2 lists pertinent characteristics of the sampling tows.
The 50 syringe system was the same as described by LWL. The performance of this system was poor, however, due to persistent problems with alignment of the 50 port valve used in the system. Many syringes did not fill at all, while many others filled only partially. Nevertheless, the syringe data proved useful in guiding the sampling and in the analysis of the early lateral distribution of the tracer.
Concentrations in the syringes were determined by head-space analysis with the GC/ECD onboard the ship in the manner described by Wanninkhof et al. [1991] . Concentrations in the integrating samplers were also analyzed by head space after transferring sample water from the 850 mL bags in the samplers to 100 mL glass syringes. Uncertainties for 50 port syringe samples that filled properly and for the integrating samplers were a combination of 5% from volumetric uncertainty, and an uncertainty of about 0.2 fM due to GC noise (1 fM 5 10 215 moles/L). Volumetric uncertainties for 50 port syringes that did not fill all the way were greater than 5%.
Sampling was guided by two RAFOS floats deployed with the tracer and programmed to come to the surface after 2.7 days and 5.4 days. Both floats moved generally southward, and roughly parallel to isobaths at mean speeds of approximately 0.06 m/s. Lateral displacements of the floats during their missions are shown in Figure 1 . Guidance was also provided by real-time numerical simulations of P. Chang and his group at Texas A&M University (TAMU), whose hindcast showed much of the tracer following the slope to the The tracer appeared to be distributed in a band along the continental slope southwest of the injection area (Figure 1 ), although time did not allow a thorough survey. Tows 7-12, though in the same geographical location, are believed to have sampled different water each day because of the estimated alongisobath flow at the level of the tracer.
Transects from the 50 syringe sampler showed the tracer to be distributed in streaks with a characteristic width on the order of 3 km (Figure 2 ). Six vertical profiles with significant tracer concentrations were obtained from the integrating samplers ( Figure 3 ). The upper tails of these profiles were delimited for all the tows, with the exception of Tow 7 for which the upper part of the sampler array did not trip. Except for Tows 3 and 6, the lower tails of the profiles were not delimited, due to insufficient coverage by the array. The impact of these shortcomings turns out to be small, as will be discussed in section 4.
Four Month Survey
The tracer patch was surveyed again in December 2012, roughly 4 months after the tracer release ( Figure 4 ) with a conventional CTD/rosette system with twenty-two 4 L Niskin bottles. One liter glass bottles were filled from the Niskin bottles and concentrations were analyzed by purging the gases from a 270 mL aliquot of sample with nitrogen onto a trap at 2608C to 2708C, and releasing the gases from the trap into the GC system. Uncertainties were a combination of 2% of the concentration and a noise floor for this cruise of 0.1 fM. Details of the system were mechanically the same as described by Law et al. [1994] . The GC columns were chosen following guidance from W. Smethie [see also Ho et al., 2008] , with parameters (Table 3) selected for CF 3 SF 5 rather than SF 6 .
The tracer search was guided by a third RAFOS float released during the injection, whose trajectory, like those of the earlier floats, was along the continental slope to the southwest ( Figure 5 ). Guidance was also provided by the South Atlantic Bight and Gulf of Mexico (SABGOM) regional circulation model at North Carolina State University, described in section 3. The tracer patch was expected from the float trajectory to be centered between 908W and 918W, not accounting for retardation of the float by bumping along the bottom after suffering damage during Hurricane Isaac a month into its mission. Numerical floats in the realtime simulation also moved largely to the west along the slope, but most moved faster than the RAFOS float, being clustered near 938W and spread along the slope to southern Texas and Mexico. Another patch of these floats moved into the interior and appeared to have circulated around Eddy ''B'' in Figure 4 , located near 268N, 898W. As it turned out, high tracer concentrations were indeed found between 908W and 928W Most of the stations of the 4 month survey were occupied in a ''radiator'' pattern in a series of cross-slope transects, about 70 km apart in the along-slope direction ( Figure 4 ). Station spacing along these transects started at 11 km in the west and increased to 18.5 km as the spatial covariance, on one hand, and the size of the area to be covered to delimit the tracer, on the other, became apparent. The along-transect length scale of the column integral of tracer by this time was on the order of 50 km ( Figure 6 ).
Individual vertical profiles of the tracer showed great variety ( Figure 7 ). Profiles near the continental slope were relatively simple in shape but were generally broader than the often multipeaked profiles found in the interior. Multiple peaks indicate interleaving of low tracer water with high tracer water, a process which is likely at the edges of the tracer patch or at the edges of streaks within the tracer patch. An average over many profiles, in density space, removes most of this effect, as will be seen in section 4.
The background color in Figure 4 is a map of the tracer constructed with objective analysis (or Kriging) based on the station data and using the covariance function shown in Figure 15 . This map is highly smoothed, masking the streakiness discussed in sections 4 and 5. The map accounts for 71% of the tracer released. Figure 4 shows tracer was very likely beyond the region surveyed, especially to the east and south. Also, our sampling may have missed high concentrations within the region surveyed due to streakiness (section 4).
Twelve Month Survey
The tracer field was surveyed again in August 2013, approximately12 months after the release (Figure 8 ), from R/V Pelican using a CTD/Rosette system with 12 L Niskin bottles. Tracer profiles were found to be rather smooth and the density range occupied by the tracer was found early to be predictable ( Figure 9 ) and so only 12-14 of the Niskin bottles were tripped in the layer apparently occupied by the tracer. The others were used for sampling salinity and other constituents over the full water depth in order to add to the rather scanty hydrographic database of the deep Gulf. Analysis of these more general geochemical data must await a future communication. 
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The samples were analyzed on board with the GC/ECD as described above. The volume of water sparged was increased to 655 mL. For Stations 1-11, concentration uncertainties for the GC were again nearly 0.1 fM (1 standard deviation). After Station 11 concentration uncertainties were lowered to approximately 0.02 fM by eliminating noise with extensive baking of the GC detector and associated tubing.
Stations were widespread, although the ship time available did not allow a complete survey. Eddy ''A'' by this time had weakened and moved west to about 268N, 958W where concentrations were low. Very little tracer was found within the Mexican EEZ (Figure 8 ). High concentrations were still found in the north along the slope, as for the 4 month survey, and were also found in the east. Again, a highly smoothed objective map of the tracer is shown in the background in Figure 8 . The fraction of tracer represented in the map is 53% of the amount released. This shortfall is discussed in section 4.
Numerical Simulation
Numerical simulations of the Gulf circulation have been a continuous community effort since the late 1970s. Various circulation aspects in the Gulf have been examined using models with different [Chassignet et al., 2007] , superimposed with eight major tidal harmonics derived from a regional tidal solution using the Oregon State University Tidal Data Inversion Software (OTIS) [Egbert and Erofeeva, 2002] . Surface stress and buoyancy forcing was from the 3 hourly, 32 km resolution, North American Regional Reanalysis (NARR, http://www.esrl.noaa.gov/psd/). The method of Mellor and Yamada [1982] was used to compute vertical turbulent mixing. Harmonic horizontal viscosity with a constant value of 100 m 2 s 21 , and the quadratic drag formulation with a drag coefficient of 3 3 10 23 for the bottom friction specification were adopted.
Temperature and salinity were relaxed to HYCOM/NCODA water mass fields with a 30 day time scale. This procedure allows the model to evolve according to its own high-resolution dynamics, while incorporating the lowfrequency HYCOM model prediction that assimilates routine satellite surface temperature, sea surface height, and available subsurface hydrographic observations. Extensive model-data validations have shown that SAB-GOM provides a realistic circulation hindcast in terms of resolving mesoscale processes in the Gulf, such as shelf circulation, the Loop Current, and Loop Current eddy dynamics [Hyun and He, 2010; Xue et al., 2013 Xue et al., , 2015 North et al., 2011 North et al., , 2015 . We are examining the model skill in resolving point observations collected by an array of ADCP current meters and drifters during the same time period. The model is able to reproduce important statistics of these observations, but further model refinements (such as adopting higher resolution) are needed to enhance model performance. We will report this finding, along with an analysis of submesoscale circulation dynamics in a future correspondence.
Numerical passive tracer was advected in the simulation with the Multidimensional Positive Definite Advection Transport Algorithm (MPDATA) [Smolarkiewicz, 1984] . The sigma coordinates of a terrain following model, as used here, can introduce vertical fluxes even when density surfaces are flat in Cartesian coordinates. To help remedy this, explicit horizontal diffusivity was set to zero for the simulations. However, processes such as numerical diffusion coupled with shear can certainly play a role in the evolution of the simulated tracer distribution, especially at small lateral scales. Marchesiello et al. [2009] discussed this issue in detail and concluded that spurious diapycnal diffusion is associated with all advection schemes in sigma models, particularly the third-order upwind advection scheme. This is one of the reasons we chose to use the MPDATA advection scheme. The other reason is that this positive definite scheme is most suitable for tracer simulation.
The tracer was released in the model in the grid boxes laterally closest to the initial tracer streak, and vertically distributed over four layers ranging in depth from 999 to 1217 m with an average depth of 1103 m. Maps of the tracer column integral from the simulation at 4 and 12 months after release are shown in Figures 10 and 11, respectively, along with the observed column integrals. A movie of the simulation is in the ancillary file sabgom_tracer.mov. In this movie, it can be seen that branches of the tracer patch moved along the U.S. continental slope both to the west and to the east of the release location. The western branch eventually made its way south and then east along the Mexican continental slope. The eastern branch made its way toward the Yucatan Strait and the Florida Strait and tracer passed through those straits to leave the Gulf. However, the highest concentrations and the majority of the tracer stayed in the northeastern region of the Gulf, i.e., east of 908W and north of 258N. This main part of the patch moved west at first but then back to the east in the simulation. 
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As might be expected, due to propagation of model errors over such long times and the patchy nature of the tracer distribution, there are many differences in a point by point comparison between simulated and observed tracer fields. Displacements of this scale could have a myriad of origins, but one likely source is energetic mesoscale meanders and eddies within the gulf. These motions exist in the present physical model (grid spacing of 5 km) but cannot be deterministically replicated. Broadly speaking, at 4 months the simulated tracer seems to lie to the east and the north of the observed tracer (Figure 10 ). At 12 months, the simulated tracer may again be more concentrated to the east of observed tracer. Particularly notable is that the simulation did not capture the relatively high tracer concentrations observed along the continental slope near 908W (Figure 11 ). However, as will be discussed in the next section, some important statistics of the simulated tracer distribution do match the observations. As will also be seen, details that are resolvable in the simulation but not in the sparsely spaced observations, help interpret the latter.
Analysis
Diapycnal Diffusivity-First 4 Months
Diapycnal diffusivities may be estimated from the progression of the distribution of the tracer in density space with time. There are two confounding difficulties with the current experiment. A relatively minor one is that the diapycnal distribution at densities greater than the target density of the release was not well bounded (Figure 3 ), due to the short length of the lower part of the sampling array. This difficulty turns out to be minor because the least squares procedure described below calls for virtually no tracer deeper than the range sampled during the initial survey, though it is free to call for as much tracer as needed there to minimize the cost function. 
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The other confounding difficulty, which however adds interest to the experiment, is that mixing was apparently much greater near the continental slope than away from it. The tracer release approach is not a very sharp tool in differentiating between boundary mixing and interior mixing because one cannot control or 
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know the amount of time the tracer has spent in the respective regions. However, the tracer measurements do allow useful limits to be placed on the diffusivities in the two regions.
To this end, the stations have been divided into two groups, a ''boundary'' group comprising all the stations shoreward of the 1500 m isobath, and an ''interior'' group comprising those stations seaward of this isobath. The boundary stations are those in Figure 7 for which the bottom appears on the profile subplots as a thick gray band. The choice of this dividing isobath is somewhat arbitrary, but it does separate the simple broad peaks near the slope from the narrower interior peaks. The means of these two groups ( Figure 12 ) were computed as a function of density and then converted to depth through the mean depth/density relation for the interior stations, shown in Figure 13 . The mean boundary profile is much broader than the mean interior profile, in this common coordinate, especially in the deep wing of the profile, implying that mixing was enhanced near the boundary. Discontinuities in the boundary profile are due to profiles dropping out of the mean because of the presence of the bottom.
A diapycnal diffusivity of 1.3 3 10 24 m 2 /s is estimated by applying a 1-D diffusion model to the change from the initial mean profile to the mean interior profile for the 4 month survey, following the method of LWL (Figure 12 ). The least squares procedure of this model selects concentrations in the initial deep tail that fall off rapidly at depths greater than 40 m below the target density surface, the limit of the observations. As noted earlier, the implication is that the observed deep tracer at 4 months does not indicate that very much tracer resided in the unsampled region below 240 m during the initial survey.
Application of the same 1-D diffusion model to the evolution from the initial mean profile to the mean boundary profile gave an estimate of the diffusivity for the boundary region of 4 3 10 24 m 2 /s, though with a much poorer fit than for the mean interior profile (Figure 12 ). The interpretation of this result is not straightforward, because: the diapycnal diffusivity no doubt depends on distance from the boundary; the categorization of ''boundary'' is arbitrary; and how close to the boundary the tracer in each profile had been since the release is unknown. The difference between the interior and boundary result for the diffusivity is strong evidence, however, for significant enhancement of mixing over the slope.
The same caveats as above apply to the diffusivity of 1.3 3 10 24 m 2 /s inferred from the mean interior profile. This is not to be taken as the diffusivity in the interior, because most of the tracer probably spent some time in the boundary region. The evolution from 4 to 12 months, to be discussed next, gives a much smaller Figure 11 . Numerical simulation of the tracer column integral 12 months after release (red) superposed on the observed column integral from the stations occupied at 12 months (circles filled with red from the same palette). Isobaths are shown every 500 m (blue); the coast is shown in black.
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diffusivity for the interior for that time period. Because of the ambiguity in where the tracer has been, we do not assign error bars to the diffusivities inferred for this first time period.
Diapycnal DiffusivityFour to Twelve Months
The mean of all the profiles from the survey in August 2013, 12 months after release, was almost indistinguishable from the mean interior profile at 4 months (Figure 14 ; the 4 month profile was shifted up by 10 m, assuming a CTD calibration shift). Application of the 1-D diffusion model of LWL yields a diapycnal diffusivity of (0.15 6 0.05) 3 10 24 m 2 /s, an order of magnitude smaller than found for the period between the initial survey and the 4 month survey, and similar to values found from tracer release experiments in the interior of the open ocean [Ledwell et al., 2011; LWL] . Inclusion of a vertical gradient in the diapycnal diffusivity, which is allowed by the method, does not improve the fit significantly. The result for the diffusivity is not sensitive to the shift of 10 m that was applied to the 4 month mean profile, but the cost function is reduced by this shift. Uncertainties reported here are subjective estimates from the behavior of the cost function used in the least squares procedure, and assessment of the difference between observed and modeled mean profiles.
Spatial Autocorrelation
Mapping a tracer cloud for an experiment such as ours is very much like mapping mineral veins in the mining industry. Hence, we borrow statistical techniques from that field, and in particular the variogram [e.g., Journel and Huijbregts, 1978] . A normalized spatial covariance based on the . Mean density profile for the interior stations from the 4 month survey. The reference pressure for potential density is 1000 dbar. This curve is used to convert all of the mean profiles in density space to mean profiles in height above the target surface.
Journal of Geophysical Research: Oceans
10.1002/2015JC011405
variogram, which we shall call the spatial autocorrelation, is:
where N is the number of stations, I m is the column integral of tracer at station m, and the sums are over all pairs of stations separated by a distance r in distance bin k defined by r k r < r k 1 Dr, where Dr is the bin size. That is, P N k m n51 is a sum over those stations whose distance from station m is in the kth bin. To maintain symmetry in (1), all pairs are counted twice in both the numerator and the denominator. A k takes on the value 1 at distance 0, and tends to decrease with increasing distance, but is always positive. Pairs whose members are both zero do not contribute to the sums at all, which is an advantage over the spatial autocorrelation defined in LWL.
This spatial autocorrelation is shown in Figure 15 for the observations and, in the case of the 4 and 12 month surveys, for the SABGOM simulation sampled at the same locations as the observations. Error bars were estimated by the jackknife method [Effron and Gong, 1983] . The magnitude of the abrupt drop in the autocorrelation between 1 at zero distance and the value in the first distance bin gives coarse information on the magnitude of unresolved small-scale features of the tracer patch, such as filament width. The much greater length scale of the drop beyond the first bin seems to be on the order of the overall size of the tracer patch rather than of details within it. Figure 15 includes, for the 4 and 12 month surveys, exponential fits to the spatial autocorrelation that were used in making the smooth color maps of the tracer field in Figures 4 and 8 , using the method of objective analysis [Bretherton et al., 1976] , or, equivalently, simple Krigging with a nugget effect [e.g., Journel and Huijbregts, 1978] . These maps do not at all capture the interesting filamentation that is certainly there, as exemplified by the numerical simulations discussed in the next subsection.
Streakiness
The maps of Figures 10 and 11 show the tracer in the SABGOM numerical simulation to be distributed in broad streaks created by the stirring of the eddy field. The same phenomenon has been seen in many past simulations of tracer dispersion in the ocean [e.g., Haidvogel and Keffer, 1984; Sundermeyer and Price, 1998; Lee et al., 2009; Tulloch et al., 2014] . This behavior was described elegantly by Garrett [1983] . The actual tracer distribution was presumably arranged in streaks qualitatively similar to those in the simulation, but the resolution and coverage of the sampling at 4 and 12 months were not at all adequate to reveal streaks directly.
As noted in section 2, the initial survey found the tracer distributed in features a few km across (Figure 2 ). It appears that individual streaks were resolved by the 50 chamber sampler, although spatial aliasing of Figure 14 . Mean of the interior profiles at 4 months, shifted up 10 m (dashed black curve), of all the profiles at 12 months (solid black), and least squares fit from the model for the 4 month mean (dotted blue) and the 12 month mean (dash-dotted magenta). Height is relative to the target isopycnal surface.
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streaks at smaller scales than resolved is always likely. The spatial autocorrelation drops rapidly with distance, falling to 0.65 in the first bin, centered at 0.5 km, and falling to less than 0.2 beyond 4 km ( Figure  15a ). It is clear that at this early time in the experiment sampling with a towed system rather than spot sampling with vertical CTD/Rosette casts was advantageous, if not absolutely necessary.
By the time of the 4 month cruise, the tracer distribution seemed to be coherent over scales of tens of kilometers (Figure 6 ), so that sampling by CTD/Rosette was effective. The autocorrelation again drops to 0.65 in the first bin, which, however, is now 20 km wide, and drops to around 0.2 beyond 250 km, the peak with large error bars at 290 km notwithstanding (Figure 15b ). The autocorrelation for the SABGOM simulation at this time drops only to 0.9 in the first bin, versus 0.65 for the real tracer, suggesting that the real tracer streaks were narrower than those evident in the simulation in Figure 10 . The two autocorrelations converge near 250 km, suggesting that the overall length scales of the observed and simulated patches were similar.
At 12 months, the autocorrelation for both the observed and simulated tracer patches drops to around 0.85 in the first 80 km wide bin (Figure 15c ). Filaments are much broader, or are on their way to merger by this measure, compared with 4 months, and the variability at these scales seen in the simulation (Figure 11 ) is perhaps a guide to scales of variability for the actual tracer. Beyond the first distance bin, however, the autocorrelation falls off much faster for the observations than for the simulation (Figure 15c ). This is perhaps due to the simulated tracer more nearly filling the Gulf than appears to be the case in the observations: column integrals in the southwest half of the Gulf were 10-20% of the maximum values in the simulated field (Figure 11) , while the sparse sampling of the survey found virtually no tracer in this region. 
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4.5. Mass Budgets As noted earlier, the fraction of tracer integrated over the objective maps of Figures 4 and 8 for the 4 and 12 month surveys was 72% and 53%, respectively. There is considerable uncertainty in the integral of maps like these, but by any means of integration there appear to be shortfalls of this order in the surveys. Loss over the 800 m deep sill in Florida Strait seems very unlikely. Loss through the Yucatan Channel between 4 and 12 months is possible, however, as shown by moored current meter arrays [Ochoa et al., 2001; Bunge et al., 2002; Sheinbaum et al., 2002; Candela et al., 2002; Badan et al., 2005; Rivas et al., 2005] . Sturges [2005] has shown a three-layer system below 800 m, with water flowing into the Gulf between 800 and 1100 m and between about 1900 m and the bottom, but flowing out of the Gulf to the south between 1100 and 1900 m. Observations indicate an outward volume flow of about 1 Sv (1 3 10 6 m 3 /s) [Rivas et al., 2005; Sturges, 2005] , while circulation models suggest a somewhat larger flow of order 3 Sv, with considerable variability [Cherubin et al., 2005] . In the SABGOM simulation, only 2% of the tracer leaves the Gulf by this route by 12 months, with most of the escape occurring between 4 and 12 months. We can only speculate on how much of the real tracer passed into the Caribbean, but it does not seem that this route can account for the missing tracer.
Part of the explanation for the shortfalls in the mass integrals lies in the spatial autocorrelations discussed above, the streakiness of the tracer making it harder to find. Also, high concentrations found around the geographical limits of the 4 month survey indicated that we missed tracer beyond these boundaries. At 12 months, the observations found no tracer in the southwest half of the Gulf, but there is a large unsampled area there, and in fact there are large spaces between all the sampling lines. Hence, perhaps the best explanation for the shortfall of the 12 month survey is that much of the tracer was far from the sparsely spaced track lines.
Distribution of Concentrations
A histogram of the concentrations found during the initial survey in the 50 chamber sampler is shown in Figure 16a , with a bin size of 2.5 pM (1 pM 5 10 212 moles/L). The concentrations are actually means along the approximately 600 m tow segments over which the syringes filled. Since the sampling sled was towed near the isopycnal surface of the release, these concentrations would have been near the maximum for their location. Concentrations above and below the sled would have decreased with vertical distance approximately in proportion to the average profile shown in Figure 12 , the standard deviation of which is about 15 m. The most frequently encountered concentration was in the first histogram bin of 0-2.5 pM, since most of the area surveyed was devoid of tracer, and in fact the concentration in 105 of the 137 samples in that bin were zero. The histogram falls abruptly in the next four bins, to zero between 12.5 and 17.5 pM, with a few samples found in outlying bins between 17.5 and 27.5 pM. The largest concentration encountered was just slightly over 25 pM.
Histograms of the maximum concentration found at each station during the 4 and 12 month surveys are shown in Figures 16b and 16c , respectively. These concentrations are for spot samples captured with Niskin bottles, rather than averages along a tow track. Again, the maximum number of samples was in the first bin, and fell to zero after several bins, with a few concentrations in outlying bins. The maximum concentration at 4 months was 45 fM and at 12 months was 2.5 fM. With time, the peak in number in the first bin became less pronounced compared with the other bins, i.e., from initial to 4 to 12 month survey, as the tracer became more evenly distributed within the surveyed areas. These maximum concentrations were found near the target isopycnal surface. The distribution at other levels can be estimated from these histograms, but with the concentration scale diminished following the approximately Gaussian curves describing the mean vertical profiles, shown in Figures 12 and 14 .
Because the vertical resolution of the SABGOM model is coarse compared with the narrow vertical width of the tracer distribution, it is best to compare column integrals rather than concentrations in the simulation with observations, as done in the maps of Figures 10 and 11 . Figure 17 compares histograms of the observed column integrals at the stations of the 4 and 12 month surveys with histograms of simulated column integrals sampled at the same locations. The distributions of column integrals appear to be quite similar to one another. Perhaps the most important difference is that for the 12 month survey the first bin in the simulation is less populated than in the observations. That is, there are relatively fewer low concentrations
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because the tracer is spread more homogeneously in the simulation than in the observations. This relative homogenization was suggested by the spatial autocorrelation.
Discussion
Boundary Mixing
In section 4, we showed that diapycnal dispersion of the tracer observed 4 months after the release was significantly greater for the profiles near the northern continental slope of the Gulf than in the interior. At 12 months, the diapycnal distribution of the tracer was not much changed from the mean interior distribution at 4 months, implying a diffusivity of 0.15 3 10 24 m 2 /s, of order 10 times smaller than for the earlier period. We take these results as strong evidence that diapycnal mixing was greatly enhanced over the slope, since the tracer most likely spent more time over the slope during the first period than during the second period.
Time dependence, as well as this spatial dependence, is likely to have played a role, however. Hurricane Isaac passed directly over the site of the experiment about 1 month after the tracer release. The bottommost moored current meters at the mooring sites indicated in Figure 4 show that more than 20% of the energy dissipation along the slope for the whole 12 month period probably occurred in the aftermath of this hurricane. Still, about as much energy was dissipated in the time interval between 4 and 12 months as during the first 4 months. By this measure, we would expect about the same amount of mixing in the two Figure 16 . Histograms of maximum concentrations for the three surveys: (a) in the syringes in the system towed near the isopycnal surface of the release, in pM; (b, c) at the stations for the 4 and 12 month survey, respectively, in fM.
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periods if boundary mixing played a minor role, i.e., about the same increase in mean squared diapycnal dispersion of the tracer. Thus, the evidence for great enhancement near the boundaries is compelling.
We summarized many of the mechanisms forcing bottom currents along the slope in section 1. The dominant mechanism for our time period seems to be wind forcing, as discussed above, but Loop Current eddies and topographic Rossby waves propagating along the slope no doubt also played a role. Currents along the northern slope pass over a bottom that is corrugated with canyons and pimpled with salt domes (Figure 18 ). In work under way, K. Polzin and others speculate that form drag acting on flow over these features generates turbulent energy that is dissipated in a relatively shallow, but stratified, boundary layer, resulting in the strong mixing that we have observed.
The diapycnal diffusivity of 0.15 3 10 24 m 2 /s, found for the interior between 4 and 12 months, is typical of open ocean conditions. For example, the value from the 30 month long tracer release experiment in the eastern subtropical gyre of the North Atlantic at 300-400 m depth was 0.17 3 10 24 m 2 /s (LWL). The value found in the southeast Pacific sector of the Antarctic Circumpolar Current, a very energetic region, was 0.13 3 10 24 m 2 /s near 1500 m depth [Ledwell et al., 2011] . The diffusivity inferred from dissipation rates of turbulent kinetic energy at all depths, i.e., independent of buoyancy frequency, in the background internal wavefield at midlatitudes is even smaller, at approximately 0.05 3 10 24 m 2 /s [Gregg, 1989; Polzin et al., 1995] . Thus, conditions for turbulent mixing in the interior of the Gulf may be quite similar to those in the interior of the open ocean, far from topography.
Lateral Dispersion and Homogenization
Rates of lateral stirring and mixing and the consequent dilution of peak concentrations are of importance to the ecology of the middepth Gulf because of the potential for release of pollutants from drilling activities as well as the prevalence of natural hydrocarbon seeps. Lateral dispersion along isopycnal surfaces is far more effective at spreading and diluting a tracer than diapycnal dispersion, though the latter may play an important role in lateral dispersion through the process of shear dispersion at small scales. We estimate from the concentrations found that the area covered by the tracer at the time of the initial survey was about 50 km 2 . After 1 year, the tracer was found spread over a good fraction of the Gulf, whose area at 1100 m is approximately 600,000 km 2 . The peak concentration fell correspondingly, from 2.6 3 10 211 to 2.5 3 10 215 moles/kg. The mechanism for this huge dilution factor is stirring of the tracer by the shears and strains of boundary currents, mesoscale eddies, and a poorly understood cascade of smaller-scale motions, and then by the shear-induced turbulent events at submeter scales, and finally by molecular diffusion at scales of a centimeter or so. 
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Homogenization is a competition between stirring at small scales, tending to fill in the general area occupied by the tracer, against stirring at larger scales, tending to disperse the tracer and enlarge the overall area to be filled in [e.g., Garrett, 1983] . In the open ocean conditions of the North Atlantic Tracer Release Experiment (NATRE), tracer streaks 5 months after release were of order 10 km across, but separated by many tens of km, rendering the tracer very hard to find. One possible explanation for the relative homogeneity of the present tracer patch at 4 months is that it had been held close enough to the boundary for a long enough time to be spread into a broad band before it was carried away from the slope. It is also likely that shear dispersion associated with greatly enhanced diapycnal mixing over the slope helped broaden tracer streaks. Only after 12 months had the length scales of the spatial autocorrelation in the North Atlantic become as great as those in the present experiment at 4 months (compare Figures 15b  and 15c ).
An interesting question is the extent to which the tracer moved upward across the continental slope toward the shelf, shoreward of our stations. What evidence we have does not indicate such upwelling. Isopycnal surfaces consistently deepened toward the slope along the tow tracks shown in Figure 1 . Downward dipping isopycnals are consistent with downwelling bottom Ekman currents resulting from southwestward flow along the slope. Also, our boundary stations during the surveys at 4 and 12 months are generally within 30 km of the grounding lines of the isopycnal surfaces occupied by the tracer. We estimate from our results on lateral dispersion that the time for communication between these grounding lines and the stations is a month or two, so that the boundary profiles seen in Figures 7 and 9 and the mean boundary profile in Figure 12 may well be representative of what tracer has made it up the slope.
Peak Concentrations
The maximum of all the concentrations found during each survey is shown in Figure 19 . The concentration in the initial plume of the injection sled is estimated to have been about 9 3 10 27 moles/kg (the first point shown in Figure 19 ). The maximum concentrations actually observed during the three surveys are shown as the last three points lying on a straight line in Figure 19 . These suggest a t 22.5 dependence, where t is the time since release.
This last result is reminiscent of the diffusion diagrams of Okubo [1971] , who found that the area of dye patches released in the upper ocean in coastal and shelf areas grew like t 2.34 . Aside from the fact that vertical mixing in the present experiment would add another 0.5 to the exponent, this apparent agreement conceals several aspects of dispersion in the present experiment that are absent in the experiments synthesized by Okubo. First of all, there may be enhanced dispersion near the slope due to cross-slope shear in the along-slope currents coupled with cross-slope diffusivity. Then, as part of the patch leaves the boundary region, it would be stirred by eddies into filaments with an exponential growth in the alongfilament direction, and perhaps a cross filament scale that is not growing at all or is even shrinking because Figure 18 . Example of the complex bathymetry of the continental slope along the northern Gulf of Mexico, from the region at which high tracer concentrations were found. Depth is in meters; the view is from the southeast. The map grid is 1.63 km 3 1.83 km (zonal 3 meridional). Bathymetry data are from the NOAA National Geophysical Data Center, U.S. Coastal Relief Model, available at the web site http:// www.ngdc.noaa.gov/mgg/coastal/crm.html.
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of convergence in the cross-filament direction [e.g., Garrett, 1983] . Thus, several processes, some no doubt not mentioned here, go into the trend in Figure 19 . Nevertheless, the order of magnitude of the dilution over the various time scales of the experiment, i.e., 10 days or so for the initial survey, and then 4 and 12 months for the subsequent surveys, provide useful phenomenology for dispersion near the continental slope and interior of the Gulf: we see a time dependence of the maximum concentration of t 22.5 for time t between 10 days and 12 months after the release.
A power law dependence of peak concentration stronger than 21.5 implies that lateral dispersion was ''superdiffusive,'' that is exhibiting a stronger time dependence than Fickian diffusion. Super diffusive dispersion of surface drifters was also found by LaCasce and Ohlmann [2003] for the surface waters of the northern shelf and slope of the Gulf, though they were able to discern periods of exponential growth and power law growth from their detailed time series of many pairs and triplets of drifters. Our study is of stirring at 1100 m, where kinetic energy is much lower than near the surface, and Eulerian time scales appear to be rather different [see, e.g., Hamilton, 1990; Hamilton and Lugo-Fernandez, 2001 ]. Nevertheless, superdiffusive dispersion seems to be more the norm than the exception in the Gulf at least at scales below the mesoscale.
Summary
The following conclusions may be drawn from the experiment: Understanding the physics behind these conclusions will benefit from past work, and especially from measurements made concurrently with the tracer experiment by the GISR mooring array, and from fine and microstructure profiles made as part of GISR. Analysis and interpretation of these data are under way. The SABGOM numerical simulation was able to replicate important statistics of observed tracer and helped interpret the dispersion of the tracer, and especially the evolution of streakiness and of the concentration distribution. Conversely, the behavior of the tracer and its explanation in terms of forcing will help to develop more advanced numerical schemes and next generation ocean models that could be used to better forecast the trajectories, concentrations, and the fate of substances released at depth in the Gulf of Mexico, either accidentally or naturally. 
