The use of autonomous underwater vehicles requires stable and reliable algorithms within the control software. A misdirected vehicle can quickly lead to a costly damage or even loss of the vehicle. In this paper, an application is presented that allows an ongoing underwater mission to be tracked in real-time within a 3D simulation and, in the event of a problem, aborts it to set the vehicles into a safe state. It can communicate directionally with the control software of each vehicle, thus providing the basis of a simulation environment. Furthermore, first implementations for evaluating the control algorithms of autonomous vehicles within the simulation environment will be presented.
INTRODUCTION
The exploration and use of underwater regions in the oceans as well as in inland waters are becoming increasingly important. The use of these regions depends on the research of these areas. Furthermore, the already economically exploited regions, e.g. through the construction of offshore wind turbines, has to be constantly monitored and controlled (Tchakoua et al. 2014) as well as the inspection of underwater pipelines (Xiang et al. 2014) . The use of divers to solve the problem is often used successfully today. However, the use of human resources is a costly, time-consuming and dangerous solution. To curb these factors, an increased use of autonomous underwater vehicles is sought. The autonomous underwater missions with independent, or as well as the composite of autonomous operating vehicles is currently increased in the development. One problem with the use of autonomous vehicles under water is the lack of visual contact. In order to make an autonomous movement of the vehicle under water possible, the vehicles must be equipped with various sensors to capture their environment. In addition, the algorithms to control the vehicle must run absolutely reliable and errorfree to prevent loss or damage to the vehicles. For the interpretable perception of the environment, the cognitive control algorithms must be able to process and evaluate all sensor data in parallel and in real time. In particular, in the test phase of the control algorithms malfunction can quickly occur. In this work a prototypical software is presented, which visualizes the movements of the vehicles in real time in a 3D environment. The entire mission of the vehicle, or multiple vehicles within a compound operation, can be permanently monitored and analysed with the visualization. In the case of occurring errors within the control algorithms or in case of misinterpretations of the multisensor data, the operator can thus perform a manual and situation-related intervention in the mission execution manually. Thus, the risk of costly damage or the loss of vehicles can be greatly reduced. The system is based on a low-cost implementation and can be applied to various underwater and surface vehicles as well as complete overwater scenarios. In the further course, the visualization environment is to be further developed into a simulation environment for testing and evaluating underwater vehicle control algorithms. First the visualization as well as the communication of the visualization environment to real and emulated vehicles will be presented. Approaches and first implementations for the simulation of vehicles with emulated sensors are also considered.
RELATED WORKS
At the University of Porto in the LSTS institute was developed a 2D-visualization of subsurface, surface and air vehicles for supporting multiple vehicle operations (Dias et al. 2005) . The map basis for the visualization of the vehicles are electronic nautical charts (ENC data), which are used in the seafaring for navigation. Within the map all the different vehicles, which are registered in the network, are shown in the visualization. The state of the position is not visualized in a fluid visualization, but based on the latest received data of the vehicles. The connection to the vehicles takes place via receiving the IMC-messages send by different vehicles. The application can receive messages as well as send messages via a xml-console into the network to communicate with each registered vehicle. Furthermore, it is possible to plan a mission for one or more vehicles in the network and to send and execute it within the vehicles (Dias et al. 2006 ). In the underwater simulator from the IRS Lab the OpenSceneGraph library is used as the basis for visualizing underwater missions. With the open-source UWSim they provide a possibility for simulation and graphical representation of underwater missions. For the control of virtual underwater vehicles and the spread of simulated sensor data, a network-based interface is applied. The underwater terrain model can be configured by the user via a XML file. For this, parameters such as water surface, underwater visibility and particle density in water can be defined. The underwater robot can also be adapted via an XML file. By default, an underwater vehicle with six degrees of freedom (6 DOF) in motion is provided. The software further offers individually configurable sensors that can be linked to the vehicles. It is possible to control several robots within a simulation. The integrated physics engine osgBullet offers the possibility to simulate highly simplified, physical aspects in the underwater world (Prats et al. 2012 ).
CONCEPT
Submarine vehicles may be connected by a cable to a surface vessel or to an overwater central facility via a cable. In this case we speak about a Remotely Operated Vehicle (ROV). Furthermore, it is possible to connect the vehicle via a wireless connection with a surface vessel or a central office. For this purpose, an Autonomous Underwater Vehicle (AUV) in a Network, especially with larger distances and depths, the acoustic transmission of data is used. The last scenario is a fully autonomous use of the vehicle over a certain time frame up to several days -during which the vehicle has no connection to a base station or an surface vessel. The recorded data of the vehicle will be transmitted to a base station after the mission. The last scenario will not further be considered in this paper.
Within the acoustic communication a bidirectional data transfer between the AUVs are possible. In case of a wired connection, the underwater vehicles always communicate to each other via an USV (Figure 1 ). When locating and determining underwater vehicles with the use of acoustic modems, the underwater position of the vehicles is calculated in relation to the surface vessel or a base station. This is equipped with a GPS system so the coordinates of the vehicles can be determined within a world coordinate system. In the considered scenarios, the underwater vehicles are in constant contact with each other and with the surface vessel or the base station. Information and sensor-or steering data can be transmitted between the individual vehicles via a high data rate (cable-bound data transmission up to 1 gb/s) or low a data rate (acoustic data transmission with a few kb/s). The visualization software also registers itself as an actor in the communication network and thus receives all transmitted data of the various vehicles ( Figure 2 ). With every message of a vehicle, we also transmit the ID of the sender, with which the vehicle and the vehicle type can be clearly interpreted. The visualization software can thus automatically emulate and display the corresponding vehicle in the visualization for each vehicle. The software evaluates all received messages and assigns them to the respective emulated vehicle in the visualization. This allows the emulated vehicles to be positioned and oriented within the 3D visualization. Furthermore, all transmitted sensor data of the individual real vehicles can also be visualized on the virtual model. The vehicle status as well as the position, orientation, and sensor values of the vehicles can be permanently monitored by the operator. In the 3D visualization, a georeferenced, digital terrain model (DGM) of the underwater region can be displayed. Thus, by visualizing the position and orientation of the virtual vehicle in combination with the digital terrain model, the operator can detect a hazard, for example, in a foreseeable collision with the terrain. As the visualization software is registered as a real actuator in the communication network of the control software of the vehicles, a bidirectional communication is possible. It is thus able to distribute its own messages within the communication network. In the case of the described hazard scenario, the operator can send a message to the relevant vehicle, to enter into a safe state (e.g., direct arise). 
PROTOTYP COMPOSITION
There are two main components within the development of this monitoring software. The basic hardware components (underwater vehicle and surface vessel) as well as the associated control software have to be considered. The implemented software must accordingly incorporate both components equally. In the experimental environment for the prototype development an underwater vehicle (ROV) was used. As control software the open-source software Dune has been used. The control software is installed on the one hand on the real vehicle to obtain real data. Furthermore, several instances of the control software, without any reference to a real vehicle, were started.
By doing this, several vehicles can be simulated, which are displayed within the visualization. The data of the control software of the real ROV and the data of the simulated ROV are transmitted by the registration in the communication network between all actuators. As a third instance, the visualization environment has been registered as a further actor in the network to receive all transmitted data in the network (Figure 2 ). For each vehicle, the corresponding, virtual vehicle is automatically added into the visualization. If a real vehicle sends its current position data, it will now be assigned to the corresponding virtual ROV in the visualization. By referring the true coordinates to a basic actuator, which is also displayed in the visualization, since it is registered in the network, the positions of the individual vehicles can be represented in accordance with reality.
Deployed Hardware
Within the project different hardware components were used, which are not based on a project-specific development. The underwater vehicle BlueRov2 used in the project is a low-cost vehicle, which in private use is an out-of-thebox vehicle with visual control via PC. But it is also used in research projects for scientific research. It is a small vehicle which is maneuverable only in soft waters. But there it is very maneuverable due to the six specially arranged propellers and can accommodate additional loads and hardware through an expansion set. Additional weight must be compensated by buoyancy, which in turn limits maneuverability. The ROV is equipped with several sensors such as an inertial measuring system, temperature sensors and a camera. The hardware can be addressed freely. The BlueRov2 include a PixHawk controller with integrated IMU, which has its origin in the unmanned aircraft control.
To determine the underwater position of the ROV / AUV acoustic modems from EvoLogics GmbH are used. These modems are also used to transmit various data when the cable connection to the ROV is interrupted or deliberately omitted (AUV). But the data transfer rate of max. 31.2 kbps is very low. Every vehicle must be equipped with a USBL modem. The calculation of the position data is relative to the surface vehicle. This is additionally equipped with a GPS system, so relative coordinates can be transformed into absolute coordinates of a world coordinate system.
Deployed Software
The implemented and used software can be divided into three basic areas. The control of the simulated and the real ROV as well as for the control of the AUV a framework is used. This must be able to address the actuators as well as the sensors of the vehicles and distribute the data of the hardware in the system. The visualization of the vehicle in the 3D environment should be real-time capable, so that at any time the actual state of the vehicles is visible. The third area is a communication protocol that can be interpreted by all components.
The basis for the visualization and simulation is the Unreal Game Engine. We used the very powerful game engine from Epic Games Inc. It is open source available and is constantly being developed. Own source code can be implemented as well as the adaptation of the original code which is needed for the own applications. The Unreal Engine contains the typical core elements of a game engine (sound, graphics, network and physics engine) programmed in C++. Using an in-build editor, terrain models, simple geometries and complex visual effects can be embedded in the visualization environment. Furthermore, it is possible to import your own models and terrain data. The spatial reference is produced via a metric coordinate system, which can be used as the basis for the georeferencing of the models and terrain data. Own source code can be programmed directly in C++ or via a visual scripting system (Blueprints). The connection between visual scripting and direct programming in source code is achieved through Unreal-Specific Classes (UCLASS) and attributes. Due to certain tags, the functions and variables that are programmed in the source code can also be addressed in the graphical interface with visual scripting. In-depth as well as basic functionalities can be implemented in the C++ code and made available for further development in the visual scripting editor. The use of the functionalities thus provided can then also be assigned by users with less programming experience to the objects in the visualization.
For vehicle control and to address the sensors and other hardware components on the vehicles, the framework DUNE is used. This was developed of the University of Porto by the Institute LSTS in Portugal. DUNE is used in various projects, so it is constantly evolving. It is a software that runs on the vehicles and it is able to interact with the vehicle's sensors and actuators as well as communicating the vehicle data over a network. Furthermore, a variety of algorithms and functions are provided, which can be used for navigation, vehicle control and monitoring as well as for maneuver planning and their execution. The framework is CPU architecture and operating system independent. It has been programmed in C ++ and is open source available. The possibility of their own development and adaptation to their own vehicle is thus given. The basic concept in DUNE is the implementation of socalled tasks. Each time the sensor value of a sensor of the vehicle has to be picked up and distributed in the network, a task is started which packages the respective information into a special message (IMC) and distributes it on the network. Similarly, a DUNE instance can receive IMC messages that were produced and sent by a task from another DUNE instance. Since communication within a DUNE instance is also done by sending and receiving tasks, each DUNE instance is also able to receive and process self-produced messages. Another major aspect of dune is the using of predefined profiles. When starting a DUNE instance, a configuration file of the vehicle and a configuration file for the actions to be executed are transferred as parameters. The vehicle configuration contains all vehicle-specific basic data such as name, size, extent, weight, etc. as well as any information about the available sensors. Each sensor integrated there has in turn its own configuration file with associated sensor-specific information. The configuration file defines, which so-called tasks the started DUNE instance should execute, or which task it has to respond to. The implementation and working with DUNE is similar to the Robot Operating System (ROS) middleware. One difference is, that ROS is primary developed for landbased roboters while DUNE is primary developed for surface vessels und subsurface vehicles. So in DUNE are many algorithms, sensors and actors already integrated, wich can be used in this project. Furthermore four of five philosophical priciples (peer-to-peer, tool-based, thin, free and open-source) of ROS (Quigley et al. 2009 ) are comparable to DUNE. Instead of multi-lingual programming, DUNE only supports C++ and Java.
The used communication protocol in DUNE is the InterModule Communication (IMC) protocol, which is also developed at the University of Porto. IMC is an XMLbased message format, which is divided into the three areas. Each message consists of a header, message and footer part. The header contains the basic message information. These include the timestamp, message ID, source address and the destination address. The message footer contains a checksum for recheck the messages. The actual information is stored in the message part. For the message part the IMC-protocol provides multiple predefined messages. These predefined messages are divided into different subareas, such as navigation, sensor data or mission planning. Each message contains sensor or actuator-specific values such as GPS coordinates, sensor values or status data. The IMC format ensures the common communication interface between the individual components. The IMC format is completely defined in a version based IMC.xml file, and can be extended according to your own requirements. This file is interpreted by DUNE to generate the source code and must therefore be included by all other applications that use IMC messages for communication.
DEVELOPMENT AND IMPLEMENTATION
In the development of the visualization and simulation software, one focus was placed on the real-time capability and extensibility of the application. Furthermore, the implementation of the interfaces for communication with external applications like DUNE played a major role. This ensures that the visualization can also be operated with other applications. In the following, the individual components of the visualization and the interfaces will be explained in detail. In addition, the sending and receiving of messages with the DUNE framework and IMC is explained.
Sending and Receiving Messages in DUNE
The DUNE Framework has a sophisticated concept for message transmission in the network. The transmission protocol is the IMC format. For this purpose, within the DUNE instances so-called Producer task are created, which produce messages and distribute them in the network. In addition, consumer tasks can be created, which listen to all or to specific messages. The message type within an IMC message is always specified for a data set and contains the specific sensor values in addition to the message ID and the name. For example, with the message 'Acceleration', the acceleration values are transmitted in the three axis directions. The axis and the associated value, the data type and the unit of measure are transferred as parameters. The assignment of the message to the corresponding vehicle is defined in the header of the message. Based on these values, the message can be received and evaluated by another listening instance.
Real Time Visualization
For the implementation of the simulation and visualization the Unreal-Game Engine was used. Particularly with the real-time capability of the engine, very good results could be achieved in previous projects. Several environments have been implemented as test scenarios for this project. On the one hand, these are complex areas with georeferenced digital terrain models (DTM) based on real data. On the other hand, smaller experimental pools were modeled, which are also available to the institute for experiments with the real ROV. The georeferenced terrain models cover an area of up to one square kilometer and are based on multibeam echo sounder and electronic nautical chart (EMC) data. The modeled research basins correspond to the size of the real basins with a size of 3m * 2m * 1m and of 10m * 20m * 5m. The modeling of the experimental environment will not be discussed further here; this is described in more detail in (Theuerkauff et al. 2017) . The digital models of the AUV and the ROV were available as CAD models. By preprocessing, they could be converted into a suitable data format (FBX), which can be imported into the Unreal engine. Smaller components such as lamps and sensors can be modeled directly on the vehicle model in the editor of the game engine via the use of simple geometries. Changes to the vehicle components thus require no complete remodeling and import of the vehicle. Furthermore, the components thus added can be changed with little effort, regardless of the main model, in the individual parameters such as orientation at runtime. A single vehicle always consists of a main vehicle class and a model object, which in turn can contain one or more geometries or complex models. So it is possible to simple substitute or modify the vehicle model. The main vehicle class is an Unreal specific class (UClass), which ensures that functions are programmable that can be reused in the Engine's Blueprint Editor. The base class contains the basic information of a vehicle. Further, vehicle specific data and functionalities are stored as an additional special vehicle data object in the class. Vehicles can be accessed in real time during ongoing visualization. Thus, parameters such as the position and orientation of the virtual vehicle are customizable according to the data received. For this purpose, the position and orientation data are transferred to the respective vehicle class with the virtual vehicle. The corresponding vehicle class can be determined from the source address passed in the IMC message. The actual positioning and orientation of the vehicles in the simulation takes place with the aid of visual scripting (Blueprint). This allows easy customization of the positioning and orientation routines without working directly in C ++ source code. The received position and orientation data are also interpolated to ensure a fluid visualization of the vehicles.
Connection to the Control Software
The connection of the visualization to other applications takes place via a UDP connection. The interface depends on a DUNE instance which is running in front of the simulation software, so that the simulation only communicates with the DUNE instance, which in turn distributes the data into the network or forwards received data to the simulation. Through this network interface, the visualization software is able to receive messages from the control network as well as to distribute new messages into the control network (Figure 3 ). So that the DUNE instance serving as simulation interface is not displayed as an additional vehicle in the network, the profile of the DUNE instance has to be set into a special simulation mode. The profile can set at startup via the transmitted configuration file as previously described. With this implemented UnrealSimulation profile the interface DUNE instance will receive all communication data and send them to the simulation environment. Furthermore, with the defined profile the DUNE instance can receive messages from the simulation environment to distribute them in the vehicle network.
To do that, the DUNE instance converts all received data into a JSON object, and then forwards it to the visualization environment. On the other side the DUNE instance listen on an UDP interface for messages from the simulation environment. The UDP socket created in the simulation environment constantly listens to the messages of the DUNE instance on a specified port. The in the simulation environment received messages are converted back to the IMC format via a wrapper class. For this purpose, the IMC configuration file (IMC.xml) is imported when the visualization is started and saved in a suitable data structure. The message structure of the incoming JSON messages is determined by the message name from the IMC data structure. Thus, all messages can automatically be converted from the JSON format back to the IMC structure. Newly defined message structures in the IMC file are automatically converted within the visualization component without further adjustments.
Real Time Simulation
At the virtual underwater vehicles and surface vessels in the simulation, various sensors are connected. At present, an ROV has a depth sensor, an acoustic modem, several laser distance sensors and a camera. The AUV is equipped with an acoustic modem and a GPS system. The sensor data are simulated according to the environment. For this it is possible to set various parameters of the environment within the visualization. These include ambient light, water temperature and turbidity of the water by particles. The influence on the measurement data of the sensors currently consists only in changing the range of the laser distance detection. The sensor data are transmitted in real time to the control software for further processing using the methodology described in chapter Connection to the Control Software. Thereby they directly influencing the further behavior of the vehicle.
TEST SCENARIO AND RESULTS
The test environment initially consists of a small test basin with the extension of 2m * 3m * 1m [L, B, T]. The used test vehicle is a BlueROV2 from BlueRobotics Inc. Since the acoustic position determination was not fully implemented when the paper was finished, the position data has been emulated in GPS format. The orientation data are recorded by an inertial measurement unit (IMU) installed in the ROV. The control of the ROV was done manually via an XBox controller. All data are distributed in the network by the DUNE instance of the BlueRov2 and can thus be recorded by the visualization environment, which is also registered via another DUNE instance in the network. Furthermore we integrated up to ten more virtual ROVs and USVs to the simulation. Each vehicle was controlled by an own DUNE instance. By registration the single instances in the same network it is possible to send steering data to each vehicle as same as to send sensordata and messages from a vehicle to each other vehicle in the network. Each virtual vehicle was equipped with an simulated IMU and up to three simulated laser distance measurement systems. The framerate in the running visualization was stable with about 50fps by using an Intel Core i7-6820HQ CPU with 2.7GHz, 40GB RAM and a NVIDIA Quadro M2000M graphiccard. Another test scenario is planned and will be run in the near future. The test environment will be a basin with the size of 20m * 10m * 5m [L, B, H] . The integration of the acoustic modems into the DUNE framework will be done then, so the position data from the underwater vehicles does not need to be emulated anymore for the real vehicles. 
CONCLUSION AND OUTLOCK
The visualization environment presented here provides the basis implementation for a real-time simulation environment of underwater vehicles and surface vessels. It is able to visualize virtual and real ROVs and AUVs in a 3D environment. The application communicates bidirectionally with the control units of each vehicles in the network. The simulated vehicles can thus be moved via the control software like a real ROV. The design concept is to handle virtual vehicles in the simulation environment from the control software like real vehicles.
So it is possible to use the control software equally for the simulation as well as for the real vehicles without further adjustments ( Figure 5 ). Furthermore it is possible to use these software for other vehicletypes wich are using the DUNE framework for controlling. At present, the virtual vehicles receive only the coordinates and orientation data of the real vehicle. In the first implementation, the visualization thus always corresponds to the state of the real vehicles. In the further course, the vehicles in the simulation environment are to be expanded with the sensors of the real ROV. The sensors can then be used in the simulation environment e.g. to determine the distance to underwater obstacles and send these data to the control software via the communication interface. This data can than be incorporate into the control logic to generate new control commands for the vehicle. First simple virtual sensors, such as laser based distance sensors, implemented in a previous work, already integrated into the simulation software presented in this paper. Until now these sensors are not based on the real vehicle sensors and could only deliver fictive data. An important step in the development of the simulation environment is an investigation into the extent to which water specific data, such as flow models, have an influence into the simulation environment for testing the control algorithms. It is conceivable that the control algorithms can initially also be evaluated by simple, randomly generated drift vectors. Furthermore, the simulation of underwater sensors within the simulation environment will be improved.
