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It is proved that for a convex reflecting scatterer the support function is uniquely 
determined by the scattering amplitude (in particular, by the backscattering 
amplitude). The support function determines the position, orientation and the shape 
of the scatterer uniquely. Stability of the solution is discussed. 
I. INTRODUCTION 
Let Q be a convex bounded domain with a smooth boundary r, 
0 = R ‘\U. Consider the scattering problem: 
(V2 + k2) ZJ = 0 in Q, k > 0, u = u, + u, u. = exp( ik(v, x)), (1) 
Here v is a unit vector, u,, is the incident field, u is the scattered field, 
u Lv ev(W 
r fh v, k), r-, “‘+l. (3) 
The function f is called the scattering amplitude, f(n, -n, k) is the back 
scattering amplitude. The inverse diffraction problem is that of finding r 
from the knowledge ofJ(n, v, k), n, v E S*, 0 < k < co, S* is the unit sphere. 
It is an overdetermined problem: f depends on five variables while the shape 
of r depends on two variables, e.g., the shape of r is determined by the 
equation I = r(6,#) of the surface r in the spherical coordinates. Therefore 
not any function f(n, v, k), n, v E S 2, 0 < k < co is a scattering amplitude. 
The characterization of the class of scattering amplitudes is not known (i.e., 
a necessary and sufficient condition for a functionf(n, v, k) to be scattering 
amplitude of some (convex, smooth) surface is not known). The iiterature on 
inverse diffraction problem is not large. The uniqueness of the solution to 
this problem is established long ago in the following form. 
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PROPOSITION 1. Zf f (n, v, k), n E S’, v is fixed, 0 < a < k < b, a < b, is 
the scattering amplitude for r, and for r,, where r, and r, are piecewise 
smooth, closed, connected (not necessarily convex) surfaces, then r, = r,. 
Here [a, b] is an arbitrary segment. 
There are several ways to prove this statement. One way is due to M. 
Schiffer (see [l] and the Appendix) and is the most general, but entirely 
nonconstructive. The second way requires an assumption about convexity 
and smoothness of r (Gaussian curvature K is strictly positive). This way 
can be easily seen from the results of Fock [2], although Fock did not study 
the inverse problem. This way is based on a possibility to recover the 
Gaussian curvature of a convex smooth scatterer from the scattering 
amplitude (see also [4, p. 2231). This way is also nonconstructive. It is 
known [5] that the Gaussian curvature of a smooth convex surface r 
determines the shape of the surface uniquely, but there is no constructive 
way to find r. Therefore of interest is the third way (4, 71. This way requires 
the assumption about convexity, but it allows one to find the support 
function of r (see the definition in Section 2) and therefore this way gives a 
constructive solution to the inverse diffraction problem. Moreover, not only 
the shape but the position and orientation of the scatterer are determined 
explicitly if the support function is known. In ]4] it was assumed that the 
scatterer is centrally symmetric; here this assumption is dropped. 
Explicit formulas for the surface of the scatterer are given. 
II. BASIC RESULTS 
1. The Green formula gives the following expression for the scattering 
amplitude: 
f=-&jr exp( -ik(n, s)} h(s) ds, 
where 
h+Ah=2$, h E;; -1 
s s 
Ah= exp(W-4) h@)dt 
2RlS-tj * 
Here N, is the exterior unit normal to r at the point s, 
u = u0 - 
s 
ghdt, g= ew(ikIx-~1) 
r 471(x--y] . 
(5) 
(6) 
ON THE INVERSE DIFFRACTION PROBLEM 141 
2. Let us fix the coordinate system with the origin outside of g (Fig. 1). 
Let us use the Kirchhoff approximation for h: 
h=O on r-, h = 2ik(N,, v) exp{ ik(v, s)} on T+ , (7) 
where r+(r-) is the illuminated (shadowed) part of r (i.e., (N,, v) < 0 on 
r+ , (N,, v) > 0 on r-). Substitute (7) into (4) to obtain: 
f=SJ exp(ik(v - n, s)}(N,, v) ds. 
r+ 
(8) 
Define the support function of r to be 
a(l) = - y$” (1, s)(= pg I(17 s>l>, (9) 
+ + 
where 1 is a unit vector, and (1, s) < 0 on T+ . 
3. Integral (8) can be calculated by the stationary phase method. The 
stationary point of the phase (v - n, s) = - 1 n - v I( 1, s), 1 E n - v/i n - v / is 
the point s,, E r+ at which 1 = Ns,. If r is convex then there is only one 
stationary point. The following result is well known [6]: 
LEMMA 1. Let f~ C?(a), S(x) E P(Q), Sz c R” be a j?nite domain. 
Let S(x) be a real valued function which has the only stationary (critical) 
point x0 in R and let this point be nondegenerate (i.e., dS(x,) = 0, 
d’S(x,,) # 0). Then, as K + + 00, 
J f(x) exp(ikS(x)} dx n 
2x nl2 
= k t-1 
exp ) iAS 
+ y sgn S”(x,) ( 1 det S”(x,J - I” [fh,+o($)]~ (10) 
FIGURE 1 
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where 
S”(X) = ( ;;;jJ )9 sgnS”(x,)=n+ -n-, 
and n, (n-) is the number of positive (negative) eigenvalues of the matrix 
S”(X,). 
Let us calculate the term (1, s) around the stationary point. 
(l,s)=(l,s,)+(l,s-s,)=(l,s,)+b,u’u’+O{(~’)~+(~*)~}. (12) 
where one should sum over the repeated indices, b, is the matrix of the 
second differential form of the surface r at the point sO, u’, i = 1,2, are the 
local coordinates in the tangential plane to r, s, = (0,O) in these coordinates, 
and the third axis is directed along 1 = Ns,, the unit normal vector to r at 
the point s,. 
Therefore S”(x,,) = - 1 n - VI b,, n = 2, and formula (IO) applied to (8) 
yields 
f=--$$exp ~-ik~n-~~(l,s,)+~sgnbij(q,)} 
x Idet(-In - VI bij)l-“* [(Lv)fOl$)]. (13) 
It remains to calculate sgn b,(s,) and det(-1 n - VI b,). One has 
det(- I n - u) b,) = In - v I* det b,. If the surface is convex then n, = 2, 
n- = 0, sgn b, = 2. The eigenvalues of b, in the local coordinates described 
above are the principal curvatures K, and K, of the surface r at the point s,,, 
while det b, = K = K, K, > 0 is the Gaussian curvature of r at s,, . Thus the 
leading term of the asymptotics in (13) takes the form 
f= 
exp{-ikln - ~((1, s,)}(L v> = expl-2ik(n, l)(L so)} 
- In - vl{K(s,))“* 2{K(s,)}“* * (14) 
Here the formulas 1 n - VI = 2(n, l), (1, V) = -( 1, n) were used. Finally note 
that 
-(L so) = a(l) (15) 
since s, is the stationary point at which 1 is the normal to r. Thus 
(16) 
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is the leading term of the asymptotics off as k + 00. Note that the sign of 
the phase in (16) differs from the sign of the phase in [7] because in [7] the 
scatterer was centrally symmetric and the origin 0 was placed at the center 
of symmetry, so that ](l, s,,)] = (1, sO) = a( 1) (compare with (15)). If r is 
convex and 0 E GS then (1, s) > 0 and a(l) is defined as a(1) = max,,, (1, s). 
Let us formulate the result. 
THEOREM 1. Let r be a smooth convex surface. Then the leading term of 
the asymptotics of the scattering amplitude (4) as k --t CO is given by (16). In 
(16) K(s,) is the Gaussian curvature at the point sO E r at which 
n - v/l n - VI = 1 is the unit normal to rpointed outside of C2, and a( 1) is the 
support function of r dej7ned in (9). 
Remark 1. Vector s,, defines in the fixed coordinate system the position 
of the scatterer. Translation of the scatterer s’ = s + d by a vector d will lead 
to the phase shift Zik(n, l)( 1, d), which reflects the new position of the scat- 
terer. 
For the backscattering 1 = n, v = -n, (1, sO) = - a(l) < 0 on r+ , (1, so) = 
a(l) > 0 on r-. 
4. Parametric equations of the surface can be written explicitly. Let the 
unit vector 1 have components (ai, a*, a&, ai + ai + a: = 1. Then 
-,j= 1,2,3, l= ;- a.e. aa xj = - aaj ,y, J J (17) 
is the parametric equation of r, the vectors e,, e2, e3 are the orthonormal 
unit vectors defining the coordinate system with the origin 0. 
To derive (17) let us write the equation of the tangent plane A to r 




and consider a,, a,, a3 as parameters. The surface r is the envelope of the 
family of the planes (18) a,, a*, a3 being parameters. Thus, the equation of 
the surface can be obtained from the equations 
m= 1,2,3, (19) 
and (18). Equations (19) coincide with (17) and give the parametric 
equation of r. 
EXAMPLE 1. Consider a sphere cj=, (x, - b,)* = R ‘. The unit normal to 
409/103/l-IO 
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the sphere is l/R Cj=, (xj - bj) ej. The tangent planes to the sphere 
orthogonal to the unit vector 1 = CJ= I ajej are Cj”=, (xj - bj f Raj) aj = 0. 
Therefore, assuming that (b, 1) < 0 and the origin is outside of the sphere, 
i.e., 1 b 1’ = Cj=, bj > R ‘, one obtains a( 1) = -(b, 1) + R. Equations (17) are 
xj=bj-Raj,1<j<3. (*I 
Note that R=Rda:+a:+az, aR/aaj= Raj. Equation (*) is the 
parametric equation of the sphere. 
Remark 2. If one substitmes (17) into (18) one obtains 
a(l)= i Eai. 
i=, aai (20) 
This means that a(1) is a homogeneous function of order 1 of the variables 
aI, z2, a3 (i.e., a(ta,, ta,, taj) = fa(a,, aL, aj) for all t > 0). 
Remark 3. From the knowledge of the support function a(1) even for 
1 E 0, where u c S2 is a domain in S’, one can reconstruct effectively the 
corresponding part of the surface R Eq. (17) with 1 = (a,, a2, ax) E o is the 
parametric equation of this part of IY 
III. SOLUTION OF THE INVERSE DIFFRACTION PROBLEM 
1. Let us chose such set A of the unit vectors V, n that 1 = n - v/l n - VJ 
runs through all of S2. For example, one can choose n = -v and have n run 
over S*. This gives the back-scattering amplitude f(n, -n, k). For back 
scattering (n, 1) = 1 and (16) takes the form 
f= _ expPW1)~ 
2{K(s,)}“2 * 
Let us assume that f(n, v, k) is known for n, v E A and all sufftciently large 
k. Then formula (16) allows one to find a( 1) and the surface r by formulas 
(17). Let us formulate this as 
'iHEOREd 2. If r is a smooth convex surface and the SCattering 
amplitude f (n, v, k) is known for all n, v, such that n - v/l n - VI = 1 runs 
through all of S*, and one suflciently large k, then the support function a(1) 
is uniquely determined. Therefore the position and the shape of r are 
uniquely determined. Moreover, explicit equation of the surface r is given by 
formula (17), and a(1) = (2ik))’ In{-f (n, v, k)(n, I)-’ 1 f (n, v, k)l-‘}. 
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2. Remark 4. The Kirchhoff approximation (7) has been rigorously 
justified in the literature (see e.g., [3,8,9]) as the leading term in the 
asymptotics of h as k + +co. Therefore the argument in this paper is 
rigorous. Other boundary conditions can also be treated. For example, if 
aupzq, = 0 then f(n, v, k) = 1/4n jr dsu(a exp( -ik(n, s)}/cYN,). The 
Kirchhoff approximation gives u = 0 on r-, u = 2u, on r+. Thus 
f(n, v, k) = -ik/2n J’r ds exp{ik(v - n, s)}(N,, n) in this approximation 
(compare with (8)). Further study is similar to the given above. 
IV. STABILITY OF THE SOLUTION 
TO THE INVERSE DIFFRACTION PROBLEM 
Suppose that the scattering amplitude is measured with an error 6 > 0, 
that is fs is known, If’ -f ] < 6. Let us assume that 
sup K(s) < d2, (n, I) > b > 0, K,b % 1. 
SEl- 
Then 
f&, v, k,) = - 
exp{2ik,(n, 0 a(l)} 
2 VW,) 1 “2 
]l+O(&) +O@d)/. (22) 
Thus 
a,(l) s {2ik,(n, l)}-’ In{--fsl&-‘} = a(l) + O(K;‘bp2 + 6dX;‘b-‘) 
= u(l) + q (23) 
Therefore one can find from the experimental data fs the support function 
u(l) with the error of order O(q). The stability of the solution to inverse 
diffraction problem is reduced according to formulas (17) and (23) to the 
problem of stabie differentiation. This problem was studied in the literature 
and we will follow [lo] in the statement of the algorithm for stable differen- 
tiation and the error estimate. Details can be found in [lo]. Let us assume 
that u(a) is a twice differentiable function, I u”(a)\ < M, -1 < a < 1, and 
I %@I - 4a)l G 4 where u,(a) and 6 are known. The problem is to 
find u’(a) with an error e(6), c(8)-+ 0 as a-10, and estimate s(8). 
Let u(6) = (26/M)1’2. Then ]u’ - {a,(a + u(6)) - u,(a - u(6))}/2~(6)/ < 
(2M6)“’ E e(B). Therefore an algorithm for stable calculation of the surface 
r from the measurements of the scattering amplitude with, the-accuracy 6 is 
as follows. Given a, and M, calculate u(6) and take as u’(a) the expression 
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{~&(a + u(6)) - us(a - u(6))}/2246). Th e error of this estimate of a’(a) is 
not more than E(B). This estimate is the best possible linear or nonlinear 
estimate of u’(a) on the class of functions which satisfy inequalities 
lu”l<M, la,-al,<& 
APPENDIX 
Here M. Schiffer’s proof of the uniqueness of the solution to the inverse 
diffraction problem is given. Suppose there are two obstables g, # @12 with 
the same scattering amplitude f(n, v, k), n E S*, v is fixed, 0 < a < k < b, 
b > a. Then U, - U* = O(l/ I as r + co, where vi, j = 1, 2, are defined as in ) 
(l), (2). Therefore v1 - v2 z WE 0 in B, = (x: 1x1 > R}, where R is any 
number such that 8, and @* lie in the ball Jx] < R. This follows from a well 
known lemma of Rellich: if (V’ + k*) w  = 0 in B,, k > 0 and w  = 0(1/r) as 
r = ]xI+ co, then w  = 0 in B, (see, e.g., [4, p. 2981). Thus, v1 G v2 in B,, 
and U, E u, in B,. Assume first that CP, n g2 = 0. Then U, lr2 = u2 Ir, = 0 for 
a < k < b, b > u. The function U, f 0 because U, = exp{ik(v,x)} + 0(1/r), 
r + co. Therefore any number a < k Q b is an eigenvalue of the Dirichlet 
Laplacian in G2. This is a contradiction since the spectrum of the Dirichlet 
Laplacian in a bounded domain gn, is discrete. The same argument will lead 
to a contradiction if g, n g2 # 0 but 9, # ~3~. 
Actually a much stronger results holds [ 111. 
THEOREM. The knowledge off (n, IQ,, k,), n E s*, determines the obstacle 
and the boundary condition uniquely. Here k, and v,, are jiied, g2 is a 
solid angle, and the boundary condition is u = 0 or au/aN = 0, or 
i?u/iYN + h(s)u = 0 on I’, where h(s) E C(T). 
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