Unsupervised anomaly detection algorithm is typically suitable only to a specific type of anomaly, among point anomaly, collective anomaly, and contextual anomaly. A mismatch between the intended anomaly type of an algorithm and the actual type in the data can lead to poor performance. In this paper, utilizing Hilbert-Schmidt independence criterion (HSIC), we propose an unsupervised backward elimination feature selection algorithm BAHSIC-AD to identify a subset of features with the strongest interdependence for anomaly detection. Using BAHSIC-AD, we compare the effectiveness of a recent Spectral Ranking for Anomalies (SRA) algorithm with other popular anomaly detection methods on a few synthetic datasets and real-world datasets. Furthermore, we demonstrate that SRA, combined with BAHSIC-AD, can be a generally applicable method for detecting point, collective, and contextual anomalies.
Introduction
Unsupervised anomaly detection attempts to find data patterns that deviate from the expected behavior in a given dataset when there are no labels available to guide learning. A pattern that does not conform with the norm is often referred to as an anomaly, or interchangeably as an outlier, novelty, and exception in the literature. There is a large demand for effective anomaly detection methods [11] from a large variety of application domains. This includes, but is not limited to, detecting intrusion activities in network systems, identifying fraud claims in the health or automobile insurance, discovering malignant tumors in an MRI image, and capturing suspicious humans or vehicles from surveillance videos.
Depending on whether labels are required and whether unlabeled data are used in the model training, existing machine learning methods for anomaly detection can be classified into three categories: supervised, unsupervised, and semi-supervised learning. In the supervised anomaly detection, relation between labels and feature variables is the basis on which a predictive model is determined. In supervised learning, the main goal of the feature selection is to identify the smallest feature subset from which the dependence between labels and features in the subset is maximized. Unfortunately, due to difficulties in acquiring labels as well as the need to detect anomaly detection in a timely fashion, a significant proportion of anomaly detection problems are more suitably formulated as unsupervised learning problems.
Without labels to identify features and define predicting models, unsupervised anomaly detection is a far more challenging task. In this paper, we argue that one of the main reasonable guiding principles for anomaly detection is the relation of a data point to a majority of other data instances. Point anomalies are data instances that clearly deviate from the rest of the dataset. Collective anomalies form an anomalous pattern from a group of data instances. In the context of unsupervised anomaly detection, a suitable feature sub-set defines a meaningful context, from which contextual anomaly data instances can be identified. In addition, feature selection can remove spurious features, which is crucial for the successful anomaly detection. The goal of anomaly detection comprises of detecting point anomalies, collective anomalies, as well as contextual anomalies [11] . Since information on the cause of anomaly is often not available a prior and identifying all three types of anomalies is useful, a generic method, which can be applied to detect all three types of anomalies, is desirable.
Many unsupervised learning methods have been proposed, including methods based on nearest neighbor [4, 8, 45] , density [10, 22, 24, 31] , clustering, [16, 17, 23] , dimension reduction [30] , as well as one-class classification [34] [35] [36] . Applying these methods in practice often faces two major challenges. Firstly, explicit and strong assumptions on the type of anomaly to be detected are usually made in these methods. For example, a density-based approach, including LOF [10] and its variations, assumes normal instances lie in a dense neighborhood, whereas anomalous instances usually have a neighborhood with low density. This can potentially neglect collective anomalies, e.g., data instances that form a small dense cluster, but collectively present anomalous behavior. Under the assumption made by each method, results often favor one type of anomaly over others. This makes it difficult for a user to choose an appropriate unsupervised algorithm, when the nature of the problem to be addressed is not known a priori.
Another major challenge commonly shared by existing methods is the lack of a mechanism to detect featurecontextual anomalies, for which a context defined by a subset of features needs to be identified. In real-world applications, feature-contextual anomalies arise frequently. In the process of collecting a dataset, features that are potentially irrelevant are often included, introducing noise features that can dramatically compromise the performance of the unsupervised anomaly detection algorithm, as most of the existing unsupervised anomaly detection methods simply treat all the features equally. In addition, a dataset can include multiple contexts, and anomalies with respect to all contexts need to be identified.
Spectral Ranking for Anomalies (SRA) is proposed in [28] as a novel anomaly ranking method for auto insurance fraud detection. Motivated by spectral clustering, see, e.g., [40] , SRA utilizes the first non-principal eigenvector of Laplacian to generate an anomaly ranking. For practical applications where there are multiple normal patterns, SRA is shown in [28] to be more effective than traditional anomaly detection methods, including one-class Support Vector Machine (OC-SVM), Local Outlier Factor (LOF), and k-Nearest Neighbor (k-NN).
While SRA has shown to be promising in auto insurance fraud detections in [28] , the scope of [28] is mainly on the specific auto insurance fraud detection application. In particular, all features in the dataset are treated equally and no feature selection is performed in [28] . Furthermore, there is no discussion on SRA regarding its ability to detect point anomalies, collective anomalies, as well as contextual anomalies.
The main objective of the present paper is to devise a general unsupervised learning method to detect all three types of anomalies. In particular, we define a context for anomaly detection as a subset of features with strong statistical interdependence. We believe that this is reasonable and crucial for unsupervised anomaly detection for the following reasons. Firstly, in unsupervised learning, a pattern is typically defined by interdependence among a subset of attributes, with each feature subset defining a specific context. Consider, for example, in the auto insurance claim fraud detection, base policy, vehicle type, and at-fault party form a feature subset with strong statistical correlations among variables, violating which leads to an anomaly. The feature subset provides a reasonable context for detecting suspicious cases which are anonymous with respect to these relations. A different feature subset with a different strong interdependence leads to detection of different contextual anomalies, and we are generally interested in detecting anomalies with respect to all suitably defined contexts. Secondly, using feature dependence as a measure can eliminate irrelevant noisy features. Anomaly with respect to a stronger interdependence can be more easily detected. In other words, we are interested in the subset of features that are actually useful for detecting anomalies. We construct suitable feature contexts by eliminating features that have little dependence on others, using the Hilbert-Schmidt independence criterion (HSIC) as the dependence measure.
Specifically, the main contributions of this paper are as follows:
-We demonstrate that SRA has the potential to simultaneously detect both point anomalies and collective anomalies. We note that in practice detecting all types of anomalies is important. -We propose to use a nonlinear dependence measure as a criterion for feature selection in unsupervised anomaly detection. We identify the feature context with a measure of strong feature interdependence and detect anomaly with respect to the identified feature context. In particular, since the Hilbert-Schmidt Independence Criteria (HSIC) can capture arbitrary dependence relationship in a kernel space, we propose to use HSIC as the dependence measure for feature context determination. -We propose a backward iteration procedure to identify a suitable feature subset. Using a real auto insurance fraud detection dataset with more than 15,000 data instances, we illustrate that the proposed feature selection leads to a more clear fraud case recognition, as well as understanding of anomalies. -Using both synthetic and real datasets, we demonstrate that, in comparison to existing methods, our proposed SRA and HSIC approach indeed performs more robustly, with the flexibility to adapt to different types of anomaly detection problems without extensive parameter tuning.
We note that, in practice, the proposed method only provides a tool which yields a ranking of cases to help human in the anomaly detection effort in a cost efficient fashion. We caution that a subsequent expert evaluation of individual cases is essential for proper use of any data analytics.
The presentation of the paper is organized as follows. In Sect. 2, we summarize the Spectral Ranking for Anomalies (SRA) [28] and illustrate that it can detect point and collective anomalies. In Sect. 3, we propose a feature selection method for unsupervised anomaly detection using HSIC dependence measure. We present computational performance comparisons of SRA with existing anomaly detection methods in Sect. 4. Concluding remarks are made in Sect. 5.
Detecting point and collective anomalies with SRA
We first describe the approach proposed in [28] , Spectral Ranking for Anomalies (SRA), to detect fraudulent claims in auto insurances. The main idea behind SRA is to compute global anomaly ranking scores based on pairwise feature similarities, followed by spectral analysis of the similarity matrix. For anomaly detections, we note that a ranking is more appealing since it often directly facilitates actions which can be taken in practice. This is often preferable to assigning cluster membership, which is the typical objective of clustering analysis. Let D = {x 1 , x 2 , · · · , x m }, x i ∈ X ⊆ R d , be a set of m data instances. Note that we use bold symbols to denote vectors. The objective of anomaly ranking is to generate a score vector f = { f 1 , f 2 , · · · , f m }, where f i is associated with x i , with a higher value of f i indicating x i being more likely an anomaly. A similarity matrix W = (W i j ) ∈ R m×m , where W i j quantifies the similarity between x i and x j , is given to capture pairwise data relations. In addition, a symmetric normalized Laplacian [27] 
is calculated as the basis for spectral analysis to generate the anomaly ranking. Here D = diag(d) is a diagonal matrix with d = {d 1 , · · · , d m } on the diagonal, where d i = m j=1 W i j . The top principle eigenvectors of L are shown in [7] to map data to low-dimensional manifolds that best preserve locality. In spectral clustering, data are grouped into clusters based on the top eigenvectors of Laplacian. For example, using the first k eigenvectors, u 1 , . . . , u k of L r w , spectral clustering groups data instances in this k-dimensional manifold, typically using the k-means algorithms.
In [28] , it is illustrated that the first non-principal eigenvector g * 1 of L has information beyond merely indicating clustering membership of data instances. This information is utilized in [28] to generate the anomaly ranking. Specifically, let the vector z * = D 1 2 g * 1 . Then |z * i | is a measure of how much data instance x i contributes to a bi-class classification.
To see this more directly, we consider below the normalized spectral optimization problem, for which the first non-principal eigenvector, denoted as g * , is a solution,
(
Assume that z = D 1 2 g and K = D −1 W D −1 . Then (2) is equivalent to
We note that the objective function z T K z in (3) can be decomposed into
Here C can be either C + or C − , and sim(C + , C − ) = i∈C + , j∈C − |z i ||z j |K i j measures similarity between C + and C − . Consequently, formulation (3) corresponds to maximizing a measure in clustering quality. Assume that z * is a solution to (3) . Then |z * | provides a strength measure in an optimal bi-class separation in the high-dimensional feature space according to the assumed similarity. We note that this interpretation is not the only justification for the use of the first non-principal eigenvector of L on anomaly detection. Wang and Davidson in [41] also propose a similar measure from a random walk perspective. We also note that, for bi-clustering, i.e., k = 2, the analysis in [5] theoretically justifies that the Fiddler vector (the second eigenvector) of the Laplacian can provide correct ranking (serialization) for two classes, under the assumption that a ranking consistent with pairwise similarity relations exists. "Algorithm 1" presents the Spectral Ranking for Anomaly (SRA) detection method proposed in [28] . SRA generates different ranking depending on whether more than a single major pattern is present. This is performed by assuming that a major pattern consists of a significant mass, measured against an upper bound χ on the anomaly ratio, which is specified by an input parameter. We assume that the information of this upper bound can be obtained from the domain knowledge. For example, if anomaly is expected to be less than 1% of the data instances, then χ can be set to 0.01. In addition, the value of χ only needs to be an estimate since the results of "Algorithm 1" are not affected as long as χ is an upper bound on the anomaly cluster ratio. Specifically, let |C + | and |C − | denote the cardinalities of the positive and negative classes predicted by the scaled principle eigenvector z * , respectively. SRA checks the minimum class ratio min |C + | m , |C − | m against χ . Depending on the result, the algorithm ranks anomaly with respect to either a single major pattern or multiple major patterns. When min |C + | m , |C − | m ≥ χ , SRA ranks anomalies with respect to at least two major patterns based on the clustering strength measure |z * |. Otherwise, anomaly ranking is with respect to a single major pattern based on z * directly. We note that the anomaly ratio parameter χ is an upper bound on the relative mass of the anomaly cluster. If there is a cluster with the cluster mass ratio |C i | m less than χ , the cluster is considered to be an anomaly. We further note that one may consider more than one eigenvector of the Laplacian when multiple collective anomaly exists and this possibility is illustrated in [28] .
To illustrate SRA and its capability to simultaneously handle both point anomalies and collective anomalies, here we use synthetically generated two-moon problems, since they are intuitive, but non-trivial bi-class classifications. Figure 1 illustrates both point anomalies and collective anomalies using two-moon synthetic datasets, covering several typical scenarios of anomaly detection problems. Subplot (a) presents two balanced moon clusters, each consisting of 500 points, with additional 100 points (gray stars) uniformly scattered around the two moons. The uniformly scattered points are considered as point anomalies with respect to two major patterns. Note that these uniformly distributed data instances can overlap with the original normal pattern, making it almost impossible to isolate these points from the normal patterns. This nonetheless is consistent with many real-world situations. Subplot (b) presents two unbalanced moon patterns. The lower (blue) moon consists of 1000 points in total and therefore has much higher mass and density compared with the upper moon (red) of 300 points. In this both scenario, the lower moon forms the major pattern representing the whole dataset. The points from the red moon form a collective anomaly, which is an anomalous pattern that deviates from the major blue moon pattern. Subplot (c) shows combination of point anomaly and collective anomaly, i.e., unbalanced patterns together with random scattered noise. Figure 2 depicts results of SRA on the datasets in Fig. 1 . The first row of the plots shows the relationship between z * 1 = D 1 2 g * 1 and z * 2 = D 1 2 g * 2 where g * 1 and g * 2 are the first and second non-principal eigenvectors of the normalized Laplacian matrices; each point is depicted with the same color as shown in Fig. 1 . It can be seen, in all three cases, that the points from two moons are separated, unsupervisely, into two classes by x = 0 on the x-axis. Points are classified into either a positive class C + or a negative class C − , encapsulating points of the red moon and blue moon separately.
The plots on the second row of Fig. 2 show graph kernel density estimation (KDE) of the components of the first nonprincipal eigenvector for the points in the entire dataset (green shaded area), points corresponding to the point anomalies only (black curve), and collective anomalies (red curve), respectively. For all cases, the score vector z * 1 presents a multimodal pattern with at least one noticeable peak on each side of the origin. In addition, the point anomalies are generally closer to the origin, with the highest KDE peak around the origin. This is consistent with the earlier assertion that |z * 1 | provides a bi-class clustering strength measure, with a smaller value suggesting a higher class membership ambiguity and more likely to be an anomaly. For the unbalanced case without additional noise, the first non-principal eigenvector perfectly separates the points and the curve corresponding to the positive class C + aligns with the distribution of the collective anomalies (the rare class). For the third case with both types of anomalies, we observe again that, with respect to the score vector z * 1 (green area), points around the highest peak correspond to the majority pattern C − , points around the peak near the origin correspond to the point anomalies, and points in C + still correspond to the collective anomalies.
Following "Algorithm 1," for datasets in Fig. 1 , if the assumed upper bound χ on the anomaly ratio satisfies χ < .4, SRA produces an anomaly ranking with respect to multiple patterns with mFLAG = 1 (subplot a), while for χ > .4, SRA produces an anomaly ranking with respect to a single pattern, i.e., collective anomalies, with mFLAG = 0 (subplots b & c). Moreover, if both types of anomalies are present in the data simultaneously, we observe that the collective anomalies are ranked higher due to their stronger contribution to the rare class of collective anomalies. This illustrates that SRA can be used as both an anomaly detection method and a two-class classifier. In addition, SRA has the capability to detect different kinds of anomalies without prior knowledge about the type of anomaly to be detected. If the type of anomaly to be detected is known a priori, a slight modification to "Algorithm 1" can be made to allow mFLAG be preset as an input parameter to identify the specific anomaly. For instance, if only the ranking for point anomalies is needed, we can simply set mFLAG = 0. Thus, SRA also has the flexibility to let users specify types of the anomalies to be detected, if this information is available. Under unsupervised setting, this can be especially valuable as most other methods rely on assumptions that favor a specific type of anomalies.
We evaluate SRA performance using the Receiver Operating Characteristic (ROC) curve, see, e.g., [18] , which is graphed on the last row in Fig. 2 . It can be seen that performance in detecting collective anomaly is very good. The performance for point anomalies is also remarkable, especially considering the fact that here generated anomalies are not perfectly separable from normal data instances. Finally, if we consider the case when both types of anomalies are simultaneously present, we still obtain a nearly perfect overall ROC.
Detecting feature-contextual anomalies with HSIC
In the discussion of point anomaly and collective anomaly ranking in Sect. 2, it is assumed that the set of relevant attributes X to generate the ranking is given. Unfortunately datasets in practice typically include many irrelevant and redundant attributes. In addition, datasets likely include multiple patterns, each induced by a suitable feature subset with respect to which anomalies exist. Such a feature subset specifies an anomaly ranking context. Feature selection becomes even more important as more data are collected. Broadly there are three types of feature selection methods: filter, embedded, and wrapper. One of the most important components of any feature selection method is evaluation criteria. The goal of feature selection typically is to find the best feature subset which characterizes a target optimally in some measure.
For supervised learning, the dependence relation between labels and features is the key criterion for feature selection and one possible evaluation criterion for a classification problem is the complexity of the decision boundary [21, 46] . Indeed extensive research has been conducted on the subject of supervised feature selection, see, e.g., [20, 25, 32, 39] .
For unsupervised learning, clustering quality has been used as a feature selection criterion, see, e.g., [15, 38, 44] , even though there is no consensus on the definition of the clustering quality measure. With different quality measures, selected feature subsets can be significantly different. Applying a method to a dataset selected from an unsuitable measure can potentially lead to poor performance of the underlying algorithm. We further note that feature selection may also need to be adjusted for specific domain application [3, 13] .
We have found that the literature on feature selection for unsupervised anomaly detection is relatively scarce. In [29] , a hierarchical value-feature coupling is proposed for feature selection for outlier detection. More generally, given a dataset, to detect to anomaly, it is unclear what the target should be and what evaluation criterion should be used when selecting features. There may simply be no a priori domain knowledge available on how to select a feature subset from the available dataset to determine anomaly of interest.
In the context of unsupervised anomaly detection, a pattern is represented by some statistical interrelations formed among attributes in a subset. Consequently, we believe significant interrelations among attributes in a feature subset should be the basis for a feature context. Anomalies in a given dataset are instances that deviate from such relations. Therefore, we propose to select features for anomaly detection by identifying well-defined interrelations among attributes in a feature subset as a context, against which anomaly detection becomes meaningful. In the absence of a context specified a priori, it will indeed be useful to detect anomalies with respect to all meaningful contexts, each defined by subsets of attributes. For a subset of more than one attribute to be a suitable context, the attributes in the subset need to have significant statistical interdependence. Attributes that are independent of others are irrelevant noise and should be removed. In addition, anomaly with respect to a stronger dependence relation can be more easily detected. Since we are only interested in the subset of features for which anomaly can be detected, it is reasonable to consider only feature subsets whose attributes have significant statistical interdependence.
Therefore, for contextual anomaly detection, we propose to determine suitable contexts by identifying subsets of attributes with strong interdependence among attributes in a subset and eliminating features that have little or no dependence relation with others. Specifically we propose to use Hilbert-Schmidt independence criterion (HSIC) [19] to measure dependence among attributes. Following the proposed approach, we essentially define a suitable pattern, in unsupervised learning, as a strong interdependence among attributes in a feature subset.
Hilbert-Schmidt independence criterion (HSIC)
The Hilbert-Schmidt independence criterion, HSIC, is proposed in [19] as a measure of statistical dependence and has been used for supervised feature selection in [37] . We first review the definition of HSIC and relevant properties described in [19] and [37] .
Denoting the tensor product by ⊗, and the Hilbert-Schmidt norm by · H S , HSIC is defined as:
with φ : X → F and ψ : Y → G representing two feature mappings from the original feature domain to their corresponding reproducing kernel Hilbert spaces F and G. Suppose feature mapping φ and ψ correspond to the kernel functions k and l. Then:
One advantage of HSIC is that it is very easy to estimate this measure and two estimators are presented in [19] and [37] . Let kernel matrices K ,
from the joint distribution Prxy, be given. The following estimation is proposed in [19] 
where H = I − m −1 ee T with e denoting the vector of ones and
However, as shown in [37] , this is a biased estimate of HSIC(F, G, Prxy) with
In [37] , an unbiased estimator for (4) is also proposed,
where K and L are the matrices obtained by setting diagonal entries of K and L to zero. Though the unbiased estimator has a relatively more complex form, both estimators are easy to compute, with an overall O(m 2 ) time complexity. For subsequent discussions and empirical evaluations, we use the unbiased estimator (6) .
As discussed in [37] , HSIC can be used to detect arbitrary dependence between x and y, with properly chosen kernels. The value of HSIC(F, G, Prxy) = 0 if and only if there are no dependence between x and y. Hence, HSIC(F, G, Z ) is a reasonable feature selection criterion. For supervised learning, if ψ is the kernel transformation corresponding to labels, selecting the subset of features to maximize the dependence between features and labels is indeed reasonable.
Since finding the optimal feature subset with a given criteria is typical a NP-hard problem, see, e.g., [42] , an approximation is often obtained by greedy backward eliminations on the features which have least dependence relation with labels or forward appending the features that can increase the dependence the most. Applying these two different strategies leads to backward elimination (BAHSIC) and forward elimination HSIC (FOHSIC), respectively, as detailed in [37] .
For notational simplicity, we override HSIC kl (S, Y) to denote the estimated value of HSIC between data with selected feature set S and labels Y. In addition, we use HSIC k (S, S ) to denote the estimated value of HSIC between selected feature set S and S , with both K and L constructed using k as their kernels.
An unsupervised filter feature selection algorithm based on HSIC
Motivated by BAHSIC for supervised feature selection, we propose an unsupervised filter algorithm BAHSIC-ADto perform feature selection for anomaly detection; here AD stands for anomaly detection. The goal of the feature selection here is to eliminate the noisy features and retain a subset of features which have strong interdependence in the implicit kernel feature space.
To accomplish this goal, we follow a greedy backward elimination procedure to identify a subset of features for anomaly detection, similar to BAHSIC. However, in each iteration, instead of estimating the dependence between features and labels, we estimate dependence among features. For each feature, we calculate its dependence with the rest of features in the kernel space and we continue eliminating the feature that has the least dependence relation with the rest.
More precisely, let S 0 be the set of all features initially and assume that S i−1 is the remaining feature set after the (i −1)th iteration. For simplicity, we first assume that a single feature I i is eliminated at each iteration. We determine I i as follows
We continue to remove features in this manner until certain stopping criteria are satisfied. This algorithm is summarized in "Algorithm 2." Since HSIC has O(m 2 ) computational complexity for a dataset of m points, the complexity of "Algorithm 2" when removing k features has complexity
, noting typically k << m. Note that |S i | denotes cardinality of the set S i .
We further note that, to identify multiple contexts, one may remove the identified the feature subset from the dataset and apply "Algorithm 2" on the dataset with the remaining features. 
Apply an anomaly detection algorithm with respect to chosen S * to get f * end
A synthetic example
Here we visually demonstrate the effect of the proposed feature selection process BAHSIC-AD on the quality of the SRA ranking using a synthetic dataset with 7 features, including 4 injected noisy features. The dataset consists of random samples from the two Gaussian mixture clusters in the three-dimensional space with mean¯1 = (−1, 1, −1) and¯2 = (3, −4, 3), and covariance matrix Σ 1 = 2I and Σ 2 = I, where I is the identify matrix. Cluster C 1 consists of 400 points, whereas cluster C 2 consists of 600 points. An additional 50 points are generated uniformly in 3] as point anomalies. The dataset has two major patterns, with one relatively dense, but having fewer points, and the other more points, but relatively sparse. The first three features { f eature 1 , f eature 2 , f eature 3 } of the synthetic dataset are the 3-D coordinates, and they are the only relevant features. In addition, we inject 4 noisy features generated assuming uniform distributions. Each dimension is then standardized subsequently to zero mean and unit variance.
We use the Gaussian RBF kernel for both SRA and BAHSIC-AD. SRA is applied to the dataset S i , consisting of the remaining features, after the ith iteration. The values of HSIC k (S i \{I i }, {I i }), for every feature I i ∈ S, are provided on the left subplot in Fig. 3 . Note that if a feature is eliminated at a specific iteration, the corresponding line plot also terminates. For instance, feature 5 is eliminated at the fourth iteration; therefore, the star black line plot that corresponds to feature five simply ends at the 4th iteration. From Fig. 3 , we observe that the noisy features, f eature 4 , f eature 6 , f eature 5 , and f eature 7 , are identified and eliminated from the beginning.
The plots in the ith row of Fig. 4 present SRA results after the ith iteration of BAHSIC-AD: the first and second non-principal eigenvectors of the Laplacian matrix (left subplot), density of all data, anomalies from the first nonprincipal eigenvector z 1 (middle subplot), and the ROC curve (right). In addition, from Fig. 4 , we observe that the two-class classification becomes more clear in the feature elimination process, indicated by the peaks of the bimodal pattern further stretched, demonstrating better class separation, when only two or three relevant features remain. Moreover, the red curves, which correspond to anomalies, lie closer to the origin when the noisy features are eliminated and the AUC becomes significantly higher. This shows that BAHSIC-AD is useful in revealing the context for anomaly detection. In the end, BAHSIC-AD correctly identifies the relevant feature subset, i.e., { f eature 1 
Patterns in the eigenvector space reveal the structure of the data in the original space. Note that the value of HSIC k (S i \I, I), I = {I i }, also becomes larger after the noisy features are eliminated. Moreover, we observe that the performance of SRA is significantly diminished when one of the useful features (feature 3) is eliminated, which demonstrates that a proper context is important when identifying anomalies. This also raises another important issue in the feature selection process, i.e., the stopping criteria, crucial in preventing relevant features from becoming eliminated.
One simple way to stop the selection process is to set a fixed number k for the top k features. This is sometimes desirable in interpretability of the results as many applications only require the knowledge of the top features that lead to the final ranking. Unfortunately the actual number of relevant features is often unknown in practice. While being an interesting research question itself, there are rarely guaranteed good answers for this in the unsupervised learning, since effective supervised learning techniques, e.g., crossvalidation, are simply not applicable without labels.
We approach this problem by monitoring the value HSIC k (S\I, I) in each feature elimination iteration. At each iteration, the minimum of HSIC k (S\I, I) over all possible I is a reasonable stopping criterion, as illustrated below. On the right subplot in Fig. 3 , the minimum value of HSIC k (S\I, I) is graphed. Here there are at most three relevant features and, each time a feature is eliminated, the value of min( HSIC k (S\I, I)) significantly increases, until Gaussian (4,4,10) Synthetic C + P 14C 1400 300 1 The Gaussian (l 1 , l 2 , l 3 ) and two moons (l 3 ) are synthetic datasets, where l 1 is the number of clusters, l 2 is the number of relevant features, and l 3 is the number of injected noisy features 2 For the type of anomalies, "C" stands for collective anomalies, "P" for point anomalies, and "C + P" for the presence of both. The exact type of anomalies in real dataset is unknown 3 For the feature type of the data, "C" stands for continuous valued feature the feature set size is reduced to 3, at which point all features are relevant. A significant increase of min( HSIC k (S\I, I) ) is therefore a good indicator on whether to stop the feature elimination. In practice, there are several other possible scenarios to consider. For instance, min( HSIC k (S\I, I)) value can drop from the very beginning of the feature elimination process, suggesting that all features are significantly dependent on each other and important to the anomaly ranking. Empirically, this approach does not always guarantee the optimal stopping point, but as long as the data conform with the assumption that useful features have strong dependence with each other, it generally provides a satisfactory result. We use the stopping criteria based on min( HSIC k (S\I, I)) in the computational evaluations in Sect. 4.
Performance comparisons
In this section, we conduct a comprehensive evaluation, comparing the performance of SRA combined with BAHSIC-AD with other prevailing anomaly detection methods on a series of synthetic and real-world benchmark datasets.
Synthetic datasets
We first generate different synthetic datasets to simulate different types of anomaly detection scenarios. Similar to cases in Sect. 2, variations in two-moon clusters are included because they are conceptually easy problems for humans, but generally hard for classificationbased algorithms. We also generate synthetic examples based on Gaussian clusters. A detailed description of the synthetic dataset is provided in Table 1 , and six synthetic examples are depicted in Fig. 5 . We first simulate cases when either point anomaly or collective anomaly is present. Figure 5a presents the case when two major balanced moons are presented with random noise scattered around the major patterns. Figure 5b and c depicts simulation cases when only collective anomalies are present.
In addition, we generate multiple Gaussian clusters to simulate cases when both point anomalies and collective anomalies are present at the same time. Specifically, we generate synthetic datasets where more than two patterns occur. We also vary the number of relevant features to see how different algorithms perform. The point anomalies always correspond to noise, deviating from any major pattern, and the collective anomalies are the relatively smaller clusters among multiple clusters.
To assess the ability of an algorithm in dealing with contextual anomalies, we inject 5 or 10 noisy features to investigate how they react to noisy features. We note that, by construction, synthetic datasets considered here particularly favor nearest-neighbor-based methods, for example, k-NN or weighted k-NN.
Real-world datasets Real-world datasets are selected mainly from the UCI machine learning repository [6] and KEEL dataset repository [2] . These problems originate from various application domains, including life science, business, and physics. The automobile insurance dataset, utilized in [33] as a benchmark, is also included here since the insurance fraud detection is an important setting for anomaly detection. In addition, this dataset consists mainly of categorical (nominal) features. For the benchmarks, all the bi-class datasets are highly unbalanced and the rare class is treated as the anomaly class. For the datasets that are originally multiclass datasets, the class that consists of the smallest number of instances is regarded as the anomaly class. In practice, the exact type of anomalies, present in a dataset, is usually unknown a prior. Moreover, whether they are contextual anomalies and whether feature selection is helpful are unknown to users. Nonetheless, we apply the BAHSIC-AD algorithm to see whether the proposed feature selection method can actually be helpful in all these cases. Detailed descriptions of real datasets considered are provided in Table 2 .
Experiment settings and evaluation method
In addition to SRA, we also select five standard methods for comparisons. These include the following kernel-based one-class SVM [26] , (density based) Local Outlier Factor (LOF) and Local Outlier Probabilities (LoOP), approximate Local Correlation Integral (aLOCI), the nearest-neighbor approaches: k-NN (k-Nearest Neighbor), and weighted k-NN. We use LibSVM [12] directly for implementations of One-Class SVM, and ELKI in [1] for LOF, LoOP, aLOCI, k-NN, and weighted k-NN. For kernel-based methods, such as OC-SVM, SRA, we use a consistent choice of kernel, the RBF Guassian kernel k(x, x ) = exp(− x − x /2σ 2 ), for every dataset that consists of numerical features. For the methods that require a distance function, we simply use the Euclidean distance.
Since the RBF kernel and Euclidean distance are only valid for continuous numerical features, we preprocess [43] . Specifically, we use k −1 binary features to represent a nominal feature which originally has k distinct values, with the ith binary feature set to 1 only when the original feature has its ith value. Then we treat the whole dataset as completely numerical. Note that since dataset Zoo contains only binary features, we simply regard it as a numerical dataset.
In addition to the RBF Gaussian kernel, we are interested in whether a suitable kernel for a specific dataset can actually improve the results of kernel-based methods. For two datasets with only nominal features, i.e., mushroom and automobile insurance Fraud datasets, we compare binarizing features using the RBF kernel as described above with the original nominal features using Hamming distance kernel, see, e.g., [14] . Briefly, a Hamming distance kernel has the form:
where X m is an n-dimensional nominal feature space with X i corresponding to the ith feature θ(x) = λ d H (u,x) and  d H (x, x ) is defined to be:
for a n-dimensional attribute vector, and λ is a damping parameter. Here δ(·) is the overlapping similarity function such that δ(x i , x i ) = 1 when x i and x i are identical, δ(x i , x i ) = 0 otherwise. The Hamming distance kernel is derived from a String Kernel, and it is specifically designed for datasets with only nominal features. We refer interested readers to [14] for more details.
For consistency, we use the bandwidth σ = √ n for the Gaussian RBF kernel with n being the number of features and damping parameter λ = 0.8 for the Hamming distance kernel. For all methods except SRA, OC-SVM and aLOCI, the number of the nearest-neighbor parameter k is required. Here we set k = min{100, m/10} where m is the total number of data instances. The anomaly ratio threshold bound χ required by SRA is set to 35% for all the experiments.
Additionally, we standardize all real-world datasets to zero mean and unit variance, i.e., μ = 0, σ 2 = 1, before running experiment.
The Receiver Operating Characteristic (ROC) curve is our evaluation method, and we also report the area under curve (AUC) as the performance comparison criterion.
Experiment results
Now we present and discuss computational comparisons.
Results on the synthetic data
Computational results for the synthetic data are provided in Tables 3 and 4 . Table 3 presents the AUCs achieved by different algorithms on the synthetic datasets without any feature selection, whereas Table 4 presents the results after feature selection by BAHSIC-AD. In Table 3 , we first focus on the performance of different algorithms on the cases without additional noisy features. The corresponding synthetic datasets are ones suffixed with (0) in Table 3 .
The density-based methods, i.e., LOF and LoOP, achieve top AUCs in detecting point anomalies on the noisy twomoon dataset. However, they significantly underperform other methods for contextual anomalies in unbalanced twomoon datasets and Gaussian datasets. This is not surprising considering that these methods assume anomalies appear only in the low density region. For datasets with collective anomalies, even when the collective anomaly clusters clearly deviate from the normal pattern, density-based methods Gaussian (4,4,10) 10 1 mFlg stands for mFLAG produced by SRA, and sItr stands for number of iteration before stop in BAHSIC-AD 2 Note that since the datasets in each category become identical after feature selection by BAHSIC-AD, the algorithms therefore have identical performance on datasets in each category; we therefore merge the computational results in that category become less effective since these collective anomalies form clusters with sufficient density. Since aLOCI is proposed to handle small anomaly clusters, it indeed outperforms LOF and LoOP in detecting collective anomalies. However, it becomes much less effective in handling point anomalies. Compared with density-based techniques, the simplest nearest-neighbor method performs much better for twomoon datasets. This is mainly due to the fact that, for these two-moons datasets, the noticeable gap between the two moons contributes significantly to their average distance to the nearest neighbors. Unfortunately, the nearest-neighbor method appears to be much less effective on Gaussian datasets with more than two major clusters present.
Overall, SRA produces better ranking more consistently among all methods under different scenarios. It correctly identifies the presence of collective anomalies while handling point anomalies reasonably well. Among kernel-based methods, we see SRA usually outperforms OC-SVM, especially when datasets have multiple patterns present, such as Gaussian (4,4,0).
For contextual anomalies datasets with 5 or 10 noisy features injected, dataset name with a suffix (5) or (10), the injection of noisy features on the original dataset results in a significant performance degradation for almost all algorithms. For point anomalies, OC-SVM and SRA, which use the Gaussian kernel, there is a dramatic decrease in AUCs. However, SRA is relatively more robust with collective anomalies, whereas OC-SVM performs consistently worse. Interestingly, the density-based methods get a small boost of performance for collective anomalies when the noisy features are injected. This is likely due to the fact that injected noisy features actually diluted the points that are originally incorrectly identified. Table 4 presents results on the datasets with noisy features when BAHSIC-AD is applied first, followed by anomaly detection algorithms on the dataset with selected features. We observe that every algorithm achieves the same AUCs as that the original datasets without noisy features. In addition, the stopping iterations are exactly the same as the number of noisy features injected in each dataset. This suggests that BAHSIC-AD indeed correctly eliminates all the noisy features and correctly identifies the best contexts for contextual anomalies. For OC-SVM and SRA, BAHSIC-AD yields more significant improvement, making these methods successful in detecting contextual anomalies which correspond to a subset of the original features. Table 5 presents AUCs on the real-world datasets. From Table 5 , we observe that different methods have significantly different performance over different datasets. Similar to the results from the synthetic data, SRA yields better ranking quality and more consistently than other methods. Recall that many of these test problems originate from supervised rare class classification problems. In these cases, SRA has the output of mFLAG = 0, performing a normal vs. abnormal classification and generating a ranking for the collective anomaly detection.
Results on the real-world data
Compared with SRA, the performance of OC-SVM is generally worse. Similar to the case of synthetic datasets, density-based approaches are less effective in handling collective anomalies and perform reasonably well on some of the datasets, such as Thyroid and Shuttle0vs4, while being significantly inferior to other methods on some datasets, e.g., Ecoli and Libras. This also supports the point made previously that types of target anomalies do not always conform with the assumptions made by the density-based methods. The nearest-neighbor approaches suffer similar problems, and they rarely provide the best results on the benchmarks. Finally, we notice that aLOCI almost always produces relatively poor ranking results. While aLOCI has the merit of being parameter free, the ranking results are far from being acceptable in general. Table 6 presents performance of different algorithms on the datasets after applying BAHSIC-AD feature selection, with the Survival dataset excluded in Table 6 as it contains only 3 features. Overall most anomaly detection algorithms achieve better results, on the subsets of features selected by BAHSIC-AD, compared to their performance on the unfiltered datasets. In particular, some cases, such as LOF on Libras and SRA on Satellite, originally give unsatisfactory results, but now achieve best results after using BAHSIC-AD feature selection. This indicates that BAHSIC-AD indeed helps identifying better contexts for these problems. Nevertheless, improvements in some datasets are not as significant as the synthetic examples presented before, and there are several cases that BAHSIC-AD actually cause a marginal performance decrease, likely due to a slight over pruning. For example, for the Diabetes dataset, the algorithms that perform reasonably well on the full feature set actually become less effective on selected feature set, and the best AUC is achieved by SRA without feature selection. Nevertheless, SRA typically benefits from BAHSIC-AD feature selection.
For mushroom and automobile insurance fraud datasets with nominal features, we report performance from both the binarized features with the RBF kernel and nominal features with the Hamming kernel. We note the improvement from using the Hamming kernel on the nominal feature directly. Using the Hamming kernel, SRA achieves significantly better results than those of the RBF Gaussian kernel. Moreover, all other algorithms only achieve approximately 0.5 AUCs, roughly equivalent to random guesses. While not significant, OC-SVM also obtains a performance boost from using the Hamming kernel. Improvement is especially noticeable for OC-SVM on the mushroom dataset. These observations suggest that the kernel choice for a specific dataset can significantly influence anomaly detection performance; simply preprocessing the nominal features by transforming them into binary features may not always be a good approach.
In summary, while SRA seems to be more robust and performs better more consistently, the results are consistent with the commonly held view that there is no method which is best for every dataset. In addition, it is important to utilize any prior knowledge, e.g., in selecting proper kernels or distance functions. In general, it is beneficial for a user to apply any available domain information in choosing the right algorithm, kernels, and parameters for a specific problem. However, in the absence of any prior knowledge about the data and the specific type of anomalies to be detected, we observe that SRA handles most of the problems reasonably well, when other methods tend to fail in one problem or the other. This is especially true when SRA is combined with the proposed BAHSIC-AD feature selection. Additionally, it is noticeable that applying BAHSIC-AD can be beneficial in improving the performance of anomaly detection algorithms in general, as it often helps to identify a better context for anomaly detection defined by a subset of features.
Improving interpretability with BAHSIC-AD
Comparing Table 5 with Table 6 , we see that sometimes BAHSIC-AD feature selection does not improve the AUC significantly. Here we illustrate that, even in these cases, BAHSIC-AD can still be beneficial since it improves interpretability by providing the context with respect to which an anomaly arises. We demonstrate this based on the automobile insurance fraud dataset, which has been analyzed extensively in [28, 33] . We demonstrate that the feature ranking quality from BAHSIC-AD is on par with the feature importance ranking generated by supervised methods using labels.
Feature importance from supervised random forest
We first show that the feature ranking obtained from BAHSIC-AD is reasonable for the auto insurance dataset. For feature ranking comparison, we apply random forest supervised learning, see, e.g., [9] , to generate a feature importance ranking.
While training the random forest, an out-of-bag error is calculated by taking the mean prediction error on the training sample x i using the trees which do not have x i as a training sample. In order to measure importance of the ith feature, the ith feature is perturbed by replacing it with random noise and re-calculate the out-of-bag error on the perturbed dataset. The average difference between out-of-bag error before and after the perturbation is the feature importance measure.
Feature ranking comparison
Now we compare the feature ranking, for the automobile insurance dataset, generated by supervised random forest and BAHSIC-AD. For BAHSIC-AD, we do not terminate the feature elimination process until the last feature gets eliminated, and the feature eliminated later ranks higher. The top-ranked features from both methods are provided in Table 7 , respectively. Among all 31 features, we notice that the top-ranked features significantly overlap with each other, which strongly suggests that the HSIC feature selection provides a meaningful ranking even without labels. The top-ranked features from HSIC can accordingly help fraud investigators to determine a more useful feature subset.
Utilizing SRA on the selected feature subset, we examine how the top-ranked features affect the formation of the clusters in the eigenspace. The information presented in the space of the first and second non-principal eigenvectors of Laplacian constructed with the full feature set and the selected feature subset is depicted in Fig. 6 . We observe that the clusters closer to the origin have much higher fraud ratios comparing with the clusters that lie further away from the origin. Furthermore, this visualization can be used to further investigate information revealed by the subset of features.
Since the dataset consists of only nominal features, we can observe a more concise and succinct representation of the clusters with the selected feature subset. This also provides a useful method in identifying what attribute value combinations actually form a suspicious cluster as shown in Fig. 6 ; majority of points close to the origin are the cases with collision as the base policy, sedan as the vehicle type, and the at-fault party is usually policy holder. This information is useful in determining whether the potential anomaly in this scenario (ones close to origin) corresponds to a fraud case.
Computational complexity and efficiency
The proposed methods, BAHSIC-AD and SRA, assume that a kernel matrix W can be computed for a given dataset. Assume that m is the total number of data points. The computational complexity of BAHSIC-AD, described in "Algorithm 2," when removing k features, is O((k − 1)m 2 ), assuming only a single feature is removed at each iteration. However, if it is known a priori that a large proportional of features are irrelevant, "Algorithm 2" can easily be changed to remove multiple features at each iteration. In Sects. 4.1-4.3.2, we have demonstrated BAHSIC-AD and SRA on a variety of synthetic and real datasets, including the auto insurance fraud detection dataset with more than 15,000 data instances, which is from a real application. The algorithms, at least in its presented form, do have O(m 2 ) complexity, and they are limited to small-and medium-sized datasets. We note, however, that it can be reasonable to perform BAHSIC-AD feature selection first on a subset of very large data points, before applying other anomaly detection method.
Here we further illustrate the growth of the computing time of BAHSIC-AD, as the data size and number of noisy features increase, using the mixture Gaussian synthetic data described in §4. In the following computational investigations, the number of relevant features for datasets is 4. BAHSIC-AD terminates the iteration when 4 features are left. Since in each case, the relevant 4 features are identified successfully, AUC performance measures are similar to before and we do not report them here. The experiments are conducted in MAT-LAB using a machine with two Intel R Xeon R Processor E5-2630 CPUs with 2.3 GHz frequency. Each CPU has six cores. The computational time in the following experiments includes both the computational time of the kernel matrix W and BAHSIC-AD.
In the first experiment, we consider the scenario when there are only a few noisy features to be eliminated and BAHSIC-AD eliminates only one feature at each iteration. The number of noisy features to be eliminated is 4. Figure 7 depicts how the CPU and the elapsed time from BAHSIC-AD increase as the number of data points, m, increases from 100 to 25,600. Note that the elapsed time is shorter than the CPU time since the computer achieves some parallelism from its two processors. Now we consider the case when there are a total 160 noisy features. In this scenario, eliminating only one feature at Figure 8 depicts how the CPU and the elapsed time from BAHSIC-AD change as the number of the data instances increases from 100 to 25600. Note that, for the first experiment in Fig. 7 , there are only 4 noisy features to be eliminated while, for the second experiment in Fig. 8 , there are a total of 160 noisy features to be eliminated. The computational time of the second experiment is only 10 times than that of the first one when the number of noisy features increases from 4 to 160. Finally, we note that making an anomaly detection algorithm scalable in general represents important future research.
Conclusion
In this paper, we illustrate that SRA has the potential to detect point anomalies and collective anomalies simultane- ously. Specifically, it utilizes a bi-class classification strength measure to rank point anomalies, as well as generate a normal vs. abnormal classification for identifying the collective anomalies. We believe that, in unsupervised anomaly detection, a suitable context should correspond to a subset of attributes with strong interdependence. This is reasonable since such a subset defines a meaningful pattern, against which an anomaly can potentially be detected. For feature-contextual anomaly detection, anomalies from a different context need to be detected from a different feature subset. Using dependence measures between features as the feature selection criteria, we develop a backward elimination filter algorithm BAHSIC-AD for determination of a suitable context. Using HSIC, we measure nonlinear dependence among features in the space defined by a selected kernel.
Number of Data Instances
We evaluate the effectiveness of SRA by comparing its performance with other anomaly detection methods on a collection of benchmarks, including both synthetic datasets and real-world datasets. The synthetic datasets simulate different common scenarios of anomaly detection problems and the real-world datasets are taken from various applica-tion domains. The results confirm that most existing popular methods do favor a specific type of anomalies over others, while SRA yields better results more consistently, even when the exact type of anomalies to be detected is unknown. In addition, BAHSIC-AD improves interpretability of the predicting model and is often beneficial in selecting suitable contexts for anomaly detections.
