In this paper, we develop Kaplan-Yorke's method and consider the existence of periodic solutions for delay differential equations with two delays. Especially, we study Hopf and saddle-node bifurcations of periodic solutions for the equation with parameters, and give conditions under which the bifurcations occur.
Introduction
In recent years, the existence of nontrivial periodic solutions of differential difference equations has attracted attention of many mathematicians. Fixed point theorems are the principle tools to study the existence of such solutions. In 1974, Kaplan and Yorke introduced a new technique to relate a special class of scalar delay differential equations to the corresponding ordinary differential systems. The equation they studied iṡ
where f is odd with f (x) = 0 for x = 0. They gave a sufficient condition under which (1.1) has a periodic solution with period 6. Later this method was developed widely, and many results have been established on the existence of periodic solutions for some delay differ-ential equations such as [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . Xu [5] gave conditions for the existence and uniqueness of (6/(1 + 6N))-periodic solution for (1.1) , where N is a nonnegative integer. Ge [11] found conditions for the existence of (6r i /(6m i + i))-periodic solution for equatioṅ
where 6r 1 /(6m 1 + 1) = 6r 2 /(6m 2 + 2). Cima et al. [3] found conditions under which the equationṡ In this paper, we study two more general delay differential equations and obtain conditions for the existence of periodic solutions. The conditions in our paper are new and different from those appeared in [3, 11] . We also study the Hopf and saddle node bifurcations of these kinds of periodic solutions for the delay differential equation with parameters.
Existence of periodic solutions
Consider the scalar delay differential equatioṅ x(t) = −F x(t), x(t − r 1 ), x(t − r 2 ) (2.1) andẋ (t) = F x(t), x(t − r 1 ), x(t − r 2 ) , (2.2) where F : (x, y, z) → F (x, y, z) is of class C l , l 3, and is odd in (x, y, z), r i , r i > 0. Suppose that there exist nonnegative integers k i , k j (i, j = 1, 2) such that r 1 /(6k 1 + 1) = r 2 /(6k 2 + 2) and r 1 /(6k 1 − 1) = r 2 /(6k 2 − 2). To study the existence of periodic solutions of (2.1) and (2.2), we introduce the following three dimensional ordinary differential systems:
By assumption on F we have
We also suppose that there exists γ > 0 such that
To establish the relationship between periodic solutions of (2.1) (respectively, (2.2)) and (2.3) (respectively, (2.4)), we first consider the linear map T 3 : R 3 → R 3 , defined by
It is easy to see that T 6 3 = I , where I is the identity matrix. The following result is easy to prove by (2.5).
Lemma 2.1. If ϕ(t) = (x(t), y(t), z(t))
is a periodic solution of (2.3) (respectively, (2.4)) with period T , so is T l 3 ϕ(t) (l = 1, 2, . . ., 6) with the same period.
Remark 2.1. The similar result of above lemma was mentioned in [3] [4] [5] for special cases of (2.3) and (2.4).
From (2.6), we know that G: x − y + z = 0 is an invariant plane. Then we can prove Lemma 2.2. Suppose (2.5) and (2.6) hold. If (2.3) (respectively, (2.4)) has a T -periodic orbit L: (x, y, z) = (x(t), y(t), z(t)), 0 t T , which starts at (0, γ, γ ) ∈ G and surrounds the origin on G. Then the following formula (2.7) (respectively, (2.8)) holds:
Proof. From Lemma 1 we know that ϕ(t) and ϕ 1 (t) = T 3 (ϕ(t)) are both solutions of (2.3), where
. Let L and L 1 denote the corresponding orbits. Note that ϕ(t) ∈ G implies T 3 ϕ(t) ∈ G. Also note that both L and L 1 surround the origin on G and that |ϕ(t)| = |T 3 ϕ(t)| for all t. It follows that L and L 1 have points in common. Hence L = L 1 . The uniqueness of solutions implies that there exists t 1 ∈ R such that
Since ϕ is T -period, without loss of generality, we may assume t 1 ∈ [0, T ). By (2.9) we know that
Therefore,
. It follows that 6t 1 = kT for an integer k satisfying 0 k < 6. From (2.10), it is easy to know k = 0, 2, 4. If k = 3, we have from (2.9) and (2.10) that −ϕ(t) = ϕ(t + 3T /2) = ϕ(t + T /2) = T 3 ϕ(t) or y(t) = −x(t) = −z(t). This gives that ϕ(t) ∈ {(x, −x, x): x ∈ R}, a contradiction. Hence k = 1 or k = 5. If k = 1, i.e., t 1 = T /6, we know from (2.9), Thus
, it is easy to see
Thus, we have
By (2.6) we have x (0) = −F (0, γ, γ ) < 0. Hence, the orientation of L in the first octant is from A(γ , γ , 0) to B(0, γ, γ ), as shown in Fig. 1 .
). Thus ϕ(T /3) must belong to the part AB of L, contradicting to ϕ(T /3) = (γ , 0, −γ ). Hence t 1 = 5T /6. From (2.9), it is easy to obtain (2.7). Similarly, we can prove that (2.8) holds for Eq. (2.4). ✷ Using these lemmas, we can obtain the following theorems. 
Proof. We only consider the first case. In a similar way, we can prove the other case.
Necessity. Assume that ϕ(t) = (x(t), y(t), z(t))
is a solution of (2.3) with period T = 6r i /(6k i + i), i = 1, 2. By Lemma 2.2, we have
From above, it is easy to prove that
Hence (x(t), y(t), z(t)) is a T -periodic solution of (2.3). Note that x(t
is a periodic solution of (2.3) on the invariant plane x − y + z = 0. This completes the proof. ✷ Using this theorem, it is easy to know the following result.
2)) has a periodic solution with period
Remark 2.2. Under (2.5) and (2.6), on the plane G we can reduce (2.3) (respectively, (2.4)) to a two-dimensional system by which we may estimate T h .
Example 2.1. Consider the delay differential equatioṅ
where r 2 = ((6k 2 + 2)/(6k 1 + 1))r 1 with k 1 , k 2 0 integers. The corresponding planar system is   ẋ (t) = sin 2y + sin 2z,
Obviously, (2.13) has two integrals (x − y + z) = 0 and sin 2 x + sin 2 y + sin 2 z = 0. That is, (2.13) has a family of periodic orbits
where h 0 is a to-be-determined constant. Noting that G: x − y + z = 0 is an invariant plane and
. 
the closed curve L h 0 exists finitely and contains a singular point. Hence lim h→h 0 T (h) = ∞. Thus the period function T (h) satisfies
Now we consider the following equation with a vector parameter:
where a ∈ I ⊂ R n , n 1, F ∈ C l , l 3. For the other equatioṅ
there are similar results as above, which will be omitted here. Then the corresponding planar systems of (2.16) is We also suppose there exists γ = γ (a) > 0 such that
, a > 0 and
for all a ∈ I . From above we can obtain the following two theorems in the same way as before. 
we let α(a) = inf h∈J (a) T (a, h), β(a) = sup h∈J (a) T (a, h), where T (a, h) denotes the period of L(a, h). If there exist integers k
Example 2.2. Consider the delay equatioṅ
where a > 0, r 2 = ((6k 2 + 2)/(6k 1 + 1))r 1 with k i 0 integers. The corresponding ordinary differential system is 
which can be written as
where H = x 2 − xy + y 2 . Let A = a 2 . It is easy to see that (2.22) has a family of closed orbits
It is obvious that Fig. 2 . 
Hopf and saddle-node bifurcations
In this section, we still consider (2.16). As an application of the above theorems, first we consider F (x, y, z) with two parameters F (x, y, z, a, b), suppose 
It is easy to see that (x − y + z) = 0. Inserting z = y − x into the first two equations of (3.2), we obtain the following plane system: 
such that for |b − b k | + |a| small (2.16) has a periodic solution of period (3.4)
Hence from the formula of [1, p. 252], [6] , using software 4.1, the first and second focus values of the origin for (3.2) are given by
(3.5)
We have
The Hopf bifurcation theorem for ODE implies that (3.3) has one limit cycle L(a) when a(2A 14 + A 32 ) < 0 and
where
4A 32 + 10A 50 − (A 14 + A 32 + 2A 50 ) cos 6θ
where 
Thus
Hence Near r 0 = 0 the map has a unique fixed point
It follows that the corresponding periodic solution of (3.7) is
Consider the equation T (a, b)
Then the conclusion is clear by Theorem 2.1. This finishes the proof. ✷
In the following, we consider F (x, y, z) with a parameter a. As before, we still assume where A ij = A ij (a) are continuous functions of a ∈ R n , n 1. Then
Hence the corresponding ordinary equations are
(3.10)
Then we have the following result. 
Then we have
Then we can compute T (a, h) as follows: + O(h 2 ) . Let ∆ * (a, k) = B k ∆ k (a). Then the conclusion of (2) Proof. From the proof of (2) − a) . Then the conclusion is obvious. ✷
