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Abstract
The existence and uniqueness of solutions for the boundary value problems with general linear
point evaluation boundary conditions is established. We assume that f is bounded and that there is
uniqueness on a homogeneous problem and on the linear variational problems.
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0. Introduction
In this paper, we will establish the existence and uniqueness of solutions to
y(n) = f (t, y, y′, . . . , y(n−1)) (1)
subject to boundary conditions of the form
Li(y) = yi, (2)
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interest to researchers occur when for i = 1,2, . . . , n, ti ∈ (a, b) and t1 < t2 < · · · < tn,
Li(y) = αi1y(ti) + αi2y′(ti) + · · · + αiny(n−1)(ti ), and αij ∈ R. That is, Li evaluates a
linear combination of y and its derivatives evaluated at ti . Thus, our results will gener-
alize such boundary conditions as conjugate, focal or right-focal, Sturm–Liouville, and
Lidstone.
Many authors have published results in which existence is obtained via a uniqueness
assumption on the original problem. Conjugate problems were considered by Hartman
and Klaasen [10,11,16]. The Agarwal [1] book is also an excellent source for conjugate
problems. Henderson has established a key uniqueness implies existence result for right
focal problems [12]. Other works that have considered related problems include [3,4,6,9,
13–15,17–19]. See [2] for many useful references. The techniques employed in this paper
are quite different from the techniques applied in the Henderson and related papers. Key
assumptions in this paper are the boundedness assumption on f and a uniqueness assump-
tion concerning solutions to variational problems. Such techniques, where the uniqueness
of the variational problem implies uniqueness for the original problem, have been studied
in [13]. Recently, Ehme has established uniqueness and existence of right focal boundary
value problems and various linear boundary conditions under the assumptions given in this
paper [7,8].
In this paper, we will establish uniqueness and existence for (1), (2) under the following
hypotheses (H1)–(H3) listed below, which will be assumed throughout the entire paper.
(H1) f (t, x1, x2, . . . , xn) : (a, b) ×Rn →R is continuous and bounded by M > 0.
Notice that since f is bounded this implies solutions to initial value problems of (1) extend
across (a, b). We stress that we are not assuming that f is Lipschitz. We also are not
assuming ∂f
∂xi
are bounded.
(H2) ∂f
∂xi
(t, x1, x2, . . . , xn) : (a, b) ×Rn →R, i = 1, . . . , n, are continuous.
Given a solution y(t) of (1), the linear equation
z(n) =
n∑
i=1
∂f
∂xi
(
t, y(t), y′(t), . . . , y(n−1)(t)
)
z(i−1) (3)
is known as the variational equation along the solution y(t). The boundary value problem
along the solution y(t) of (2), (3) is known as the variational boundary value problem.
(H3) For each solution y(t) of (1), solutions to the variational boundary value problem are
unique.
Denote by y(t, c0, . . . , cn) the unique solution to (1) satisfying the initial conditions
y(i)(t0) = ci , i = 0,1, . . . , n− 1, for a fixed t0 ∈ (a, b). In this work, our strategy is to map
initial values into boundary values via the map ϕ :Rn →Rn defined by
ϕ(c0, c1, . . . , cn−1) =
(
L1
(
y(t, c0, . . . , cn−1)
)
, . . . ,Ln
(
y(t, c0, . . . , cn−1)
))
.
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Let c = (c0, c1, . . . , cn−1). We will often abbreviate (c0, c1, . . . , cn−1) as c. The follow-
ing lemmas will play a key role in our proofs.
Lemma 1. Suppose the initial value problems for (1) are unique. Let ϕ :Rn → Rn be
defined by
ϕ(c0, c1, . . . , cn−1) =
(
L1
(
y(t, c)), . . . ,Ln(y(t, c))),
where we have abbreviated Li(y(t, c0, . . . , cn−1)) by Li(y(t, c)). Then solutions to (1), (2)
exist and are unique if and only if ϕ is one-to-one and onto.
The proof of this lemma is elementary and will be omitted here.
Lemma 2. Suppose ϕ :Rn → Rn is continuously differentiable, det(ϕ′(x)) = 0 for all
x ∈Rn, and |ϕ(x)| → ∞ as |x| → ∞, then ϕ is a homeomorphism.
This result can be found in [5].
Lemma 3. Assume (H1)–(H3) hold. Suppose ϕ is defined as in Lemma 1. Then
detϕ′(c0, c1, . . . , cn−1) = 0 for all (c0, c1, . . . , cn−1) ∈ Rn if and only if solutions to the
variational problem exist and are unique.
Proof. The conclusion of the lemma is equivalent to detϕ′ = 0 if and only if there exists
a non-trivial solution to the homogeneous variational problem. The hypothesis imply so-
lutions can be differentiated with respect to initial conditions and ∂y
∂ci
are also non-trivial,
linearly independent solutions to the variational equation for i = 0,1, . . . , n − 1. That is,
the functions ∂y
∂ci
, i = 0,1, . . . , n− 1, form a basis for the solutions of the variational equa-
tion. See [11]. Recalling that Li is linear, a straightforward calculation shows
ϕ′(c0, . . . , cn−1) =
⎛
⎜⎜⎜⎜⎜⎝
L1
( ∂y
∂c0
(t, c)) . . . L1( ∂y∂cn−1 (t, c)
)
L2
( ∂y
∂c0
(t, c)) . . . L2( ∂y∂cn−1 (t, c)
)
...
...
...
Ln
( ∂y
∂c0
(t, c)) . . . Ln( ∂y∂cn−1 (t, c)
)
⎞
⎟⎟⎟⎟⎟⎠
.
Thus, detϕ′(c0, . . . , cn−1) = 0 if and only if there exist β1, . . . , βn not all zero, such that
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
β1L1
( ∂y
∂c0
(t, c))+ · · · + βnL1( ∂y∂cn−1 (t, c)
)= 0,
β1L2
( ∂y
∂c0
(t, c))+ · · · + βnL2( ∂y∂cn−1 (t, c)
)= 0,
...
β1Ln
( ∂y
(t, c))+ · · · + βnLn( ∂y (t, c))= 0.∂c0 ∂cn−1
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⎪⎪⎪⎪⎪⎩
L1
(
β1
∂y
∂c0
(t, c) + . . . + βn ∂y∂cn−1 (t, c)
)= 0,
L2
(
β1
∂y
∂c0
(t, c) + · · · + βn ∂y∂cn−1 (t, c)
)= 0,
...
Ln
(
β1
∂y
∂c0
(t, c) + · · · + βn ∂y∂cn−1 (t, c)
)= 0.
Let w(x) = β1 ∂y∂c0 (x, c) + · · · + βn
∂y
∂cn−1 (x, c). Then w(x) is non-trivial and the above
system shows Li(w) = 0, i = 1, . . . , n. Hence, w(x) is a non-trivial solution to the varia-
tional boundary value problem.
Suppose v(x) is a non-trivial solution to the variational boundary value problems with
homogeneous boundary conditions. Then there exist constants γ1, γ2, . . . , γn, not all zero,
such that
v(x) = γ1 ∂y
∂c0
(x, c) + · · · + γn ∂y
∂cn−1
(x, c).
As v(x) satisfies the boundary conditions, we obtain using the linearity of Li ,⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
γ1L1
( ∂y
∂c0
(t, c))+ · · · + γnL1( ∂y∂cn−1 (t, c)
)= 0,
γ1L2
( ∂y
∂c0
(t, c))+ · · · + γnL2( ∂y∂cn−1 (t, c)
)= 0,
...
γ1Ln
( ∂y
∂c0
(t, c))+ · · · + γnLn( ∂y∂cn−1 (t, c)
)= 0.
Rewriting this system, we obtain
ϕ′(c0, c1, . . . , cn−1)
⎛
⎝
γ1
...
γn
⎞
⎠= 0.
As γ1, . . . , γn are not all zero, we have detϕ′(c0, c1, . . . , cn−1) = 0. Thus there ex-
ists a non-trivial solution to the variational boundary value problem if and only if
detϕ′(c0, . . . , cn−1) = 0. 
2. Uniqueness and existence
We now begin to prove that uniqueness on the variational problem implies uniqueness
and existence for the general linear boundary value problem under the assumption that f is
bounded. It is well known that in many settings, the boundedness of f yields the existence
of solutions to boundary value problems. It is also relatively easy to obtain uniqueness
and existence if the partials of f are bounded, and, hence f is Lipschitz. In this section,
uniqueness and existence are obtained without assuming f is Lipschitz.
Theorem 4. Let u(t) ∈ C(n)[t1, tn]. Assume solutions to y(n) = 0,Li(y) = 0 are unique
when they exist. Then
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(
u(t)
)
p1(t) + L2
(
u(t)
)
p2(t) + · · · + Ln
(
u(t)
)
pn(t)
+
tn∫
t1
G(t, s)u(n)(s) ds,
where pj is a polynomial such that the degree of pj is less than n − 1, and Li(pj ) = δij ,
where δij is the Kronecker delta. G(t, s) is the Green’s function for (1), (2).
Proof. Let pj denote the unique solution to{
y(n) = 0,
Li(y) = δij , for i = 1, . . . , n.
Our uniqueness assumption implies such pj exists. Clearly, pj is a polynomial with a
degree at most n − 1, and Li(pj ) = δij .
Next, let
w(t) = u(t) − L1
(
u(t)
)
p1(t) − L2
(
u(t)
)
p2(t) − · · · − Ln
(
u(t)
)
pn(t)
−
tn∫
t1
G(t, s)u(n)(s) ds.
Then w(n)(t) = u(n)(t)−L1(u(t)) · 0 −· · ·−Ln(u(t)) · 0 −u(n)(t) = 0. Thus, using the
fact that Li(
∫ tn
t1
G(t, s)u(n)(s) ds) = 0, we obtain
Li
(
w(t)
)= Li(u(t))− L1(u(t))Li(p1(t))− · · · − Ln(u(t))Li(pn(t))− 0
= Li
(
u(t)
)− Li(u(t))
= 0.
By uniqueness of y(n) = 0, Li(y) = 0, this implies that w(t) = 0. Hence, it completes
the proof. 
Theorem 5. Assume (H1)–(H3) are satisfied. Assume solutions to y(n) = 0, Li(y) = 0
are unique when they exist. Then for all choices of yi , i = 1, . . . , n there exists a unique
solution to the boundary value problem (1), (2).
Proof. Let c = (c0, c1, . . . , cn−1) and denote by y(t, c) the unique solution to (1) satisfying
the initial conditions y(i)(t0) = ci , i = 0,1, . . . , n − 1. Using Theorem 4, we evaluate the
ith derivative of y at t0 to obtain
y(i)(t0, c) = L1(y)p(i)1 (t0) + · · · + Ln(y)p(i)n (t0)
+
tn∫
t1
∂iG
∂ti
(t0, s)f
(
s, y, . . . , y(n−1)
)
ds. (4)
Let ϕ :Rn →Rn be defined by
ϕ(c0, c1, . . . , cn−1) =
(
L1
(
y(t, c0, . . . , cn−1)
)
, . . . ,Ln
(
y(t, c0, . . . , cn−1)
))
.
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and onto.
From Lemma 3, we have ϕ is continuously differentiable, and det(ϕ′(c)) = 0 for all
c ∈Rn. According to Lemma 2, it suffices to show that |ϕ(x)| → ∞ as |x| → ∞.
Let ϕi denote the ith component of ϕ, i = 1,2, . . . , n. Let ck = (c0k, c1k, . . . , cn−1,k)
and assume |ck| → ∞. Suppose |ϕ(ck)| does not converge to ∞. Then there exists a subse-
quence ϕ(ckj ) such that |ϕ(ckj )| is bounded. Since |ckj | → ∞, there exists a subsequence
having the property that each component of ckj is either bounded or converges to ∞ or
−∞. Relabelling, we may assume our original sequence has this property.
Notice that f is bounded and ∂iG
∂ti
is bounded, which implies that
∫ tn
t1
∂iG
∂ti
(t0, s)
f (s, y, . . . , y(n−1)) ds is bounded. If ϕ(c0, . . . , cn−1) = (L1(y), . . . ,Ln(y)) is bounded,
then L1(y)p(i)(t0) + · · · + Ln(y)p(i)(t0) is bounded because each p(i)j (t0) is bounded.
Thus, the right-hand side of (4) is bounded, which is a contradiction since there exists
a sequence such that the left-hand side of (4) is unbounded. 
References
[1] R.P. Agarwal, Boundary Value Problems for Higher Order Differential Equations, World Scientific, 1986.
[2] R.P. Agarwal, Focal Boundary Value Problems for Differential and Difference Equations, Kluwer Academic,
1998.
[3] C. Chyan, J. Henderson, Uniqueness implies existence for (n,p) boundary value problems, Appl. Anal. 73
(1999) 543–556.
[4] J. Davis, J. Henderson, Uniqueness implies existence for fourth-order Lidstone boundary value problems,
Panamer. Math. J. 8 (1998) 23–35.
[5] K. Deimling, Nonlinear Functional Analysis, Springer-Verlag, 1985.
[6] J. Ehme, Differentiation of solutions of boundary value problems with respect to nonlinear boundary condi-
tions, J. Differential Equations 101 (1993) 139–147.
[7] J. Ehme, Uniqueness and existence for nth-order right focal boundary value problems, Appl. Math. Lett. 13
(2000) 7–11.
[8] J. Ehme, Uniqueness and existence for boundary value problems via variational equations, Math. Sci.
Res. J. 8 (2004) 169–175.
[9] D.M. Goecke, J. Henderson, Uniqueness of solutions of right focal problems for third order differential
equations, Nonlinear Anal. 8 (1984) 253–259.
[10] P. Hartman, On n-parameter families and interpolation problems for nonlinear ordinary differential equa-
tions, Trans. Amer. Math. Soc. 154 (1971) 201–226.
[11] P. Hartman, Ordinary Differential Equations, Birkhäuser, 1982.
[12] J. Henderson, Existence of solutions of right focal boundary value problems for ordinary differential equa-
tions, Nonlinear Anal. 5 (1981) 989–1001.
[13] J. Henderson, Disconjugacy, disfocality, and differentiation with respect to boundary conditions, J. Math.
Anal. Appl. 121 (1987) 1–9.
[14] J. Henderson, R. McGwier Jr., Uniqueness, existence, and optimality for fourth-order Lipschitz equations,
J. Differential Equations 67 (1987) 414–440.
[15] L. Jackson, Uniqueness of solutions of boundary value problems for ordinary differential equations, SIAM
J. Appl. Math. 24 (1973) 535–538.
[16] G. Klaasen, Existence theorems for boundary value problems for nth-order ordinary differential equations,
Rocky Mountain J. Math. 3 (1973) 457–472.
J. Ehme, A. Lanz / J. Math. Anal. Appl. 319 (2006) 725–731 731[17] A. Peterson, Existence-uniqueness for ordinary differential equations, J. Math. Anal. Appl. 64 (1978) 166–
172.
[18] A. Peterson, Existence-uniqueness for focal-point boundary value problems, SIAM J. Math. Anal. 12 (1981)
173–185.
[19] K. Schrader, Uniqueness implies existence for solutions of nonlinear boundary value problems, Abstracts
Amer. Math. Soc. 6 (1985).
