Origin of Aggregation-Induced Enhanced Emission: A Role of
  Pseudo-Degenerate Electronic States of Excimers Formed in Aggregation Phases by Ota, Wataru et al.
ar
X
iv
:1
91
2.
10
67
7v
2 
 [c
on
d-
ma
t.m
trl
-sc
i] 
 28
 D
ec
 20
19
Origin of Aggregation-Induced Enhanced
Emission:
Role of Pseudo-Degenerate Electronic States
of Excimers Formed in Aggregation Phases
Wataru Ota,†,‡ Ken Takahashi,¶ Kenji Higashiguchi,§ Kenji Matsuda,§ and Tohru
Sato∗,†,‡,‖
†Fukui Institute for Fundamental Chemistry, Kyoto University, Sakyo-ku, Kyoto 606-8103,
Japan
‡Department of Molecular Engineering, Graduate School of Engineering, Kyoto University,
Nishikyo-ku, Kyoto 615-8510, Japan
¶Undergraduate School of Industrial Chemistry, Faculty of Engineering, Kyoto University,
Nishikyo-ku, Kyoto 615 8510, Japan
§Department of Synthetic Chemistry and Biological Chemistry, Kyoto University,
Nishikyo-ku, Kyoto 615-8510, Japan
‖Unit of Elements Strategy Initiative for Catalysts & Batteries, Kyoto University,
Nishikyo-ku, Kyoto 615-8510, Japan
E-mail: tsato@scl.kyoto-u.ac.jp
1
Abstract
Origin of aggregation-induced enhanced emission (AIEE) is investigated consider-
ing cyano-substituted 1,2-bis(pyridylphenyl)ethene (CNPPE) as an example. On the
basis of ONIOM calculations using the time-dependent density functional theory (TD-
DFT), we found that pseudo-degeneracy of excimers formed in solid phase plays an
important role in the appearance of AIEE. The electron density difference delocalized
over molecules gives rise to small diagonal vibronic coupling constants (VCCs), which
suggests that the internal conversion is more suppressed in solid phase than in solution
phase. The reduction of the off-diagonal VCCs owing to the packing effect is eluci-
dated by vibronic coupling density (VCD) analysis. The pseudo-degeneracy enables
fluorescence from the high singlet excited states against Kasha’s rule because the elec-
tron density difference and the overlap density between the excited states vanish. A
Hubbard model of a pseudo-degenerate electronic system is constructed to explain the
vanishing mechanism. We propose the following design principle for AIEE: a candidate
molecule for AIEE should have pseudo-degenerate adiabatic electronic states because of
excimer formation in the aggregation phases.
Keywords
aggregation-induced enhanced emission, pseudo-degeneracy, vibronic coupling density, Kasha’s
rule
Introduction
In contrast to concentration quenching, aggregation-induced enhanced emission (AIEE)
yields strong luminescence in the aggregation phases.1,2 The restriction of intramolecular mo-
tions is generally accepted as the reason behind AIEE, that is, the restriction of intramolec-
ular rotations or vibrations arising from the physical constraint in the aggregation phases
blocks non-radiative transition pathways.3 Hexaphenylsilole (HPS) is one of the AIEE dyes,
2
and the restricted rotation of the side phenyl ring is found to be a key factor for AIEE.4–6
This is corroborated by quantum mechanical and molecular mechanical (QM/MM) calcula-
tions where the Huang–Rhys factors and reorganization energies at low-frequency modes are
reduced in the solid phase compared to the gas phase owing to the packing effect.7 In addi-
tion, HPS having a bulky shape does not form a cofacial configuration in the solid phase,1,2
which is considered to prevent concentration quenching.
Cofacial aggregation is regarded as one of the reasons behind concentration quenching.
This is because a destructive alignment of the transition dipole moment renders the lowest
excited state that is symmetry forbidden.8 Nevertheless, some dyes have been reported to
be emissive in spite of the formation of cofacial aggregations.9–16 In general, according to
Kasha’s rule, emissions have been attributed to the lowest excited states.17 However, if all
the radiative and non-radiative transitions from a higher excited state to all the lower excited
states are suppressed, fluorescence from the higher excited state can be expected to occur
against Kasha’s rule.
Sato et al. have already reported that, in fluorescent dopants employed in organic light-
emitting diodes (OLEDs), radiative and non-radiative transitions from a triplet excited state
Tn (n > 1) to all the lower triplet excited states can be suppressed due to the pseudo-
degenerate electronic states.18–20 The pseudo-degeneracy leads to cancellation of the overlap
density between the excited states, which generates Tn excitons with long lifetimes. This en-
ables the fluorescence via higher triplets (FvHT) mechanism for OLEDs, that is fluorescence
utilizing the reverse intersystem crossing (RISC) from Tn to singlets. FvHT is different from
thermally activated delayed fluorescence (TADF) in that TADF undergoes the thermally
activated RISC from T1 to S1 by decreasing the energy difference, ∆ES1−T1.
21,22 The FvHT
mechanism is proposed to explain the mechanism of electroluminescence in some OLED
dopants with large ∆ES1−T1 , where T1 excitons cannot overcome the energy difference ther-
mally.19,23
A cyano-substituted 1,2-bis(pyridylphenyl)ethene (CNPPE) (Fig. 1) has been reported
3
to exhibit the AIEE behavior in solid phase.24 The rate constants of the non-radiative tran-
sitions are decreased from > 1.0×1010 s−1 in CH2Cl2 solution to 5.0×107 s−1 in solid phase.
Accordingly, the fluorescence quantum yield is increased from 0.002 to 0.72 by aggregation.
Since CNPPE forms cofacial configurations in solid phase, the occurrence of concentration
quenching is predicted. Some cofacial CNPPE molecules have Ci symmetry in the crystal
structure. This suggests the possibility of pseudo-degenerate electronic states delocalized
over the cofacial molecules. In this case, fluorescence from higher singlets than S1 is ex-
pected to occur against Kasha’s rule because the transitions between the excited states can
be suppressed as in the case of the FvHT mechanism. The electronic states delocalized
over molecules may decrease the vibronic coupling constants (VCCs).25 These indicate that
the internal conversion can be more suppressed in solid phase than in solution phase as
long as excimer formation occurs in solid phase. In this study, we investigated the role of
pseudo-degeneracy in the appearance of AIEE considering CNPPE as an example. Vibronic
coupling density (VCD) analyses were performed to elucidate the local picture of VCC.26–28
To explain the results obtained by the TD-DFT calculations, we discuss the electron den-
sity difference and overlap density in the pseudo-degenerate electronic system based on the
Hubbard model.
N
N
CN
Figure 1: Chemical structure of cyano-substituted 1,2-bis(pyridylphenyl)ethene (CNPPE).
Theory
We consider the internal conversion from an initial vibronic state |Φmi(r,Q)〉 associated
with electronic m and vibrational mi states to a final vibronic state |Φnj(r,Q)〉. Here,
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r = (r1, · · · , ri, · · · rN) is a set of N electronic coordinates, andQ = (Q1, · · · , Qα, · · ·QM ) is a
set of M mass-weighted normal coordinates. Within the crude adiabatic approximation,29,30
the vibronic states are represented as the product of vibrational and electronic states fixed
at the nuclear configuration R0: |Φmi(r,Q)〉 = |χmi(Q)〉 |Ψm(r;R0)〉. R0 is chosen as the
equilibrium nuclear configuration of the ground or excited optimized structures. The rate
constant of the internal conversion from electronic state m to n is expressed as31
kICn←m(T ) =
2π
~
∑
α
|Vmn,α|2
∑
ij
Pmi(T )| 〈χmi|Qα|χnj〉 |2δ(Emi −Enj), (1)
where Pmi(T ) is the Boltzmann distribution function of the initial vibronic state at temper-
ature T , and Emi and Enj are the eigenenergies of |Φmi(r,Q)〉 and |Φnj(r,Q)〉, respectively.
Vmn,α is the off-diagonal VCC given by
Vmn,α =
〈
Ψm(r;R0)
∣∣∣∣∣
(
∂Hˆ(r,R)
∂Qα
)
R0
∣∣∣∣∣Ψn(r;R0)
〉
, (2)
where Hˆ(r,R) is the molecular Hamiltonian, and R is a set of nuclear configuration. Vn :=
Vnn is called the diagonal VCC. Ignoring the Duschinsky effect, which means vibrational
modes do not change during an excitation, the matrix element of the vibrational states is
written as
〈χmi|Qα|χnj〉 = 〈nmi,α|Qα|nnj,α〉
∏
β 6=α
〈nmi,β|nnj,β〉 , (3)
where |nmi,α〉 is a vibrational state of a single mode. The Franck–Condon (FC) overlap
integral is expressed as32
〈nmi,α|nnj,α〉 =
√
nmi,α!nnj,β!
2nmi,α+nnj,α
e−
1
4
g2n,α ×
min[nmi,αnnj,α]∑
l=0
(−1)nmi,α−l2l g
nmi,α+nnj,α−2l
n,α
l!(nmi,α − 1)!(nnj,α − 1)! .
(4)
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Here, gn,α is the dimensionless diagonal VCC (the Huang–Rhys factor):
gn,α =
Vn,α√
~ω3n,α
, (5)
where ωn,α is the angular frequency of vibrational mode α. In general, a rate constant of an
internal conversion is small when diagonal and off-diagonal VCCs are small.31 Particularly,
the dependence of the rate constant on the diagonal VCC is strong, and the reduction of the
diagonal VCCs significantly contributes to the suppression of the internal conversion.31
In addition to the internal conversion, vibrational relaxation from FC to adiabatic (AD)
states is a non-radiative process that should suppress for emission.31 Within the crude adi-
abatic representation assuming the harmonic approximation, the reorganization energy due
to vibrational relaxation is evaluated by
∆E =
∑
α
V 2n,α
2ω2n,α
. (6)
Thus, the reduction of the diagonal VCCs leads to the small reorganization energy that
depends on the square of the diagonal VCCs.
The VCD is expressed as the density form of the VCC:26–28
Vmn,α =
∫
dx ηmn,α(x ), (7)
where x = (x, y, z) is a three dimensional coordinate. The diagonal VCD ηn,α(x ) := ηnn,α(x )
is defined by
ηn,α(x ) = ∆ρnm(x )× vα(x ). (8)
Here, ∆ρnm(x ) is the electron density difference between |Ψn(r;R0)〉 and the reference state
|Ψm(r;R0)〉:
∆ρnm(x ) = 〈Ψn(r;R0)|ρˆ(x )|Ψn(r;R0)〉 − 〈Ψm(r;R0)|ρˆ(x )|Ψm(r;R0)〉 . (9)
6
|Ψm(r;R0)〉 is taken as the electronic state in the equilibrium nuclear configuration. ρˆ(x ) is
the electron density operator defined by
ρˆ(x ) =
∑
ij
∑
στ
cˆ†iσ cˆjτψ
∗
iσ(x )ψjτ (x ), (10)
where ψ∗iσ(x ) and ψjτ (x ) are spatial orbitals, and cˆ
†
iσ and cˆjτ are creation and annihilation
operators, respectively. i and j refer to the orbital indices, and σ and τ refer to the spin
indices. vα(x ) is the potential derivative expressed as
vα(x ) =
(
∂u(x )
∂Qα
)
R0
, (11)
where u(x ) is the electron-nucleus potential acting on a single electron.
The off-diagonal VCD is defined by
ηmn,α(x ) = ρmn(x )× vα(x ), (12)
where ρmn(x ) is the overlap density between |Ψm(r;R0)〉 and |Ψn(r;R0)〉:
ρmn(x ) = 〈Ψm(r;R0)|ρˆ(x )|Ψn(r;R0)〉 . (13)
The VCD enables us to understand the vibronic couplings (VCs) arising from the electronic
factor ∆ρnm(x ) or ρmn(x ) and the vibrational factor vα(x ). It should be noted that the
disappearance of∆ρnm(x ) and ρmn(x ) gives rise to the suppression of the internal conversions
via the reduction of Vn,α and Vmn,α, respectively. Since the transition dipole moment also
depends on ρmn(x ),31 the disappearance of ρmn(x ) suppresses both the radiative and non-
radiative transitions.
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Figure 2: (a) Crystal structure of CNPPE solid.24 (b) Dimer Model 1 for the CNPPE solid
where centered cofacial molecules with Ci symmetry are selected as the QM region and the
surrounding 16 molecules are selected as the MM region.
Methods of calculations
Figure 2 (a) shows the crystal structure of the CNPPE solid.24 We modeled the CNPPE
solid as a dimer with a cofacial configuration (Fig. 2 (b)), Dimer Model 1, where the cofacial
dimer was calculated by the QM method and the surrounding 16 molecules were calculated
by the MM method based on the ONIOM (our own n-layered integrated molecular orbital
and molecular mechanics) approach.33,34 Dimer Model 1 has Ci symmetry. The other dimer
models aligned in different directions, Dimer Model 2 and Dimer Model 3 (see Fig. S1 in the
Supplementary Information), having C1 symmetry were also investigated. The ground and
8
excited states of the QM region were computed at the M06-2X/6-31G(d,p) and TD-M06-
2X/6-31G(d,p) levels of theory, respectively, whereas the MM region was computed using
the universal force field (UFF). The coordinates of the MM region were fixed during the
geometry optimizations and vibrational analyses for the ground and excited states.
The CNPPE in CH2Cl2 solution was modeled as a single molecule with C1 symmetry. The
ground and excited states of a single molecule in solution, Monomer Model, were computed at
the M06-2X/6-31G(d,p) and TD-M06-2X/6-31G(d,p) levels of theory, respectively, including
the solvent effect through the polarizable continuum model (PCM).35 The above calculations
were carried out using the Gaussian 09.36,37 The VCCs and VCD were calculated using our
own code.
Results and discussion
Vibronic coupling constants (VCCs) and vibronic coupling density
(VCD)
There are a few possibilities for selecting dimers from the crystal structure. The total energies
of excited states of the three types of dimer models were compared (Fig. S2). The S1 and S2
states of Dimer Model 1 are energetically more stable than those of the other dimer models,
and the fluorescence from Dimer Model 1 is expected. Therefore, we concentrate ourselves
on Dimer Model 1. Table 1 lists the excited states of Dimer Model 1 at the S0 and S2
optimized structures. From the selection rule of the electric dipole transition, S1 (Ag) is
symmetry-forbidden and S2 (Au) is symmetry-allowed (Laporté rule). Although, according
to Kasha’s rule, an emission does not occur from the second excited states, the fluorescence
from S2 is possible if all the transitions from S2 to S1 are suppressed.
Figures 3 (a) and (b) show the diagonal VCCs of S0@S2 and S1@S2, respectively. Fur-
thermore, Figs. 3 (c) and (d) show the off-diagonal VCCs of S0@S2 ← S2@S2 and S1@S2
← S2@S2, respectively. The diagonal VCCs of S1@S2 are extremely small where the largest
9
Table 1: Excited states of Dimer Model 1 at the S0 and S2 optimized structures.
f denotes the oscillator strength.
Excitation energy Major Configuration
State eV nm f (CI coefficient)
@S0 S1 (Ag) 3.7359 331.88 0.0000 HO-1 → LU+1 (0.306), HO → LU (0.622)
S2 (Au) 3.9052 317.49 2.2807 HO-1 → LU (0.366), HO → LU+1 (0.585)
@S2 S1 (Ag) 3.1397 394.89 0.0000 HO-1 → LU+1 (0.212), HO → LU (0.664)
S2 (Au) 3.3074 374.86 1.8099 HO-1 → LU (0.215), HO → LU+1 (0.663)
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Figure 3: Diagonal VCCs of (a) S0@S2 and (b) S1@S2 as well as off-diagonal VCCs of (c)
S0@S2 ← S2@S2 and (d) S1@S2 ← S2@S2 for Dimer Model 1.
VCC of vibrational mode 233 is 0.79 × 10−4 a.u. In addition, both the off-diagonal VCCs
of S1@S2 ← S2@S2 and S0@S2 ← S2@S2 are small. These results indicate that the inter-
nal conversions from S2 to S0 as well as to S1 are suppressed while the radiative transition
between S2 and S0 is enabled with the large oscillator strength (see Table 1). It should be
noted, because of the extremely small diagonal VCCs of S1@S2, that the internal conversion
from S2 to S1 is suppressed, thereby enabling the fluorescence from S2.
Figures 4 (a) and (b) present the frontier orbitals and orbital levels at the S2 optimized
structure, respectively. The adiabatic wave functions are delocalized over the molecules,
thereby indicating the excimer formation in solid phase. In the present case, the delocalized
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Figure 4: (a) Frontier orbitals and (b) orbital levels of Dimer Model 1 at the S2 optimized
structure. X1 and X2 are the constituent molecules of Dimer Model 1. Isosurface values of
the frontier orbitals are 3.0× 10−2 a.u.
electronic states are obtained because Dimer Model 1 belongs to Ci symmetry even in the
AD state. The NHOMO and HOMO as well as the LUMO and NLUMO of the excimer are
pseudo-degenerate, which are approximately expressed as
ψNHO ≈ 1√
2
(φHO(X1) + φHO(X2)), (14)
ψHO ≈ 1√
2
(φHO(X1)− φHO(X2)), (15)
ψLU ≈ 1√
2
(φLU(X1)− φLU(X2)), (16)
ψNLU ≈ 1√
2
(φLU(X1) + φLU(X2)), (17)
where φHO/LU(X1/X2) denotes the HOMO/LUMO of molecule X1/X2 comprising the model.
φHO/LU(X2) are obtained by a symmetry operation of φHO/LU(X1). The frontier orbitals of
the excimer are represented as the linear combinations of the HOMOs and LUMOs of the
constituents with opposite signs.
S1 mainly consists of the HOMO-LUMO and NHOMO-NLUMO excited configurations,
whereas S2 mainly consists of the HOMO-NLUMO and NHOMO-LUMO excited configura-
tions (Table 1). Since the NHOMO/HOMO and LUMO/NLUMO are pseudo-degenerate,
S1 and S2 are pseudo-degenerate. Figure 5 (a) and (b) show the electron density differences
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Figure 5: Electron density differences of (a) S1@S2-S0@S2, (b) S2@S2-S0@S2, and (c) S2@S2-
S1@S2 of Dimer model 1. Isosurface values are 1.0 × 10−3 a.u. Overlap densities of (d)
S2@S2-S0@S2, and (e) S2@S2-S1@S2 of Dimer model 1. Isosurface values are 2.0× 10−3 a.u.
of S2@S2-S0@S2, ∆ρ20, and S1@S2-S0@S2, ∆ρ10, respectively. ∆ρ20 and ∆ρ10 exhibit sim-
ilar distributions. On the contrary, the electron density difference of S2@S2-S1@S2, ∆ρ21
(Fig. 5 (c)) exhibits an extremely small distribution. This leads to the small diagonal VCD
of S1@S2, resulting in the small diagonal VCCs of S1@S2. Figures 5 (d) and (e) show the
overlap densities of S2@S2-S0@S2, ρ20, and S2@S2-S1@S2, ρ21, respectively. ρ21 exhibits a
smaller distribution than that of ρ20. The small ρ21 contributes to the small off-diagonal
VCCs of S1@S2 ← S2@S2. From the distributions of the overlap densities, the off-diagonal
VCCs of S0@S2 ← S2@S2 could be much larger than those of S1@S2 ← S2@S2. However, the
values of these off-diagonal VCCs are comparable (Figs. 3 (c) and (d)) because ρ20 is sym-
metrically localized on the atoms while ρ21 is localized on the bonds. In general, an overlap
density that is symmetrically localized on atoms weakly couples to a potential derivative,
resulting in small off-diagonal VCCs.31 Therefore, the off-diagonal VCCs of S0@S2 ← S2@S2
are not large.
Consequently, the small electron density difference and overlap density between the
pseudo-degenerate S1 and S2 excited states leads to the extremely small diagonal VCCs
12
of S1@S2 and the small off-diagonal VCCs of S1@S2←S2@S2. We discuss the mechanism
of the vanished electron density difference and overlap density in the pseudo-degenerate
electronic system using the Hubbard model in Sec. .
Below, we compare the VCs of Dimer Model 1 in solid phase with that of Monomer
Model in solution phase. The reducible representation of vibrational modes for the monomer
belonging to C1 symmetry contains only A irreducible representations, and the number of
the vibrational modes is
Γvib(C1) = 129A, (18)
where all vibrational modes are vibronic active modes that provide the non-zero diagonal and
off-diagonal VCCs. On the other hand, the reducible representation for the dimer belonging
to Ci symmetry is decomposed as
Γvib(Ci) = 132Ag + 132Au, (19)
where Ag and Au are the totally and non-totally symmetric modes, respectively. The vibronic
active mode for the diagonal VC is Ag and that for the off-diagonal VC is Au. Therefore,
the number of the vibronic active modes is almost the same in the monomer and dimer
although the total number of vibrational modes is higher in the dimer. The numbers of
irreducible representations of vibrational modes in excimers with Ci, C2, and Cs symmetry
are summarized in Section S2.
Figures 6 (a) and (b) show the diagonal VCCs of Monomer Model in the FC S1 state
and Dimer Model 1 in the FC S2 state, respectively. The diagonal VCCs are greatly reduced
due to the excimer formation where the largest VCC of mode 109 in Monomer Model is
8.42 × 10−4 a.u. and that of mode 230 in Dimer Model 1 is 5.27 × 10−4 a.u. This result
indicates that the internal conversion from S2 to S0 in Dimer Model 1 is suppressed in
comparison with the one from S1 to S0 in Monomer Model because the rate constant of the
internal conversion is strongly correlated with the diagonal VCCs.31 The off-diagonal VCCs
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Figure 6: Diagonal VCCs (a) of Monomer Model in the FC S1 state and (b) of Dimer Model
1 in the FC S2 state. (c) Off-diagonal VCCs of S0@S1 ← S1@S1 of Monomer Model.
of S0@S1 ← S1@S1 for Monomer Model are presented in Fig. 6 (c). The off-diagonal VCCs
of Dimer Model 1 (Fig. 3 (c)) are smaller than those of Monomer Model. For example,
the off-diagonal VCC of mode 49 in Monomer Model is 4.49 × 10−4 and that of mode 111
in Dimer Model 1, corresponding to mode 49 in Monomer Model, is 0.89 × 10−4 a.u. The
reduction of the off-diagonal VCCs in Dimer Model 1 also contributes to the suppression of
the internal conversion.
To determine the origin of the VCCs, VCD analyses are performed. Figure 7 shows the
results of the diagonal VCD analyses for the maximum coupling mode of Monomer Model
and Dimer Model 1. ∆ρnm(x ) of Monomer Model strongly couples with vα(x ) of mode 109,
leading to a large ηn,α(x ) that is particularly localized on the C=C bond. Thus, the spatial
integration of ηn,α(x ) of mode 109 provides the largest VCC. ∆ρnm(x ), vα(x ), and ηn,α(x )
of Dimer Model 1 are delocalized over the molecules. In general, delocalized ∆ρnm(x ) and
vα(x ) yield smaller diagonal VCCs than localized ones.25 ∆ρnm(x ) of X1 (or X2) exhibits
a similar distribution to that of Monomer Model. The value of ∆ρnm(x ) of X1 is one half
of that of Monomer Model because the spatial integration of ∆ρnm(x ) is zero by definition.
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Figure 7: (a) Electron density difference, ∆ρnm(x ), (b) potential derivative, vα(x ), and (c)
diagonal VCD, ηn,α(x ), of Monomer Model in the FC S1 state for the maximum coupling
mode (mode 109). (d) ∆ρnm(x ), (e) vα(x ), and (f) ηn,α(x ) of Dimer Model 1 in the FC
S2 state for the maximum coupling mode (mode 230). Isosurface values of ∆ρnm(x ), vα(x ),
and ηn,α(x ) are 2.0× 10−3, 1.0× 10−2, and 1.0× 10−5 a.u., respectively.
In addition, vα(x ) of X1 is 1/
√
2 times that of Monomer Model owing to the normalized
condition of vibrational modes. Since ηn,α(x ) is expressed as the product of ∆ρnm(x ) and
vα(x ), the diagonal VCD of X1 is 1/(2
√
2) times that of Monomer Model. Therefore, the
diagonal VCCs of Dimer Model 1, obtained by the spatial integration of the diagonal VCD,
are 1/
√
2 times those of the Monomer Model. The ratio of the largest diagonal VCC of
Dimer Model 1 to Monomer Model is 0.626, which is approximately equal to 1/
√
2 ≈ 0.707;
however deviation occurs because the structures of X1 and the monomer are not the same.
In Dimer Model 1, the reduction of the diagonal VCCs results from the delocalized
electronic states. In contrast, in Dimer Model 2 the electronic states are localized on a single
molecule in the adiabatic excited states (Fig. S3), which causes the properties of excited
states to be similar to those of the monomer. Therefore, the reduction of the diagonal VCCs
is not expected in Dimer Model 2. The electronic states are delocalized over molecules in
Dimer Model 3 (Fig. S4), suggesting small diagonal VCCs as in the case for Dimer Model
1.
The driving force of the excimer formation is the diagonal VCCs. Figure 8 (a) shows the
effective mode for the excimer formation of Dimer Model 1 in the FC S2 state. The effective
15
(a)
(b)
Figure 8: (a) Effective mode for the excimer formation of Dimer Model 1 in the FC S2 state.
This is an intramolecular vibration. (b) Vibrational mode 111 of Dimer Model 1 in the AD
S2 state; the off-diagonal VCC of this mode is decreased due to the packing effect. This is
an intermolecular vibration.
mode is defined by the sum of normal modes weighted by the diagonal VCCs:
ξ =
∑
α
Vn,α√∑
α |Vn,α|2
Qα, (20)
which is the steepest descent direction of the vibrational relaxation.38 The effective mode
is the intramolecular vibration rather than the intermolecular one. This indicates that the
excimer formation is induced by the intramolecular vibration.
Figure 9 shows the results of the off-diagonal VCD analyses of mode 49 for Monomer
Model and mode 111 for Dimer Model 1. v49(x ) of Monomer Model is distributed over the
stilbene unit. On the contrary, v111(x ) of Dimer Model 1 is localized on one side of the
stilbene unit. This is because vibrational mode 111 is the intermolecular vibration (Fig. 8
16
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Figure 9: (a) Potential derivative, vα(x ), and (b) off-diagonal VCD, ηmn,α(x ), of S1@S1-
S0@S1 of Monomer Model. (c) vα(x ) and (b) ηmn,α(x ) of S2@S2-S0@S2 of Dimer Model 1.
Isosurface values of vα(x ) and ηmn,α(x ) are 1.0× 10−2 and 1.0× 10−5 a.u., respectively.
(b)) that is restricted by the surrounding molecules in the solid phase. In other words, the
localization of vα(x ) arises from the packing effect. As a result, ηmn,α(x ) of Dimer Model
1 is also localized on one side of the stilbene unit giving the small off-diagonal VCCs. The
degree of localization of vα(x ) is expected to depend on the types of vibrational modes. The
off-diagonal VCC of mode 51 in Monomer Model is 4.98 × 10−4 a.u. (Fig. 6 (c)), which is
comparable to that of mode 113 in Dimer Model 1, 5.34 × 10−4 a.u., (Fig. 3 (c)). Figure
S5 shows v51(x ) of Monomer Model and v113(x ) of Dimer Model 1. v113(x ) of Dimer Model
1 is distributed over the stilbene unit rather than localized on one side of the stilbene unit
in a similar manner to v51(x ) of Monomer Model. This is because vibrational mode 113 is
the intramolecular vibration that is not easily affected by the surrounding molecules (Fig.
S5). Therefore, the off-diagonal VCCs corresponding to these modes are not reduced by the
packing effect. The packing effect in solid phase is visualized by the potential derivative.
The small diagonal VCCs contribute to the suppression not only of the internal conver-
sion but also of the vibrational relaxation.31 The reorganization energies due to vibrational
relaxation were calculated to be ∆E = 0.582 eV for Monomer Model and ∆E = 0.275 eV for
Dimer Model 1. For Monomer Model, since the potential energy surfaces of low-frequency
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torsional modes were not approximated to harmonic potentials, the reorganization energies
for these vibrational modes were evaluated from the potential energy surfaces31 instead of
using Eq. (6) (Fig. S6). The reorganization energy of Dimer Model 1 is smaller than that
of Monomer Model, and suppressed vibrational relaxation is expected in Dimer Model 1.
Furthermore, we calculated the electronic states of Decamer Model for the CNPPE solid
(Fig. S7). Decamer Model has a large oscillator strength in the FC S8 state (Table S6), and
the S8 exciton is expected to be generated by absorption. The electron density difference
between the FC S8 and S0 states is delocalized as in the case for the combination of Dimer
Model 1 and 2 (Fig. S8). The electronic states of Dimer Model 2 are localized on a single
molecule after vibrational relaxation. Therefore, Decamer Model can be reduced to Dimer
Model 1 in the adiabatic excited states. Thus, the modeling of the CNPPE solid using Dimer
Model 1 is considered to be reasonable.
Hubbard model in a pseudo-degenerate electronic system
In this section, we discuss the disappearance mechanism of the electron density difference and
overlap density based on the Hubbard model. We consider an excited electronic structure
of a system consisting of the same molecules X1 and X2 (Fig. 10 (a)). Each molecule is not
necessarily symmetric, but the dimer is assumed to have a symmetry such as Ci, C2, or Cs.
For simplicity, only the HOMOs and LUMOs of X1 and X2 are considered. The energy gap
between the HOMO and LUMO is expressed as ǫ. The hopping integrals for the HOMO-
HOMO, LUMO-LUMO, and HOMO-LUMO between X1 andX2 are denoted by t1, t2, and t3,
respectively. The Coulomb interactions for the HOMO-HOMO and HOMO-LUMO within
X1 or X2 are denoted by U1 and U2, respectively. Considering only a single excitation as
done by the TD-DFT calculations, there are 9 electronic configurations (Fig. 10 (b)) where
|Φ0〉 is the ground configuration, |Φ1〉, |Φ2〉, |Φ5〉, and |Φ6〉 are locally-excited configurations,
and |Φ3〉, |Φ4〉, |Φ7〉, and |Φ8〉 are charge-transfer configurations. t1, t2, and t3 are considered
to be small compared with U1 and U2 because t1, t2, and t3 are the interactions between X1
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Figure 10: (a) Hubbard model of a system consisting of X1 and X2. ǫ is the energy gap
between the HOMO and LUMO. t1, t2, and t3 are the hopping integrals for the HOMO-
HOMO, LUMO-LUMO, and HOMO-LUMO, respectively, between X1 and X2. U1 and U2
are the Coulomb interactions for the HOMO-HOMO and HOMO-LUMO, respectively, within
X1 or X2. (b) Electronic ground and excited configurations assuming a single excitation.
and X2 separated from each other while U1 and U2 are the interactions within X1 or X2.
The model Hamiltonian for the basis defined in Fig. 10 (b) is given by


2U1 0 0 t3 t3 0 0 t3 t3
ǫ+ U1 + U2 0 t2 t1 0 0 0 0
ǫ+ U1 + U2 t1 t2 0 0 0 0
ǫ+ U1 + 2U2 0 0 0 0 0
ǫ+ U1 + 2U2 0 0 0 0
ǫ+ U1 + U2 0 t2 t1
ǫ+ U1 + U2 t1 t2
ǫ+ U1 + 2U2 0
ǫ+ U1 + 2U2


. (21)
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Employing the Rayleigh–Schrödinger perturbation theory considering t1, t2, and t3 as per-
turbations, the electronic states of the excited states are expressed as
|Ψs1〉 =
1
2
(|Φ1〉+ |Φ5〉+ |Φ2〉+ |Φ6〉)− t1 + t2
2U2
(|Φ3〉+ |Φ7〉+ |Φ4〉+ |Φ8〉), (22)
|Ψs2〉 =
1
2
(|Φ3〉+ |Φ7〉+ |Φ4〉+ |Φ8〉) + t1 + t2
2U2
(|Φ1〉+ |Φ5〉+ |Φ2〉+ |Φ6〉), (23)
|Ψa1〉 =
1
2
(|Φ1〉+ |Φ5〉 − |Φ2〉 − |Φ6〉)− t2 − t1
2U2
(|Φ3〉+ |Φ7〉 − |Φ4〉 − |Φ8〉), (24)
|Ψa2〉 =
1
2
(|Φ3〉+ |Φ7〉 − |Φ4〉 − |Φ8〉) + t2 − t1
2U2
(|Φ1〉+ |Φ5〉 − |Φ2〉 − |Φ6〉), (25)
where |Ψs1〉 and |Ψs2〉 are symmetric and |Ψa1〉 and |Ψa2〉 are antisymmetric electronic states.
|Ψs1〉 and |Ψs2〉 belong to different symmetries from |Ψa1〉 and |Ψa2〉. The electronic states of
the ground state is expressed as
|Ψ0〉 = |Φ0〉 − t3
ǫ− U1 + U2 (|Φ3〉+ |Φ7〉+ |Φ4〉+ |Φ8〉), (26)
which depends on t3 unlike the electronic states of the excited states.
Employing the Rayleigh–Schrödinger perturbation theory, the energies of the ground and
excited states are given by
E0 = 2U1 − 4t
2
3
ǫ− U1 + 2U2 , (27)
Es1 = ǫ+ U1 + U2 −
(t1 + t2)
2
U2
, (28)
Es2 = ǫ+ U1 + 2U2 +
(t1 + t2)
2
U2
, (29)
Ea1 = ǫ+ U1 + U2 −
(t2 − t1)2
U2
, (30)
Ea2 = ǫ+ U1 + 2U2 +
(t2 − t1)2
U2
. (31)
The energy difference between Es1 and E
a
1 as well as E
s
2 and E
a
2 is |4t1t2/U2|. Since 4t1t2/U2
is assumed to be small, |Ψs1〉 and |Ψa1〉 as well as |Ψs2〉 and |Ψa2〉 are pseudo-degenerate. The
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orders of the excited states are Es1 . E
a
1 < E
a
2 . E
s
2 for t1t2 > 0 and E
a
1 . E
s
1 < E
s
2 . E
a
2
for t1t2 < 0: i.e. the symmetry of excited states changes according to the sign of the product
t1t2 determined by the alignment of molecules. The excited state degenerates for t1t2 = 0.
When t1, t2, and t3 are no longer small compared to U1 and U2, namely the perturbation
theory is not valid, the degeneracy occurs in the case of t1 6= 0 or t2 6= 0 (see Fig. S9).
When the system has Ci symmetry and t1t2 > 0, S1 is symmetry-forbidden Ag and S2 is
symmetry-allowed Au. This is the case for Dimer Model 1 of the CNPPE solid. The electron
density differences between S1 (|Ψs1〉) and S0 (|Ψ0〉) as well as S2 (|Ψa1〉) and S0 are given by
∆ρ20 = ∆ρ10 =
{
(|φLU(X1)|2 − |φHO(X1)|2)− (|φLU(X2)|2 − |φHO(X2)|2)
}
. (32)
Thus, both ∆ρ20 and ∆ρ10 are expressed as the difference between the LUMOs and HOMOs
of X1 and X2. In contrast, the electron density difference between S2 and S1 is expressed as
∆ρ21 = ∆ρ20 −∆ρ10 = 0. (33)
Therefore, ∆ρ21 is cancelled because ∆ρ20 and ∆ρ10 are the same due to the pseudo-
degeneracy of S1 and S2. The overlap density between S2 and S0 as well as between S2
and S1 are given by
ρ20 =
1√
2
(φHO(X1)φLU(X1)− φHO(X2)φLU(X2)) , (34)
ρ21 =
1
2
{
(|φLU(X1)|2 − |φHO(X1)|2)− (|φLU(X2)|2 − |φHO(X2)|2)
} ≈ 0. (35)
ρ20 is expressed as the non-vanishing product of HOMOs and LUMOs. In contrast, ρ21
is cancelled because it is expressed as the difference between the square of the HOMOs
and LUMOs. The other pairs of electron density differences and overlap densities in the
pseudo-degenerate electronic system are summarized in Table S7 and Table S8, respectively.
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Concluding remarks
The origin of AIEE in the CNPPE solid was investigated by the ONIOM method using
the TD-DFT calculations. The pseudo-degeneracy arising from the excimer formation in the
solid phase gives the vanished electron density difference and overlap density between S1 and
S2, which suggests that the fluorescence from the second excited state was possible against
Kasha’s rule because the transitions from the second to first excited states are suppressed.
The electronic states delocalized over the molecules reduce the diagonal VCCs in the solid
phase to approximately 1/
√
2 times those in solution phase. In addition, the packing effect in
the solid phase reduces the off-diagonal VCCs of the intermolecular vibrations. These results
indicate that the internal conversions from excited to ground states are more suppressed in
the solid phase than in the solution phase.
In this study, we discussed a dimer with Ci site symmetry. Other cyano-substituted com-
pounds exhibiting AIEE, such as cyano-substituted bis(4-bromophenyl)-fumaronitrile, bis(3-
trifluoromethylphenyl)fumaronitrile, bis(4-methoxyphenyl)-fumaronitrile,39 and cyano-substituted
oligo(para-phenylene vinylene) (CN-DPDSB)40 also have Ci site symmetry in their crystal
structures, which suggests that AIEE may occur due to the pseudo-degeneracy in these
compounds. It should be noted, however, that other symmetries including C1 could be also
possible for the appearance of AIEE if the pseudo-degenerate electronic states are generated
in the aggregation phases.
A molecule which forms excimers with delocalized excited electronic states can be fluo-
rescent in the aggregation phases, even if the molecule is not fluorescent in an isolated state,
such as in solution or vacuum. Accordingly, we can obtain the following design principle for
AIEE: a candidate molecule for AIEE should have pseudo-degenerate adiabatic electronic
states because of the excimer formation in the aggregation phases.
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S1 Dimer Models in Solid Phase
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Fig. S1 Dimer Model (a) 1, (b) 2, and (c) 3 for the CNPPE solid. In Dimer Model 2, a dimer aligned in the ca-plane
was selected as the QM region and the surrounding 38 molecules were selected as the MM region. In Dimer Model
3, a dimer aligned in the b-direction was selected as the QM region and the surrounding 29 molecules were selected
as the MM region. The QM region was computed at the M06-2X/6-31G(d,p) levels of theory and the MM region was
computed using the UFF.
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Fig. S2 Total energy of the excited states of Dimer Model 1, 2, and 3 in the QM region. The energy reference is the
total energy of S0@S0 of Dimer Model 1, -2253.41783105 a.u.
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S2 Irreducible Representations of Excimers
S2.1 Ci symmetry
Table S1 presents the character table of Ci point group
1. In Ci point group, there are cases where an atom
does not exist at the inversion center and where an atom exists at the inversion center. When an atom does
not exist at the inversion center, the reducible representation of vibrational modes is decomposed as
Γvib =
3N−6
2
Ag +
3N−6
2
Au, (1)
where N denotes the number of atoms. Half of the vibrational modes belongs to Ag and the other half to Au.
On the other hand, when an atom exists at the inversion center, the number of vibrational modes is
Γvib =
3N−9
2
Ag +
3N−3
2
Au. (2)
The numbers of vibrational modes belonging to Ag and Au are different.
Table S1 Character table of Ci point group.
Ci E i h=2
Ag 1 1 Rx,Ry,Rz x
2,y2,z2,xy,yz,zx
Au 1 -1 x,y,z
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S2.2 C2 symmetry
Table S2 presents the character table ofC2 point group
1. InC2 point group, there are cases where no atoms
exist on a rotational axis and where atoms exist on a rotational axis. When atoms do not exist on a rotational
axis, the reducible representation of vibrational modes is decomposed as
Γvib =
3N−4
2
A+
3N−8
2
B. (3)
The numbers of vibrational modes belonging to A and B are not the same. When Na atoms exist on a
rotational axis, the number of vibrational modes is
Γvib =
3N−Na−4
2
A+
3N +Na−8
2
B. (4)
The number of vibrational modes belonging to B increases with Na.
Table S2 Character table of C2 point group.
C2 E C2 h=2
A 1 1 z,Rz x
2,y2,z2,xy
B 1 -1 x,y,Rx,Ry yz,zx
1–14 | 5
S2.3 Cs symmetry
Table S3 presents the character table of Cs point group
1. In Cs point group, there are cases where no atoms
exist on a mirror plane and where atoms exist on a mirror plane. When atoms do not exist on a mirror plane,
the reducible representation of vibrational modes is decomposed as
Γvib =
3N−6
2
A′+
3N−6
2
A′′. (5)
Half of the vibrational modes belongs to A′ and the other half to A′′. When Np atoms exist on a mirror plane,
the number of vibrational modes is
Γvib =
3N +Np−6
2
A′+
3N−Np−6
2
A′′. (6)
The number of vibrational modes belonging to A′ increases with Np.
Table S3 Character table of Cs point group.
Cs E σh h=2
A′ 1 1 x,y,Rz x2,y2,z2,xy
A′′ 1 -1 z,Rx,Ry yz,zx
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S3 Electron Density Differences of Dimer Model 2 and 3
Table S4 Excited states of Dimer Model 2 at the S0 and S1 optimized structures.
State Excitation Energy f Major Configuration
eV nm (CI Coefficient)
@S0 S1 (A) 3.8692 320.44 3.2829 HO-1→ LU (0.398), HO→ LU+1 (0.565)
S2 (A) 3.9294 315.53 0.0977 HO-1→ LU (0.565), HO→ LU+1 (-0.399)
@S1 S1 (A) 3.1122 398.39 1.8360 HO→ LU (0.700)
S2 (A) 3.9107 317.04 1.5560 HO-1→ LU+1 (0.791)
(a) (b)x
y
Fig. S3 Electron density differences of (a) S1@S1-S0@S1 and (b) S2@S1-S0@S1 for Dimer Model 2. Isosurface
values are 1.0×10−3 a.u.
Table S5 Excited states of Dimer Model 3 at the S0 and S2 optimized structures.
State Excitation Energy f Major Configuration
eV nm (CI Coefficient)
@S0 S1 (A) 3.7862 327.46 0.1146 HO-1→ LU ( 0.57769), HO→ LU+1 (-0.37639)
S2 (A) 3.9346 315.12 2.6588 HO-1→ LU ( 0.38099), HO→ LU+1 ( 0.57373)
@S2 S1 (A) 3.3696 367.95 0.0005 HO-1→ LU ( 0.49586), HO→ LU+1 (-0.48388)
S2 (A) 3.5310 351.13 2.8119 HO-1→ LU ( 0.48848), HO→ LU+1 ( 0.49548)
(a) (b)x
y
Fig. S4 Electron density differences of (a) S1@S2-S0@S2 and (b) S2@S2-S0@S2 for Dimer Model 3. Isosurface
values are 1.0×10−3 a.u.
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S4 Potential Derivatives of Monomer Model and Dimer Model 1
Fig. S5 Potential derivatives of (a) mode 49 for Monomer Model and (b) mode 111 for Dimer Model 1 of which the
off-diagonal VCC is reduced by the packing effect. Potential derivatives of (c) mode 51 for Monomer Model and (d)
mode 113 for Dimer Model 1 of which the off-diagonal VCC is not reduced by the packing effect. Isosurface value
for Monomer Model is 1×10−2 a.u. and for Dimer Model 1 is 1/√2×10−2 a.u.
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S5 Potential Energy Surface of Monomer Model
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Fig. S6 Potential energy surfaces of S0 and S1 of Monomer Model along with (a) mode 1 and (b) mode 3. qα
denotes the Cartesian displacement from the S0 optimized structure. The potential energy surfaces along with these
modes were not approximated to harmonic potentials. The reorganization energies of modes 1 and 3 including the
anharmonicity effect were calculated to be 0.028 and 0.067 eV, respectively.
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S6 Decamer Model in Solid Phase
QM
MM
ac
Fig. S7 Decamer Model for the CNPPE solid. Centered decamer is selected as the QM region (M06-2X/3-21G) and
the surrounding 60 molecules are selected as the MM region (UFF).
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Fig. S8 Electron density difference of S8@S0-S0@S0 for Decamer Model. Isosurface value is 3.0×10−4 a.u.
1–14 | 10
Table S6 Excited states of Decamer Model at the S0 optimized structure.
State Excitation Energy f Major Configuration
eV nm (CI Coefficient)
S1 (Au) 3.7447 331.09 0.0052 HO-4→ LU (0.2715), HO-4→ LU+5 (-0.2389)
HO-3→ LU+1 (-0.2715), HO-3→ LU+4 (-0.2389)
S2 (Ag) 3.7447 331.09 0.0000 HO-4→ LU+1 (0.2717), HO-4→ LU+4 (0.2392)
HO-3→ LU (-0.2717), HO-3→ LU+5 (0.2392)
S3 (Ag) 3.7775 328.21 0.0000 HO-4→ LU+1 (0.2197), HO-3→ LU (-0.2199)
HO-2→ LU+3 (0.2583), HO-1→ LU+2 (0.2583)
S4 (Au) 3.7775 328.21 0.0618 HO-4→ LU (-0.2204), HO-3→ LU+1 (0.2204)
HO-2→ LU+2 (0.2580), HO-1→ LU+3 (0.2580)
S5 (Au) 3.8860 319.06 0.7377 HO-4→ LU+2 (-0.2070), HO-4→ LU+5 (0.2771)
HO-3→ LU+3 (-0.2070), HO-3→ LU+4 (0.2771)
HO-2→ LU+6 (-0.2052), HO-1→ LU+7 (0.2052)
S6 (Ag) 3.8871 318.96 0.0000 HO-4→ LU+3 (-0.2030), HO-4→ LU+4 (0.2690)
HO-3→ LU+2 (-0.2030), HO-3→ LU+5 (0.2690)
HO-2→ LU+7 (0.2208), HO-1→ LU+6 (-0.2208)
S7 (Ag) 3.9259 315.81 0.0000 HO-5→ LU+9 (-0.2354), HO→ LU+8 (0.6484)
S8 (Au) 3.9942 310.41 9.0385 HO-2→ LU+6 (-0.3474), HO-1→ LU+7 (0.3474)
HO→ LU+9 (-0.2498)
S9 (Ag) 4.0290 307.73 0.0000 HO-2→ LU+7 (-0.3649), HO-1→ LU+6 ( 0.3649)
S10 (Au) 4.1224 300.76 1.1521 HO→ LU+9 (-0.5282)
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S7 Hubbard Model of a Pseudo-Degenerate Electronic System
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Fig. S9 Energy difference between first and second excited states, Es1−Ea1 , calculated by numerically diagonalizing
the Hubbard Hamiltonian. ε ,U1, and U2 were set to 3.0, 1.0, and 1.0, respectively.
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In this section, we describe the electron density differences and overlap densities in the pseudo-degenerate
electronic system using the Hubbard model. The electron density in the ground state is defined by ρ0. The
orbital overlap densities are defined by
p1 = |φHO(X1)|2, p2 = |φHO(X2)|2, q1 = |φLU(X1)|2, q2 = |φLU(X2)|2, (7)
r1 = φHO(X1)φLU(X1), r2 = φHO(X2)φLU(X2), (8)
s1 = φHO(X1)φHO(X2), s2 = φLU(X1)φLU(X2), s3 = φHO(X1)φLU(X2) = φLU(X1)φHO(X2), (9)
where φHO/LU(X1/X2) represent the HOMO/LUMO of X1/X2. The overlaps between X1 and X2 separated
from each other, namely s1, s2 and s3, are supposed to be 0. Table S7 and S8 respectively present the
electron density differences and overlap densities in the pseudo-degenerate electronic system.
Table S7 Electron density differences in the pseudo-degenerate system. α = 1
2
((ρ0− p1+q1)+(ρ0− p2+q2)). For
Dimer Model 1 of the CNPPE solid, S1 corresponds to |Ψs1〉, and S2 |Ψa1〉. Therefore, the electron density difference
between S1 and S2 is given by 0.
Ψ0 Ψ
s
1 Ψ
s
2 Ψ
a
1 Ψ
a
2
Ψ0 0 ρ0−α ρ0−α ρ0−α ρ0−α
Ψs1 0 0 0 0
Ψs2 0 0 0
Ψa1 0 0
Ψa2 0
Table S8 Overlap densities in the pseudo-degenerate system. α = 1
2
((ρ0− p1+q1)+ (ρ0− p2+q2)), β1 = 12(q1−
p1−q2+ p2)≈ 0, β2 = 12(q2− p1−q1+ p2), γ1 = 1√2(r1+ r2), γ2 =
1√
2
(r1− r2). For Dimer Model 1 of the CNPPE
solid, S1 corresponds to |Ψs1〉, and S2 |Ψa1〉. Therefore, the overlap density between S1 and S2 is given by β1 ≈ 0.
Ψ0 Ψ
s
1 Ψ
s
2 Ψ
a
1 Ψ
a
2
Ψ0 ρ0 γ1
t1+t2
U2
γ1− t3ε−U1+2U2 α γ2
t2−t1
U2
γ2− t3ε−U1+2U2 β2
Ψs1 α 0 β1(≈ 0) t2−t1U2 β1−
t1+t2
U2
β2
Ψs2 α
t1+t2
U2
β1− t2−t1U2 β2 β2
Ψa1 α 0
Ψa2 α
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