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ABSTRACT
We present a non-parametric cell-based method of selecting highly pure and largely complete
samples of spiral galaxies using photometric and structural parameters as provided by standard
photometric pipelines and simple shape fitting algorithms. The performance of the method is
quantified for different parameter combinations, using purely human-based classifications as
a benchmark. The discretization of the parameter space allows a markedly superior selection
than commonly used proxies relying on a fixed curve or surface of separation. Moreover,
we find structural parameters derived using passbands longwards of the g band and linked
to older stellar populations, especially the stellar mass surface density μ∗ and the r-band
effective radius re, to perform at least equally well as parameters more traditionally linked
to the identification of spirals by means of their young stellar populations, e.g. UV/optical
colours. In particular, the distinct bimodality in the parameter μ∗, consistent with expectations
of different evolutionary paths for spirals and ellipticals, represents an often overlooked yet
powerful parameter in differentiating between spiral and non-spiral/elliptical galaxies. We
use the cell-based method for the optical parameter set including re in combination with the
Se´rsic index n and the i-band magnitude to investigate the intrinsic specific star formation
rate–stellar mass relation (ψ∗−M∗) for a morphologically defined volume-limited sample of
local Universe spiral galaxies. The relation is found to be well described by ψ∗ ∝ M−0.5∗
over the range of 109.5 ≤ M∗ ≤ 1011 M with a mean interquartile range of 0.4 dex. This
is somewhat steeper than previous determinations based on colour-selected samples of star-
forming galaxies, primarily due to the inclusion in the sample of red quiescent discs.
Key words: galaxies: fundamental parameters – galaxies: photometry – galaxies: spiral –
galaxies: structure.
1 IN T RO D U C T I O N
With the advent of large optical photometric ground- and space-
based surveys which are ongoing, commencing [the Sloan Digital
Sky Survey (SDSS; York et al. 2000; Abazajian et al. 2009) the
Galaxy And Mass Assembly Survey (GAMA; Driver et al. 2011),
SKYMAPPER (Keller et al. 2007), the VST Atlas, the Kilo Degree
Survey (KiDS; de Jong et al. 2013) and the Dark Energy Survey
E-mail: meiert.grootes@mpi-hd.mpg.de
(DES; The DES collaboration 2005)] or scheduled to commence
in the next years (e.g., Euclid; Laureijs et al. 2011), the number
of extragalactic sources with reliable, uniform data is increasing
dramatically, further opening the door to statistical studies of the
population of galaxies, both at local and intermediate redshifts.
To first order, the visible matter distributions of galaxies may
be classified as being best described either as an exponential disc,
i.e. a largely rotationally supported system, or a spheroid, i.e. a
largely pressure-supported system. This dichotomy forms the ba-
sis of the standard morphological categorization of galaxies into
late-types/spirals and early-types/ellipticals, introduced by Hubble
C© 2013 The Authors
Published by Oxford University Press on behalf of the Royal Astronomical Society
 at U
niversity of St A
ndrew
s on Septem
ber 9, 2014
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
3884 M. W. Grootes et al.
(1926) and in widespread use ever since. This basic morphological
bimodality of the galaxy population appears to be mirrored in a
range of physical properties, with late-type/spiral galaxies having
blue UV/optical colours and showing evidence of star formation, on
average, while early-type/elliptical galaxies appear red on average,
and mostly only display a low level of star formation, if any at all
(e.g. Strateva et al. 2001; Baldry et al. 2004; Balogh et al. 2004).
However, a wide variety of exceptions to this rule exist. For exam-
ple, spiral galaxies may appear red due to the attenuation of their
emission by dust in their discs, or a spiral may truly have very low
star formation and red colours whilst maintaining its morphological
identity, while, on the other hand, an elliptical galaxy may appear
blue due to a localized recent burst of star formation.
It is assumed that different modes of assembly of the stellar popu-
lations of these galaxy categories are responsible for the distinction.
This, in turn, necessitates the ability to reliably identify and distin-
guish between the types of galaxies when investigating the physical
processes determining galaxy formation and evolution on the ba-
sis of large statistical samples of galaxies. Furthermore, it is clear
that in any investigation of galaxy properties for a given morpho-
logical class, the classification itself should not introduce a bias
into the property being investigated. For example, a pure sample of
spiral galaxies used to investigate star formation as a function of
galaxy environment must include the population of red, passively
star-forming spiral galaxies.
Visual classifications of galaxy morphology by professional as-
tronomers therefore remain the method of choice and the benchmark
for robustly identifying the morphology of a galaxy. However, such
classifications may suffer from biases arising from the individual
performing the classification, and the uncertainty/robustness of the
classification is difficult to quantify. Furthermore, in the case of
marginally resolved data, even the ability of the human eye to iden-
tify a morphological structure may be limited, so that the decreasing
linear resolution as a function of redshift may introduce systematic
biases. In such cases, quantitative photometric measures of the light
profile may be at least as reliable as human classifications. The
overriding fact which immediately stymies the visual classification
by professionals of all sources in modern imaging surveys such
as SDSS, however, is the size of the galaxy samples provided by
the surveys, and accordingly the time required for classification.
Thus, one is forced to develop alternative schemes for obtaining
morphological classifications of large samples of galaxies.
Recently, in an attempt to circumvent the limitations in sample
size, reduce the possibility of bias and provide an objective mea-
sure of robustness, Lintott et al. (2008) have enlisted the help of
citizen scientists in visually classifying a large fraction of SDSS
DR7 galaxies in the Galaxy Zoo project (Lintott et al. 2008, 2011),
releasing a catalogue of probability-weighted visual classifications
into spirals and ellipticals. Although demonstrably feasible, such an
approach is nevertheless very time consuming, especially on large
data sets.
The often adopted alternative is to attempt an automatic classifi-
cation of galaxies based on some proxy for a galaxy’s morphology.
These automatic classification schemes can be roughly divided into
three categories: (i) those relying on a detailed analysis of the full
imaging products, (ii) those using a wide variety of photometric
and spectroscopic proxies, in combination with a sophisticated al-
gorithmic decision process, and (iii) those using one or two simple,
usually photometric, parameters and a fixed or simply parametrized
separator. Of course, hybrids between these categories also exist.
Examples of the first category include the concentration, asym-
metry and clumpiness (CAS; Conselice 2003) parameters, derived
directly from the data reduction and model fitting of the imaging
data, as well as the Gini coefficient (Gini 1912; Abraham, van den
Bergh & Nair 2003; Lotz, Primack & Madau 2004) and the M20 co-
efficient (Lotz et al. 2004). Forming a hybrid between this and the
second category, Scarlata et al. (2007) have introduced the Zurich
Estimator of Structural Types (ZEST) based on a principal com-
ponent analysis of these and other model-independent quantities,
which has been applied to various data sets. Examples of the sec-
ond category are given by classification schemes based on neural
networks (e.g. Banerji et al. 2010) and making use of support vector
machines (SVMs; Huertas-Company et al. 2008, 2011). Finally, the
third category, which finds widespread use, includes, for example,
the concentration index (Strateva et al. 2001; Stoughton et al. 2002;
Kauffmann et al. 2003), the location in colour–magnitude space
(Baldry et al. 2004), the Se´rsic index (Blanton et al. 2003; Bell et al.
2004; Jogee et al. 2004; Ravindranath et al. 2004; Barden et al.
2005), the location in the NUV − r resp. u − r versus log(n) plane
(Driver et al. 2012; Kelvin et al. 2012), the location in the space de-
fined by the SDSS fdev parameter [i.e. the fraction of a galaxy’s flux
which is fitted by the de Vaucouleurs profile (de Vaucouleurs 1948)
in the best-fitting linear combination of a de Vaucouleurs and an
exponential profile] and the axis ratio of the best-fitting exponential
profile, qexp (Tempel et al. 2011), and, in the case of high-z galaxies,
the location in the (U − V)–(V − J) rest-frame colour–colour plane
(Patel et al. 2012).
Overall, the advantages and disadvantages of the automatic
schemes can also be categorized in a similar manner. Schemes
in category (i) ideally require well-resolved imaging, which may be
difficult to obtain for faint galaxies in wide-field imaging surveys,
even in the local universe. Furthermore, they require detailed imag-
ing products, often including intermediate data reduction products
which are not archived, making an independent morphological clas-
sification very time consuming and/or computationally expensive,
especially for large data sets. Schemes in category (ii), on the other
hand, require the implementation of a complex analysis algorithm
in addition to the existence of a training set of objects with known
morphologies, and may require assumptions about the nature of
the statistical distribution of the parameters considered. Finally, for
the third category, the simple parametrization must limit either the
degree to which the selection recovers all members of a given mor-
phological category or the level at which the classification is robust
against contamination, even for proxies which make use of struc-
tural information. Furthermore, it should be noted that the majority
of the methods considered make use of parameters linked directly
to ongoing star formation, and as such may introduce a bias into
the star formation properties of a selected galaxy sample. For ex-
ample in category (i), the clumpiness parameter in the CAS scheme
traces localized current star formation in spirals, while in category
(ii) both the methods of Banerji et al. (2010) and Huertas-Company
et al. (2011) make use of galaxy colours, and Banerji et al. (2010)
uses texture of the imaging as well. Finally in category (iii) a range
of simple proxies make use of the colour bimodality, linked to star
formation, of the galaxy population.
In the following, we present a non-parametric method for se-
lecting spirals based on the combinations of two and three photo-
metric and simple structural parameters. The method is based on
a discretization of the parameter space spanned by the parame-
ter combination performed using an adaptive grid which increases
the resolution in regions of high galaxy parameter space density.
The division of the discretized parameter space into a spiral and a
non-spiral subvolume is calibrated using the morphological classi-
fications of Galaxy Zoo Data Release 1 (DR1; Lintott et al. 2011).
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We quantify the performance of each parameter combination in
terms of completeness and purity, identifying those with the best
performance, and also investigating parameter combinations which
make no use of properties directly linked to ongoing star formation.
This approach can be considered formally analogous to the clas-
sifications of stars in discrete spectral classes as discussed in the
review of Morgan & Keenan (1973).
We describe the data used in Section 2 and the method in Sec-
tion 3. We then investigate the performance of the parameter combi-
nations in Section 4 and compare the performance of our selection
with other methods in Section 5. We discuss our results and the
applicability of the method in Section 6, and apply the selection
method to obtain a reliable sample of spirals as a basis for investi-
gating the intrinsic scatter in the stellar mass–specific star formation
rate relation of this class of galaxies in Section 7. Finally, we close
by summarizing our results in Section 8. Throughout the paper, we
assume an M = 0.3, λ = 0.7, H0 = 70 km s−1 Mpc−1 cosmology.
2 DATA
Within this work, we aim to investigate the efficacy and perfor-
mance as proxies of various combinations of UV/optical photomet-
ric parameters for the morphological selection of spiral galaxies. To
facilitate this comparison and broaden the range of possible prox-
ies, we have endeavoured to create an unbiased sample of galaxies
with as much available data as possible. We have selected all spec-
troscopic objects with SpecClass = 2 (galaxies) from the seventh
data release (DR7) of SDSS (Abazajian et al. 2009) which lie within
the GALEX Medium Imaging Survey (MIS) depth (1500 s; Martin
et al. 2005; Morrissey et al. 2007) footprint. We have matched
this sample to the catalogue of the Max-Planck-Institute for As-
trophysics/John Hopkins University (MPA/JHU) analysis of SDSS
DR7 spectra (providing emission line fluxes) and to the catalogue
of single Se´rsic fits recently published by Simard et al. (2011) using
the SDSS unique identifiers, and to the preliminary NUV GALEX
MIS depth unique NUV source galaxy catalogue GCAT MSC (Seib-
ert et al., in preparation) using a 4 arcsec matching radius.1 Given
the uncertainties involved with flux redistribution (e.g., Robotham
& Driver 2011), we have chosen to treat only one-to-one matches
between SDSS and GALEX as possessing reliable UV data.
Where multiple spectra are available for a single photometric
object, we have used the spectrum corresponding to the MPA/JHU
entry. Where multiple spectra form the MPA/JHU reductions are
available, we have chosen the spectrum with the smallest redshift
error. In order to obtain a reliable benchmark morphological classifi-
cation, we have matched the sample to the Galaxy Zoo DR1 (Lintott
et al. 2008, 2011) catalogue of visual, redshift debiased morpholog-
ical classifications (Bamford et al. 2009; Lintott et al. 2011) using
the photometric SDSS ObjId, limiting ourselves to local universe
sources (redshift z ≤ 0.13). This selection provides a sample of
166 429 galaxies (referred to as the Opticalsample), with a subsam-
ple of 114 047 NUV-detected, uniquely matched sources (referred to
as the NUVsample). Finally, we have cross-matched these samples
to the catalogue of ∼14 k bright SDSS DR4 (Adelman-McCarthy
et al. 2006) galaxies with detailed morphological classifications of
Nair & Abraham (2010). This results in a subsample of 6220 sources
with two independent morphological classifications (which we refer
to as the NAIRsample). 4470 sources in the NAIRsample have NUV
detections, and we refer to this subsample as the NUVNAIRsample.
1 We note that the GCAT MSC includes a cut on S/N > 3.
2.1 SDSS and GALEX photometry
We have retrieved Petrosian magnitudes, the foreground extinction,
the fdeV and qexp parameters from the SDSS photometric pipeline,
and the Petrosian 50th (R50) and 90th (R90) percentile radii in the
u, g, r and i passbands from the SDSS data base using CASJOBS. To
obtain total (Se´rsic) magnitudes, we use the algorithms for convert-
ing SDSS Petrosian magnitudes to total Se´rsic magnitudes derived
by Graham et al. (2005). The obtained magnitudes have been cor-
rected for foreground extinction using the extinction values supplied
by SDSS [derived from the Schlegel, Finkbeiner & Davis (1998)
dust maps]. K-corrections to z = 0 have been performed using
kcorrect_v4.2 (Blanton & Roweis 2007).
GALEX sources with NUV artefact flag indicating window or
dichroic reflections have been removed from the sample. The FUV
and NUV magnitudes of the matched GALEX sources have been
corrected for foreground extinction using the Schlegel et al. (1998)
dust maps and AFUV = 8.24 E(B − V) and ANUV = 8.2 E(B − V)
following Wyder et al. (2007).
Photometric stellar mass estimates have been calculated from the
extinction and k-corrected magnitudes using the g − i colour and
the i-band absolute magnitude Mi as
log(M∗) = −0.68 + 0.7 · (g − i) − 0.4Mi + 0.4 · 4.58, (1)
where the factor 4.58 is identified as the solar i-band magnitude,
following the prescription provided by Taylor et al. (2011).
2.2 Emission line data
We make use of the emission line fluxes from the Hα, Hβ, [N II] 6584
and [O III] 5007 emission lines, and of the underlying continuum
flux for the Hα emission line. Using these data, we calculate the
Hα equivalent width (EQW) and the Balmer decrement. We use
the Hα EQW as an independent observable in the investigation of
possible biases in the morphological proxies for spiral galaxies and
the Balmer decrement in the correction of observed UV photometry
for the effects of attenuation due to dust using the prescription of
Calzetti et al. (2000) (cf. Section 7). The ratios of Hα to [N II] 6584
and Hβ to [O III] 5007 are used to identify galaxies hosting an AGN
following the prescription of Kewley et al. (2006). The emission
line data are taken from the MPA/JHU analysis of the SDSS DR7
spectra2 (performed by Stephane Charlot, Guineverre Kauffmann,
Simon White, Tim Heckman, Christy Tremonti and Jarle Brinch-
mann). We calculate the Hα EQWs as the ratio of emission line to
continuum flux. As the listed uncertainties are formal, we multiply
the uncertainties on the emission line fluxes by the factors listed on
the website, in particular by 2.473 for Hα, 2.039 for [N II] 6584,
1.882 for Hβ and 1.566 for [O III] 5007. These factors have been
determined by the MPA/JHU group using comparisons of duplicate
spectra of objects within the sample. For sources with S/N < 3, we
use three times the uncertainty as an upper limit. For details on the
data and catalogues, we refer the reader to the MPA/JHU website.
2.3 Single Se´rsic profile fits
In constructing the parameter combinations for use as proxies, we
have made use of the structural information supplied by the simul-
taneous fits in the g and r bands of single Se´rsic profiles to SDSS
2 The data and catalogues are available from http://www.mpa-
garching.mpg.de/SDSS/
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photometry made available by Simard et al. (2011), performed us-
ing GIM2D. In particular, we have used the Se´rsic index n, the single
Se´rsic effective radius re (half-light semimajor axis) in the r band
and the ellipticity e. Simard et al. (2011) find that multiple compo-
nent fits are not justified for most SDSS sources given the resolution
of the imaging, and similar issues will afflict other surveys as well.
Therefore, we have chosen to use the largely robust single Se´rsic
profile fits in this work. We note, however, that Bernardi et al. (2012)
have recently argued that for the brightest sources two component
fits are preferable over single Se´rsic fits and that for these sources the
sizes derived by Simard et al. (2011) are systematically too small.
This will not affect the analysis presented here, as these sources
form a minority of the population considered and the effect will be
accounted for in the calibration of the proxies.
2.4 Galaxy Zoo DR1
The Galaxy Zoo DR1 (Lintott et al. 2008, 2011; Bamford et al.
2009) represents the largest and faintest sample of galaxies with
morphological classifications based on visual inspection. We have
employed these morphological classifications, specifically those of
the sources with redshift debiased classifications as provided by
Bamford et al. (2009), as a benchmark morphological classifica-
tion. Such a debiased estimate is only possible for sources with
spectroscopic redshifts. Rather than a binary classification, Galaxy
Zoo DR1 provides a probability for the source being an elliptical
(PE, DB) or a spiral (PCS, DB) (CS denotes the combined spiral class,
i.e. summed over the subclasses available in Galaxy Zoo DR1, i.e.
clockwise spiral, anticlockwise spiral, spiral edge-on/other), based
on the outcome of all classifications of the object.3 It is then up to
the user to decide where to place the threshold for assuming that
a classification is reliable. After eyeballing a selection of galaxies,
we have chosen to treat a debiased probability of 0.7 or greater as
being a reliable classification in the context of this work. Such a
choice results in three populations: (i) spirals, (ii) ellipticals and
(iii) undefined. We will show that this choice leads to highly pure
samples of spirals.
2.5 The sample of Nair & Abraham (2010)
Nair & Abraham (2010) have provided detailed visual morpholog-
ical classifications of 14 034 galaxies in the SDSS DR4 (Adelman-
McCarthy et al. 2006), with 0.01 ≤ z ≤ 0.1 and g′ < 16 mag.
They provide T-types for each source as follows: (c0, E0, E+):
−5; (S0−): −3; (S0, S0+): −2; (S0/a): 0; (Sa): 1; (Sa/b): 2, (Sb):
3, (Sb/c): 4; (Sc): 5; (Sc/d): 6; (Sd): 7; (Sdm): 8; (Sm): 9; (Im):
10; (unknown/?): 99. In the context of this work, we have treated
the T-types 1–10 as late-types/spirals. We note, however, that this
sample does not extend to the depth of the Galaxy Zoo sample, and
that, in spite of its size, independent visual classifications are only
available for ∼6000 of the galaxies in our sample. As such the pop-
ulation of faint and/or marginally resolved galaxies which dominate
the source counts of current wide-field blind optical surveys is only
marginally sampled.
3 It should be noted that due to the debiasing procedure, PCS,DB + PE,DB
for a given galaxy is not necessarily equal to unity.
3 A NON-PARAMETRI C, C ELL-BA SED
CLASSI FI CATI ON SCHEME
In order to obtain reliable morphological selections of galaxies
based upon photometric parameters, the parameter chosen must ide-
ally display a distinct separation into two populations corresponding
to the different morphological categories. Prominent examples of
such one parameter separation criteria are the concentration index
Cidx = R90/R50 (e.g. Strateva et al. 2001) and the Se´rsic index n
(e.g. Blanton et al. 2003).
Other schemes make use of combinations of two or more parame-
ters such as the u − r colour and r-band absolute magnitude (Baldry
et al. 2004), or the qexp and fdeV parameters, possibly in combina-
tion with u − r colour information (Tempel et al. 2011). Recently,
Kelvin et al. (2012) and Driver et al. (2012) have suggested the
use of a UV/optical colour (u − r, resp. NUV − r) and the Se´rsic
index n in separating spiral and elliptical galaxies, and a variant of
the NUV − r , n selection has been used by Grootes et al. (2013) to
select spiral galaxies for the purpose of a radiation transfer analysis
and has proven to be efficient.
Common to all these approaches is the difficulty of selecting
a curve/surface of separation between the two populations, which
includes as large a fraction of the desired category as possible,
whilst simultaneously keeping the level of contamination as low
as feasible. In addition, this choice may be influenced by further
requirements upon the recovery fraction and purity of the sample,
which can be envisioned to vary with application.
The functional form of the curve or hypersurface providing the
optimal separation of the two populations is not known a priori, and
an appropriate choice can be non-trivial, even if the population of
spiral galaxies is easily separable from the non-spiral population by
eye. Furthermore, the sharp division between the two is generally
not exhibited by the galaxy populations which show a more gradual
transition. Accordingly, sharp transitions in combination with sim-
ple parametrizations where the functional form may be ill-suited
can give rise to large contaminations.
3.1 Discretizing parameter space
Rather than making assumptions about the functional form of the
separation, we discretize the space spanned by the parameters used
into individual cells. For each cell, we can, using the Galaxy Zoo
classifications, measure the fraction of the galaxies residing therein
which are spirals (i.e. PCS,DB ≥ 0.7), and define a subvolume of
the total parameter space composed of cells with a fraction greater
than some desired threshold fraction. This subvolume can then be
associated with a population of spiral galaxies.
As further discussed in Sections 3.2 and 4, the discretization is
performed using a random subsample of 50 k (30 k for the NUV
sample) galaxies. Since the density of galaxies in parameter space
is highly non-uniform, the discretization is performed using an
adaptive scheme, with the number of divisions along each axis
increasing by a power of 2 with each level of refinement. Cells at
each level are further refined to a maximum of three refinement
steps, i.e. to 16 subdivisions per axis, if they contain more than
200 galaxies. This adaptive refinement allows the resolution of the
grid to adapt to the density of sources in parameter space, and
ensures that the dividing hypersurface is both well defined and
well resolved in regions of high and low source density. The value
of the refinement threshold has little impact on the result of the
classification, provided the calibration sample is large enough that
sufficient refinement is achievable. A high threshold in combination
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Figure 1. Cell grid obtained for the parameter combination (log(n), log(re), log(μ∗)) using a calibration sample of 10 000 galaxies. The 10 k galaxies of the
calibration sample are overplotted with colour-coding according to the probability of being a spiral (blue: spiral, red: non-spiral).
with a small calibration sample will lead to a low level of resolution
and a potential increase in the level of contamination. Choosing
the threshold for refinement at 200 galaxies is found to allow for
sufficient resolution, whilst maintaining bin populations at such a
level that the relative uncertainties of the spiral fraction for the most
finely subdivided cells are less than 0.3 on average. Fig. 1 shows the
resultant grid for a possible combination of three parameters (the
grids will differ for different parameter combinations).
In each of the cells, we calculate the fraction of spirals Fsp as
Fsp = NGZ,sp
Ncell
, (2)
where NGZ, sp is the number of Galaxy Zoo spirals (i.e. PCS, DB ≥ 0.7)
in the cell and Ncell is the total number of galaxies in the cell.
The associated relative error Fsp,rel is calculated using Poisson
statistics and error propagation. We then define those cells with
Fsp ≥ Fsp (whereFsp is the threshold spiral fraction) and Fsp,rel ≤
1 to be spiral cells, i.e. we treat every object in the cell as a spiral
galaxy, and thus obtain a decomposition of the parameter space into
a spiral and a non-spiral subvolume. The choice of Fsp,rel ≤ 1 has
little effect in terms of the total population, as large values of Fsp,rel
correspond to scarcely populated cells. The population is obviously
more sensitive to the choice of the limiting fraction Fsp, with lower
values leading to larger recovery fractions but lower purity. Here we
have experimented with different values of Fsp and find Fsp = 0.5
to result in a very pure, yet nevertheless largely complete, sample
of spirals. In this work, we continue with the choice Fsp = 0.5;
however, we note that if a larger recovery fraction or an even greater
purity is desired, this choice can be altered.
In this work, we focus on combinations of two and three pa-
rameters. While the approach is theoretically applicable to higher
dimensional parameter spaces, the requirements on resolution and
cell population impose an effective limit of three dimensions for
the calibration sample available. We provide a decomposition of
the parameter space for three combinations of three parameters in
Appendix A, which also provide the values of Fsp and Fsp,rel
for all cells. We emphasize that any reader wanting to use the dis-
cretizations provided must check for systematic differences between
his/her data/parameters and those used in this work, and refer the
reader to Section 6.3 for a further discussion of the application of
the results presented here to other surveys.
3.2 Sensitivity to the calibration sample
In order to provide a robust and reliable decomposition of the pa-
rameter space, the calibration sample must adequately sample the
parameter space and the galaxy population, i.e. it must contain suf-
ficient galaxies to achieve the required level of resolution and to
sufficiently populate the individual cells, as well as be represen-
tative of the galaxy population as a whole. On the other hand, as
the calibration sample must be visually classified, it is desirable to
understand how the performance of the method relies on the size of
the calibration sample. In particular, it is of interest how the purity,
completeness and contamination by ellipticals of the sample depend
on the size of the calibration sample.
We define the purity fraction Ppure as
Ppure = Nsel,SP
Nsel
, (3)
where Nsel is the number of galaxies selected as spirals by the cell-
based method and Nsel, SP is the number of those galaxies which
are visually classified as being spiral galaxies. Analogously the
contamination fraction Pcont is defined as the fraction of the selected
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Figure 2. Fractional purity (top), fractional completeness (middle) and
fractional contamination by ellipticals (bottom) for a selection of spirals
obtained using the Se´rsic index (i.e. log(n)), the effective radius in the r
band (i.e. log(re)) and the stellar mass surface density (i.e. log(μ∗)), as a
function of the size of the calibration sample. The solid line corresponds
to the results obtained when classifying the optical sample (i.e. without the
requirement of an NUV detection), while the dash–dotted line corresponds
to the results obtained when classifying the optical sample with morpholog-
ical classifications by Nair & Abraham (2010) defining spirals using these
detailed classifications, and the dashed line corresponds to the optical sam-
ple matched to the Nair & Abraham (2010) catalogue but using the Galaxy
Zoo visual classifications. The data points correspond to the mean of five
random realizations of the calibration sample drawn from the optical galaxy
sample with the error bars corresponding to the 1σ standard deviation about
the mean.
galaxies which are visually classified as ellipticals, i.e.
Pcont = Nsel,E
Nsel
. (4)
The completeness fraction of the sample Pcomp is defined as
Pcomp = Nsel,SP
NSP
, (5)
where NSP is the total number of visually classified spirals in the
sample being classified by the cell-based method.
Fig. 2 shows the fractional purity, completeness and contamina-
tion by elliptical galaxies for samples selected using a combination
of the parameters Se´rsic index (log(n)), effective radius in the r band
(log(re)) and stellar mass surface density (log(μ∗)), as a function
of the size of the calibration sample (this parameter combination is
found to perform well in selecting simultaneously pure and com-
plete samples of spirals; for further details on the parameters, the
parameter combinations and their performance, we refer the reader
to Section 4). The values at each sample size correspond to the mean
obtained from five random realizations of a calibration sample of
that size, with the error bars corresponding to the 1σ standard devi-
ation. In each case, the calibration sample is drawn from the whole
of the Galaxy Zoo sample.
The figure shows the performance in classifying three test sam-
ples: (i) the entire optical galaxy sample using the visual classifi-
cations of spirals provided by Galaxy Zoo (solid), (ii) the optical
galaxy sample with independent morphological classifications pro-
vided by Nair & Abraham (2010) making use of these to define
which galaxies really are spirals (dash–dotted) and (iii) the opti-
cal galaxy sample with morphological classifications provided by
Nair & Abraham (2010), but making use of the visual classifications
provided by Galaxy Zoo (dashed). When calculating the contamina-
tion by ellipticals for Galaxy Zoo-based definitions, we assume all
sources with PE, DB ≥ 0.5 to be ellipticals. For each of the test sam-
ples, contamination decreases while the completeness and purity
increase markedly with increasing size of the calibration sample.
However, calibration sample sizes greater than ∼50 k galaxies no
longer lead to a large improvement of the performance. The im-
provement in performance with increasing size of the calibration
sample is particularly striking for the optical sample matched to the
bright galaxy sample of Nair & Abraham (2010). The increasing
sample size enables a higher resolution, thus increasing purity and
decreasing contamination by allowing regions of parameter space
to be excluded, while simultaneously allowing the full extent of
the parameter space occupied by spiral galaxies to be sufficiently
sampled, increasing completeness by including other sections of the
parameter space.
Even for the smallest sample sizes, the performance of the method
does not appear to depend strongly on the specific realization of the
calibration sample, as shown by the error bars. However, there is
nevertheless a notable decrease in the 1σ uncertainty around the
mean with increasing sample size from ∼1–1.5 to  0.5 per cent,
i.e. calibration with a larger sample leads to a more robust and
reliable discretization.
In light of these results, we have chosen a calibration sample
of 50 k galaxies for discretizations of the parameter space for the
optical sample (i.e. without the requirement of an NUV detection)
and a subsample of 30 k of these galaxies for the discretizations of
the parameter space for the NUV sample (i.e. with the requirement
of an NUV detection). This allows the rest of the sample to be used
as a semi-independent test population with which to investigate
the performance of a given parameter combination. As we desire
the method to be applicable over the full redshift range considered
z ≤ 0.13, we randomly select the calibration sample from this
redshift range.
4 PA R A M E T E R C O M B I NAT I O N S
In the context of this work, we focus on a suite of directly observed
and derived parameters for the purpose of identifying spiral galaxies
which consists of a UV/optical colour (u − r, respectively NUV − r
for the NUV matched sample), the Se´rsic index n, the effective
radius re (half-light semimajor axis), the i-band absolute magnitude,
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the ellipticity e, the stellar mass M∗ and the stellar mass surface
density μ∗ calculated as
μ∗ = M∗2πr2e
. (6)
The usefulness of the u − r colour and the Se´rsic index in select-
ing spirals is well documented (e.g. Baldry et al. 2004 respectively
Barden et al. 2005). Similarly, as spiral galaxies are often assumed
to be largely star forming, the NUV − r colour may be assumed to
be of use. We have chosen to include the i-band magnitude Mi (a
directly observable tracer of stellar mass) and the derived param-
eter stellar mass M∗, as early-type galaxies are, on average, more
massive than late-types. Furthermore, at a given stellar mass, it
appears likely that a rotationally supported spiral will be more radi-
ally extended than a pressure-supported early-type galaxy; hence,
we make use of the effective radius. This also implies that the stellar
mass surface density of sources may be useful in separating spirals
from non-spirals. While for a spiral the value of μ∗ derived using
equation (6) is readily interpretable in a physical sense,4 the value
derived in this manner for a true ellipsoid will tend to underestimate
the actual surface density of the object, as the approximation of
the surface area using re as in equation (6) will tend to overestimate
the projected surface area. Hence, any observed separation of the
spiral and non-spiral populations in this parameter will represent a
lower limit to the actual separation. Finally, we have included the
observed ellipticity e, as the objects on the sky which appear most
elliptical are likely to be spirals observed at a more edge-on orien-
tation. We note, however, that the use of ellipticity as a parameter
will bias any selection of spirals towards sources seen edge-on.
Our goal is to identify (multiple) optimal sets of parameters which
can be used as morphological proxies in the selection of highly pure
and largely complete samples of spiral galaxies. As NUV data are
only available for a subset of the total sample, we perform the
investigations in parallel both for the OPTICALsample and for the
NUVsample.
For the OPTICALsample, we perform the discretization of the
parameter space using a sample of 50 k galaxies randomly drawn
from the OPTICALsample (the same sample is used for all parameter
combinations) and classify the performance using the OPTICAL-
sample and the NAIRsample [i.e. the subsample with morphological
classifications from Nair & Abraham (2010)]. For the NUV pre-
selected sample (the NUVsample), we perform the discretizations
using a sample of 30 k galaxies with NUV detections (randomly
sampled from the sample of 50 k galaxies used for the OPTICAL-
sample), and in this case classify the performance using the entire
NUVsample and the NUVNAIRsample [i.e. the subsample of galax-
ies with morphological classifications from Nair & Abraham (2010)
and NUV detections].
Fig. 3 shows the distributions of the parameters for the entire OP-
TICALsample (dashed), as well as for the randomly selected subset
of 50 k galaxies in the calibration subsample (solid). As expected,
the distributions for the two samples are so similar as to be indis-
tinguishable in Fig. 3 with the differences being smaller than the
line width5 The figure also shows the distributions for the galax-
4 As a spiral galaxy can be assumed to be circular to first order, the effective
radius can be used to derive a reasonable estimate of the surface area and
consequently of the stellar mass surface density.
5 This is quantitatively supported by the fact that Kolmogorov–Smirnoff
tests (and two sample χ2-tests for similarity for the discrete distributions
in e, n and re) support the null hypothesis that the samples have the same
distribution (p ≥ 0.49).
ies in the samples classified as spirals (PCS,DB ≥ 0.7, blue), ellipti-
cals (PE,DB ≥ 0.7, red), non-spirals (PCS,DB < 0.7, green) and unde-
fined (PCS,DB < 0.7 and PE,DB < 0.7, orange) using Galaxy Zoo.
As expected, the spiral and elliptical populations are reasonably
separated in terms of UV/optical colour and Se´rsic index. How-
ever, the overlap between the spiral and undefined populations is
nevertheless large for these parameters. Furthermore, the distribu-
tion of μ∗ notably also displays a distinct separation of the two
populations, and even shows a separation between the spiral and
undefined populations. The parameters stellar mass, effective ra-
dius and i-band absolute magnitude show the expected trends in the
populations as previously discussed. The distribution of ellipticities,
however, is noteworthy. As expected, the spiral sample dominates
the largest values of ellipticity and displays a separation from the
undefined population at high ellipticity. However, at intermediate
and lower values of e, there is considerable overlap with the other
populations. Furthermore, the population of spirals as defined by
Galaxy Zoo appears biased towards high values of ellipticity, i.e.
galaxies seen edge-on.6 As a consequence, a discretization of pa-
rameter space using this calibration sample and e in the parameter
combination will also be biased towards high values of ellipticity
(even more so, than due to the intrinsic overlap of the spiral and
non-spiral samples at low and intermediate values of e). However,
the bias will not affect the discretization of the parameter space for
combinations of parameters which are, to first order, independent
of the orientations of the galaxies with respect to the observer [e.g.
log(re), log(M∗), log(μ∗), Mi, log(n)].7 In such cases, the distri-
bution of ellipticities of spiral galaxies in each of the cells may be
expected to be similar to that of the entire calibration sample; hence,
the bias towards edge-on systems will have no effect.
The bias of the Galaxy Zoo spiral sample must also be taken
into account when quantifying the performance of different combi-
nations of parameters. When using samples relying on the Galaxy
Zoo classifications as test samples, the bias in e can give rise to
spuriously complete samples in combination with e as a selection
parameter. In spite of this bias, we nevertheless choose to use the
Galaxy Zoo sample for calibration and testing purposes, as it repre-
sents the only large and faint sample of visually classified galaxies
with a wide range of homogeneous ancillary data available. We
check for effects arising from the ellipticity bias using the bright
subsample of galaxies with independent visual classifications by
Nair & Abraham (2010), which does not display an ellipticity bias.
Fig. 4 shows the same for the parameter distributions of the
NUVsample and the randomly selected subset of 30 k galaxies con-
stituting the NUV calibration sample.
Comparing the parameter distributions between the OPTICAL-
sample and the NUVsample shown in Figs 3 and 4, the samples
appear remarkably similar. Nevertheless, Kolomogorov–Smirnoff
and χ2 tests indicate that, in spite of their similar appearance, the
null hypothesis that the parameter distributions in these samples are
the same has low probability (p ≤ 0.03). However, if one considers
only the subsamples of spirals and ellipticals, the tests find no sta-
tistically significant difference in the parameter distributions for the
6 For an unbiased sample, one would expect a flat distribution in ellipticity.
7 A bias in ellipticity can potentially give rise to a slight bias towards redder
UV/optical colours, as edge-on spirals appear redder on average. However,
we have found no significant evidence of such a bias. Recent work by Pastrav
et al. (2013a) has also found that fully resolved dust-rich galaxies seen edge-
on may appear larger than when seen face-on; however, the strength of this
effect remains to be quantified for marginally resolved sources.
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Figure 3. Distribution of the parameters in the entire OPTICALsample (dashed) and the calibration sample as defined in Section 3.2 for the population of
spirals (blue), ellipticals (red), non-spirals (green) and undefined (orange). The distributions of the whole sample and the calibration subsample are nearly
indistinguishable as differences are smaller than the line width.
Figure 4. Distribution of the parameters in the NUVsample (dashed) and the calibration sample as defined in Section 3.2 (solid) for the population of spirals
(blue), ellipticals (red), non-spirals (green) and undefined (orange). The distributions of the whole sample and the calibration sample are nearly indistinguishable.
OPTICALsample and the NUVsample (p ≥ 0.37), with the excep-
tion of the u − r and NUV − r colours (p ≤ 8 × 10−4), indicating
that the NUV pre-selection mainly affects the undefined population
and its size relative to the spiral and elliptical populations. Despite
these differences, overall, the use of UV pre-selection only has a
small effect on the parameter distributions, in comparison with the
large shift in the distributions between the morphological categories.
This qualitative impression is confirmed for the optical properties
of spirals and ellipticals, the null hypothesis being supported with
p ≥ 0.37. As might be expected, the null hypothesis is, however,
rejected for the NUV − r and u − r colours (p ≤ 8 × 10−4). The
NUV pre-selection also appears to affect the undefined population
and its size relative to the spiral and elliptical distributions, even in
the optical parameters, the null hypothesis being rejected for this
class for all parameters.8
8 This statement is valid for the combination of UV and optical photometric
depths in the data set used in this work. We caution that for different data
sets, this may not necessarily be true.
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Our goal in this work is to identify parameter combinations which
provide a pure, but also largely complete sample of spiral galaxies.
As such an additional important figure of merit in quantifying the
performance of the different parameter combinations is the bijective
discrimination power Pbij which we define as the product of Ppure
and Pcomp as defined in equations (3) and (5), i.e.
Pbij = Ppure · Pcomp . (7)
This provides a measure of the efficacy of the parameter combi-
nation at simultaneously selecting a pure and complete sample of
spirals from the test samples. Pbij can take on values between 0 and
1, with 1 corresponding to a perfectly pure and complete sample.
As a reference, a selected sample with Ppure = 0.75 and Pcomp = 0.7
(good values of completeness and purity) would have Pbij = 0.525.
Applying this metric to the Galaxy Zoo classifications as used in
this work of the Nair & Abraham (2010) sample, one finds that the
Galaxy Zoo classifications attain Ppure = 0.984 and Pcomp = 0.732,
resulting in Pbij = 0.720 for the Nair & Abraham (2010) sample of
bright galaxies.
In the case of test samples using the visual classifications provided
by Galaxy Zoo, the purity refers to the subsample of reliable spirals
(i.e. with PCS, DB ≥ 0.7). However, not all galaxies which do not fulfil
this criterion will be ellipticals. Rather, a fraction may be spirals
with a less certain classification. In order to quantify the extent to
which the sample is contaminated by ellipticals, we also provide
the value of Pcont as defined in equation (4), where we define all
sources with PE, DB ≥ 0.5 to be ellipticals.
4.1 Application to optical samples
In the following, we investigate the performance of selections using
parameters which can be applied to samples without the requirement
of UV data, i.e. u − r colour, log(n), log(re), log(M∗), log(μ∗), Mi
and e. The figures of merit involving completeness Pcomp and Pbij
are given in relation to the OPTICALsample and the NAIRsample.
4.1.1 Two parameter cells applied to optical samples
Tables 1 and 2 show the figures of merit achieved when testing
using the OPTICALsample and the NAIRsample, respectively, for
all 21 unique combinations of two parameters drawn from the suite
applicable to optical samples.
Testing the performance of different parameter combinations us-
ing the OPTICALsample, we find that the parameters log(μ∗) and
log(re) are efficient at selecting complete samples, with all samples
with Pcomp ≥ 0.7 involving combinations including at least one of
these parameters. These parameters also perform well in selecting
pure samples, as most combinations involving them attain values of
Ppure > 0.7. In concert with either log(μ∗) or log(re), the parameter
log(n) also leads to pure and complete samples of spirals [in par-
ticular, (log(n), log(re)) attains the highest value of Pbij = 0.529].
Using e in parameter combinations leads to selections which are
highly pure on average (Ppure  0.71), but have comparably low
values of completeness (Pcomp < 0.6), and accordingly have low
bijective discrimination power. A notable exception to this is the
combination (log(μ∗), e) with Ppure = 0.710, Pcomp = 0.744 and
Pbij = 0.528, the second highest value of Pbij overall. However, this
may be influenced by the ellipticity bias in the test sample (see the
previous discussion in Section 4).
Interestingly, use of the u − r colour does not of itself lead to
very pure samples, as the purity of, e.g., the combinations (u − r,
Table 1. Nsel, Ppure, Pcomp, Pbij and Pcont for combinations of two pa-
rameters applied to the OPTICALsample.
Parameter combination Nsel Ppure Pcomp Pbij Pcont
(u − r, log(n)) 67 436 0.617 0.655 0.404 0.060
(u − r, log(re)) 57 168 0.710 0.639 0.453 0.054
(u − r, log(M∗)) 63 194 0.580 0.577 0.334 0.084
(u − r, log(μ∗)) 65 254 0.690 0.709 0.489 0.054
(u − r, Mi) 61 275 0.584 0.563 0.329 0.079
(u − r, e) 47 567 0.719 0.538 0.387 0.042
(log(n), log(re)) 64 179 0.724 0.731 0.529 0.032
(log(n), log(M∗)) 67 304 0.623 0.660 0.412 0.055
(log(n), log(μ∗)) 67 026 0.688 0.726 0.499 0.027
(log(n), Mi) 71 707 0.615 0.694 0.427 0.055
(log(n), e) 55 547 0.685 0.599 0.410 0.038
(log(re), log(M∗)) 63 985 0.711 0.716 0.509 0.048
(log(re), log(μ∗)) 61 678 0.721 0.700 0.504 0.048
(log(re), Mi) 61 263 0.699 0.674 0.471 0.071
(log(re), e) 44 938 0.760 0.538 0.409 0.051
(log(M∗), log(μ∗)) 60 231 0.724 0.686 0.496 0.040
(log(M∗), Mi) 45 243 0.578 0.412 0.238 0.069
(log(M∗), e) 34 862 0.737 0.405 0.298 0.062
(log(μ∗), Mi) 65 086 0.697 0.714 0.497 0.049
(log(μ∗), e) 66 627 0.710 0.744 0.528 0.035
(Mi, e) 35 006 0.730 0.402 0.293 0.072
log(M∗)) and (u − r, Mi) is only ∼0.6, while similar combinations
[e.g. (log(re), log(M∗)] attain much greater values. In addition, the
completeness attained by using the u − r colour is strongly de-
pendent upon the second parameter used. If the second parameter
is more bimodal, e.g. log(μ∗), the combination provides good pu-
rity and completeness, while the completeness drops for parameters
with less separation of the populations (e.g. Mi). Similarly, the Se´rsic
index is less efficient than expected, as the bijective discrimination
power of the combinations of log(n) with log(M∗) and Mi (but also
u − r) is low compared to that attained in combination with log(re)
and log(μ∗). Overall, the combination (log(n), log(re)) has the great-
est bijective discrimination power (Pbij = 0.529) closely followed
by the combination (log(μ∗), e) with (Pbij = 0.528) and the combi-
nations (log(re), log(M∗)), (log(re), log(μ∗)) and (log(n), log(μ∗))
all with Pbij ≈ 0.5. Amongst these combinations, (log(n), log(re))
and (log(n), log(μ∗)) have the lowest values of contamination by
ellipticals with Pcont ≤ 0.032, i.e. the lowest values attained by any
parameter combination.
Table 2 shows the values for the figures of merit obtained when
testing using the NAIRsample, using both the independent morpho-
logical classifications of Nair & Abraham (2010) and the Galaxy
Zoo visual classifications.
Overall, the purity of the selections obtained when testing the
parameter combinations using the NAIRsample with Galaxy Zoo vi-
sual classifications is greater than that for the OPTICALsample with
values of Ppure ∼ 0.8–0.9, indicating that some of the ‘impurities’ in
the selections from the OPTICALsample are very likely unreliably
classified spirals. On the other hand, the fractional completeness of
the selections is of the order of 0.05−0.1 less than that for the OP-
TICALsample. An exception to this is the combinations including
e, for which the fractional completeness is ∼0.2 less. This stronger
decrease in completeness reflects the bias towards large values of
e in the OPTICALsample which is not present in the NAIRsample.
As for the OPTICALsample, the parameter combination with the
greatest bijective discrimination power is (log(n), log(re)). Unlike
for the OPTICALsample, however, the combination with the sec-
ond largest value of Pbij is (log(n), log(μ∗)), which also attains the
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Table 2. Nsel, Ppure, Pcomp, Pcont and Pbij for combinations of two parameters applied to the NAIR-
sample using the Galaxy Zoo visual classifications (columns 3–6) and the independent classifications
of Nair & Abraham (2010, columns 7–9). In the case of the independent classifications, the contam-
ination fraction is taken to be the complement of the purity (i.e. this includes sources with T-type =
99).
Galaxy Zoo Nair & Abraham (2010)
Parameter combination Nsel Ppure Pcomp Pbij Pcont Ppure Pcomp Pbij
(u − r, log(n)) 2104 0.839 0.601 0.505 0.048 0.923 0.575 0.530
(u − r, log(re)) 1828 0.882 0.549 0.485 0.040 0.9234 0.496 0.458
(u − r, log(M∗)) 1856 0.799 0.505 0.403 0.075 0.883 0.481 0.425
(u − r, log(μ∗)) 2053 0.884 0.618 0.546 0.030 0.950 0.572 0.544
(u − r, Mi) 1815 0.803 0.496 0.398 0.068 0.888 0.473 0.420
(u − r, e) 1111 0.832 0.315 0.262 0.038 0.926 0.302 0.280
(log(n), log(re)) 2479 0.821 0.693 0.569 0.086 0.874 0.641 0.560
(log(n), log(M∗)) 2173 0.824 0.609 0.502 0.055 0.904 0.581 0.525
(log(n), log(μ∗)) 2124 0.873 0.631 0.551 0.023 0.950 0.597 0.567
(log(n), Mi) 2382 0.811 0.657 0.533 0.063 0.894 0.630 0.563
(log(n), e) 1435 0.833 0.407 0.339 0.033 0.929 0.394 0.366
(log(re), log(M∗)) 2006 0.893 0.610 0.545 0.026 0.947 0.558 0.528
(log(re), log(μ∗)) 1948 0.901 0.598 0.538 0.024 0.956 0.546 0.523
(log(re), Mi) 1868 0.866 0.551 0.477 0.050 0.926 0.507 0.469
(log(re), e) 1354 0.792 0.365 0.289 0.091 0.854 0.339 0.290
(log(M∗), log(μ∗)) 1858 0.906 0.573 0.519 0.021 0.959 0.523 0.502
(log(M∗), Mi) 1351 0.827 0.380 0.314 0.057 0.899 0.356 0.320
(log(M∗), e) 798 0.786 0.213 0.168 0.056 0.905 0.212 0.192
(log(μ∗), Mi) 2012 0.891 0.610 0.543 0.027 0.953 0.562 0.535
(log(μ∗), e) 1880 0.874 0.559 0.489 0.023 0.950 0.522 0.497
(Mi, e) 793 0.784 0.212 0.166 0.067 0.898 0.209 0.187
lowest value of contamination by ellipticals, rather than (log(μ∗),
e) (likely due to the removal of the ellipticity bias as previously
discussed). As for the OPTICALsample, the five combinations with
the highest values of Pbij ((log(n), log(re)), (log(n), log(μ∗)), (u − r,
log(μ∗)), (log(re), log(M∗)), (log(μ∗), Mi) all include either log(re)
or log(μ). Furthermore, log(n) again leads to very pure and com-
plete selections in combination with log(re) or log(μ∗). In addition,
its efficiency in combination with other parameters is also increased
[e.g. (log(n), Mi)].
Testing using the NAIRsample with the independent classifica-
tions of Nair & Abraham (2010) leads to very similar results. How-
ever, the fractional purity of the selections is even larger, further
underscoring the conclusion that a large contribution to the ‘impu-
rity’ of the selections is due to unreliably classified spirals, which
also has amongst the lowest contamination by ellipticals. The com-
binations with the highest bijective discrimination power again in-
clude either log(re), log(μ∗) and/or log(n), supporting the previous
findings.
Overall, the parameters log(μ∗), log(re) and log(n) appear to be
most efficient at selecting pure and complete samples of spirals.
4.1.2 Three parameter cells applied to optical samples
While the performance of selections using only two parameters is
already encouraging, it seems likely that the purity and complete-
ness, and hence the bijective discrimination power, as well as the
fractional contamination, can be improved by using more informa-
tion in the selection, i.e. by using a third parameter.
Tables 3 and 4 show the figures of merit achieved when testing
using the OPTICALsample and the NAIRsample, respectively, for
all 35 unique combinations of three parameters drawn from the suite
applicable to optical samples.
Testing the performance of different combinations of three pa-
rameters using the OPTICALsample, we find that both the purity
and completeness attained are greater, on average, than that for com-
binations of two parameters, as shown in Table 3. In most cases,
the use of additional information in the form of a third parame-
ter leads to a simultaneous increase in purity and completeness. In
some cases, however, the deprojection along the additional third
axis can lead to the inclusion of more parameter space, causing an
increase of completeness at the cost of a decrease in purity or, vice
versa, to the exclusion of parameter space, increasing purity at the
expense of completeness [e.g. (log(re), log(M∗)) with Ppure = 0.711
and Pcomp = 0.716 and (log(re), log(M∗), Mi) with Ppure = 0.707
and Pcomp = 0.739, respectively (log(n), Mi) with Ppure = 0.615
and Pcomp = 0.694 and (log(n), Mi, e) with Ppure = 0.708 and
Pcomp = 0.641].
As for the combinations of two parameters, combinations of
three parameters including e attain high values of purity (13/15
with Ppure ≥ 0.7 and 6/15 with Ppure ≥ 0.75). Of these combinations
those which include two other parameters which efficiently select
pure and complete samples of spirals [e.g. log(re) and log(μ∗)] also
attain very high values of completeness ( 0.7), leading to high
values of Pbij (of the 10 combinations with the highest values of
Pbij, the first 6 include e). However, as for the combinations of
two parameters, these high values of completeness are partially due
to the ellipticity bias of the OPTICALsample. We will discuss the
performance of these combinations on the basis of tests using the
NAIRsample below. However, we note that all six combinations
with the highest values of Pbij include log(re) and/or log(μ∗). The
remaining four parameter combinations of the 10 with the highest
values of Pbij are (in descending order) (log(n), log(re), Mi) with
Pbij = 0.576, (log(n), log(re), log(μ∗)) with Pbij = 0.572, (log(n),
log(M∗), log(μ∗)) with Pbij = 0.565 and (log(n), log(re), log(M∗))
with Pbij = 0.564, all of which also include the parameters log(re)
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Table 3. Nsel, Ppure, Pcomp, Pbij and Pcont for combinations of three param-
eters applied to the OPTICALsample.
Parameter combination Nsel Ppure Pcomp Pbij Pcont
(u − r, log(n), log(re)) 65 154 0.724 0.743 0.539 0.024
(u − r, log(n), log(M∗)) 69 906 0.625 0.688 0.430 0.058
(u − r, log(n), log(μ∗)) 66 453 0.709 0.741 0.526 0.033
(u − r, log(n), Mi) 70 880 0.623 0.695 0.433 0.058
(u − r, log(n), e) 60 259 0.682 0.647 0.442 0.042
(u − r, log(re), log(M∗)) 65 727 0.713 0.737 0.525 0.038
(u − r, log(re), log(μ∗)) 63 633 0.720 0.721 0.520 0.042
(u − r, log(re), Mi) 67 015 0.710 0.749 0.532 0.047
(u − r, log(re), e) 63 993 0.764 0.770 0.588 0.022
(u − r, log(M∗), log(μ∗)) 62 888 0.719 0.712 0.512 0.039
(u − r, log(M∗), Mi) 64 714 0.582 0.593 0.345 0.082
(u − r, log(M∗), e) 56 811 0.701 0.626 0.439 0.045
(u − r, log(μ∗), Mi) 62 289 0.720 0.706 0.508 0.037
(u − r, log(μ∗), e) 66 140 0.735 0.766 0.563 0.023
(u − r, Mi, e) 56 083 0.713 0.629 0.449 0.045
(log(n), log(re), log(M∗)) 65 708 0.738 0.764 0.564 0.018
(log(n), log(re), log(μ∗)) 66 581 0.739 0.774 0.572 0.017
(log(n), log(re), Mi) 66 937 0.740 0.779 0.576 0.021
(log(n), log(re), e) 60 988 0.776 0.745 0.577 0.019
(log(n), log(M∗), log(μ∗)) 67 149 0.731 0.773 0.565 0.019
(log(n), log(M∗), Mi) 68 977 0.624 0.678 0.423 0.052
(log(n), log(M∗), e) 58 955 0.692 0.643 0.445 0.042
(log(n), log(μ∗), Mi) 68 151 0.716 0.768 0.549 0.018
(log(n), log(μ∗), e) 67 837 0.715 0.763 0.546 0.020
(log(n), Mi, e) 57 541 0.708 0.641 0.454 0.036
(log(re), log(M∗), log(μ∗)) 63 189 0.717 0.713 0.511 0.044
(log(re), log(M∗), Mi) 66 491 0.706 0.739 0.521 0.052
(log(re), log(M∗), e) 64 608 0.754 0.767 0.579 0.027
(log(re), log(μ∗), Mi) 66 374 0.707 0.739 0.523 0.055
(log(re), log(μ∗), e) 65 079 0.759 0.777 0.590 0.026
(log(re), Mi, e) 58 887 0.753 0.698 0.525 0.038
(log(M∗), log(μ∗), Mi) 63 574 0.713 0.713 0.509 0.045
(log(M∗), log(μ∗), e) 65 408 0.754 0.776 0.585 0.027
(log(M∗), Mi, e) 49 084 0.686 0.530 0.363 0.061
(log(μ∗), Mi, e) 66 104 0.745 0.775 0.577 0.033
and/or log(μ∗) in addition to log(n), indicating the potential of these
parameters to select pure and complete samples of spirals. In addi-
tion, these four combinations exhibit the lowest contamination by
ellipticals with Pcont  0.02. As for combinations of two parame-
ters, however, log(n) is only efficient in combination with another
efficient parameter. The same is true for the parameter u − r colour.
Finally, the parameters Mi and log(M∗) are efficient in combination
with combinations of log(re), log(μ∗) and log(n).
Testing the performance of three parameter combinations using
the NAIRsample with Galaxy Zoo visual classifications (Table 4),
we again find that the values of Ppure and Pcomp are greater than
those for combinations of two parameters. Comparison of the values
of purity with those obtained for the OPTICALsample also again
indicates that a fraction of the ‘impurity’ arises from the unreliable
classification of spirals.
Of the 10 combinations with the highest values of Pbij, none
include e, indicating that the high values attained for the OPTI-
CALsample are, at least partially, due to the ellipticity bias. In
descending order, the combinations with the greatest bijective dis-
crimination power are (log(n), log(re), log(μ∗)), (log(n), log(M∗),
log(μ∗)), (log(n), log(μ∗), Mi), (log(n), log(re), Mi) and (log(n),
log(re), log(M∗)), supporting the results obtained using the OPTI-
CALsample.
Testing using the NAIRsample with the independent classifica-
tions of Nair & Abraham (2010) again leads to very similar results.
In terms of choice of the most effective parameters, the five param-
eter combinations with the greatest values of Pbij are the same as
found when using the Galaxy Zoo visual classifications, although
the combination with the overall greatest bijective discrimination
power is (log(n), log(μ∗), Mi) rather than (log(n), log(r),log(μ∗)).
Overall, we find that the optimum results in terms of purity and si-
multaneous completeness for optical samples are obtained by com-
binations of three parameters including log(re), log(μ∗), log(n) and
log(M∗) or Mi, notably (log(n), log(re), log(μ∗)), (log(n), log(re),
Mi) and (log(n), log(μ∗), Mi).
4.2 Application to NUV pre-selected samples
Spirals are very often found to be systems with ongoing star forma-
tion, consequently possessed of a younger stellar population emit-
ting in the UV (FUV and NUV) and displaying blue UV/optical
colours. Early-type galaxies on the other hand are generally found
to be more quiescent and redder. Where available, the use of UV
properties of sources may thus prove efficient in the selection of spi-
ral galaxies. Similarly, a pre-selection on UV emission will enhance
the purity of a sample of star-forming spiral galaxies, at the expense
of removing UV-faint, quiescent spirals. In the following, we in-
vestigate the performance of selections using parameters which can
be applied to samples pre-selected on the availability of NUV data
(the NUVsample and NUVNAIRsample in this case), i.e. NUV − r
colour, log(n), log(re), log(M∗), log(μ∗), Mi and e. The figures of
merit involving completeness Pcomp and Pbij are given in relation to
the NUV pre-selected samples (Pcomp, n and Pbij, n) and to the optical
samples for comparison (Pcomp, o and Pbij, o).
4.2.1 Two parameter cells applied to the NUV samples
Tables 5 and 6 show the figures of merit for all 21 unique combina-
tions of two parameters applied to the NUV pre-selected samples.
Testing using the NUVsample, the combinations with the greatest
values of Pbij, n are (log(μ∗), e) with Pbij, n = 0.542 (although the
completeness may be influenced by the ellipticity bias), (log(re),
log(M∗)) with Pbij, n = 0.532, (log(n), log(re)) with Pbij, n = 0.529,
(log(re), log(μ∗)) with Pbij, n = 0.525 and (log(re), Mi) with
Pbij, n = 0.523. The parameters log(re) and log(μ∗) again result
in the most simultaneously pure and complete samples, particularly
in combination with log(M∗), Mi or log(n). In particular, log(μ∗)
leads to selections with high purity (4/5 with Ppure ≥ 0.7 and 2/5
with Ppure ≥ 0.74). While the NUV − r colour and Se´rsic index are
less efficient at selecting pure and complete samples than expected,
only attaining values of Ppure  0.6 in combination with another
strongly bimodal parameter, the use of the NUV − r colour does,
however, predominantly lead to samples with high completeness
(0.68), even in combination with log(M∗) and Mi.
Making use of the NUVNAIRsample with Galaxy Zoo visual clas-
sifications, we find that the combinations with the greatest bijective
discrimination power are (NUV − r , log(re)) with Pbij, n = 0.624,
(NUV − r , log(M∗)) with Pbij, n = 0.612 and (NUV − r , Mi) with
Pbij, n = 0.608, followed by (log(n), log(re)) with Pbij, n = 0.568
and (log(n), log(μ∗)) with Pbij, n = 0.567. The use of NUV − r
and a marginally efficient parameter applied to the NUV pre-
selected sample leads to highly complete samples (Pcomp, n ∼ 0.74),
while NUV − r in combination with efficient parameters leads
to pure samples [e.g. (NUV − r , log(μ∗)) with Ppure = 0.888].
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Table 4. Nsel, Ppure, Pcomp, Pcont and Pbij for combinations of three parameters applied to the NAIR-
sample using the Galaxy Zoo visual classifications (columns 3–6) and the independent classifications of
Nair & Abraham (2010, columns 7–9). In the case of the independent classifications, the contamination
fraction is taken to be the complement of the purity (i.e. this includes sources with T-type = 99).
Galaxy Zoo Nair & Abraham (2010)
Parameter combination Nsel Ppure Pcomp Pbij Pcont Ppure Pcomp Pbij
(u − r, log(n), log(re)) 2339 0.867 0.690 0.598 0.041 0.925 0.640 0.592
(u − r, log(n), log(M∗)) 2280 0.829 0.643 0.533 0.053 0.910 0.614 0.559
(u − r, log(n), log(μ∗)) 2270 0.872 0.674 0.588 0.033 0.941 0.632 0.595
(u − r, log(n), Mi) 2353 0.826 0.662 0.546 0.052 0.909 0.633 0.576
(u − r, log(n), e) 1627 0.846 0.469 0.396 0.030 0.930 0.448 0.416
(u − r, log(re), log(M∗)) 2100 0.897 0.641 0.575 0.020 0.951 0.587 0.558
(u − r, log(re), log(μ∗)) 2068 0.894 0.630 0.563 0.024 0.951 0.577 0.549
(u − r, log(re), Mi) 2059 0.888 0.622 0.553 0.030 0.944 0.571 0.538
(u − r, log(re), e) 1872 0.888 0.566 0.502 0.017 0.947 0.521 0.493
(u − r, log(M∗), log(μ∗)) 1995 0.896 0.609 0.546 0.022 0.956 0.560 0.535
(u − r, log(M∗), Mi) 2066 0.809 0.569 0.460 0.071 0.886 0.537 0.476
(u − r, log(M∗), e) 1375 0.834 0.391 0.326 0.038 0.919 0.371 0.341
(u − r, log(μ∗), Mi) 1992 0.896 0.608 0.545 0.020 0.958 0.560 0.536
(u − r, log(μ∗), e) 1932 0.893 0.587 0.524 0.019 0.962 0.546 0.525
(u − r, Mi, e) 1452 0.842 0.416 0.351 0.035 0.915 0.390 0.356
(log(n), log(re), log(M∗)) 2319 0.881 0.696 0.613 0.024 0.941 0.646 0.608
(log(n), log(re), log(μ∗)) 2364 0.884 0.712 0.629 0.024 0.945 0.660 0.624
(log(n), log(re), Mi) 2360 0.879 0.706 0.621 0.032 0.935 0.652 0.610
(log(n), log(re), e) 2142 0.867 0.632 0.548 0.045 0.920 0.582 0.536
(log(n), log(M∗), log(μ∗)) 2347 0.885 0.707 0.626 0.024 0.946 0.657 0.621
(log(n), log(M∗), Mi) 2283 0.833 0.647 0.539 0.049 0.908 0.613 0.557
(log(n), log(M∗), e) 1703 0.847 0.491 0.416 0.039 0.926 0.466 0.432
(log(n), log(μ∗), Mi) 2363 0.881 0.709 0.625 0.020 0.950 0.664 0.631
(log(n), log(μ∗), e) 1989 0.873 0.591 0.516 0.019 0.953 0.560 0.534
(log(n), Mi, e) 1686 0.856 0.492 0.421 0.035 0.921 0.459 0.422
(log(re), log(M∗), log(μ∗)) 1983 0.901 0.608 0.548 0.023 0.955 0.556 0.531
(log(re), log(M∗), Mi) 2098 0.884 0.631 0.558 0.032 0.939 0.578 0.543
(log(re), log(M∗), e) 1888 0.895 0.575 0.514 0.019 0.953 0.528 0.504
(log(re), log(μ∗), Mi) 2091 0.885 0.630 0.557 0.035 0.940 0.577 0.542
(log(re), log(μ∗), e) 1908 0.899 0.584 0.525 0.018 0.958 0.536 0.514
(log(re), Mi, e) 1731 0.870 0.513 0.446 0.034 0.932 0.473 0.441
(log(M∗), log(μ∗), Mi) 1980 0.893 0.602 0.538 0.028 0.952 0.552 0.526
(log(M∗), log(μ∗), e) 1926 0.899 0.590 0.530 0.017 0.958 0.541 0.518
(log(M∗), Mi, e) 1447 0.838 0.413 0.346 0.048 0.909 0.430 0.391
(log(μ∗), Mi, e) 1922 0.900 0.589 0.530 0.017 0.957 0.539 0.516
Combinations with log(μ∗) all result in very pure samples with
Ppure > 0.87, usually, however, at the cost of completeness.
Using the independent morphological classifications of Nair &
Abraham (2010), we obtain very similar results, with the most bijec-
tively powerful combinations including NUV − r with Mi, log(M∗)
or log(re) followed by those combining log(n), log(re) and log(μ∗).
For the bright subsample of Nair & Abraham (2010), NUV − r
efficiently selects pure and complete samples of spirals; however,
the efficiency of the parameters log(M∗) and log(re) also remains
high.
Overall, the parameters log(n), log(re) and log(μ∗) appear effi-
cient in selecting pure and complete samples of spirals as for optical
samples. In addition, the NUV − r colour in combination with NUV
pre-selection is also efficient in this respect.
A comparison of the figures of merit of the selections applied to
the NUV pre-selected samples with those of comparable parameter
combinations applied to the optical samples indicates that the use
of such a pre-selection enhances the ability of the method to select
pure and complete samples of spirals, with Pbij, n being, on average,
greater than Pbij for comparable parameter combinations applied to
the optical samples. This is due to the NUV pre-selection removing
non-spiral contaminants, thus enlarging the spiral subvolume by
making spirals more dominant and increasing the purity of spiral
cells. In many cases, both the completeness and the purity of the
selections increase [e.g. (log(re), log(M∗))]. However, in some cases
the increase in completeness is accompanied by a (slight) decrease
in the purity, indicating that the enlargement of parameter space is
the dominant effect.
Nevertheless, it must be born in mind that these samples are
complete with respect to the pre-selected sample and may be biased
against intrinsically UV-faint spiral galaxies as well as strongly
attenuated spirals seen edge-on if these sources lie below the NUV
detection threshold.
4.2.2 Three parameter cells applied to the NUV samples
Application of combinations of three parameters to the NUV pre-
selected samples has much the same effect as for the optical samples,
i.e. the purity and completeness, and consequently the bijective
discrimination power, increase with respect to selections based on
two parameters. The same processes as discussed in Section 4.1.2
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Table 5. Purity, completeness, bijective discrimination power and contamination for combina-
tions of two parameters applied to the NUVsample. Completeness and bijective discrimination
power are listed w.r.t. the OPTICALsample (Pcomp, o and Pbij, o) and the NUVsample (Pcomp, n
and Pbij, n).
Parameter combination Nsel Ppure Pcomp, n Pbij, n Pcont Pcomp, o Pbij, o
(NUV − r , log(n)) 53 285 0.603 0.678 0.408 0.069 0.506 0.305
(NUV − r , log(re)) 46 791 0.722 0.713 0.514 0.042 0.532 0.384
(NUV − r , log(M∗)) 56 682 0.581 0.695 0.404 0.082 0.518 0.301
(NUV − r , log(μ∗)) 47 516 0.717 0.719 0.516 0.031 0.536 0.385
(NUV − r , Mi) 55 825 0.582 0.685 0.399 0.081 0.511 0.298
(NUV − r , e) 40 000 0.714 0.603 0.431 0.041 0.450 0.321
(log(n), log(re)) 46 867 0.731 0.723 0.529 0.033 0.540 0.395
(log(n), log(M∗)) 53 124 0.608 0.681 0.414 0.063 0.508 0.309
(log(n), log(μ∗)) 51 284 0.688 0.744 0.512 0.032 0.555 0.382
(log(n), Mi) 54 617 0.606 0.698 0.423 0.064 0.521 0.315
(log(n), e) 37 343 0.705 0.556 0.392 0.044 0.415 0.293
(log(re), log(M∗)) 47 184 0.731 0.727 0.532 0.039 0.543 0.397
(log(re), log(μ∗)) 45 305 0.741 0.708 0.525 0.036 0.529 0.392
(log(re), Mi) 49 531 0.707 0.739 0.523 0.070 0.552 0.390
(log(re), e) 40 215 0.734 0.623 0.457 0.083 0.465 0.341
(log(M∗), log(μ∗)) 44 472 0.742 0.696 0.517 0.032 0.520 0.386
(log(M∗), Mi) 38 529 0.567 0.461 0.262 0.097 0.344 0.195
(log(M∗), e) 28 449 0.731 0.439 0.321 0.075 0.327 0.239
(log(μ∗), Mi) 47 342 0.718 0.717 0.515 0.037 0.535 0.384
(log(μ∗), e) 49 323 0.721 0.751 0.542 0.030 0.560 0.404
(Mi, e) 24 399 0.767 0.395 0.302 0.061 0.294 0.226
Table 6. Purity, completeness, bijective discrimination power and contamination for combinations of two parameters applied to the NUVNAIR-
sample using the Galaxy Zoo visual classifications (columns 3–8) and the independent classifications of Nair & Abraham (2010, columns 9–13).
Completeness and bijective discrimination power are listed w.r.t. the OPTICALsample (Pcomp, o and Pbij, o) and the NUVsample (Pcomp, n and
Pbij, n). In the case of the independent classifications, the contamination fraction is taken to be the complement of the purity (i.e. this includes
sources with T-type = 99).
Galaxy Zoo Nair & Abraham (2010)
Parameter combination Nsel Ppure Pcomp, n Pbij,n Pcont Pcomp, o Pbij,o Ppure Pcomp, n Pbij,n Pcomp, o Pbij,o
(NUV − r , log(n)) 1551 0.853 0.607 0.518 0.053 0.450 0.384 0.919 0.565 0.519 0.418 0.384
(NUV − r , log(re)) 1801 0.869 0.719 0.624 0.044 0.533 0.463 0.914 0.650 0.594 0.483 0.441
(NUV − r , log(M∗)) 1970 0.822 0.744 0.612 0.064 0.552 0.454 0.895 0.695 0.622 0.517 0.463
(NUV − r , log(μ∗)) 1497 0.888 0.611 0.543 0.030 0.453 0.402 0.948 0.560 0.531 0.416 0.394
(NUV − r , Mi) 1950 0.824 0.738 0.608 0.064 0.547 0.451 0.896 0.689 0.617 0.512 0.459
(NUV − r , e) 1127 0.859 0.444 0.382 0.031 0.330 0.283 0.933 0.415 0.387 0.308 0.287
(log(n), log(re)) 1790 0.831 0.683 0.568 0.084 0.507 0.421 0.879 0.623 0.548 0.461 0.405
(log(n), log(M∗)) 1591 0.813 0.594 0.482 0.069 0.440 0.358 0.894 0.564 0.504 0.417 0.373
(log(n), log(μ∗)) 1616 0.873 0.648 0.566 0.032 0.480 0.419 0.942 0.603 0.568 0.446 0.421
(log(n), Mi) 1706 0.813 0.637 0.518 0.070 0.472 0.384 0.896 0.606 0.543 0.448 0.402
(log(n), e) 944 0.815 0.353 0.288 0.049 0.262 0.213 0.915 0.342 0.313 0.253 0.232
(log(re), log(M∗)) 1512 0.900 0.625 0.562 0.026 0.463 0.417 0.950 0.567 0.539 0.421 0.400
(log(re), log(μ∗)) 1447 0.902 0.599 0.540 0.025 0.444 0.401 0.956 0.546 0.522 0.405 0.388
(log(re), Mi) 1630 0.842 0.630 0.531 0.075 0.467 0.394 0.890 0.572 0.509 0.425 0.378
(log(re), e) 1488 0.728 0.498 0.363 0.160 0.369 0.269 0.776 0.456 0.354 0.339 0.263
(log(M∗), log(μ∗)) 1387 0.906 0.577 0.523 0.021 0.428 0.388 0.960 0.525 0.504 0.390 0.374
(log(M∗), Mi) 1263 0.792 0.459 0.364 0.097 0.340 0.270 0.859 0.428 0.368 0.318 0.273
(log(M∗), e) 728 0.731 0.244 0.178 0.092 0.181 0.132 0.865 0.249 0.215 0.185 0.160
(log(μ∗), Mi) 1488 0.898 0.613 0.551 0.026 0.455 0.408 0.953 0.559 0.533 0.416 0.396
(log(μ∗), e) 1397 0.886 0.568 0.504 0.022 0.422 0.374 0.953 0.525 0.500 0.390 0.372
(Mi, e) 631 0.751 0.218 0.163 0.094 0.161 0.121 0.876 0.218 0.191 0.162 0.142
apply. Tables 7 and 8 show the figures of merit for combinations of
three parameters applied to the NUVsample and NUVNAIRsample.
The combination of three parameters with the highest value of
Pbij when applied to the NUVsample is (NUV − r , log(re), e) with
Pbij, n = 0.617 (Ppure = 0.777, Pcomp, n = 0.794). Of the 10 combi-
nations with the greatest bijective discrimination power, the first 7
again include e (and are likely affected by the ellipticity bias). How-
ever, all 10 combinations include log(re), log(μ∗) and/or log(n).
The three most efficient parameter combinations not including e are
(log(n), log(re), log(μ∗)) (Ppure = 0.744, Pcomp, n = 0.780), (log(n),
log(r), Mi) (Ppure = 0.749, Pcomp, n = 0.775) and (NUV − r , log(r),
Mi) (Ppure = 0.731, Pcomp, n = 0.789). Overall, the use of three
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Table 7. Purity, completeness, bijective discrimination power and contamination for combinations
of three parameters applied to the NUVsample. Completeness and bijective discrimination power are
listed w.r.t. the OPTICALsample (Pcomp, o and Pbij, o) and the NUVsample (Pcomp, n and Pbij, n).
Parameter combination Nsel Ppure Pcomp, n Pbij, n Pcont Pcomp, o Pbij, o
(NUV − r , log(n), log(re)) 50 514 0.726 0.774 0.562 0.028 0.577 0.419
(NUV − r , log(n), log(M∗)) 56 380 0.617 0.733 0.452 0.064 0.547 0.337
(NUV − r , log(n), log(μ∗)) 48 707 0.716 0.736 0.527 0.032 0.549 0.39
(NUV − r , log(n), Mi) 56 496 0.616 0.734 0.452 0.064 0.548 0.337
(NUV − r , log(n), e) 43 708 0.695 0.641 0.445 0.044 0.478 0.332
(NUV − r , log(re), log(M∗)) 48 885 0.736 0.759 0.559 0.029 0.567 0.417
(NUV − r , log(re), log(μ∗)) 49 163 0.737 0.765 0.564 0.029 0.571 0.421
(NUV − r , log(re), Mi) 51 151 0.731 0.789 0.577 0.033 0.589 0.430
(NUV − r , log(re), e) 48 396 0.777 0.794 0.617 0.014 0.592 0.460
(NUV − r , log(M∗), log(μ∗)) 46 269 0.746 0.728 0.543 0.029 0.543 0.405
(NUV − r , log(M∗), Mi) 56 066 0.582 0.689 0.401 0.085 0.514 0.299
(NUV − r , log(M∗), e) 43 874 0.730 0.676 0.493 0.035 0.504 0.368
(NUV − r , log(μ∗), Mi) 48 991 0.730 0.755 0.551 0.030 0.563 0.411
(NUV − r , log(μ∗), e) 49 430 0.748 0.780 0.583 0.015 0.582 0.435
(NUV − r , Mi, e) 44 092 0.734 0.683 0.501 0.033 0.509 0.374
(log(n), log(re), log(M∗)) 49 304 0.744 0.773 0.575 0.020 0.577 0.429
(log(n), log(re), log(μ∗)) 49 665 0.744 0.780 0.580 0.022 0.582 0.433
(log(n), log(re), Mi) 49 054 0.749 0.775 0.580 0.023 0.578 0.433
(log(n), log(re), e) 47 441 0.765 0.766 0.586 0.029 0.571 0.437
(log(n), log(M∗), log(μ∗)) 49 945 0.736 0.775 0.571 0.020 0.579 0.426
(log(n), log(M∗), Mi) 53 302 0.611 0.687 0.420 0.062 0.513 0.313
(log(n), log(M∗), e) 41 242 0.702 0.611 0.429 0.044 0.456 0.320
(log(n), log(μ∗), Mi) 50 378 0.719 0.764 0.550 0.019 0.570 0.410
(log(n), log(μ∗), e) 51 054 0.715 0.770 0.551 0.026 0.575 0.411
(log(n), Mi, e) 42 160 0.705 0.627 0.443 0.046 0.468 0.330
(log(re), log(M∗), log(μ∗)) 46 264 0.738 0.721 0.532 0.033 0.538 0.397
(log(re), log(M∗), Mi) 48 838 0.727 0.749 0.545 0.042 0.559 0.407
(log(re), log(M∗), e) 48 793 0.764 0.786 0.600 0.028 0.586 0.448
(log(re), log(μ∗), Mi) 48 671 0.729 0.749 0.546 0.045 0.559 0.407
(log(re), log(μ∗), e) 49 571 0.762 0.797 0.607 0.027 0.595 0.453
(log(re), Mi, e) 46 084 0.757 0.736 0.556 0.043 0.549 0.415
(log(M∗), log(μ∗), Mi) 47 355 0.729 0.729 0.531 0.039 0.544 0.397
(log(M∗), log(μ∗), e) 49 250 0.762 0.791 0.603 0.028 0.590 0.450
(log(M∗), Mi, e) 40 952 0.698 0.603 0.421 0.065 0.450 0.314
(log(μ∗), Mi, e) 49 331 0.757 0.787 0.596 0.031 0.588 0.445
parameter combinations applied to the NUV pre-selected NUVsam-
ple leads to very complete selections. Of the combinations not in-
cluding e, 18/20 have Pcomp, n > 0.7, 6 of which have Pcomp, n > 0.77.
In particular, NUV − r in combination with at least one efficient
parameter leads to very complete selections with Pcomp, n  0.73.
Testing the performance of combinations of three parameters us-
ing the NUVNAIRsample with Galaxy Zoo visual classifications,
the most bijectively powerful combination is (NUV − r , log(re), e)
with Pbij, n = 0.645 (Ppure = 0.908, Pcomp, n = 0.711; this result in
not influenced by a bias in the test sample towards large values of e).
However, of the 10 most efficient combinations, this is the only one
including e. The following five combinations with the highest val-
ues of Pbij, n are (in descending order): (NUV − r , log(n), log(re)),
(NUV − r , log(re), Mi)), (log(n), log(re), log(M∗)), (NUV − r ,
log(n), log(M∗)) and (NUV − r , log(n), log(μ∗)). Clearly, NUV − r
applied in combination with another efficient parameter and NUV
pre-selection leads to very pure and complete selections recovered
from the bright subsample. Similar purity, but at the cost of com-
pleteness, is also achieved by the parameter log(μ∗), even without
the parameter NUV − r [e.g. (log(re), log(M∗), log(μ∗))].
Testing using the NUVNAIRsample with the independent mor-
phological classifications of Nair & Abraham (2010) supports the
importance of NUV − r as a parameter for selecting pure and com-
plete samples of spirals under NUV pre-selection. The combina-
tions with the largest bijective discrimination power are (NUV − r ,
log(n), log(M∗)), (NUV − r , log(n), log(re)) and (NUV − r , log(re),
e), with the use of NUV − r leading to very complete samples, as
visible in the comparison of (NUV − r , log(n), log(re)) with (log(n),
log(re), log(μ∗)) or (log(n), log(re), Mi).
To summarize, we find that for NUV pre-selected samples the
use of NUV − r as a parameter leads to very complete, and in the
case of the bright subsample of Nair & Abraham (2010) also pure,
selections of spiral galaxies. This is particularly the case in com-
bination with log(re) and log(n), while combinations with log(μ∗)
are also efficient, but mostly improve the purity of selections at the
expense of completeness. A comparison of the figures of merit for
comparable parameter combinations applied to the optical and NUV
samples shows, as for the combinations of two parameters, that the
use of NUV pre-selection increases both purity and completeness
on average. We again note, however, that the values of complete-
ness are with respect to the NUV samples, and will be biased against
UV-faint sources (these may be intrinsically UV faint or UV faint
due to being seen edge-on and experiencing severe attenuation due
to dust).
Overall, the parameters log(re), log(μ∗) and log(n) appear effi-
cient at selecting pure and complete samples of spirals, as for the
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Table 8. Purity, completeness, bijective discrimination power and contamination for combinations of three parameters applied to the NAIRsample
using the Galaxy Zoo visual classifications (columns 3–6) and the independent classifications of Nair & Abraham (2010, columns 7–9). Completeness
and bijective discrimination power are listed w.r.t. the NAIRsample (Pcomp, o and Pbij, o) and the NUVNAIRsample (Pcomp, n and Pbij, n). In the case of
the independent classifications, the contamination fraction is taken to be the complement of the purity (i.e. this includes sources with T-type = 99).
Galaxy Zoo Nair & Abraham (2010)
Parameter combination Nsel Ppure Pcomp, n Pbij,n Pcont Pcomp, o Pbij,o Ppure Pcomp, n Pbij,n Pcomp, o Pbij,o
(NUV − r , log(n), log(re)) 1879 0.864 0.745 0.644 0.047 0.553 0.477 0.915 0.681 0.623 0.504 0.461
(NUV − r , log(n), log(M∗)) 1934 0.841 0.747 0.628 0.055 0.554 0.466 0.906 0.694 0.629 0.514 0.465
(NUV − r , log(n), log(μ∗)) 1564 0.878 0.630 0.553 0.033 0.467 0.410 0.943 0.584 0.551 0.432 0.408
(NUV − r , log(n), Mi) 1906 0.839 0.735 0.617 0.055 0.545 0.457 0.902 0.681 0.615 0.504 0.455
(NUV − r , log(n), e) 1299 0.856 0.511 0.437 0.038 0.379 0.324 0.928 0.478 0.443 0.354 0.328
(NUV − r , log(re), log(M∗)) 1687 0.893 0.691 0.617 0.027 0.513 0.458 0.942 0.627 0.591 0.466 0.439
(NUV − r , log(re), log(μ∗)) 1713 0.891 0.701 0.624 0.025 0.520 0.463 0.941 0.636 0.599 0.473 0.445
(NUV − r , log(re), Mi) 1770 0.884 0.718 0.635 0.034 0.533 0.471 0.928 0.648 0.602 0.482 0.447
(NUV − r , log(re), e) 1705 0.908 0.711 0.645 0.014 0.527 0.479 0.956 0.643 0.615 0.478 0.457
(NUV − r , log(M∗), log(μ∗)) 1594 0.897 0.657 0.589 0.025 0.487 0.437 0.946 0.595 0.563 0.442 0.418
(NUV − r , log(M∗), Mi) 1970 0.815 0.737 0.601 0.069 0.547 0.446 0.887 0.690 0.612 0.512 0.455
(NUV − r , log(M∗), e) 1478 0.884 0.600 0.531 0.020 0.445 0.394 0.941 0.549 0.516 0.408 0.384
(NUV − r , log(μ∗), Mi) 1647 0.888 0.672 0.597 0.029 0.498 0.442 0.943 0.613 0.578 0.455 0.429
(NUV − r , log(μ∗), e) 1494 0.908 0.623 0.566 0.017 0.462 0.420 0.967 0.570 0.551 0.424 0.410
(NUV − r , Mi, e) 1467 0.883 0.595 0.526 0.022 0.441 0.390 0.938 0.543 0.509 0.403 0.378
(log(n), log(re), log(M∗)) 1745 0.886 0.710 0.629 0.028 0.526 0.466 0.940 0.650 0.611 0.481 0.452
(log(n), log(re), log(μ∗)) 1736 0.885 0.705 0.624 0.028 0.523 0.463 0.940 0.646 0.607 0.478 0.449
(log(n), log(re), Mi) 1757 0.874 0.705 0.617 0.042 0.523 0.457 0.923 0.642 0.593 0.475 0.438
(log(n), log(re), e) 1754 0.831 0.669 0.556 0.078 0.496 0.412 0.884 0.615 0.543 0.455 0.402
(log(n), log(M∗), log(μ∗)) 1698 0.894 0.697 0.623 0.025 0.517 0.462 0.948 0.638 0.605 0.472 0.448
(log(n), log(M∗), Mi) 1695 0.820 0.638 0.523 0.069 0.473 0.388 0.895 0.601 0.538 0.445 0.398
(log(n), log(M∗), e) 1189 0.834 0.455 0.380 0.049 0.338 0.282 0.918 0.432 0.396 0.320 0.293
(log(n), log(μ∗), Mi) 1694 0.888 0.691 0.614 0.021 0.512 0.455 0.950 0.638 0.606 0.472 0.449
(log(n), log(μ∗), e) 1545 0.869 0.617 0.536 0.029 0.457 0.397 0.939 0.575 0.540 0.425 0.400
(log(n), Mi, e) 1307 0.828 0.497 0.411 0.060 0.368 0.305 0.896 0.464 0.416 0.343 0.308
(log(re), log(M∗), log(μ∗)) 1465 0.903 0.607 0.549 0.024 0.450 0.407 0.954 0.552 0.526 0.410 0.391
(log(re), log(M∗), Mi) 1567 0.886 0.637 0.564 0.036 0.473 0.419 0.936 0.579 0.542 0.430 0.403
(log(re), log(M∗), e) 1528 0.889 0.624 0.554 0.026 0.462 0.411 0.944 0.569 0.537 0.423 0.399
(log(re), log(μ∗), Mi) 1567 0.880 0.633 0.557 0.041 0.470 0.413 0.934 0.577 0.539 0.429 0.400
(log(re), log(μ∗), e) 1536 0.896 0.632 0.566 0.022 0.469 0.420 0.951 0.577 0.548 0.428 0.407
(log(re), Mi, e) 1450 0.870 0.579 0.504 0.044 0.430 0.374 0.916 0.524 0.480 0.389 0.357
(log(M∗), log(μ∗), Mi) 1516 0.888 0.618 0.549 0.032 0.458 0.407 0.942 0.563 0.531 0.419 0.394
(log(M∗), log(μ∗), e) 1556 0.894 0.639 0.571 0.021 0.474 0.423 0.951 0.584 0.555 0.434 0.413
(log(M∗), Mi, e) 1154 0.792 0.420 0.332 0.074 0.311 0.246 0.885 0.403 0.356 0.299 0.265
(log(μ∗), Mi, e) 1548 0.897 0.637 0.571 0.023 0.473 0.424 0.946 0.578 0.547 0.429 0.406
optical samples. Under NUV pre-selection however, the NUV − r
colour becomes efficient at selecting complete and pure spiral sam-
ples, much more so that the u − r colour for the optical sam-
ples. The most efficient combinations include (NUV − r , log(re),
e), (NUV − r , log(n), log(re)) and (log(n), log(re), log(μ∗)).
4.2.3 Effects of NUV selection
As shown in Section 4.2.2, the use of NUV pre-selection results,
on average, in samples with greater completeness and often also
greater purity for comparable combinations of selection parame-
ters. Under NUV pre-selection, the parameter NUV − r leads to
efficient selections of complete samples of spirals, while attaining
high values of purity for the bright subsample. As spiral galaxies
are often star-forming systems, this result is unsurprising. However,
as discussed, NUV pre-selection will bias samples of spirals against
intrinsically UV-faint systems, as well as against systems which are
UV faint due to severe attenuation (e.g. on account of being seen
edge-on).
Overall, the efficiency of the considered parameter combinations
in selecting pure and complete (under the aforementioned caveat)
samples is enhanced by NUV pre-selection, with larger volumes
of the parameter space being included in the spiral volume than
for the whole sample, as indicated by increases in completeness
accompanied by slight reductions in purity when using comparable
parameter combinations with and without pre-selection. In addition,
especially for combinations of three parameters, NUV pre-selection
can also lead to an increase in purity accompanied by a decrease
in completeness, as regions marginally dominated by spirals in the
whole sample are excluded. On average, however, in both cases
the value of Pbij, n is larger than Pbij for a comparable parameter
combination applied to the OPTICALsample. Thus, depending upon
the science goal of the selection, UV information could be a valuable
asset in selecting samples of spirals. However, we caution that, in
addition to the biases previously discussed, if the depth of the UV
coverage is not such that it matches the depth of the optical data and
encompasses the entire (realistic) colour range, UV pre-selection
will strongly suppress the completeness attainable and introduce
biases into any selections.
In light of these effects, the greater completeness of using only
optical parameters applied to optical samples, as evidenced by the
values of Pcomp,o in, for example, Table 7 and the robustness against
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bias, will likely outweigh the gain in purity achievable by NUV
pre-selection for most applications.
4.3 Investigation of possible biases
Based on the figures of purity, completeness and bijective discrim-
ination power, it is readily apparent that the use of combinations of
three parameters generally leads to purer and simultaneously more
complete samples of spirals than using only two parameters. Fur-
thermore, the most important parameters appear to be log(re) and
log(μ), which provide the most efficient selection when comple-
mented by log(n) and/or Mi. Applying an NUV pre-selection ap-
pears to further improve the attainable purity, and makes NUV − r a
further important selection parameter. However, although the purity,
completeness and bijective discrimination power are good indica-
tors of a selection’s performance, they provide little information
about possible biases in the selections. While the cell-based method
allows for a flexible surface of separation, any boundary in parame-
ter space used in classifying objects entails that reliable spirals with
strongly outlying values in the selection parameters may be missed,
and that the selection may not be fully representative of the actual
population of spirals.
In the following, we will investigate the potential biases caused
by the selection on the basis of four different representative combi-
nations of three parameters [(u − r, log(re), e) resp. (NUV − r ,
log(re), e), (log(n), log(re), log(μ∗)), (log(n), log(re), Mi) and
(log(n), log(M∗), log(μ∗))], chosen to be amongst the most bijec-
tively powerful. We will consider the distributions of the suite of
parameters investigated for these selections, as well as consider the
distributions of the Hα EQW as an independent observable and the
T-type classification given by Nair & Abraham (2010) to investi-
gate possible biases in the selections of spiral galaxies. Finally, we
will investigate the redshift dependence of the selections of spiral
galaxies.
4.3.1 Distributions of the parameter suite
Figs 5 and 6 show the normalized distributions of all eight pa-
rameters in the suite investigated, after selection by four different
representative combinations of three parameters [(u − r, log(re),
e) resp. (NUV − r , log(re), e) in red, (log(n), log(re), log(μ∗)) in
green, (log(n), log(re), Mi) in blue and (log(n), log(M∗), log(μ∗))
in orange], chosen to be amongst the most bijectively powerful,
applied to both the OPTICALsample (Fig. 5) and the NAIRsample
(Fig. 6). For comparison, the parameter’s distribution for reliable
spirals in the respective sample as defined by Galaxy Zoo is shown
as a dash–dotted black line. Finally, the parameter’s distribution for
reliable spirals as defined by the independent morphological clas-
sifications of Nair & Abraham (2010), i.e. in the NAIRsample, is
shown as a grey dash–dotted line.
Overall, the distributions of the parameters derived from the se-
lections applied to the OPTICALsample (Fig. 5) coincide well with
that of the Galaxy Zoo defined sample, indicating that the non-
parametric method using three parameters is neither heavily influ-
encing the parameter ranges available to the sample nor is itself
introducing large biases. Similarly, the parameter combinations for
the selections applied to the NAIRsample also agree well with the
parameter’s distributions as defined by the Galaxy Zoo and Nair &
Abraham (2010) visual classifications. Nevertheless, the effect of
the individual choice of parameter combinations is visible in the
distributions, with this being more pronounced for the application
to the NAIRsample. For example, all combinations involving log(n)
are biased towards lower values of this parameter than the visually
defined samples, while the combination (u − r, log(re), e) traces
them with higher fidelity. The discontinuous steep fall-off towards
redder u − r colours of the selection determined by (u − r, log(re),
e) (most pronounced in the NAIRsample) is also an example of the
effects of the discretization.
The largest differences, both between the selections and the vi-
sually defined samples, and between the selections themselves, are
visible, however, in the distributions of ellipticity. While the distri-
bution of e is more or less flat in the NAIRsample, as is to be expected
for an unbiased sample, the Galaxy Zoo defined spiral subsample
of the OPTICALsample displays a bias towards high values of e.
Using e as a selection parameter, as in the combination (u − r,
log(re), e), gives rise to a bias in the distribution of e for the selected
sample as visible in Fig. 6, causing the selection provided by (u − r,
log(re), e) to largely coincide with the Galaxy Zoo defined spiral
sample for the OPTICALsample. This bias may also give rise to the
agreement between the NUV − r colour distributions of the Galaxy
Zoo defined sample and the (u − r, log(re), e) selection in Fig. 5
(i.e. for the OPTICALsample), which extend to redder colours than
the other selections, as NUV emission from highly inclined galaxies
will be strongly attenuated, more so than in optical bands (e.g. Tuffs
et al. 2004). In contrast to the selection using (u − r, log(re), e),
the other investigated parameter combinations show distributions
which are more or less flat in e, also justifying the use of the Galaxy
Zoo sample as a calibration sample.
Comparison of the distribution of the parameters in the selections
applied to the OPTICALsample with those of the galaxies classified
as spirals in the NAIRsample using the classifications of Nair &
Abraham (2010) shows a systematic difference in the distributions
of the parameters between these samples. Overall, the spiral galax-
ies in the NAIRsample are more weighted towards redder NUV − r
and u − r colours, as well as towards larger values of log(M∗) and
log(μ∗), and brighter i-band absolute magnitudes. Furthermore, the
distributions of log(n) and log(re) are weighted towards larger values
of n and lower values of re, respectively. The observable differences
are largely consistent with the bright NAIRsample (g′-band mag
≤16) being more weighted towards large spirals which, on average,
are more massive and redder than lower mass spiral galaxies. Fur-
thermore, they often also have more dominant bulges, increasing
the values of n and decreasing those of re, while simultaneously de-
creasing the value of e, in agreement with the observed distributions.
However, the differences may also be due, in part, to the fact that
the cell-based selection misses regions of parameter space which
are sparsely populated by spirals and in which they do not represent
the dominant galaxy population. Nevertheless, Fig. 6 shows that the
selections using combinations of three parameters trained on the
Galaxy Zoo visual classifications of the OPTICALsample perform
well at recovering the NAIRsample.
Fig. 7 shows the parameter distributions for the combinations
applied to the NUVsample [we make use of (NUV − r , log(re), e)
instead of (u − r, log(re), e)]. The results of applying the combi-
nations to the NUVsample are nearly identical to those obtained
for the OPTICALsample. However, the use of NUV pre-selection
does bias the selected galaxy populations towards bluer objects as
can be seen in the shift of the distributions of the u − r and to
lesser extent the NUV − r colour, between Figs 5 and 7. The use
of NUV pre-selection and NUV − r colour also slightly lessens the
bias against sources with low values of e selected using the com-
bination (NUV − r , log(re), e), rendering the distribution in e of
this selection flatter than that of the Galaxy Zoo defined sample.
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Figure 5. Normalized distribution of the suite of eight parameters as recovered for all Galaxy Zoo reliable spirals in the OPTICALsample (black dashed) and
the selections defined using (u − r, log(re), e) (red), (log(n), log(re), log(μ∗)) (green), (log(n), log(re), Mi) (blue) and (log(n), log(M∗), log(μ∗)) (orange),
applied to the OPTICALsample. The parameter distribution of spirals as defined by the classifications of Nair & Abraham (2010) in the NAIRsample is shown
as a grey dash–dotted line.
Figure 6. As Fig. 5 but for the NAIRsample.
The overall similarity to the results obtained for the optical samples
shows that the requirement of an NUV detection itself is only mildly
influencing the selections.
4.3.2 T-type and Hα EQW as independent observables
Although the agreement between the parameter distributions of the
visually defined samples and the selections is very good, the fact
that a bias towards bluer u − r and NUV − r colours is discernible,
and that the selections slightly favour lower values of log(n) and
log(μ∗) and higher values of log(re), raises the possibility that the
selections may nevertheless be biased against a subclass of spirals.
T-type distributions of the NAIRsample. In order to investigate
to what extent such a bias may be present, we first make use of
the distributions of the T-type classifications of Nair & Abraham
(2010). Fig. 8 shows the normalized distributions of the T-type
values for the four selections, compared with the distributions of
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Figure 7. Normalized distribution of the suite of eight parameters as recovered for all Galaxy Zoo reliable spirals in the NUVsample (black dashed) and the
selections defined using (NUV − r , log(re), e) (red), (log(n), log(re), log(μ∗)) (green), (log(n), log(re), Mi) (blue) and (log(n), log(M∗), log(μ∗)) (orange),
applied to the NUVsample. The parameter distribution of spirals as defined by the classifications of Nair & Abraham (2010) in the NUVNAIRsample is shown
as a grey dash–dotted line.
Figure 8. Distribution of T-types for galaxies in the NAIRsample classified
as spirals based on the classifications of Nair & Abraham (2010) (grey),
Galaxy Zoo (black) and the parameter combination listed top left (green).
The T-type distribution of galaxies with PCS, DB ≥ 0.7 located in cells as-
sociated with spiral galaxies is shown in magenta. The inset panel below
each distribution shows the distribution of the difference in relative fre-
quency for this galaxy type relative to those of the Nair & Abraham (2010)
classifications.
the visually classified spiral samples [Galaxy Zoo: black, Nair &
Abraham (2010): grey]. The distribution of the T-types of galaxies
classified as spirals by the selection is shown in green, while the
magenta line shows the T-type distributions of the Galaxy Zoo
defined reliable spirals located in spiral cells following the selection.
For the NAIRsample, the Galaxy Zoo classifications (black solid
line) appear moderately biased against early-type spirals (mainly
against Sa, and less against Sa/b). The selections based on the
combinations of three parameters (green line) display a similar,
but more pronounced bias, favouring spiral galaxies of type Sa/b,
Sb and later, underscored by the stronger bias against early-type
spirals of Galaxy Zoo spirals in spiral cells (magenta line). Overall,
the parameter-based selections recover relatively more earlier type
spirals than the Galaxy Zoo classifications, in line with the findings
that a large fraction of the ‘impurity’ arises from spiral galaxies
which fail to meet the PCS,DB ≥ 0.7 requirement. All combinations
considered display very similar performance in terms of the relative
fractions of galaxy types recovered, although the bias against Sa/b
galaxies of the selections using the parameters colour, effective
radius and ellipticity is slightly less pronounced than for the other
parameter combinations which involve more structural information
(the use of structural information may be more sensitive to the
presence of a prominent bulge in early-type spirals).
T-type distributions of the NUVNAIRsample. Fig. 9 shows the
resultant distributions of T-types for the selections applied to the
NUVNAIRsample (using NUV − r rather than u − r). Overall, the
results are very similar, with both the Galaxy Zoo classified spirals
and the spirals selected by the parameter combinations being more
weighted towards later type galaxies than the classifications of Nair
& Abraham (2010). We note the fact that the NUVNAIRsample is
more weighted towards earlier type spirals than the NAIRsample.
Hα EQW distribution of the NAIRsample and NUVNAIRsam-
ple. A similar investigation of the possible bias against subclasses
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Figure 9. As Fig. 8 but for galaxies in the NUVNAIRsample.
of spiral galaxies for the OPTICALsample, respectively for the NU-
Vsample, is not possible, as these lack independent visual classifi-
cations and T-Types. However, to at least gain a qualitative insight
into the possible biases for these larger samples, we make use of
the distributions of Hα EQW, an observable used neither in our
classification nor in that supplied by Galaxy Zoo.
Based on Hα EQW, galaxies are often divided into two main pop-
ulations, ‘line-emitting’ galaxies (i.e. galaxies with non-negligible
Balmer line emission, usually actively star forming) and passive
galaxies (very little/no line emission, usually quiescent). In general,
spirals tend to exhibit Hα line emission (although a non-negligible
fraction has very small Hα EQWs indicative of passive systems),
while early-types are predominantly passive. Similarly, earlier type
spirals often have smaller values of Hα EQW than later types (see
e.g. Robotham et al. 2013 for a detailed discussion).
Figs 10 and 11 show the distributions of Hα EQW for the NAIR-
sample and NUVNAIRsample, respectively. The distribution of the
samples defined using the classifications of Nair & Abraham (2010)
is again shown in grey, with that of the sample defined by Galaxy
Zoo in black. In both cases, the Galaxy Zoo defined sample is
weighted more towards intermediate values of Hα EQW with re-
spect to the classifications of Nair & Abraham (2010), showing
evidence of a bias against low values of Hα EQW as well as, to
a lesser extent, against the highest values. The distributions of Hα
EQW of the samples defined by the selections (green) all display a
similar, yet more pronounced bias against low values of Hα EQW.
The selections, with the exception of (u − r, log(re), e), all also ap-
pear weighted against the highest values of Hα EQW. These biases
against low values of Hα EQW may be considered to be consis-
tent with the distributions of the T-types in the samples, with the
selections favouring later type spirals.
Figure 10. Distribution of Hα EQW for galaxies in the NAIRsample clas-
sified as spirals based on the classifications of Nair & Abraham (2010)
(grey), Galaxy Zoo (black) and the parameter combination listed top left
(green). The Hα EQW distribution of galaxies with PCS, DB ≥ 0.7 located in
cells associated with spiral galaxies is shown in magenta. The inset panel
below each distribution shows the distribution of the difference in relative
frequency for each bin in Hα EQW relative to that of the Nair & Abraham
(2010) classifications.
In summary, we find that the Galaxy Zoo classifications display a
simultaneous mild bias against early-type spirals and systems with
low values of Hα EQW for the NAIRsample and NUVNAIRsample,
and that this bias is slightly more pronounced for the parameter
combination-based selections.
Hα EQW distribution of the Opticalsample and NUVsample.
Bearing this mild simultaneous bias in mind, we consider the
distributions of Hα EQW for parameter combinations as applied to
the OPTICALsample and the NUVsample, shown in Figs 12 and 13,
respectively.
The samples selected by the same parameter combinations as
previously applied to the NAIRsample display a bias against low
values of Hα EQW when applied to the OPTICALsample, similar
to that observed for their application to the NAIRsample. Overall, all
the considered parameter combinations recover the peak in the Hα
EQW corresponding to star-forming galaxies well, with high values
of Hα EQW being only minimally favoured with respect to the
Galaxy Zoo defined sample. However, all selections display a bias
against very low values of Hα EQW, least so for the combination
(u − r, log(re), e). The general trends in the distributions of Hα EQW
appear very similar to those identified for the selections applied to
the NAIRsample; hence, we expect that the selections applied to the
OPTICALsample will also exhibit a similar bias towards later type
spirals.
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Figure 11. As Fig. 10 but for galaxies in the NUVNAIRsample.
It is important to note the very good agreement between the Hα
EQW distributions of all reliable spirals in the OPTICALsample
(black) and NUVsample (grey) shown in the panels of Fig. 13.
This indicates that the NUV pre-selection itself is not introducing
a strong bias. Nevertheless, NUV pre-selection does appear to lead
to a slight bias against systems with low Hα EQW, favouring high
Hα EQW systems.
As for the OPTICALsample, the selections applied to the NU-
Vsample display a bias against low values of Hα EQW, although
the bias is reduced under NUV pre-selection. However, the param-
eter combinations are slightly more weighted towards high values
of Hα EQW than for the OPTICALsample. Overall, the trends in
the Hα EQW distributions are similar to those observed in the se-
lections drawn from the OPTICALsample, the NAIRsample and the
NUVNAIRsample. Accordingly, we expect that the parameter-based
selections will be, to some extent, biased against early-type spirals.
4.3.3 Redshift dependence of the spiral fraction
A final avenue of possible bias we address here is the dependence
of the performance of the selection on the distance/redshift of the
sources. This is of particular interest, as the parameters with the
best performance are largely structural or related parameters, e.g.
log(n), log(re), log(μ∗), and as such may depend on the resolution
of the images in terms of physical sizes.
Over the time span corresponding to the redshift range of
z = 0−0.13, we do not expect the distribution of galaxy morpholo-
gies to evolve in a significant manner (e.g. Bamford et al. 2009);
hence, the fraction of spirals should be approximately constant.
However, as massive bright galaxies are less likely to be spirals
than less massive, fainter galaxies, this will only be the case for
Figure 12. Distribution of Hα EQW for galaxies in the OPTICALsample
classified as spirals by Galaxy Zoo (black) and the parameter combina-
tion listed top left (green). The Hα EQW distribution of galaxies with
PCS, DB ≥ 0.7 located in cells associated with spiral galaxies is shown in ma-
genta. The inset panel below each distribution shows the distribution of the
difference in relative frequency for each bin in Hα EQW relative to that of
the Galaxy Zoo classifications.
volume-limited samples. In Fig. 14, we show the fraction of galaxies
classified as spirals by the parameter combinations (u − r, log(re),
e), resp. (NUV − r , log(re), e) in the case of NUV pre-selection,
(log(n), log(re), log(μ∗)), (log(n), log(re), Mi) and (log(n), log(M∗),
log(μ∗)) for different volume-limited samples of galaxies. At top
left, we show the spiral fractions as a function of z for a volume-
limited subsample of the NAIRsample extending to z = 0.07 [i.e.
Mg < 16 − D(z= 0.07), where D(z) is the distance module and Mg is
the absolute magnitude in the g band]. We find that the spiral selec-
tions recovered by the parameter combinations [with the exception
of (u − r, log(re), e)] are flat in z, and are in good agreement with
the z dependence of the spiral selection for this sample defined by
the visual classifications of Nair & Abraham (2010) (black dash–
dotted line). The middle-left panel shows that the distribution of
spirals selected from a volume-limited subsample of the OPTICAL-
sample extending to z = 0.09 [i.e. Mr < 17.7 − D(z = 0.09), thus
extending to fainter galaxies] is also largely flat in z for the selec-
tions not using colour as a parameter, while the bottom-left panel
shows a similar result for a volume-limited subsample of the OPTI-
CALsample extending to z = 0.13 [i.e. Mr < 17.7 − D(z = 0.13),
covering the full considered range in z]. In the latter two panels,
the dash–dotted black line indicates the z dependence of the spiral
fraction as defined by the Galaxy Zoo visual classifications. The
decline in the spiral fraction is largely due to the certainty of the
classifications decreasing with increasing z. If the assumption of a
constant spiral faction as a function of z is valid, these results may
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Figure 13. As Fig. 12 but for galaxies in the NUVsample.
be seen to imply that for marginally resolved sources, the automatic
cell-based non-parametric classification schemes may be superior
to the Galaxy Zoo DR1 classifications.
The right-hand panels of Fig. 14 show the results of applying the
parameter combinations to NUV pre-selected samples, taking into
account the UV sensitivity limits [i.e. with the additional require-
ment on the samples that MNUV < 23 − D(zsel), where zsel is the
limiting redshift of the sample). For a volume-limited subsample
of the NUVNAIRsample, we find, as for the NAIRsample, that the
spiral fraction is flat in z. For the other volume-limited samples,
although the selections are largely flat in z, there is nevertheless
an increase with increasing redshift. Notably, the spiral fraction of
selections which only depend on parameters determined at long
wavelengths [e.g. (log(n), log(re), Mi)], and which have spiral dis-
tributions which are flat in z without the requirement of an NUV
detection, also display an increase of the spiral fraction with z un-
der NUV pre-selection. This can most readily be understood in
the context of an evolution in the UV properties of the volume-
limited samples of spirals considered, with an increasing fraction
of spiral galaxies with NUV emission as a function of increasing
redshift z. Such a scenario is consistent with the observed decline
in star formation rate (SFR) density from z = 1−0 (e.g. Hopkins,
McClure-Griffiths & Gaensler 2008) and the increase in the popula-
tion of quiescent galaxies in the mass range M∗ 1010 M over this
redshift range (Moustakas et al. 2013, and references therein). The
volume-limited samples considered will be dominated by galaxies
in this mass range and be accordingly sensitive to such evolutionary
effects.
We note that as the redshift range spans over a Gyr in look-
back time, some evolution in the spiral fraction may be expected
linked to a slight decline in the fraction of spirals with decreasing z,
Figure 14. Spiral fraction as a function of redshift z in bins of width 0.01
for selections defined using (u − r, log(re), e) resp. (NUV − r , log(re),
e) (red), (log(n), log(re), log(μ∗)) (green), (log(n), log(re), Mi) (blue) and
(log(n), log(M∗), log(μ∗)) (orange), respectively. The top-left panel shows
the results for the combinations applied to a volume-limited subsample of
the NAIRsample (the selection criteria are indicated in each panel). The
redshift dependence of the spiral fraction defined by the classifications of
Nair & Abraham (2010) in the considered subsample is shown in black as a
dash–dotted line. Error bars indicate Poisson 1σ uncertainties. The top-right
panel shows the same, but applied to a subsample of the NUVNAIRsample
as defined in the panel. The middle and bottom-left panels show the redshift
dependence of the spiral fraction for the selection applied to two volume-
limited subsamples of the OPTICALsample with the Galaxy Zoo defined
reliable spiral fraction shown as a black dash–dotted line. The middle and
bottom-right panels show the same for the NUVsample.
i.e. we do not expect a perfectly constant fraction of spirals. Nev-
ertheless, the lack of any major dependence on the spiral fraction
as a function of redshift implies that no major redshift-dependent
biases are introduced into the selection when using combinations of
three parameters with the non-parametric cell-based method, and
that the method may even prove to be more reliable than visual
classifications.
5 C OMPARI SON W I TH OTHER PROX I ES
Using the cell-based method presented in Section 3, we have
identified combinations of parameters including log(re), log(μ∗),
log(n), log(M∗) and Mi, in particular (log(n), log(re), log(μ∗)),
(log(n), log(re), Mi) and (log(n), log(M∗), log(μ∗)), to result in
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Table 9. Purity, completeness, bijective discrimination power and contamination for the combinations (u − r, log(re), e), (log(n),
log(re), log(μ∗)), (log(n), log(re), Mi) and (log(n), log(M∗), log(μ∗)) using fixed boundaries, applied to the OPTICALsample (columns
2–5) and the NAIRsample using the Galaxy Zoo visual classifications (columns 6–9) as well as the independent classifications of
Nair & Abraham (2010, columns 10–12).
OPTICALsample NAIRsample
Galaxy Zoo NAIR & Abraham (2010)
Parameter combination Ppure Pcomp Pbij Pcont Ppure Pcomp Pbij Pcont Ppure Pcomp Pbij
(u − r, log(re), e) 0.793 0.398 0.316 0.015 0.911 0.257 0.234 0.006 0.961 0.236 0.227
(log(n), log(re), log(μ∗)) 0.794 0.567 0.450 0.006 0.934 0.487 0.455 0.007 0.976 0.442 0.431
(log(n), log(re), Mi)) 0.782 0.507 0.396 0.007 0.922 0.372 0.343 0.013 0.965 0.339 0.327
(log(n), log(M∗), log(μ∗)) 0.654 0.700 0.458 0.028 0.861 0.573 0.493 0.023 0.946 0.547 0.517
simultaneously pure and complete samples of spirals. These selec-
tions appear to be robust against redshift-dependent biases, and to
be largely unbiased in their parameter distributions, only displaying
a slight bias against early-type spirals. Accordingly, the cell-based
method using these combinations appears well suited to selecting
samples of spiral galaxies. In the following, we investigate the con-
tribution of the cell-based method to the demonstrable success, and
compare its performance to a selection of widely used morpholog-
ical proxies, as well as to a novel algorithmic approach based on
SVMs (Huertas-Company et al. 2011).
5.1 The importance of the cell-based method
While the use of the parameter combinations in concert with the
cell-based method presented in Section 3 can lead to simultaneously
pure and complete samples of spiral galaxies, the use of the cell-
based method requires a training sample, ideally of 30 k galaxies
(cf. Fig. 2) In contrast to this, the advantage of simple hard cuts on
parameters is that they require no (or much smaller) such calibration
samples. In our investigations, we have made use of a suite of
parameters including ones traditionally used in the morphological
classification of spirals (e.g. n), as well as novel parameters such as
μ∗. In order to investigate to what extent the demonstrable success
is due to the parameters used, and what the effect of the cell-based
algorithm is, we have applied the combinations (u − r, log(re), e),
(log(n), log(re), log(μ∗)), (log(n), log(re), Mi) and (log(n), log(M∗),
log(μ∗)) to the OPTICALsample and the NAIRsample using fixed
boundaries derived by eye from the parameter distributions shown
in Fig. 3. In this context, we have chosen to treat galaxies with
u − r ≤ 2.1, log(re) ≤ 0.65, e ≥ 0.3, log(n) ≤ 0.4, log(μ∗) ≤ 8.3,
log(M∗) ≤ 10.7 and Mi ≥ −22 as spirals. The results tabulated in
Table 9 show that the bijective discrimination power of the selections
using fixed boundaries is much lower than when the same parameter
combinations are used with the cell-based method. It is clear that
the use of fixed boundaries entails a strong trade-off between purity
and completeness. Although the parameter combinations (u − r,
log(re), e), (log(n), log(re), log(μ∗)) and (log(n), log(re), Mi) all
attain high values of purity (even ∼0.05 greater than that obtained
with the cell-based method), they, however, are highly incomplete,
with completeness values ∼0.2−0.3 less than that attained with the
cell-based method. The parameter combination (log(n), log(M∗),
log(μ∗)), on the other hand, attains a completeness only ∼0.07 less
than that obtained with the cell-based method, but with the purity
of the selection reduced by ∼0.1. The high values of completeness,
attained simultaneously to the high values of purity when making
use of the parameter combinations together with the cell-based
method, thus appear largely due to the flexibility of the boundaries
given by the cell-based method.
5.2 Comparison with widely used proxies
Having identified the cell-based method used with combinations
of three parameters including log(re), log(μ∗), log(n), log(M∗) and
Mi, in particular (log(n), log(re), log(μ∗)), (log(n), log(re), Mi) and
(log(n), log(M∗), log(μ∗)), as a method to select simultaneously
pure and complete samples of spirals, we compare its performance
to that of a selection of widely used morphological proxies, as well
as to that of a novel algorithmic approach based on SVMs (Huertas-
Company et al. 2011).
Two well-known proxies for the general morphological type of
a galaxy are the concentration index in the r band, defined as Cr =
R90,r
R50,r
, where R90, r and R50, r are the radii within which 90 resp.
50 per cent of the galaxy’s (Petrosian) flux are contained, and the
Se´rsic index n, i.e. the index obtained for the best fit of a Se´rsic
profile (Se´rsic 1968) to the galaxy’s light distribution. Strateva et al.
(2001) suggest the use of the concentration index as a proxy for
morphological classification with galaxies with Cr < 2.6 considered
to be late-types/spirals, while Barden et al. (2005) suggest that
galaxies with n < 2.5 can be considered to be late-types/spirals.
Alternatively, Baldry et al. (2004) have suggested a separation
into blue and red galaxies which they equate to late- and early-
types, based on the galaxy position in the u − r colour versus
absolute r magnitude diagram, with the separator parametrized by
a combination of a constant and a tanh function dependent on the
absolute r-band magnitude (their equation 11).
A different approach, also making use of two parameters, has
been adopted by Tempel et al. (2011). They define a subvolume
in the two-dimensional space spanned by the SDSS parameters
fdeV [i.e. the fraction of a galaxy’s flux which is fitted by the de
Vaucouleurs profile (de Vaucouleurs 1948) in the best-fitting linear
combination of a de Vaucouleurs and an exponential profile] and
qexp (the axis ratio of the SDSS best-fitting exponential profile) as-
sociated with spiral galaxies and calibrated on visual classifications
of SDSS galaxies in the Sloan Great Wall region (Einasto et al.
2010) and Galaxy Zoo.
Recently, Huertas-Company et al. (2011) have published a cata-
logue of morphological classifications of SDSS DR7 spectroscopic
galaxies based on SVMs, which compare well with Galaxy Zoo clas-
sifications of the same sample. Similarly to Galaxy Zoo, Huertas-
Company et al. (2011) assign probabilities to the possible galaxy
classes, so that for the purposes of our comparison, we have chosen
to treat objects with a probability greater than 70 per cent of being
a spiral as a spiral, analogously to our treatment of the Galaxy Zoo
sample.9
9 Huertas-Company et al. (2011) provide probabilistic morphological clas-
sifications for all but 311 of the sources in our sample.
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Table 10. Purity, completeness, bijective discrimination power and contamination for other widely used morphological proxies, applied
to the OPTICALsample (columns 2–5) and the NAIRsample using the Galaxy Zoo visual classifications (columns 6–9) as well as the
independent classifications of Nair & Abraham (2010, columns 10–12). The values attained by the combinations (log(n), log(re), log(μ∗)),
(log(n), log(re), Mi) and (log(n), log(M∗), log(μ∗)) are shown for comparison.
OPTICALsample NAIRsample
Galaxy Zoo NAIR & Abraham (2010)
Method Ppure Pcomp Pbij Pcont Ppure Pcomp Pbij Pcont Ppure Pcomp Pbij
(log(n), log(re), log(μ∗)) 0.739 0.774 0.572 0.017 0.884 0.712 0.629 0.024 0.945 0.660 0.624
(log(n), log(re), Mi) 0.740 0.779 0.576 0.021 0.879 0.706 0.621 0.032 0.935 0.652 0.610
(log(n), log(M∗), log(μ∗)) 0.731 0.773 0.565 0.019 0.885 0.707 0.626 0.024 0.946 0.657 0.621
Huertas-Company et al. (2011) 0.588 0.903 0.531 0.077 0.806 0.836 0.673 0.054 0.898 0.802 0.720
Baldry et al. (2004) 0.522 0.802 0.419 0.081 0.745 0.747 0.557 0.115 0.834 0.721 0.601
Tempel et al. (2011) 0.648 0.411 0.266 0.078 0.786 0.387 0.304 0.064 0.896 0.380 0.340
n < 2.5 0.575 0.805 0.463 0.105 0.780 0.732 0.571 0.079 0.875 0.707 0.619
Cr < 2.6 0.547 0.762 0.417 0.105 0.810 0.750 0.608 0.066 0.896 0.715 0.641
Table 10 shows the purity, completeness and bijective discrimi-
nation power for the five morphological proxies discussed above as
well as the three parameter combinations applied to the OPTICAL-
sample and the NAIRsample. All morphological proxies, with the
exception of that proposed by Tempel et al. (2011), attain values of
completeness similar to, or larger than, that of the cell-based method
when applied to the OPTICALsample, although only the classifica-
tion of Huertas-Company et al. (2011) achieves a completeness
notably exceeding that of the cell-based method (Pcomp = 0.903).
However, these proxies fail to attain samples with a purity greater
than 60 per cent when applied to the OPTICALsample, much lower
than the value of ≈75 per cent achieved by the cell-based method,
the exception again being the method of Tempel et al. (2011). As
a result, the bijective discrimination power of these selections is
lower than that achieved by the optimal combinations of three pa-
rameters, using the cell-based method, with only the method of
Huertas-Company et al. (2011) attaining a comparable value of
Pbij. However, the contamination by ellipticals introduced by the
proxies considered is at least a factor of 3 greater than that resulting
from the cell-based method.
Applied to the brighter NAIRsample, the purity of the consid-
ered proxies increases notably, while the completeness slightly de-
creases. The purity of the selections resulting from the use of the
considered proxies remains significantly lower than that achieved
by the parameter combinations, both when using the Galaxy Zoo
visual classifications and those of Nair & Abraham (2010), as can
also be seen in the distributions of the T-types in the samples se-
lected by the considered proxies (Fig. 15). The completeness, on the
other hand, is greater than that for the parameter-based selections,
so that the bijective discrimination power of the considered prox-
ies is comparable to that of the parameter-based selections when
applied to the NAIRsample.
As can be seen in Fig. 15, the T-type distributions of the consid-
ered proxies display a bias towards later type spirals very similar
to that of the cell-based selections. However, the bias against Sa
and Sa/b galaxies appears to be slightly less pronounced, with the
relative frequency of early-type galaxies being marginally higher
for the samples recovered by the proxies than by the cell-based
selections. On the other hand, the T-type distributions in Fig. 15
also show the considerably larger contamination by ellipticals not
present in the cell-based selections.
Considering the distributions of Hα EQW for the samples ob-
tained by these proxies applied to the NAIRsample as shown in
Fig. 16, one finds that the samples recovered by the proxies [with
the exception of the methods of Huertas-Company et al. (2011)
and Tempel et al. (2011)] display a bias towards sources with large
values of Hα EQW, considerably more so than the cell-based se-
lections, with ∼10 per cent more of the sample consisting of high
Hα EQW sources than in the samples recovered by the cell-based
method. This result is most pronounced for the samples selected by
the concentration index, the Se´rsic index and the method of Baldry
et al. (2004). Similar but more pronounced results are obtained if
one considers the distributions of Hα EQW for the samples ob-
tained by these proxies applied to the OPTICALsample, as shown
in Fig. 17. In contrast, the selections based on the method of Tem-
pel et al. (2011) and Huertas-Company et al. (2011) appear to be
weighted more towards high and low values of Hα EQW than the
Galaxy Zoo reference and the selections based on the parameter
combinations used in concert with the cell-based method.
Overall, we find that the selections resulting from the proxies
are similar to, or more biased than, the selections based on the
cell-based method, and are clearly more contaminated.
In conclusion, we thus find that for the purpose of selecting a
pure, yet nevertheless largely complete, sample of spiral galaxies,
not limited to the brightest galaxies, the use of the cell-based method
presented in combination with one of the optimal parameter combi-
nations is preferable over the investigated well-established proxies,
and at least comparable to the sophisticated approach of Huertas-
Company et al. (2011).
6 D I SCUSSI ON
6.1 Choosing a parameter combination
Using the non-parametric cell-based method presented, we have
successfully identified several combinations of three parameters
which allow for an efficient and rapid selection of pure and simul-
taneously complete, largely unbiased samples of spiral galaxies.
When applied to parent samples not limited to the brightest galax-
ies, these are superior in performance, in terms of bijective discrim-
ination power and bias (e.g. in Hα EQW), to the widely established
simple morphological proxies investigated, such as the concentra-
tion index Cr, the Se´rsic index n, and the division into red and blue
galaxies. Furthermore, they are at least comparable in performance
to the algorithmic approach using SVMs of Huertas-Company et al.
(2011).
However, depending upon the effort required to obtain a given
parameter, either in terms of data processing or acquisition,
the ‘cost’ of parameters, and hence of parameter combinations,
will vary. For example, a parameter combination including only
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Figure 15. T-type distributions of the discussed selection methods applied
to the NAIRsample indicated top left in each panel. The distribution of Galaxy
Zoo spirals with PCS,DB > 0.7 is shown in black. The distribution of sources
selected by the method indicated is shown in green, while the distribution
of sources selected by the cell-based method with PCS,DB > 0.7 is shown
in magenta. The inset panel below each distribution shows the distribution
of the difference in relative frequency for galaxy type relative to that of the
Nair & Abraham (2010) classifications.
quantities such as re, Mi, u − r and e which can, at least for reason-
ably resolved sources, often be measured directly by SEXTRACTOR
(Bertin & Arnouts 1996) is ‘cheaper’ than a combination involving
parameters which require additional data reduction such as fitting
Se´rsic profiles using, e.g., GIM2D (Simard et al. 2002) or GALFIT (Peng
et al. 2002).10 Similarly, the relative ‘cost’ of additional NUV data
10 Where high-resolution imaging is available these codes themselves
present a different method of automatic morphological classification, as
they can perform multiple component fits which can be used to determine
the morphological type of a galaxy. However, the requirements on resolu-
Figure 16. Hα EQW distributions of the discussed selection methods indi-
cated top left in each panel applied to the NAIRsample. The distribution of
Galaxy Zoo spirals with PCS,DB > 0.7 is shown in black. The distribution
of sources selected by the method indicated is shown in green, while the
distribution of sources selected by the method with PCS,DB > 0.7 is shown
in magenta. The inset panel below each distribution shows the distribution
of the difference in relative frequency for each bin in Hα EQW relative to
that of the Nair & Abraham (2010) classifications.
is much higher than that of relying solely on optical passbands, as
it involves the use of additional observational facilities.
Encouragingly, we find that various parameter combinations per-
form similarly well, allowing for a choice of parameter combination
informed by both the envisioned science application and the relative
‘expense’ of the parameters used.
Overall, the most important parameters in selecting a sample
of spiral galaxies are the effective radius log(re), the stellar mass
tion are severe and fitting multiple components is often not justified (Simard
et al. 2011).
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Figure 17. Hα EQW distributions of the discussed selection methods indi-
cated top left in each panel applied to the OPTICALsample. The distribution
of Galaxy Zoo spirals with PCS,DB > 0.7 is shown in black. The distribution
of sources selected by the method indicated is shown in green, while the
distribution of sources selected by the method with PCS,DB > 0.7 is shown
in magenta. The inset panel below each distribution shows the distribution
of the difference in relative frequency for each bin in Hα EQW relative to
that of the Galaxy Zoo classifications.
surface density log(μ∗) and the Se´rsic index log(n). These parame-
ters perform especially well in combination with the stellar mass or
a tracer thereof (e.g. Mi). We find the combinations (log(n), log(re),
log(μ∗)), (log(n), log(re), Mi) and (log(n), log(M∗), log(μ∗)) to be
those with the greatest bijective discrimination power when applied
to the OPTICALsample. These are also amongst the most power-
ful under NUV pre-selection, although the combination (NUV − r ,
log(re), Mi) is comparably powerful. In the latter case, however, the
selection appears to be driven by the parameters Mi and, in particu-
lar, log(re). In terms of relative ‘expense’, the combinations requir-
ing NUV pre-selection are more ‘expensive’ than those applicable
to the whole sample. Although the best-performing combinations
all require Se´rsic profiles to be fitted, the cost is strongly ameliorated
by the fact that only single Se´rsic profiles are required.
Unsurprisingly, the ellipticity e proves to be an effective param-
eter, as only spirals seen edge-on appear strongly elliptical. In this
sense, it even counters the bias against edge-on spirals, which can
be introduced by using UV–optical colours as selection parame-
ters, as dusty edge-on spirals may drop out of a colour selection
due to attenuation of their UV emission. However, selections us-
ing e as a parameter are strongly biased against any spirals seen
approximately face-on, respectively not edge-on. Thus, while the
observed ellipticity represents a powerful criterion for selecting a
pure sample of spirals and has a low relative cost, it leads to gen-
erally less complete samples, which are strongly biased towards
edge-on systems.
Although our results indicate that simple structural parameters
derived at longer wavelengths are efficient at selecting spirals, the
combinations (NUV − r , log(re), Mi), and to a lesser extent (u − r,
log(n), log(re)), indicate that UV/optical colours linked to younger
stellar populations do provide valuable information for selecting
spiral galaxies. As mentioned above, however, the use of the UV–
optical colour as a parameter can lead to biases in the selection. Dust
in spirals will cause galaxies seen edge-on to appear very red; hence,
the use of a UV–optical colour can bias the selection against these
systems. Furthermore, UV–optical colour selection can introduce a
bias against any spirals which appear intrinsically red due to lack
of star formation. This is the case for both the u − r and NUV − r
colours. Finally, when using a colour as a parameter (in particular a
UV colour), the possibility of different depths of photometry must
be accounted for, i.e. the photometry in both bands must be deep
enough to ensure that the entire range of colour normally attributed
to the galaxy population is covered over the entire redshift range
of the sample. Failure to do so will give rise to both additional
incompleteness and a colour bias in the resulting sample.
Depending on the science application for which the sample is
intended, and on the availability of data, different combinations
may be optimal in selecting spiral galaxies. For example, using the
combination (log(n), log(re), Mi) would be appropriate to obtain a
selection of spiral galaxies for a project aiming at investigating the
total SFR of a large sample of spiral galaxies as derived from the
UV. Such a selection would avoid a bias against quiescent systems,
as would be introduced by using an NUV pre-selection or a UV–
optical colour, while also guarding against any orientation biases
which could arise if e was used as a selection parameter. Accord-
ingly, such a sample would be largely unbiased with respect to star
formation characteristics. Another suitable combination for such an
application would be (log(n), log(re), log(μ∗)), which is also largely
independent of UV–optical colours.11
Conversely, however, a sample which required the greatest
achievable purity should include both NUV pre-selection and e
as a parameter. Thus, the selection can and should be adapted to the
science case at hand, although the lack of requirement of UV data
allows the method to be easily applied to very large samples with
minimum requirements on wavelength coverage.
11 The stellar mass estimate used in deriving μ∗ does depend on an opti-
cal colour, i.e. the g − i colour; however, this colour is linked mainly to
intermediate-age and old stellar populations. Given photometry of sufficient
depth, the g − i colour does not present a direct selection criterion but is only
used in calculating the stellar mass, such that M∗ and μ∗ can be considered
unbiased in terms of star formation properties. Furthermore, the stellar mass
M∗ derived in this manner is largely independent of dust attenuation (Bell
& de Jong 2001; Nicol et al. 2011; Taylor et al. 2011).
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6.2 The physical basis for optical proxies
As discussed in Section 6.1, we find that the most important param-
eters in selecting spirals are the effective radius log(re), the stellar
mass surface density log(μ∗) and the Se´rsic index log(n) in combi-
nation with the stellar mass or a tracer thereof (e.g. Mi). In addition,
e leads to very pure if incomplete selections. All these properties are
derived in passbands normally associated with older stellar popula-
tions (g, r and i), rather than with recent star formation. The success
achieved by using parameters not obviously directly related to the
young stellar population is remarkable and implies that the spiral
and non-spiral populations are more or less distinct in these param-
eters. While the success of e bases on the appearance in projection
of spiral galaxies, that of log(re) and log(μ∗), on the other hand,
entails that the radial extent and in particular the ratio of mass to
size of the old stellar population are distinctly different in spirals
and ellipticals. Rotationally supported systems (i.e. spirals) appear
to be significantly more extended than pressure-supported systems
(i.e. spheroidals/ellipticals) at a given stellar mass.12
This is consistent with the notion that the stellar populations
evolve via distinct evolutionary tracks for discs and spheroids, with
the evolution of present-day spirals thought to involve a smooth
infall of gas and inside-out star formation, with merger activity
restricted to minor mergers.
In contrast, ellipticals are thought to be the products of major
mergers in which angular momentum is redistributed making the
central system more compact (e.g. Bournaud, Jog & Combes 2007,
and references therein).
In light of our results, we emphasize that parameters linked to
the old stellar population of galaxies, normally not employed in
the classification of spirals, may provide valuable information on
the morphology of a galaxy. In particular, the stellar mass surface
density and/or the radial extent (together with another parameter,
e.g. Mi) may be powerful due to the physically motivated charac-
terization parameters.
6.3 Applicability of the method to other surveys
We have shown the cell-based method to work well for SDSS galax-
ies, in particular a subset of the SDSS spectroscopic sample. Hence,
we expect the method to be applicable to samples of similar depth
and similar angular resolution, and thus be applicable to upcom-
ing surveys similar to SDSS, e.g. SKYMAPPER (the Skymapper
Southern Sky Survey; Keller et al. 2007). Many upcoming surveys
[DES, VST ATLAS, KiDS and GAMA (Galaxy And Mass Assem-
bly; Driver et al. 2011)], as well as SDSS itself, however, extend to
greater photometric depths than the sample used here.
To answer the question of how applicable the method is to other,
deeper surveys, we have used a sample consisting of the 50 k r-
band brightest galaxies in the OPTICALsample (i.e. mr < 16.48) as
a calibration sample and have subsequently classified the faintest
50 k galaxies (mr > 17.24) using the parameter combinations
(log(n), log(re), log(μ∗)), (log(n), log(re), Mi) and (log(n), log(M∗),
log(μ∗)). The results are shown in Table 11, where we have included
the results obtained using the calibration sample employed in Sec-
tion 4, as well as the results obtained using the widely used proxies
discussed in Section 5 for comparison. Using the bright subsample
to classify the faint subsample, we find that the selections are very
12 This size dichotomy can be boosted further by the presence of dust in the
discs, which can increase the apparent size of discs relative to the intrinsic
size (Mo¨llenhoff, Popescu & Tuffs 2006; Pastrav et al. 2013a).
complete, yet appear to be less pure than when classifying the entire
OPTICALsample. However, this is largely due to a decrease in the
certainty of the Galaxy Zoo classifications for sources which appear
fainter as they predominantly lie at greater redshifts and are smaller
and less resolved. This is underscored by the very low values of
contamination achieved for the different combinations. The per-
formance of the cell-based method remains easily superior to that
of the simple proxies, achieving much greater purity and similar
completeness. These results suggest that galaxy samples extending
faintwards of the SDSS spectroscopic limit can also be classified
using the method presented (cf. also Section 4.3.3).
Penultimately, the increased angular resolution and sensitivity of
the upcoming surveys with respect to SDSS may allow the method to
be extended to sources at higher redshifts than the current very local
sample. A somewhat similar approach defining subspaces associ-
ated with early- and late-type galaxies using U − V and V − J rest-
frame colours, calibrated using Hubble Space Telescope Advanced
Camera for Surveys (ACS) imaging, has recently been proposed by
Patel et al. (2012) for galaxies at z ∼ 0.9. Our proposed method may
also be helpful in selecting spirals at higher z, especially selections
using parameters linked to the older stellar populations, as they
would be more robust against the increasing occurrence of bursts
of star formation at higher redshifts. Such a use of structural pa-
rameters would, however, demand imaging with spatial resolution
similar to that attained by SDSS at low redshifts for large samples
of galaxies, which may not be available until Euclid.
Finally, we note that, due to the evolution of structural and pho-
tometric parameters, it will, in general, be necessary to recalibrate
the method at higher z, and for new data sets with very different
imaging/photometry (angular resolution/filters). In such a case, a
subset of the new data with visual classifications will be required as
a training set for the cell-based method.
At this point, we emphasize that the use of the parameter space
discretizations supplied in Appendix A depends on the compatibility
of the parameters with those used in this work. When using the
discretizations provided, the reader is advised to check for any
possible systematic offsets between his/her data and the data used
in this work.
6.4 Applicability of the method to the selection of elliptical
galaxies
The cell-based method presented here could, in principle, be adapted
for identifying reliable samples of elliptical galaxies in an analogous
fashion to that described for the identification of spirals. A certain
population of the cells, dependent upon the requirements imposed,
will not be assignable to either the spiral or the elliptical subvolume
and will remain undefined. However, it is by no means clear that the
parameter combinations which perform best at selecting a pure and
complete population of spirals will do the same for ellipticals. As our
focus has been to identify a method of reliably selecting spirals, we
do not further discuss the selection of ellipticals. We note, however,
that it would be straightforward to implement and optimize such a
method. We have also supplied the elliptical fractions and relative
errors for the three discretizations supplied in Appendix A.
6.5 Application to checks of probabilistic parametric methods
The use of parametric methods, such as linear discriminant analysis
for example, in classifying galaxies is attractive, as these methods
are capable of assigning a probabilistic classification to the mor-
phology of a galaxy, rather than a binary one such as that presented
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Table 11. Purity, completeness, bijective discrimination power and contamination for the combinations
(log(n), log(re), log(μ∗)), (log(n), log(re), Mi) and (log(n), log(M∗), log(μ∗)) and the proxies discussed
in Section 5 applied to the faintest 50 k galaxies in the OPTICALsample, i.e. mr > 17.24. The results are
presented for calibrations of the cell-based method using the brightest 50 k galaxies in the OPTICALsample
(mr < 16.48), as well as for the calibration sample used in Section 4. As no calibration is required for the
proxies discussed in Section 5, the results are only listed once.
Bright cal All cal
Method Ppure Pcomp Pbij Pcont Ppure Pcomp Pbij Pcont
(log(n), log(re), log(μ∗)) 0.596 0.860 0.513 0.009 0.657 0.787 0.517 0.005
(log(n), log(re), Mi) 0.607 0.861 0.523 0.009 0.664 0.799 0.530 0.006
(log(n), log(M∗), log(μ∗)) 0.602 0.844 0.508 0.009 0.647 0.781 0.506 0.006
Huertas-Company et al. (2011) 0.477 0.934 0.446 0.078
Baldry et al. (2004) 0.434 0.825 0.358 0.098
Tempel et al. (2011) 0.549 0.551 0.302 0.071
n < 2.5 0.478 0.866 0.414 0.066
Cr < 2.6 0.432 0.808 0.349 0.112
here, which will suffer from contamination due to quantization ef-
fects. Furthermore, as also discussed in Section 3, calibrating the
cell-based method requires substantial samples of galaxies with vi-
sual classifications, while the training sets for parametric methods
can be smaller. However, the applicability of such a parametric
method depends on the probability distributions of galaxy prop-
erties conforming to the assumed parametrization, which may not
be the case. Obviously, a strength of the non-parametric method
presented in this work is that it removes such biases arising from
assumptions about the correct parametrization.
We suggest that the non-parametric method presented here can
also be used to investigate the performance of parametric methods.
If the results of both approaches are in reasonable agreement, it
may be possible to confidently employ the parametric method to se-
lecting samples, relaxing the required size of a putative calibration
sample. A further investigation into the performance of multiparam-
eter morphological classifications using linear discriminant analysis
and the cell-based method presented here as a comparison will be
presented in a companion paper (Robotham et al., in preparation).
7 A P P LICATION TO THE STELLAR
MASS–SP ECIFIC STAR FORMATION R AT E
R E L AT I O N F O R SP I R A L G A L A X I E S
As an application of the cell-based technique for selecting spiral
galaxies, we use it to rederive the empirical scaling relation between
the specific star formation rate and the stellar mass (the ψ∗−M∗ re-
lation) for this class of objects. Previous derivations of the ψ∗−M∗
relation have used galaxy samples sensitive to star formation proper-
ties in their definition, thus potentially biasing the obtained results.
A further factor influencing the derivation of the ψ∗−M∗ relation
is the attenuation of stellar emission from the galaxy due to its dust
content, which introduces a large component of scatter, as well as
potentially of bias, into the relation. Here we capitalize on the se-
lection of a relatively pure sample of galaxies of known disc-like
geometry, by applying a radiation transfer technique to correct for
the attenuation of stellar emission by dust, utilizing the geometrical
information (effective radii and axis ratio) of each galaxy. To this
end, we utilize the method of Grootes et al. (2013), who have pre-
sented a method to obtain highly accurate radiation transfer-based
attenuation corrections on an object-by-object basis, using only
broad-band optical photometric observables not directly linked to
star formation, in particular the stellar mass surface density. The
method of Grootes et al. (2013), however, critically relies on the
underlying radiation transfer model of Popescu et al. (2011) be-
ing applicable to the galaxies considered, and thus requires a clean
sample of galaxies with disc geometry not hosting AGN.
7.1 The intrinsic ψ∗−M∗ relation for morphologically selected
spiral galaxies in the local universe
Starting from the OPTICALsample, we define a sample of spi-
rals using the cell-based method and the parameter combination
(log(n), log(re), Mi) and impose a redshift limit of z = 0.05. As
shown by e.g. Taylor et al. (2011), the SDSS with a limiting depth
of rpetro,0 = 17.77 is  80 per cent complete for M∗ ≥ 109.5 M
to this redshift. The sample considered thus represents a volume-
limited sample for this mass range. The sample is further limited
to objects with an NUV detection as well as those for which there
is no UV counterpart to the SDSS galaxy in the preliminary GCAT
MSC (Seibert et al., in preparation), excluding ambiguous multiple
matches which would require flux redistribution. For the sources
lacking an NUV counterpart, 3σ upper limits have been calculated.
Finally, objects defined as AGN following the prescription of Kew-
ley et al. (2006) using the ratios of [N II] to Hα and [O III] to Hβ
have been excluded.
This results in a total of 9885 galaxies, 536 of which have no
counterpart in the preliminary GCAT MSC. A visual inspection of
a random selection of these non-detected sources finds that a large
fraction (∼50 per cent) of these non-detections lie in the vicinity
of bright stars or at the very edge of GALEX tiles, so may actually
have an NUV counterpart. In the following, we therefore proceed
by considering two samples: (i) the entire selected sample of spi-
ral galaxies, treating all non-detections as real non-detections and
(ii) only the subset of spirals with an NUV counterpart, implicitly
assuming that all non-detections actually possess an NUV counter-
part, and can thus be discarded. By comparing the ψ∗−M∗ relation
for the two samples, we will show that the effect of the NUV non-
detections is negligible on the derivation of the ψ∗−M∗ relation.
For all spiral galaxies, we have corrected the observed UV pho-
tometry (detections and upper limits) for the effects of attenuation by
dust using the radiation transfer-based method presented in Grootes
et al. (2013), and have derived values of ψ∗ from the de-attenuated
UV photometry using the conversion factors given in Kennicutt
(1998), scaled from a Salpeter (1955) initial mass function (IMF)
to a Chabrier (2003) IMF as in Treyer et al. (2007) and Salim et al.
(2007). The required stellar masses have been derived as detailed
in Section 2. Inclinations (required for the attenuation corrections
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alongside the effective radii) have been derived from the observed
ellipticity as i = arccos(1 − e) and subsequently corrected for the
effects of finite disc thickness as detailed in section 3 of Driver et al.
(2007), using an assumed intrinsic ratio of scaleheight to semimajor
axis of 0.12.
Fig. 18 shows the values of ψ∗ as a function of M∗ before and after
correction for dust attenuation (middle and top panels, respectively),
with the median in bins of 0.1 dex in M∗ shown as large filled circles
with the error bars indicating the interquartile range in logarithmic
scatter in each bin. Without attenuation corrections, the ψ∗−M∗
relation displays a mean logarithmic scatter13 of 0.70 dex (0.63 dex
considering only NUV-detected sources) for the volume-limited
sample. A pure power-law fit to the median distribution of the
uncorrected sample finds an index of γ ≈ −0.8, but also shows
that a pure power law is only marginally suited to describing the
distribution.
After applying attenuation corrections, we find that the mean
logarithmic scatter is reduced to 0.48 dex (0.43 dex considering
only NUV-detected sources). In addition to this large reduction
in scatter, we find that the median ψ∗−M∗ relation for the volume-
limited corrected sample is well represented by a pure power law
with an index of γ ≈ −0.5 over the entire range in M∗, and that
this power law also provides a good parametrization of the relation
at least down to M∗ = 109 M. The exact value of the power-
law index found using a linear regression analysis of the bin-wise
median of ψ∗ as shown in Fig. 18 is γ = −0.50 ± 0.12. The quoted
error has been derived using the interquartile scatter in each bin
and represents a conservative estimate of the accuracy. There is no
evidence for a break in the power law over the full range of M∗
considered, despite the use of a sample incorporating red, quiescent
spirals not considered in previous studies.
Both for the corrected and uncorrected samples, the median
ψ∗−M∗ relation is largely invariant between the whole sample and
the subsample considering only NUV-detected galaxies, indicating
that the true distribution of NUV detections and upper limits would
provide similar results.
As the selection of spiral galaxies is purely morphologically
based, the sample is capable of including very red and potentially
passive spiral galaxies and should have a low contamination rate by
ellipticals (∼2 per cent, see Section 4). However, one might expect
the small number of ellipticals misclassified as spirals to have low
values of ψ∗, which might affect the ψ∗−M∗ relation. To investigate
to what extent the visible population of passive spirals is in fact a
population of misclassified ellipticals, we have visually inspected a
random sample of galaxies with NUV detections, M∗ ≥ 109.5 M
and log(ψ∗/yr−1 ) ≤ −11 after correction for dust. 15 randomly
selected such galaxies are shown in Fig. 19. All but two galaxies
(top-right panel and middle panel of second row) are clearly disc-
dominated spirals, showing that the large majority of the considered
population appear to be disc-like galaxies. This serves as further val-
idation of the cell-based selection technique, and implies that the
derived ψ∗−M∗ relation is not biased by a large contamination of
elliptical galaxies.
Conversely, even for the combination (log(n), log(re), Mi), a slight
bias against early-type spirals remains, which could potentially af-
fect the ψ∗−M∗ relation, in particular if a large fraction of the
13 The mean logarithmic scatter is calculated as the difference between the
quartiles of the distribution in ψ∗, averaged over 15 equal-sized bins in M∗
spanning 109.5 ≤ M∗ ≤ 1011 M and weighted by the number of galaxies
in each bin.
Figure 18. Specific star formation rate (ψ∗) versus stellar mass (M∗) for
a sample of spiral galaxies selected using the cell-based method and the
parameter combination (log(n), log(re), Mi) and not hosting an AGN fol-
lowing the prescription of Kewley et al. (2006), with z ≤ 0.05. Individual
sources are plotted as filled circles with the grey-scale colour indicating
the relative source density at their position in the ψ∗−M∗ plane. Values of
ψ∗ have been derived from NUV photometry as described in Section 7.1.
Galaxies without an NUV counterpart in the GCAT MSC (Seibert et al.,
in preparation) are shown as 3σ upper limits. The limiting stellar mass of
M∗ ≥ 109.5 M above which the sample can be considered volume limited
is indicated by a vertical dash–dotted line. The median value in bins of
0.1 dex in M∗ is shown as large filled circles, with error bars depicting the
interquartile range in each bin. The medians and scatter for the whole sample
are shown in black, while those of the sample considering only sources with
NUV counterparts are shown in red. The top panel shows the distribution
and median relations after radiation transfer-based attenuation corrections
following Grootes et al. (2013) have been applied, while the middle panel
shows the uncorrected distribution and median relations. The black and red
dashed lines in the top and middle panels show power-law fits to the median
relation in the mass range 109.5 ≤ M∗ ≤ 1011 M, corresponding to the
volume-limited sample. The bottom panel shows the corrected (circles) and
uncorrected (stars) relations to facilitate a direct comparison of the slope
and scatter before and after correction for dust attenuation. Spirals found to
host an AGN following the prescription of Kewley et al. (2006) are shown
by blue stars in the middle panel. The relations found using the prescription
of Baldry et al. (2004) and a simple Se´rsic index cut are shown in azure and
orange, respectively, with the dashed line showing the relation as determined
from all galaxies considered, and the dash–dotted line indicating the relation
as recovered using only the detected sources.
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Figure 19. SDSS DR7 five-band images of a random selection of 15 spiral
galaxies from the sample considered with an NUV counterpart in the GCAT
MSC, M∗ ≥ 109.5 M and log(ψ∗/ M kpc−2 ) ≤ −11 after attenuation
corrections have been applied. All but two of the sources (top right and
second row middle) display a disc-like morphology. The images have been
retrieved using the SDSS Explore tool.
massive, red spiral population were missed by the cell-based se-
lection method. To investigate this potential effect, we begin by
considering the early-type spirals in the NAIRsample (i.e. T-type
>3). We find 32 per cent of the early-type spirals recovered from
the NAIRsample using the cell-based method to be red (u − r > 2.2)
and massive (M∗ > 1010.5 M), compared to 38 per cent red and
massive galaxies amongst the early-type spirals not recovered by
the cell- based method, implying that the early-type galaxies not
recovered are not strongly weighted more towards massive red ob-
jects than those recovered. To judge the impact of the bias against
early-type spirals on the ψ∗−M∗ relation, however, it is necessary
to consider not only the early-type galaxies, but the entire popula-
tions of spiral galaxies in the NAIRsample recovered, respectively
not recovered by the cell-based method. Overall, one finds that for
galaxies classified as spirals by Nair & Abraham (2010) and re-
covered by the cell-based method with the parameter combination
(log(n), log(re), Mi), massive red galaxies constitute 15 per cent of
the sample, while massive red galaxies constitute 27 per cent of the
spirals not recovered by the cell-based method. This relatively small
shift in weight at the massive red end (∼12 per cent) combined with
the high completeness fraction (>65 per cent) attained by the cell-
based selection implies that the results obtained for the ψ∗−M∗
relation for spiral galaxies in the local universe are robust. Thus,
although it is possible that the actual ψ∗−M∗ relation may still
be slightly steeper, this further steepening will be small compared
to the steepening to the ψ∗ ∝ M−0.5∗ law found for the cell-based
sample.
Finally, Fig. 18 shows the location of spiral galaxies hosting an
AGN on the ψ∗−M∗ relation. Although the interpretation of the
NUV emission of such sources as being indicative of their SFR is
by no means secure, since the AGN can also significantly contribute
to the NUV emission, we find that the ratio of NUV emission to
stellar mass of spiral galaxies hosting optically identified AGN is
not readily distinguishable from that of similar galaxies without an
AGN. AGN host galaxies do, however, appear to be more massive
than ∼1010 M as a rule, and display a larger scatter. Fig. 21 shows
the locations of optically identified AGN in a sample of galaxies
with the additional requirement of Hα and Hβ lines with S/N > 3
as described in Section 7.2. The similar distribution to that seen in
Fig. 18 implies that the predominance of massive galaxies as AGN
hosts is not a result of selection effects in the spectroscopy used.
7.1.1 The effects of sample construction: comparison with the
ψ∗−M∗ relations for colour-selected and Se´rsic-index-selected
samples
We have previously argued and demonstrated that the cell-based
method of selecting pure and complete samples of spiral galaxies is
capable of including quiescent spirals and is therefore well suited
to investigating the ψ∗−M∗ relation for a morphologically defined
sample of spiral galaxies. In order to illustrate the effect that the
choice of classification method has on the results derived for the
ψ∗−M∗ relation and demonstrate the necessity of an adequate se-
lection method, Fig. 20 shows the relation for galaxy samples drawn
from the OPTICALsample and limited to z ≤ 0.05 selected using
the prescription of Baldry et al. (2004) (left) and the Se´rsic index
(right). Attenuation corrections have been applied using the method
of Grootes et al. (2013) as previously described. The derived rela-
tions have also been overplotted in Fig. 18 for comparison. For the
sample selected following the method of Baldry et al. (2004), we
find a power-law index of γ = −0.64 ± 0.15 before applying atten-
uation corrections and an index of γ = −0.33 ± 0.11 after applying
attenuation corrections. Both before and after correction, a single
power law appears to be an adequate representation of the ψ∗−M∗
relation for this sample. Considering the scatter in the ψ∗−M∗ rela-
tion, we find that the relation is tight both before and after applying
attenuation corrections, with values of 0.52 dex interquartile and
0.40 dex, respectively.
Using the Se´rsic index to select a sample of spiral galaxies,
we find a power-law index of γ = −0.93 ± 0.15 before and
γ = −0.41 ± 0.14 after applying attenuation corrections. The
ψ∗−M∗ relation before correction, however, is not well described
by a single power law. For the sample selected in this manner, the
ψ∗−M∗ relation displays a scatter of 0.89 dex interquartile be-
fore applying attenuation corrections which is reduced to 0.59 dex
interquartile by applying attenuation corrections.
For both these sample selection methods – by Se´rsic index and by
colour – the power-law indices recovered are indicative of a shal-
lower relation than for the cell-based selection. Given the similarity
of the relations at lower stellar masses (∼109.5 M), this appears
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Figure 20. Specific star formation rate (ψ∗) versus stellar mass (M∗) for a sample of spiral galaxies selected using the method of Baldry et al. (2004) (left top
and bottom) and a simple Se´rsic index cut (right top and bottom) and not hosting an AGN following the prescription of Kewley et al. (2006), with z ≤ 0.05.
Individual sources are plotted as filled circles with the grey-scale colour indicating the relative source density at their position in the ψ∗−M∗ plane. Values of
ψ∗ have been derived as previously detailed. Galaxies without an NUV counterpart in the GCAT MSC (Seibert et al., in preparation) are shown as 3σ upper
limits. The median values of ψ∗ in bins of 0.1 dex in M∗ are shown as large symbols, with error bars depicting the interquartile range in each bin. The medians
and scatter for the whole sample are shown in filled symbols and colour, while the medians of the sample considering only sources with NUV counterparts
are shown as black outlines. The top panels show the distribution and median relations after radiation transfer-based attenuation corrections following Grootes
et al. (2013) have been applied, while the bottom panels show the uncorrected distribution and median relations. The dashed and dash–dotted lines in the top
and bottom panels show power-law fits to the median relations in the mass range 109.5 ≤ M∗ ≤ 1011 M, corresponding to the volume-limited samples, with
the dashed line showing the relation derived for the entire sample and the dash–dotted line showing the relation as derived only for the detected sources. Spiral
galaxies found to host an AGN following the prescription of Kewley et al. (2006) are shown by blue stars in the bottom panels.
to be largely due to a difference in the samples in the high stellar
mass range, with the cell-based selection recovering more quiescent
spirals. This is in line with the finding that the samples selected by
these widely used proxies are more strongly biased towards sources
with large values of Hα EQW. It is particularly noteworthy that the
colour-based selection of Baldry et al. (2004) leads to a much shal-
lower slope and a very low scatter, most likely due to the exclusion
of quiescent galaxies.
This comparison demonstrates the care necessary in constructing
galaxy samples for the purpose of statistical investigations and il-
lustrates the suitability of the cell-based method of morphological
classification for the investigation of the star formation properties of
morphologically selected samples of spiral galaxies. A further dis-
cussion of the effects of sample construction on the ψ∗−M∗ relation
is given in Section 7.3.
7.2 Dependence on attenuation corrections
In deriving the intrinsic ψ∗−M∗ relation for spiral galaxies in the
local universe, we have made use of the prescription for obtain-
ing attenuation corrections given by Grootes et al. (2013) and the
radiation transfer model of Popescu et al. (2011), as empirically
calibrated on a sample of nearby spirals (see Xilouris et al. 1999;
Popescu et al. 2000, 2004; Misiriotis et al. 2001) and incorporating
corrections for the effects of dust on the perceived effective radii
of discs by Pastrav et al. (2013b). In order to investigate to what
extent the results obtained depend on the chosen method of deriving
attenuation corrections, we compare the results obtained using the
prescription of Calzetti et al. (2000) with those obtained using the
method of Grootes et al. (2013). These two correction methods,
while both being empirically based, have a very different basis.
Whereas the method of Grootes et al. (2013) is calibrated on a sam-
ple of local universe spirals with FIR–UV detections, the method
of Calzetti et al. (2000) is calibrated on a sample of distant starburst
galaxies, utilizing measurements of emission line fluxes. Further-
more, whereas, by virtue of its radiation transfer treatment, the
method of Grootes et al. (2013) does not assume a fixed attenuation
law in the UV/optical, this is not the case for the method of Calzetti
et al. (2000), which makes use of a fixed attenuation law. This is
potentially a critical factor when correcting for dust attenuation in
spiral galaxies which lie on the transition between optically thick
and thin systems, for which one expects a large range in the shape
of the attenuation curve. Because of the requirement of emission
line fluxes, the comparison must be based on a different sample, this
time incorporating galaxies with Hα and Hβ line fluxes measured
at >3σ , which effectively removes the population of red, quiescent
galaxies. Thus, we select a sample of spiral galaxies with NUV
counterparts, selected using the cell-based method with the param-
eter combination (log(n), log(re), Mi), with z ≤ 0.05, not hosting
an AGN, and with Hα and Hβ line fluxes measured at >3σ as the
basis for the following comparison. We emphasize that the require-
ments on the spectroscopic information serve only to facilitate the
comparison with the corrections obtained using the prescription of
Calzetti et al. (2000).
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Figure 21. Specific star formation rate ψ∗ versus stellar mass M∗ for a subsample of spirals galaxies drawn from the OPTICALsample using the cell-based
method and the parameter combination (log(n), log(r),Mi) with z ≤ 0.05, NUV detections and Hα and Hβ fluxes at >3σ , not hosting an AGN. The linear
grey-scale indicates the relative galaxy density in the ψ∗−M∗ plane at the position of the galaxy. The same scale has been applied to all panels. The vertical
dash–dotted line indicates the stellar mass limit above which the sample can be considered complete. The sources are binned in bins of equal size in M∗, with
the bars showing the interquartile range and the filled symbols (stars, inverted triangles and circles) showing the median value of ψ∗ in each bin. The dashed
line in the top panels and the bottom-left panel shows a single power-law fit to the bin-wise median values in the mass range 109.5 ≤ M∗ ≤ 1011 M. The
bottom-right panel shows the median relations to facilitate comparison. The uncorrected relation is shown as inverted triangles and a dash–dotted line. The
relation corrected for dust attenuation following Grootes et al. (2013) is shown as circles and a solid line, while the relation corrected for dust attenuation
following Calzetti et al. (2000) is shown as stars and a dashed line. The bin centres have been offset by 0.01 in log(M∗) for improved legibility. The scatter in
the relation due to the scatter in the NUV is significantly reduced for the corrections based on the radiation transfer model, while the Balmer decrement-based
corrections have no discernible effect on the scatter. In both cases, the intrinsic values of ψ∗ are shifted upwards w.r.t. the uncorrected values. Spiral galaxies
fulfilling the criteria of the sample but hosting an AGN have been overplotted as blue stars in the top-left panel.
Fig. 21 shows the distributions of ψ∗ as a function of M∗ without
corrections for dust (top left) and with corrections obtained using
the radiation transfer-based method of Grootes et al. (2013) (bottom
left). The ψ∗−M∗ relation obtained using the method detailed in
Calzetti et al. (2000) for correcting dust attenuation is shown in the
top-right panel. As in the case for the full sample incorporating red
discs, the radiation transfer-based corrections lead to a significant
tightening of the relation, in this case reducing the mean logarith-
mic scatter from 0.58 to 0.37 dex. This lends confidence that the
radiation transfer method also has the ability to predict the correct
overall shift in the relation (see also discussion in Grootes et al.
2013, sections 5 and 6). By contrast, under the application of the
corrections based on the Balmer decrement, the scatter remains at
0.49 dex.
Nevertheless, the overall shift in the relation towards larger values
of ψ∗ by 0.3 dex on average is similar in both cases. This is a
remarkable result bearing in mind the very different derivations of
these methods and shows that the method of Calzetti et al. (2000) is
indeed a very robust technique applicable to star-forming galaxies
over a wide range of morphology and redshift.
Both correction methods lead to a similar, shallower dependence
of ψ∗ on M∗ than found for the uncorrected relation, with the slope
of the relation obtained using the prescription of Calzetti et al.
(2000) being slightly shallower than that of the relation obtained
by applying the method of Grootes et al. (2013). The power-law
index found under both corrections is close to γ ≈ −0.4. The
flattening compared to the power-law index of γ ≈−0.5 found when
applying the corrections of Grootes et al. (2013) to the full sample
(as described in Section 7.1 and shown in Fig. 18) may be attributed
to the exclusion of red, quiescent systems, which tend to be more
massive, by the requirement of emission line flux measurements.
The main systematic difference between the two methods for dust
corrections is that the relation based on the Calzetti et al. (2000)
attenuation corrections shows an indication of a possible break in
the power law at M∗ ≈ 1010.5 M, not found when using the Grootes
et al. (2013) attenuation corrections. The fact that the Grootes et al.
attenuation corrections significantly reduce the overall scatter in the
relation may imply that the break is actually not physical in nature,
but rather may be an artefact of the application of the Calzetti et al.
(2000) corrections to high-mass spiral galaxies.
7.3 Comparison of the morphologically defined ψ∗−M∗
relation with previous determinations
Previous determinations of the ψ∗−M∗ relation have generally
necessarily been restricted to galaxy samples encompassing the
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complete population of galaxies (e.g. Elbaz et al. 2007; Noeske
et al. 2007; Salim et al. 2007), or to samples selected on the basis
of colour or star formation activity (e.g. Peng et al. 2010; Whitaker
et al. 2012). As such, the ψ∗−M∗ relation has been defined in terms
of a blue sequence, or more generally a sequence of star-forming
galaxies, and has been contrasted with a red sequence, or more gen-
erally a sequence of non-star-forming galaxies (Peng et al. 2010,
respectively Noeske et al. 2007; Whitaker et al. 2012). However, the
more fundamental distinction may be the morphology of the galaxy.
This is because, while rotationally supported galaxies can support
an extended cold interstellar medium (ISM) which can support dis-
tributed star formation, any extended ISM in a spheroid must be hot
and tenuous if it is in virial equilibrium with the total mass distri-
bution as traced by the stars, in which case it would be expected
to be inefficient in forming stars. To constrain processes driving
star formation in galaxies, it is therefore instructive to establish the
ψ∗−M∗ relation for a pure disc sample.
We have found this relation to be a relatively tight (0.42 dex mean
logarithmic interquartile range, corresponding to 0.31 dex 1σ for a
normal distribution) power law with an index of γ = −0.5 ± 0.12,
with no indication of a cut-off at high stellar mass. This result
shows that the phenomenon of down-sizing14 is also exhibited by a
morphologically pure sample of disc galaxies, and is not just due to
an increasing fraction of spheroids with increasing stellar mass in
the general galaxy population.
The lack of an obvious turn-off in the ψ∗−M∗ relation for spirals,
despite the inclusion of red quiescent spirals, suggests that if a
mechanism exists to restrict the growth of spiral galaxies beyond the
stellar mass range probed, such a mechanism must be accompanied
by an abrupt transformation of galaxy morphology.
As outlined above, previous works addressing the ψ∗−M∗ re-
lation have concentrated on the sequence of star-forming galaxies
rather than a morphologically defined sample. For example, Peng
et al. (2010) make use of a U − B colour selection (their equation
2) akin to that of Baldry et al. (2004) investigated in Section 7.1 of
this paper, applying it to a sample of SDSS galaxies with SFR de-
rived from Hα line measurements as provided by Brinchmann et al.
(2004). These authors find a power-law index of γ = −0.1, much
shallower than the relation found in this work. Similarly, Whitaker
et al. (2012) find that for local universe star-forming galaxies se-
lected using U − V and V − J rest-frame colours, selecting a blue
subset of these galaxies results in a shallow slope similar to that of
Peng et al. (2010). However, considering their full sample of star-
forming galaxies, Whitaker et al. (2012) find a steeper slope of γ ≈
−0.4. Finally, Noeske et al. (2007) find a slope of γ = −0.33 ± 0.08
for local universe galaxies with indications of ongoing star forma-
tion either in the form of 24 μm emission and/or Hα emission.
The fact that these previously determined values of γ are all
shallower than the relation found for a morphologically selected
sample of spirals presented in this work can be readily understood.
By selecting actively star-forming systems, quiescent galaxies of
similar morphology are excluded from the samples. As passive
spirals tend to be more massive, on average, this leads to a flattening
of the ψ∗−M∗ with respect to a morphologically defined, sample,
as similarly argued by Whitaker et al. (2012) in the context of the
result of Peng et al. (2010). Indeed, for the sample of spirals selected
14 Down-sizing describes the phenomenon that star formation in the current
epoch is biased towards low-mass structures, in contrast to the sequence of
growth in dark matter structures, which progresses from low mass to high
mass.
using the cell-based method with the combination (log(n), log(re),
Mi) and the additional requirement of Hα and Hβ detections, as used
in Section 7.2, we find the ψ∗−M∗ relation to be well described by
a single power law with an index of γ = −0.39 ± 0.09 and a
scatter of 0.37 dex interquartile (0.27 dex 1σ , assuming a normal
distribution), very similar to the results for star-forming galaxies as
obtained by other authors as previously discussed.
Overall, we thus find that the ψ∗−M∗ relation for a morphologi-
cally selected sample of spiral galaxies with an index of γ = −0.5
is moderately steeper than that found for star-forming galaxies
(γ = −0.3··· − 0.4), likely due to the inclusion of the population of
red passive spirals in our analysis. This only moderate increase in
slope is not greatly surprising, as the majority of spiral galaxies are
found to display star formation activity.
8 SU M M A RY A N D O U T L O O K
We have presented a non-parametric cell-based method of select-
ing robust, pure, complete and largely unbiased samples of spirals
using combinations of three parameters derived from (UV/)optical
photometry. We find that the parameters log(re), log(μ∗), log(n)
and Mi perform well in selecting simultaneously pure and com-
plete samples, while the use of the ellipticity e leads to pure yet
incomplete samples. These parameters, which are linked to older
stellar populations, perform at least as well as selections using the
u − r colour or the NUV − r colour after NUV pre-selection. The
remarkable success/importance of these seldom utilized parameters
is consistent with the expected contrast in the structural properties
of rotationally supported systems (spirals) and pressure-supported
systems (ellipticals), in agreement with different evolutionary tracks
for spiral and elliptical galaxies.
For a selection of combinations of three parameters, the cell-
based method is superior to a range of (widely used) photometric
morphological proxies, and comparable to the algorithmic classifi-
cation approach using SVMs presented by Huertas-Company et al.
(2011) in selecting pure and complete samples of spirals from faint
galaxy surveys.
The optimum combinations for use with the method may vary
according to the science application for which the sample is being
constructed. For application to optically defined galaxy samples
comparable in depth or deeper than SDSS, we identify the combi-
nations (log(n), log(re), log(μ∗)), (log(n), log(re), Mi) and (log(n),
log(M∗), log(μ∗)) to be the most efficient in selecting a sample of
spirals balanced between purity and completeness.
While using NUV data can lead to purer samples, it poses the
possibility of a bias against UV-faint sources and edge-on systems.
Furthermore, we caution that making use of UV/optical colours ad-
ditionally poses stringent requirements on the depths of the samples
used in order to provide complete and unbiased samples.
In this paper, we have used the cell-based classification scheme
with the parameter combination (log(n), log(re), Mi) to investigate
the specific star formation rate–stellar mass (ψ∗−M∗) relation for
a purely morphologically defined sample of spiral galaxies. Using
this approach which is unbiased in terms of star formation prop-
erties and includes red, quiescent spiral galaxies, we find that the
intrinsic, i.e. dust-corrected, ψ∗−M∗ relation for spiral galaxies
can be represented as a single continuous power law with an in-
dex of −0.5 over the mass range 109.5 ≤ M∗ ≤ 1011 M, likely
even extending to 109 M ≤ M∗. Despite the inclusion of quiescent
galaxies, the relation is also found to be very tight, with a mean
interquartile range of 0.4 dex. The lack of a turn-over in the relation
over the stellar mass range considered implies that any mechanism
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terminating the growth of spiral galaxies beyond this mass range
must be accompanied by a rapid morphological transformation.
We supply the cell-based division of the parameter space for the
combination (log(n), log(re), Mi), as used in the investigation of the
ψ∗−M∗ relation, as well as for the combinations (log(n), log(re),
log(μ∗)) and (log(n), log(M∗), log(μ∗)) in Appendix A, together
with a brief instruction on their use.
Immediate future work will focus on using the method pre-
sented to test the performance of linear discriminant analysis using
multiple parameters in the morphological classification of galaxies
(Robotham et al., in preparation), as well as on defining samples of
spirals for use in applications of radiation transfer modelling tech-
niques (Popescu et al. 2011), which critically rely on the existence
of the appropriate geometry (in this case spiral disc geometry), to
derive self-consistent corrections of the attenuation of UV/optical
light by dust in these objects.
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A P P E N D I X A : C E L L D E C O M P O S I T I O N S O F
PA RAMETER SPAC E
We have found the parameter combinations (log(n), log(re), Mi),
(log(n), log(re), log(μ∗)) and (log(n), log(M∗), log(μ∗)) to be most
efficient in retrieving a simultaneously pure and complete, largely
unbiased sample of spiral galaxies when applied to the optically
defined galaxy sample used in this work. In addition to the high val-
ues of purity and completeness, these selections require a minimal
amount of spectral coverage, and hence can readily be applied to
various samples of galaxies.
Tables A1–A3 provide the decompositions of the parameter space
spanned for the combinations (log(n), log(re), Mi), (log(n), log(re),
log(μ∗)) and (log(n), log(M∗), log(μ∗)), respectively. These dis-
cretizations have been performed using the entire OPTICALsample
as a calibration sample to maximize the purity and completeness.
The full tables are available in the online version of the paper and
in machine readable form from the VizieR Service at the CDS.16
Rather than supplying a binary classification into spiral and non-
spiral cells, we supply the spiral fraction and its relative error for
each cell, allowing the reader to adapt the classification to his pur-
poses. We do, however, note that the underlying definition of a
reliable spiral (PCS, DB ≥ 0.7) is fixed.
In addition, we have chosen to provide the elliptical fraction for
each cell and it relative error, where ellipticals are, analogously to
spirals, defined as sources with PEL, DB ≥ 0.7
We emphasize, that in using the discretizations supplied, it is
essential that the reader ensures that there are not significant sys-
tematic shifts in the parameters being used between the data used
in this work and the data of the sample to be classified. An initial
comparison can be made using Figs 3 and 4. Similarly, the random
uncertainties on the data should not exceed the highest resolution
cell dimensions as listed in the tables provided.
The tables supply the front lower-left corner of each cell (axis
are oriented in a right-hand system), the lengths of the sides in each
dimension, the spiral fraction Fsp, its relative error Fsp, rel, the
elliptical fraction Fel, its relative error Fel, rel and the resolution
level the cell belongs to (1; 1 division per axis, 2; 4 divisions per
axis, 3; 8 divisions per axis, 4; 16 divisions per axis). With this
information the entire grid can, if desired, be reconstructed. For
classifying galaxies, the tables can be used as follows:
(i) select criteria for being a spiral (or elliptical) cell in terms of
Fsp and Fsp, rel (respectively Fel and Fel, rel);
(ii) for each source identify the nearest grid point to its forward
lower left;
(iii) assign the values of Fsp and Fsp, rel from the corresponding
cell to the source in question;
(iv) after completion for all sources select those corresponding
to the selection criteria determined.
16 Tables A1–A3 are available in machine readable form at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.u-
strasbg.fr/
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Table A1. Excerpt of cell grid for the combination (log(n), log(re), Mi). For cells with a spiral (elliptical) population of 0, the relative error is set to 1e6.
Resolution Corner coordinates Cell dimensions Spiral fractions Elliptical fractions
log(n) log(re) Mi dlog(n) dlog(re) dMi Fsp Fsp, rel Fel Fel, rel
2 0.607 50 0.000 00 −24.5000 0.302 50 0.500 00 2.250 00 0.000 00 1.0000e+06 0.612 90 2.9136e−01
2 −0.300 00 0.500 00 −24.5000 0.302 50 0.500 00 2.250 00 0.702 13 1.6059e−01 0.021 28 7.1459e−01
2 −0.300 00 1.000 00 −24.5000 0.302 50 0.500 00 2.250 00 0.968 75 2.5201e−01 0.000 00 1.0000e+06
2 −0.300 00 −0.500 00 −22.2500 0.302 50 0.500 00 2.250 00 1.000 00 1.4142e+00 0.000 00 1.0000e+06
3 0.002 50 0.500 00 −23.3750 0.151 25 0.250 00 1.125 00 0.222 22 4.5134e−01 0.037 04 1.0184e+00
3 0.153 75 0.500 00 −23.3750 0.151 25 0.250 00 1.125 00 0.233 33 2.9681e−01 0.083 33 4.6547e−01
3 0.305 00 0.500 00 −23.3750 0.151 25 0.250 00 1.125 00 0.090 91 3.3029e−01 0.336 36 1.9005e−01
3 0.002 50 0.750 00 −23.3750 0.151 25 0.250 00 1.125 00 0.743 75 1.2105e−01 0.006 25 1.0031e+00
4 0.229 38 0.875 00 −23.3750 0.075 63 0.125 00 0.562 50 0.060 00 5.9442e−01 0.740 00 2.1686e−01
4 0.153 75 0.750 00 −22.8125 0.075 63 0.125 00 0.562 50 0.016 39 7.1288e−01 0.868 85 1.3278e−01
4 0.229 38 0.750 00 −22.8125 0.075 63 0.125 00 0.562 50 0.025 64 5.8471e−01 0.863 25 1.3582e−01
4 0.153 75 0.875 00 −22.8125 0.075 63 0.125 00 0.562 50 0.000 00 1.0000e+06 0.864 41 1.9120e−01
Table A2. Excerpt of cell grid for the combination (log(n), log(re), log(μ∗)). For cells with a spiral (elliptical) population of 0, the relative error is set to 1e6.
Resolution Corner coordinates Cell dimensions Spiral fractions Elliptical fractions
log(n) log(re) log(μ∗) dlog(n) dlog(re) dlog(μ∗) Fsp Fsp, rel Fel Fel, rel
2 −0.300 00 1.000 00 6.250 00 0.302 50 0.500 00 1.250 00 0.948 05 1.6336e−01 0.000 00 1.0000e+06
2 −0.300 00 −0.500 00 7.500 00 0.302 50 0.500 00 1.250 00 0.027 03 1.0134e+00 0.135 14 4.7647e−01
2 0.002 50 −0.500 00 7.500 00 0.302 50 0.500 00 1.250 00 0.019 05 7.1381e−01 0.161 90 2.6143e−01
2 0.305 00 −0.500 00 7.500 00 0.302 50 0.500 00 1.250 00 0.000 00 1.0000e+06 0.112 36 3.3352e−01
3 0.305 00 0.500 00 6.875 00 0.151 25 0.250 00 0.625 00 0.584 42 1.8764e−01 0.000 00 1.0000e+06
3 0.456 25 0.500 00 6.875 00 0.151 25 0.250 00 0.625 00 0.200 00 5.4772e−01 0.050 00 1.0247e+00
3 0.305 00 0.750 00 6.875 00 0.151 25 0.250 00 0.625 00 0.777 78 1.5936e−01 0.011 11 1.0055e+00
3 0.456 25 0.750 00 6.875 00 0.151 25 0.250 00 0.625 00 0.583 33 2.7458e−01 0.000 00 1.0000e+06
4 0.002 50 0.500 00 7.187 50 0.075 63 0.125 00 0.312 50 0.800 00 2.0226e−01 0.000 00 1.0000e+06
4 0.078 13 0.500 00 7.187 50 0.075 63 0.125 00 0.312 50 0.661 76 1.9217e−01 0.014 71 1.0073e+00
4 0.002 50 0.625 00 7.187 50 0.075 63 0.125 00 0.312 50 0.687 50 2.2613e−01 0.000 00 1.0000e+06
4 0.078 13 0.625 00 7.187 50 0.075 63 0.125 00 0.312 50 0.555 56 3.2203e−01 0.000 00 1.0000e+06
Table A3. Excerpt of cell grid for the combination (log(n), log(M∗), log(μ∗)). For cells with a spiral (elliptical) population of 0, the relative error is set to 1e6.
Resolution Corner coordinates Cell dimensions Spiral fractions Elliptical fractions
log(n) log(M∗) log(μ∗) d(log(n)) dlog(M∗) dlog(μ∗) Fsp Fsp, rel Fel Fel, rel
2 0.305 00 7.500 00 8.750 00 0.302 50 1.125 00 1.250 00 0.000 00 1.0000e+06 0.000 00 1.0000e+06
2 0.607 50 7.500 00 8.750 00 0.302 50 1.125 00 1.250 00 1.000 00 1.4142e+00 0.000 00 1.0000e+06
2 −0.300 00 8.625 00 8.750 00 0.302 50 1.125 00 1.250 00 0.000 00 1.0000e+06 0.000 00 1.0000e+06
2 0.002 50 8.625 00 8.750 00 0.302 50 1.125 00 1.250 00 0.000 00 1.0000e+06 0.161 29 4.8193e−01
3 0.456 25 9.750 00 6.250 00 0.151 25 0.562 50 0.625 00 0.800 00 4.7434e−01 0.000 00 1.0000e+06
3 0.607 50 9.750 00 6.250 00 0.151 25 0.562 50 0.625 00 0.875 00 5.1755e−01 0.000 00 1.0000e+06
3 0.758 75 9.750 00 6.250 00 0.151 25 0.562 50 0.625 00 0.812 50 3.7339e−01 0.000 00 1.0000e+06
3 −0.300 00 10.312 50 6.250 00 0.151 25 0.562 50 0.625 00 0.000 00 1.0000e+06 0.000 00 1.0000e+06
4 −0.073 13 9.187 50 6.875 00 0.075 63 0.281 25 0.312 50 0.800 00 4.7434e−01 0.000 00 1.0000e+06
4 −0.148 75 9.468 75 6.875 00 0.075 63 0.281 25 0.312 50 0.800 00 2.7386e−01 0.000 00 1.0000e+06
4 −0.073 13 9.468 75 6.875 00 0.075 63 0.281 25 0.312 50 0.892 86 2.7516e−01 0.000 00 1.0000e+06
4 −0.148 75 9.187 50 7.187 50 0.075 63 0.281 25 0.312 50 0.944 44 3.3820e−01 0.000 00 1.0000e+06
S U P P O RT I N G IN F O R M AT I O N
Additional Supporting Information may be found in the online ver-
sion of this article:
Table A1. Excerpt of cell grid for the combination (log(n), log(re),
Mi). For cells with a spiral (elliptical) population of 0, the relative
error is set to 1e6.
Table A2. Excerpt of cell grid for the combination (log(n), log(re),
log(μ∗)). For cells with a spiral (elliptical) population of 0, the
relative error is set to 1e6.
Table A3. Excerpt of cell grid for the combination (log(n), log(M∗),
log(μ∗)). For cells with a spiral (elliptical) population of 0, the
relative error is set to 1e6 (http://mnras.oxfordjournals.org/lookup/
suppl/doi:10.1093/mnras/stt2184/-/DC1).
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