In this article, existence of the k-th order derivatives of local time
Introduction
In this article, we consider the following stochastic differential equation
where v is nonnegative coefficient, B H t is a fractional Brownian motion. The solution X H t of (1) is expressed as
which is called a fractional Ornstein-Uhlenbeck process (O-U, for short). X
H1 t
and X
H2 t
denote fractional O-U processes for two independent fractional Bownian motions.
Local time of Gaussian process are important subjects in probability theory and their derivatives have received much attention recently. Guo et al. [3] , Jung et al. [4] and [5] respectively discussed exponent integral for derivative local time of fractional Brownian motion, Tanaka formula and occupation-time formula. On the other hand, several authors paid attention to joint continuity and Hôlder regularity of local time, see e.g., Lou et al. [6] in the case of stochastic differential equation and Ayache et al. [1] in the case of fractional Brownian sheets.
Motivated by [3] and [6] , existence and Hôlder regularity of higher-order derivative of local time for fractional O-U processes are studied in this paper. We are concerned with derivatives of intersection local time of X H1 and X H2 , defined byα
is a multi-index with all k i being nonnegative integers and δ is the Dirac delta function of d-variable. In particular, local time of one fractional O-U process is given by
where X H is a fractional O-U process. Here
order partial derivative of the Dirac delta function.
Since the Dirac delta function δ is a generalized function, we need approximate the Dirac delta function δ by
Thus we approximate
2 Existence of local time
In this section, we discuss existence of k-order derivative of two independent fractional O-U processes by using similar method in Guo et al.(2017 
Proof Firstly, we claim thatα
According to the fact in [7] , there are
and
where C 1 and C 2 are both some constants. Similar method in [3] , we have
where
where C 0 is a constant independent of t and κ is some constant. Thus, the left of (5) is finite if
Secondly, we claim that the sequence { α
According to dominated convergence theorem, we obtain 
The Hôlder regularity
In this section, we discuss condition of Hôlder regularity of higher-order derivative of fractional O-U process X H t , which satisfies a stochastic differential equation driven by fractional Brownian motion B H t . Firstly, we give definition of Hôlder exponent of local time α (k) (t, x). Secondly, condition of Hôlder regularity is obtained through some necessary lemmas. Definition 1. The pathwise Hôlder exponent of local time α (k) (x, t) is defined by
To state our main result in this section, we need some necessary lemmas.
Lemma 1. Let n ≥ 1 and k ≥ 2 be arbitrary. If dimensional d and Hurst parameter H satisfy
Proof The similar techniques in Guo et al. (2017) is used to prove the lemma. Fix an integer n ≥ 1. Denote B n = {t < u, s < t + h} n . We have
The expectation in the above exponent can be computed by
denotes covariance matrix of n-dimensional random vector (X i s1 , ..., X i sn ). Thus we have
Here we recall x = (x 1 , · · · , x n ) and
To obtain a nice bound for the above integral, let us first diagonalize Q:
where Λ =diag{λ 1 , ..., λ n } is a strictly positive diagonal matrix with λ 1 ≤ λ 2 ≤ · · · ≤ λ d and P = (q ij ) 1≤i,j≤d is an orthogonal matrix. Hence, we have det(Q) =
Hence,
Therefore, we have
Since Q is positive definite, we see that
where λ 1 (Q) is the smallest eigenvalue of Q. Hence, we have
Now we are going to find a lower bound for λ 1 (Q 1 ). By the well-known result
Therefore,
Thus,
✷ Remark By Lemma 1, there is the following inequality
where C 4 is a constant.
Lemma 2. Let n ≥ 1 and k ≥ 2 be arbitrary. If dimensional d ≥ 1, any δ and Hurst parameter H satisfying
Proof We only verify that
Indeed according to the definition of α
Using the well-known inequality
where δ and C 6 are both some constants, there is Hence,
2 η 2 . . . Hence, we have
where λ 1 (Q) is the smallest eigenvalue of Q. This implies
Consequently, we have
Next we need find a lower bound for λ 1 (Q) as following λ 1 (Q) ≥ K min{s where C 8 =
