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Abstract
In classical partial differential equations (PDEs), it is well known that the solution to
Burgers’ equation in one spatial dimension with positive viscosity can be solved by
the so called Hopf-Cole transformation, which linearizes the PDE. In particular, this
converts Burgers’ equation to the linear heat equation, which can be solved explicitly.
On the other hand, the Feynman-Kac formula is a tool that can be used to solve the
heat equation probabilistically. An interesting and perhaps surprising result which we
prove is that one can still make sense of these approaches to Burgers’ equation in the
presence of space-time white noise, which is very rough. After proving that a suitable
Feynman-Kac representation solves stochastic Burgers’ equation under a Hopf-Cole
transformation, we study some regularity properties of this solution. In particular, we
prove moment estimates and Hölder continuity, which can be thought of as how “big”
the solution gets in time and space, and how “rough” this solution can be. From this,
we then obtain sub-exponential moments and bounds on the tails of the probability
distribution for the solution. Prior to this work, no results about any kinds of mo-
ment estimates or tails of distributions for stochastic Burgers’-type equations had been
established. Furthermore, only one publication on Burgers’ equation ([3]) contains a
discussion of Hölder regularity1.
1The reference does contain Hölder regularity, but the paper has some flaws.
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Given the solution to a stochastic partial differential equation (SPDE), it is natural
to ask whether this stochastic process has a well-behaved probability law. For example,
does the solution have a smooth probability density function or just an absolutely
continuous one? Using some powerful tools from Malliavin calculus, we answer this
question for stochastic Burgers’ equation with our Hopf-Cole solution.
Finally, we study regularity of the probability law of the solution to a more
general class of semilinear SPDEs which contain Burgers’ equation as an example.
These results take a less tangible approach since there is no explicit representation for
solutions to these equations. However, as we will see, there are some clever techniques
and interesting results that can be used to establish such properties. For example, we
prove a comparison theorem for this class of SPDEs which, interestingly enough, will
be instrumental in obtaining regularity of the probability density function of the solution
at fixed points in time and space.
The projects in this thesis are joint work of the author and David Nualart. The
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It is well known that partial differential equations (PDEs) provide mathematical
descriptions of many natural phenomena. However, these models exist in a vacuum
in the sense that nature can be quite noisy or unpredictable. As such, stochastic PDEs
provide a mathematical framework for inserting “noise” into a system.











dates back to the middle of the 20th century and provides a simplified model for
turbulence and fluid mechanics ([4]). Around 1950, Hopf and Cole introduced a method,
known as the Hopf-Cole transformation, to solve this equation ([15]). Naturally,
turbulence is not a completely deterministic process, so it makes sense to insert noise
into this system. It is common practice to use space-time white noise in this sort of
situation to observe how randomness can affect the behavior of solutions to these space-
time-dependent models.
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In classical PDEs, the solution to Burgers’ equation in one spatial dimension with
positive viscosity can be solved by the so called Hopf-Cole transformation, which
linearizes the PDE. In particular, this transformation converts Burgers’ equation to the
linear heat equation, which can be solved explicitly. Furthermore, the Feynman-Kac
formula is a tool that can be used to solve the heat equation probabilistically (see [16]).
An interesting and perhaps surprising result which we prove is that one can still make
sense of these approaches to Burgers’ equation on the real line in the presence of space-
time white noise, which is very rough.













again driven by space-time white noise on the real line. The typical conditions we
impose are that f and σ grow linearly with the solution, u, and g grows quadratically.
So, for example, if f = 0 and g =−12u
2, we recover Burgers’ equation.
There are many papers which study the stochastic Burgers’ equation on the
spatial domain [0,1]. In this paragraph, we list a few such publications. For example,
the authors of [18] give an explicit representation of the solution to Burgers’ equation
with multiplicative space-time white noise by defining a process via a Feynman-Kac
representation such that its Hopf-Cole transformation solves Burgers’ equation.
Using this representation, the authors prove the existence of a smooth density function
for the solution to Burgers’ equation using Malliavin calculus. This paper is the main
inspiration for our work. Other published results include existence, uniqueness, and a
comparison theorem for a more general class of semilinear stochastic equations which
contains Burgers’ equation ([12]), existence to a Burgers’ equation with random initial
conditions using some technical Malliavin calculus tools ([21]), rates of convergence
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of numerical schemes for Burgers’ equation with space-time white noise ([1]), Feller
properties of an appropriate semigroup and the existence of an invariant measure for
Burgers’ equation perturbed by correlated multiplicative noise ([8]), and existence and
uniqueness for a more general class of stochastic PDEs with polynomial nonlinearities
([14]).
On the other hand, very few results regarding stochastic Burgers’ equation on the
real line have been obtained. To our knowledge, the only such papers are the following.
In [3], the authors give a Hopf-Cole solution to Burgers’ equation on R with σ ≡ 1 in
a similar way as in [18]. Well-posedness for Burgers’ type equations is studied in [13],
[17], and [25].















similar to what is done in [3] and [18], by defining and transforming a process with a
Feynman-Kac representation. We then obtain uniqueness for free from [13]. Then, we
prove Hölder regularity, two types of moment estimates, and an upper bound on the
tails of the probability distribution of the solution. Despite the interest of many who
study SPDEs, the only situation in which Hölder regularity for Burgers’ type equations
has been studied is in the case of additive noise on R ([3]). Furthermore, to our knowl-
edge, estimates on moments and tails of distributions have not been established for any
Burgers’ type equation.
Since solutions to SPDEs at fixed parameter values are random variables, it is
natural to investigate the probability law of such a random variable. In fact, this is
a topic in SPDEs which has garnered much attention over the last twenty years. In
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particular, many have studied is the existence and regularity of density functions for
solutions to SPDEs using the tools of Malliavin calculus, a branch of mathematics
referred to as a stochastic calculus of variations. We prove some such regularity results
in chapter 3.
1.2 Setup
Here, we provide some of the framework that will be common throughout this
document. We start by fixing a complete1 probability space X = (Ω,F ,P ). We follow
standard practice and suppress the dependence on the ω ∈ Ω parameter (the “random”
component). For example, instead of denoting a time-evolving stochastic process by
B(t,ω), we simply write B(t) or Bt.
With this in mind, let W = {W (t,x), t ∈ R+,x ∈ R} be a zero-mean Gaussian
random field defined on X, with covariance given by
E[W (s,x)W (t,y)] = (s∧ t)(|x|∧ |y|)1[0,∞)(xy)
for s, t≥ 0, x,y ∈ R. In other words, W is a Brownian sheet on R2. For any t≥ 0, we
denote by Ft the σ-field generated by the random variables {W (s,x), s ∈ [0, t],x ∈ R}
and the sets of probability zero2. We use the notationE(·) to represent expectation with
respect to W , and denote its corresponding norm by ‖ · ‖p = E(| · |p)1/p.
Space-time white noise is the formal space-time derivative of the Brownian sheet,
Ẇ = ∂t,xW . However, the Brownian sheet is almost surely Hölder continuous, in time
and in space, of order α, only for α < 1/2. So, the Brownian sheet has no classical
1We don’t make a fuss about the completeness requirement, but remark that it is a necessary techni-
cality for many results from stochastic calculus to hold, such as the well-definedness of our integrals.
2Another technicality which is necessary but does not appear explicitly in our presentation.
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derivatives. Thus, a first order derivative of the Brownian sheet must be interpreted
in the distributional sense. Hence, some authors present space-time white noise as a
generalized Gaussian process with covariance
E[Ẇ (t,x)Ẇ (s,y)] = δ(t− s)δ(x−y),
where δ is the Dirac delta function. Since the delta function lives in the Sobolev space
Hs only when s < −1/2, this follows the intuition of a derivative as an operation that
reduces the order of regularity by one.
Another technical challenge with the Brownian sheet, as with Brownian motion, is
that it has unbounded variation on every interval, which means the classical Lebesgue-
Stieltjes integration theory does not apply. To construct stochastic integrals with respect
to W , one uses probabilistic tools in a similar way as the Itô integral. Such details are
given in John Walsh’s seminal work on SPDEs [26]. As such, this integration theory is
commonly referred to as the Walsh theory of stochastic integration. The Walsh integral
has some generalizations, but we only need it in a real-valued context. Furthermore, a
major luxury is that the study of solutions of SPDEs in a Walsh-type framework turns
out to be equivalent to the Hilbert space valued solutions à la Da Prato and Zabzcyck in
many reasonable situations3, and the choice is mainly for mathematical convenience.



















f W (ds,dy) denotes the Walsh integral of f , integrated with respect to
y then s. Although this ordering of the differentials is seemingly unconventional for
those who do not study SPDEs, it is common practice to write it this way.
One of the most useful tools when dealing with Walsh integrals is the Burkholder-
Davis-Gundy (BDG) inequality.
Lemma 1.2.1. Let Mt be a continuous local martingale withM0 = 0 a.s. Then, for any












where 〈M〉· is the quadratic variation process of M .










We remark that the constant in the BDG inequality above is sharp. The use of this














Hence, we can apply the BDG inequality to control moments of Walsh integrals.















we must interpret this as an integral equation since W has no classical derivatives4. As
with classical PDEs, we define weaker notions of solutions. For example, we say that


























almost surely for all t ∈ [0,T ], where the last term is a Walsh integral. On the other




















where σt(x)≡ σ(t,x,u(t,x)) is used for shorthand, G is the heat kernel
G(t,x) = (4πt)−1/2e−x
2/4t.
This should look familiar to those with a PDE background. If the Brownian sheet above
is replaced by a sigma-finite measure, this is what’s classically known as Duhamel’s
principle in PDE literature. With SPDEs, Duhamel’s principle works in the same way,
once the integrals are well-defined. This thesis primarily focuses on mild solutions to
SPDEs.
4We could try to proceed in a distributional context, but the u2 term immediately poses obvious
ambiguity.
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1.3 Overview of Results
This work is organized as follows. In Chapter 2, we define a process via a Feynman-
Kac formula in Section 2.2, then show that its Hopf-Cole transformation solves the
stochastic Burgers’ equation in one spatial dimension in Section 2.3. With this, we
establish regularity properties of the solution to Burgers’ equation in Section 2.4.
In Section 3.1, we review some basics of Malliavin Calculus and the relevant tools
for establishing regularity of density functions for random variables. Then, in Section
3.2, we prove that the solution to stochastic Burgers’ equation has a density function
which is smooth. Finally, in Section 3.3, we study more general equations which con-



















indexed by (t,x) ∈ [0,T ]×R, given a nonrandom initial condition u0 and a Brownian
sheet W . To study this equation rigorously, we understand the above in its mild form;





















where σt(x)≡ σ(t,x,u(t,x)) is used for shorthand, G is the heat kernel
G(t,x) = (4πt)−1/2e−x
2/4t,
and the stochastic integral is understood in the Walsh sense.
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This chapter is organized as follows. First, we define a process, ψ, via a kind
of Feynman-Kac representation. Then, we establish several properties of ψ, such as
moment bounds, Hölder regularity, and differentiability. Next, we show that the Hopf-




solves (2.1). Appealing to the uniqueness result in [13], our solution is unique. Lastly,
we obtain Hölder regularity and an upper bound on moments of the solution to Burgers’
equation using properties of the process ψ.
Throughout much of the project, we follow similar steps as in [18], but have to
adjust almost all of the arguments to handle the challenges posed by an unbounded
domain. As such, due to difficulties with integrability, many of our assumptions differ
from those in [18], though they are consistent with [13].
Throughout the chapter we assume the following conditions:
(A1) The initial condition u0 is a deterministic, continuous, and bounded function such
that u0 ∈ L2(R)∩L1(R).
(A2) σ :R+×R2→R is a Borel function satisfying the following Lipschitz and growth
properties
|σ(t,x,r)−σ(t,x,v)| ≤ L|r−v| (2.2)
|σ(t,x,r)| ≤ f(x) (2.3)
for all t ≥ 0, x,r,v ∈ R and for some constant L > 0 and some non-negative function
f ∈ L2(R)∩Lq(R), where q > 2.
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Under these conditions, it is proved by Gyöngy and Nualart in [13] that there exists
a unique L2(R)-valued Ft-adapted continuous stochastic process u = {u(t), t ≥ 0},
which satisfies the integral equation (2.1). Furthermore, the process u has a continuous
version in (t,x).
Before our discussion of the Feynman-Kac representation, we prove a technical
lemma regarding regularity of the heat kernel G(t,x) = (4πt)−1/2e−x
2/4t that will be
used several times.
Lemma 2.1.1. Let θ1 > 0, θ2 ≥ 0 and β > 0 be such that
β(θ1− θ2−1)< 2< β(3θ1− θ2−1). (2.4)





|G(t2− s,x)−G(t1− s,x)|θ1 |x|θ2dx
)β
ds≤ C(t2− t1)1−β(θ1−θ2−1)/2,
for some constant C depending on θ1, θ2 and β.
Proof. Set τ = t2− t1. Making the change of variables x=
√








































Then, condition (2.4) implies that the above integral in dσ is finite, and we get the
desired estimate.
Throughout the chapter we will denote by C a generic constant that might depend
on σ, f , u0, T and the exponent p we are considering. The value of this constant may
be different from line to line. However, we will specify dependence where we feel it
may be relevant.
2.2 Feynman-Kac Representation
We now define a process via a kind of Feynman-Kac formula that will be the main










Let β = {βs, s ∈ [0, t]} be a backward Brownian motion (BWBM) that is independent
of the Brownian sheet W , starting at x ∈R at time t and with variance 2(t−s). We use
the notation Eβx,t to denote the expectation with respect to the law of the BWBM. Let u
be the mild solution to Burgers’ equation. That is, u satisfies (2.1). We will make use







with the convention that 1[0,βs](y) is −1[βs,0](y) if the BWBM is negative at time s.
Observe that this stochastic integral is a well-defined martingale due to the square-
integrability assumption (2.3) on σ. With the above notation in mind, define the two-
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We first establish some estimates of moments of the process ψ, then show that it satisfies
a certain integral equation.












Proof. Let ~β = {βi}pi=1 be p independent backward Brownian motions on [0, t] starting







































































































































































b(s)g(s)ds, where a is non-decreasing and b is non-negative, then g satisfies
g(t)≤ a(t)e
∫ t







































2‖u0‖L1(R) and b= 14‖f‖
2
L2(R).
Remark 2.2.2. Using Jensen’s inequality we can show, in the same way as before, that




































for all real numbers p≥ 2.
Next, we show that ψ satisfies a particular integral equation.
Proposition 2.2.3. Let ψ be the process defined in (2.5) and let G(t,x) be the heat
























(y,z) ∈ R2 : |z| ≥ |y|, and yz ≥ 0
}
.
Proof. The proof of this result follows from the same arguments as in [18]. We briefly
















































































































































G(t− s,x− z)ψ(s,z)dz if y ≥ 0∫ y
−∞
G(t− s,x− z)ψ(s,z)dz if y < 0.
Hence, we have the desired result.
Next, we establish a Hölder regularity property for ψ.
Proposition 2.2.4. For p≥ 2 and T > 0, there exists some constant C, depending on p,
T , ‖u0‖∞, ‖u0‖L1(R), and ‖f‖L2(R), such that for all s, t ∈ [0,T ], and x,y ∈ R,
‖ψ(t,x)−ψ(s,y)‖p ≤ C
(
|t− s|1/2 + |x−y|1/2
)
.
Proof. First we prove the Hölder continuity in the space variable. Let x1 and x2 be
such that |x1−x2|= δ. Because ‖ψ(t,x)‖p is uniformly bounded on [0,T ]×R, we can






































Therefore, it is Lipschitz and we obtain
|I1(x1,x2)| ≤ C|x1−x2|= Cδ. (2.11)
Consider the decomposition















































































































































An analogous upper bound can be obtained for ‖I2,−(x1,x2)‖2p in the same way. Simi-
larly, decompose I3 as















































We can derive an analogous estimate for ‖I3,−(x1,x2)‖p. Finally, from (2.11), (2.14),
(2.15), and the similar estimates for I2,− and I3,−, we deduce




for some constants C1 and C2 depending on p, T , ‖u0‖∞, ‖u0‖L1(R) and ‖f‖L2(R).
By Gronwall’s lemma, Vt ≤ C
√
δ, which implies the desired Hölder continuity in the
space variable.
For time regularity, let 0≤ t1 < t2 ≤ T and consider each of the decomposition








































[G(t1− s,x− z)−G(t− s,x− z)]ψ(s,z)σ2s(y)dzdyds.

























For the stochastic integral term, we again decompose J2 as



































G(t1− s,x− z)ψ(s,z)σs(y)W (ds,dy).




























=: A1(t1, t2) +A2(t1, t2).
















Adding and subtracting ψ(s,x) and using the spatial regularity of ψ, we obtain
∥∥∥∫ ∞
y





































ds≤ C(t2− t1). (2.18)
Substituting (2.17) and (2.18) into (2.16), we get
A1(t1, t2)≤ C(t2− t1)1/2.

























We can bound J2,− in the same way and get
‖J2(t1, t2)‖p ≤ C(t2− t1)1/2.
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for any Hölder conjugates p1,p2. Notice that if β = 1/p1, θ1 = p1(1− ε), and θ2 = 0,
then condition (2.4) is satisfied when, for example, ε = 1/p1 and p1 > 4. Hence, using





|G(t2− s,x− z)−G(t1− s,x− z)|dzds≤ C(t2− t1)1/2+1/p1 .
Control J3,− in an identical way to obtain
‖J3(t1, t2)‖p ≤ C(t2− t1)1/2.
Combining the above estimates yields
‖ψ(t2,x)−ψ(t1,x)‖p ≤ C(t2− t1)1/2.
Next we use the established Hölder regularity of the process ψ to study its spatial
differentiability.
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G(t− s,x− z)ψ(s,z)σs(y)2dzdyds. (2.20)
Proof. It is clear that the spatial derivative of the first integral in the expression of ψ
equals the first integral above by Leibniz’s rule.
To take care of the stochastic integral term, by the Burkholder-Davis-Gundy in-
equality and the symmetry of S, it suffices to show the convergence to zero in Lp/2(Ω),













∆hG(t− s,x− z) :=
















































Finally, by applying Fubini’s theorem, we obtain
Ih(t,x,s)≤ Cs|h|2.
Hence, we have that, for each s∈ [0, t), Ih(t,x,s)→ 0 as h→ 0. By the dominated con-
vergence theorem, it now suffices to show that Ih(t,x,s) is bounded by a ds-integrable












































G(t− s,x+ ξ− z) [ψ(s,z)−ψ(s,x+ ξ)]dξ
− ∂
∂x
















Let us first consider the two terms of φ1, one at a time. For the first one, we can write,




























G(t− s,x+ ξ− z)
∣∣∣|x+ ξ− z|1/2dz dξ)2
= C‖f‖2L2(R)(t− s)
−1/2,
which is ds-integrable. Now, to see that the second term is also bounded by a ds-





































































































We now use the assumption f ∈Lq(R) for some q > 2 and choose p1 such that 1p1 +
2
q =



























which is ds-integrable and independent of h since we can assume |h| ≤ 1 without loss













For the third integral in the expression of ∂xψ, we use an identical argument to
obtain pointwise convergence to zero. Furthermore, it is easy to bound the ds integrand























where the second inequality follows from the mean value theorem and triangle inequal-
ity.
In order to obtain a continuity result for the derivative process given above, we first
establish uniform moment bounds.
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whereK is a constant depending onMp,T (as in 2.8), q, ‖f‖Lq(R), ‖f‖L2(R), ‖u0‖L1(R),
and ‖u0‖∞.
Proof. From the integral equation (2.20) satisfied by ∂ψ∂x (t,x), we get the decomposition
∂ψ
∂x




































∣∣∣∣dy ≤ 12‖u0‖∞e 12‖u0‖L1(R) .






















G(t− s,x− z)ψ(s,z)σs(y)dzW (ds,dy). (2.23)




































where Mp,t = supx∈R ‖ψ(t,x)‖p. By Hölder’s inequality, if 1q1 +
2











































where c(1)p,t is a positive constant depending on p, q, t, ‖f‖Lq(R), and ‖u0‖L1(R). We






















G(t− s,x− z)ψ(s,z)σs(y)2dzdyds. (2.25)






















































for some constant c(3)p,t . We can bound I3,− in the same way. Putting each bound from
above together and applying Gronwall’s inequality, we obtain the desired result.
Proposition 2.2.7. Suppose that in addition to condition (A1), the initial condition u0
is Hölder continuous of order α ∈ [0,1]. Then, for any p ≥ 2 and any T > 0, there
























where q is the exponent appearing in Assumption (A2).
Proof. We first study Hölder continuity in the space variable. Fix t∈ [0,T ], let x1,x2 ∈
R be given, and set δ = |x1−x2|. Without loss of generality we can assume that δ ≤ 1.
We consider spatial increments of each term in (2.21) one at a time. The first term is






For the second term, we again use the decomposition I2(t,x) = I2,+(t,x)+I2,−(t,x),
where I2,+ and I2,− have been introduced in (2.22) and (2.23), respectively. Integrating
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=: IA2,+(t− s,x1,x2,y) +IB2,+(t− s,x1,x2,y).
Applying Burkholder’s inequality, (2.3), Minkowski’s inequality, and the uniform bounds




































∣∣∣exp(−(1 + z)2/4v)− exp(−z2/4v)∣∣∣2q1dz)1/q1dv
= Cδ1/q1 . (2.27)


















































Then, we can write























Therefore, from (2.28) and (2.29), we get





We can get the same bounds on increments of I2,− in an identical way. Once again,
write I3 = I3,+ + I3,−, as in (2.24) and (2.25). Integrate by parts, and use the same
37
techniques as above to get
























The same bounds for increments of I3,− are obtained the same way. Put all of these
pieces together by taking the smallest power of δ to get








Thus, Gronwall’s inequality implies that x 7→ ∂ψ∂x (t,x) is Hölder continuous in L
p(Ω),
uniformly in t, with order of regularity α∧ (1/2−1/q).

























































=: J̃1 + J̃2.






















































q = 1. For the other term, we make use of the uniform bounds on moments















for some constant C. Hence,
J̃2 ≤ C|t2− t1|1/(4q1).



























=: C(J̃1,1 + J̃1,2)
1
2 .
Using the uniform bounds on ψ, choosing q1 such that 1q1 +
2
q = 1, and applying Lemma












For the term J̃1,2, we same techniques as in the proof of the Hölder regularity in time
of ψ by first adding and subtracting
∂ψ
∂x
(s,x) and applying the spatial regularity of the
40
































We apply Lemma 2.1.1 with β = 2, θ1 = 1, and θ2 = α∧ (12 −
1


























J̃1 ≤ C(t2− t1)1/(4q1).
Put these together to get
‖I2,+(t2,x)−I2,+(t1,x)‖p ≤ C(t2− t1)1/4−1/(2q).
We can obtain the same upper bound for I2,− and hence
‖I2(t2,x)−I2(t1,x)‖p ≤ C(t2− t1)1/4−1/(2q).
41
For the third term, we apply the same techniques we used for I2 to get
‖I3(t2,x)−I3(t1,x)‖p ≤ C(t2− t1)1/4.
Hence, we have the desired result.
Remark 2.2.8. If we do not assume the Hölder continuity of u0, then ψ′0 is only con-
tinuous. Then, avoiding the integration by parts in the proof of the Hölder continuity of



























is, the Hölder continuity blows up at t = 0. However, ∂ψ∂x (t,x) is continuous in L
p(Ω)
on R+×R for all p≥ 2, because ψ′0 is continuous.
2.3 Hopf-Cole Transformation
In this section, we construct a solution to Burgers’ equation (2.1) using the Hopf-Cole
transformation and the results of the previous section. Notice first that the process







is well defined and has uniformly bounded moments of order p for all p ≥ 2, due to
Proposition 2.2.6 and Remark 2.2.2. We now establish the main result of the project
which asserts that the process v(t,x) is the solution to the Burgers’ equation (2.1).
Again, uniqueness follows for free from [13].
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for ε ∈ (0,1] and to find the equation satisfied by uε(t,x) := −2 ∂∂x logψε(t,x). Based
on previous results, it is easy to see that ψε satisfies the following property.










For any p≥ 2, x ∈ R, and t ∈ (0,T ], we have
‖ψ(t,x)−ψε(t,x)‖p ≤ Cε1/4 (2.31)




Proof. Inequality (2.30) follows form Jensen’s inequality, Propositions 2.2.1 and 2.2.6,
and Remark 2.2.2. Inequalities (2.31) and (2.32) are consequences of Proposition 2.2.4
and Remark 2.2.8.
Theorem 2.3.2. The process v(t,x) =−2 ∂∂x logψ(t,x) is a solution to (2.1).



















G(t+ ε− s,x− z)ψ(s,z)σs(y)2dzdyds.
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We will study the convergence of each term in the above expression. This will be done
in several steps:









as ε tends to zero.


















as ε→ 0, in Lp(Ω) for all p≥ 2.
Step 3. We now show the convergence of the stochastic integral term A3,ε. Integrating


















































































where the termsG1,−,ε(s,y) andG2,−,ε(s,y) are analogous toG1,+,ε(s,y) andG2,+,ε(s,y),


























[G1,−,ε(s,y)−G2,−,ε(s,y)]σs(y)W (ds,dy)→ 0. (2.35)

















































(G(t− s+ ε,x−y)−G(t− s,x−y))2f(y)2dyds.
Using the definition of ψε and 2.2.4, it is not difficult to see that ψε is Hölder continuous



























G2(t+ ε− s,x−y)f(y)2dyds≤ C,
by Hölder’s inequality and assumption (A.2). Next, make the change of variables v−
y = z and choose q1 > 1 such that 1q1 +
2




















Hence, B1,ε→ 0 as ε→ 0. On the other hand, again using Lemma 2.1.1, yields
B2,ε ≤ C‖f‖2Lq(R)ε
1/2−1/q.
Proof of (2.34): Adding and subtracting ψ(s,v) and ∂ψ∂v (s,v) in the dz integrals of the















































































































































By the continuity of (s,z)→ ∂ψ∂z (s,z) in L
p, for any p ≥ 2, in [0, t]×R, established
in Remark 2.2.8, it follows that the integrand of the above integral on [0, t] converges
to zero for any s ∈ [0, t]. On the other hand, the integrand is bounded by an integrable
function, which does not depend on ε. Therefore, by the dominated convergence theo-
rem, we conclude that ‖J2,ε‖2p converges to zero as ε tends to zero.
















For (s,v) ∈ (0, t)×R, the term
∥∥∥ψ(s,v)∂ψε∂v (s,v)−ψε(s,v)∂ψ∂v (s,v)∥∥∥2p converges to
zero as ε tends to zero, due to the estimates (2.31) and (2.32). Therefore, by the dom-
inated convergence theorem we conclude that ‖J3,ε‖2p tends to zero as ε tends to zero.
The proof of (2.35) is similar and omitted.
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Step 4. Finally, we show that A4,ε+A5,ε converges to zero in Lp(Ω) for all p≥ 2, as ε
tends to zero. Once again, we show convergence of the terms when z ≥ y ≥ 0. When







































































We show convergence of each of these three terms, one at a time. To control the term







































which is independent of ε, and (dv⊗dy⊗ds)-integrable on R× (0,∞)× [0, t]. Hence,
by dominated convergence, ‖H1,ε‖p→ 0 as ε→ 0.
We bound the term with H2,ε as follows













for some positive constant C > 0 and all p≥ 2. This quantity converges to zero as ε→ 0

















which converges to zero as ε→ 0. Therefore, A4,ε+A5,ε converges to zero in Lp(Ω) as
ε→ 0, for all p≥ 2.
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Since u also satisfies this equation, we have u≡ v by uniqueness of solutions.
2.4 Regularity
We start with an easy, yet interesting, consequence of some of our results about ψ and
its regularity.
Proposition 2.4.1. Let u(t,x) denote the solution to Burgers’ equation (2.1). Assume
that the initial condition u0 is α Hölder continuous for some α ∈ (0,1). Then, for all
t,s ∈ [0,T ], x,y ∈ R, and p≥ 2, we have




















































where the last inequality follows from Cauchy-Schwarz inequality, (2.7), and Propo-
sitions 2.2.4, 2.2.6, and 2.2.7. Using the same technique of adding and subtracting
appropriate terms yields the desired regularity in t.
Remark 2.4.2. Regarding the assumptions on the initial condition.
(i) From Remark 2.2.8 it follows that if we do not assume the Hölder continuity of
u0, then we have
‖u(t,x)−u(s,y)‖p ≤ C(t∧ s)
−1/2(|t− s| 14− 12q + |x−y| 12− 1q ),
Moreover, u(t,x) is continuous in Lp(Ω) on [0,T ]×R for all p≥ 2.
(ii) Proposition (2.4.1) allows us to deduce the existence of a version of u(t,x), which
is locally Hölder continuous in space of order α∧ (12 −
1







The next proposition provides some moment estimates for the solution to Burgers
equation.
Proposition 2.4.3. Let u(t,x) denote the solution to Burgers’ equation (2.1). Then, for




















where K is a constant depending on ‖f‖Lq(R) and ‖u0‖∞.













Then, the result follows from Remark 2.2.2 and Proposition 2.2.6.













L2(R)T , and log+X := log(X ∨1).







for some constantC =C(‖f‖Lq(R),‖f‖L2(R),‖u0‖∞,‖u0‖L1(R),T ). Then, apply Lemma
A.10 to obtain the result.
From this, we can extract information about the tail of the probability distribution
of the solution to Burgers’ equation.








Proof. For any t, x, and λ, we see that








Then, by Corollary 2.4.4, the result follows easily.
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Chapter 3
Existence and Regularity of Densities
3.1 Malliavin Calculus
In this chapter, we present some new results regarding the existence and regularity of
density functions for solutions to stochastic Burgers’-type equations. There are pow-
erful tools from Malliavin calculus which allow us to obtain such results. As such,
we begin by reviewing some of the standard Malliavin calculus machinery that will be
used in what follows. For a more thorough presentation of the subject refer to [23].
For some techniques which are now standard in the study of SPDEs, refer to [2]. Let
H := L2([0,T ]×R), and S be the set of smooth cylindrical random variables
S := {F = f(W (h1), . . . ,W (hn)) | f ∈ C∞p (Rn), hi ∈H}.
The subscript p above is to denote polynomial growth of the derivatives. Given such
a random variable, F ∈ S, the Malliavin derivative of F is the H-valued stochastic






(W (h1), . . . ,W (hn))hi(t,x).
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Define the higher order derivative operator, Dk, iteratively. This iterated derivative
operator is closable from S into Lp(Ω;H⊗k) for each k,p ≥ 1. Let Dk,p := S‖·‖k,p be
the completion of S with respect to the norm





and define D∞ :=
⋂
k,pDk,p.
Let Dk,ploc denote the set of all random variables which are locally Malliavin differ-
entiable of order k. That is, the set of F for which there exists a sequence (Ωn,Fn) ⊂
F ×Dk,p such that Ωn↗ Ω and Fn = F on Ωn with probability one. The following is
a useful result for establishing regularity of densities.
Proposition 3.1.1. If F ∈ D1,1loc and ‖DF‖H > 0 a.s., then F has a density function
which is absolutely continuous with respect to the Lebesgue measure.
Next is a fundamental result of Malliavin calculus and provides sufficient criteria
for existence of a smooth density for (one dimensional) random variables.
Theorem 3.1.2. Let F be a random variable. Then, the following criteria are sufficient
conditions on the existence and regularity of a density funciton.
(i) If F ∈ D1,1 and ‖DF‖H
a.s.
> 0, then F has an absolutely continuous density.
(ii) If F ∈ D∞ and E(‖DF‖−pH )<∞ for all p≥ 2, then F has a C
∞ density.
This result can be generalized to random vectors by replacing the conditions on
the norms by the same conditions on the determinant of the Malliavin matrix1. The
following fact is a standard and useful tool in establishing Malliavin differentiability by
an approximating procedure (see Lemma 1.2.3 in [23]).
1The i, j entry of the Malliavin matrix is defined by the inner product of the derivatives of the ith and
jth components of the random vector.
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<∞, and u(k)→ u in L2(Ω). Then u ∈D1,2 and Du(k)
converges to Du in the weak topology of L2(Ω,H).
3.2 Density via Feynman-Kac














indexed by (t,x) ∈ [0,T ]×R, given a nonrandom initial condition u0 and a Brownian
sheet W . Using what we proved in chapter 2, we follow similar steps as in [18], but






























Theorem 3.2.1. Suppose that for all (t,x) ∈ [0,T ]×R, and some x0 ∈ R, we have σ(t,x,r)≡ σ(t,x)σ(0,x0) 6= 0 (H)
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and that σ is continuous. Then, for fixed (t,x) ∈ (0,T ]×R, the solution, u(t,x), to
Burgers’ equation (2.1) has a smooth probability density function.
We remark that the assumption that σ does not depend on the third component is not a
significant jump due to the strong integrability assumption (2.3).
We prove Theorem 3.2.1 by establishing each the hypotheses of part (ii) of Theorem
3.1.2, the first of which is the following.
Proposition 3.2.2. Suppose that σ satisfies (H) and let u be the solution to (2.1). Then,
for fixed t,x, u(t,x) ∈ D∞.




. We establish these using the explicit Feynman-Kac representation of ψ,























for all p. Hence, ψ(t,x) ∈ D1,p. Furthermore, we can take higher order derivatives and
obtain ψ(t,x) ∈ D∞ in the same way .
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(t− s,x− z)ψ(s,z)σs(y)2dzdyds. (3.2)










































Set φ(0)t (x) := (G(t, ·)∗ψ′0)(x), and define the Picard iteration by
φ
(n)

















































































Decompose these terms into
F1(t,x) = F1,A(t,x)−F1,B(t,x),


































G(t− s,x− z)∆φ(n)s (z)σs(y)2dzdyds.
Apply Burkholder’s inequality and the bounds on σ to get






Apply the same techniques on F1,B to get






In a similar way, we obtain






Putting (3.7) and (3.8) together yields
sup
x






Apply Lemma A.7 to get (3.6). Hence, (3.5) holds as desired. Next, we show that
φ
(n)
t (x) ∈ D1,p, using induction. Suppose that φ
(n−1)
























































G(t− s,x− z)Dr,vφ(n−1)s (z)σs(y)2dzdyds.
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holds for (r,v) ∈ (0, t)×R. Let’s consider the two terms of G1 first, one at a time.















for some constant, C, depending on p, f , and T . Similarly, apply Burkholder’s inequal-


















































for some positive constant C ′. By symmetry, we have the same bound for G2. To



































































G(t− s,x− z)Φ(n−1)s,z dzds
for some positive constant C ′ depending on p, t. and f . Again, by symmetry, we obtain
the same upper bound on G3. Use the same arguments to obtain an upper bound for G4



















That is, φ(n)t (x) ∈ D1,p. Hence,
∂ψ
∂x












Using the same arguments as above, we can show that
∂ψ
∂x





We now prove a fact regarding the norm of the Malliavin derivative of u, from which
we obtain the main result of the section.
Proposition 3.2.3. Suppose that σ satisfies (H) and let u be the solution to (2.1). Then,






Proof. Fix a ∈ (12 ,1). It suffices to show that for all q ≥ 2, there exists ε0 depending on




















P (X < y−1/p)dy.
Then, make the change variables y = ε−ap to get
∫ ∞
1
P (X < y−1/p)dy = ap
∫ 1
0
P (X < εa)ε−ap−1dε.
Since 1−a > 0, we can pick a q large enough so that (1−a)q > ap. Hence, by making
appropriate choices of ε0 and q, we apply (3.10) and see that this integral is bounded.
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2G(t− r,x−v)2dvdr ≥ C
√
ε
for some constant C. Now, pick ε0 > 0 small enough such that 2εa ≤ C
√
ε holds for


















































































































3.3 More General Equations













for (t,x) ∈ R+×R, where W is a Brownian sheet, and f and σ have some appropriate
growth conditions. When f = 0 = σ, and g = −12u
2, this is the classical (viscous)
Burgers’ equation. Furthermore, the case when the spatial domain is [0,1], rather than
R, has been widely studied. For example, see [12] for existence and uniqueness results,
[18],[22],[27] for results regarding the probability density of solutions, and [12] for
comparison theorems. There are many more results regarding these equations on the
unit spatial interval. However, there are very few results on the unbounded spatial
domain. The primary goal of this section is to establish the existence and regularity of
a probability density for the solution at fixed points in time and space. To accomplish
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this, we use the standard tools from Malliavin calculus. Along the way, we prove a
comparison theorem for the solution which will aid in the proof of our main result of
the section. The approach we take is inspired by that in [12].
We say that an L2(R)-valued stochastic process u = {u(t) : t ∈ [0,T ]} which is































almost surely for all t ∈ [0,T ], where the last integral is understood in the Walsh sense
(see [26] for a detailed treatment of this). On the other hand, we say that u is a mild so-































Under suitable conditions, which we state below, Gyöngy and Nualart proved the equiv-
alence of weak and mild solutions for this class of equations. Furthermore, they proved
global in time existence and uniqueness for a solution to (3.11), and that the solution
has a continuous version. We impose the following conditions on the coefficients in
(3.11):
(A1) The initial condition u(0,x) = u0(x) is nonrandom with u0 ∈ L2(R).
(A2) f,σ : [0,T ]×R2→ R are Borel functions satisfying the following linear growth
and Lipschitz conditions
|f(t,x,r)| ≤ f1(x) +C|r|
|f(t,x,r)−f(t,x,s)| ≤ L|r− s|
|g(t,x,r)| ≤ g1(x) +g2(x)|r|+C|r|2
|g(t,x,r)−g(t,x,s)| ≤ (g3(x) +L|r|+L|s|)|r− s|
|σ(t,x,r)| ≤ h(x) +C|r|
|σ(t,x,r)−σ(t,x,s)| ≤ L|r− s|,
for all t∈ [0,T ], x,r,s∈R, and for some positive constantsC,L and some non-negative
functions f1,g1,g3 ∈ L2(R), and g2,h ∈ L2(R)∩Lq(R) for some q > 2. Additionally,
we again assume σ is continuous and impose the following nondegeneracy condition:
There exists x0 ∈ R such that σ(0,x0, r) 6= 0 for all r ∈ R. (3.12)
3.3.1 Comparison Theorem
In this section, we prove a comparison theorem which will aid in establishing regularity
of a density function for the solution to this class of SPDEs. To obtain the comparison
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theorem, we approximate the coefficients and of the noise in (3.11), use Itô’s formula on
an appropriate functional of the difference of solutions to show that the positive part of
this difference is zero, then prove convergence of the approximations to the solution of
(3.11). This approach is similar to the method that was originally developed by Donati-
Martin and Pardoux in [11], which has since been implemented in other contexts (e.g.
[12]).
Theorem 3.3.1. Suppose u0,v0 ∈ L2(R) are such that u0(x) ≤ v0(x) for all x. If u
and v are the solution to (3.11) with initial conditions u0 and v0, respectively, then
u(t,x)≤ v(t,x) a.s. for all (t,x) ∈ [0,T ]×R.
Proof of Theorem 3.3.1. Let u0,v0 ∈ L2(R) be such that u0(x)≤ v0(x) for all x ∈R.
Define the following approximating sequence of functions which are globally Lipschitz
continuous in the third argument
fn(t,x,r) =
 f(t,x,r) if |r| ≤ n0 if |r|> n .
Define gn in terms of g in an identical way. Next, fix an orthonormal basis {φk} of







The collection {Wk(t), t≥ 0}k consists of mutually independent Ft-Wiener processes.









in the Gelfand triple H1 ↪→ L2(R) ≡ L2(R)∗ ↪→ H−1, where An(t) : H1→ H−1 and
Bn(t) :H






















for any φ,ψ ∈ H1 and h ∈ L2(R). It is known that (3.13) has a unique solution un ∈




almost surely (see chapter 7 of [9] or chapter 5 of [20]). Let wn := un− vn, where un
and vn are solutions to (3.13) with initial conditions u0 and v0, respectively, such that
u0(x)≤ v0(x) for all x. We show that
∣∣wn(t,x)∣∣+ = 0, for dx− a.e. x ∈ R (3.14)
almost surely for all t ∈ [0,T ], where |θ|+ = max(θ,0) is the positive part of θ. For
each k ∈ N, let ρk : R→ R be defined by
ρk(z) :=

2kz for z ∈ [0, 1k ]










It’s easy to see that ψk ∈ C2(R), and satisfies 0≤ ψ′k(x)≤ 2|x|+, 0≤ ψ′′k(x)≤ 21x≥0,





One can show that Φk is twice Frechet differentiable at every h ∈ L2(R), that Φ′k(h)≡
Φ′k,h is a continuous linear functional on L
2(R), and that Φ′′k(h)≡ Φ′′k,h is a continuous










for h1,h2 ∈ L2(R). With this, we apply Itô’s formula2 to get




























for some continuous local martingaleMn,k satisfyingMn,k(0) = 0 a.s. We control each
















2See, for example, [9] or [20] for this generalized version of Itô’s formula for Hilbert space valued
processes.
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for some positive constant L. Lastly, since gn is Lipschitz, apply the basic inequality


















Finally, using the fact that σ is assumed to be Lipschitz, and the boundedness of our







for some positive constant C and any stopping time τ . Finally, choose an appropriate
sequence of stopping times {τk}k≥1, let k tend to infinity, and apply Gronwall’s in-
equality to get ‖wn(t, ·)+‖L2(R) = 0. Hence, un(t,x) ≤ vn(t,x). Now, we just need to
show that these approximate solutions converge to the solution of (3.11). Indeed, for











since the coefficients of (3.13) are Lipschitz. From this, we have convergence of the
approximating sequence of solutions.
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3.3.2 Density by Truncating Solutions




The idea of the approximating procedure in this section is that we truncate the solution
operator. In particular, we restrict our function space to an L2(R) ball of radius N , and
letN tend to infinity. Fortunately for us, the proofs in this section work the same way as
the related proofs found in [27] due to the standard bounds on space-time convolutions
with the heat kernel found in [13] and [27]. That said, we still provide most of the
details for the sake of completeness.
We again assume (A1) and (A2) as before. We will use Theorem 3.3.1 in our proof
of the following theorem, which is the main result of the section:
Theorem 3.3.2. Suppose (A1) and (A2) hold. Then, the solution, u(t,x), to (3.11) has
a density which is absolutely continuous with respect to the Lebesgue measure.
Now, we perform the following truncation on solutions which will serve as a se-





u, if ‖u‖L2(R) ≤N,
N
‖u‖L2(R)
u, if ‖u‖L2(R) >N.
Consider the operator A defined by


















































Proposition 3.3.3. Let u be the solution to (3.11). Then, for t,x fixed, we have u(t,x)∈
D1,1loc .
Proof. Let u(0) := u0 and define the Picard iteration scheme u(k) :=Au(k−1) for k≥ 1.
Using identical arguments as in [13], one can show that this sequence converges con-
verges to the solution of (3.11) in a suitable Banach space. Hence, it suffices to show
that u(k)(t,x) ∈ D1,1 for all k. In fact, we actually prove u(k)(t,x) ∈ D1,2.
First, observe that for Fn(θ) := 1[0,n2](θ) + nθ1/2 1(n2,∞)(θ), we can write
πN (w) = wFN (‖w‖2L2(R)).
Moreover, it is clear that |Fn(θ)| ≤ 1 and |F ′n(θ)| ≤ 12θ1(n2,∞)(θ). Hence, if w =
{w(ξ), ξ ∈ R} is a Malliavin differentiable process which is suitably integrable, we
can see that the derivative of πNw satisfies










Therefore, by Hölder’s inequality, it follows that
‖D(πN (w))‖L2(R;H) ≤ 2‖Dw‖L2(R;H). (3.16)
Next, we show that if u(t,x) ∈ D1,2, it follows that Au(t,x) ∈ D1,2, where A is the











G(t− s,x−y)L(1)N (s,y)D(πN (u(s,y)))dyds,
where L(1)N is an adapted process which is bounded by the Lipschitz constant L. Hence,
using (3.16) and (A.9), we have




In a similar way, it is easy to see that


























where L(2)N is an adapted process which is bounded by the Lipschitz constant L. Hence,
in the same way, we get







Thus,Au(t,x)∈D1,2 by integrating t on [0,T ]. Furthermore, it is clear that this deriva-






























Proposition 3.3.4. Let u be the solution to (3.11) with g(u) = −u2/2. Then, for any
t ∈ [0,T ], x ∈ R, we have
‖Du(t,x)‖H > 0 a.s.
Proof. Here we employ a clever technique which can be found in [24] and [27] which
allows us to maintain the multiplicative noise framework. Fix t,x ∈ [0,T ]×R. Let un
be the solution to (3.15) and define the sequence of stopping times
τn := inf{t≥ 0 : ‖un(t, ·)‖L2(R) ≥ n}∧T.
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Since σ is assumed to be continuous, there exists a neighborhood (a0, b0) of x0 and a
stopping time τ > 0 such that
σ(t,x,u(t,x))≥ δ0 > 0
on Γ := [0, τ ]× [a0, b0], for some constant δ0. Pick another neighborhood (a,b) of x0




Dr,vu(s,x)dv > 0 a.s.























G(s− θ,x−y)L(n)2 (θ,y)W (dθ,dy).
We show ξ(t,x)> 0 a.s. on Γ.Uniformly partition the interval [r,T ] intom subintervals
with endpoints given by r(m)i := r+
i
m















Then, for 1≤ i≤m, define the sequence of sets
Ei := {ξ(r(m)i ,y)≥ δα
i1[a,b+ imd](y), ∀ y ∈ R}∩Γ.
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Once we prove the following, we are done:





To see why this claim implies the result, observe that for any m≥ 1, we have
P ({ξ(t,x)> 0}∩Γ)≥ P (Em)
≥ P (E1∩·· ·∩Em)
= P (Em
∣∣E1∩·· ·∩Em−1)P (Em−1∣∣E1∩·· ·∩Em−2) · · ·P (E1).







Hence, since ε is arbitrary, we may conclude that ξ(t,x) > 0 a.s. on Γ. We proceed





i+1 ], starting at ξ(r
(m)




























G(s− θ,x−y)L(n)2 (θ,y)W (dθ,dy).
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Next, let ζ be the process which solves the same equation, but with initial condition


























G(s− θ,x−y)L(n)2 (θ,y)W (dθ,dy)
for s in [r(m)i , r
(m)
i+1 ]. Then, on the set E1∩·· ·∩Ei, for i= 1 . . . ,m−1, the comparison







































Furthermore, on Eci+1∩Γ, there exists y ∈ [a,b+
i+1



















































Using the uniform bounds in Lemma A.9 leads to
P (Eci+1∩Γ








for some γ > 0. By Lemma A.9 and Gronwall’s inequality, this integral is bounded by








(T − r)− k
m








which yields the claim.
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3.3.3 Density by Truncating Coefficients
In this section, we consider the same set of equations as in (3.11), assuming the coeffi-













Once again, f and σ have linear growth, and g has quadratic growth. The main idea of
this section is that we perform an approximation by truncating the coefficients. Assum-
ing the coefficients are “nice,” we are able to prove Malliavin differentiability, which in
turn implies local Malliavin differentiability for the solution to (3.18). We then prove
positivity of the norm of the Malliavin derivative of the solution to (3.18) at fixed points.
This will yield the existence of a density which is absolutely continuous (with respect
to Lebesgue). Throughout the section, we assume f and g are locally Lipschitz and that




f ′,σ′ ∈ L∞(R)
|g(u)| ≤ C(1 +u2)
To achieve local differentiability of the solution to (3.18), we will assume that g′ is
bounded, which will serve as our approximating procedure.
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Proposition 3.3.5. In addition to (H), assume that g′ is bounded. Then it follows that






















Proof. We proceed by using a Picard iteration scheme in the same way as we did in the















































in the same way as before. Therefore it is enough to prove differentiability of the
process un(t,x). Once again, we prove this by induction. Since the coefficients are
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Using the induction hypothesis gives us un(t,x) ∈ D1,p.
Now, set g(u) =−12u
2 for the remainder of the section.
Proposition 3.3.6. Suppose that σ satisfies (H) and let u be the mild solution to (3.11).






Proof. In a similar way as in Proposition 3.2.3, we show that for a ∈ (18 ,
1
4) fixed, and












Since σ is assumed to be continuous, there exists ε > 0 such that σ(t,x)2 ≥ C > 0 on




























































2G(t− r,x−v)2dvdr ≥ C 8
√
ε≥ 2εa





























































for some positive constant C depending on supt,xE‖Du(t,x)‖
p
H. The other term can
















































where C is a constant depending on supt,xE‖Du(t,x)‖
p
H. Finally, with these bounds
































Hence, we have the result.
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Now, define the sequence of sets




Clearly, we have Ωn↗ Ω a n→∞. Then, let gn be a sequence of functions of class
C1 with bounded first derivatives such that
gn(u) :=
 g(u) if |u| ≤ n0 if |u|> n .
Now, let un denote the solution to (3.18) with gn instead of g. Then, un(t,x) =
u(t,x)|Ωn . Hence, since un is Malliavin differentiable, it follows that u is locally
Malliavin differentiable. Thus, by Proposition 3.3.6, it follows that u(t,x) has a density
function which is absolutely continuous with respect to the Lebesgue measure.
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Appendix
Here we state a couple results that are used in the paper. The following Gronwall-type
lemma is very useful and not too difficult to prove by iteration.
Lemma A.7. Let {hn(t), t ∈ [0,T ]}n≥1, hn : R+→ R+ be a sequence of nonnegative,










The following calculation is used many times in this work, but not explicitly referred to
as it is straightforward.
Lemma A.8. Let G(t,x) = (4πt)−1/2e−x
2/4t be the heat kernel on the real line. Then,
for any a > 0, we have ∫
R
|x|aG(t,x)dx≤ Cta/2.
The following useful estimates on space-time convolutions with the heat kernel and
its derivative can be found in [13] and [27] for example:
Lemma A.9. Let G(t,x) be the heat kernel as above.



























































































The proofs of these results are interesting in their own right and employ a “factor-
ization” technique which was developed in [7], and can be found in [27] and [13] for
example.
Lastly, the following result can be used when one has moment estimates of an expo-
nential type. Its proof and some applications to stochastic heat equations can be found
in [5] and [6].
Lemma A.10. Let X be a nonnegative random variable that satisfies
E(Xp)≤ Cpeap
b













where log+X := log(X ∨1) and log denotes the natural logarithm.
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[12] István Gyöngy. Existence and uniqueness results for semilinear stochastic partial
differential equations. Stochastic Process. Appl., 73(2):271–299, 1998. Cited on
2, 69, 70, 72
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