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1I N T R O D U C T I O N T O G R A P H E N E
This chapter gives a broad introduction to graphene, with a strong emphasis on
its electronic properties. We first explain what graphene is and sketch its context
in the field of condensed matter physics. Hereafter, we discuss how we can
describe the effective charge carriers in graphene. Finally, we give an introduction
to Klein tunneling and Veselago lensing and present the outline of this thesis.
Sections 1.3 and 1.4 of this chapter incorporate a part of the following publication:
K. J. A. Reijnders and M. I. Katsnelson, Symmetry breaking and (pseudo)spin po-
larization in Veselago lenses for massless Dirac fermions, Phys. Rev. B 95, 115310
(2017).
1
2 introduction to graphene
1.1 the discovery of graphene and two-dimensional materials
The chemical element carbon plays an important role in our daily lives [1]. First
of all, it is an essential element in our body, being a part of for instance proteins,
sugars, lipids and nucleic acids. Moreover, it is present in many compounds
that we come across on a daily basis, such as paper, plastic, oil, wood, cotton
and steel. We may also encounter two materials that are purely made of carbon:
graphite and diamond. These so-called allotropes of carbon have rather different
properties: whereas diamond is very hard, graphite is fairly soft. This difference is
due to the fact that the carbon atoms in these materials are ordered in a different
way [1–3]. In diamond, each carbon atom forms electronic bonds with its four
nearest neighbors. This leads to the so-called diamond crystal structure, see
figure 1.1(a). Graphite, on the other hand, is composed of many two-dimensional
layers that are bound by the Van der Waals interaction, see figure 1.1(b). Within
each of these layers, the carbon atoms form a honeycomb lattice. Hence, each
atom forms bonds with its three nearest neighbors. The different layers can easily
slide off each other, since the Van der Waals interaction is relatively weak [2, 3].
We actually use this property every time we write with a pencil, as their inside
consists of graphite.
Whereas diamond and graphite have been known for a very long time, other
allotropes of carbon were only discovered rather recently. Buckminsterfullerene,
discovered in 1985, consists of 60 carbon atoms that are arranged in the form
of a truncated icosahedron [4]. Such a bucky ball, shown in figure 1.1(d), has
the same shape as a common football and is effectively zero-dimensional. An
effectively one-dimensional form of carbon is provided by the family of carbon
nanotubes. These can be either multi-walled [5, 6] or single-walled [7, 8] and can
have different chiralities [7, 9]. An example of a single-walled carbon nanotube is
shown in figure 1.1(c).
(a) (b) (c) (d)
Figure 1.1: Four different allotropes of carbon. Diamond (a) and graphite (b) are three-
dimensional, carbon nanotubes (c) are effectively one-dimensional and buckminster-
fullerene (d) is effectively zero-dimensional.
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Graphene, the two-dimensional allotrope of carbon, was only discovered in
2004 [10, 11]. Since the carbon atoms in this material are arranged in a honeycomb
lattice, graphene can be viewed as a single layer of graphite. In fact, the latter
observation was the key to the production of the first graphene samples, which
were obtained using micromechanical cleavage of graphite. In this technique,
also known as the scotch tape method, one starts with a graphite sample and
basically reduces the number of layers in successive steps [10–12]. After that, one
uses an optical microscope to detect the regions in which only a single layer is
left. Finally, one isolates these regions to obtain a graphene crystal.
To some extent, the discovery of the two-dimensional material graphene came
as a surprise. For a long time, researchers believed that two-dimensional crystals
could not exist, as they would be unstable with respect to thermal fluctua-
tions [13–16]. Specifically, one can show that, at finite temperatures, the mean
square displacement of the atoms diverges for large sample sizes. However, to
truly understand the crystalline order, one should consider the Bragg peaks,
which can be observed in diffraction experiments. Whereas these Bragg peaks
are infinitely sharp when we consider a crystal, they have a finite width for
graphene [3, 17, 18]. However, despite their finite width, they still have sharp
maxima, which can be used to reconstruct the crystal lattice. In this weaker
sense, one can speak about crystalline order in two dimensions. Transmission
electron microscopy measurements show that free-standing graphene is rippled
and exhibits large-scale out-of-plane fluctuations [19]. These ripples arise due
to thermal fluctuations and have also been observed in Monte Carlo simula-
tions [20]. Among the other interesting thermodynamic properties of graphene
are its negative thermal expansion coefficient and its unconventional melting
process, both of which were reviewed in Refs. [3, 18].
However, the electronic properties of graphene attracted the most attention.
The first samples [10, 11] already exhibited large carrier mobilities between 2 · 103
and 5 · 103 cm2/(V s), which is of the same order of magnitude as the carrier
mobilities typically attained in silicon at room temperature [21]. These carrier
mobilities were soon enhanced to 1.5 · 104 cm2/(V s), roughly independent of the
temperature, which indicates a mean free path of about 0.3 µm [12]. Even higher
mobilities of about 5 · 104 cm2/(V s) at room temperature can be obtained in
samples of graphene on a hexagonal boron nitride substrate [22] or encapsulated
by hexagonal boron nitride [23, 24]. In high-quality graphene samples, one can
reach the ballistic regime, in which the mean free path of the charge carriers is
larger than the sample size, see e.g. Refs. [25–27].
The motion of the effective low-energy charge carriers in freestanding graphene
is described by the two-dimensional massless Dirac equation [3, 28–32], rather
than by the conventional Schrödinger equation. The electronic spectrum therefore
has the shape of a cone, with the valence and conduction bands touching at
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the apex. This apex is normally called the conical point or the charge-neutrality
point. In undoped graphene, states that lie below the charge-neutrality point
are occupied, whereas states above this point are unoccupied. Throughout this
thesis, we call charge carriers in the upper band electrons and charge carriers
in the lower band holes. Because the valence and conduction bands touch at
a single point, graphene can be regarded both as a two-dimensional zero-gap
semiconductor and as a zero-overlap semimetal. However, the term zero-overlap
semimetal is more accurate, since the conductivity at the charge-neutrality point
is finite due to quantum transport via evanescent waves [33]. We discuss the
origin of the effective description in terms of the Dirac equation in more detail in
the next section.
Measurements of the Shubnikov-de Haas oscillations and the quantum Hall
effect confirmed that the charge carriers in graphene behave as massless Dirac
fermions [34, 35]. The quantum Hall effect is anomalous in graphene, because
the plateaus in the Hall conductivity do not occur when the filling factor per
channel is integer. Instead, the plateaus occur when the filling factor per channel
equals N+ 12 , where N is an integer. These plateaus are very robust and can
even be observed in measurements at room temperature [36]. The anomalous
quantum Hall effect arises because of the special character of the Landau level at
zero energy, which is partially occupied by holes and partially by electrons [3,
32, 37–40]. It is therefore completely filled when the electronic filling factor per
channel equals 12 , which leads to the shift of the plateaus in the Hall conductivity.
Alternatively, we can look at the anomalous quantum Hall effect in graphene in
terms of the Berry phase. In contrast to scalar Hamiltonians, matrix Hamiltonians
such as the Dirac Hamiltonian can give rise to nontrivial adiabatic phases in
the wavefunction. The most prominent example of such a phase is the Berry
phase [41, 42]. In graphene, the wavefunction acquires a Berry phase of ±pi upon
a full rotation around the Dirac point [3, 41, 43]. This Berry phase subsequently
enters the semiclassical Bohr-Sommerfeld quantization condition for electrons
in a strong magnetic field. In turn, this quantization condition determines the
positions of the Landau levels, which are therefore shifted [3, 34, 35, 44]. We come
back to the Berry phase and to a different adiabatic phase in chapter 5.
The Dirac nature of the charge carriers in graphene also gives rise to other
electronic effects, most notably Klein tunneling [45–50]: an electron normally inci-
dent on a electrostatic potential barrier is transmitted with unit probability. The
transmission probability decreases as the angle of incidence increases, meaning
that an electron beam is collimated [47, 48, 50]. A few years after its prediction,
Klein tunneling was experimentally confirmed [25, 51]. After that, additional
experiments were performed [52] and more recent experiments show that Klein
tunneling is a subject of continued interest [53–56]. In particular, we note that the
angular dependence of the transmission coefficient was recently measured [53].
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Because of Klein tunneling, the transitions between electrons and holes in
graphene are efficient, i.e., the amount of backscattering is limited. This implies
that electron transport in graphene is only mildly affected by electrostatic po-
tentials. Such electrostatic potentials can arise from external gating or can be
intrinsic, as in the case of electron-hole puddles in graphene [46, 57]. On the one
hand, Klein tunneling can therefore partially explain, on an intuitive level, the
high carrier mobilities that were measured in graphene. On the other hand, it
also means that one cannot construct a graphene transistor based on an n-p-n
junction [46]. We come back to Klein tunneling in section 1.3 and in chapter 2.
Besides single-layer graphene, one can also consider several layers stacked on
top of each other [10]. When bilayer graphene is obtained from micromechanical
cleavage of graphite, the layers are typically Bernal (or A–B) stacked. This leads
to effective low-energy charge carriers that have a parabolic dispersion, yet also
exhibit chirality [58–60]. The quantum Hall plateaus for this material occur at
integer filling factors per channel, although the plateau at filling factor zero is
missing [58]. In contrast to the charge carriers in single-layer graphene, those in
bilayer graphene do not exhibit total transmission at normal incidence. Instead,
they show more complicated tunneling behavior, which was discussed in detail
in Refs. [46, 61].
In a twisted bilayer, the stacking of the two layers deviates from the common
Bernal stacking. This leads to the formation of moiré patterns, which can be de-
scribed using a large supercell. The misalignment may arise from a misalignment
in the original graphite [62], but also naturally occurs for bilayers produced by
epitaxial growth on silicon carbide [63] or by chemical vapour deposition [64].
Depending on the alignment angle, the charge carriers in these twisted bilayers
behave differently from those in Bernal stacked bilayers [65–70].
Using the scotch tape method, one can also produce two-dimensional crystals
of other materials [11]. Examples of such crystals include the already men-
tioned hexagonal boron nitride and molybdenum disulfide (MoS2). One can
subsequently stack several of these crystals, creating a so-called Van der Waals
heterostructure [71]. One of the most prominent examples of such a heterostruc-
ture is graphene encapsulated by hexagonal boron nitride [23]. Because the lattice
constant of hexagonal boron nitride is 1.8% larger than the lattice constant of
graphene, graphene on hexagonal boron nitride exhibits moiré patterns [72–75].
A boron nitride substrate also affects the effective charge carriers in graphene [76–
85], as we discuss in section 1.2.4. An example of a more complicated heterostruc-
ture is given by two layers of graphene with several layers of hexagonal boron
nitride or molybdenum disulfide in between. This arrangement can for instance
serve as a field-effect tunneling transistor [86]. In this thesis, we however limit our
attention to free-standing graphene and to graphene on a substrate of hexagonal
boron nitride.
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1.2 describing charge carriers in graphene
Now that we have given an overview of the main properties of graphene, we take
a closer look at how we can describe its charge carriers. We start by considering
the tight-binding model for pristine graphene, and take its continuum limit to
obtain the Dirac Hamiltonian. We subsequently consider the trigonal warping
correction to this Hamiltonian and discuss the electronic description of graphene
on hexagonal boron nitride. We pay special attention to the introduction of
dimensionless parameters for our continuum Hamiltonians, as these play an
important role throughout this thesis. After that, we discuss how one can perform
numerical calculations with the tight-binding model. We end this section with a
brief discussion of other materials in which the charge carriers can be described
using the Dirac equation.
1.2.1 The tight-binding model
In this subsection, we review how we can compute the bandstructure of graphene
using the tight-binding model, based on Refs. [2, 3, 28–30, 32]. The main idea of
this model is that the only relevant interactions in the system are those between
atoms on neighboring sites. Loosely speaking, carbon atoms have four free
electrons, which come from their 2s and 2p orbitals. In graphene, three of these
electrons participate in bonding with neighboring sites through sp2 hybridization.
From the point of view of the bandstructure, these hybridized states correspond
to filled and empty bands far away from the Fermi energy [3, 87, 88]. The band
that crosses the Fermi energy is mainly formed by the remaining electron from
the atomic 2pz orbital, also denoted as the pi state.
The first step in the construction of the tight-binding approximation is to
expand the wavefunction in functions that are centered on the lattice sites [2], i.e.
ψ(x) =
∑
j
cjφj(x) =
∑
j
cjφ(x− xj), (1.1)
where we have set φj(x) = φ(x− xj) in the last step. This assumes that the atoms
on all lattice sites are of the same kind, which is indeed the case for graphene.
As a first approximation, one can take φ(x) to be the wavefunction of the atomic
2pz orbital. A more rigorous treatment requires Wannier functions [2].
The next step is to insert the wavefunction (1.1) into the time-independent
Schrödinger equation Hˆψ = Eψ. Multiplying this expression by φ∗j and inte-
grating over x, we obtain two types of integrals. The first integral concerns the
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overlap between the localized functions φj on neighboring sites. We assume that
this overlap is zero and that these functions are normalized, i.e.,∫
dxφ∗i (x)φj(x) = δij. (1.2)
The second type of integral concerns the interaction between different sites. We
set ∫
dxφ∗i (x)Hˆφj(x) = −tij, (1.3)
where the quantity tij is known as the hopping amplitude. As we said in the
very beginning of this section, the key assumption of the tight-binding model is
that only sites that are nearest neighbors have a nonzero interaction. In pristine
graphene, all sites are occupied by the same type of atom and two neighboring
sites are always at the same distance aCC, see also figure 1.2(a). We can therefore
set tij = t when sites i and j are nearest neighbors, and tij = 0 otherwise. At
this point, we have implicitly set the on-site energy tii to zero. This is legitimate,
since it only leads to a shift in the total energy E, as all the atoms in the graphene
lattice are of the same kind. We thus obtain a set of coupled equations for the
coefficients ci, namely,
−
∑
j
tijcj = Eci, (1.4)
which can be solved using a Fourier series [2].
Before we consider this Fourier series in somewhat more detail, let us first take
a closer look at graphene’s lattice [2, 3, 28]. Since the honeycomb lattice is not a
Bravais lattice, we need both primitive lattice vectors and basis vectors to describe
it. As shown in figure 1.2(a), we can take the primitive lattice vectors to be
v1 = aCC
(√
3, 0
)
, v2 =
aCC
2
(√
3, 3
)
(1.5)
and the basis vectors to be (0, 0) and aCC(0, 1). In these expressions, aCC =
1.42 nm denotes the carbon-carbon distance in graphene [3]. One can thus think
of the graphene lattice as consisting of two triangular sublattices, denoted by
A and B. These sublattices are shifted with respect to each other by the second
basis vector aCC(0, 1). Because of this, the three nearest neighbors of an atom in
sublattice A lie in sublattice B and vice versa. For an atom in sublattice A, the
three nearest-neighbor vectors δi are given by
δ1 = aCC (0, 1) , δ2 =
aCC
2
(√
3,−1
)
, δ3 =
aCC
2
(
−
√
3,−1
)
. (1.6)
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(a) (b)
Figure 1.2: (a) The honeycomb lattice of graphene consists of two triangular sublattices,
commonly denoted by A (red atoms) and B (blue atoms). The lattice vectors vi connect the
atoms in one sublattice, while the nearest neighbor vectors δi connect different sublattices.
(b) The two reciprocal lattice vectors b1 and b2 give rise to a hexagonal Brillouin zone,
shown in grey. The two nonequivalent corners K and K ′ are indicated, as well as Γ , the
center of the Brillouin zone.
For an atom in sublattice B, the three nearest-neighbor vectors are given by the
vectors −δi. The reciprocal lattice vectors are given by
b1 =
2pi
3
√
3aCC
(
3,−
√
3
)
, b2 =
2pi
3
√
3aCC
(
0, 2
√
3
)
. (1.7)
This leads to a hexagonal Brillouin zone, which is shown in figure 1.2(b). The six
corners of the Brillouin zone can be divided into two groups, each containing
three points that are connected by a reciprocal lattice vector. We define the two
nonequivalent corners K and K ′ as
K =
2pi
3
√
3aCC
(
−1,
√
3
)
, K ′ =
2pi
3
√
3aCC
(
1,
√
3
)
. (1.8)
Figure 1.2(b) shows the positions of these points in the Brillouin zone.
Because the graphene lattice consists of two sublattices, we have to construct
the Fourier series for each sublattice separately [28]. From here on, we therefore
label the coefficients in equation (1.1) by ci,A and ci,B, where the first index
indicates the unit cell and the second index denotes the sublattice. We then define
the Fourier decomposition as
ci,A =
∫
BZ
dk eik·Ri cA(k), ci,B =
∫
BZ
dk eik·(Ri+δ1) cB(k). (1.9)
We subsequently consider equation (1.4) both for the atoms in sublattice A on the
right-hand side and for the atoms in sublattice B on the right-hand side. After
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that, we insert the Fourier decomposition into each of these equations, multiply
the first expression (for sublattice A) by exp(−ik ′ ·Ri) and the second expression
(for sublattice B) by exp(−ik ′ · [Ri + δ1]) and sum over all i. With the help of the
completeness relation, this gives
−t
∑
i
eik·δicB(k) = EcA(k), −t
∑
i
e−ik·δicA(k) = EcB(k). (1.10)
Using matrix notation, we can rewrite these equations as [3, 28](
0 −t
∑
i e
ik·δi
−t
∑
i e
−ik·δi 0
)(
cA(k)
cB(k)
)
= E
(
cA(k)
cB(k)
)
. (1.11)
This notation clearly shows that we are dealing with an effective eigenvalue
equation. When we define
Ψ(k) =
(
cA(k)
cB(k)
)
, HTB(k) =
(
0 −tu(k)
−tu∗(k) 0
)
, u(k) =
∑
i
eik·δi , (1.12)
equation (1.11) becomes
HTB(k)Ψ(k) = EΨ(k). (1.13)
We can therefore interpret HTB(k) as the effective Hamiltonian and Ψ(k) as the
effective wavefunction in reciprocal space. Our effective wavefunction has two
components, because the honeycomb lattice consists of two sublattices. These
components are the Fourier transforms of the coefficients ci,A/B and indicate the
contribution from each of the two sublattices. We can intuitively understand why
our effective Hamiltonian is off-diagonal by noting that all nearest neighbors of
an atom in sublattice A lie in sublattice B and vice versa.
We obtain the energy as a function of the wavevector k by computing the
eigenvalues of the effective Hamiltonian (1.12). Hence, E(k) = ±t|u(k)|, from
which we obtain [3, 28–30, 32]
E(k) = ±t
√√√√3+ 2 cos(√3kxa)+ 4 cos
(√
3
2
kxa
)
cos
(
3
2
kya
)
. (1.14)
We therefore have two bands, corresponding to the plus and minus signs in
equation (1.14). In undoped graphene, the lower (valence) band is completely
filled, which traces back to the fact that the 2pz orbital of carbon is only half-
filled. Throughout this thesis, we call charge carriers in the upper band electrons
and charge carriers in the lower band holes. In figure 1.3, we show the energy
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Figure 1.3: The energy dispersion (1.14) as a function of the wavevector. The Brillouin zone
is indicated by the red hexagon.
dispersion (1.14). At this point, we remark that figure 1.3 does not show the full
bandstructure, since we have only considered the band that crosses the Fermi
energy. For a detailed analysis of the complete bandstructure, including the bands
that arise from the other atomic orbitals, we refer to Ref. [87]. A calculation of
the bandstructure using density functional theory (DFT) can e.g. be found in
Ref. [88].
When we take a closer look at figure 1.3 and equation (1.14), we observe that
the two bands touch at the corners of the Brillouin zone [28], in the two points
that we previously denoted by K and K ′. The Fermi energy therefore lies at zero
energy and graphene can be regarded as a zero-overlap semimetal. Furthermore,
the dispersion is linear in the vicinity of the K and K ′ points, which are therefore
also referred to as conical points. In the next subsection, we discuss how one can
obtain an effective Hamiltonian near these conical points.
1.2.2 The Dirac Hamiltonian
To construct an effective description of the charge carriers in the vicinity of the
point K, we first expand the function u(k) around this point. Up to linear order
in k, we have [3, 28]
u(K+ k) =
3
2
taCC e
−ipi/3(kx − iky), (1.15)
1.2 describing charge carriers in graphene 11
The phase factor in this expansion can be eliminated by redefining one of the
two coefficients. One can therefore write the effective Hamiltonian (1.12) in the
vicinity of K-point, i.e. in the K-valley, as
HD,K(k) =
3
2
taCC
(
0 kx − iky
kx + iky 0
)
, (1.16)
where the momentum k should be understood relative to the point K. Com-
puting the spectrum of this Hamiltonian, or, alternatively, expanding the full
dispersion (1.14), we observe that the dispersion in the vicinity of the K-point is
indeed linear [3, 28], i.e.
E±D,K(k) = ±
3
2
taCC|k|. (1.17)
It is important to note that this linear dispersion is not just a feature of the tight-
binding approximation, but is a consequence of the symmetries of the hexagonal
lattice [30].
When we expand the function u(k) in the vicinity of the K ′-point, we obtain a
similar result [3, 28]:
u(K ′ + k) =
3
2
taCC e
2ipi/3(kx + iky). (1.18)
As before, we can eliminate the phase factor in this expression by redefining one
of the coefficients. We can capture the behavior of the effective charge carriers
in the vicinity of the K and K ′ points into a single expression by introducing a
valley index α, which equals −1 for the K-valley and +1 for the K ′-valley. We
then have [3, 28]
HD,α(k) =
3
2
taCC
(
0 kx + iαky
kx − iαky 0
)
, (1.19)
where the momenta should be understood relative to the conical point under
consideration.
One obtains an effective Hamiltonian in real space by taking the continuum
limit of equation (1.4). As in reciprocal space, we should distinguish two coeffi-
cients ci,A and ci,B, corresponding to the two sublattices. In the continuum limit,
these coefficients on the discrete lattice sites become envelope functions of the
continuous variable x. To obtain the effective Hamiltonian for charge carriers in
the K-valley, that is, for charge carriers with a wavevector in the vicinity of the
conical point K, we set
cA(x) = eiK·xψK,A(x), cB(x) = eiK·xψK,B(x). (1.20)
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The functions cK,A(x) and cK,B(x) then become the components of our effective
wavefunction, in the same way as in reciprocal space. For charge carriers in
the K ′-valley one performs an analogous procedure, replacing K by K ′. After a
somewhat elaborate calculation, one finally obtains the eigenvalue equation
HˆαΨα = EΨα, with Ψα =
(
ψα,A
ψα,B
)
, (1.21)
where the effective Hamiltonian is given by [3, 28–32]
HˆD,α = vF
(
0 pˆx + iαpˆy
pˆx − iαpˆy 0
)
, and pˆj = −i h
∂
∂xj
. (1.22)
The quantity vF in this equation is the Fermi velocity in graphene, which is
defined by  hvF = 32taCC. Using the parameters t = 3 eV and aCC = 0.142 nm,
one obtains vF = 0.97 · 106 m/s, about three times smaller than the speed of
light. Alternatively, we may also obtain the Hamiltonian (1.22) by transforming
the eigenvalue equation (1.13) with the Hamiltonian (1.19) back to real space,
while simultaneously taking the continuum limit. This induces the canonical
substitution kj → −i∂/∂xj, which immediately transforms the Hamiltonian (1.19)
into the Hamiltonian (1.22).
When our graphene sheet is also subject to a smooth (electrostatic) potential
U(x), this manifests itself in the form of an on-site energy. We can then write our
Hamiltonian as [3, 31, 32]
HˆD,α = vF(σxpˆx −ασypˆy) +U(x), (1.23)
where σx and σy are Pauli matrices. The Hamiltonian (1.23) is the two-dimen-
sional massless Dirac Hamiltonian [89, 90] and describes the behavior of the
low-energy charge carriers in graphene. Keep in mind that this is an effective
description, which arises due to the interaction of the (carbon) electrons with the
periodic lattice potential. In this effective description, the spinor structure of the
wavefunction does not arise because of the spin of the electrons, as in elementary
particle physics. Instead, it arises because of the nature of the graphene lattice,
which is composed of two sublattices, as we discussed in the previous subsection.
Because the sublattice index plays a role similar to the role that the electron spin
plays in quantum electrodynamics, this sublattice index is also referred to as
pseudospin. Since we have not taken the real electron spin into account in our
description, the Dirac cones that arise from the Dirac Hamiltonians (1.23) have a
twofold spin degeneracy.
We remark that the Hamiltonians (1.23) for the two valleys are related by
conjugation by σx, that is,
HˆD,−α = σxHˆD,ασx, (1.24)
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which plays an important role in chapters 3 and 5.
The quantum mechanical Hamiltonian (1.23) describes both types of charge
carriers in our system, electrons and holes. However, sometimes we are more
interested in the classical Hamiltonian for one type of charge carrier, for instance
when we want to compute classical trajectories. Using semiclassical arguments [50,
91–94], one can show that these classical Hamiltonians are given by the eigenval-
ues of the matrix (1.23), after replacing the momentum operators pˆi by the real
numbers pi and neglecting corrections of the order h. We therefore have
L±0,D,α = ±vF|p|+U(x). (1.25)
Note that these classical Hamiltonians are independent of the valley index α. We
discuss their derivation in detail in chapter 5.
1.2.3 Trigonal warping
In the previous subsection, we only expanded u(k), see equation (1.11), up to
linear order in k. When we also consider the second-order term in this expansion,
we obtain
u(K+ k) =
3
2
taCC e
−ipi/3(kx − iky) −
3
8
ta2CC e
−ipi/3(kx + iky)
2. (1.26)
Naturally, we can perform a similar expansion around the point K ′. Combining
these expansions, we arrive at the Hamiltonian [3, 43, 95]
HTW,α(k) = HD,α(k) +
3
8
αta2CC
(
0 (kx − iαky)
2
(kx + iαky)
2 0
)
, (1.27)
where HD,α(k) is given by equation (1.19). When we consider the second term as
a perturbation to the Dirac Hamiltonian HD,α(k), we can compute the first-order
correction to the dispersion relation using perturbation theory, see e.g. Ref. [96].
This gives [3, 43, 95]
E±TW,α = ±
(
3
2
taCC|k|+
3
8
αta2CC|k|
2 cos(3φk)
)
, (1.28)
where φk denotes the angle in momentum space, defined by tanφk = ky/kx.
Since the second term in equation (1.28) depends on this angle, it breaks the
rotational invariance of the Dirac dispersion. In fact, it gives rise to a trigonal
distortion of the Fermi surface, and is therefore known as the trigonal warping
term. Importantly, this trigonal warping term also depends on the valley index α.
To examine how a rotation in real space affects the dispersion (1.28), we
consider a passive rotation by an angle θ. Since we rotate the coordinate system
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Figure 1.4: (a) Zigzag edges along the x-axis (θ = 0). (b) Armchair edges along the x-axis
(θ = pi/6).
over an angle θ, the nearest-neighbor vectors δi should be multiplied (from the
left) by the matrix of a rotation over an angle −θ. Hence, the expressions (1.8) for
the conical points should be multiplied by the same factor. In turn, this leads to
an additional factor e3iθ in front of the quadratic term in the expansion of u(k)
around the K-point, and to an additional factor e−3iθ in its expansion around
the K ′-point. Because of these additional factors, our dimensionless expression
for the energy becomes
E±TW,α = ±
(
3
2
taCC|k|+
3
8
αta2CC|k|
2 cos
[
3(φk + θ)
])
. (1.29)
In contrast to the Dirac dispersion, the dispersion in the presence of trigonal
warping thus depends on the lattice orientation. In our choice of coordinates,
θ = 0 corresponds to zigzag edges along the x-axis, see figure 1.4(a), and θ =
pi/6 corresponds to armchair edges along the x-axis, see figure 1.4(b). We also
remark that the lattice is invariant under a pi/3 rotation, but that such a rotation
interchanges the sublattices A and B and the valleys K and K ′.
Using the same semiclassical arguments that we mentioned in the previous
subsection, one can show that the classical Hamiltonians in the presence of a
smooth electrostatic potential are given by [91–94]
L±0,TW,α = ±
(
3
2
taCC|k|+
3
8
αta2CC|k|
2 cos
[
3(φk + θ)
])
+U(x). (1.30)
These Hamiltonians can be used to compute the classical trajectories in the
presence of trigonal warping.
To observe the effects of trigonal warping in graphene, one has to go to fairly
large energies. We therefore note that it is possible to create hole-doped states
with energies around 0.5–0.6 eV. This can be achieved by molecular doping [97–
99] with HNO3 or NO2, but can also be reached on a SiO2/Si substrate after
proton irradiation [100]. Electron doping can for instance be achieved using
aniline [101], with which one can reach energies of about 0.25 eV. When doping
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graphene with alkali metals, such as lithium, very high electron doping above
1 eV can be achieved [102], which can also induce superconductivity [103, 104].
A recent review of possible dopants for graphene can be found in Ref. [105].
Unfortunately, chemical doping of graphene often leads to a reduced carrier
mobility [101]. Using electrostatic gating, one can at least span the range of
energies between −0.4 and 0.4 eV [10].
1.2.4 Graphene on hexagonal boron nitride
As we already mentioned in section 1.1, high-quality graphene samples can be
obtained by using a hexagonal boron nitride substrate, or by encapsulating the
graphene layer within hexagonal boron nitride. Because the lattice constant of
hexagonal boron nitride is 1.8% larger than the lattice constant of graphene, the
structure that results from stacking these two materials has a larger periodicity
than both graphene and boron nitride. The pattern that results is called a moiré
pattern and has a hexagonal symmetry [72–75]. Its exact periodicity depends on
the alignment angle between the two materials. For instance, it is equal to 14 nm
when graphene and boron nitride are perfectly aligned, and equal to 8 nm when
the alignment angle is about 1.5 degrees [74, 75].
Because of the superlattice structure, the local chemical environment of the
carbon atoms varies throughout the moiré pattern. In some regions, the stacking
between graphene and hexagonal boron-nitride is A–A, meaning that both the
nitrogen and the boron atoms lie directly below a carbon atom. In other regions,
one has B–A stacking, with a carbon atom directly above a nitrogen atom and
a boron atom below the center of the hexagon. One also has A–B stacking, in
which a boron atom is placed directly below a carbon atom and a nitrogen atom
is placed below the center of the hexagon. Ab initio calculations [76, 77] show
that this last configuration is energetically much more favorable than both other
configurations, with B–A stacking being only slightly more favorable than A–A
stacking. The main reason for this is that the repulsive interaction between carbon
and nitrogen is much stronger than the interaction between carbon and boron, by
about a factor of two to three [75–77].
Because of the periodic modulation of the chemical environment, the Dirac
Hamiltonian (1.23) can no longer be used to describe the system. However, one
can obtain an effective description that takes the effect of the superlattice into
account by modifying the Dirac Hamiltonian in three ways [82–85]. To account for
the differences in stacking energy, one first of all needs to add a scalar potential
U(x), which has the periodicity of the moiré pattern. Second, since the strengths
of the C–N and C–B interactions differ, the on-site energies tii, see equation (1.3),
are no longer the same for atoms in the A and B sublattices. This leads to an
additional term in the continuum Hamiltonian (1.23) of the form m(x)σz, where
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σz is the third Pauli matrix. Like the first term, this term has the periodicity of
the moiré pattern. Last, one has to add a vector potential A(x) in the Hamiltonian.
This vector potential defines an effective magnetic field, which is commonly
referred to as a pseudo-magnetic field [106–109].
An important aspect of graphene on hexagonal boron nitride is the commensu-
rate to incommensurate transition that is observed upon changing the alignment
angle between the two crystals [74]. When this angle is smaller than about one de-
gree, graphene locally stretches to become commensurate with the boron nitride
substrate [74, 75]. In this way, a larger part is stacked in the A–B configuration,
which leads to a decrease in stacking energy that is larger than the increase
in elastic energy. For larger alignment angles, graphene does not substantially
adjust to the substrate, leading to an incommensurate phase. One can prevent
a transition to the commensurate state by considering graphene encapsulated
by hexagonal boron nitride in which the top and bottom layers are rotated with
respect to each other over an angle of more than five degrees [74].
To gain more insight into the mass term m(x)σz, one first has to compute the
band gaps for the different stacking configurations. Calculations using density
functional theory [76] show that the gap is positive for the A–A stacking, whereas
it is negative for both the A–B and B–A stackings. A positive sign of the band gap
implies localization in sublattice B, whereas a negative sign implies localization
in sublattice A. Within density functional theory, the size of these band gaps is
about 50 meV [76]. However, density functional theory does not take many-body
interactions into account, which substantially increase the band gap in graphene
on hexagonal boron nitride [110]. Calculations within the GW approximation [77],
which take these interactions into account, show that the size of the band gap
equals 278 meV for the A–A stacking, 178 meV for the A–B stacking and 193 meV
for the B–A stacking. For intermediate stacking configurations, the band gaps are
typically smaller than these values [76].
When we consider the moiré superlattice that arises for a vanishing alignment
angle, we observe that it contains all of the stacking configurations that we
just discussed. Hence, the mass term m(x) has to be modeled by an oscillating
function [76], with an amplitude that is determined by the band gaps. The
periodicity of this function should correspond to the periodicity of the moiré
superlattice. As an example of such a function, one can consider a combination
of sines [76]. When the alignment angle vanishes, the mass term also includes a
constant part, which corresponds to the average gap of graphene on hexagonal
boron nitride. In a realistic GW calculation [77] this average gap was found to be
equal to 32 meV.
For larger alignment angles, the average gap quickly decreases in size [77],
vanishing for orientation angles larger than a few degrees. However, for moderate
alignment angles on the order of a few degrees, the mass term still has a finite
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amplitude. For large alignment angles, both the average value and the amplitude
of the mass become negligible [111]. In the incommensurate phase, we can
describe the electronic transport in graphene on hexagonal boron nitride using
percolation theory [111]. Because the mass term attains both positive and negative
values, graphene on hexagonal boron nitride samples always contain zero-mass
lines, which give rise to propagating states, see e.g. Ref. [112]. When the average
mass vanishes, these zero-mass lines form an infinite cluster, which leads to
metallic behavior [111].
We remark that a constant mass term creates an additional plateau in the Hall
conductivity at filling factor zero [22, 113, 114]. It arises due to the splitting of the
zeroth order Landau level [113, 114] and has been observed experimentally [22].
The other quantum Hall plateaus are not altered, which can be understood from a
semiclassical quantization condition [115]. Furthermore, a mass term gives rise to
a nonzero Berry curvature in graphene, which can lead to a valley current [116].
This can be understood by incorporating this Berry curvature into the equations
of motion [93, 117], a topic that we discuss in more detail in chapter 6.
The vector potential A(x) arises when the hopping amplitudes t for the three
nearest neighbors become unequal [3, 106–109]. In graphene on hexagonal boron
nitride, it occurs when graphene adapts its lattice constant to conform to the boron
nitride substrate [82, 83, 85]. The magnitude of this effect is therefore expected
to be larger in the commensurate state, in which the graphene is considerably
stretched. Large-scale tight-binding calculations [85] indicate that the change of
the lattice parameter can be as large as two percent. However, the exact strength
of the pseudomagnetic field also strongly depends on the direction in which the
strain is applied [118].
The effective superlattice potential that is induced by the hexagonal boron
nitride leads to additional minibands in the graphene spectrum [78, 119]. When
samples of this material are placed in a magnetic field, one observes a fractal
spectrum of Landau levels that is known as Hofstadter’s butterfly [79–81, 120].
1.2.5 Dimensionless variables
In this thesis, we use a variety of semiclassical approximations to describe scatter-
ing of charge carriers in graphene. To assess the validity of these approximations,
we need to identify the proper dimensionless semiclassical parameter. To this
end, we introduce dimensionless variables for various scattering setups in this
subsection.
Let us start with the conventional scattering problem
HˆαΨα = EΨα, Ψα =
(
ψα,A
ψα,B
)
, (1.31)
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where E is the energy of the charge carrier, which can be either an electron or a
hole, and α is the valley index that we introduced in section 1.2.2. We consider
the massive two-dimensional Dirac Hamiltonian
HˆD,α = vF(σxpˆx −ασypˆy) +m(x)σz +U(x). (1.32)
As we discussed in the previous subsection, the mass term naturally arises when
we consider graphene on hexagonal boron nitride. However, it can also arise in
the context of chemical functionalization [3].
Our first assumption is that the potential U(x) and the mass m(x) are of the
same order of magnitude as the energy E. We can then identify a characteristic
energy scale in the problem, which we denote by E0. Depending on the problem
at hand, one can for instance define E0 = E, E0 = min |U(x)−E| or E0 = maxU(x).
In each chapter, we clearly identify which choice we make for E0. Our second
assumption is that there is a typical length scale l that describes changes in
both U(x) and m(x). With these assumptions, we can define the dimensionless
semiclassical parameter h =  hvF/(E0l), which plays an important role in this
thesis. We can also define the dimensionless quantities x˜ = x/l, ˆ˜p = −ih∂/∂x˜,
E˜ = E/E0, U˜(x˜) = U(x)/E0 and m˜(x˜) = m(x)/E0. With these definitions, our
scattering problem becomes
ˆ˜HD,αΨα = E˜Ψα, ˆ˜HD,α = σx ˆ˜px −ασy ˆ˜py + m˜(x˜)σz + U˜(x˜), (1.33)
Starting from this dimensionless quantum Hamiltonian, one obtains the dimen-
sionless classical Hamiltonians L˜±0,D,α as
L˜±0,D,α =
L±0,D,α
E0
= ±
√
|p˜|2 + m˜2(x˜) + U˜(x˜), (1.34)
cf. equation (1.25).
In a similar way, we can introduce dimensionless variables in the classical
Hamiltonian (1.30) that includes trigonal warping. When we define the dimen-
sionless wavevector as k˜ = kl, the dimensionless crystal momentum is given by
p˜ = hk˜. This naturally leads to the expression
L˜±0,TW,α =
L±0,TW,α
E0
= ±
(
|p˜|+αµ|p˜|2 cos
[
3(φp˜ + θ)
])
+ U˜(x˜), (1.35)
in which the dimensionless coefficient µ = E/(6t) controls the relative importance
of the trigonal warping term. In order for our perturbative expansion to be valid,
we require µ2 to be small. We remark that the dimensionless angle φp˜ coincides
with φp.
Throughout this thesis, we work almost exclusively with the dimensionless
variables that we introduced in this section. To simplify our notation, we therefore
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omit the tildes from this point onwards. When the equations in this thesis do not
concern the dimensionless variables, but units with dimensions, this is explicitly
indicated.
1.2.6 Numerical tight-binding calculations
In the previous subsections, we discussed the continuum limit of the tight-binding
equations (1.4). However, we can also solve these discrete equations directly for
a given sample geometry. Since such samples can be very large, this approach
requires efficient solving of the eigenvalue problem, often on high-performance
computational facilities.
The Kwant library [121] provides an effective environment to perform tight-
binding calculations on a lattice. Using the Python interface of this package, users
can define their own samples, composed of a scattering region and typically
several leads. Charge carriers enter or exit the scattering region through such
leads, which are translationally invariant along a given direction. Within the
scattering region, one can fix both the hoppings and the on-site potentials as one
wishes, for any given site. This allows for a large flexibility and means that one
can not only consider potential scattering, but for instance also lattice defects.
The first step in solving the scattering problem for this discrete system is to
construct the eigenstates of the leads. Since these eigenstates are eigenfunctions
of the translation operator, we obtain a bandstructure in this way. In order to
define proper scattering states, the Kwant package subsequently normalizes
the eigenstates of the leads to unit current [121]. The next step is to select an
incoming mode out of these scattering states. The Kwant code then enters this
mode into the tight-binding equations (1.4), while properly taking the interaction
between the leads and the scattering region into account. These equations are
subsequently solved and both the wavefunction in the scattering region and the
scattering matrix, also known as the S-matrix, are obtained.
Internally, the Kwant package uses the MUMPS library [122], which contains
very efficient routines for sparse matrices [123]. To give the reader an idea of the
amount of computational resources involved, we mention that computing either
the S-matrix or the wavefunction for a rectangular graphene sample of about
200 nm by 355 nm with leads on all sides took about 25 minutes on a single core
of a cluster node, and around 10 gigabytes of memory. A complete computation
of the wavefunction for a sample of around 570 nm by 710 nm with two leads
took around three hours and 100 gigabytes of memory. In general, the time the
Kwant code needs to construct the sample scales as O(l2), where l is the typical
length scale involved [121]. The amount of time required to construct the solution
to the tight-binding equations scales as O(l3). The amount of memory required
by the solver scales as O(l2 log l).
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Alternatively, one can solve the tight-binding equations using Green’s function
methods, see e.g. Refs. [124, 125]. Although such methods typically require less
memory [121], scaling as O(l2), their computational time is typically longer,
scaling as O(l4). We also mention the tight-binding propagation method [126],
which can be used to study the time evolution of a given initial state, e.g. a
wavepacket. This method solves the time-dependent Schrödinger equation by
using the Chebyshev polynomial algorithm to compute the action of the time-
evolution operator. This turns out to be very efficient, as both the computational
time and the required memory scale as O(l). By preparing a suitable initial
wavepacket, one can also use the tight-binding propagation method to study
potential scattering in graphene [127].
1.2.7 Massless Dirac fermions in other systems
As we discussed in detail in the previous subsections, massless Dirac fermions
emerge as the effective low-energy charge carriers in graphene as a consequence of
its honeycomb lattice. Throughout this thesis, we mostly consider the eigenvalue
problem for the Dirac equation. Therefore, our results not only apply to graphene,
but also to other systems that are described by the Dirac equation. In this
subsection, we briefly discuss three categories of such systems: artificial graphene,
topological insulators and high-temperature cuprate superconductors.
By the name artificial graphene [128] one commonly denotes artificially fabri-
cated systems with a hexagonal lattice that are described by the effective Hamil-
tonian (1.22). There are various ways to create such a system. A first method to
create an artificial honeycomb lattice is to construct a superlattice potential in a
two-dimensional electron gas [129, 130]. This has been experimentally realized
by creating a set of nickel disks in gallium arsenide [131]. A second way is to
carefully position molecules on a surface using scanning tunneling microscopy.
When one arranges carbon monoxide molecules in a triangular lattice on a copper
substrate, one creates a hexagonal lattice for the electrons [132]. One can also
create artificial graphene in the form of a photonic crystal [133, 134]. In this case,
the lattice is formed by an array of metallic disks, and microwave photons act
as the analogs of the electrons in graphene. Finally, one can consider ultracold
atoms in honeycomb optical lattices [135, 136].
In all of these systems, the effective low-energy Hamiltonian is given by the
Dirac Hamiltonian (1.22). However, a clear advantage of artificial graphene is
that one can tune the parameters in this Hamiltonian. In nanopatterned two-
dimensional electron gases, the Fermi velocity for instance depends on both
the effective mass of the electrons in the substrate and the periodicity of the
superlattice potential [129]. Furthermore, one can also include additional effects
in the Dirac Hamiltonian. For ultracold atoms in optical lattices, one can for
1.2 describing charge carriers in graphene 21
instance study the regime of strong spin-orbit coupling and the regime of strong
correlations [128]. The latter regime can also be accessed in a nanopatterned
two-dimensional electron gases [131]. On the other hand, interactions within the
artificial graphene system may also induce additional corrections in the Dirac
Hamiltonian, thereby reducing its regime of validity.
Topological insulators [137–141] provide another class of systems in which
the charge carriers are governed by the Dirac equation. These materials do not
conduct electrons in the bulk, but host conducting states on their surfaces when
they are placed in contact with an ordinary insulator. The conducting states arise
because of strong spin-orbit interaction and are very robust, as they are protected
by a topological invariant [137, 138].
Initially, the discussion focused on two-dimensional topological insulators,
which exhibit the so-called quantum spin Hall effect [142, 143]. This means
that the system hosts two fully spin-polarized edge states which propagate in
opposite directions along the one-dimensional edges of the sample. The quantum
spin Hall effect can for instance be observed [144, 145] in quantum wells of
mercury telluride (HgTe) and cadmium telluride (CdTe). When the thickness of
the mercury telluride layer is sufficiently large, spin-polarized edge states arise
because of an inversion of the valence and conduction bands.
Later on, the existence of three-dimensional topological insulators was the-
oretically proposed [146–148] and experimentally confirmed [149–151]. Impor-
tant examples of these materials are bismuth antimonide (BixSb1−x), bismuth
selenide (Be2Se3) and bismuth telluride (Be2Te3). The charge carriers on the
two-dimensional surfaces of these three-dimensional materials are governed by
the Dirac equation. However, in contrast to graphene, the spinor structure in
topological insulators arises because of the real spin of the electrons, and not
because of the pseudospin. Additionally, the Dirac cones do not exhibit valley
degeneracy. Importantly, non-magnetic impurities cannot induce a gap into the
conical spectrum of a topological insulator [138, 140].
In section 1.2.3, we discussed the trigonal warping term, the lowest-order
correction term to the Dirac Hamiltonian in graphene. In topological insulators,
these correction terms are typically much stronger and are not necessarily trigo-
nal [140]. For example, the surface states in bismuth telluride exhibit a hexagonal
distortion [152]. Furthermore, the region in which the Dirac approximation can
be applied is typically much smaller, since it is limited by the bandgap of the
bulk insulator. For bismuth selenide, this bandgap is about 0.3 eV [140], whereas
for bismuth telluride it is only 0.15 eV [140]. In experiments with topological
insulators, one often observes a finite bulk conductivity due to the presence of
impurities [138, 140].
In recent years, much of the attention has shifted from topological insulators
to Weyl semimetals [153, 154]. The bandstructure of these three-dimensional
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materials exhibits multiple conical points, which are known as Weyl points
because of their properties. Moreover, Weyl semimetals exhibit exotic states on
their surfaces. In this thesis, we however limit our attention to materials that can
be described by the two-dimensional Dirac equation.
Finally, we mention that massless Dirac fermions also arise as low-energy
quasiparticles in high-temperature cuprate superconductors [155–157]. The ma-
terials in this class have a layered structure and contain copper oxide (CuO2)
planes, which are believed to be responsible for the superconductivity [157]. By
considering the effective Hamiltonian for one of these copper oxide layers, one
can obtain the low-energy quasiparticle dispersion of the cuprates [156, 157].
Because the (Cooper) pairing between the electrons in the copper oxide layer is
of the dx2−y2 type [158], these quasiparticles can be described by the anisotropic
massless Dirac Hamiltonian [156, 157, 159]. Thus, in contrast to graphene and
topological insulators, the quasiparticle dispersion is anisotropic and contains
two different velocities. The ratio of these two velocities depends on both the
material and the doping level, and may be as large as nineteen [157]. Angle-
resolved photoemission (ARPES) measurements [155] of different cuprates have
confirmed the Dirac nature of the (Bogoliubov) quasiparticles. However, as for
topological insulators, the energy range in which the effective description in
terms of massless Dirac fermions is applicable is much smaller than for graphene.
1.3 klein tunneling
In the previous section, we discussed the equations of motion that govern the
dynamics of charge carriers in graphene. In this section, we review how these
charge carriers are scattered by a one-dimensional scalar potential U(x). We
first consider several aspects of these potentials, in particular their experimental
realization, and take a closer look at the group velocity for electrons and holes.
In section 1.3.2, we discuss scattering by a sharp potential increase. Finally, we
consider normal incidence on arbitrary, smooth, one-dimensional scalar potential
barriers.
1.3.1 Junctions and particle types
Let us consider scattering of an electron with energy E > 0 by a sharp one-
dimensional potential increase at x = 0. Since this potential is one-dimensional, it
only depends on the first coordinate x and not on the second coordinate y, i.e.
U(x) = U(x) = U0Θ(x), (1.36)
where Θ(x) is the Heaviside step function. We may therefore say that the potential
is infinite in the y-direction.
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In an experimental setup, a potential increase is typically created by an external
(top) gate, see e.g. the experiments [25, 51]. This setup does not produce a sharp
potential increase (1.36), but a much smoother (electrostatic) potential, for which
a realistic model was constructed in Ref. [160]. By changing the voltage applied
by the gate, one can easily tune the height this potential.
However, one can also experimentally create much sharper barriers with a fixed
potential height. This can for instance be achieved by placing transition metal
islands on top of graphene [161–163]. The potential height U0 that is induced
by these islands depends strongly on the metal, and equals for instance about
60 meV for paladium and -120 meV for titanium [161]. A second method to create
sharp barriers is by depositing a graphene layer on a copper substrate with a
vacancy island [164]. In this case, a potential increase of about 660 meV can be
measured in the region above the vacancy island.
The continuum description in terms of the Dirac equation is actually not
entirely valid for an atomically sharp barrier (1.36), since such a barrier induces
intervalley scattering [3, 46]. In order for the continuum description to hold, the
potential increase (1.36) should formally have a finite width lnp, which is quite a
bit larger than the interatomic distance aCC, yet much smaller than the electronic
wavelength λel: a < lnp  λel. Nevertheless, we can gain a lot of insight into the
general mechanisms involved by studying the sharp potential increase (1.36).
When U0 < E, the charge carriers for both x < 0 and x > 0 are electrons. We
therefore have a so-called n-n junction. When U0 > E, the charge carriers for
x < 0 are electrons, whereas the charge carriers for x > 0 are holes. In this case,
we have an n-p junction. It is important to realize that the group velocities for
these two types of particles are different [46, 47, 49, 50]. According to Hamilton’s
equations, these group velocities are given by the derivative of this classical
Hamiltonians (1.34) with respect to p. Hence,
dx
dt
=
∂L±0,D,α
∂p
= ± p
|p|
, (1.37)
where the plus applies to electrons and the minus to holes. This readily shows that
the group velocity and the momentum point in the same direction for electrons,
ve = p/|p|, whereas they point in opposite directions for holes, vh = −p/|p|.
1.3.2 Scattering by a sharp potential step
In this subsection, we review, based on Refs. [3, 46], scattering of electrons by
the potential (1.36) with U0 > E. We limit our attention to electrons in the K-
valley and therefore omit the index α. We consider electrons coming in from
the left with a certain transversal momentum py and assume that the mass in
the Hamiltonian (1.33) vanishes. This setup is schematically drawn in figure 1.5.
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Since the potential step (1.36) is independent of y, the transversal momentum py
is conserved and we can define Ψ(x) = Ψ(x) exp(ipyy/h).
For x < 0, we have U(x) = 0, which means that the charge carriers are electrons.
Computing the eigenstates of the Hamiltonian (1.33), we obtain
Ψe,r(x) =
1√
2 cosφ
(
e−iφ/2
eiφ/2
)
e
i
√
E2−p2yx/h, (1.38)
Ψe,l(x) =
1√
2 cosφ
(
−eiφ/2
e−iφ/2
)
e
−i
√
E2−p2yx/h, (1.39)
where the subscripts r and l denote the right-moving and left-moving states,
respectively. The angle φ is defined by the equalities
√
E2 − p2y = E cosφ and
py = E sinφ. Note that the group velocity of the right-moving particle equals
ve = (cosφ, sinφ), which means that φ is also the angle of incidence of the in-
coming electron. Of course, we have a certain freedom in choosing the eigenstates,
as they are defined up to a multiplicative constant. We have chosen them in such
a way that the probability current jx = Ψ
†
σxΨ, see e.g. Ref. [3], is normalized.
Therefore, our eigenstates are proper scattering states. Thus, jx = 1 for the right-
moving state (1.38) and jx = −1 for the left-moving state (1.39). Furthermore, we
find that Ψ†e,rσxΨe,l vanishes.
For x > 0, the charge carriers are holes, since U(x) = U0 > E. In this case, the
right-moving and left-moving eigenstates of the Hamiltonian (1.33) are given by
Ψh,r(x) =
1√
2 cos θ
(
e−iθ/2
eiθ/2
)
e
−i
√
(U0−E)2−p2yx/h, (1.40)
Ψh,l(x) =
1√
2 cos θ
(
−eiθ/2
e−iθ/2
)
e
i
√
(U0−E)2−p2yx/h. (1.41)
The angle θ is defined by the equalities
√
(U0 − E)2 − p2y = (U0 − E) cos θ and
py = −(U0 − E) sin θ. Note that these inequalities imply that θ < 0 for positive
py. The group velocity of the right-moving particle equals vh = (cos θ, sin θ).
As before, we have chosen these eigenstates in such a way that they are proper
scattering states, i.e. jx = 1 for the right-moving state (1.40) and jx = −1 for the
left-moving state (1.41).
Now that we have defined the scattering states, let us return to the scatter-
ing problem. At the point x = 0, where the jump in the potential occurs, the
wavefunction Ψ(x) has to be continuous. Since the transversal momentum py is
conserved across the junction interface, we can divide both sides of the equality
by the factor exp(ipyy/h). This means that we only have to make sure that Ψ
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Figure 1.5: Schematic representation of Klein tunneling. An electron with energy E (green
circle) is normally incident on a potential step of height U0, which is described by
equation (1.36). The orange arrows show the direction of propagation. (a) Side view of
the potential. The red and blue lines indicate the two branches of the Dirac cone, which
correspond to the two eigenvalues of σx, see section 1.3.3. (b) In the top view of the
potential, a darker shade of grey indicates a larger value of the potential.
is continuous. We first consider electrons that are incoming from the left, a sce-
nario that we denote by a subscript > indicating the propagation direction. The
incoming electrons are partially reflected, and partially transmitted into holes.
We therefore have an incoming and a reflected wave for x < 0, and a transmitted
wave for x > 0, that is,
Ψ>(x) = Ψe,r(x) + rΨe,l(x), x 6 0,
Ψ>(x) = tΨh,r(x), x > 0.
(1.42)
We can also consider a different scenario, in which we have holes that come in
from the right. These holes are then partially reflected and partially transmitted
into electrons. In this scenario, which we denote by the subscript “<”, the
wavefunction is given by
Ψ<(x) = t
′Ψe,l(x), x 6 0,
Ψ<(x) = Ψh,l(x) + r
′Ψh,r(x), x > 0.
(1.43)
Imposing continuity at x = 0, we find that the reflection and transmission
coefficients are equal to
t = t ′ =
√
cosφ cos θ
cos[(φ+ θ)/2]
, (1.44)
r = r ′ = i
sin[(θ−φ)/2]
cos[(φ+ θ)/2]
. (1.45)
These coefficients satisfy |r|2 + |t|2 = 1, as can be seen by a straightforward
computation. However, it also follows from the conservation of probability current
and the fact that we normalized our scattering states to unit current.
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The transmission coefficient (1.44) becomes equal to unity when the charge
carriers are normally incident on the potential barrier (1.36). Indeed, when py
vanishes, both φ and θ are identically zero and t = t ′ = 1, no matter how high
the potential U0 is. This phenomenon is known as Klein tunneling [45–50]. In
his original paper [45], Klein considered the massive four-dimensional Dirac
equation instead of the two-dimensional massless Dirac equation. In this case,
reviewed in e.g. Ref. [165], transmission from electrons to holes is only possible
when m < E < U0 −m, due to the mass gap in the dispersion. However, this
transmission remains finite and does not converge to zero as the potential height
U0 increases. This is in marked contrast to normal (Schrödinger) electrons, for
which the transmission probability exponentially decreases to zero as the barrier
height increases. As we see from equation (1.44), the absence of a mass gap leads
to total transmission at normal incidence in graphene, regardless of the barrier
height U0.
Instead of an n-p junction, we can also consider an n-p-n junction. In this
case, there are two interfaces at which we have to impose continuity of the
wavefunction. This leads to a more complicated transmission coefficient that
can be found in Ref. [46]. This coefficient is not only equal to unity for normal
incidence, but also for incidence under certain additional angles, which were
called magic angles. The transmission coefficient (1.44) does not show these
additional resonances: it smoothly decreases as the transversal momentum, and
therefore the angle of incidence, increases. We discuss the origin of the additional
transmission resonances in detail in chapter 2.
When we include the trigonal warping correction, see section 1.2.3, into our
description, the transmission at normal incidence becomes dependent on the
orientation angle of the lattice [43, 127]. When the lattice angle θ is a multiple
of pi/3, that is, when the electrons propagate along the zigzag direction, Klein
tunneling is still present. However, for lattice angles θ that are not a multiple of
pi/3, the transmission at normal incidence is less than unity, which means that
there is no Klein tunneling. In chapter 4, we take a closer look at the effect of
this term on tunneling in graphene n-p junctions. When we include next-nearest-
neighbor hopping into the equations of motion, the transmission at normal
incidence is also reduced, and there is no Klein tunneling. However, in realistic
calculations, the consequences of this effect turn out to be quite small [166].
1.3.3 Normal incidence on a smooth potential barrier
Klein tunneling is not limited to sharp potential increases in graphene. For
a one-dimensional linear potential, one can show by an explicit calculation
that a normally incident electron is totally transmitted [47]. For arbitrary one-
dimensional potentials, Klein tunneling follows from general arguments, which
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we review based on Refs. [46–50, 167]. Since we consider a potential that only
depends on the first coordinate x, we can still write the wavefunction as Ψ(x) =
Ψ(x) exp(ipyy/h). When we subsequently consider normal incidence, which
corresponds to py = 0, we obtain the eigenvalue equation(
σxpˆx +U(x)
)
Ψ(x) = EΨ(x). (1.46)
It is essential that this equation only contains one Pauli matrix, namely σx, instead
of multiple. This allows us to diagonalize the matrix Hamiltonian by writing
Ψ(x) = η1(x)
(
1
1
)
+ η2(x)
(
1
−1
)
, (1.47)
which leads to the set of decoupled equations(
pˆx +U(x)
)
η1(x) = Eη1(x),(
− pˆx +U(x)
)
η2(x) = Eη2(x).
(1.48)
The solutions of these equations are given by
η1(x) = A1 exp
(
i
h
∫x
x0
[E−U(x ′)]dx ′
)
,
η2(x) = A2 exp
(
−
i
h
∫x
x0
[E−U(x ′)]dx ′
)
,
(1.49)
where x0 is a fixed reference point, typically taken as one of the points at which
U(x) = E.
Each of the solutions (1.49) corresponds to a definite direction of propagation:
η1(x) to right-moving states and η2(x) to left-moving states. This can be seen by
noting that the longitudinal momentum in η1, which is given by px(x) = E−U(x),
is positive for electrons and negative for holes. Because of the relation (1.37)
between the group velocity and the longitudinal momentum, η1 corresponds
to a right-moving state for both electrons and holes. Similarly, η2 corresponds
to a left-moving state for both electrons and holes. A right-moving electron
is therefore completely transmitted into a right-moving hole, as it remains in
the state η1(x)(1, 1). Reflection is not possible, since this requires a transition
to the state η2(x)(1,−1). Alternatively, one may say that the eigenvalue of the
Pauli matrix σx, i.e. the pseudospin, is conserved during scattering events [46].
This pseudospin is schematically indicated by the red and the blue lines in
figure 1.5(a).
Angular incidence on a smooth one-dimensional potential is a much more
complicated problem to solve, since the eigenvalue equation contains two Pauli
matrices in this case. In chapter 2, we construct the transmission coefficient for
this setup using the semiclassical approximation.
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1.4 veselago lensing
In the previous section, we considered a parallel bundle of incoming electrons.
Consequently, all electrons had the same transversal momentum py. However,
one can also consider electrons emitted by a point source. In this case, each
particle has a different propagation angle and therefore a different transversal
momentum. When particles emitted by such a point source are incident on an n-p
junction in graphene, they are focused [168]. This process is known as Veselago
lensing, because the charge carriers are focused by the same mechanism by
which photons are focused by materials with a negative refractive index [169].
We start this section by reviewing Veselago lensing in graphene from a classical
point of view and discuss the analogies with optical systems. In section 1.4.2, we
introduce the proper dimensionless parameters for this problem and compute the
Green’s function. Finally, we discuss a possible application of Veselago lensing in
graphene, the Dirac fermion microscope [170].
1.4.1 Lensing in n-p junctions
Following Ref. [168], let us consider the classical trajectories of electrons that are
emitted by a point source at position xs = (xs, 0), with xs < 0. These electrons
are incident on a sharp one-dimensional potential increase at x = 0, which is
described by equation (1.36). We demand that U0 > E, which means that we
consider an n-p junction. We make all length scales in our problem dimensionless
with the parameter L = |xs|, and introduce the other dimensionless parameters
in the same way as in section 1.2.5.
Let us examine what happens to an electron that is incident on the potential
step (1.36) under an angle φ. This electron has momentum pe = pe(cosφ, sinφ),
where pe = E > 0. At the interface, part of the electron is reflected, whilst another
part is transmitted into a hole, as shown schematically in figure 1.6(a). Since the
group velocity for holes is given by vh = −p/|p|, the x-component of the hole
momentum has to be negative in order to have a right-moving hole. We therefore
write ph = ph(− cos θ,− sin θ), with |θ| < pi/2 and ph = U0 − E > 0. Because
the potential step (1.36) does not depend on y, the transversal momentum py
is conserved at the junction interface. When we match the y-components of the
electron and hole momenta, we find the relation [168]
sinφ
sin θ
= −
ph
pe
= −
U0 − E
E
≡ n. (1.50)
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Figure 1.6: Classical trajectories of electrons that are incident on the sharp potential
increase (1.36), which is indicated by a dashed line. (a) An electron that is incident under
an angle φ is partially reflected under the same angle and partially transmitted under an
angle θ. Since the transversal momentum py is conserved, the angles are related by Snell’s
law (1.50). (b) Electrons that are emitted by a point source are focused into a point when
U0 = 2E. In dimensionless units, this point lies at x˜ = x/L = 1, where L is the distance
between the source and the junction. We do not show the reflected electrons in this panel.
We remark that the maximal angle θ under which electrons can be classically
transmitted is pi/2. For U0 − E < E, this means that electrons that are incident on
the barrier under an angle larger than
φmax = arcsin
(
U0 − E
E
)
<
pi
2
(1.51)
will not be transmitted. For U0 − E > E, all electrons that are incident on the
boundary can be classically transmitted, and we can set φmax = pi/2.
When we take a closer look at equation (1.50), we recognize it as Snell’s law
from geometrical optics [168]. This implies that the classical trajectories of our
charge carriers play the same role as the rays in geometrical optics. Taking a
wider point of view, we can speak about electronic optics, the electronic analog
of conventional optics. Indeed, many concepts can be carried from one of these
two domains to the other. The maximal transmission angle (1.51) is for instance
related to the concept of a boundary angle in conventional optics.
A very important characteristic of equation (1.50) is that the refractive index
n is negative. Hence, the angles φ and θ have opposite signs, as can be seen
in figure 1.6(a). When we consider the collection of rays emitted by the source
on the left-hand side, shown in figure 1.6(b), we observe that a graphene n-p
junction focuses charge carriers [168]. This means [168] that a graphene n-p
junction acts as the electronic analog of a Veselago lens [169], a lens made of a
material with a negative refractive index. In conventional optics, such lenses have
already been realized with metamaterials [171–173], chiral metamaterials [174–
177] and photonic crystals [178, 179], and can be used to produce an image with
subwavelength resolution [173, 180].
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When the potential height U0 is equal to twice the energy of the electron, i.e.,
when U0 = 2E, equation (1.50) tells us that the angles θ and φ are related by
θ = −φ. Because the two angles are exact opposites, electrons that originate from
a point source are also focused into a point [168], as shown in figure 1.6(b). In this
case, we call the focusing ideal. When U0 6= 2E, we do not have ideal focusing.
Instead, the classical trajectories exhibit more complicated patterns, which we
discuss in more detail in chapter 3.
Klein tunneling plays an essential role in graphene Veselago lensing [168],
because it makes the n-p interface highly transparent to electrons. Hence, these
junctions are well-suited to serve as a lens. In conventional semiconductors, the
situation is however very different. One the one hand, n-p junctions in these
materials can focus electrons when the group velocity for holes is in the direction
opposite to their phase velocity and the group velocity for electrons is in the
same direction as their phase velocity. One the other hand, the junction interfaces
in these materials normally have a high reflectivity, because they have a depletion
region. Therefore, one cannot create an effective Veselago lens using conventional
semiconductors.
Recently, two experimental groups have demonstrated Veselago lensing in
graphene samples. In the first experiment [181], the authors measured ballistic
transport across a graphene device, and found an increase in the background-
subtracted current in the bipolar regime. In the second experiment [53], transverse
magnetic focusing was employed to show Veselago lensing, allowing the authors
to simultaneously measure the angle-dependent transmission coefficient.
Several theoretical studies on graphene Veselago lensing have been performed.
First, the wavefunction for Veselago lensing in one-dimensional n-p junctions
was obtained by computing the Green’s function [168]. Furthermore, a numerical
tight-binding study [182] was performed, in which n-p junctions in graphene
samples of realistic size were considered, with current entering from a narrow
lead. In Ref. [183], Veselago lensing was studied using Gaussian beams. Another
study [184] considered a Veselago lens in a graphene nanoribbon, and showed
that the geometrical phase that is acquired when scattering off a zigzag edge
influences the interference pattern.
In this thesis, we limit ourselves to Veselago lensing by one-dimensional n-p
junctions. However, focusing also occurs when a parallel bundle of incoming
electrons is incident on a circular n-p junction [185]. In this case, one obtains a
series of focal spots within the hole region, which can be ascribed to successive
internal reflections in the circular potential. When one considers a sharp circular
potential increase, one can write down an exact solution for the wavefunction in
terms of Bessel and Hankel functions [185]. Detailed analyses of this wavefunction
were given in Refs. [186, 187].
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1.4.2 The wavefunction for a polarized point source
In the previous subsection, we considered Veselago lensing from the point of
view of the classical trajectories. In this subsection, we use the Green’s function
to compute the wavefunction for particles that are emitted by a polarized point
source. As in the previous section, we limit our attention to electrons in the
K-valley and therefore omit the index α.
In units with dimensions, the Green’s function G(x, x0) for the massless Dirac
Hamiltonian (1.23) in the K-valley is defined by
[vFσ · pˆ+U(x)12]G(x, x0) = EG(x, x0) + δ(x− x0)12, (1.52)
where the two-dimensional vector σ = (σx,σy) consists of the Pauli matrices and
pˆ = −i h∇ is the momentum operator. Furthermore, x0 indicates the source from
which the particles are emitted with energy E. For an arbitrary electron source
J(x), the equation of motion reads
[vFσ · pˆ+U(x)12]Ψ(x) = EΨ(x) + J(x), (1.53)
and the solution is given in terms of the Green’s function as
Ψ(x) =
∫∞
−∞ dx0G(x, x0)J(x0). (1.54)
Let us assume that we are dealing with a point source that has a certain pseu-
dospin polarization, that is,
J(x) =
(
α1
α2
)
δ(x− xs). (1.55)
For convenience, we assume that the constants αi are dimensionless and that they
form a vector that is normalized, i.e. |α1|2 + |α2|2 = 1. In practice, depending
on the normalization of the source, these constants will however have a dimen-
sionality, which can easily be incorporated into the description. Inserting the
source (1.55) into equation (1.54), we see that the wavefunction becomes
Ψ(x) = G(x, xs)
(
α1
α2
)
. (1.56)
As we discussed in section 1.3.1, one, strictly speaking, cannot use the continuum
approximation when atomically sharp features are present. Hence, the notion
of a point source implies that the diameter of the source dsource is larger than
the interatomic distance a, yet much smaller than the electronic wavelength λel:
a < dsource  λel.
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We introduce dimensionless parameters in equations (1.52) and (1.53) in almost
the same way as in subsection 1.2.5. As we indicated in the previous subsection,
the characteristic length scale in our problem is given by L = |xs|. Taking E0 = E
as the typical energy scale, we can define the dimensionless small parameter
h =  hvF/(E0L), and the dimensionless quantities x˜ = x/L, ˆ˜pj = −ih∂/∂x˜j,
E˜ = E/E0 and U˜(x˜) = U(x)/E0. Furthermore, we define G˜(x˜, x˜0) = E0L2G(x, x0).
Taking into account that δ(x−x0) = δ(x˜− x˜0)/L2, we then find that equation (1.52)
becomes[
σ · ˆ˜p+ U˜(x˜)12
]
G˜(x˜, x˜0) = E˜G˜(x˜, x˜0) + δ(x˜− x˜0)12, (1.57)
Defining J˜(x˜) = L2J(x) and Ψ˜(x˜) = E0L2Ψ(x), we observe that equations (1.53)-
(1.56) remain valid when we replace all quantities by their dimensionless coun-
terparts. Therefore, the source J˜(x˜) and the wavefunction Ψ˜(x˜) are given by
J˜(x˜) =
(
α1
α2
)
δ(x˜− x˜s), Ψ˜(x˜) = G˜(x˜, x˜s)
(
α1
α2
)
. (1.58)
From here on, we once again consider these redefined (dimensionless) quantities
and omit the tildes for ease of notation.
In order to obtain a solution to equation (1.57), we need the Fourier transform
and its inverse, which we define as
f(x) =
eipi/4
(2pih)1/2
∫∞
−∞ f(p)eipx/h dp,
f(p) =
e−ipi/4
(2pih)1/2
∫∞
−∞ f(x)e−ipx/h dx.
(1.59)
Performing the Fourier transform with respect to py, we obtain
[σxpˆx + σypy +U(x) − E]G(x,py) =
e−ipi/4√
2pih
e−ipyy0/hδ(x− x0)12, (1.60)
where the function G(x,py) is the partial Fourier transform of the original Green’s
function with respect to y.
Although it may seem counterintuitive, we take a step back at this point and
construct the solution Φ(x) to the more general equation
[σxpˆx + σypy +U(x) − E]Φ(x) = f(x) (1.61)
for arbitrary f(x). We then construct a solution to equation (1.60) at the very end.
Following the method of variation of constants [188], we can seek the solution as
Φ(x) = c1(x)Ψ>(x) + c2(x)Ψ<(x), (1.62)
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where Ψ> and Ψ< are the solutions of the homogeneous equation with f(x) = 0,
which are given by equations (1.42) and (1.43). Since we are looking for the
Green’s function, we demand that there are no waves incoming from ±∞. Hence,
we pose the boundary conditions
c1(−∞) = 0, c2(∞) = 0. (1.63)
Inserting the trial solution (1.62) into (1.61), we find
c ′1(x)σxΨ>(x) + c
′
2(x)σxΨ<(x) =
i
h
f(x). (1.64)
We now confine ourselves to the situation where the source term f(x) vanishes
at x > 0. Then, because of the linear independence of the solutions, c ′1(x) =
c ′2(x) = 0 for positive x, and we only need to consider the region x < 0, i.e. we
only have a source in the electron region. Multiplying equation (1.64) by Ψ†e,r(x)
and using our previous results for the probability current, we find that
c ′1(x) =
i
h
Ψ
†
e,r(x)f(x) ≡ h1(x)f(x), (1.65)
where the last equality defines h1(x) for x < 0. Multiplying equation (1.64) by
Ψ
†
e,l(x), we find that
−rc ′1(x) − t
′c ′2(x) =
i
h
Ψ
†
e,l(x)f(x). (1.66)
Using the result (1.65), we obtain
c ′2(x) = −
i
h
1
t ′
(
Ψ
†
e,l(x) + rΨ
†
e,r(x)
)
f(x) ≡ h2(x)f(x), (1.67)
where we have defined h2(x) for x < 0 in the last equality.
Having obtained the derivatives c ′1(x) and c
′
2(x), we can find the coefficients
themselves by integrating. Taking the boundary conditions (1.63) into account,
we have∫x
−∞ c ′1(ξ)dξ = c1(x) − c1(−∞) = c1(x), (1.68)∫∞
x
c ′2(ξ)dξ = c2(∞) − c2(x) = −c2(x). (1.69)
Inserting this into equation (1.62), using the results (1.65) and (1.67), and using
that c ′1(ξ) = c
′
2(ξ) = 0 for ξ > 0, we obtain
Φ(x) =
∫x
−∞ Ψ>(x)c ′1(ξ)dξ−
∫∞
x
Ψ<(x)c
′
2(ξ)dξ (1.70)
=
∫0
−∞ g(x, ξ)f(ξ)dξ, (1.71)
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where
g(x, ξ) =
{
Ψ>(x)h1(ξ), −∞ < ξ < x, ξ < 0,
−Ψ<(x)h2(ξ), x < ξ < 0,
(1.72)
is the Green’s function. Note that the zero upper boundary for ξ is not a fun-
damental limitation. Rather, it is a result of the fact that we have confined our
attention to the situation where f(x) vanishes for x > 0. If desired, one can expand
the description and determine the derivatives c ′1(x) and c
′
2(x) for positive x by
multiplying equation (1.64) by Ψ†h,r(x) and Ψ
†
h,l(x). This gives a natural way of
expanding the definitions of h1(x) and h2(x) to the region x > 0.
Let us now come back to our original problem (1.60). Comparing it with our
auxiliary problem (1.61), we see that
G(x,py) =
e−ipi/4√
2pih
e−ipyy0/hg(x, x0), (1.73)
which means that we can easily obtain the solution for G(x,py) from equa-
tion (1.72). Since we consider Veselago lensing, we are mainly interested in the
Green’s function in the hole region, i.e. the region x > 0. Using the definition
of h1(ξ) and of Ψ>(x) for x > 0, we obtain
G(x,py) =
e−ipi/4√
2pih
i
h
1
2 cos[(φ+ θ)/2]
(
eiφ/2e−iθ/2 e−iφ/2e−iθ/2
eiφ/2eiθ/2 e−iφ/2eiθ/2
)
× e−i
√
E2−p2yx0/he
−i
√
(E−U0)2−p2yx/he−ipyy0/h. (1.74)
Finally, applying the inverse Fourier transform to the Green’s function (1.74), we
find the solution to equation (1.57) as
G(x, x0) =
i
4pih2
∫py,max
−py,max
(
eiφ/2e−iθ/2 e−iφ/2e−iθ/2
eiφ/2eiθ/2 e−iφ/2eiθ/2
)
× 1
cos[(φ+ θ)/2]
eiSnp(py,x,y)/hdpy, (1.75)
where the classical action Snp(py, x,y) is given by
Snp(py, x,y) = −x0
√
E2 − p2y − x
√
(E−U0)2 − p2y + (y− y0)py. (1.76)
Note that we have set the integration limits in equation (1.75) to py,max =
E sinφmax, where φmax was defined in the previous subsection, since the action
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becomes imaginary for larger values of py. Classically,±py,max corresponds to the
maximal angle φmax for which an electron emitted by the source can propagate
to the hole region. For U0 − E > E, we have py,max = E and larger momenta
do not give rise to propagating waves, whence we can ignore their contribution
far from the source. For U0 − E < E, φmax is defined by equation (1.51). In this
case, modes with momentum larger than ±py,max will (classically) be reflected
by the barrier, since they cannot propagate in the hole region, and can therefore
be ignored sufficiently far away from the barrier.
In section 1.2.2, we briefly discussed the relation between the Hamiltonians for
the valleys K and K ′, see equation (1.24). Looking at equation (1.57), we see that
this relation implies that the Green’s function for electrons near the K ′-point is
related to the Green’s function for electrons near the K-point by
GK ′(x, x0) = σxG(x, x0)σx. (1.77)
We come back to the consequences of this relation in section 3.3.
With the help of the Green’s function (1.75), which solves equation (1.57), we
can now compute the wavefunction induced by a polarized pseudospin source.
Using equation (1.58), we obtain
Ψ(x) =
i
4pih2
∫py,max
−py,max
α1e
iφ/2 +α2e
−iφ/2
cos[(φ+ θ)/2]
(
e−iθ/2
eiθ/2
)
eiSnp(py,x,y)/h dpy,
(1.78)
where the action Snp is given by equation (1.76). In chapter 3, we study this
wavefunction in detail using the semiclassical approximation.
Although we only considered the polarized point source (1.55) in this subsec-
tion, this is by no means a fundamental limitation: one can easily compute the
effect of other source terms using equation (1.54) and the Green’s function (1.75).
In Ref. [168], several examples of other source terms were given and their effects
on the wavefunction were computed.
1.4.3 The Dirac fermion microscope
In this subsection, we discuss a recently proposed application of Veselago lensing
in graphene, the Dirac fermion microscope [170]. This is a two-dimensional
analog of a scanning electron microscope, in which graphene itself plays the role
of the vacuum chamber.
Following Ref. [170], we now describe the different parts of a Dirac fermion
microscope, shown schematically in figure 1.7. First, electrons are injected into a
graphene sample by a point-like emitter contact. This gives rise to an electron
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Figure 1.7: Schematic depiction of the Dirac fermion microscope. The electron beam that
originates from the emitter and the collimator is focused onto a target by a Veselago lens.
The beam position can be adjusted using a magnetic field. This figure corresponds to panel
(b) of figure 1 in Ref. [170]. The original figure is licensed under the Creative Commons
Attribution 4.0 International License (CC BY 4.0).
beam, which is subsequently collimated. This collimation can for instance be
achieved by an absorptive pinhole collimator, which has recently been realized
experimentally [189]. At low temperatures, the electrons in the collimated beam
can propagate ballistically [26, 27] and phase coherent [25] over distances of
several micrometers. Using a graphene Veselago lens, that is, a p-n or an n-p
junction, this narrow beam is subsequently focused onto a target. In order to
scan the target, one can gradually adjust the position of the beam and its focus
using a magnetic field, which bends the classical trajectories of the charge carriers.
Recent research [190] shows that parabolic n-p junctions are very suitable for this
purpose, as they produce narrow beams that remain collimated when subject to
a weak magnetic field.
Charge carriers that are reflected by the target are collected by two detectors,
one on each side of the graphene sample. Furthermore, charge carriers that are
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unimpeded in their motion are collected by a back electrode, see figure 1.7. The
authors of Ref. [170] performed several Monte Carlo (billiard model) simula-
tions [191] to assess the effectivity of this setup, with only three electrodes. They
found that when one considers objects modeled as hard-walled potentials, one
can distinguish objects with different shapes and sizes. When one instead con-
siders objects that can be modeled as circular n-p junctions, one can also clearly
differentiate between different sizes [170]. The capacities of the Dirac fermion
microscope can be increased by splitting the large collector electrodes into several
small ones [170]. In this way, one can not only measure the direction in which a
charge carrier is deflected, but also its angle.
A Dirac fermion microscope could be used to image properties of graphene
itself, such as edge terminations, grain boundaries and defects [170]. On the other
hand, one can also image extrinsic features, such as quantum dots, or molecules
or nanoparticles that are absorbed to graphene. The Dirac fermion microscope
could therefore not only provide more insight in scattering processes in graphene,
but could also be useful in sensing [170]. By including the valley and spin degrees
of freedom, one could even try to study magnetic effects [170].
To be able to interpret measurements performed by a hypothetical Dirac
fermion microscope, one needs a thorough understanding of scattering processes
in graphene. In Ref. [170], the authors mostly performed simulations using a bil-
liard model. They also performed a few simulations using a tight-binding model,
which showed additional interference patterns with a quantum mechanical origin.
By properly interpreting these patterns, one could most likely gain additional
information about the sources of scattering.
1.5 about this thesis
The goal of this thesis is to deepen the understanding of potential scattering in
graphene using semiclassical methods. We also carefully review these semiclassi-
cal methods, in an attempt to make them accessible to a wider audience.
1.5.1 Outline
In chapter 2 of this thesis, we discuss angular scattering of charge carriers by
smooth, one-dimensional potential barriers. For the regime of Klein tunneling,
we extend the results that we reviewed in section 1.3. By applying the Wentzel-
Kramers-Brillouin (WKB) approximation, we obtain a semiclassical result for the
transmission coefficient for an n-p-n junction. However, this result is not very
accurate for near-normal incidence. We therefore use the method of comparison
equations to obtain a formula for the transmission coefficient that is also valid for
small incidence angles. In the same chapter, we also discuss two other regimes
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of scattering: the conventional tunneling regime and the regime of above-barrier
scattering. For the latter regime, we obtain an accurate prediction for the transmis-
sion coefficient by using the method of comparison equations. In particular, this
transmission coefficient correctly predicts total transmission at normal incidence.
In chapter 3, we use the semiclassical approximation to study Veselago lensing
for a sharp n-p junction. We evaluate the wavefunction (1.78), which we derived
in section 1.4, for small values of the dimensionless semiclassical parameter and
discuss the validity of various approximations. We pay particular attention to
the pseudospin polarization of the source and its influence on the position of
the intensity maximum. It turns out that such a polarization leads to symmetry
breaking between the valleys and a shift of the intensity maximum. We also
discuss an alternative setup in this chapter, in which current is not emitted by a
point source, but injected into a sample through a lead. We show how to obtain
the wavefunction for this case, evaluate it in the semiclassical limit and consider
the effect of a sublattice polarization in the lead.
In chapter 4, we consider the effect of trigonal warping, see section 1.2.3, on
Veselago lensing in graphene. We first discuss how this additional term in the
Hamiltonian affects the classical focusing and compute the points at which the
density of trajectories diverges. Subsequently, we employ semiclassical methods
to predict the new positions of the intensity maxima in real space. We then
move on to a second setup, in which charge carriers enter and exit the sample
through a narrow lead. We consider the transmission as a function of the potential
height and make use of semiclassical methods to compute the position of the
transmission maximum as well as the scaling of the width of the transmission
peak. We compare these predictions with tight-binding simulations performed
with the Kwant code, see section 1.2.6, and with Monte Carlo simulations of a
billiard model.
In chapters 5 and 6, we shift our attention from (effectively) one-dimensional
setups to truly two-dimensional setups. We consider above-barrier scattering
of a parallel bundle of electrons by arbitrary two-dimensional potentials and
masses, and observe that focusing naturally occurs in this system. Although the
classical trajectories can be computed fairly easily, the wavefunction is much
more difficult to obtain. Because of the matrix character of the Dirac equation,
this wavefunction contains a nontrivial semiclassical phase, which is absent for a
scalar wave equation and which influences the focusing.
In chapter 5, we discuss how we can obtain this wavefunction within the
semiclassical approximation using the Maslov canonical operator. First, we split
the matrix equation that governs the dynamics of charge carriers in graphene
into two effective scalar equations, one for electrons and one for holes. This
adiabatic reduction is performed order by order in the dimensionless semiclassical
parameter h. In the second step, we construct the wavefunction in the form of
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the Maslov canonical operator. In particular, we show how this construction is
essentially simplified when we introduce a special coordinate system. Using this
coordinate system, we obtain a very convenient integral representation for the
wavefunction in the vicinity of focal points.
In chapter 6, we first discuss various ways to further simplify this integral
expression in the vicinity of focal points. We subsequently consider several
numerical examples and compare our semiclassical results with the results of
tight-binding calculations. Throughout our considerations, we pay particular
attention to the way in which the semiclassical phase influences the position of
the focus.
In chapter 7, we present the conclusions of this thesis and sketch possible
future directions.
1.5.2 Notation and conventions
Throughout this thesis, we use the notation that is commonly used in the physical
literature. We therefore denote complex conjugation by a star. Furthermore, we
mark operators using hats and denote their Hermitian conjugates using daggers.
We denote the n-dimensional (semiclassical) Fourier transform of a function f(x)
by a bar, that is, by f(py). Following Ref. [94], we define this Fourier transform
and its inverse as
u(p) = Fx→pu(x) = e
−inpi/4
(2pih)n/2
∫
e−i〈p,x〉/h u(x)dx,
u(x) = F−1p→xu(p) =
einpi/4
(2pih)n/2
∫
ei〈p,x〉/h u(p)dp.
(1.79)
The quantity 〈a,b〉 in this expression denotes the conventional inner product of
the n-dimensional vectors a and b in Rn, i.e. 〈a,b〉 =∑j ajbj. We mostly denote
the inner product in this way, although we sometimes also use the notation a · b,
which is more common in the physical literature.
Because the different chapters of this thesis are adaptations of different journal
articles, there are small differences in notation and conventions. Furthermore, a
few concepts, notably the uniform approximation and the classification of the
different types of caustics, are explained in more than one chapter. We have
chosen not to delete these additional explanations, in order to keep the chapters
readable as individual units.
As a guide to the reader, we highlight several key differences in notation.
In chapters 1–4, in which we discuss scattering by one-dimensional potentials,
vectors are denoted by boldface letters, and their components are denoted using
the Cartesian indices x and y. In chapters 5 and 6, in which we discuss scattering
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by two-dimensional potentials, we no longer use boldface letters to denote vectors,
but instead use regular letters. Furthermore, components of vectors are denoted
by linear indices in these chapters, that is, by 1 and 2.
In chapter 2, we denote the potential by a lowercase letter u, instead of by
the uppercase letter U that is used in the rest of this thesis. Furthermore, the
characteristic energy scale E0 is set to E0 = U0 in chapter 2, whereas it equals
E0 = E in all other chapters. In chapter 2, the hopping parameter t is taken to be
t = 3.16 eV, the value that was determined in Ref. [192]. In the other chapters of
this thesis, we use the more conventional value t = 3.0 eV. This leads to a Fermi
velocity that approximately equals c/300, with c the speed of light.
In chapters 4–6, we consistently indicate the valley degree of freedom with the
index α, cf. section 1.2. In chapter 2, we limit our considerations to the K-valley
and do not include the valley index in our notation, cf. section 1.3. In chapter 3,
we mostly consider the K-valley. As in section 1.4.2, we therefore do not explicitly
indicate this valley index in our notation. At the places in this chapter where we
consider the K ′-valley, this is explicitly indicated.
2S C AT T E R I N G B Y O N E - D I M E N S I O N A L P O T E N T I A L S
In the previous chapter, we discussed the Dirac equation, which governs the
motion of charge carriers in graphene. We also discussed how this equation leads
to Klein tunneling: electrons that are normally incident on a potential barrier are
transmitted with unit probability. In this chapter, we study scattering of charge
carriers by generic, smooth potentials that depend on a single Cartesian variable.
Depending on the energy of the incoming particle and its angle of incidence, it
belongs to one of the three scattering regimes that we identify. We obtain the
reflection and transmission coefficients for each of these regimes by applying the
(semiclassical) Wentzel-Kramers-Brillouin (WKB) approximation. Unfortunately,
we cannot apply these results to near-normal incidence, because the classical
turning points become almost degenerate in this situation. We therefore use the
method of comparison equations to obtain results for near-normal incidence. We
compare our results to numerical calculations and find good agreement.
This chapter is based on the following publication:
K. J. A. Reijnders, T. Tudorovskiy, and M. I. Katsnelson, Semiclassical theory of
potential scattering for massless Dirac fermions, Ann. Phys. 333, 155–197 (2013).
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2.1 introduction
As we saw in section 1.3 of the previous chapter, Klein tunneling [25, 46–51]
arises because of the conservation of pseudospin. A particle normally incident
on a one-dimensional, smooth potential barrier is totally transmitted, because
the reflected state has a different pseudospin. In this chapter, we study angular
scattering of massless Dirac fermions by quasi-one-dimensional potential barriers,
that is, by potentials that depend on a single Cartesian variable, see figure 2.1.
As we discussed in the previous chapter, such barriers can arise by electrostatic
gating, see for instance Refs. [25, 51]. However, potential barriers can also be
intrinsic, as in the case of electron-hole puddles in graphene [46, 57]. Throughout
this chapter, we assume that the potential profile is smooth enough, so that the
Wentzel-Kramers-Brillouin (WKB) or semiclassical approximation [193–198] can
be used. This method allows us to obtain generic formulas, which are valid for
arbitrary potentials.
We distinguish three different regimes of scattering in this chapter: the Klein
tunneling regime, the regime of above-barrier regime and the conventional
tunneling regime. We first show that the massless Dirac equation is equivalent to
a pair of effective Schrödinger equations with complex potentials. Subsequently,
we solve the scattering problem for each of the three regimes with the help of
the WKB approximation. The specific formulation that we use was pioneered by
Zwaan [199], and further developed in Refs. [193–195, 198, 200, 201]. Since we
do not expect that all readers are familiar with this technique, we review it in
appendix 2.A.
Since we discuss the scattering problem in this chapter, we do not consider
bound states. Because of Klein tunneling, bound states can only exist when the
transversal momentum of the electrons is sufficiently large [202]. A semiclassical
treatment of these states, valid for generic potentials, was presented in Ref. [203].
Furthermore, a numerical method that can be used to study bound states was
suggested in Ref. [204]. This method can also be used to study above-barrier
scattering.
We start this chapter with preliminary considerations based on classical me-
chanics, which are given in section 2.2. In section 2.3, we introduce the semiclas-
sical scattering states. Then, in section 2.4, we formulate a set of simple rules
that form the basis of the WKB method and are sufficient to solve the scattering
problem for angular scattering. Here and further on, we use the term angular
scattering for incidence far from both normal and tangential, see figure 2.1. In
section 2.5, we consider tunneling through a barrier supporting hole states, or an
n-p-n junction. Because of the classically allowed hole states within the barrier,
the transmission coefficient for this junction exhibits Fabry-Pérot oscillations [46,
48, 50], which were used to experimentally verify Klein tunneling [25]. We show
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(a) (b)
Figure 2.1: Illustration of angular scattering by a quasi-one-dimensional potential barrier.
(a) Top view of the potential, in which a darker shade of grey indicates a larger value
of the potential. An electron incident on the potential under an angle φ is reflected with
probability |r|2 and transmitted with probability |t|2. (b) Plot of the potential as a function
of the Cartesian variable x. The potential, which has maximal height U0, consists of an
increase of length l1, a constant part of length l2 and a decrease of length l3.
that the WKB approximation does not accurately describe near-normal incidence
on this barrier, since the classical turning points are nearly degenerate in this case.
To solve this problem and to obtain a solution that is uniformly valid in the entire
range of incidence angles, we employ the technique of comparison equations,
developed in Refs. [205–209] and reviewed in appendix 2.B. Although we already
published the results of section 2.5 in Ref. [50], no proofs were given in that
paper. In this chapter, we present a complete and systematic treatment, including
the detailed derivation. The analysis given in section 2.5 was later extended to
graphene with a constant mass in Ref. [210].
In section 2.6, we apply the WKB approximation to the second scattering
regime, the regime of above-barrier scattering. As in the Klein tunneling regime,
we use the method of comparison equations to obtain accurate results for near-
normal incidence. In section 2.7, we consider tunneling through a barrier without
hole states. In section 2.8, we consider an exact solution, first constructed in
Ref. [211], which is used to analyze the case of a single, monotonous n-n junction.
Surprisingly, when applying the WKB approximation to this case, we find that
along a certain path in the complex plane the problem can be reduced to the case
of Klein tunneling. To stress the interconnection, this case is referred to as virtual
Klein tunneling. Finally, we compare our predictions with numerical calculations
in section 2.9.
The main results of this chapter are easy-to-use analytic expressions for the
reflection and transmission coefficients, which can be used for generic smooth
potentials.
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2.2 preliminary considerations : three regimes of scattering
The effective charge carriers in graphene obey the massless Dirac equation, as we
reviewed in section 1.2. In this chapter, we confine our attention to electrons in
the K-valley, and therefore omit the index α. Furthermore, we consider a potential
u(x) that only depends on the first Cartesian coordinate x. We can therefore use
separation of variables, i.e., we can write Ψ(x,y) = Ψ(x) exp(ipyy/ h). Hence, we
can replace the momentum operator pˆy by the number py. When we introduce
dimensionless parameters as in section 1.2.5 and omit the tildes, we find from
equation (1.33) that the wavefunction Ψ(x) satisfies(
σ · pˆ+ u(x))Ψ(x) = EΨ(x), (2.1)
where the notation pˆ is used to denote the vector (pˆx,py).
Let us consider the classically different scattering regimes that are comprised
in equation (2.1). In section 1.2.2, we already mentioned that the classical Hamil-
tonians corresponding to the quantum (matrix) Hamiltonian in equation (2.1) are
given by the eigenvalues of this matrix [50, 91–94], after replacing the momentum
operator pˆx by the real number px and neglecting corrections of the order h.
Applying this prescription to equation (2.1), we obtain two classical Hamiltonians,
namely
L±0 (px, x) = ±|p|+ u(x), (2.2)
where L+0 and L
−
0 give rise to the electron and hole dynamical systems, respec-
tively. These classical Hamiltonians coincide at the point x0 when u(x0) = E
for a certain energy E. This implies that px = py = 0, which means that the
electron and hole systems merge for normal incidence on a potential barrier with
u0 < E. This intersection of the classical Hamiltonians is the origin of the Klein
paradox [46, 50]. It implies that the electron and hole systems cannot be treated
separately for near-normal incidence.
This forces us to look for an alternative representation, in which electrons
and holes are treated together. Such a representation can be easily found from
equation (2.2). Indeed, for a given energy E we have
E = ±|p|+ u(x), (2.3)
or ∓|p| = v(x), where we introduced the short-hand notation v(x) = u(x) − E.
Squaring the last equality, we find that
L(px, x) ≡ p2x − v2(x) = −p2y. (2.4)
The quantity L(px, x) in this equation can be treated as the new Hamiltonian,
whence the parameter  = −p2y plays the role of energy. The level lines of L(px, x)
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Figure 2.2: (a)–(c): Effective potential −v2(x) for the potential u(x) = −x2 when (a) E < 0,
(b) E = 0, (c) E > 0. (d)–(f): Phase portraits of the Hamiltonian systems that originate from
L, for the energies (d) E < 0, (e) E = 0, (f) E > 0. The different lines in each phase portrait
correspond to different values of py.
corresponding to  then coincide with level lines of L±0 (px, x) corresponding to
the energy E. In the representation given by L, electrons and holes are treated
together.
The phase portraits of the Hamiltonian systems that originate from L are
cuts of the original four-dimensional phase space {px,py, x,y} by the hyperplane
E = const. Every individual trajectory in this cut is defined by a certain value −p2y.
In figures 2.2(a)–2.2(c), we show the effective potentials −v2(x) for different values
of E. The corresponding phase portraits and shown in figures 2.2(d)–2.2(f). These
figures describe all qualitatively different regimes for a Dirac particle scattered
by a single hump potential.
When the energy E does not exceed u0, the maximal value of u(x), there
are either four (for small |py|) or two (for larger |py|) real turning points, see
figures 2.2(a) and 2.2(d). In the opposite case, in which E is larger than u0, see
figures 2.2(c) and 2.2(f), real turning points are absent for small |py|. However, two
real turning points appear in this regime for larger values of |py|. We therefore
differentiate three different scattering regimes:
1. E < u0, |py| < u0 − E: Klein tunneling regime, or tunneling through a
barrier supporting hole states
2. E > u0, |py| < E− u0: above-barrier scattering
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3. E < u0 and |py| > u0 − E, or E > u0, |py| > E− u0: conventional tunneling
regime, tunneling through a barrier without hole states.
We construct a separate description for each of these three regimes.
The representation (2.4) allowed us to combine electrons and holes within a
single dynamical system. We now show that this transformation has a quantum
analogue. First, let us rewrite equation (2.1) as (σ · pˆ + v(x))Ψ = 0. Then we
can then act on this equation from the left with the operator (σ · pˆ− v(x)) to
obtain [50],(
σ · pˆ− v(x))(σ · pˆ+ v(x))Ψ = (pˆ2x + p2y − v2(x) − ihσxv ′(x))Ψ = 0. (2.5)
Since the last equation contains only a single Pauli matrix, it can be diagonalized
by writing
Ψ =
(
1
1
)
η1 +
(
1
−1
)
η2, (2.6)
and one obtains(
h2
d2
dx2
+ v2(x) − p2y ± ihv ′(x)
)
η1,2 = 0. (2.7)
The functions η1 and η2 are not independent, but are related by:
η2,1 =
1
py
(
h
d
dx
± iv(x)
)
η1,2, (2.8)
as can be found from equation (2.1). The real part of equation (2.7) corresponds
to the representation (2.4), and the imaginary part gives a quantum correction to
the classical transformation. We remark that we also used the transformation (2.6)
in section 1.3.3 to diagonalize the eigenvalue equation for normal incidence.
However, in that case, we obtained a first-order differential equation, whereas
equation (2.7) is a second-order differential equation.
2.3 semiclassical scattering states
Before we can solve the scattering problem for the different regimes outlined
in the previous section, we first have to define the asymptotic scattering states.
From now on, we assume that v(z) is an analytic function in the complex plane.
Hence, we can consider equations (2.7) and (2.8) for η1 in the complex plane:(
h2
d2
dz2
+ v2(z) − p2y + ihv
′(z)
)
η1(z) = 0, (2.9)
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and
η2 =
1
py
(
h
d
dz
+ iv(z)
)
η1(z). (2.10)
The semiclassical solution for equation (2.9) has the form
η1(z) = A(z,h)eis(z)/h, (2.11)
where A(z,h) = A0(z) + hA1(z) + . . . is a power series in h. Substituting this
function into equation (2.9), we find[(
h
d
dz
+ is ′(z)
)2
+ v2(z) − p2y + ihv
′(z)
]
A(z,h) = 0. (2.12)
We can satisfy this equation by demanding that the coefficient in front of each
power of h vanishes. In this way, we obtain equations that determine s(z) and
A(z,h). The terms of order h0 give
(s ′(z))2 = v2(z) − p2y. (2.13)
Collecting the terms of order h1, we find
2s ′(z)A ′0(z) + s
′′(z)A0(z) + v ′(z)A0(z) = 0. (2.14)
Multiplying the latter equation by A0(z), we obtain
d
dz
[s ′(z)A20(z)] + v
′(z)A20(z) = 0. (2.15)
Assuming that s ′(z) does not vanish, we find the solution to this equation as
A20(z) =
B
s ′(z)
exp
(
−
∫z
z0
dζ
v ′(ζ)
s ′(ζ)
)
, (2.16)
where B is a constant and z0 is an (up to now) arbitrary point. The integration in
equation (2.16) should be performed along a suitable path in the complex plane.
Equation (2.13) has two solutions, namely ±s(z0, z), where
s(z0, z) =
∫z
z0
px(ζ)dζ, with px(z) =
(
v2(z) − p2y
)1/2
. (2.17)
Note that the square root is not a single-valued function in the complex plane.
We therefore have to insert branch cuts, which emanate from every point where
the argument of the square root vanishes. To distinguish the square root as a
complex function, defined as discussed above, from the positive square root of a
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positive number, we denote the former by z1/2, and the latter by
√
x. Combining
equations (2.16) and (2.17) and choosing the constants B± in an appropriate way,
we obtain two asymptotic solutions, namely
η˜±1 (z) =
1
p
1/2
x (z)
exp
(
∓1
2
∫z
z0
dζ
v ′(ζ)
px(ζ)
)
exp
(
± i
h
s(z0, z)
)
. (2.18)
The integral in the exponent can also be computed explicitly,∫z
z0
dζ
v ′(ζ)
px(ζ)
=
∫v(z)
v(z0)
dv
(v2 − p2y)
1/2
= ln
[
v(z) + (v2(z) − p2y)
1/2
|py|
]
+ const, (2.19)
which gives rise to the representation
η±1 (z) =
g∓1/2(z)
p
1/2
x (z)
e±is(z0,z)/h, with g(z) =
v(z) + px(z)
|py|
. (2.20)
It is important to note that g(z) does not vanish at any point z, as long as py does
not vanish and |z| <∞.
Let us now consider the real axis and introduce the refection and transmission
coefficients. To this end, we first establish the current conservation condition. It
is convenient to start from equation (2.1), and to multiply it from the left by Ψ†.
This gives
Ψ†
(
σ · pˆ+ u(x))Ψ(x) = EΨ†(x)Ψ(x). (2.21)
Subtracting its complex conjugate from equation (2.21), we obtain
−ihΨ†(x)σxΨ ′(x) − ih[Ψ†(x)] ′σxΨ(x) = −ih[Ψ†(x)σxΨ(x)] ′ = 0. (2.22)
Hence, the conserved current is given by jx(x) = Ψ†(x)σxΨ(x), which can also be
written as Re [ψ∗1(x)ψ2(x)] = const. Using the relation (2.6) between Ψ and η1,2,
we find that
|η1(x)|
2 − |η2(x)|
2 = const. (2.23)
It is useful to understand the conservation equation (2.23) from the point of view
of the effective equation (2.7) and equation (2.8). For the equation(
h2
d2
dx2
+ v2(x) − p2y + ihv
′(x)
)
η1(x) = 0, (2.24)
the conserved quantity is given by the Wronskian,
W =
∣∣∣∣∣ η1(x) η(x)η ′1(x) η ′(x)
∣∣∣∣∣ , (2.25)
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where η1(x) and η(x) are linearly independent solutions of equation (2.24). Since,
after complex conjugation, equation (2.7) for η2 coincides with equation (2.24),
one can choose η(x) = η∗2(x), where the star denotes the complex conjugation.
From equation (2.25) we then find that
η1(x)(η
∗
2)
′(x) − η∗2(x)η
′
1(x) = const. (2.26)
Using equation (2.8) to eliminate the derivatives, we arrive back at equation (2.23).
Now that we have established the current conservation condition, we can
introduce the scattering solutions in a given classically allowed region. We define
η1(x) =
a1√
px(x)
√
G(x)
eiS(x0,x)/h + a2
√
G(x)√
px(x)
e−iS(x0,x)/h, (2.27)
where
G(x) =
(
|v(x)|+ px(x)
|py|
)αv
, αv = sgn[v(x0)] (2.28)
and the momentum px(x) and the action S(x0, x) are defined by
px(x) =
√
v2(x) − p2y, S(x0, x) =
∫x
x0
px(ζ)dζ. (2.29)
Note that we now use the symbol
√
x, i.e., we assume that we are on the real axis.
Applying equation (2.8) to the expansion (2.27), we can find η2(x) as
η2(x) = iαv
|py|
py
(
a1
√
G(x)√
px(x)
eiS(x0,x)/h + a2
1√
px(x)
√
G(x)
e−iS(x0,x)/h
)
.
(2.30)
To obtain the result (2.30), we used the equalities
v(x) + px(x)
|py|
= αvG,
v(x) − px(x)
|py|
=
αv
G
. (2.31)
Inserting η1(x) and η2(x) into the current conservation law (2.23), we find
|η1(x)|
2 − |η2(x)|
2 =
1
px(x)
(
1
G(x)
−G(x)
)
(|a1|
2 − |a2|
2),
= −
2αv
|py|
(|a1|
2 − |a2|
2), (2.32)
where we assumed that the action S(x0, x) is purely real.
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In the electron region one has E > u(x), hence v(x) < 0. When we consider
scattering from an electron region on the left to an electron region on the right,
we can introduce the coefficients a1 = 1 and a2 = r on the left, and a1 = t and
a2 = 0 on the right. Since αv = −1 on both sides, equation (2.32) tells us that
|r|2 + |t|2 = 1. (2.33)
Therefore r and t can be treated as the reflection and transmission coefficient,
respectively.
Now let us turn to scattering from an electron region on the left to a hole
region on the right. From equation (2.2) one infers that holes with positive
velocity vx = ∂L−0 (px, x)/∂px have negative momentum, see also section 1.3 and
Ref. [50]. Therefore, the coefficient of the right-moving hole state is a2, and we
should set a2 = t and a1 = 0 on the right. Since v(x) > 0 in the hole region, we
also have αv = +1. Inserting this into the current conservation law (2.23), we
once again obtain equation (2.33).
2.4 stokes diagrams and the wkb approximation
In the previous section, we established that the functions η±1 (z), given by equa-
tion (2.18), are asymptotic solutions to the reduced equation (2.7) for η1. Let us
now choose the constant z0 to be a turning point, i.e. a point where px(z) van-
ishes: px(z0) = 0. There are lines, called anti-Stokes lines [193, 194, 198], which
emanate from the point z0 along which the imaginary part of the function s(z0, z)
vanishes. Thus, along an anti-Stokes line one has Im[s(z0, z)] = 0, with s(z0, z)
given by equation (2.17). We remark that what we call an anti-Stokes line is called
a Stokes line in Ref. [195]. Along an anti-Stokes line both asymptotic solutions
are of order one with respect to the small parameter h. On an anti-Stokes line γ
the exact solution ψ(z) can therefore be represented as
ψ(z) = Cγ+η
+
1 (z) +C
γ
−η
−
1 (z), (2.34)
where the superscript ‘γ’ refers to the anti-Stokes line. It is important to note that
equality (2.34) only holds up to terms of order h.
We now introduce a so-called Stokes diagram. In this diagram, the anti-Stokes
lines are drawn in the complex plane, together with the choice of the branch cuts
of the square root in the definition of px(z). In figure 2.3, we show the Stokes
diagrams for the three scattering regimes outlined in section 2.2. The circles
depict the turning points, the solid lines depict the anti-Stokes lines, and the
wavy lines represent the branch cuts. Near a simple turning point, i.e., a point at
which px(z) has a simple root z = z0, we can approximate px(z) by a(z− z0)1/2,
where a is a constant. With this expansion, one can then show [193–195, 198] that
three anti-Stokes lines emanate from a simple turning point.
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(a) (b) (c)
Figure 2.3: Stokes diagrams for the three different regimes outlined in section 2.2: (a)
Klein tunneling, (b) above-barrier scattering and (c) conventional tunneling. Bold points
show the turning points, the solid lines correspond to anti-Stokes lines and the wavy
lines designate branch cuts of the function (z− z0)1/2. This figure was created using the
potential u(z) = −z2.
In figure 2.3(a), corresponding to the regime of Klein tunneling, we observe
four real turning points. There are classically forbidden regions between the
two leftmost and between the two rightmost turning points. Furthermore, the
anti-Stokes line connecting the middle two turning points represents the clas-
sically allowed hole region. The positions of the turning points depend on the
transversal momentum |py|. When it goes to zero, the two turning points on the
left (and on the right) come close together and eventually merge, that is, the
classically forbidden region disappears, as discussed in detail in Ref. [50]. When
|py| becomes larger, the two leftmost (and the two rightmost) turning points
move further apart, and whenever u0 − E = |py|, the middle two turning points
merge. When |py| increases further, these middle two turning points disappear
off the real axis, and there are only two real turning points left. However, in
this case, px(z) acquires two complex roots, and we therefore have two complex
turning points. We are now in the conventional tunneling regime, for which the
Stokes diagram is shown in figure 2.3(c). We use this term because the situa-
tion is similar to that of a Schrödinger particle that tunnels through a potential
hump. Obviously, this analogy can only be used if the complex turning points
are sufficiently far from the real axis.
In the regime of above-barrier scattering, see figure 2.3(b), all four turning
points are complex. Since the potential u(x) is real on the real axis, the turning
points come in complex conjugate pairs. Each of the two turning points closest to
the real axis gives rise to one finite anti-Stokes line, and to two infinite anti-Stokes
lines. When the potential u(x) vanishes along the real axis at |x|→∞, the infinite
anti-Stokes lines approach horizontal asymptotes. When u(x) is unbounded at
|x|→∞, as in figure 2.3(b), the infinite anti-Stokes lines approach the real axis.
When we reduce the value of |py|, the two uppermost (and lowermost) turning
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points come close together and eventually merge whenever |py| vanishes. When
we increase the value of |py|, the distance between the two turning points closest
to the real axis becomes smaller, and when u0 − E = |py| they merge. When |py|
grows further, we once again end up in the conventional tunneling regime, see
figure 2.3(c).
We can now reformulate the scattering problem in terms of the Stokes diagram.
In a scattering problem, we know the expansion coefficients Cγ+, C
γ
− along the
anti-Stokes line γ, which emanates from the turning point z0, and our goal is to
determine the coefficients Cγ1+ , C
γ1
− along the anti-Stokes line γ1, which emanates
from the turning point z1. Generally speaking, the turning points z0 and z1 do
not coincide. The problem of establishing the connection between the expansion
coefficients at different anti-Stokes lines is known as the connection problem. It
was first found by Stokes [212], and was further elaborated by many others, see
e.g. Refs. [194, 198], in which many historical references are given.
There are various ways to solve the connection problem. The approach that
was used to produce the first connection formulas [213–215] and which is usually
taken in textbooks on quantum mechanics, see e.g. Ref. [96], is to approximate
the potential near the turning point, and to solve the resulting equation exactly.
In its most rigorous form, this method is known as the method of comparison
equations [193, 205–209]. In appendix 2.B, we give an introduction to this method
and apply it to scattering in graphene. In the remainder of this section, we
introduce a different approach, which was pioneered by Zwaan [199], and further
developed in Refs. [193–195, 198, 200, 201]. In this method, which is discussed
in more detail in appendix 2.A, one passes from one anti-Stokes line to another
along a suitable path in the complex plane, avoiding the vicinities of turning
points.
We start by considering the transition between two anti-Stokes lines that
emanate from the same turning point z0. Our discussion follows the line of
thought first set forth by Furry [201], see also Refs. [193–195, 198]. Although η+1 (z)
and η−1 (z) are asymptotic solutions to equation (2.24), each of these functions,
when considered separately, does not form an asymptotic expansion of the
exact solution. This already becomes clear when we take into account that the
asymptotic solutions η±1 have branch cuts that emanate from z0, whereas the
exact solution does not have such cuts. These branch cuts arise because of the
definition of px(z) in the complex plane. To resolve this apparent contradiction,
let us consider an exact solution η1(z) that has an asymptotic expansion η+1 (z)
along an anti-Stokes line γ. We assume that the action s(z0, z) increases when we
move along γ in the outward direction, as indicated by a blue arrow in figure 2.4.
For convenience, we choose the branch cut in the definition of px(z) to lie along
the anti-Stokes line next to γ in the clockwise direction.
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Figure 2.4: The Stokes diagram for a simple turning point z0. The wavy line depicts the
branch cut. The blue arrows show the direction of the growth of the action s(z0, z). The
letters ‘s’ and ‘d’ indicate the sectors where the asymptotic solution η+1 is subdominant
and dominant, respectively.
Let us now leave the anti-Stokes line γ and move in the counterclockwise direc-
tion. Using the Cauchy-Riemann relations, one can show that the action s(z0, z)
then acquires a positive imaginary part. Hence, the function η+1 (z) becomes
exponentially small. When we arrive at the anti-Stokes line γ1, the function η+1 (z)
has become an “incoming wave”: the action s(z0, z) is purely real and decreases
when we move along the anti-Stokes γ1 line in the outward direction. The 2pi/3
sector between γ and γ1 is designated by the letter ‘s’ in figure 2.4, which is
an abbreviation for subdominant. It indicates that η+1 (z) attains exponentially
small values within this region. Along γ1, the function η+1 (z) is still an accurate
asymptotic representation of the exact solution η1(z) [193–195, 198].
When we leave γ1 in the counterclockwise direction, we enter a new 2pi/3
sector. In this region, which we designate by the letter ‘d’, for dominant, η+1 (z)
becomes exponentially large. In most of this sector, the function η+1 (z) still serves
as an accurate asymptotic representation of the exact solution η1(z). However,
on the anti-Stokes line that coincides with the cut, and in a small vicinity of this
line, η+1 (z) is no longer an accurate asymptotic expansion of η1(z). The correct
asymptotic expansion contains an additional term proportional to η−1 (z) [193–195,
198]. This term arises in the sector denoted by ‘d’ against the background of
exponentially large values of η+1 (z).
Let us define the left lip and the right lip of the branch cut with respect to
an observer standing on the cut with the turning point behind him. We can
then say that η+1 (z) presents only one term of the asymptotic expansion of η1(z)
along the right lip of the cut. A similar consideration shows that the other
term of the asymptotic expansion of η1(z) is given by η+1 (z) on the left lip of
the cut. We can make this notion more precise by considering a point zr on
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the right lip of the branch cut and a point zl on the left lip of the cut, which
would correspond to the same point z in the absence of a cut. We then have
px(zl) = e
−ipipx(zr), g1/2(zl) = αvg−1/2(zr), see also appendix 2.A. This leads
to the following asymptotic representation of the exact solution η1 at the point
zr, i.e. on the right lip of the cut:
η1(zr) =
g1/2(zr)
p
1/2
x (zr)
eis(z0,zr)/h + iαv
g−1/2(zr)
p
1/2
x (zr)
e−is(z0,zr)/h. (2.35)
This formula can also be written as
η1(zr) = η
+
1 (zr) + iαvη
−
1 (zr). (2.36)
We acknowledge that we have not precisely specified at which points in the
dominant sector the asymptotic expansion (2.36) is more accurate than the
asymptotic expansion η+1 (z). We have chosen this presentation because the exact
transition point is not very relevant for the applications that we discuss in the
next sections. Making these notions more precise requires the concept of Stokes
lines and we refer the interested reader to Refs. [193, 194, 198, 212].
The fact that η1(z) cannot be approximated by η+1 (z) along every anti-Stokes
line is associated with the so-called Stokes phenomenon [212]. The constant i in
front of η−1 (z) in equation (2.36) is called the Stokes constant. In our problem, we
also found an extra factor αv in front η−1 (zr), which is related to the additional
amplitude factor g(z), see also appendix 2.A. This factor does not arise for
particles that are governed by the Schrödinger equation [193–195, 198].
We now turn to the case where the anti-Stokes lines emanate from different
turning points. When we are dealing with a finite anti-Stokes line that connects
two turning points, the initial expansion is valid along the entire line. However,
we do have to change the reference point of the action, which means that we
should write s(z0, z) = s(z0, z1) + s(z1, z). This introduces the additional phase
factor eis(z0,z1), by which the coefficients have to be multiplied.
When we are dealing with two turning points z0 and z1 that are not connected
by an anti-Stokes line, the situation is more complicated. In figure 2.5, we show
two simple turning points and their corresponding anti-Stokes lines. Let us
first consider the same asymptotic solution η+1 (z) that we considered above.
In the region denoted by M, which is bounded by four anti-Stokes lines, the
function η+1 (z) becomes dominant when viewed from the reference point z0,
see figure 2.5(a). As we just discussed, see equation (2.36), an additional term
proportional to η−1 (z) arises in the asymptotic expansion in sectors in which η
+
1 (z)
is dominant. When we change the reference point of the action from z0 to z1, as
in the previous paragraph, this additional term gives rise to an exponentially
small coefficient, whereas the original term η+1 (z) gives rise to an exponentially
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(a) (b)
Figure 2.5: The Stokes diagram for two simple turning points z0 and z1. The blue arrows
show the direction in which the action s(z0, z) increases and the wavy lines depict the
branch cuts. The division of the different sectors in dominant or subdominant is performed
with respect to z0. In diagram (a), we consider η1(z) = η+1 (z) along γ and in diagram (b)
we consider η1(z) = η−1 (z) along γ.
large coefficient. However, within the accuracy of the WKB approximation, this
exponentially small coefficient cannot be kept [193, 194, 198]. This means that the
connection procedure prescribed by WKB method is not bijective: two functions
that differ by a multiple of η−1 (z) on the right lip of the branch cut emanating from
z0 are mapped onto the same expansion along the anti-Stokes lines emanating
from z1. This leads to the so-called one-directional nature of the connection
formulas, which is discussed in more detail in appendix 2.A and in Refs. [193,
194, 196, 198].
In this section, we have formulated a set of rules to pass from one anti-Stokes
line to another. With these rules, we can solve many types of scattering problems,
as we show in the following sections. Throughout our derivation, one of the main
assumptions was that all turning points are simple. Hence, we cannot use our
rules when turning points are (nearly) degenerate.
2.5 tunneling through a barrier supporting hole states
In this section, we solve the scattering problem for the first regime discussed
in section 2.2, that is, for the Klein tunneling regime, or tunneling through a
barrier supporting hole states. In Ref. [50], we performed an extensive study
of the classically allowed region for this regime. In that paper, we made use
of the canonical operator method [94] and placed particular emphasis on the
geometric interpretation of the results. In this section, we are mainly interested
in the transition through the classically forbidden region.
In figure 2.6, we show the potential u(x) of the original (Dirac) equation (2.1)
and the effective (classical) potential p2y − v2(x) in equation (2.7). As in fig-
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Figure 2.6: The potential u(x), together with the effective potential p2y − v2(x). There are
two classically forbidden regions, separating the classically allowed electron and hole
regions.
ure 2.2(a), we observe that there is a classically allowed hole region, separated
from the two classically allowed electron regions by two classically forbidden
regions. Note that this classically allowed hole region corresponds to the anti-
Stokes line connecting the middle two turning points in figure 2.3(a). We assume
that this region is broad enough to use the semiclassical solutions (2.18) within it.
Therefore, we can split the problem of transmission through a barrier supporting
hole states into two simpler problems:
1. Transmission from the electron region to the hole region; we call this
transmission through an n-p junction.
2. Transmission from the hole region to the electron region; which we denote
by transmission through a p-n junction.
We start our treatment by introducing the transfer matrix, which connects the
expansion coefficients a1,2 in the electron and hole regions, and relate its elements
to the reflection and transmission coefficients for the n-p and p-n junctions. We
proceed by obtaining these reflection and transmission coefficients using the
complex WKB method. The formulas that we obtain in this way are not valid
for near-normal incidence, that is, when the transversal momentum |py| is small.
Applying the comparison equation technique, see appendix 2.B, we finally obtain
expressions for the reflection and transmission coefficients that are uniformly
valid in the entire range of incidence angles.
2.5 tunneling through a barrier supporting hole states 57
2.5.1 Transfer matrix
Let us start by considering an n-p junction, with an electron region on the
left and a hole region on the right. In each of these regions, we can use the
expansions (2.27). Let us therefore introduce coefficients aelr , aell and a
h
r , ahl
corresponding to a right/left moving electron and right/left moving hole, respec-
tively. We can then define the transfer matrix Tnp as the matrix that connects the
expansion coefficients (ahr ,ahl ) and (a
el
r ,aell ), i.e.(
aelr
aell
)
= Tnp
(
ahr
ahl
)
, Tnp =
(
T11 T12
T21 T22
)
. (2.37)
The coefficients on the left-hand side of this equation are defined with respect to
the turning point x−, with v(x−) = −|py|, and the coefficients on the right-hand
side of this equation are defined with reference to the turning point x+, with
v(x+) = |py|. We would like to express the coefficients of this matrix in terms of
the reflection and transmission coefficients.
In order to determine Tnp, we need to consider two linearly independent
solutions. As shown in section 2.3, we can take the functions η1 and η∗2 as these
solutions. For the solution η1, we have(
1
r
)
=
(
T11 T12
T21 T22
)(
t
0
)
. (2.38)
We computed the solution η2 in equation (2.30). Taking its complex conjugate,
we obtain
−
(
r∗
1
)
=
(
T11 T12
T21 T22
)(
0
t∗
)
, (2.39)
where the minus sign on the left arises due to the opposite values of αv for
the electron and hole regions. Furthermore, since complex conjugation inter-
changes eiS/h and e−iS/h, the coefficients in equation (2.39) are interchanged as
compared to equation (2.38). Solving equations (2.38) and (2.39), we find that
Tnp =
(
1/t −r∗/t∗
r/t −1/t∗
)
. (2.40)
We have thus expressed the transfer matrix Tnp in terms of the reflection and
transmission coefficients.
Let us now consider the transfer matrix Tpn for a p-n junction, defined as(
ahr
ahl
)
= Tpn
(
aelr
aell
)
, Tpn =
(
T˜11 T˜12
T˜21 T˜22
)
. (2.41)
58 scattering by one-dimensional potentials
By taking a closer look at equation (2.7), we observe that an n-p junction for η1 is
actually a p-n junction for η2. Furthermore, we can take the functions η2 and η∗1 as
our two linearly independent solutions in this case. We are now going to express
the elements of the transfer matrix Tpn, the transfer matrix for a p-n junction,
in terms of the reflection and transmission coefficients for an n-p junction. In
this way, we can establish a relation between the two transfer matrices. Starting
from the solution η1, we find the following equation for transfer matrix Tpn by
considering η∗1:(
1
r∗
)
=
(
T˜11 T˜12
T˜21 T˜22
)(
t∗
0
)
. (2.42)
To obtain the above result, one has to take into account that the right-moving
hole state is proportional to e−iS/h and that the electron and hole regions are
interchanged with respect to an n-p junction. Considering the solution η2, see
equation (2.30), we obtain
−
(
r
1
)
=
(
T˜11 T˜12
T˜21 T˜22
)(
0
t
)
. (2.43)
Solving equations (2.42) and (2.43), we find that the transfer matrix Tpn equals
Tpn =
(
1/t∗ −r/t
r∗/t∗ −1/t
)
. (2.44)
The results (2.40) and (2.44) show that when we know the reflection and trans-
mission coefficients for an n-p junction, we immediately know the full transfer
matrix for both an n-p and p-n junction.
We now come back to our initial problem, transmission through a barrier
supporting hole states. The transfer matrix for this problem can be obtained from
the two transfer matrices that we computed above. However, one has to take into
account that the wavefunctions in the hole region are defined with respect to
different reference points. Therefore, we need the additional matrix
Tpp =
(
eiL/h 0
0 e−iL/h
)
, L =
∫x2−
x1+
√
v2(x) − p2y dx, (2.45)
where x1+ and x2− are the turning points on the left-hand side and on the
right-hand side of the hole region, respectively. To distinguish the two different
junctions, we also denote
Tpn =
(
1/t˜∗ −r˜/t˜
r˜∗/t˜∗ −1/t˜
)
. (2.46)
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We can then compute the total transfer matrix as
Tnpn = TnpTppTpn. (2.47)
In the limit x → ∞, we have aelr = tnpn, aell = 0 and in the limit x → −∞ we
have aelr = 1, aell = rnpn. This gives(
1
rnpn
)
= Tnpn
(
tnpn
0
)
. (2.48)
From equation (2.48) and the assumption that the transmission coefficient is real,
we find the total transmission as
tnpn =
1
Tnpn,11
=
tt˜e−iL/h
1− r∗r˜∗e−2iL/h
, (2.49)
which is the familiar Fabry-Pérot formula from optics [48, 50, 216].
2.5.2 Transmission coefficient within the WKB approximation
Let us therefore analyze the problem of reflection and transmission through
an n-p junction using the theory outlined in section 2.4. We assume that the
classically forbidden region is broad enough to be able to use the semiclassical
wavefunctions between the two turning points. In other words, we assume that
the two turning points x− and x+, with x− < x+, lie sufficiently far apart.
On the right-hand side, we start with the asymptotic solution for the transmit-
ted wave, namely,
η1(x) = t
√
G(x)
px(x)
exp
(
−
i
h
∫x
x+
px(x
′)dx ′
)
, (2.50)
where px(x) =
√
v2(x) − p2y, and
G(x) =
v(x) +
√
v2(x) − p2y
|py|
. (2.51)
We now choose the analytic continuation of the square root such that
(v2(x) − p2y)
1/2 =
√
v2(x) − p2y for x > x+. (2.52)
Hence G(x) = g(x) in the region x > x+ and η1(x) coincides with the function
η−1 (z) as defined in equation (2.20). Therefore, the analytic continuation of the
transmitted wave (2.50) reads
η1(z) = t
g1/2(z)
(v2(z) − p2y)
1/4
exp
(
−
i
h
∫z
x+
(v2(z ′) − p2y)
1/2dz ′
)
(2.53)
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(a) (b) (c)
Figure 2.7: Stokes diagrams for (a) an n-p junction, (b) a p-n junction and (c) propagation
through a single hump potential for a Schrödinger particle. Bold points, solid lines and
wavy lines depict turning points, anti-Stokes lines and branch cuts, respectively. The
colored lines show the paths that transfer the transmitted wave on the right-hand side of
the classically forbidden region to the incoming (green) and reflected (pink) waves on the
left-hand side. The qualitative difference between the first two diagrams and the third one,
i.e. between Dirac and Schrödinger particles, is that to transfer the outgoing wave to the
incoming wave, one has to circumvolve both turning points in the same direction in the
Dirac case, whereas for the Schrödinger particle both turning points are circumvolved in
different directions.
To solve the scattering problem, we study the behavior of the function η−1 (z)
along a suitable path in the complex plane. We choose this path by the require-
ment that the outgoing wave becomes subdominant when we move away from
the real axis at positive infinity. We subsequently choose the branch cuts in
such a way that our path does not cross them. This leads to the path shown in
figure 2.7(a). According to the arguments given in section 2.4, the exact solution
can still be accurately represented by η−1 (z) on the first anti-Stokes line that we
encounter along this path. This solution then becomes dominant between the two
turning points, and we can continue it towards the left-most turning point, cf.
figure 2.5(b). Finally, we study the analytic continuation of η−1 (z) on both lips of
the branch cut on the left. In this way, we find both the incoming wave and the
reflected wave, see section 2.4. In figures 2.7(b) and 2.7(c), we show the equivalent
paths that can be used to study a p-n junction and a single hump potential for a
Schrödinger potential, respectively.
As we just discussed, the function η1(z), given by equation (2.53) becomes
subdominant in the lower half-plane. When we perform the analytic continuation
of the square root along the green contour shown in figure 2.7(a), we find that
(v2 − p2y)
1/2 = e−ipi/2
√
p2y − v
2(x) for x− < x < x+. (2.54)
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Proceeding along the same contour, we find that on the lower lip of the leftmost
branch cut
(v2 − p2y)
1/2 = e−ipi
√
v2(x) − p2y, x < x−. (2.55)
Hence, the process of analytic continuation turns the outgoing hole wave into the
incoming electron wave, cf. figure 2.5(b). In order to obtain the incoming wave
on the left-hand side, we had to circumvolve both turning points in the same
direction. This is in stark contrast with the scattering problem for a conventional
Schrödinger particle, since in that case the same path transforms the outgoing
wave into the reflected wave. In order to turn the outgoing wave into the incoming
wave in this problem, one has to circumvolve both turning points in opposite
directions, see figure 2.7(c).
We just saw that upon analytic continuation along the green contour in fig-
ure 2.7(a), the longitudinal momentum px(x) turns into −px(x). However, we see
from the definition of g(z) and from equations (2.28) and (2.31) that at the same
time G(x) turns into −1/G(x). This means that the ratio G(x)/px(x) turns into
(G(x)px(x))
−1, without an additional sign. To determine whether its phase on
the lower lip of the cut is zero or 2pi, we consider the limit py → 0. In this limit,
we have (v2(z) − p2y)1/2 → v(z), which implies that g(z)/px(z) → 2/|py| in the
lower half-plane. Hence, the phase on the lower lip of the cut is zero when we
perform the analytic continuation. Therefore, the process of analytic continuation
gives the incoming wave on the left as
η1(x) =
t√
G(x)px(x)
exp
(
i
h
∫x
x+
px(x
′)dx ′
)
, (2.56)
which can be rewritten as
η1(x) =
t exp (K/h)√
px(x)G(x)
exp
(
i
h
∫x
x−
px(x
′)dx ′
)
, (2.57)
where
K =
∫x+
x−
√
p2y − v
2(x)dx. (2.58)
Since the amplitude of the incoming wave is equal to one, we find that the
transmission coefficient equals
t = e−K/h. (2.59)
Since K is positive, this transmission coefficient is exponentially small.
Following the reasoning in Refs. [197, 200], we observe that the result (2.59)
is valid for any distance between the two turning points. To see why this holds,
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Figure 2.8: The Stokes diagram for an n-p junction. The contour C shows the semicircular
path along which the integration has to be performed in equation (2.60). The dashed line
shows the equivalent path.
we first note that instead of using the contour shown in figure 2.7(a), we can
also consider the analytic continuation along an arbitrarily large semicircle in the
lower half-plane, see figure 2.8. Of course, this reasoning presupposes that there
are no additional turning points in the complex plane. For a large semicircle
C, we always remain at a large distance from the turning points, which means
that we can use our semiclassical solutions. As a result, we obtain the incoming
wave (2.56), where we have to perform the integration long the contour C, see
also figure 2.8. This leads to the transmission coefficient
t = exp
(
−
i
h
∫
C
px(z)dz
)
. (2.60)
Once we have obtained the transmission coefficient (2.60), we can deform the
contour in the complex plane. Looking at figure 2.8, we see that we can deform
our large semicircular contour into a straight path between the two turning points.
In this way, we once again obtain the transmission coefficient (2.59), which is
therefore uniformly valid, regardless of the distance between the turning points.
In accordance with the theory discussed in section 2.4, we have to take the pink
contour in figure 2.7(a) to obtain the reflected wave. Since we now go around
the left turning point in the counterclockwise direction, we find that the analytic
continuation on the upper lip of the cut is given by
(v2 − p2y)
1/2 =
√
v2(x) − p2y, x < x−. (2.61)
Studying the analytic continuation of G(x), we see that it turns into −G(x) on
this lip of the cut. Therefore, the reflected wave is given by
η1(x) = t exp (K/h)
(
−
G(x)
px(x)
)1/2
exp
(
−
i
h
∫x
x−
px(x)dx
)
. (2.62)
2.5 tunneling through a barrier supporting hole states 63
Since we now have a negative number under the square root, we have to deter-
mine its phase. To this end, we consider how the incoming wave is transformed
into the reflected wave along the circle circumvolving the left turning point. Since
the direction of this path is counterclockwise, px(x) on the lower lip of the cut
turns into eipipx(x) on the upper lip of the cut. Similarly, 1/G(x) on the lower
lip of the branch cut is transformed into G(x) on the upper lip. Therefore, the
reflected wave becomes
η1(x) = −it exp (K/h)
√
G(x)
px(x)
exp
(
−
i
h
∫x
x−
px(x)dx
)
. (2.63)
Using equation (2.59), we conclude that the reflection coefficient equals
r = −i. (2.64)
We can however obtain a more accurate value for the absolute value of the
reflection coefficient using the current conservation condition (2.33), namely
|r| =
√
1− |t|2 =
√
1− e−2K/h. (2.65)
This is the uniform approximation for the absolute value of the reflection coeffi-
cient. Combining the results (2.64) and (2.65), r can be written as
r = e−ipi/2+iθ
√
1− e−2K/h, (2.66)
where θ is an additional phase factor. From our previous considerations, we
conclude that θ is small whenever both turning points are substantially separated,
i.e. when |py| is not too small. However, the WKB method does not give us an
explicit expression for the phase θ. This is related to the fact that any contour that
transforms the outgoing wave into the reflected wave passes through the region
between the turning points, provided that we do not want it to cross the branch
cut. When both turning points become nearly degenerate, the solution η1(z) in
this region ceases to be semiclassical. In the next subsection, we use the method
of comparison equations to obtain a uniform approximation for the phase θ.
With the results (2.59) and (2.66), we can write down the full transfer matrix
for an n-p junction using equation (2.40). The determinant of this matrix equals
det Tnp =
|r|2 − 1
|t|2
. (2.67)
The approximation (2.64) gives det Tnp = 0, so that Tnp cannot be inverted.
Therefore, the transfer matrix obtained by using r = −i is unidirectional. This
unidirectionality is closely related to the fact that we neglected the subdominant
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term between the two turning points. Using expression (2.66) for the reflection
coefficient, one obtains det Tnp = −1. Thus, the transfer matrix obtained with the
use of the result (2.66) can be inverted. It is therefore bidirectional.
Using equation (2.44), one immediately finds the transfer matrix for a p-n
junction from our results. Alternatively, one can derive this transfer matrix using
the contour shown in figure 2.7(b). In appendix 2.A, we show how to derive the
transfer matrices using a different formulation of the complex WKB method.
2.5.3 n-p-n junctions and the method of comparison equations
To obtain the transmission coefficient for a full n-p-n junction, we now use
equation (2.49). Inserting the WKB result (2.64), we obtain a transmission coef-
ficient that diverges at the transversal momenta py satisfying the semiclassical
Bohr-Sommerfeld quantization condition, see e.g. Refs. [93, 94],
1
h
∫x2−
x1+
dx ′
√
v2(x ′) − p2y = pi
(
n+
1
2
)
, (2.68)
where x1+ and x2− denote the left and right turning points at the border of the
hole region, respectively. This divergence is due to the one-directional nature
of the transfer matrix, as explained in the previous subsection. If we use the
result (2.66) instead of (2.64) for the reflection coefficient and the result (2.59) for
the transmission coefficient, we obtain
tnpn =
e−Knp/he−Kpn/he−iL/h
1−
√
1− e−2Knp/h
√
1− e−2Kpn/he−2iL/h+ipi−iθnp−iθpn
, (2.69)
where the quantity L is the classical action in the hole region, given by equa-
tion (2.45), Knp and Kpn are the action integrals in the classically forbidden
regions for the n-p and p-n junction, respectively, and are given by equation (2.58).
Finally, θnp and θpn are the phases of the reflection coefficients (2.66). For an-
gular scattering, formula (2.69) gives a rather good result for the transmission
coefficient even if we put θ = 0, as we show numerically in section 2.9, see also
Ref. [50]. However, for near-normal incidence this result is no longer accurate.
Thus, the final step in the construction of the uniform approximation is to find
the phase θ in equation (2.66).
In order to obtain a uniform approximation for the reflection coefficient, we
use the method of comparison equations. In appendix 2.B.3, we explain how
to map the effective potential for a general n-p or p-n junction to a quadratic
potential. The latter can be solved explicitly, and with the help of the mapping we
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can then construct an approximate solution of the original equation. We perform
this procedure in appendix 2.B.3 and find that θ is given by
θ = Arg
[
Γ
(
1+ i
K
pih
)]
−
pi
4
+
K
pih
−
K
pih
ln
(
K
pih
)
. (2.70)
Using the asymptotic expansion of the Γ -function [217, 218], one easily finds
that θ → 0 when K/h is large, in agreement with the results of the previous
subsection. Equation (2.70) was already anticipated in Ref. [50], where it was
obtained by explicitly solving the case of a linear potential, and then replacing
the action between the two turning points by K. In appendix 2.B.3, we now give a
rigorous proof for this result. Further discussion of equation (2.69) is postponed
until section 2.9.
2.6 above-barrier scattering
In this section, we consider the second regime from section 2.2, namely above-
barrier scattering. This regime can be split in two cases: scattering above a
potential hump and scattering above a monotonous potential increase with a
finite height.
The first case for instance describes finite-range gating in graphene. The Stokes
diagram for this potential is shown in figure 2.3(b). We see that there are four
turning points, two in the upper half-plane and two in the lower half-plane.
In what follows, we assume that the potential tends to a constant at |x| →∞. An example of such a potential is u(x) = exp(−x2). The Stokes diagram
corresponding to this potential has infinitely many (complex) turning points. The
approximation we made in section 2.4 is that only the four turning points closest
to the real axis have to be taken into account and that the contribution of the
other turning points can be neglected.
The second case is a monotonous potential increase with a finite height. It
corresponds to a single n-n junction, which can be used to model the transition
between two macroscopically wide areas to which different gate voltages are
applied. Such an n-n junction can be simulated by the potential u(x) = tanh(x).
It is important to note that a finite increase cannot be captured by a finite polyno-
mial, or by a rational function of two polynomials. Therefore, the Stokes diagram
corresponding to this potential differs substantially from the Stokes diagram for
scattering above a potential hump, and should be considered separately. In sec-
tion 2.8, we construct the exact solution for this case, and also give a semiclassical
treatment.
Let us return to the Stokes diagram from figure 2.3(b). To a first approximation,
we can neglect the two outermost turning points, which we denote by z2±
and which correspond to v(z2±) = |py|. This means that we only consider the
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two turning points in the middle, which we denote by z1± and correspond to
v(z1±) = −|py|. The Stokes diagram that we obtain in this way coincides with
the diagram for the Schrödinger equation. The reflection coefficient for this case
was first obtained in Refs. [219, 220]. Using a perturbation expansion, it was
shown that the reflection coefficient is exponentially small. This is in agreement
with classical mechanics, where the above-barrier transmission is always equal
to unity. In this section, we use a different approach, which can be found in
Refs. [193, 194, 197, 221, 222]. In our derivation we implicitly assume that the
energy is comparable to the height of the potential hump and do not consider the
transition to the Born approximation, i.e. to the case E→∞, which was studied
in Ref. [221].
Let us first turn to the definition of the scattering states. When calculating the
current (2.32), we assumed that the action s(z0, x) was purely real. However, in
the case of above-barrier scattering the turning point z0 is complex, which means
that we cannot take it as the lower limit of integration in the action, since it adds
a complex part. Therefore, we take this lower limit to be a point on the real axis.
More specifically, we introduce so-called Stokes lines by the requirement that
Re[s(z0, z)] is zero, which implies that the action is purely imaginary. It turns out
that the middle two turning points are connected by such a Stokes line, which
therefore crosses the real axis, see figure 2.9. We call the point where this line
crosses the real axis x0, and take it as the reference point for the action.
Let us now choose a convenient path in the complex plane. Starting at positive
infinity, we first make a transition to the anti-Stokes line above or below the
real axis. If the potential tends to a constant at plus (and minus) infinity, this
transition does not change the expansion coefficients [222], since the asymptotic
solutions become exact and the distance between the real axis and the anti-Stokes
line remains finite.
To decide whether we should consider a path in the upper or in the lower
half-plane, we take a closer look at the previously obtained results. On the left-
hand side of the barrier, we have two waves that are both defined with respect to
the reference point x0: the incoming wave with unit amplitude and the reflected
wave with an exponentially small amplitude. When we change the reference
point of both waves to the upper turning point z1+, the coefficient in front of the
incoming wave is multiplied by an exponentially small factor, and the coefficient
in front of the reflected wave is multiplied by an exponentially large factor. This
happens in such a way that both waves are of the same order of magnitude on the
anti-Stokes line above the real axis. This condition is necessary to pass between
two anti-Stokes lines that emanate from the same turning point, see section 2.4. It
turns out that this condition is not satisfied in the lower half-plane. We therefore
consider a path in the upper half-plane.
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Figure 2.9: The upper half of the Stokes diagram for scattering above a short-range
potential. The solid lines depict anti-Stokes lines, while the dashed line depicts a Stokes
line, and the wavy line depicts a branch cut. The path in the complex plane is shown by
the green and pink contour, and transforms the transmitted wave into the reflected wave.
The integration contour C connects x0 on the right lip of the cut with the same point on
the left lip of the cut and consists of the two black lines, the green line and the pink line.
After these preliminaries, we can follow the procedure that was used for
Schrödinger equations [193, 194, 197, 221, 222]. We start with a transmitted wave
at positive infinity,
η1(x) = t
√
1
px(x)G(x)
exp
(
i
h
∫x
x+0
√
v(x ′)2 − p2ydx
′
)
, (2.71)
where px(x) =
√
v2(x) − p2y. By x
±
0 , we denote the point x0 ± ε, where ε→ 0. In
the terminology of section 2.4, we would say that the point x+0 is on the left lip of
the cut, which is somewhat counterintuitive. We choose the analytic continuation
of the square root as
(v2(x) − p2y)
1/2 =
√
v2(x) − p2y, x > x0, (2.72)
(v2(x) − p2y)
1/2 = eipi
√
v2(x) − p2y, x < x0. (2.73)
which implies that η1(x) coincides with η+1 (z) along the positive real axis, up
to a multiplicative factor. Let us therefore consider η+1 (z) along the path shown
in figure 2.9. It becomes subdominant above the anti-Stokes line on the right.
Therefore, on the anti-Stokes line between z1+ and z2+, the function η+1 (z)
correctly reproduces the behavior of the exact solution, see section 2.4. When
we continue along the pink contour, the transmitted wave is transformed into
the reflected wave. Considering the complex continuation of the square root, we
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see that px(x) is transformed into eipipx(x), and that 1/G(x) is transformed into
G(x). Therefore, at negative infinity, we end up with
η1(x) = −it
√
G(x)
px(x)
exp
(
i
h
∮
C
(v2(z) − p2y)
1/2dz
)
× exp
(
−
i
h
∫x
x−0
√
v(x ′)2 − p2ydx
′
)
, (2.74)
Note that the integral in the second exponent is to be performed from x−0 . The
first integral is associated with the change of reference point and should be
performed along a contour C that connects x+0 with x
−
0 , see figure 2.9. Since the
square root has opposite signs on opposite lips of the cut, we can rewrite this
exponential factor as
exp
(
i
h
∮
C
(v2(z) − p2y)
1/2dz
)
= exp
(
2i
h
∫z1+
x+0
(v2(z) − p2y)
1/2dz
)
. (2.75)
Approximating the transmission coefficient by one, we find that the reflection
coefficient is given by
r = −ieK/h, where K = 2i
∫z1+
x+0
(v(z)2 − p2y)
1/2dz < 0. (2.76)
The fact that K is a negative real number can be seen by performing the calculation
for the prototype potential v2 − p2y = z2 + a2, see also Refs. [193, 194].
The approximation (2.76) does not hold when |py| is close to E− u0, since
the middle two turning points are close together in this case. We can obtain a
more accurate prediction for the absolute value of the reflection coefficient by
considering the current conservation condition (2.33). In fact, equation (2.74)
shows that
r = −iteK/h. (2.77)
Combining this with |r|2 + |t|2 = 1, we find that
|t| =
1√
1+ e2K/h
. (2.78)
At this point, we can deform the contour into a large semi-circle, and as long as
the upper-most turning point z2+ does not come into play, the above derivation
still holds. Therefore, we conclude that equation (2.78) holds regardless of the
distance between the middle two turning points. The same result is obtained by
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Figure 2.10: The upper half of the Stokes diagram for scattering above a short-range
potential. The solid lines depict anti-Stokes lines, two of which are labeled by γ1,2, while
the dashed line depicts a Stokes line, and the wavy line depicts a cut. The green line shows
the path taken in the complex plane.
applying the method of comparison equations, see appendix 2.B.4, from which
we also find the correct phases. We find that
t =
eiφ√
1+ e2K/h
, r = −i
eiφeK/h√
1+ e2K/h
, (2.79)
where K was defined in equation (2.76), and
φ = Arg
[
Γ
(
1
2
+
iK
pih
)]
+
K
pih
−
K
pih
ln
(
|K|
pih
)
. (2.80)
All the above results coincide with the results for an ordinary Schrödinger
equation [198].
Because the results that we obtained so far are identical to the results for an
ordinary Schrödinger equation, they fail to explain the total transmission at
normal incidence. Indeed, when the transversal momentum |py| becomes small,
that is, for near-normal incidence, the transmission coefficient (2.79) does not
approach unity. The origin of this apparent discrepancy is that we have neglected
the turning points z2± in the derivation of equation (2.79). However, when |py|
becomes small, this is no longer appropriate. In this limit, the two uppermost
turning points, z1+ and z2+, come close together (as do the two lowermost),
which means that they have to be treated as a cluster. As long as E − u0 is
sufficiently large, the two clusters can be treated separately.
To derive the reflection coefficient for near-normal incidence, we position the
branch cut differently and use the contour shown in figure 2.10. We start with the
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outgoing wave (2.71) with t equal to one. Subsequently, we change the reference
point, i.e. the lower limit of the integral, to z1+ and obtain
η1(z) = e
K/2h (−g)
−1/2(z)
p
1/2
x (z)
eis(z1+,z)/h. (2.81)
In appendix 2.B.5, we use the method of comparison equations to show that upon
passing from the anti-Stokes line γ1 to the anti-Stokes line γ2, see figure 2.10, the
accurate representation of the exact solution becomes
η1(z) = e
K/2h (−g)
−1/2(z)
p
1/2
x (z)
eis(z1+,z)/h − iaeK/2h
(−g)1/2(z)
p
1/2
x (z)
e−is(z1+,z)/h,
(2.82)
where the factor a is defined by
a =
1
Γ(−S/pih)
√
2pi
−S/pih
e−(S/pih) ln(−S/pih)−(−S/pih), (2.83)
and the action S is given by
S =
∫z2+
z1+
(v2(z) − p2y)
1/2dz < 0. (2.84)
Changing the reference point in equation (2.82) back to x0, we observe that the
first term represents the incoming wave with unit amplitude. The second term is
the reflected wave, and the reflection coefficient equals
r = −iaeK/h. (2.85)
Using the Stirling approximation for the Γ -function [217, 218], we see that a
approaches one when −S/pih becomes large. Hence, our new result (2.85) is
consistent with our previous result (2.76). Upon normal incidence, the upper
two turning points z1+ and z2+ merge and S vanishes. One can check that a
vanishes in this case, which means that the reflection coefficient (2.85) vanishes.
We therefore have total transmission at normal incidence, in agreement with the
results from section 1.3.3. We note that, within our semiclassical framework, total
transmission originates from the merging of two turning points. This happens
both for Klein tunneling, where the turning points merge on the real axis, and for
above-barrier scattering, where the turning points merge in the complex plane.
Equation (2.85) was derived under the assumption that the upper two turning
points are close together, whereas equation (2.79) was derived under the assump-
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tion that the middle two turning points are close together. In the intermediate
regime, we can heuristically combine these two expressions into
|r| =
aeK/h√
1+ e2K/h
, (2.86)
which shows the correct behavior for normal incidence. The transmission coeffi-
cient can be derived from this expression using the current conservation condition
|r|2 + |t|2 = 1. In section 2.9, we show that, surprisingly, equation (2.86) is in
better agreement with our numerical results than equations (2.79) and (2.85).
2.7 tunneling through a barrier without hole states
In this section, we consider the third regime from section 2.2, the conventional
tunneling regime. We consider a short-range potential, for which the Stokes
diagram is shown in figure 2.2(c). Two of the four turning points are real, and the
other two are imaginary. In the previous section, we saw that imaginary turning
points give rise to exponentially small reflections, so we start by neglecting their
influence.
To relate the transmission coefficient to the reflection coefficient, we use the
contour shown in figure 2.7(c). Following the green and pink contours in a way
similar to section 2.5, we find
r = −i, t = e−K/h, K =
1
h
∫x+
x−
dx
√
p2y − v
2(x) > 0. (2.87)
Note that in this regime the analytical continuation of g(z), see equation (2.20),
does not give rise to an additional phase factor. This can also be seen in another
way, by realizing that both turning points x− and x+ correspond to v(x±) = −|py|.
When we subsequently consider the integral form of the additional amplitude
factor in equation (2.18), we observe that it gives rise to
exp
−i ∫x+
x−
v ′(x)dx√
p2y − v(x)
2
 = 1. (2.88)
Hence, the additional amplitude factor does not play a role in this regime and
the results are exactly the same as those for an ordinary Schrödinger equation.
We therefore call this regime the conventional tunneling regime.
We note that equation (2.87) does not hold when the two turning points come
close together. However, by similar reasoning as in section 2.5, see also Ref. [197],
we conclude that the relation
r = −iteK/h, (2.89)
72 scattering by one-dimensional potentials
holds regardless of the distance between the two turning points, as long as there
are no other turning points close to the contour in the complex plane. Combining
equation (2.89) with the current conservation condition |r|2 + |t|2 = 1, we can
obtain the absolute value of the transmission coefficient. In 2.B.4, we outline how
we can use the method of comparison equations to reconstruct the correct phases,
with the result
t =
eiφ√
e2K/h + 1
, r = −i
eiφeK/h√
e2K/h + 1
, (2.90)
where φ is defined by equation (2.80). This result coincides with the one derived
for above-barrier scattering, equation (2.79), except for the fact that K is now
positive instead of negative. The same result is found for an ordinary Schrödinger
equation [198].
In section 2.9, we compare this result to numerical calculations, and see that
the agreement is reasonable. The discrepancy is due to the influence of the other
two turning points, which were neglected in the above treatment. Finally, we note
that equation (2.87) also holds for cases when there are more than two complex
turning points, as long as these are not too close to the real axis, and the turning
points on the real axis are not too close together.
2.8 an exactly solvable model for a finite potential increase
In the previous sections, we considered scattering of massless Dirac fermions by
a potential hump. We therefore examined Stokes diagrams that are equivalent
to the Stokes diagram for the parabolic potential u(x) = −x2. In this section, we
consider a finite potential increase that is described by a monotonic function.
In contrast to a potential hump, a smooth, finite potential increase cannot be
modeled by a polynomial function. We therefore model this potential increase
using the function
u(x) =
u0
2
(1+ tanh(x)). (2.91)
The eigenvalue problem for this potential can be solved exactly, and this solution
was constructed in Ref. [211]. Here we present a slightly different approach,
following the general method outlined in Refs. [197, 223]. A similar technique
was employed in Ref. [224], where the eigenvalue problem for the potential well
u(x) = −1/ cosh(x) was solved. By the same methods, one can also construct a
solution for the decreasing potential u(x) = u0[1− tanh(x)]/2.
Inserting the potential (2.91) into equation (2.7), we obtain the differential
equation
h2
d2η1
dx2
+
[
q2 tanh2(x) + q1 tanh(x) + q0
]
η1 = 0, (2.92)
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where the parameters qi are given by
q2 =
u0
2
(u0
2
− ih
)
, q1 = u0
(u0
2
− E
)
, q0 =
(u0
2
− E
)2
− p2y + ih
u0
2
.
(2.93)
To solve this equation, we first perform the substitution
ξ = (1− tanh(x))/2, (2.94)
which leads to the new equation
4ξ2(1− ξ)2
d2η1
dξ2
+ 4ξ(ξ− 1)(2ξ− 1)
dη1
dξ
+ h−2
[
q2(1− 2ξ)
2 + q1(1− 2ξ) + q0
]
η1 = 0. (2.95)
The substitution (2.94) maps the real axis to the interval 0 6 ξ 6 1 in such a
way that the limit x → ∞ corresponds to ξ → 0 and that the limit x → −∞
corresponds to ξ→ 1. When ξ→ 0, the part in square brackets in equation (2.92)
tends to p21, where
p1 =
√
(u0 − E)2 − p2y. (2.96)
When ξ→ 1, it becomes p22, where
p2 =
√
E2 − p2y. (2.97)
Let us therefore make the substitution
η1 = ξ
ip1/2h(1− ξ)ip2/2hw. (2.98)
After some algebraic manipulations, one finds that w satisfies the hypergeometric
differential equation,
(1− ξ)ξ
d2w
dξ2
+
(
c− (a+ b+ 1)ξ
)dw
dξ
− abw = 0, (2.99)
with the parameters
a = 1+
ip1
2h
+
ip2
2h
+
iu0
2h
, b =
ip1
2h
+
ip2
2h
−
iu0
2h
, c = 1+
ip1
h
. (2.100)
Two linearly independent solutions of equation (2.99) are given by formu-
las (15.5.3) and (15.5.4) from Ref. [217], that is, by
w1 = 2F1(a,b, c; ξ), w2 = ξ1−c(1−ξ)c−a−b2F1(1−a, 1−b, 2− c; ξ). (2.101)
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Hence, the solution η1 can be written as
η1 = c1ξ
ip1/2h(1− ξ)ip2/2h2F1(a,b, c; ξ)
+ c2ξ
−ip1/2h(1− ξ)−ip2/2h2F1(1− a, 1− b, 2− c; ξ). (2.102)
To gain a better understanding of this solution, we first consider its asymptotic
behavior.
In the limit x → ∞ we can use the approximate relation ξ ' e−2x. From the
equality 2F1(a,b, c; ξ = 0) = 1, we then find that the asymptotic behavior of η1
is given by
η1 → c1e−ip1x/h + c2eip1x/h. (2.103)
Since a right-moving hole has a negative longitudinal momentum, we conclude
from equations (2.103) and (2.102) that the function
η
(t)
1 = ξ
ip1/2h(1− ξ)ip2/2h2F1(a,b, c; ξ), (2.104)
where the superscript ‘t’ stands for tunneling, gives the solution for the scattering
problem in the regime of Klein tunneling, i.e. the regime where E+ |py| < u0.
On the other hand, the function
η
(a)
1 = ξ
−ip1/2h(1− ξ)−ip2/2h2F1(1− a, 1− b, 2− c; ξ), (2.105)
where the superscript ‘a’ stands for above, gives the solution for the scattering
problem in the regime of above-barrier scattering, in which E− |py| > u0.
To find the asymptotic behavior in the opposite limit x→ −∞, we make use of
formula (15.3.6) from Ref. [217], i.e.,
F(a,b, c; ξ) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)
2F1(a,b,a+ b+ 1− c; 1− ξ)
+
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
(1− ξ)c−a−b2F1(c− a, c− b, c+ 1− a− b; 1− ξ).
(2.106)
This formula relates the values of the hypergeometric function at the singular
points ξ = 0 and ξ = 1. Using that ξ ' 1− e2x in the limit x→ −∞, we find that
η
(a)
1 →
Γ(2− c)Γ(c− a− b)
Γ(1− a)Γ(1− b)
eip2x/h +
Γ(2− c)Γ(a+ b− c)
Γ(1+ a− c)Γ(1+ b− c)
e−ip2x/h,
η
(t)
1 →
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)
eip2x/h +
Γ(c)Γ(a+ b− c)
Γ(a)Γ(b)
e−ip2x/h. (2.107)
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To find the proper reflection and transmission coefficients for the poten-
tial (2.91), we remember that the semiclassical scattering states are defined by
equation (2.27). From these equations, we conclude that the ratio of the coefficients
in front of e−ip2x/h and eip2x/h at x→ −∞ is equal to
r(a,t)
E− p2
|py|
. (2.108)
From this relation and equation (2.107), we find that
r(a) =
|py|
E− p2
Γ(a+ b− c)Γ(1− a)Γ(1− b)
Γ(1+ a− c)Γ(1+ b− c)Γ(c− a− b)
, (2.109)
r(t) =
|py|
E− p2
Γ(a+ b− c)Γ(c− a)Γ(c− b)
Γ(a)Γ(b)Γ(c− a− b)
. (2.110)
Using analogous arguments, we obtain the transmission coefficients as
t(a) =
√
p1
p2
√
E− u0 − p1
E− p2
Γ(1− a)Γ(1− b)
Γ(2− c)Γ(c− a− b)
, (2.111)
t(t) =
√
p1
p2
|py|√
(u0 − E+ p1)(E− p2)
Γ(c− a)Γ(c− b)
Γ(c)Γ(c− a− b)
. (2.112)
Of course, these transmission coefficients should equal unity at normal incidence.
To see if this is indeed the case, let us take the limit |py| → 0. Using that
E− p2 ≈ p2y/(2E) and E− u0 − p1 ≈ p2y/(2[E− u0]) for the regime of above-
barrier scattering, we find that the factor in front of the quotient of Γ -functions
in equation (2.111) becomes equal to one upon normal incidence. Since, in the
regime of above-barrier scattering, we also have c = 1+ b at py = 0, the quotient
of Γ -functions also equals unity. Hence, the transmission coefficient t(a) indeed
shows that there is total transmission at normal incidence. For the Klein tunneling
regime, the factor in front of the Γ -functions in equation (2.112) becomes equal
to one by similar arguments. In this regime, we have b = 0 at py = 0, which
means that the quotient of Γ -functions itself also equals unity. Therefore, both
transmission coefficients t(t) and t(a) exhibit total total transmission at normal
incidence.
To gain a deeper understanding of above-barrier scattering by a finite potential
increase, we now consider this process from a semiclassical point of view. In
figure 2.11, we show the corresponding Stokes diagram corresponding to this
potential. The main peculiarity of this diagram is the existence of a pole at
z = ipi/2, and the existence of a finite anti-Stokes line that ends at the pole. To
obtain an approximation for the transmission coefficient in the case when z1+
and z2+ are far apart, we can apply the WKB approximation in the same way as
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Figure 2.11: Part of the Stokes diagram for scattering by a hyperbolic tangent potential.
The cross at z = ipi/2 depicts the pole of the tangent, and γ3 denotes the anti-Stokes line
that starts at z2+ and ends at the pole. Going along the contour C, and making use of the
method of comparison equations, one finds the transmission coefficient (2.113).
in section 2.6. This approximation only takes the right-most turning point into
account, which once again leads to the transmission coefficient (2.78). This result
however fails to explain the total transmission at normal incidence. The reason
for this is that at normal incidence the turning points z1+ and z2+ merge, which
means that the approximation considered above is no longer valid.
To obtain a prediction that is also valid for near-normal incidence, we have to
treat the two turning points in the upper half-plane as a cluster. This problem
can be solved by the method of comparison equations, see appendix 2.B.6, and
gives the reflection coefficient as
r = −ieK/h
√
1− e−2S/he−iθ, (2.113)
where K is given by equation (2.76). Furthermore, the quantity S equals
S = i
∫z1+
z2+
dz(v2(z) − p2y)
1/2 > 0. (2.114)
and θ is given by
θ = Arg
[
Γ
(
1+
iS
pih
)]
+
S
pih
−
S
pih
ln
(
S
pih
)
−
pi
4
. (2.115)
Note that this result correctly predicts total transmission at normal incidence,
since S tends to zero when |py| tends to zero.
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We can also derive the result (2.113) in a simpler way, by making effective use
of our previous results for the Klein tunneling regime. Indeed, let us consider the
half axis z = x+ ipi/2, for x > 0. Along this axis we have tanh(x+ ipi/2) = coth(x),
which means that the potential u(x) is proportional to 1+ coth(x). Hence, we
are actually dealing with a p-n junction along this half axis. The equation for
η1(x+ ipi/2) along this line therefore reads(
h2
d2
dx2
+ V2(x) − p2y + ihV
′(x)
)
η1 = 0, (2.116)
where V(x) = u0(1+ coth(x))/2− E. Sufficiently far from the pole at x = 0, we
can use the transfer matrix (2.44) for a p-n junction to establish the connection
between the wavefunction on the anti-Stokes line γ1, to the right of the classically
forbidden region, and on anti-Stokes line γ3, to the left of the classically forbidden
region. This leads to the relation
Tpn,11
√
G(x)√
px(x)
e−iS(x2+,x)/h+Tpn,21
eiS(x2+,x)/h√
px(x)
√
G(x)
↔ e
iS(x1+,x)/h√
px(x)
√
G(x)
, (2.117)
where all quantities should be interpreted using the differential equation (2.116),
with x1,2+ = z1,2+ − ipi/2. One can now establish the relation between G(x) in
equation (2.117) and the function g(x+ ipi/2), see equation (2.20), to find η1(z)
in the complex plane. Since the term with the coefficient Tpn,21 turns out to be
dominant in the region between the two turning points, it provides one of the
two terms of the asymptotic expansion along γ2. When continued to the real axis,
this term becomes the reflected wave. Changing the reference point of the action
from z2+ to x0, one finally arrives at the previous result (2.113) for the reflection
coefficient.
Upon normal incidence, the turning points z1+ and z2+ merge. This means that
we have conventional Klein tunneling along the line x+ ipi/2, since we effectively
have a p-n junction along this line. Hence, the coefficient Tpn,21 vanishes, which
implies that there is no reflected wave. From our previous arguments, we then
conclude that the reflection coefficient for above-barrier scattering vanishes as
well. Thus, total transmission for a particle that is normally incident on an finite
potential increase is related to conventional Klein tunneling in the complex plane.
We can therefore call this effect virtual Klein tunneling.
Of course, the same calculations can be performed for a finite decrease of the
potential. In this case, one finds that the reflection coefficient is given by
r = −ieK/h
√
1− e−2S/heiθ, (2.118)
where S > 0 is the action between the two complex turning points in the upper
half of the complex plane, similar to equation (2.114). Given this definition of S,
the phase θ is defined by equation (2.115).
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Gluing the increasing and decreasing potentials together, we obtain a potential
barrier with a finite height and an arbitrary width. In contrast to the potential
hump, which we considered in section 2.6, the transmission through this structure
reveals Fabry-Pérot oscillations, i.e.
|tnnn| =
|t1||t2|∣∣1− r1r2e2iL/h∣∣ , (2.119)
where r1 and r2 are given by equation (2.118), with parameters corresponding to
the left and right junction, respectively. The transmission coefficients are given by
|t1,2| =
√
1− |r1,2|2. Finally, the quantity L is given by
L =
∫x0+
x0−
√
v2(x) − p2ydx, (2.120)
which means that it equals the action between the two reference points for the
separate junctions, i.e. between the points x0− and x0+.
2.9 comparison with numerical results
In this section, we compare the semiclassical predictions from the previous
sections to numerical results. We obtain these numerical results by approximating
the potential by a series of small steps, typically 49 per potential increase or
decrease. Since the potential is constant between these steps, we can use the
exact solution for a constant potential [46] in each of these regions. Matching the
coefficients at each interface with the help of a computer, we obtain the reflection
and transmission coefficients.
We start by considering a finite increase of the potential, which corresponds to
an n-p junction for E < u0. We model it by the hyperbolic tangent
u(x) =
u0
2
[
1+ tanh
(
10
x
l1
− 5
)]
. (2.121)
At x = 0, the value of the potential (2.121) is smaller than 10−4. Likewise, its value
deviates less than 0.01% from u0 at x = l1. We can therefore cut the potential at
these points without making any substantial numerical error. We define an p-n
junction in the same way. We can then model an n-p-n junction as an n-p junction
with length l1, a p-n junction with length l3 and a constant potential of length l2
in between, see also figure 2.1(b).
Figure 2.12 shows the transmission T = |t|2 as a function of the angle of
incidence φ, which is related to the transversal momentum py by py = E sinφ,
see also figure 2.1. We compare the numerical result for the transmission through
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Figure 2.12: The transmission T = |t|2 for an electron incident on an n-p-n junction as
a function of the incidence angle φ. The dimensionless semiclassical parameter equals
h = 0.08 and the dimensionless energy equals E˜ = 0.4. The barrier width equals l2/l = 4.3
and the n-p and p-n junctions have lengths l1/l = 2 and l3/l = 2.6, respectively. The
blue (solid) line shows the numerical result that we obtain when we use 49 steps for the
potential increase and 49 for the potential decrease. The green (dotted) line shows the
WKB approximation, given by equation (2.69) with θ = 0. The red (dashed) line shows the
uniform approximation, given by equation (2.69) with θ given by equation (2.70).
an asymmetric n-p-n junction with the semiclassical result (2.69). In the latter
equation, we consider both the WKB result, where θ = 0, and the uniform result,
where θ is given by equation (2.70). We constructed figure 2.12 by considering a
graphene electron with an energy of 100 meV that is incident on an asymmetric n-
p-n junction with a height of 250 meV, and length scales l1 = 70 nm, l2 = 150 nm
and l3 = 90 nm. We subsequently converted these values to dimensionless
parameters in the way discussed in section 1.2.5, using the energy scale E0 = u0
and the length scale l = l1/2. Furthermore, we used the value t = 3.16 eV for
the hopping parameter [192]. This leads to the dimensionless quantities h = 0.08,
E˜ = 0.4, l1/l = 2, l2/l = 4.3 and l3/l = 2.6.
We see that the agreement between the numerical result and the WKB result,
given by equation (2.69) with θ = 0, becomes better as the angle of incidence
increases, that is, in the deep semiclassical regime. However, the agreement is
rather poor for small incidence angles. When we instead use the result (2.70)
for θ, we uniformly approximate the numerical data over the entire range of
incidence angles, as we predicted in section 2.5.3. Concerning the validity of
the semiclassical approximation, we note that the agreement improves when the
potential becomes smoother, i.e. when l1 and l3 become larger. We also remark
that the exact solution that we obtained in section 2.8 perfectly coincides with
the numerical results.
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Apart from the transmission peak at normal incidence, we also observe ad-
ditional side resonances in figure 2.12. These additional resonances naturally
occur when there are metastable (hole) states within the barrier, as discussed in
detail in Ref. [50]. For a more detailed consideration, it is convenient to rewrite
equation (2.69) in the form
|tnpn|
2 =
t2npt
2
pn[
1−
√
(1− t2np)(1− t
2
pn)
]2
+ 4
√
(1− t2np)(1− t
2
pn) sin
2 ϑ
, (2.122)
where tnp = e−Knp/h, tpn = e−Kpn/h and ϑ = L/h + θnp/2 + θpn/2 − pi/2.
From this expression, we immediately see that the transmission coefficient is
maximal at ϑ = npi. At these points, its absolute value equals
|tnpn|res =
e−(Knp+Kpn)/h
1−
√
(1− e−2Knp/h)(1− e−2Kpn/h)
(2.123)
For a perfectly symmetric junction, one has Knp = Kpn and the resonance ampli-
tude |tnpn|res equals unity. The angles at which these perfect resonances occur
were called magic angles [46, 50]. However, for a generic, asymmetric, junction,
the height of the resonances decays. When we consider the deep semiclassical
regime, in which Knp/h 1, Kpn/h 1, we find that
|tnpn|res ≈ 1cosh(Knp/h−Kpn/h) . (2.124)
The possible consequences of this behavior for graphene-based electronics were
mentioned in Ref. [50].
To test our semiclassical results for scattering above a short-range potential, we
use the model potential
u(x/l1) =
u0
cosh(10x/l1 − 10)
. (2.125)
Without substantial numerical errors, we can cut this junction at x = 0 and
x = 2l1. In figure 2.13, we show the transmission for a graphene electron with
an energy of 200 meV that is incident on the short-range potential (2.125) with
u0 = 100 meV and l1 = 70 nm. The dimensionless parameters that correspond to
these values are h = 0.2 and E˜ = 2.
In figure 2.13(a), we compare the numerical result for the transmission with
the semiclassical result (2.79) and the semiclassical result that is obtained from
equation (2.85) and the equality |t|2 = 1− |r|2. As anticipated in section 2.6, the
semiclassical prediction (2.85), which takes the upper two turning points into
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Figure 2.13: Angular dependence of the transmission T = |t|2 for an electron incident
on the short-range potential (2.125). The dimensionless parameters are equal to h = 0.2,
E˜ = 2 and l1/l = 2. In both panels, the blue (solid) line shows the numerical result for 49
steps. The red (dashed) line shows the semiclassical result for the regime of above-barrier
scattering that is obtained from equation (2.85) and the current conservation condition. (a)
The green (dotted) line shows the semiclassical result (2.79) for the regime of above-barrier
scattering and the semiclassical result (2.90) for the conventional tunneling regime, which
smoothly join. (b) The orange (dotted) line shows the transmission derived from the
reflection coefficient (2.86) and the current conservation condition.
account, works well at normal incidence. However, when we approach the point at
which the regime of above-barrier scattering turns into the conventional tunneling
regime, which lies at approximately 30 degrees in figure 2.13(a), the discrepancy
becomes larger. At this point, equation (2.79), which was derived by considering
the middle two turning points as a cluster, gives a slightly better result. We note
that the latter result for the transmission in the regime of above-barrier scattering
smoothly joins the result (2.90) for the conventional tunneling regime, which
shows reasonable agreement with the numerical result. The discrepancy with the
numerical result is due to the influence of the two complex turning points, which
were not taken into account in the semiclassical derivation of the result (2.90).
In figure 2.13(b), we compare the numerical result for the transmission with
the results that are obtained when we combine the semiclassical prediction (2.85)
and our heuristic formula (2.86) with the current conservation condition |t|2 =
1 − |r|2. We see that, in the regime of above-barrier scattering, the heuristic
expression (2.86) gives a more accurate prediction than equation (2.85). Overall,
the agreement improves when the potential becomes smoother, that is, when l1
increases.
To test our results for scattering above a finite potential increase, we consider
the potential (2.121). We obtain a semiclassical prediction for this case by com-
bining our previous result (2.113) with the current conservation condition. In
figure 2.14(a), we show a comparison of this semiclassical result and the numer-
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Figure 2.14: (a) Angular dependence of the transmission T = |t|2 for an electron incident
on a finite potential increase, with dimensionless parameters h = 0.3, E˜ = 2 and l1/l = 2.
The blue (solid) line shows the numerical result for 49 steps, and the red (dashed) line
shows the semiclassical result derived from equation (2.113) and the current conservation
condition. (b) Angular dependence of the transmission for an electron incident on a
broad potential barrier, with dimensionless parameters h = 0.3 and E˜ = 2. The width
of the constant part of the potential equals l2/l = 2.9 and the potential increase and
decrease have lengths l1/l = 2 and l3 = 2.6, respectively. The blue (solid) line shows the
numerical result that we obtain when we use 49 steps for the potential increase and 49
for the potential decrease. The red (dashed) line shows the semiclassical result, given by
equations (2.119) and (2.118).
ical result. We consider an electron with an energy of 200 meV, incident on a
potential with a height of 100 meV and a length of l1 = 50 nm. The dimensionless
parameters that correspond to this case are h = 0.3, E˜ = 2 and l1/l = 2. The exact
solution (2.111) exactly coincides with the numerical result and is therefore not
shown in the figure. We see that there is good agreement between the numerical
result and the semiclassical prediction. Once again, this agreement improves as
the potential becomes smoother.
In figure 2.14(b), we consider above-barrier scattering for a broad potential
barrier that is modeled as a potential increase of length l1, a constant part of
length l2, and a potential decrease of length l3. We consider a graphene electron
with an energy of 200 meV and a potential with a height of 100 meV. The length
scales of this potential are given by l1 = 70 nm, l2 = 100 nm and l3 = 90 nm.
Hence, the dimensionless parameters correspond to h = 0.2, E˜ = 2, l1/l = 2,
l2/l = 2.9 and l3/l = 2.6. The semiclassical result is given by equation (2.119),
in which the reflection coefficient is given by equation (2.118) and the absolute
value of the transmission coefficient is obtained using the current conservation
condition |r|2 = 1 − |t|2. Since the exact solution once again coincides with
the numerical result, it is not shown. The agreement between the semiclassical
prediction and the numerical result is quite good, and improves as the potential
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becomes smoother. However, the positions of the maxima in the oscillations are
not perfectly reproduced. This can be explained by noting that the turning points
above and below the real line are quite close for the parameters that we have
chosen. More precisely, we can say that K/h is of order one, which means that
we are the edge of the applicability of our approximation.
2.10 conclusion
In this chapter, we used the semiclassical approximation to study scattering
of massless Dirac fermions by one-dimensional potentials. We showed that,
depending on the energy of the incoming particle and its angle of incidence,
there are three different scattering regimes. The first of these is the regime of the
Klein tunneling, that is, the regime in which the scattering of electrons is mediated
by hole states within by the barrier. The second is the regime of above-barrier
scattering and the third is the conventional tunneling regime. For each of these
regimes, we constructed easy-to-use analytic expressions for the transmission and
reflection coefficients. We showed that one cannot study near-normal incidence
with the conventional WKB method, because of the degeneracy of turning points
at normal incidence. When one considers these nearly degenerate turning points,
the initial problem has to be reduced to a certain comparison equation with a
well-known analytic solution. Using the solution of this comparison equation, we
were able to obtain uniform approximations for the reflection and transmission
coefficients that are also valid for near-normal incidence. We believe that these
uniform approximations are crucial for physical applications. We also discussed
an exactly solvable model for a finite potential increase. We observed that, for
an n-n junction, this potential has a pole in the complex plane. This leads to a
somewhat peculiar Stokes diagram, which turns out to be closely related to the
Stokes diagram for the Klein tunneling regime. Hence, above-barrier scattering
for such a junction can be treated as virtual Klein tunneling in the complex plane.
Finally, we showed that our semiclassical predictions are in good agreement with
numerical calculations.
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2.a the complex wkb method
In this appendix, we review the WKB approximation in the complex plane, as
developed in Refs. [193–196, 198–201]. We start with the explanation of the general
method and then discuss its application to potential scattering for massless Dirac
fermions.
2.a.1 General formulation
Our starting point is the second-order differential equation
h2
d2ψ
dz2
+ q(z)ψ(z) = 0, (2.126)
where h 1 is a small parameter and q(z) is an analytic function of the complex
variable z which may also depend on h. Equation (2.126) has two approximate
solutions,
f1(z0, z) = q−1/4 exp
(
i
h
∫z
z0
dz ′ q1/2(z ′)
)
,
f2(z0, z) = q−1/4 exp
(
−
i
h
∫z
z0
dz ′ q1/2(z ′)
)
,
(2.127)
which are referred to as basis functions from now on. Similar to the main text,
we introduce anti-Stokes lines by the condition that
s(z0, z) =
∫z
z0
q1/2(z ′)dz ′ (2.128)
is real. The point z0 in this condition is a turning point, defined by the require-
ment that q(z0) = 0. On each anti-Stokes line γ, the exact solution can then be
represented as
ψ(z) = Cγ1 f1(z0, z) +C
γ
2 f2(z0, z). (2.129)
The main problem when approximating the exact solution in this way is given
by the Stokes phenomenon [193–195, 198, 212], which we briefly discussed
in section 2.4: the exact solution ψ(z) has different representations (2.129) in
different sectors of the complex plane. This naturally leads to the connection
problem [193–195, 198]: given certain constants Cγ1 , C
γ
2 on the anti-Stokes line
γ, which constants Cγ11 , C
γ1
2 are needed to represent the exact solution on the
anti-Stokes line γ1? To connect the coefficients along the anti-Stokes lines γ and
γ1, we introduce the matrix M as(
C
γ1
1
C
γ1
2
)
=M
(
C
γ
1
C
γ
2
)
. (2.130)
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Figure 2.15: From a simple turning point z0 (filled circle) three anti-Stokes lines (solid
lines) emanate. The wavy line indicates the branch cut, and the blue arrows indicate the
direction in which the quantity s(z0, z) increases. The points z1 and z4 lie on the right and
the left lip of the cut, respectively. Both γ1 and γ4 indicate the same anti-Stokes line, and
are only used to distinguish different lips of the cut. The points z2 and z3 lie on the other
two anti-Stokes lines γ2 and γ3, respectively.
In the remainder of this appendix, we determine this matrix M for the various
transitions described in section 2.4. We do not give a precise estimate of the errors
that are involved. Instead, we mention that precise estimates for the error terms
were derived in, for instance, Refs. [194, 198].
We start by considering the transition between two anti-Stokes lines that
emanate from the same turning point. Let us consider the situation depicted in
figure 2.15, in which we have a branch cut along the positive real axis, which
emanates from simple turning point. We remind the reader that we define the
left and right lips of the branch cut with respect to observers standing on the
cut with the turning point behind them, see also section 2.4 When we are on
the right lip of the branch cut, we denote the anti-Stokes line along the positive
x-axis by γ1. On the left lip of the branch cut, we use the notation γ4. When
proceeding from γ1 in the clockwise direction, we first arrive at γ2 and then
at γ3. Let us assume that the expansion coefficients on γ1 are given, and that
s(z0, z) increases along the anti-Stokes line, as indicated by the blue arrow in
figure 2.15. This implies that when we move away from γ1 in the clockwise
direction, the action s(z0, z) obtains a negative complex part, as can be derived
from the Cauchy-Riemann relations [193]. Therefore, the basis function f1(z0, z)
attains exponentially large values in this region, which means that it becomes
the dominant term. On the other hand, f2(z0, z) becomes exponentially small
in this region and is the subdominant term. At a certain distance from γ1, the
subdominant term will be much smaller than the error in the dominant term,
and we cannot keep the subdominant term within the accuracy of the method.
86 scattering by one-dimensional potentials
Closer to the anti-Stokes line γ2, both terms become comparable again. However,
the information about the coefficient in front of the subdominant term has been
lost. The coefficient in front of the dominant term does not change, so we have
C
γ1
1 = C
γ2
1 . In its most general form, the relation between the constants C
γ2
1,2 and
C
γ1
1,2 therefore reads(
C
γ2
1
C
γ2
2
)
=
(
1 0
α β
)(
C
γ1
1
C
γ1
2
)
. (2.131)
To determine the coefficient β, we consider two linearly independent solutions
ψ(z) and ψ˜(z). Following equation (2.129), we use the coefficients Cγ11,2 and C˜
γ1
1,2,
respectively, to represent these solutions on the anti-Stokes line γ1. We therefore
write(
ψ ψ˜
ψ ′ ψ˜ ′
)
=
(
f1 f2
f ′1 f
′
2
)(
C
γ1
1 C˜
γ1
1
C
γ1
2 C˜
γ1
2
)
. (2.132)
We subsequently take determinant on both sides of this equation. On the left-
hand side, we then obtain the Wronskian, which is constant due to the current
conservation for second-order ordinary differential equations. On the right-hand
side, the first determinant is also constant, which can be verified with the help
of the definitions (2.127). Hence, the determinant of the second matrix is also
constant. Importantly, this constant does not depend on the anti-Stokes line γ1.
We can then consider the transition between the anti-Stokes lines γ1 and γ2, and
write(
C
γ2
1 C˜
γ2
1
C
γ2
2 C˜
γ2
2
)
=
(
1 0
α β
)(
C
γ1
1 C˜
γ1
1
C
γ1
2 C˜
γ1
2
)
. (2.133)
Taking the determinant on both sides of this equation and using the fact that
the determinants of the matrices with coefficients are equal, we find that the
determinant of the first matrix on the left-hand side equals one. This finally
implies that β = 1.
The change in the subdominant coefficient is therefore given by the so-called
Stokes constant times the dominant coefficient, see also Refs. [193–195, 198]. In
other words, we have(
C
γ2
1
C
γ2
2
)
=
(
1 0
α 1
)(
C
γ1
1
C
γ1
2
)
, (2.134)
where α is the Stokes constant. The fact that only the coefficient in front of the
subdominant term changes was called the ‘principle of exponential dominance’ in
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Ref. [196]. Note that when we start with a subdominant term only, its coefficient
is unchanged, as can also be seen from equation (2.134).
Let us proceed by computing the actual value of the Stokes constant. Following
Ref. [201], we start by noting that the exact solution should be single-valued
when one makes a full turn around the turning point. However, the basis func-
tions (2.127) contain the square root of z, which has a branch cut in the complex
plane. Let z4 be a point on γ4, on the left lip of the branch cut, and let z1 be the
same point, but this time on the right lip of the branch cut, on γ1, see figure 2.15.
When we assume that we are dealing with a simple turning point, we can ap-
proximate q(z) by α(z− z0) = reiφ in the vicinity of the turning point. We can
therefore write
q(z4) = re
iδ, q(z1) = reiδ+2pii, q1/2(z1) = eipiq1/2(z4), (2.135)
where δ is the angle at which the branch cut emanates from the turning point
and equals zero in figure 2.15. Using the definitions (2.127), we then find that
f1(z0, z1) = −if2(z0, z4), f2(z0, z1) = −if1(z0, z4). (2.136)
Since the exact solution is single-valued, we also have
ψ(z) = Cγ11 f1(z0, z1)+C
γ1
2 f2(z0, z1) = C
γ4
1 f1(z0, z4)+C
γ4
2 f2(z0, z4). (2.137)
Combining the latter equation with equation (2.136), we obtain a relation between
the coefficients on the two sides of the branch cut, namely
C
γ4
1 = −iC
γ1
2 , C
γ4
2 = −iC
γ1
1 . (2.138)
Hence, the Stokes constants have to be chosen in such away that when we go
from z1 to z4 in the clockwise direction, see figure 2.15, the matrix M, which we
defined in equation (2.130), equals
M =
(
0 −i
−i 0
)
. (2.139)
We already determined that f1(z0, z) is dominant in the region between γ1 and γ2.
The matrix A that connects the coefficients on these anti-Stokes lines is therefore
given by equation (2.134), that is,
A =
(
1 0
a 1
)
. (2.140)
Since f1(z0, z) is subdominant between γ2 and γ3, the matrix B that connects
the coefficients on these anti-Stokes lines is the transpose of the matrix in equa-
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tion (2.134). The function f1(z0, z) is once again dominant between γ3 and γ4,
which leads to the matrix C given by equation (2.134). Hence,
B =
(
1 b
0 1
)
, C =
(
1 0
c 1
)
. (2.141)
From the identity M = ABC, we then obtain(
1+ bc b
a(1+ bc) + c 1+ ab
)
=
(
0 −i
−i 0
)
. (2.142)
One of these equations turns out to be redundant, and solving the remaining
three equations we find that all three Stokes constants are equal:
a = b = c = −i. (2.143)
When one goes in the counterclockwise direction, a similar computation shows
that all Stokes constants equal i. We also mention that for a cluster of two turning
points, from which four anti-Stokes lines emerge, a similar procedure only gives
a relation between the different Stokes constants, but not their actual value [198].
Finally, we emphasize that the Stokes constants (2.143) are only accurate up to
terms of order h. This is due to the fact that our approximate solutions f1,2,
see equation (2.127), are accurate up to terms of order h× f1,2. We do not give
a precise error estimate in this chapter, but refer the interested reader to e.g.
Refs. [194, 198].
The second case, in which two turning points are connected by a finite anti-
Stokes line, was already completely discussed in the main text. We therefore
turn to the third case, in which we have a transition between two anti-Stokes
lines γ1 and γ2 that emanate from different turning points z0 and z1. When we
move away from the Stokes line γ1 that emanates from the turning point z0,
one of the basis functions becomes dominant. When we assume, for definiteness,
that f1(z0, z) becomes dominant, then f2(z0, z) becomes subdominant. Under
the assumption that the coefficients Cγ11 and C
γ1
2 are comparable, it is shown in
Ref. [198] that, sufficiently far from the turning point z0, the solution is accurately
represented by the dominant term only. Hence, the subdominant term should
be neglected in this region. Furthermore, an estimate of the error is derived. In
terms of matrices, this statement can be cast in the form
M =
(
eis(z0,z1)/h 0
0 0
)
, s(z0, z1) =
∫z1
z0
dz ′ q1/2(z ′). (2.144)
The above reasoning tells us that when we consider an approximate solution
within a classically forbidden region, we cannot regard it as an accurate represen-
tation of the exact solution when we move in the direction in which this approxi-
mate solution is decreasing [198]. This leads to the so-called one-directional nature
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of the connection formulas [193, 194, 196, 198], which says that a connection
formula between a classically forbidden region and a classically allowed region
can only be used in one direction. In equation (2.144) this one-directionality is
manifest, since the determinant of the matrix M equals zero.
One may ask what happens when one nevertheless keeps the subdominant
solution in the classically forbidden region between γ1 and γ2 and assumes that
the coefficient in front of it does not change. In Refs. [194, 198], the result of
such a procedure was compared with the exact solution for a parabolic potential,
and it was shown that such a naive procedure gives wrong results for the
exponentially small corrections. We therefore emphasize that the WKB-method
applied to simple turning points can only give correct results in the leading-order
approximation. When exponentially small corrections are required, one needs to
resort to either unitarity arguments or one needs to make use of an exact solution,
in the way that is explained in the main text and in appendix 2.B.
2.a.2 Application to scattering of massless Dirac fermions
We now want to make the connection between the more abstract theory from the
previous subsection, and the particular case of potential scattering for massless
Dirac fermions which is considered in the main text. From equation (2.7), we see
that for the case of graphene
q(z) = v2(z) − p2y + ihv
′(z). (2.145)
Since we now include the term proportional to h, or, as one may say, the quantum
part, into the function q(z), the basis functions (2.127) are slightly different from
the asymptotic solutions (2.18) that we introduced in the main text. We can
however recover the latter by expanding the square root of q(z) as
(
v2(z) − p2y + ihv
′(z)
)1/2
=
(
v2(z) − p2y
)1/2
+
ihv ′(z)
2(v2(z) − p2y)
1/2
. (2.146)
This shows that the terms in the exponents match. Regarding the amplitude
factor q−1/4, we note that we only considered the leading-order terms in the
construction of the basis functions (2.127). Hence, higher-order corrections do
not play a role and we can safely neglect the term proportional to h in this
amplitude factor. We therefore recover the approximate solutions (2.18) from the
basis functions (2.127). We remark that the quantum part of q(z) also slightly
shifts the turning points as compared to the way in which they were introduced
in the main text. However, one can show that this shift is of order h and that it
also does not change the results to leading order. We can therefore consider the
approximate solutions (2.18).
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At this point, we have to choose how we look at the term
exp
(
1
2
∫z
z0
dζ
v ′(ζ)
(v2(ζ) − p2y)
1/2
)
(2.147)
in the approximate solutions (2.18). The first option is to look at this term as
being part of the action. In this case, we have to change the lower limit in the
integral when making a transition from one turning point to another. From the
previous section, we see that the Stokes constant for a clockwise rotation equals
−i in this case. Note that, to leading order, this result is not changed by the
correction in equation (2.145). Using the method of comparison equations, we
give an independent proof of this fact in appendix 2.B.2. Generally, this way of
looking at the exponent (2.147) naturally arises when one uses the method of
comparison equations, see appendix 2.B.
The second option is to calculate the integral in the exponent (2.147) once, and
to regard it as an amplitude factor. This point of view was taken in the main text,
and leads to the solutions (2.20) that include the additional amplitude factor g(z).
However, equation (2.136) is no longer valid in this case. When v(z0) is positive,
i.e. when we are dealing with a turning point that separates a hole region from
a classically forbidden region, we still have g1/2(z1) = g−1/2(z4). On the other
hand, when v(z0) is negative, i.e. when we are dealing with a turning point that
is on the boundary of an electron region, we have g1/2(z1) = −g−1/2(z4). These
two statements can be combined as
f1(z0, z1) = −iαvf2(z0, z4), f2(z0, z1) = −iαvf1(z0, z4), (2.148)
where αv = sgnv(x0), see equation (2.28). Repeating the derivation that we
performed in the previous subsection, one finds that the Stokes constant for a
clockwise rotation equals −iαv, cf. equation (2.36). To comply with the main
text, we also choose this second way of looking at the exponent (2.147) in this
appendix.
We can now rederive the results from section 2.5.2 using the matrix approach
that we just explained. The Stokes diagram for an n-p junction is shown once
again in figure 2.16. In section 2.5.2, we had to carefully select the path that we
took in the complex plane. However, when we use the Stokes constants we no
longer have to be so careful. We therefore start on the anti-Stokes line γ1 with two
coefficients, Cγ11 and C
γ1
2 . Taking the path indicated in figure 2.16, the analytic
continuation of the square root is defined as
(v2(x) − p2y)
1/2 =
√
v2(x) − p2y, x > x+
(v2(x) − p2y)
1/2 = e−ipi/2
√
p2y − v
2(x), x− < x < x+,
(v2(x) − p2y)
1/2 = e−ipi
√
v2(x) − p2y, x < x−.
(2.149)
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Figure 2.16: The Stokes diagram for an n-p junction, together with the path we take in the
complex plane. The solid circles represent the turning points x±, with v(x±) = ±|py|, and
the wavy lines represent the branch cuts. The relevant anti-Stokes lines (solid lines) are
labeled γ1–γ4.
With this definition, the function f1(x+, z) is dominant between γ1 and γ2, and
since v(x+) > 0, we use the matrix (2.134) with α = −i, that is,(
C
γ2
1
C
γ2
2
)
=
(
1 0
−i 1
)(
C
γ1
1
C
γ1
2
)
. (2.150)
Upon going from the anti-Stokes line γ2 to γ3, we see that η+1 is subdominant,
whereas η−1 is dominant. We therefore use the matrix(
C
γ3
1
C
γ3
2
)
=
(
0 0
0 e−is(x+,x−)/h
)(
C
γ2
1
C
γ2
2
)
(2.151)
In the region between γ3 and γ4, the function η−1 (z) is dominant. Since v(x−) < 0,
our matrix becomes(
C
γ4
1
C
γ4
2
)
=
(
1 i
0 1
)(
C
γ3
1
C
γ3
1
)
. (2.152)
The final step is to match the coefficients of the semiclassical solutions (2.20) to
the coefficients aelr,l and a
h
r,l of the right- and left-moving electron and hole waves,
see section 2.5. Using that Cγ11 = a
h
l ,C
γ1
2 = a
h
r ,C
γ4
1 = −a
el
l and C
γ4
2 = −a
el
r
and multiplying the three matrices above, we find that for an n-p junction(
aelr
aell
)
=
(
eK/h −ieK/h
−ieK/h −eK/h
)(
ahr
ahl
)
, (2.153)
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where K is given by equation (2.58). The result for a p-n junction can be de-
rived from this result by using the relation between the transfer matrices (2.40)
and (2.44). Naturally, the reflection and transmission coefficients that can be ob-
tained from equation (2.153) coincide with our previous results (2.59) and (2.64).
We once again note that the matrix in equation (2.153) has zero determinant. This
is a direct consequence of the fact that we neglected the exponentially small term
within the barrier, and implies that we can only use this matrix in one direction,
that is, from the right to the left.
2.b the method of comparison equations
In this appendix we consider the second way to solve the connection problem, the
method of comparison equations [205–209]. The basic idea of this method is to
express the solutions of the original differential equation in terms of the solutions
of a related equation that is exactly solvable. This is the rigorous formulation of
the approach usually taken in text books on quantum mechanics, see e.g. Ref. [96],
where one approximates the potential by a linear function, and writes down the
solution in terms of Airy functions. Generally speaking, the Airy equation is the
prototype equation if a simple turning point is taken into account. If more turning
points are considered, one can reduce the initial problem to more complicated
prototype equations with the same number of turning points. In this appendix
we use the formulation given in Ref. [209].
2.b.1 Explanation of the method
We consider the second-order differential equation
h2
d2ψ
dz2
+ R(z,h)ψ(z) = 0, (2.154)
where h 1 is a dimensionless small parameter, and z lies in a (possibly complex)
domain D. The function R(z,h) is assumed to be analytic, with asymptotic
expansion
R(z,h) =
∞∑
n=0
Rn(z)h
n (2.155)
with respect to h. We call a point zj at which R0(z) has a root of order mj a
turning point of order mj. The total number of turning points is denoted by N+ 1
and we set µ =
∑N
j=0mj. Note that this definition of a turning point coincides
with the definition that we made in the main text. However, it slightly differs
from the definition that we made in the previous appendix 2.A, in which we
2.B the method of comparison equations 93
called a root of q(z) = R(z,h) a turning point. These slightly different definitions
lead to the same results.
We now show how to reduce equation (2.154) to the related equation
h2
d2V
dφ2
+Q(φ,h)V(φ) = 0. (2.156)
The exact choice of Q(φ,h) will be specified below. Following Ref. [209], we write
the solution ψ(z) of equation (2.154) as
ψ(z,h) = (φ ′(z))−1/2V(φ(z)). (2.157)
Substituting it into equation (2.154), we find that this equation is satisfied if
h2
(
3
4
(φ ′′)2
(φ ′)2
−
φ ′′′
2φ ′
)
−Q(φ,h)(φ ′)2 + R(z,h) = 0. (2.158)
We solve this equation order by order in h. To this end, we assume that Q(φ,h)
and φ(z,h) have the asymptotic expansions
Q(φ,h) =
∞∑
n=0
Qn(φ)h
n (2.159)
φ(z,h) =
∞∑
n=0
φn(z)h
n. (2.160)
Collecting all terms of order h0, we find that
Q0(φ0)(φ
′
0)
2 = R0(z). (2.161)
Gathering the terms of order h1, we obtain
Q1(φ0)(φ
′
0)
2 +Q ′0(φ0)φ1(φ
′
0)
2 + 2Q0(φ0)φ
′
0φ
′
1 = R1(z). (2.162)
Using equation (2.161), we can eliminate Q0 and its derivative from equa-
tion (2.162). Rewriting the result, we obtain
d
dz
(
2R
1/2
0
φ ′0
φ1
)
= R
−1/2
0
(
R1 − (φ
′
0)
2Q1(φ0)
)
. (2.163)
Hence, the function φ1(z) is given by
φ1(z) =
1
2
φ ′0R
−1/2
0
∫z
z0
dz ′ R−1/20
(
R1 − (φ
′
0)
2Q1(φ0)
)
. (2.164)
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We assume that the mapping φ(z) is non-singular, i.e. that φ ′ does not vanish
within D. According to equation (2.161), this means that Q0(φ0) should vanish
whenever R0(z) vanishes. By taking the derivative of equation (2.161), one can
show that Q0(φ0) should have a root φ0(zj) of ordermj at every turning point zj.
We therefore conclude that Q0(φ0) and R0(z) have the same number of turning
points within D, and that the order of their degeneracy coincides.
In the simplest cases, we can choose Q0(φ) to be a polynomial function. Since
we just concluded that Q0(φ0) should have the same number of turning points
within D as R0, we can write this polynomial as
Q0(φ) = γµ0
N∏
j=0
(φ−φ0(zj))
mj . (2.165)
Taking the square root of equation (2.161), substituting the above expression and
integrating from a turning point z0 to an arbitrary point z, we find∫φ0(z)
φ0(z0)
ds
N∏
j=0
[s−φ0(zj)]
mj/2 =
∫z
z0
dz ′ [γ−1µ0R0(z
′)]1/2. (2.166)
If we take the upper limit z in equation (2.166) to be one of the turning points
zi 6= z0, then we can use this equation to determine the constants φ0(zj). However,
this gives only N equations for the N+ 1 unknowns φ0(zj), and also leaves the
constant γµ0 undetermined. On a heuristic level, this means that in constructing
the mapping one is free to choose both the origin and the scale. However, the
sign of γµ0 is important, since it determines whether we are dealing with a
barrier-type, or a well-type problem. Equation (2.166) also implicitly determines
the mapping φ0(z), as we show explicitly in the next subsections.
We can also choose Q1(φ,h) to be a polynomial function, that is,
Q1(φ) =
∞∑
k=0
γk1φ
k. (2.167)
Then equation (2.162) becomes
φ1(z) =
1
2
φ ′0R
−1/2
0
∫z
z0
dz ′ R−1/20
(
R1 − (φ
′
0)
2
µ∑
k=0
φk0γk1
)
. (2.168)
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We require this expression to be non-singular at the turning points. This implies
that [208, 209]∫zj
z0
dz ′ R−1/20
(
R1 − (φ
′
0)
2
µ∑
k=0
φk0γk1
)
= 0, (2.169)
dq
dzq
(
R1 − (φ
′
0)
2
µ∑
k=0
φk0γk1
)
= 0 at z = zj, (2.170)
where j runs from 0 toN and q runs from 0 tomj− 2. These conditions determine
the constants γk1. One should note that there are only µ− 1 equations, while
there are µ+ 1 constants. Therefore, some of them can be set to zero, and this
considerably simplifies the expression for Q1(φ). Once these constants have been
determined, equation (2.168) determines φ1(z).
In a similar way, one can show that the higher-order terms φj, with j > 2, in
the expansion of φ(x, z) exist. Therefore, the mapping (2.160) is well-defined. We
do not consider these higher-order corrections explicitly in this thesis and only
remark that they are well-defined [208, 209].
2.b.2 Application to a first-order turning point
In this subsection, we apply the method of comparison equations to the case of
a simple turning point on the real axis. In other words, we illustrate how the
method that we discussed in the previous subsection can be used to solve the
connection problem. Specifically, we consider the case where the turning point
separates a classically forbidden region (on the left-hand side) and a classically
allowed region (on the right-hand side). From the second-order differential
equation (2.7) for massless Dirac fermions, we see that
R0(x) = v
2(x) − p2y, R1(x) = iv
′(x). (2.171)
Since we consider a first-order turning point x0 on the real axis, we have m0 = 1
and µ = 1. For convenience, we can set φ0(x0) = 0. Because we assume that
the classically forbidden region lies on the left-hand side, we also have γ10 = 1.
Furthermore, we define the analytic continuation of the square root as
x1/2 =
√
x, x > 0,
x1/2 = −i
√
|x|, x < 0.
(2.172)
From equation (2.166) we then obtain
2
3φ
3/2
0 (x) =
∫x
x0
dx ′ R1/20 (x
′). (2.173)
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Since we have only one turning point, condition (2.169) does not give us any
information, and we can set γ11 = γ01 = 0. Inserting these constants into
equation (2.168), we obtain φ1(x) as
φ1(x) =
1
2
φ ′0R
−1/2
0
∫x
x0
R1(x
′)
R
1/2
0 (x
′)
dx ′. (2.174)
Equations (2.173) and (2.174) together determine the mapping φ(x).
Now that we have established the mapping, we can solve our related equation,
which is given by
h2
d2V
dφ2
+φV(φ) = 0. (2.175)
This is the well-known Airy (sometimes also called Stokes) equation, and its
solution can be expressed in terms of the Airy functions [217, 218], namely
V(φ) = c1Ai(−h−2/3φ) + c2Bi(−h−2/3φ). (2.176)
Assuming that we are sufficiently far from the turning point, we can use the
asymptotic expansions of the Airy functions. For ξ→∞, they read
Ai(ξ) =
e−
2
3ξ
3/2
2
√
piξ1/4
, Bi(ξ) =
e
2
3ξ
3/2
√
piξ1/4
, (2.177)
Ai(−ξ) =
sin
(
2
3ξ
3/2 + 14pi
)
√
piξ1/4
, Bi(−ξ) =
cos
(
2
3ξ
3/2 + 14pi
)
√
piξ1/4
. (2.178)
We can then find the solutions to the original differential equation (2.154) from
the result (2.157) and the mapping. From equation (2.160), we find that
(h−2/3φ)3/2 =
1
h
φ
3/2
0 +
3
2
φ
1/2
0 φ1 +O(h), (2.179)
and from equation (2.173) that
φ
1/2
0 φ
′
0 = R
1/2
0 . (2.180)
We then construct the solution to the original equation by inserting the mapping,
given by equations (2.173) and (2.174), into the result (2.157). To simplify the
notation, we define the waves
η˜±1 (x) =
1
R
1/4
0
exp
(
± i
2
∫x
0
R1
R
1/2
0
dx ′
)
exp
(
± i
h
∫x
0
R
1/2
0 dx
′
)
. (2.181)
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Note that these functions are equal to the ones defined in equation (2.18) of
the main text. Furthermore, as we discussed in appendix 2.A.2, these functions
coincide with the basis functions (2.127) when we do not regard the first exponent
as an amplitude, but instead as part of the action. After a short computation, we
find that for x→∞,
ψ(x) =
eipi/4
2pi1/2
(−ic1 + c2)η˜
+
1 (x) +
e−ipi/4
2pi1/2
(ic1 + c2)η˜
−
1 (x). (2.182)
On the other hand, we find that for x→ −∞,
ψ(x) =
e−ipi/4
2pi1/2
c1η˜
+
1 (x) +
e−ipi/4
pi1/2
c2η˜
−
1 (x). (2.183)
To establish the latter result, we used the analytic continuation (2.172) of the
square root, since R0(x) is imaginary in this case.
In appendix 2.A, we stated that, inside the classically forbidden region, only
the term that increases along a given path should be kept [198]. We therefore set
the coefficient of the other term to zero in our considerations. Similar caution has
to taken when interpreting the results (2.182) and (2.183), that is, we have to set
the coefficient of the subdominant term to zero. When going from the classically
allowed region into the classically forbidden region, we therefore have [193, 194,
198]
c+,∞η˜+1 + c−,∞η˜−1 → (−ic+,∞ + c−,∞)η˜−1 (2.184)
where c+,∞ = eipi/4pi−1/2(−ic1 + c2)/2 and c−,∞ = e−ipi/4pi−1/2(ic1 + c2)/2.
Comparing this result with the results obtained in appendix 2.A, we conclude
that the factor −i in front of c+,∞ on the right-hand side is nothing but the Stokes
constant.
Let us also see what happens when we go from the classically forbidden region
into the classically allowed region. Then the connection formula reads
η˜+1 (x)→ η˜+1 (x) + iη˜−1 (x). (2.185)
This concludes our discussion of the connection formulas for a simple turning
point and their one-directional nature.
2.b.3 Application to n-p and p-n junctions
When we want to construct a uniform approximation for the transmission co-
efficient through an n-p junction, we should consider a related equation that
includes both turning points x− < x+. In other words, we should treat the two
turning points as a cluster. In our analysis, we assume that these turning points
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are nondegenerate, i.e. m0 = m1 = 1 and µ = 2. Since we consider a barrier
type problem, we have γ20 = 1. Furthermore, we set φ0(x−) = −φ0(x+) = −a.
Defining the square root as in equation (2.149), we find from equation (2.166) that
pia2
2
=
∫x+
x−
√
p2y − v
2(x)dx = K, (2.186)
where the last equality follows from our definition (2.58). Equality (2.186) deter-
mines the constant a in the related equation in terms of the parameters of our
initial problem. We also use equation (2.166) to determine the mapping φ0(z).
To this end, we first compute the integral on the right-hand side analytically.
Subsequently, we expand the result in the limit |φ0|  a. This means that we
consider the solutions sufficiently far away from the turning points. We find that
the mapping φ0(z) is given by∫x
x−
√
v2(x ′) − p2y dx
′ ∼= −
1
2
φ20 +
a2
4
+
a2
2
ln
(
−2
φ0
a
)
, x < x−,∫x
x+
√
v2(x ′) − p2y dx
′ ∼=
1
2
φ20 −
a2
4
−
a2
2
ln
(
2
φ0
a
)
, x > x+.
(2.187)
For the case of an ordinary Schrödinger equation, one has R1 = 0. Hence, the
first correction φ1 is zero. This leads to the scattering matrices stated in, for
instance, Ref. [198]. However, for massless Dirac fermions φ1 does not vanish,
since R1 = iv ′(x). Inserting this into equation (2.169), and setting the upper limit
to x+, we find that
γ01 = i. (2.188)
From equation (2.168), we then obtain φ1(x) as
φ1(x) ∼=
1
2φ0
− ∫x
x−
iv ′√
v2 − p2y
dx ′ + i ln
(
−
a
2φ0
) , x < x−,
φ1(x) ∼=
1
2φ0
∫x
x+
iv ′√
v2 − p2y
dx ′ − i ln
(
2φ0
a
) , x > x+,
(2.189)
where we have once again performed an expansion in the limit of large φ0.
Inserting our results into the related equation (2.156), we see that it reduces to
h2
d2V
dφ2
+
(
φ2 − a2 + ih
)
V(φ) = 0, (2.190)
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which is exactly the differential equation for an n-p junction in graphene with a
linear potential [47, 50, 167]. Its solution is given by [47, 50, 167]
V(ξ) = c1Dν(
√
2eipi/4h−1/2φ) + c2D−ν−1(
√
2e3ipi/4h−1/2φ), ν =
ia2
2h
,
(2.191)
where Dν(x) denotes the parabolic cylinder function [218, 225]. The asymptotic
expansion of Dν(x) is given by
Dν(z) =

zνe−z
2/4, − pi/2 < arg (z) 6 pi/2
zνe−z
2/4 − z−ν−1ez
2/4e−ipiν
√
2pi
Γ(−ν)
, arg (z) 6 −pi/2
zνe−z
2/4 − z−ν−1ez
2/4eipiν
√
2pi
Γ(−ν)
, arg (z) > pi/2.
(2.192)
Just as in the previous subsection, the solution of the original differential equation
is now given by
ψ(x) = (φ ′(x))−1/2V(φ(x)), (2.193)
in which one has to insert the mapping, given by equations (2.187) and (2.189).
The final step is to match the resulting expressions to the scattering states (2.27).
After some calculations, one finds that the transfer matrix (2.40) connecting the
hole states on the right and the electron states on the left is given by
Tnp =
(
eK/h
√
e2K/h − 1 e−iθ−ipi/2√
e2K/h − 1 eiθ−ipi/2 −eK/h
)
, (2.194)
where K is given by equation (2.58) and θ by equation (2.70). To find the transfer
matrix for a p-n junction, one can either perform a similar calculation, or use
the connection between the transfer matrices (2.40) and (2.44). Either way, one
obtains
Tpn =
(
eK/h
√
e2K/h − 1 eiθ+ipi/2√
e2K/h − 1 e−iθ+ipi/2 −eK/h
)
. (2.195)
From these matrices, one can easily derive the transmission coefficient (2.59) and
the reflection coefficient (2.66). Finally, note that in the limit K/h → ∞ the ma-
trix (2.194) reduces to the matrix (2.153) obtained from the WKB approximation.
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2.b.4 Application to Schrödinger-like cases
In the previous subsection, one of the turning points corresponded to v(z) =
−|py|, and the other one to v(z) = |py|. In this subsection, we consider the situa-
tion in which both of the turning points correspond to v(z) = −|py|. The results
are therefore applicable to the conventional tunneling regime from section 2.7
when we only take the two turning points on the real axis into account, as well as
to the regime of above-barrier scattering from section 2.6 when we only consider
the middle two turning points. The final results that we find for the reflection
and transmission coefficients are similar to those for an ordinary Schrödinger
equation. We therefore use the term Schrödinger-like cases.
The computations for the conventional tunneling regime and the regime of
above-barrier scattering are similar [198], although the latter is slightly more
complicated. We therefore focus on it below, noting that the computation for
the other regime can be performed in an analogous way. Because we consider
above-barrier scattering, the turning points are complex. Hence, we have to apply
the method of comparison equations to a complex domain D, which contains
these turning points as well as the real axis.
Let us consider two simple complex turning points, z1− and z1+. Since the
problem is of barrier-type, we have γ20 = 1. Furthermore, we set φ0(z1−) =
−φ(z1+) = −ib, with b a positive real parameter. We assume that the branch cut
is placed between the two turning points, and define
x1/2 =
√
x, x > x0,
x1/2 = e−ipi
√
x, x < x0,
(2.196)
where x0 is the point at which the Stokes line from z1+ to z1− crosses the real
axis, see section 2.6. Performing the integration on the positive side of the branch
cut, we find that
K = 2i
∫z1+
x+0
(v2(z) − p2y)
1/2dz = i
∫z1+
z1−
(v2(z) − p2y)
1/2dz = −
pib2
2
. (2.197)
We remind the reader that with x±0 we mean the point x0 ± ε when ε → 0.
Furthermore, the first equality above follows from the definition (2.76), and the
second equality follows from the fact that v(x) is a real function. The third equality,
which is the most important one for this subsection, follows from equation (2.166).
With the help of equation (2.166), we can then determine the mapping φ0(z).
To this end, we set the lower limit of integration to z1−, and split the integral into
two parts on both sides. The first part goes along the branch cut, and connects
the turning point to the point x0 on real axis. Using equation (2.197), we find
that the first part on the left-hand side equals the first part on the right-hand
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side, which means that these parts cancel. Computing the second integral on the
right-hand side and performing an expansion for large φ0, we find that∫x
x−0
√
v2(x ′) − p2y dx
′ ∼= −
1
2
φ20 −
b2
4
−
b2
2
ln
(
−2
φ0
b
)
, x < x0,∫x
x+0
√
v2(x ′) − p2y dx
′ ∼=
1
2
φ20 +
b2
4
+
b2
2
ln
(
2
φ0
b
)
, x > x0.
(2.198)
In contrast to the previous example, equation (2.169) shows that this time
γ01 = 0, (2.199)
due to the fact that both turning points correspond to v(z1±) = −|py|. This
implies that the comparison equation will be identical to the one for an ordinary
Schrödinger equation, and that we can therefore expect similar results. Using
equation (2.168), we find that φ1(x) equals
φ1(x) ∼= −
1
2
φ−10
∫v(x)
−|py|
idv√
v2 − p2y
, x < x0,
φ1(x) ∼=
1
2
φ−10
∫v(x)
−|py|
idv√
v2 − p2y
, x > x0,
(2.200)
where we have once again performed an expansion in the limit of large φ0.
The related equation (2.156) reduces to
h2
d2V
dφ2
+
(
φ2 + b2
)
V(φ) = 0, (2.201)
which is indeed the same as for an ordinary Schrödinger equation. Its solution is
given by
V(φ) = c1Dν(
√
2eipi/4h−1/2φ)+c2D−ν−1(
√
2e3ipi/4h−1/2φ), ν = −
1
2
−
ib2
2h
.
(2.202)
As in the previous subsection, we now construct the exact solution using equa-
tion (2.157). After that, we use the asymptotic expansions of the parabolic cylinder
functions and apply the mapping, given by equations (2.198) and (2.200). Match-
ing the result to the scattering states (2.27), we obtain the reflection and transmis-
sion coefficients (2.79), which are similar to those for an ordinary Schrödinger
equation [198].
The computation for tunneling through the barrier goes entirely similar, the
main difference being that this time the turning points are real and that K is
positive instead of negative. However, as indicated in section 2.7 and shown in
Ref. [198], the final answer is exactly the same up to these differences.
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2.b.5 Application to above-barrier scattering
In the previous subsection, we applied the method of comparison equations to
above-barrier scattering. In particular, we considered two turning points that
both correspond to v(z) = −|py|. In section 2.6, we saw that upon near-normal
incidence on a short-range potential, the two complex turning points z1+ and z2+
become nearly degenerate. These turning points correspond to v(z1+) = −|py|
and v(z2+) = |py|, respectively. Hence, if we want to derive an expression for the
reflection coefficient that is valid at near-normal incidence, we should apply the
method of comparison equations to these two turning points.
Since the two turning points z1+ and z2+ are connected by an anti-Stokes line,
we are dealing with a well-type problem, and we have γ20 = −1. The turning
points z1+ and z2+ are mapped to −ib and ib respectively, and the branch cut is
placed between these two points. Using equation (2.166), we find that
S =
∫z2+
z1+
(v2(z) − p2y)
1/2dz = −
pib2
2
, (2.203)
where the quantity S was defined in equation (2.84). Looking at figure 2.3(b),
we observe that there are four anti-Stokes lines emerging from the upper cluster
of two turning points. Since we are interested in the wavefunction along the
lower two anti-Stokes lines, we consider φ0 in the lower half-plane. Applying
equation (2.166) once more, we find that
∫z
z1+
(v2−p2y)
1/2dz ′ = −
pib2
4
+
i
2
φ0(φ
2
0+b
2)1/2+
ib2
2
ln
φ0
b
+
(
φ20
b2
+ 1
) 1
2
 .
(2.204)
We subsequently determine γ01 using equation (2.169) and find that γ01 = 1.
Using this result in equation (2.168), we obtain φ1(z) as
φ1(z) =
1
2φ
′
0R
−1/2
0
∫z
z1+
iv ′(z ′)
(v2 − p2y)
1/2
dz ′ + i ln
φ0
b
+
(
φ20
b2
+ 1
)1/2− pi
2
 .
(2.205)
Using our previous results, the related equation (2.156) becomes
h2
d2V
dφ2
+
(
−φ2 − b2 + h
)
V(ξ) = 0. (2.206)
This equation has the solution
V(φ) = c1Dν(
√
2h−1/2φ) + c2D−ν−1(i
√
2h−1/2φ), ν = −
b2
2h
, (2.207)
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in terms of the aforementioned parabolic cylinder functions Dν(z). Looking at
the asymptotic expansions (2.192), we see that they represent traveling waves
along the lines Arg(φ) = −pi/4 and Arg(φ) = −3pi/4 in the lower half-plane. We
therefore make an expansion along these lines, and then make use of the mapping
given by equations (2.204) and (2.205). In this way, we obtain the asymptotic
expansion of the solution of the original equation on the anti-Stokes lines γ1 and
γ2 in figure 2.10. In terms of the functions η˜
±
1 (z), defined in equation (2.18), let
us write
ψ(z) = cγ11 η˜
+
1 (z), (2.208)
on γ1 and
ψ(z) = cγ21 η˜
+
1 (z) + c
γ2
2 η˜
−
1 (z), (2.209)
on γ2. After some calculus, we then obtain
c
γ2
1
c
γ1
1
= 1,
c
γ2
2
c
γ1
1
= −ia, (2.210)
where a was defined in equation (2.83). Since the first exponent in the asymptotic
solutions (2.18) equals (−g)∓1/2, the results (2.210) show that upon passing from
γ2 to γ1, the transmitted wave (2.81) turns into the result (2.82).
2.b.6 Application to the exactly solvable potential increase
In this final subsection, we apply the method of comparison equations to the
exactly solvable model for a finite potential increase that we considered in sec-
tion 2.8. As in the previous subsections, we consider a cluster of two turning
points, specifically the turning points z2+ and z1+ that lie above the real axis,
see figure 2.11. These turning points satisfy the relations Re(z2+) < Re(z1+),
v(z2+) = |py|, and v(z1+) = −|py|. When we apply the method of comparison
equations, we map z2+ and z1+ onto the points −a and a, respectively. Hence,
the setup coincides with the setup for a p-n junction, which we considered in
appendix 2.B.3 However, this time we want to consider the asymptotic representa-
tion of the exact solutions along different anti-Stokes lines. To find the transmitted
wave, we need to consider the solution along the anti-Stokes line γ1 in figure 2.11,
which corresponds to Arg(φ) = 0 in the comparison equation. Furthermore, we
find the incoming and reflected waves by considering the solution along the anti-
Stokes line γ2, which corresponds to the line Arg(φ) = −pi/2 in the comparison
equation. A second difference is that we want to obtain wavefunctions that are
defined with respect to the reference point z1+.
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Applying the method of comparison equations as in appendix 2.B.3, we find
that the comparison equation for this case equals
h2
d2V
dφ2
+
(
φ2 − a2 − ih
)
V(φ) = 0. (2.211)
This equation has the solution
V(ξ) = c1Dµ−1(
√
2eipi/4h−1/2φ) + c2D−µ(
√
2e3ipi/4h−1/2φ), µ =
ia2
2h
,
(2.212)
in terms of the the parabolic cylinder functionsDν(x). We then use the asymptotic
expansions of the parabolic cylinder functions and the mapping φ = φ(z) to find
the asymptotic expansion of the exact solution along the anti-Stokes lines γ1 and
γ2 in figure 2.11. Introducing the coefficients c
γ1
1 and c
γ2
1,2 in the same way as in
the previous subsection, we obtain
c
γ2
1
c
γ1
1
= 1,
c
γ2
2
c
γ1
1
= −i
(
1− e−2S/h
)1/2
e−iθ, (2.213)
in terms of the quantities S and θ defined by equations (2.114) and (2.115),
respectively.
The reflection coefficient (2.113) is then obtained by a procedure similar to the
one used in section 2.6. We start with a transmitted wave, which is defined with
respect to the point x0 on the real axis. We subsequently change the reference
point to z1+ and use the result (2.213) to make the transition from the anti-Stokes
line γ1 to the anti-Stokes line γ2. Finally, we change the reference point back to
x0 to obtain the reflection coefficient (2.113).
3P S E U D O S P I N P O L A R I Z AT I O N I N V E S E L A G O L E N S E S
In the introductory chapter, we discussed Veselago lensing for massless Dirac
fermions. In particular, we constructed the wavefunction for a point source with
a certain polarization. This polarization corresponds to pseudospin for graphene
and to real spin for topological insulators. In this chapter, we investigate its effect
on the position of the central focusing spot and on its intensity. Depending on the
exact polarization of the point source, we observe either a vertical displacement
of the intensity maximum, or even complete vanishing of the central focusing
spot. Besides a polarized point source, we also consider the situation in which
current is injected into a graphene sample through a narrow lead. In this case,
an initial sublattice polarization leads to a difference between the amounts of
current emitted with positive and negative transversal momenta. For both setups,
we therefore find that, through quantum interference, an initial polarization leads
to breaking of the symmetry that is present in the classical trajectories. We study
both systems in detail using the semiclassical approximation. By comparing the
results to the exact solutions, we establish that semiclassical methods provide
a very effective way to study Veselago lensing. For a polarized point source,
we derive an easy-to-use analytical formula for the vertical displacement of the
main focus. For current injection through a lead, we use semiclassical methods to
identify two different scattering regimes.
This chapter is based on the following publication:
K. J. A. Reijnders and M. I. Katsnelson, Symmetry breaking and (pseudo)spin po-
larization in Veselago lenses for massless Dirac fermions, Phys. Rev. B 95, 115310
(2017).
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3.1 introduction
In section 1.4, we gave an introduction to Veselago lensing in graphene. We
discussed that a one-dimensional n-p junction in graphene focuses charge carri-
ers [168], because the group velocity points in the same direction as the phase
velocity for electrons, whereas the group velocity points in the opposite direction
as the phase velocity for holes. In this chapter, we take a closer look at Veselago
lensing in graphene. We mainly consider the wavefunction for a polarized point
source, which we computed in section 1.4.2 using the Green’s function. However,
at the end of this chapter, we also briefly consider the situation where current
flows into a sample through a lead that is attached on one of its sides.
The emphasis in this chapter is not so much on the classical focusing, but rather
on the matrix character of the Dirac Hamiltonian and on how it influences the
interference pattern. In particular, we consider the case where the point source or
incoming wave has a certain sublattice or pseudospin polarization, meaning that
the current is not equally distributed among the two graphene sublattices. The
fact that we are dealing with spinors makes this problem different from optical
problems, where one is usually concerned with the Helmholtz equation.
We study these interference effects using the semiclassical approximation,
which is valid when the dimensionless semiclassical parameter h is small. As
we saw in section 1.2.5, we can reach the deep semiclassical limit in graphene
by considering either large length scales or high energies. In section 1.2.3, we
discussed how one can experimentally realize high-energy states in graphene.
The first step of our analysis is to carefully review classical focusing in graphene
n-p junctions. To this end, we need a few elements from the general theory known
as catastrophe theory [226–229], which describes caustics and wave fronts. We
subsequently apply the stationary phase approximation [94, 230, 231] to the
wavefunction for a polarized point source. However, the simplest form of this
approximation fails near intensity maximum, which is where our primary interest
lies. In order to quantitatively study interference effects near the main focus, we
therefore employ the Pearcey approximation [232–234]. We also briefly consider
the uniform approximation [233, 235] for the wavefunction near the focus. This
approximation is related to the method that we successfully applied to graphene
in the previous chapter. Because we compare the various approximations with
the exact solution, this study can also be considered as a benchmark for the
application of various semiclassical methods to graphene.
One of our interests is to see if pseudospin polarization could lead to breaking
of the symmetry between the K and K ′-valleys in graphene. If this is the case,
then it may provide another way of creating valley polarization in graphene [236].
Since charge carriers in both valleys obey the same classical Hamiltonian, see sec-
tion 1.2.2, it is clear that the valley polarization we are looking for can only result
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from quantum interference. It is therefore unlikely that a polarization of 100%
could be realized in our system. Valley polarization could for instance be detected
using the valley Hall effect [116, 237] or second harmonic generation [238].
We believe that there may be ways to realize a sublattice polarization in
graphene experimentally. First, one could inject electrons on a single site using
a scanning tunneling microscope (STM) with an atomically sharp tip. Second,
one could consider a device in which electrons tunnel into a graphene layer
through hexagonal boron nitride. Because the strengths of the carbon–nitrogen
and carbon–boron interactions differ, see Refs. [75–77] and section 1.2.4, this
could lead to an asymmetry between graphene’s sublattices. In this context, we
note that it has recently been shown experimentally that a device with a few
layers of hexagonal boron nitride between two layers of (bilayer) graphene can be
used to manipulate the valley and pseudospin state of Dirac electrons [239]. We
believe that a sublattice polarization would be easier to realize when we consider
a graphene sample with current flowing in through a graphene lead at one of
its sides. Here, one could create an initial sublattice polarization in the lead by
using a substrate that acts differently on both sublattices. This would give rise to
a mass term in the Dirac equation, see section 1.2.4 and Ref. [3].
The valley polarization that we are looking for may seem similar to the polar-
ization that can be created by Veselago lensing in chiral metamaterials. However,
we emphasize that these two polarizations have a very different origin. In meta-
materials, negative refraction typically occurs in a narrow frequency band around
a resonance. In chiral metamaterials, the refractive index is different for left-
handed and right-handed circularly polarized light [174–177]. Hence, the rays,
which are the analogs of the classical trajectories in graphene, are different for
both types of handedness. Furthermore, since one refractive index is typically
negative, whereas the other one is positive, the classical rays are focused for one
handedness only and a well-defined polarization can be created. In graphene,
on the other hand, the classical trajectories in both valleys coincide, since the
classical Hamiltonians for the two valleys in graphene are equal within the Dirac
approximation, see section 1.2.2. Therefore, if pseudospin polarization leads to
valley polarization, this has to come about through quantum interference.
In the theoretical considerations that we present, we consider a sharp n-p
junction. Although we extensively considered semiclassical tunneling for smooth
n-p junctions in the previous chapter, see also Refs. [48, 50], studying the Green’s
function for such a junction is somewhat less straightforward. Although consid-
ering a sharp barrier is not very realistic from an experimental point of view, see
e.g. Refs. [25, 53], we do not believe that this significantly influences the main
results. An indication for this is given by the numerical study [182], in which the
authors found that in going from a sharp barrier to a smooth barrier the main
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features of their results were preserved. One notable effect should however be
the broadening of the main focus [182, 240].
Although graphene is our main example in this chapter, we saw in section 1.2.7
that the behavior of its charge carriers is not unique. Another class of ma-
terials whose electrons follow the massless Dirac equation is formed by the
two-dimensional surfaces of three-dimensional topological insulators [137–141],
see also section 1.2.7. In these materials, we are dealing with real spin instead of
pseudospin. In particular, one can inject charge carriers with a single spin using
a spin-polarized scanning tunneling microscope. We therefore put the prefix
pseudo in parentheses throughout this chapter and use the term (pseudo)spin.
In this chapter, we take the massless Dirac Hamiltonian (1.23) as the starting
point of our analysis. We mostly consider the K-valley and hence omit the index
α. To emphasize the general nature of the Dirac Hamiltonian, we use the term
massless Dirac fermions for charge carriers that are governed by it. At certain
points in this chapter we specialize to the case of graphene. We always clearly
indicate this in the text. At some of these points, we also consider the K ′-valley,
which we indicate by an additional subscript.
In section 1.4.2, we computed the Green’s function for the massless Dirac
Hamiltonian (1.23). To this end, we first introduced dimensionless parameters
into the Hamiltonian, see also section 1.2.5. Throughout this chapter, we always
refer to these dimensionless quantities rather than their original counterparts,
unless explicitly indicated otherwise. Using the Green’s function, we constructed
the wavefunction (1.78) for a polarized point source.
In section 3.2 of this chapter, we analyze the classical trajectories that originate
from the classical action in the wavefunction (1.78). This leads to an analysis of
the different types of caustics that may occur for Veselago lensing in graphene.
We discuss the quantum interference and breaking of the valley symmetry in
graphene in section 3.3. In section 3.4, we discuss the semiclassical evaluation
of the Green’s function, and compare various approximations with the exact
solution. A semiclassical derivation of the vertical displacement of the maximum
that results from (pseudo)spin polarization is presented in section 3.5. We also test
the resulting formula for the case of graphene. In section 3.6, we briefly consider
the case where current enters a graphene sample through a narrow graphene
lead. We consecutively discuss the wavefunction, breaking of the valley symmetry
and the semiclassical evaluation of the wavefunction. Finally, we present our
conclusions in section 3.7.
3.2 caustics
Let us consider the wavefunction (1.78) for a polarized point source in the
limit where the dimensionless parameter h =  hvF/(E0L), which we introduced
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in section 1.4.2, is small. The energy scale E0 in this parameter is defined by
the electron energy E, and the length scale L equals the distance |xs| from the
point source to the junction. In the limit of small h, the main contributions to
the integral in the wavefunction (1.78) come from the stationary points of the
action [94, 230, 231], i.e. the points where ∂Snp/∂py vanishes. This means that
the main contributions come from the points that are on the classical trajectories
of the system [241]. Using the action (1.76), we find that these classical trajectories
are given by
y = −xs
py√
E2 − p2y
− x
py√
(E−U0)2 − p2y
= −xs tanφ+ x tan θ. (3.1)
Naturally, they are equivalent to the trajectories which were obtained before in
Ref. [168] and which we reviewed in section 1.4.1.
There are also singular points, at which the second derivative ∂2Snp/∂p2y
vanishes. These points form a curve that separates the region where each point
lies on three trajectories (and hence interference takes place) from the region
where each point lies on a single trajectory, as can be seen in Fig. 3.1. Focusing
takes places on such curves, which are known as caustics [226–229]. Some calculus
yields that the singular points are defined by
xcst = −xs
E2
(E−U0)2
((E−U0)
2 − p2y)
3/2
(E2 − p2y)
3/2
, (3.2)
with the corresponding y-value ycst given by equation (3.1). Alternatively, equa-
tions (3.2) and (3.1) can be cast into the form [168]
ycst(xcst) = ±
√(
x
2/3
cst − x
2/3
cusp
)3
n2 − 1
, xcusp = −|n|xs. (3.3)
We can also look at the caustic from the point of view of the classical trajectories.
If we parametrize these trajectories as (x(t,φ),y(t,φ)), then the caustic is the set
of points where the Jacobian J(t,φ) vanishes. In other words, the caustic is the
set of points at which the density of classical trajectories diverges. Indeed, some
algebra shows that the Jacobian is proportional to the second derivative of the
action:
J = −E cosφ cos θ
∂2Snp
∂p2y
. (3.4)
Hence the second derivative ∂2Snp/∂p2y vanishes if and only if the Jacobian does.
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Figure 3.1: The classical trajectories (red lines) for massless Dirac fermions that are emitted
by a point source and are incident on an n-p junction at x = 0 (dashed grey line). We see
that the junction focuses the particles. The solid black line indicates the caustic, which
is the envelope of the classical trajectories and separates the region where each point
lies on a single trajectory from the region where each point lies on three trajectories. It
consists of two fold lines meeting into a cusp point at (xcusp, 0). (a) For U0 > 2E, the cusp
point xcusp > −xs is the left-most point of the caustic. (b) When U0 < 2E, the cusp point
xcusp < −xs is the right-most point of the caustic.
Let us now consider the caustic in somewhat more detail. We first note that
the transformation that sends py to −py reflects a trajectory in the x-axis, which
implies that the set of trajectories is symmetric with respect to the line y = 0.
Therefore, the caustic should be symmetric with respect to the x-axis as well.
Indeed, we see that xcst is invariant under reflection of py. Alternatively, we can
also see directly from equation (3.3) that the caustic is symmetric.
Second, let us consider the shape of the caustic. For general U0, it consists of
two so-called fold lines [226–228] meeting into a cusp point, see figure 3.1. From
the symmetry considerations presented above, we conclude that this cusp has to
lie on the x-axis and therefore corresponds to py = 0. Equation (3.2) then implies
that it is located at xcusp = −|n|xs.
According to catastrophe theory [227, 228], a smooth change of variables can
bring the action near the caustic into a certain normal form, which is a polynomial
with its degree depending on the type of caustic. For points on the fold lines,
the third derivative of ∂3Snp/∂p3y does not vanish, and this normal form is
a third-order polynomial without a quadratic term [227, 228]. In the Arnold
classification [228, 229], this type of caustic is denoted by A2. At the cusp point,
denoted by A3 in the Arnold classification, the third derivative vanishes as well,
but the fourth derivative ∂4Snp/∂p4y is nonzero. It turns out that we can therefore
express the action near this point as a fourth-order polynomial without a cubic
term. In figure 3.1, we see that we can have two types of cusp catastrophes,
depending on the value of the potential U0. For U0 < 2E, we see that the cusp
is the rightmost point of the caustic, whereas for U0 > 2E, it is the leftmost
point. The difference between the two types is the sign of the fourth derivative,
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which carries over to a plus or minus sign in front of the quartic term of the
normal form. For U0 < 2E, we have a plus sign, whereas we have a minus sign
for U0 > 2E.
The theory of Lagrangian singularities [227, 228] shows that the only generic
singularities that can occur in Hamiltonian systems in two dimensions are folds
and cusps. According to this theory, any other singularity will turn into one of
these cases when an arbitrarily small change is made to the system. However,
the system that we are considering has an additional parameter that can be
tuned, namely the potential strength U0. As we have seen, we can change the
sign of the fourth derivative of the action from positive to negative by changing
the potential. In doing so, we will inevitably pass through the point where
the fourth derivative vanishes, and hence through a higher-order singularity.
By symmetry, this higher-order singularity is again located on the x-axis, and
therefore corresponds to vanishing py. At y = 0, the action (1.76) is an even
function of py, which means that its Taylor expansion in py only contains terms
of even order. In a generic setting, we can only expect the coefficients in front of
the quadratic and the quartic terms in the expansion to vanish at this higher-order
singularity, since we have just two parameters, x and U0. This would imply a
singularity corresponding to a sixth-order polynomial, i.e. a two-dimensional
section of the so-called butterfly catastrophe A5 [227, 228]. However, looking at
the action (1.76), we see that when y = 0, U0 = 2E and x = xcusp = −xs not only
the second and the fourth derivative vanish, but that in fact all derivatives of Snp
with respect to py vanish. In this very special case, the n-p junction acts as an
ideal lens and focuses all trajectories in a single point, as shown in Ref. [168] and
depicted in figure 1.6.
We wish to emphasize that this behavior is not generic, and is a special feature
of the system under consideration. In fact, arbitrarily small changes to the spatial
setup, such as a non-straight barrier interface, or arbitrarily small changes to
the dispersion will ruin the ideal focus [227, 228]. In real graphene samples, we
expect at least two corrections to the Hamiltonian (1.33) to contribute to the
breaking down of the ideal focus. The first of these is the presence of next-nearest
neighbor hopping [3], which slightly changes the classical trajectories of the
system. Furthermore, it formally destroys Klein tunneling, although its influence
on the transmission through an n-p junction was shown to be small [166]. The
second important correction to the Hamiltonian is the trigonal warping term [3,
43, 95], which we discussed in section 1.2.3. The influence of this term becomes
stronger as the energy of the charge carriers increases. Like next-nearest neighbor
hopping, trigonal warping changes the classical trajectories of the system [242].
Furthermore, it also destroys Klein tunneling for almost all orientations [43, 127].
We discuss the influence of trigonal warping on Veselago lensing in detail in the
next chapter.
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3.3 quantum interference and breaking of the symmetry
In the previous section, we saw that the classical trajectories and the caustic
are symmetric with respect to the x-axis. Let us now consider the symmetry of
the Green’s function (1.75). First, we note that the classical action (1.76) satisfies
Snp(x,−y,−py) = Snp(x,y,py). Performing the change of variables py → −py
in the integral, it is then easy to show that
G(x,−y, x0,−y0) = σxG(x,y, x0,y0)σx. (3.5)
Now let us consider the wavefunction (1.58) induced by a (pseudo)spin polarized
point source. For its norm, ‖Ψ‖ =
√
Ψ†Ψ, we obtain the equality
‖Ψ(x,−y)‖2 =
∥∥∥∥∥σxG(x,y, xs, 0)σx
(
α1
α2
)∥∥∥∥∥
2
,
=
∥∥∥∥∥G(x,y, xs, 0)
(
α2
α1
)∥∥∥∥∥
2
. (3.6)
This equals ‖Ψ(x,y)‖2 only whenever α1 = ±α2. Therefore, the wavefunction
Ψ(x,y) will in general not be symmetric, even though the classical trajectories
are.
In figure 3.2, we have plotted the density ‖Ψ‖, given by equation (1.78), near the
cusp point for three different polarizations. For the polarizations (1, 1)/
√
2 and
(1,−1)/
√
2, this density is symmetric about the x-axis, in accordance with what
we just showed. For (1, 0)/
√
2, we no longer have this symmetry and we observe
that the maximum of the wavefunction is displaced. This shift is due to quantum
interference and is an effect of the (pseudo)spin polarization of the source. In
figure 3.3, we show sections of the wavefunction along a line parallel to the
y-axis and through xcusp for various polarizations. We see that as the ratio α2/α1
decreases, the position ymax of the maximum shifts more and more towards
negative y, while the intensity at the maximum decreases. When α2 = −α1, the
situation is once again symmetric, but the main focus has disappeared completely.
Therefore, we conclude that we can markedly change the position of and the
intensity at the central focus by changing the polarization.
Briefly returning to the case of graphene, we see from equations (1.77), (3.5)
and (1.58) that
‖Ψ(x,−y)‖2 = ‖ΨK ′(x,y)‖2, (3.7)
which means that the densities for the two valleys in graphene are related to each
other by a reflection in the x-axis. In particular, ymax changes sign, which means
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Figure 3.2: The density ‖Ψ‖ computed by numerically evaluating the exact wavefunc-
tion (1.78) for the dimensionless parameters U0 = 2.5 and h = 0.0639. For graphene, these
numbers correspond to E = 100 meV, U0 = 250 meV and L = 100 nm. We consider three
different polarizations. (a) For (α1,α2) = (1, 1)/
√
2, the density is symmetric about the
x-axis. (b) When (α1,α2) = (1, 0), this symmetry is no longer there and the maximum
lies at y < 0. (c) For (α1,α2) = (1,−1)/
√
2, the density is symmetric again, but the central
resonance has disappeared. The maximum of the color scale equals (a) 70, (b) 55 and
(c) 22.
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Figure 3.3: Sections of the norm ‖Ψ‖ of the exact wavefunction (1.78) on a line through the
cusp point and parallel to the y-axis. The dimensionless parameters are equal to U0 = 2.5
and h = 0.0639. When the polarization α2/α1 decreases, the maximum is shifted to the
left and its size decreases. For α2/α1 = −1, the wavefunction attains its minimum at the
cusp point and the main focus has disappeared completely.
that the maxima for the two valleys are on opposite sides of the x-axis. In the
following two sections, we investigate how large this asymmetry is and whether
this may provide another way of realizing a valley filter in graphene.
3.4 semiclassical evaluation of the wavefunction
To gain a better understanding of the asymmetry and the factors that influence it,
we investigate the wavefunction (1.78) with the semiclassical approximation. This
also provides us with more insight in the intensity at the central focus and in the
way the size of the focus scales.
Central to the semiclassical approximation is the dimensionless small parameter
h =  hvF/(E0L) that we introduced in section 1.2.5. In section 3.2, we already saw
that, in the limit h→ 0, the main contributions to the integral (1.78) come from
the stationary points of the action, which give rise to the classical trajectories.
This explains the name semiclassical approximation, as we are in a situation that
is ‘almost’ classical. In this limit, we can expand the wavefunction (1.78) as an
asymptotic series in powers of h.
In the simplest case, we consider points x that are not on the caustic, which
means that ∂2Snp/∂p2y does not vanish at any of the stationary points py,i. These
stationary points are called nondegenerate. Looking at figure 3.1, we see that
we can distinguish two regions. In the first region, each point x lies on a single
trajectory, and hence the action only has one stationary point. In the second
region, each point x lies on three trajectories, and the action has three stationary
points. In appendix 3.A.1, we discuss how the leading-order contribution of
a nondegenerate stationary point to the integral (1.78) can be obtained by the
conventional stationary phase approximation [94, 230, 231], with the result given
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by equation (3.45). In the first region, this directly gives us the leading-order term
of the wavefunction. In the second region, we need to compute the contribution
of each of the three stationary points, and then add these contributions to find
the correct approximation to the wavefunction (1.78). We will henceforth refer to
these results as the Wentzel-Kramers-Brillouin (WKB) approximation.
In section 3.2, we discussed that at the caustic the second derivative ∂2Snp/∂p2y
vanishes. Therefore, the result (3.45) diverges and we need to obtain the main
contribution to the integral (1.78) in a different way. In appendix 3.A, we explain
that the simplest approximation for the wavefunction near a caustic can be
obtained by making a Taylor expansion of the action Snp in py up to the first
nonvanishing term.
For the fold caustic, discussed in appendix 3.A.2, this means that we have
to expand up to third order, from which one obtains an expression in terms of
the Airy function [243], see also e.g. Ref. [233]. The final result, presented in
equation (3.54), is valid in an O(h5/6) neighborhood of the fold. We remark that
expression (3.54) was derived under the assumption that the limits of integration
are infinite, whereas in equation (1.78) they are finite. This is, however, not a
problem, since the main contribution to the integral comes from a narrow vicinity
of the stationary points [94, 230, 231]. Since all of the latter lie between the finite
limits of integration in the integral, we can extend the limits of integration to
infinity without changing the leading-order term. Furthermore, we note that
when we expand the action to even higher orders near the fold caustic, we
will only get corrections beyond the leading order, i.e. terms in higher powers
of h. Finally, a more accurate result can be obtained by using the uniform
Airy approximation [244], see also e.g. Ref. [233], but we will not consider this
approximation in this chapter.
The leading-order approximation to the wavefunction (1.78) for a point x near
the fold caustic then consists of two terms. The first term is the one with the
Airy function that we just discussed. The second term is a WKB term that comes
from the third stationary point. In terms of the trajectories plotted in figure 3.1,
this term originates from the trajectory that is not tangent to the caustic near the
point x, but rather “crosses” the caustic. We henceforth refer to the sum of these
two terms as the Airy approximation.
Because our main interest in this chapter is the asymmetry that is induced
near the main focus, we now concentrate on the wavefunction near the cusp.
Since the third derivative ∂3Snp/∂p3y vanishes at the cusp, one has to expand
the action up to fourth order. In appendix 3.A.3.1, we review how this leads
to an expression for the wavefunction near the cusp caustic that involves the
Pearcey function [232, 245, 246], see also e.g. Ref. [233], which is defined in
equation (3.57). The result, presented in equation (3.65), contains the coefficients
ai and bi, defined in equations (3.56) and (3.48), which can be obtained by
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taking derivatives of the action Snp. As we already saw in section 3.2, the cusp
corresponds to py = 0, which considerably simplifies the calculations. After some
calculus, we find that the nonzero coefficients ai, which are the i-th derivatives
of the action at the cusp point, are given by
a0 = −xs
U0(2E−U0)
E
, a4 = −xs
3U0(2E−U0)
E3(E−U0)2
. (3.8)
As we already discussed in section 3.2, we observe that a4 is positive for U0 < 2E,
and negative for U0 > 2E. Furthermore, we obtain the coefficients bi as
〈b0, z〉 = −(U0 − E)(x− xcusp), 〈b1, z〉 = y,
〈b2, z〉 = 1
U0 − E
(x− xcusp).
(3.9)
Comparing equations (1.78) and (3.42), we see that the amplitude f(x,η) does not
depend on x, and that
f(py) =
i
4pih2
α1e
iφ/2 +α2e
−iφ/2
cos[(φ+ θ)/2]
(
e−iθ/2
eiθ/2
)
. (3.10)
Finally, combining the above results with the general result (3.65), we find that the
leading-order approximation of the wavefunction in an O(h7/8) neighborhood
of the cusp is given by
Ψc0(x) =
i(α1 +α2)
4pih2
4
√
24h
|a4|
exp
[
i
h
(a0 + 〈b0, z〉)
]
× P±
[√
6
h|a4|
x− xcusp
U0 − E
, 4
√
24
h3|a4|
y
](
1
1
)
. (3.11)
The first thing that should be noted about the result (3.11) is that, regardless of the
polarization, it is symmetric with respect to the x-axis, because of the fact that the
Pearcey function is even in its second argument. Therefore, this approximation is
insufficient if we want to understand the asymmetry. Second, we note that this
approximation is not valid when the the potential U0 is equal or close to 2E, i.e.
when we are close to the ideal focus, since in that case the coefficient a4 vanishes
or becomes very small, and the result (3.11) diverges.
Before we take a closer look at the asymmetry, we first want to see how well the
approximation (3.11) works for the symmetric polarization (1, 1)/
√
2. To this end,
we compare it with the exact wavefunction (1.78), which is evaluated by numerical
integration. We also compare it with the result of the uniform approximation [233,
235], which is discussed in appendix 3.A.4. In this approximation, we do not
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perform a Taylor expansion of the action, but instead bring the action to its normal
form near the cusp by an exact change of variables. The final result, shown in
equation (3.77), is given as a sum of the Pearcey function and its derivatives. In
order to make the comparison complete, we also include the WKB approximation
and the Airy approximation that we discussed before. These are not expected to
work well in the vicinity of the cusp.
In figure 3.4, we compare these five approximations for three different values of
the small parameter h. First of all, we see that the uniform approximation perfectly
coincides with the exact wavefunction (1.78). Furthermore, we observe that the
Pearcey approximation is not very accurate for large values of h, but becomes
much better when we decrease the value of h. Note that although the Pearcey
approximation typically overestimates the magnitude of the wavefunction, it
correctly predicts the position of the maximum for all three values of h. This
implies that we may be able to find the position of the asymmetry by including
higher-order corrections, even for rather large values of h. As predicted, the
WKB approximation works well far away from the cusp, but diverges as we
come close to it, as does the Airy approximation. Near the fold caustic, the Airy
approximation performs well for a large range of distances and for all three
values of h, whereas the WKB approximation only gives correct predictions far
away from the fold.
As we just saw, the leading-order Pearcey approximation (3.11) is not sufficient
to reproduce the asymmetry that we found in section 3.3. Therefore, let us look
at higher-order corrections to the Pearcey approximation, which are discussed in
appendix 3.A.3.2. The corrections can come from two different sources, namely
from higher-order terms in the Taylor expansion of the action Snp and from
higher-order terms in the expansion of the amplitude, i.e. the part of the in-
tegrand in equation (1.78) that precedes the exponent with the action. As we
discussed in section 3.2, the cusp point lies on the line y = 0, which implies
that the action (1.76) is symmetric with respect to py. Therefore, all terms in
its Taylor expansion that are odd with respect to py vanish at the cusp, and
in particular the fifth-order term vanishes. This means that the second term of
O(h1/2) in equation (3.68) is irrelevant, as q5(z) = O(z) = O(h7/8). Hence, the
only correction of O(h1/2) is given by equation (3.69). Using the results (3.8), (3.9)
and (3.10), we obtain the first-order correction to the leading-order term (3.11) as
Ψc1(x) =
i
8pih2
[
α1 −α2
E
(
1
1
)
+
α1 +α2
U0 − E
(
1
−1
)]
exp
[
i
h
(a0 + 〈b0, z〉)
]
×
(
24h
|a4|
)1/2
P±v
[√
6
h|a4|
x− xcusp
U0 − E
, 4
√
24
h3|a4|
y
]
, (3.12)
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Figure 3.4: (previous page) Comparison of different approximation schemes for the
wavefunction near a caustic. For all figures, the dimensionless potential U0 = 2.5, and
the polarization (α1,α2) = (1, 1)/
√
2. The dimensionless parameter is different for each
of the three rows, namely (a) h = 0.0639, (b) h = 0.00639, (c) h = 0.000639. For graphene,
these numbers correspond to E = 100 meV, U0 = 250 meV and length scales of (a) L = 102
nm, (b) L = 103 nm and (c) L = 104 nm. In the left column, we show a comparison
along the x-axis, in which the position of the cusp is indicated by a vertical dashed grey
line. Although the Pearcey approximation (3.11) typically gives too large values for the
wavefunction, especially for large h, it correctly predicts the position of the maximum for
all three values of h. In the middle column, we show a comparison along the line that is
parallel to the y-axis and passes through the cusp point. The cusp point is again indicated
by a vertical dashed grey line. In the right column, we show a comparison along a line
perpendicular to one of the points on the fold line. The fold point is indicated by a vertical
dashed grey line. In all three cases, the Airy approximation works rather well for a large
range of values, whereas the WKB approximation only performs well far away from the
fold point. In all of the plots, we have not only indicated the dimensionless coordinates,
but also the distance from the caustic in the relevant power of h, which is h7/8 for the
cusp caustic and h5/6 for the fold caustic, see also appendix 3.A.
where P±v represents the derivative of the Pearcey function with respect to its
second argument, as defined in equation (3.70). Since P±v is odd in its second
argument, the sum Ψc0(x) + Ψc1(x) of the leading-order term (3.11) and the
first-order correction (3.12) does not necessarily have its maximum at y = 0.
In figure 3.5, we compare the Pearcey approximation including the first-order
correction with the exact solution, the uniform approximation and the Airy and
WKB approximations on the line that goes through the cusp point and is parallel
to the y-axis. Comparing figure 3.5 with the middle panels of figure 3.4, we see
that for the polarization (1, 1)/
√
2 the result does not qualitatively differ from the
leading-order approximation, although the numerical values are slightly different.
For the polarization (1, 0), we see that with the first-order correction (3.12) we
correctly reproduce the position of the maximum, even though it is no longer at
y = 0. This holds for both the large and the small value of h.
When the polarization equals (1,−1)/
√
2, we see from equation (3.11) that
the term proportional to h1/4 vanishes. This makes sense, since we already
saw in section 3.3 that the central resonance vanishes in this case. Hence, the
leading-order term for this case is given by equation (3.12), which correctly
reproduces the positions of the two maxima that lie symmetrically on both sides
of y = 0. However, since P±v vanishes at y = 0, this approximation predicts that
the wavefunction also vanishes on the x-axis. This is incorrect, as can be seen
from figure 3.5(c). Therefore, we have also included the second correction, which
is of O(h3/4), in the Pearcey approximation plotted in figure 3.5(c). Looking
at equation (3.68), and remembering that both f(x,η0) and q5(z) vanish in our
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case, we easily see that this correction is given by equation (3.72). Taking the
results (3.8), (3.9) and (3.10) into account, we obtain the second-order correction
as
Ψc2(x) =
1
8pih2
1
E(E−U0)
(
α1
α2
)
exp
[
i
h
(a0 + 〈b0, z〉)
]
×
(
24h
|a4|
)3/4
P±u
[√
6
h|a4|
x− xcusp
U0 − E
, 4
√
24
h3|a4|
y
]
, (3.13)
where P±u is the derivative of the Pearcey function with respect to its first argu-
ment, as defined in equation (3.71). With this second-order correction, we see
from figure 3.5(c) that we have a reasonable approximation for the value of the
wavefunction at y = 0. We remark that this correction does not substantially
influence our prediction for the position of the maximum for this polarization.
Figure 3.5 clearly shows that we can greatly decrease the intensity at the central
focus by changing the polarization from (1, 1)/
√
2 to (1,−1)/
√
2, as discussed in
the previous section. Let us now use the Pearcey approximation that we have
developed to derive an equation for the ratio between the intensities ‖Ψ‖2 for
these two polarizations. In order to arrive at a simple expression, we will use the
value of the various Pearcey approximations at the cusp point (xcusp, 0). Although
this is not the position of the main focus, the wavefunction at this point gives
us a good indication of its value at the maximum. In figure 3.4, we see that, for
the largest value of h, the exact value of the maximal intensity is approximately
equal to the value of the Pearcey approximation at the cusp, due to the fact that
the latter gives too large values. For the smallest value of h, we see that the
maximal intensity is about a factor of two larger than the Pearcey approximation
at the cusp. For the polarization (1, 1)/
√
2, we use the leading-order Pearcey
approximation, given by equation (3.11). At the origin, the Pearcey function
takes a particularly simple form, as P+(0, 0) = 2 exp(ipi/8)Γ(5/4), where Γ(x) is
the gamma function [188]. This identity can easily be proven directly using the
definition (3.57) of the Pearcey function and the definition of the gamma function.
Since we also have |P+(0, 0)|2 = |P−(0, 0)|2, see also equation (3.58), we obtain
‖Ψ( 1√
2
, 1√
2
)(xcusp, 0)‖2 =
16
(4pih2)2
(
24h
|a4|
)1/2
Γ
(
5
4
)2
. (3.14)
For the polarization (1,−1)/
√
2 we use the second-order correction (3.13), since
both the leading-order term (3.11) and the first-order correction (3.12) vanish on
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the x-axis. One can show that P+u (0, 0) = exp(7ipi/8)Γ(3/4)/2 and |P
+
u (0, 0)|2 =
|P−u (0, 0)|2. Therefore, we find that
‖Ψ( 1√
2
,− 1√
2
)(xcusp, 0)‖2 =
E−2(E−U0)
−2
16(4pih2)2
(
24h
|a4|
)3/2
Γ(3/4)2. (3.15)
For the ratio between the two intensities at the cusp point, we then obtain
‖Ψ( 1√
2
,− 1√
2
)(xcusp, 0)‖2
‖Ψ( 1√
2
, 1√
2
)(xcusp, 0)‖2
=
3
32
h
|a4|
1
E2(E−U0)2
Γ(3/4)2
Γ(5/4)2
, (3.16)
which shows that the relative decrease of the intensity at the main focus is
proportional to the small semiclassical parameter h.
We finish this section by showing the densities that the various approximation
schemes give near the cusp point for two different values of h. Looking at the
comparisons in figure 3.4(a), we see that at h = 0.0639 it is difficult to construct a
global approximation for ‖Ψ(x)‖ by combining the different local approximations,
since there is no region where the Pearcey approximation smoothly joins the
stationary phase approximation. Therefore, we conclude that for a global approx-
imation only the uniform approximation is adequate. In figure 3.6, we show the
results of this approximation h = 0.0639. Comparing figures 3.2 and 3.6, we see
that the agreement is excellent, as we already inferred from the comparisons
along the various sections.
A few words about the implementation of the uniform approximation are in
place here. In the region where each point x lies on three trajectories, the equation
∂Snp/∂py = 0 has three real roots py,i. The values of these roots are restricted,
since for U0 − E < E we have |py| < U0 − E and for U0 − E > E we have |py| < E.
We can obtain these roots numerically, and subsequently determine the action
Snp, its second derivative and the amplitude at these points, from which we can
obtain the parameters for the uniform approximation, as explained in detail in
appendix 3.A.4. When x only lies on a single trajectory, the equation ∂Snp/∂py
still has three roots, but this time only one of them is real and two of them are
complex. However, the absolute value of these complex roots is not necessarily
restricted. We have found that when the complex roots become too large in
absolute value, the performance of the uniform approximation becomes rather
poor. When we impose on py the same demands that hold for the case when py
is real, i.e. |py| < U0 − E when U0 − E < E and |py| < E when U0 − E > E, we
obtain good agreement. However, this means that we cannot use the uniform
approximation far away from the caustic, which gives rise to the large white area
in figure 3.6. Note in particular the strange situation that occurs for U0 > 2E,
y = 0 and x < −xs, where we have three real roots, two of which have an absolute
value larger than U0 − E.
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(a) (b)
(c)
Max
0
Figure 3.6: The density ‖Ψ‖ obtained from the uniform approximation (3.77) for the dimen-
sionless parameters U0 = 2.5 and h = 0.0639. We consider three different polarizations
(α1,α2), namely (a) (1, 1)/
√
2, (b) (1, 0) and (c) (1,−1)/
√
2. In all cases, the exact result
shown in figure 3.2 is accurately reproduced. As in figure 3.2, the maximum of the color
scale equals (a) 70, (b) 55 and (c) 22.
Coming back to the densities that the various approximations predict near
the cusp point, we see that for h = 0.000639 it is possible to construct a global
approximation for ‖Ψ(x)‖ by combining various local approximations. From the
comparisons in figure 3.4, we see that for polarization (1, 1)/
√
2, we can use
the Pearcey approximation in an area around the cusp that is described by an
ellipse with semi-major axis 41h7/8 (along the x-direction) and semi-minor axis
5h7/8 (along the y-direction). Furthermore, we can use the Airy approximation
along a distance 10h5/6 from the fold caustic in the outward direction (where
there is only a single trajectory) and along a distance 3h5/6 in the inward
direction (where there are three trajectories). Outside of both these regions, we
can use the WKB approximation. We remark that we do not need to patch the
different approximations together by determining certain constants, since all of
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the different approximations are simplifications of the same wavefunction (1.78)
that are appropriate for a certain region.
In figure 3.7, we show the combination of the various approximations, as well
as the region for each of the approximations. We see that the final result nicely
coincides with the exact wavefunction (1.78), which was evaluated numerically.
Since the result of the uniform approximation perfectly coincides with the exact
wavefunction (1.78), it is not shown separately.
3.5 semiclassical results for the displacement
In the previous section, we saw that, for a certain set of parameters, we could
reproduce the vertical position of the maximum by using the first-order cor-
rection (3.12) to the leading-order term (3.11), even though this maximum was
displaced from the x-axis. In this section, we perform a more systematic study of
the vertical displacement of the maximum, which is caused by the (pseudo)spin
polarization, and obtain a simple formula for the shift.
Let us therefore try to derive a formula for the y-coordinate of the maximum
when x equals xcusp. To this end, we consider the sum of the leading-order Pearcey
approximation (3.11) and its first correction (3.12), i.e. Ψ(x) = Ψc0(x) +Ψc1(x),
at xcusp. In order to find the maximum, we need to find the points where the
first derivative ∂‖Ψ‖2/∂y vanishes. Unfortunately, this equation cannot easily
be solved, as it involves the Pearcey function and one of its partial derivatives.
Therefore, let us approximate the Pearcey function by its Taylor expansion. First of
all, we note that it is even in its second argument, see equation (3.58), which means
that when we perform a Taylor expansion in the second argument, all terms of
odd order vanish. In the previous section, we already determined the zeroth-order
coefficient c0 of the Taylor expansion, which is equal to P+(0, 0). Furthermore,
from the definitions (3.57) and (3.71), it is easy to see that ∂2P+(u, v)/∂v2 =
i∂P+(u, v)/∂u. Using the result for ∂P+(u, v)/∂u from the previous section, we
can then obtain the second-order coefficient c2. Combining our results, we find
that
c0 = P+(0, 0) = 2 exp(ipi/8)Γ(5/4),
c2 =
1
2
P+vv(0, 0) = −
1
4
exp(3ipi/8)Γ(3/4),
c4 =
1
24
P+vvvv(0, 0) =
i
96
c0,
(3.17)
where the last equality can be obtained by direct computation or by using the
differential equation that is satisfied by the Pearcey function, see Ref. [245]. From
these equalities, we see that the fourth-order coefficient c4 is much smaller than
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both c0 and c2. Therefore, we obtain a rather accurate approximation by replacing
the Pearcey function by its second-order Taylor expansion, that is,
P+(0, v) ≈ c0 + c2v2, P−(0, v) ≈ c∗0 + c∗2v2, (3.18)
where the second relation is a consequence of the symmetries of the Pearcey func-
tion, see equation (3.58). We can use the same approximation for the derivative,
which naturally gives
P+v (0, v) ≈ 2c2v, P−v (0, v) ≈ 2c∗2v, (3.19)
Using the approximations (3.18) and (3.19) for the Pearcey function and its
derivative, we find, after some algebra, that
∂‖Ψ‖2
∂y
=
96
|a4|
(
if†pyfRe(c0c
∗
2) + ‖f‖2Re(c0c∗2)
y
h
+ ‖f‖2|c2|2q2 y
3
h3
+ 3if†pyf|c2|
2q2
y2
h2
+ 2‖fpy‖2|c2|2q2
y
h
)
= 0, (3.20)
where q = 4
√
24h/|a4|, see also the equivalent definition in appendix 3.A.3.1.
Furthermore, the amplitude f and its derivative fpy , see equation (3.10), are to be
evaluated at py = 0. We remark that this equation is valid for both a4 > 0 and
a4 < 0, since Re(c0c∗2) = Re(c
∗
0c2).
At this point we recall that the vertical displacement of the maximum is not a
classical effect, since the classical focus lies at y = 0. Therefore, the y-coordinate
of the maximum ymax cannot be of order unity. Instead, we expect ymax to be of
order h, since the effect is caused by (quantum) interference. Indeed, we see that
equation (3.20) is a cubic equation in y/h, which can be solved analytically to
find the maximum ymax. However, we can also do one additional approximation,
using the main assumption of the semiclassical approximation, which is that the
semiclassical parameter h is small. Compared to the first two terms, the last three
terms in equation (3.20) have an additional factor of h1/2, which comes from
the factor q2. Therefore, in a crude approximation, we can neglect them. The
resulting linear equation in y/h can easily be solved and we obtain
ymax = −h
if
†
pyf
‖f‖2 = −
h
2E
α1 −α2
α1 +α2
. (3.21)
Interestingly, this result does not depend on the coefficients c0 and c2 of the
Taylor expansion. Returning from dimensionless units to regular units, we find
that
ymax = −
 hvF
2E
α1 −α2
α1 +α2
. (3.22)
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Note that the factors of L that are present in both h and y˜max have canceled,
yielding a result that does not depend on the length scale of the system.
In the remainder of this section, we compare several results for the position
of the maximum. The first of these is the exact value, obtained by numerically
determining the maximum of the wavefunction (1.78) at xcusp. The second is the
value obtained by numerically determining the maximum of the Pearcey approx-
imation, composed of the leading-order term (3.11) and the first correction (3.12).
The third and fourth results are the result (3.22) and the solution of the cubic
equation (3.20), respectively. To gain understanding of the numbers involved, we
now specialize to the case of graphene, for which  hvF = 3taCC/2, see section 1.2.
Figure 3.8(a) shows the dependence of the position ymax of the maximum on
the length scale L of the system. We see that ymax is indeed largely independent
of the length L, as predicted by equation (3.22), with the exact solution showing
only a slight variation. In figure 3.8(b), we consider the dependence of the ratio
ymax/w on L. For this purpose, we define the width w of the peak as the full
width at half maximum (FWHM) of ‖Ψ‖2. Looking at the leading-order Pearcey
approximation (3.11), we expect the peak width to scale as L1/4, since both h
and y˜ contain a factor 1/L, and the coefficient a4 does not depend on L. In
figure 3.8(b), we indeed see a clear power law scaling of −ymax/w, and from a fit
we find a value close to −1/4 for the power, as predicted. So although the position
of the maximum roughly stays the same with increasing length, the displacement
from the x-axis will be harder to see because the width of the maximum increases.
This effect can be clearly seen when comparing the middle panels of figure 3.5.
In figures 3.8(c) and 3.8(d), we consider the dependence of ymax and ymax/w
on the electron energy. It is clear that our result (3.22) performs very well. In
fact, all results are quite close to each other and show a clear power law behavior
ymax ∝ Ep, with power p ≈ −1. Looking at equation (3.11), we expect the width
w to scale as E−3/4. Indeed, we see from figure 3.8(d) that −ymax/w shows a
clear power law behavior, and from a fit we find that the power is close to −1/4.
This implies that although we can increase ymax by lowering the energy, this will
also increase the width of the peak, yielding only a small increase in the ratio
ymax/w.
The dependence of ymax on the potential U0 is shown in figures 3.8(e)–3.8(h).
From the exact value, we see that ymax is largely independent of the potential,
being only slightly larger at the point U0 = 2E. Interestingly, our result (3.22)
outperforms the other two approximations for U0 < 2E, with the difference
becoming smaller as L increases.
In figure 3.8(i), the dependence of ymax on the polarization is shown. As
already noted in section 3.3, the displacement from the x-axis becomes larger as
the ratio α2/α1 decreases. It is clearly seen that our approximation (3.22) and
the solution of the cubic equation (3.20) give good results when α2/α1 is larger
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than approximately −0.4, but fail for smaller ratios. The reason for this is that for
large values of v we can no longer approximate the Pearcey function P±(u, v) by
its second-order Taylor expansion around v = 0. This is indicated by the fact that
the Pearcey approximation, consisting of the leading-order term (3.11) and the
first correction (3.12), gives good results for all polarizations. Adding the second
correction (3.13) does not substantially change the result. Note that when we
invert the polarization, that is, when we consider α1/α2 in the range minus one
to one, the position ymax of the maximum changes sign with respect to figure 3.8.
This can be seen directly from equation (3.6) and is particularly clear from our
result (3.22).
Finally, we show the dependence of ymax and ymax/w on the coordinate x in
figures 3.8(j) and 3.8(k). We see that ymax is roughly constant, and that the width
varies somewhat. Interestingly, the exact solution and the Pearcey approximation
follow slightly different trends and intersect around xcusp. The fact that the
position of the maximum does not show a large variation with x means that we
can safely use our results to obtain an estimate for the asymmetry at the main
focus, which is generally not located at the cusp point.
Looking at all the different dependencies in figure 3.8, we conclude that our
approximation (3.22) gives quite accurate predictions for the position ymax of the
maximum, even though it was derived using several approximations. It only fails
when the ratio α2/α1 comes close to minus one, which is the point where the
central resonance disappears completely.
In section 3.3, we showed that, for the case of graphene, the displacement of
the maximum in the K ′-valley is opposite to the displacement in the K-valley.
Since the effect is rather large, on the order of a few nanometers for energies
around 100 meV, we believe that it would be possible to observe it experimentally
by measuring the spatial profile of the wavefunction with the help of an STM.
Another possibility would be to try to place a tiny contact near the predicted
maximum and to measure the valley composition of the current using the valley
Hall effect [116, 237]. Since a typical laser beam is larger than a few nanometers in
size, we believe that it would not be possible to measure the effect using second
harmonic generation [238].
An important remark is that, for typical energy and length scales, ymax/w
does not exceed 0.5, as can be seen in figures 3.8(b) and 3.8(d). So although
the peak displacement is rather large, the peaks are also rather broad, making
it much harder to identify them. This ratio improves as the energy and length
of the device become smaller, although it should be noted that both the peak
displacement and its width increase as the energy decreases. Because of the rather
small value of ymax/w, we do not think that the effect is large enough to create
an effective valley filter in graphene.
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Figure 3.8: (previous page) The dependence of the position ymax of the maximum on
various parameters. We compare the numerically obtained maxima for the exact wave-
function (1.78) and the Pearcey approximation Ψc0(x) + Ψc1(x) with the result (3.22)
(labeled linear) and the solution of the third-order equation (3.20) (labeled cubic). We
consider graphene, where  hvF = 3taCC/2. (a) E = 100 meV, U0 = 2.5E and α2/α1 = 1.
The maximum only weakly depends on the length L. (b) The relative position ymax/w,
where w is the FWHM of ‖Ψ‖2, approximately scales as L−1/4. (c) L = 100 nm, U0 = 2.5E
and α2/α1 = 1. The position of the maximum ymax approximately scales as 1/E. (d) The
relative position ymax/w scales as E−1/4 to a good approximation. (e) The dependence of
ymax on U0 for α2/α1 = 1, E = 100 meV and L = 100 nm. (f) The same as (e) for L = 103
nm. (g) The same as (e) for L = 104 nm. In all cases there is a local maximum at U0 = 2E.
The accuracy of the Pearcey approximation and the solution to the cubic equation im-
proves as L increases. Our result (3.22) generally performs well. (h) The dependence of
the relative position ymax/w on U0 for L = 100 nm. (i) The dependence of ymax on the
polarization for E = 100 meV, U0 = 2.5E and L = 100 nm. All results for ymax coincide
when α2/α1 ' −0.4. For smaller polarizations, only the Pearcey approximation stays
close to the exact solution. (j) The dependence of ymax on the position x for E = 100 meV,
U0 = 2.5E, L = 100 nm and α2/α1 = 1. The result is roughly constant, with the two lines
intersecting close to xcusp. (k) The relative position ymax/w as a function of x.
3.6 current entering from a lead
In this section, we no longer consider the Green’s function, but discuss the
related problem where current flows into the sample through a lead on one of its
sides. We first construct the wavefunction for the general case and subsequently
specialize to the case of a graphene sample with graphene leads. In section 3.6.2,
we consider the symmetries of the wavefunction. In the final subsection, we
consider the semiclassical evaluation of the wavefunction.
3.6.1 Derivation of the wavefunction
For definiteness, we henceforth assume that current enters the sample from the
left, through a lead of width w which is located between the points (xs,−w/2)
and (xs,w/2). As before, we consider a sample with a potential that consists of
a single step, see equation (1.36). This gives rise to a setup that is qualitatively
similar to the setup for the Green’s function. However, instead of considering a
single point source, we now consider a lead with a finite width through which
current enters. Following Huygens’ principle [241], we can view this lead as a
collection of point sources.
Defining the characteristic length scale of the system by L = |xs|, we can define
the dimensionless quantities h, x˜, ˆ˜p, E˜ and U˜ in the same way as in section 1.2.5.
Omitting the tildes, this leads to the Hamiltonian (1.33) without the mass term.
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A new dimensionless parameter in the problem is the lead width, which is
naturally defined as w˜ = w/L. Because of the translational symmetry of the
lead, the wavefunction of each mode in the lead can naturally be decomposed as
the product of a phase factor eipxx/h and a transversal wavefunction Ψ0(y). We
henceforth assume that the each of the lead modes is normalized in such a way
that it carries unit current, which means that in dimensionless units∫∞
−∞ Ψ˜0(y)†σxΨ˜0(y)dy˜ = 1. (3.23)
In order for this equality to hold in units with dimensions as well, we set
Ψ(x) = Ψ˜(x)/
√
L. As before, we omit the tildes from here on and deal exclusively
with these newly defined quantities, unless otherwise indicated.
In mathematical terms, we can now formulate the problem at hand as an initial
value problem, namely
[σ · pˆ+U(x)]Ψ(x,y) = EΨ(x,y), Ψ(xs,y) = Ψ0(y), (3.24)
where the dimensionless xs equals minus one. In appendix 3.B, we solve this
problem for an arbitrary initial wavefunction Ψ0(y). The general solution (3.89)
is a linear combination of the independent solutions Ψ>(x) and Ψ<(x), defined
in equations (1.42) and (1.43), which correspond to waves coming in from minus
infinity and infinity, respectively. When we consider the case where no current
flows into the sample from the right, the coefficient in front of Ψ<(x) should be
zero, and it is sufficient to consider only the term proportional to Ψ>(x). Note
that, in a realistic sample, the former coefficient is not necessarily zero, as the
finite length and width of the sample introduce scattering between various modes.
Nevertheless, we expect the approximation to hold in reasonably sized samples,
as the induced scattering will be small. In appendix 3.B, we show that in that
case the wavefunction is approximately given by
Ψ(x,y) =
eipi/4√
2pih
∫E
−E
dpy eipyy/he
−i
√
E2−p2yxs/h Ψ>(x)
× 1√
2 cosφ
(
e−iφ/2 eiφ/2
)
Ψ0(py), (3.25)
where (e−iφ/2 eiφ/2) is a row vector and Ψ0(py) is the Fourier transform of
Ψ0(y), defined by equation (1.59).
In the remainder of this section, we consider the specific example of a graphene
sample, with current entering through a graphene lead. In particular, we consider
a graphene lead with zigzag edges, which do not mix the two valleys K and
K ′. Within the continuum approximation, which is valid for sufficiently broad
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leads, we can then obtain the wavefunction in the lead by setting the boundary
conditions [247]
ΨA(y = −w/2) = 0, ΨB(y = w/2) = 0, (3.26)
which are valid for both valleys. Within the graphene lead, we allow for the pres-
ence of a constant mass, which can for instance arise in the context of chemical
functionalization [3], or for graphene on a substrate such as hexagonal boron
nitride [75–77], see section 1.2. We therefore consider the dimensionless massive
Dirac Hamiltonian (1.33) for the K-valley. Solving the eigenvalue equation for
a constant potential and a constant mass, and imposing the boundary condi-
tions (3.26), we find that the wavefunction within the lead equals [247]
Ψleadn (x,y) =
eipxx/h√
Jn
(
sin (pn(y+w/2)/h)
αn sin (pn(y−w/2)/h)
)
B
( y
w
)
, (3.27)
where B(x) is the so-called boxcar function:
B(x) =
{
1, |x| 6 1/2,
0, |x| > 1/2.
(3.28)
The momenta px and pn are defined by the relations p2x = E2 −m2 − p2n and
tan(pnw/h) = −
pn
px
. (3.29)
Furthermore, the factor αn is defined by
αn = −
pn
(E+m) sin(pnw/h)
. (3.30)
When m = 0, it is easy to show that αn = ±1, and that its value alternates
between successive bands. Finally, the normalization factor Jn ensures that the
mode carries unit current, i.e. that equation (3.23) is satisfied. We remark that in
the above computation we have disregarded the surface states [247] and therefore
do not consider very low energies. The computations for the K ′-valley are entirely
analogous.
The last issue that we need to consider is the relation between Ψ0(y) and Ψleadn .
Let us first look at the case where m = 0 and consider a single incoming mode.
Since the lead and the left side of the sample have the same potential and the
same mass, we can expect that there will be very little backreflection into the
lead. Although it is small, this reflection does not equal zero because of the
finite width of the lead. Furthermore, note that when we completely neglect
the backreflection, the coefficient c2 in front of Ψ<(x) no longer vanishes, as a
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computation using equation (3.89) shows. Nevertheless, this coefficient is still
small, and we consider the approximation of Ψ0(y) by Ψleadn feasible.
When the mass inside the lead does not vanish, i.e. whenm 6= 0, the situation is
rather different. In this case, the dispersion in the lead, p2x = E2−m2−p2n, differs
from the dispersion in the sample, p2x = E2 − p2y. We therefore expect significant
backreflection into the lead, which increases as the mass increases. This means
that we can no longer approximate Ψ0(y) by Ψleadn (0,y), but that we should
include multiple left-moving modes with appropriate reflection coefficients.
3.6.2 Symmetries of the wavefunction
Let us first consider the symmetry of the wavefunction in the absence of a mass
term, i.e. for m = 0. In this case αn = ±1 and it is easy to show that
Ψleadn (x,−y) = −αnσxΨ
lead
n (x,y). (3.31)
As we discussed in the previous subsection, we can approximate Ψ0(y) by
Ψleadn (0,y) in this case. When we consider its Fourier transform, we see that it has
the same symmetry, i.e
Ψ0(−py) = −αnσxΨ0(py). (3.32)
Using this identity, we can show that the wavefunction (3.25) also possesses this
symmetry:
Ψ(x,−y) = −αnσxΨ(x,y). (3.33)
The main ingredient of the calculation is the change of variables py → −py in
the integral. Under this transformation, Ψ>(x) becomes σxΨ>(x), as can be seen
from equation (1.42). We conclude from equation (3.33) that Ψ(x,y) is symmetric
in the x-axis when m = 0.
Before considering the case of a nonzero mass, let us first consider a second
symmetry of the lead wavefunction. From equation (3.27), we see that Ψleadn is
real, irrespective of the mass m as long as m < E. Because of the properties of
the Fourier transform (1.59), this means that[
Ψ
lead
n (x,−py)
]∗
= eipi/2Ψ
lead
n (x,py). (3.34)
This symmetry implies that ‖Ψleadn (x,−py)‖ = ‖Ψleadn (x,py)‖, which, roughly
speaking, means that the amount of current that has positive py is the same as
the amount of current that has negative py. For m = 0, the latter equality is also
implied by equation (3.33). However, the more general statement (3.34) is also
true for nonzero masses.
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When m 6= 0, the symmetry (3.31) is clearly broken, since one sees from equa-
tions (3.27) and (3.30) that a mass term creates a difference in the amplitudes on
the two sublattices. However, something more fundamental is going on when
m 6= 0, since, at the point where the lead and the sample join, the dispersion
relation changes. As discussed in the previous subsection, we therefore expect sig-
nificant backreflection into the lead and we cannot simply approximate Ψ0(y) by
the incoming mode Ψleadn (0,y). Instead, we need to consider a linear combination
of the incoming mode and several reflected modes, with appropriate coefficients.
These reflection coefficients are generally complex, meaning that Ψ0(y) is no
longer a real function. Hence, the symmetry (3.34) is broken, and we can expect
the amount of current that is emitted with positive transversal momentum to be
different from the amount of current that is emitted with negative transversal
momentum. Therefore, we expect the effect of sublattice polarization for this case
to be quite different from the effect for the case of the Green’s function, which
we discussed elaborately in the previous sections. Since the determination of
the reflection coefficients is in general not an easy task, we do not pursue this
problem further in this chapter. However, from our previous considerations it is
clear that a sublattice polarization, originating from a mass term within the lead,
should lead to an asymmetry.
3.6.3 Semiclassical evaluation
In this final subsection, we consider the semiclassical evaluation of the wavefunc-
tion (3.25) for a sample where the current enters from a lead with zero mass.
Hence, Ψ0(y) is given by Ψleadn (0,y), see equation (3.27), with m = 0. We make
the dependence on the lead mode explicit by including the mode number n in
the notation, i.e. we write Ψn,0 and Ψn.
Let us first consider the “deep” semiclassical limit, where both h 1 and the
dimensionless parameter  hvF/(E0w) 1. When we want to apply the stationary
phase approximation to the solution (3.25), we should be aware of the dependence
of Ψn,0(py) on h. Explicitly writing down the Fourier transform, we obtain
Ψn,0(py) =
e−ipi/4√
2pih
∫∞
−∞
dy0
2i
[
eipny0/h
(
eipnw/2h
αne
−ipnw/2h
)
−
e−ipny0/h
(
e−ipnw/2h
αne
ipnw/2h
)]
e−ipyy0/h√
Jn
B
(y0
w
)
. (3.35)
We insert this Fourier transform into the wavefunction (3.25) and specialize to
the case x > 0, whence Ψ>(x) is given by equation (1.42). We then see that
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we are dealing with a sum of two two-dimensional integrals, which should be
considered separately. The actions for these two integrals are given by
S±np(x,y,py,y0) = py(y− y0)± pny0 − xs
√
E2 − p2y − x
√
(U0 − E)2 − p2y.
(3.36)
The stationary points of this action correspond to those points where the partial
derivatives with respect to py and y0 vanish. The condition ∂S±np/∂py = 0 yields
the condition
y− y0 + xs
py√
E2 − p2y
+ x
py√
(E−U0)2 − p2y
= 0, (3.37)
which is very similar to the condition (3.1) that we had for the Green’s function.
Furthermore, ∂S±np/∂y0 = 0 yields
−py ± pn = 0. (3.38)
Together, these two conditions determine the classical trajectories of the system.
We see that, as in the case of the Green’s function, the trajectories are straight
lines and are focused by the n-p junction. However, this time they are not emitted
from a single point, but from a line, parametrized by the variable y0. This can be
seen as an illustration of Huygens’ principle: each point of the lead acts as a point
source. However, in this situation the transversal momenta py of the trajectories
are strongly constrained and can take only two values, namely ±pn, with pn the
transversal momentum of the mode in the lead. We also note that, because of this
constraint, the set of trajectories covers only a limited region of space.
Caustics in the system arise when the Hessian matrix A, the matrix of second
derivatives of the action, is degenerate, i.e. detA = 0, see appendix 3.A.1. Com-
puting the second derivatives of the action (3.36), we see that ∂2S/∂y20 = 0 and
that ∂2S/∂y0∂py = −1. Hence detA = −1, and we always have one positive and
one negative eigenvalue. We therefore conclude that, as long as we are in the
deep semiclassical limit, there are no caustics in the system.
In this limit, we can therefore construct an approximation for the wavefunction,
given by equations (3.25) and (3.35), by employing the WKB approximation,
as explained in appendix 3.A.1. The calculation is rather involved, and in par-
ticular requires a careful analysis of the transversal momenta pn, defined by
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equation (3.29). Numbering the modes starting from n = 1 for the lowest value
of pn, one can show that
√
αn = e
ipin/2. The final result is then given by
Ψn(x,y) =
t√
Jn
√
cosφ√
cos θ
e−i
(
xs
√
E2−p2n+x
√
(U0−E)2−p2n
)
/h
×
√
αn
2i
[
eipny/h
(
e−iθ/2
eiθ/2
)
B
(
y0(x,y,pn)
w
)
−
αne
−ipny/h
(
eiθ/2
e−iθ/2
)
B
(
y0(x,y,−pn)
w
)]
, (3.39)
where t is the transmission coefficient (1.44). We note that y0 is a function of x, y
and py (which equals ±pn) through the condition (3.37) for a stationary point.
From the equations for the stationary point, we see that the two trajecto-
ries that emerge from the point (xs, 0) meet each other in the point xi,n =
xs tanφpn/ tan θpn . Around this point there is a region with the shape of a
rhombus in which interference occurs. Furthermore, we note that the point xi,n
is different for each mode n, unless U0 = 2E, in which case the point xi,n is the
same for all modes, as discussed in section 3.2. We also remark that the WKB
approximation (3.39) has the symmetry (3.33). This can be easily seen when
one uses the identity B(y0(x,−y,pn)/w) = B(y0(x,y,−pn)/w). Note that this
symmetry implies that within the interference region both components of the
wavefunction are given by a cosine for modes with αn = −1, whereas they are
given by a sine for modes with αn = 1.
Second, let us consider the case where h =  hvF/(E0L) is small, and  hvF/(E0w)
is rather large, which means that w/L is small, i.e. we are dealing with a relatively
narrow lead. In that case, the physical situation is slightly different from the one
sketched in the previous paragraphs. In order to understand why, one needs to
consider the width of the Fourier transform Ψleadn (py) of the modes in the lead. To
determine it, we first note that each of the components of the wavefunction Ψleadn is
the product of a trigonometric function and a boxcar function, see equation (3.27).
Therefore, the Fourier transform of each of these components is the convolution
of the Fourier transforms of the two functions that make up the product. Since the
Fourier transform of a trigonometric function is the sum of two delta functions,
it is the Fourier transform of the boxcar function that determines the width of
the Fourier transform of the lead wavefunction. This Fourier transform is easy to
compute, and we obtain
B(py) =
e−ipi/4√
2pih
∫∞
−∞ B
( y
w
)
e−ipyy/hdy = e−ipi/4
2h√
2pih
sin(pyw/2h)
py
. (3.40)
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Figure 3.9: The norm of the Fourier transform Ψleadn for various modes in a graphene
lead of width 30 nm. (a) The energy E equals 100 meV and  hvF/(E0w) = 0.213. There
is only one mode in the lead, with a broad Fourier transform. (b) E = 400 meV and
 hvF/(E0w) = 0.0533. There are six modes in the lead, which have a rather narrow Fourier
transform. One can speak about characteristic momenta.
To obtain an estimate of the full width at half maximum (FWHM) of this Fourier
transform, we expand the sine up to third order in its argument. Solving for the
point where the absolute value of the function is half of its maximal value and
subtracting the two solutions, we find that the FWHM is approximately given by
∆py = py,+ − py,− = 4
√
3
h
w
, (3.41)
where all units are dimensionless. Going back to units with dimensions, we see
that the width is determined by the dimensionless parameter  hvF/(E0w).
When this dimensionless semiclassical parameter in the lead is rather large,
the Fourier transform is broad. In that case, it is less appropriate to consider
the solution (3.25) as a double integral to which one should apply the WKB
approximation. Instead, one should rather think of it as a single integral and
consider Ψn,0(py) as a function that does not depend on h. From a physical
perspective, one might say that, from each point in the lead, trajectories come
out at all angles, instead of at just two. This means that we enter a regime for
which the classical picture is qualitatively more similar to the one discussed in
section 3.2, albeit with a lead as the source of electrons instead of a single point.
In particular, we expect the formation of caustics when U0 6= 2E.
To illustrate this, let us consider a specific situation. In figure 3.9, we show the
norm of the Fourier transform of the wavefunction Ψleadn (x,y) for various modes
in a graphene lead of width 30 nm. In figure 3.9(a), the energy of the electrons is
100 meV, which means that  hvF/(E0w) = 0.213. One indeed sees that the Fourier
transform of the only mode in the lead is very broad and that it does not make
much sense to speak about characteristic momenta. When we raise the energy of
the electrons to 400 meV, the dimensionless parameter  hvF/(E0w) = 0.0533 and
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there are six modes in the lead. Now the Fourier transform of the various modes
is much narrower, as can be seen in figure 3.9(b), and it does make sense to speak
about characteristic momenta.
In figure 3.10, we show the norm ‖Ψn‖ of the wavefunction (3.25) for various
electron energies and potential heights for fixed length scales L = 100 nm and
w = 30 nm. Comparing figures 3.10(a) and 3.10(b), we see that for E = 100 meV
we are indeed in a situation that is qualitatively similar to the Green’s function,
since trajectories come out of the lead at all angles. When U0 = 2E, they are
focused in a single point. When U0 6= 2E, a caustic occurs and we observe the
characteristic interference pattern. When E = 250 meV, this pattern is already
much less pronounced, see figure 3.10(c). For an electron energy E = 400 meV,
the various modes in the lead carry designated momenta, as is particularly clear
from figure 3.10(e), where the wavefunction that results from the second mode
in the lead is shown. For U0 = 2E, figure 3.10(d), the situation is once again
symmetric with respect to the junction interface, whereas this is not the case for
U0 6= 2E. In figure 3.10(f), where we show the total intensity ‖Ψ‖2tot =
∑
n‖Ψn‖2,
i.e. the sum of the intensities ‖Ψn‖2 that result from the separate modes in the
lead, we do not see a clear interference pattern characteristic of a caustic. Instead,
we have a rather sharp focusing spot, indicating that we are in the regime where
we can approximate the wavefunction (3.25) by its WKB approximation (3.39).
Comparing figure 3.10(f) with the numerical results from Ref. [182], we see that
there is qualitative agreement between the two approaches. Unfortunately, the
numerical simulations from Ref. [182] were performed at rather high energies,
typically 0.4 eV, for samples with rather wide leads, typically 50 nm. Therefore,
their outcomes only show one of the two regimes that we have identified, namely
the WKB regime. However, we believe that it should be straightforward to also
observe the other regime, in which caustics occur, by going to lower energies
or by using narrower leads. The authors of Ref. [182] also observe a lowered
transmission for leads with zigzag edges as compared to leads with armchair
edges. The research reported in this chapter does not offer an explanation for this
effect. We come back to this observation in the next chapter, where we clarify its
origin.
In figure 3.11, we compare the total intensity ‖Ψ‖2tot for the wavefunction (3.25)
and its WKB approximation (3.39) for E = 400 meV, w = 30 nm and L =
100 nm. We see that the WKB-approximation captures the essential behavior
of the wavefunction, but that the discrepancy is rather large, especially away
from the maximum. We ascribe this discrepancy, which is notably smaller for
U0 = 2E than for U0 6= 2E, to the fact that the width of the Fourier transform
of the lead wavefunction is still rather large. For E = 400 meV and w = 30 nm,
our estimate (3.41) gives ∆py = 0.37 in dimensionless units, which means that
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Figure 3.10: (previous page) The norm ‖Ψn‖ of the wavefunction that results from current
entering through a lead of width w = 30 nm on the left side of a sample with L = 100 nm.
The n-p junction is located at x = 0. (a) For E = 100 meV, there is only one mode in the
lead and the trajectories exit the lead at all angles. Since U0 = 200 meV, they are focused
in a single point, which makes the situation qualitatively similar to the one for the Green’s
function. (b) For E = 100 meV and U0 = 250 meV, we see a caustic. (c) When E = 250 meV
and U0 = 625 meV, the interference pattern that results from the first mode in the lead
is less pronounced, and we are moving closer towards the deep semiclassical limit. (d)
For E = 400 meV, the lead contains six modes, each of which has a rather sharp Fourier
transform and gives rise to a well-defined transversal momentum. Depicted here is the
wavefunction that results from the first mode for U0 = 800 meV. (e) We clearly see that
for E = 400 meV, the second mode carries a well-defined transversal momentum. For
U = 1000 meV, we see almost no interference pattern, implying that we are close to the
deep semiclassical limit. (f) The total intensity ‖Ψ‖2tot =
∑
n‖Ψn‖2, for E = 400 meV and
U0 = 1000 meV. We see that we have a sharp focusing spot. The maximum of the color
scale equals (a), (b) 0.18, (c), (d), (e) 0.25, (f) 0.135.
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Figure 3.11: Comparison of the solution (3.25) with the stationary phase approxima-
tion (3.39). We consider ‖Ψ‖2tot, meaning that we sum over all modes in the lead. The
lead width is w = 30 nm and L = 100 nm; the electron energy equals E = 400 meV. (a)
Comparison along the x-axis for U0 = 800 meV. (b) Comparison along the line x = L for
the same potential. Both sections show quite good agreement. (c) Comparison along the
x-axis for U0 = 1000meV. (d) Comparison along the line x = 190 nm for the same potential.
The agreement is not as good as for U0 = 2E, but the stationary phase approximation still
captures the essential features of the wavefunction.
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for each lead mode there are still a lot of values of py that contribute to the
scattering.
3.7 conclusion
In this chapter, we have studied two realizations of electronic Veselago lenses
for massless Dirac fermions. We have found that in both cases the presence of
(pseudo)spin polarization leads to breaking of the symmetry. By comparing the
exact solutions with various semiclassical approximations, we have established
that the semiclassical approximation is an effective tool to study focusing in
graphene.
For the case of the Green’s function, we have demonstrated that, depending on
the (pseudo)spin polarization, the main focus can either be vertically displaced
or can vanish completely. When the polarization equals (1, 0), the main focus is
displaced from the x-axis, on which it lies when the (pseudo)spin polarization
equals (1, 1). When we consider graphene, the size of this effect is typically on
the order of several nanometers. Furthermore, the direction of the displacement
is opposite for electrons in the K-valley and in the K ′-valley. However, since the
ratio of the displacement and the peak width is typically smaller than 0.25, we
believe that this effect is not strong enough to create an effective valley filter
in graphene. Nevertheless, we think that the effect could be measured experi-
mentally. An initial sublattice polarization of (1, 0) could be realized by injecting
electrons onto a single site with an STM, and a smaller amount pseudospin po-
larization could perhaps be attained by considering tunneling through hexagonal
boron nitride [75–77]. Subsequently, one could for instance try to measure the
displacement using an STM, or with the valley Hall effect [116, 237]. When the
polarization equals (1,−1), the main focus vanishes completely. Although we
believe that such a polarization would be hard to realize in graphene, it can
perhaps be attained in topological insulators, where we are dealing with real spin
instead of pseudospin.
To gain more insight into the effect of different polarizations, we have stud-
ied the Green’s function using various semiclassical approximations. We have
demonstrated that the vertical position of the main focus can be well predicted
using the Pearcey approximation, provided that we include its first correction.
This approximation also gives good results for the horizontal position of the
maximum, even for large values of the semiclassical parameter, even though it
does not give accurate results for the value of the maximal intensity. We have
also shown that the uniform approximation shows very good agreement with
the exact solution, making it the preferred approximation when one is not only
interested in the position of the maximum, but also in its value. Using the Pearcey
approximation with various corrections, we have derived the result (3.16), which
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shows that the ratio between the peak intensities for polarizations (1,−1)/
√
2
and (1, 1)/
√
2 is proportional to the dimensionless semiclassical parameter h of
the system. Finally, we have derived the result (3.22), which reveals how the
displacement of the main focus depends on the different system parameters. We
have demonstrated that it shows very good agreement with the exact solution.
For the case of current entering a graphene sample through a narrow graphene
lead, we have used the semiclassical approximation to identify two different
regimes. When the dimensionless semiclassical parameter in the lead is rather
large, while the semiclassical parameter of the system is small, which happens
for instance for low energies or narrow leads, we expect caustics to be formed in
the system. On the other hand, when both semiclassical parameters are small,
we have shown that a rather sharp focusing spot will occur. We believe that the
transition between these two regimes should be visible both in experiment and in
numerical simulations. The effects of symmetry breaking in this system are less
clear, since a mass term in the lead not only breaks the reflection symmetry in the
x-axis, but also the symmetry of the Fourier transform of the total wavefunction in
the lead, due to the presence of reflected waves. Because of this, we can generally
expect the amount of current with positive transversal momentum to differ from
the amount of current with negative transversal momentum.
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3.a evaluation of oscillatory integrals
In this appendix, we consider the prototype integral
I(x,h) =
∫∞
−∞ dη f(x,η)eiS(x,η)/h, (3.42)
in the limit h→ 0. The vector x is two-dimensional and we assume that f(x,η)
vanishes for sufficiently large |η|. In the first subsection, we allow η to be a vector;
in the second and third subsections, we only consider scalar η. The scalar function
S(x,η) is henceforth referred to as the action. When the semiclassical parameter
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h is small, we can apply the stationary phase approximation [94, 230, 231] to
the integral (3.42). In this appendix, we briefly discuss this method for regular
points and near caustics. In particular, we discuss in detail how we can obtain
good results near a cusp caustic. Although we also give some derivations, the
emphasis is on the results.
3.a.1 WKB approximation
In this subsection, we allow the variable of integration η to be an n-dimensional
vector. In the limit h → 0, the main contribution to the integral (3.42) is given
by the critical points [94, 230, 231], at which the gradient of the phase function
S(x,η) with respect to η vanishes, i.e.
∂S
∂ηi
∣∣∣∣
(x0,η0)
= 0, i = 1 . . . n. (3.43)
Let us start by considering the simplest case, where the action S(x,η) has a
nondegenerate critical point (x0,η0):
detA(x0,η0) ≡ det ∂
2S
∂ηi∂ηj
∣∣∣∣
(x0,η0)
6= 0, (3.44)
which means that the Hessian matrix A is invertible at the critical point. In this
case, the implicit function theorem states that there exists a neighborhood of
(η0, x0) and a function η = η(x) such that equation (3.44) holds for all points in
this neighborhood. One can then show that, for a nondegenerate critical point
(x0,η0), one has [94, 230, 231]
I(x0,h) = (2pih)n/2
f(x0,η0)√
|detA(x0,η0)|
eipi sgn(A(x0,η0))/4
× eiS(x0,η0)/h(1+O(h)), (3.45)
where sgn(A) denotes the number of positive eigenvalue of A minus the number
of negative eigenvalues. We remark that the need to make a consistent choice
for the sign of
√
detA naturally leads to the notion of the Maslov index [94,
248], which we discuss in more detail in chapter 5. Furthermore, because of the
aforementioned implicit function theorem, the result (3.45) can be extended to
a neighborhood of the point x0. In the physical literature, approximations of
the type (3.45), notably for the one-dimensional case, are usually referred to as
Wentzel-Kramers-Brillouin (WKB) approximations.
When there are multiple critical points η0,j for a given value of x0, one has to
compute the right-hand side of equation (3.45) for each of them. The integral (3.42)
then equals the sum of these results. From a physical perspective, this means that
we have interference between multiple trajectories.
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3.a.2 Fold caustic: Airy approximation
From here on, we consider only scalar η. When the critical point (x0,η0) is
degenerate, that is, when
∂S
∂η
∣∣∣∣
(x0,η0)
= 0, and
∂2S
∂η2
∣∣∣∣
(x0,η0)
= 0, (3.46)
the approximation (3.45) diverges and is no longer valid. In this appendix and
in appendix 3.A.3.1, we show how the leading-order term of the asymptotic
expansion of I(x,h) for x near x0 can be obtained near a fold and a cusp caustic.
We remark that there is an extensive body of literature on approximating the
integral I(x,h) near a caustic, and that most approximations were gradually
developed. A good overview of the various approximations in the context of
semiclassical collision theory, a subject in which they have been used extensively,
is given in Ref. [233]. The derivations that we present in this appendix and in
appendix 3.A.3.1 closely follow appendix 2 of Ref. [234], only extending some of
their arguments. In turn, the derivation presented in Ref. [234] makes extensive
use of the ideas of catastrophe theory and the stationary phase approximation,
as presented in Refs. [228, 230]. We have nevertheless chosen to include these
derivations in this appendix in order to make this thesis self-contained and to
make appendix 3.A.3.2 more accessible to the reader.
When the degenerate stationary point lies on a fold caustic, we know [228]
that the third derivative of the action S(x,η) does not vanish. Let us therefore
consider the Taylor expansion of the action up to third order in η around η0, i.e.
S(x,η) = S(3)(x,η) +O(β4)
= q0(z) + q1(z)β+
q2(z)
2
β2 +
q3(z)
6
β3 +O(β4),
(3.47)
where β = η− η0 and z = x− x0. We note that η0 and x0 are related through
equation (3.46). Subsequently, we expand the coefficients qi(z) up to first order
in z, that is,
q0(z) = a0 + 〈b0, z〉+O(z2), q1(z) = 〈b1, z〉+O(z2),
q2(z) = 〈b2, z〉+O(z2), q3(z) = a3 +O(z).
(3.48)
Note that the constant parts of q1 and q2 vanish due to equation (3.46).
We now show how to express the leading-order term of the asymptotic expan-
sion of the integral (3.42) near the fold caustic in terms of the Airy-function [243]
Ai(x), which has the integral representation
Ai(u) =
1
2pi
∫∞
−∞ exp
(
i
3
t3 + iut
)
dt. (3.49)
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In the integral I(x,h), we first make the substitution η = β+η0, and subsequently
β = qγ− q2/q3, where q = 3
√
2h/q3. We also make a Taylor expansion of f(x,η)
in η around η0. We then see that the leading-order term in the asymptotic expan-
sion is O(h1/3), whereas the terms of O(β4) in the action give a contribution of
O(h2/3). Similarly, the first-order term in the expansion of f(x,η) gives a contri-
bution of O(h2/3). Using equation (3.47) and making the above substitutions, we
therefore arrive at
I(x,h) =
∫∞
−∞ dη f(x,η0)eiS
(3)(x,η)/h +O(h2/3), (3.50)
= 2pif(x,η0) 3
√
2h
|q3|
exp
[
i
h
(
q0 +
q32
3q23
−
q1q2
q3
)]
×Ai
[
21/3
h2/3q
1/3
3
(
q1 −
q22
2q3
)]
+O(h2/3). (3.51)
The next step is to determine in which neighborhood of the fold caustic we
can use this formula. To this end, we note that
q0 +
q32
3q23
−
q1q2
q3
= a0 + 〈b0, z〉+O(z2), (3.52)
21/3
h2/3q
1/3
3
(
q1 −
q22
2q3
)
=
21/3〈b1, z〉
h2/3a
1/3
3
+
O(z2)
h2/3
. (3.53)
The integral I(x,h) is heavily oscillating for small h and has different asymptotic
expansions for different values of x. In particular, we cannot use equation (3.51)
when we are far away from the point x0 on the fold caustic, since the coefficient
q2(z) will be too large to justify the equality (3.50). More specifically, we could
say that the argument of the Airy function should not be large. If it were large,
we could expand the Airy function for large arguments and we would be in the
regime of the WKB approximation. Therefore, a safe estimate seems to be to
demand that the argument of the Airy function is O(hδ), with δ > 0. Setting for
instance δ = 1/6, we find from equation (3.53) that we can use equation (3.51) in
an O(h5/6) neighborhood of the fold caustic. Of course, this is an estimate and
it may be possible to use the approximation in a larger neighborhood. This is
however dependent on the details of the problem, for instance on the values of
the coefficients a3 and b1.
Since, for z = O(h5/6), we haveO(z2)h−2/3 = O(h) andO(z2)h−1 = O(h2/3),
we see that the errors that are introduced by neglecting the second-order terms in
the Taylor expansions of the coefficients qi(z) are smaller than those introduced
in equation (3.50). Using equations (3.52) and (3.53) and keeping only the zeroth-
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order term of the Taylor expansion of f(x,η0) around x0, we can then simplify
equation (3.51) to
I(x,h) = 2pif(x0,η0) 3
√
2h
|a3|
exp
[
i
h
(a0 + 〈b0, z〉)
]
×Ai
(
2〈b1, z〉
22/3h2/3a
1/3
3
)
+O(h2/3). (3.54)
This approximation is valid in an O(h5/6) neighborhood of the fold point under
consideration.
3.a.3 Cusp caustic: Pearcey approximation
For a cusp point, the third derivative of the action vanishes as well, but the fourth
derivative does not.
3.a.3.1 Leading-order approximation
To obtain the leading-order approximation near a cusp point, we expand the
action up to fourth order in η, similar to equation (3.47). We obtain
S(x,η) = S(4)(x,η) +O(β5) = q0(z) + q1(z)β+
q2(z)
2
β2 +
q3(z)
6
β3 +
q4(z)
24
β4 +O(β5), (3.55)
where β = η− η0. As in the previous section, we expand the coefficients qi(z)
up to first order in z. The expansions of q0(z), q1(z) and q2(z) are equal to those
in equation (3.48). For the other coefficients, we have
q3(z) = O(z), q4(z) = a4 +O(z). (3.56)
When x is close to x0, we can then express the leading-order term of the
asymptotic expansion of the integral (3.42) in terms of the Pearcey function [232]
P±(u, v), which is defined by the integral
P±(u, v) =
∫∞
−∞ exp
(
±it4 + iut2 + ivt
)
dt, (3.57)
where the superscript plus or minus corresponds to the sign in front of the
t4-term. This function has two important symmetries, namely [245, 246]
P±(u,−v) = P±(u, v), P−(u, v) = [P+(−u,−v)]∗. (3.58)
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These symmetries can be easily verified using the definition (3.57). Furthermore,
the two partial derivatives of P±(u, v) satisfy
P±v (u,−v) = −P
±
v (u, v), P
±
u (u,−v) = P
±
u (u, v). (3.59)
Unfortunately, the Pearcey function is not implemented in most computer algebra
systems. However, numerical values of the Pearcey function can be computed
rather efficiently by deforming the integration contour [246] or by numerically
solving a differential equation [245].
As in the previous section, we first make the substitutions η = β+ η0 and
β = qγ− q3/q4, where q = 4
√
24h/|q4|, in the integral I(x,h). Making a Taylor
expansion of f(x,η) in η around η0, we see that the leading-order term in the
asymptotic expansion is O(h1/4). The terms of O(β5) in the action give a contri-
bution of O(h1/2), as does the first-order term in the Taylor expansion of f(x,η)
in η. Therefore,
I(x,h) =
∫∞
−∞ dη f(x,η0)eiS
(4)(x,η)/h +O(h1/2). (3.60)
After performing the aforementioned substitutions, we obtain the following
expression for I(x,h):
f(x,η0) 4
√
24h
|q4|
P±
[√
6
h|q4|
(
q2 −
q23
2q4
)
, 4
√
24
h3|q4|
(
q1 +
q33
2q24
−
q2q3
q4
)]
× exp
[
i
h
(
q0 −
q1q3
q4
+
q2q
2
3
2q24
−
q43
8q34
)]
+O(h1/2). (3.61)
The sign in P± is taken as the sign of q4, and hence as the sign of a4.
Making use of the expansions of the qi(z), given in equations (3.56) and (3.48),
we find that
q0 −
q1q3
q4
+
q2q
2
3
2q24
−
q43
8q33
= a0 + 〈b0, z〉+O(z2), (3.62)
q2 −
q23
2q4
h1/2|q4|1/2
=
〈b2, z〉
h1/2|a4|1/2
+
O(z2)
h1/2
, (3.63)
q1 +
q33
2q24
− q2q3q4
h3/4|q4|1/4
=
〈b1, z〉
h3/4|a4|1/4
+
O(z2)
h3/4
. (3.64)
Following the reasoning in the previous section, we then demand that both
arguments of the Pearcey function are O(hδi ), with δi > 0. Setting for example
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min(δi) = 1/8, we see from equations (3.63) and (3.64) that a safe estimate for
the neighborhood in which we can use equation (3.61) is O(h7/8).
Assuming that z = O(h7/8), we find that O(z2)h−3/4 = O(h), O(z2)h−1/4 =
O(h3/2) and O(z2)h−1 = O(h3/4). Therefore, for this neighborhood, the largest
error that we introduce in making a first-order Taylor expansion of the coeffi-
cients qi(z) is O(h), which is much smaller than the errors of O(h1/2) that we
introduced in equation (3.60).
Using the above results, and replacing f(x,η0) by its zeroth-order Taylor ap-
proximation around x0, we can simplify equation (3.61) to
I(x,h) = f(x0,η0) 4
√
24h
|a4|
exp
[
i
h
(a0 + 〈b0, z〉)
]
× P±
[√
6
h|a4|
〈b2, z〉, 4
√
24
h3|a4|
〈b1, z〉
]
+O(h1/2). (3.65)
We can use this approximation in an O(h7/8)-neighborhood of the point x0.
3.a.3.2 Higher-order corrections
Let us now look at higher order corrections to equation (3.65). In the previous
section, we identified two sources of corrections of O(h1/2), namely the terms of-
O(β5) in the action, and the first-order term in the Taylor expansion of f(x,η) in
η. We also saw that corrections that come from the Taylor approximations in x are
of O(h). Let us therefore look at the higher-order terms in the Taylor expansion
of the action, i.e. let us consider [249]
S(x,η) = S(4)(x,η) +
q5(z)
5!
β5 +
q6(z)
6!
β6 +O(β7), (3.66)
where S(4) was defined in equation (3.55). Let us also consider the higher-order
terms in the Taylor expansion of the amplitude f(x,η) in η, that is, [249]
f(x,η) = f(x,η0) + fη(x,η0)β+
1
2
fηη(x,η0)β2 +O(β3). (3.67)
When we make the substitutions η = β + η0 and β = qγ − q3/q4, where
q = 4
√
24h/|q4|, in equation (3.42), we see that q5(z)β5/h is O(h1/4) and that
q6(z)β6/h is O(h1/2). Therefore, these terms are small compared to S(4)(x,η)/h,
150 pseudospin polarization in veselago lenses
which is of order one, and we can make a Taylor expansion of the exponent.
Gathering all terms of the same order, we obtain
I(x,h) =
∫∞
−∞ dβf(x0,η0)eiS
(4)(x,η)/h︸ ︷︷ ︸
O(h1/4)
+
∫∞
−∞ dβfη(x0,η0)βeiS
(4)(x,η)/h︸ ︷︷ ︸
O(h1/2)
+
∫∞
−∞ dβf(x0,η0)
i
h
q5(z)
5!
β5eiS
(4)(x,η)/h︸ ︷︷ ︸
O(h1/2)
+
∫∞
−∞ dβfηη(x0,η0)
β2
2
eiS
(4)(x,η)/h︸ ︷︷ ︸
O(h3/4)
+
∫∞
−∞ dβfη(x0,η0)β
i
h
q5(z)
5!
β5eiS
(4)(x,η)/h︸ ︷︷ ︸
O(h3/4)
+
∫∞
−∞ dβf(x0,η0)
1
2
(
i
h
q5(z)
5!
β5
)2
eiS
(4)(x,η)/h︸ ︷︷ ︸
O(h3/4)
+
∫∞
−∞ dβf(x0,η0)
i
h
q6(z)
6!
β6eiS
(4)(x,η)/h︸ ︷︷ ︸
O(h3/4)
+ O(h).
(3.68)
We know from the discussion in the previous section that the first term becomes
the result (3.65). Let us now look at the first term of O(h1/2). After we have
performed the substitutions and have discarded all terms of O(h) and higher, we
find that this term equals∫∞
−∞ dβfη(x0,η0)βeiS
(4)(x,η)/h
= q2fη(x0,η0)
∫∞
−∞ dγγeiS
(4)(x,η)/h
= −ifη(x0,η0)
(
24h
|a4|
)1/2
exp
[
i
h
(a0 + 〈b0, z〉)
]
× P±v
[√
6
h|a4|
〈b2, z〉, 4
√
24
h3|a4|
〈b1, z〉
]
. (3.69)
3.A evaluation of oscillatory integrals 151
One can prove the last equality by using the same arguments as in the previous
subsection. By P±v we mean the derivative of the Pearcey function with respect to
its second argument, given by
P±v (u, v) = i
∫∞
−∞ t exp
(
±it4 + iut2 + ivt
)
dt. (3.70)
In a similar way, one can express the first term of O(h3/4) in equation (3.68) in
terms of the derivative of the Pearcey function with respect to its first argument,
given by
P±u (u, v) = i
∫∞
−∞ t2 exp
(
±it4 + iut2 + ivt
)
dt. (3.71)
After some algebra, we obtain∫∞
−∞ dβfηη(x0,η0)
β2
2
eiS
(4)(x,η)/h = −
i
2
fηη(x0,η0) exp
[
i
h
(a0 + 〈b0, z〉)
]
×
(
24h
|a4|
)3/4
P±u
[√
6
h|a4|
〈b2, z〉, 4
√
24
h3|a4|
〈b1, z〉
]
(3.72)
We do not discuss the other terms in equation (3.68), as they prove to be irrelevant
for the problem that we discuss in the main text.
3.a.4 Uniform approximation near the cusp
In the previous sections, we performed a Taylor expansion of the action until the
first nonvanishing term, and constructed an approximation for the integral (3.42)
based on this expansion. Using the theorems of catastrophe theory, a uniform
approximation of I(x,h) can be constructed. For points near the fold caustic
this construction was first discussed in Ref. [244], and for the cusp caustic in
Refs. [233, 235]. In this appendix, we review the construction of the uniform
approximation near a cusp caustic as presented in Refs. [233, 235], using slightly
different conventions.
Consider a cusp point (x0,η0), at which the first three derivatives of the action
S with respect to η vanish. Then, for points x in the vicinity of this cusp point x0,
a transformation χ = χ(x,η) exists, with inverse transformation η = η(x,χ), such
that the action in the new variable χ has the form [227, 228, 235]
S(x,η) = ±χ4 +w2(x)χ2 +w1(x)χ+w0(x), (3.73)
where the sign in front of χ4 equals the sign of ∂4S/∂η4 and both w1(x0) = 0
and w2(x0) = 0. Note that this is an exact transformation and that we are no
longer using a truncated Taylor expansion here.
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Changing our integration variable in the integral (3.42) from η to χ, we obtain
I(x,h) = e
i
hw0(x)
∫∞
−∞ dχ F(x,χ)e
i
h (±χ4+w2(x)χ2+w1(x)χ), (3.74)
where we have introduced the new amplitude function
F(x,χ) =
∣∣∣∣dηdχ
∣∣∣∣ f(x,η(χ)). (3.75)
Subsequently, we expand F(x,χ) up to second order in χ, i.e.
F(x,χ) = A0(x) +B0(x)χ+C0(x)χ2 +O(χ3). (3.76)
One can then show that the following equality holds [235]
I(x,h) = e
i
hw0
[
h1/4A0P
±
(
w2
h1/2
,
w1
h3/4
)
− ih1/2B0P
±
v
(
w2
h1/2
,
w1
h3/4
)
−ih3/4C0P
±
u
(
w2
h1/2
,
w1
h3/4
)]
+O(h5/4), (3.77)
where the derivatives of the Pearcey function were defined in equations (3.70)
and (3.71) and the sign in the definition of the Pearcey function corresponds to
the sign in front of χ4 in equation (3.73). When higher-order terms in the expan-
sion (3.76) are taken into account, the constants A0, B0 and C0 in equation (3.77)
are replaced by series in integer powers of h, as proven in Ref. [235].
In order to compute the solution (3.77), we need to obtain the parameters w0,
w1 and w2, and A0, B0 and C0 for a given point x. In order for the mapping
χ = χ(x,η) to be one-to-one, the stationary points on the left-hand side of
equation (3.73) should correspond to those on the right-hand side. Concerning the
left-hand side of the equation, let us assume that we know the action Si = S(x,ηi)
at the three stationary points η1,2,3 of S(x,η) for a given point x. On the right-hand
side, the stationary points are defined by the equation
±4χ3 + 2w2(x)χ+w1(x). (3.78)
When the discriminant
∆ = ∓27w32 − 2433w21 (3.79)
is positive, this cubic equation has three distinct real roots. When ∆ is negative,
the equation has one real root and two complex conjugate roots and when the
discriminant vanishes, all roots are real, but there is a multiple root. We call these
three roots of equation (3.78) χ1,2,3. Note that, in a practical implementation, it
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is important that both sets of stationary points are ordered in the same way, e.g.
from small to large when all numbers are real. When this is not the case, one
could for instance take the first stationary point to be the real one, followed by
the two complex ones ordered by their imaginary part.
Requiring that the stationary points on both sides of equation (3.73) coincide,
we find that the following set of equalities has to hold
S1 = ±χ41 +w2(x)χ21 +w1(x)χ1 +w0(x),
S2 = ±χ42 +w2(x)χ22 +w1(x)χ2 +w0(x),
S3 = ±χ43 +w2(x)χ23 +w1(x)χ3 +w0(x).
(3.80)
Let us, for simplicity, disregard the case of a degenerate critical point for a
moment. Then we can subtract the second equation in (3.80) from the first and
the third from the first to eliminate w0, which gives
S1 − S2 = ±(χ41 − χ42) + 2w2(χ21 − χ22) +w1(χ1 − χ2),
S1 − S3 = ±(χ41 − χ43) + 2w2(χ21 − χ23) +w1(χ1 − χ3).
(3.81)
Given initial guesses for the parameters w1 and w2, one can then find three
stationary points χ1,2,3 from equation (3.78). These can be inserted into equa-
tion (3.81) to find new values for w1 and w2 and this process can be iterated
until self-consistency is reached. As initial guesses for the parameters w1 and w2
we can use the results of the Taylor expansion of the action, namely
w2,0 =
√
6
|a4|
〈b2, z〉, w1,0 = 4
√
24
|a4|
〈b1, z〉, (3.82)
cf. equation (3.65). For a degenerate critical point, we can use the fact that
the discriminant ∆ vanishes to obtain a relation between w2 and w1. Inserting
this into equation (3.78), one obtains expressions [233] for χ1,2,3 in terms of
w1/w2. We can then obtain w2 from equation (3.81). For more details, we refer
to Ref. [233]. Alternatively, one can obtain w2, w1 and w0 for a given point x
by using an algebraic method, which was described in Ref. [233]. However, this
method requires tracing certain solutions across the caustic, and we therefore
find it less convenient.
Finally, one needs to determine the parameters A0, B0 and C0 in the expan-
sion (3.76). By combining equations (3.75) and (3.76) and evaluating the result at
the three critical points χi, we arrive at a system of three linear equations∣∣∣∣dηdχ
∣∣∣∣
χ=χi
f(x,ηi) = A0 +B0χi +C0χ2i , (3.83)
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from which A0, B0 and C0 can easily be found. However, this requires the
computation of the derivative dη/dχ at the stationary points. By taking the
second derivative with respect to χ on both sides of equation (3.73), we find that
∂2S
∂η2
(
dη
dχ
)2
+
∂S
∂η
d2η
dχ2
= ±12χ2 + 2w2. (3.84)
We are interested in the value of this derivative at the critical points, where the
second term on the left-hand side vanishes by definition. When the stationary
point is nondegenerate, the first term on the left-hand side is nonzero and we
obtain
dη
dχ
∣∣∣∣
χ=χi
=
(
±12χ2i + 2w2
∂2S/∂η2
)1/2
. (3.85)
When we are dealing with a fold point, where ∂2S/∂η2 vanishes as well, we can
take the derivative of expression (3.84) with respect to χ once more to obtain an
equation for dη/dχ. For the cusp point, we can obtain dη/dχ by considering the
second derivative of equation (3.84). Combining equations (3.83) and (3.85), we
see that we can obtain A0, B0 and C0 when we know the values of f(x,η) and
∂2S/∂η2 at the critical points.
3.b initial value problem
In this appendix, we construct the solution of the initial value problem (3.24),
considered in section 3.6. First, we take the Fourier transform of both the equation
and the initial condition with respect to y, which gives
[σxpˆx + σypy +U(x)]Ψ(x,py) = EΨ(x,py), Ψ(xs,py) = Ψ0(py). (3.86)
In section 1.3.2, we constructed two linearly independent solutions of the eigen-
value problem, Ψ>(x) and Ψ<(x), see equations (1.42) and (1.43). The solution of
equation (3.86) is a linear combination of these two solutions that satisfies the
initial condition, i.e.
Ψ(x,py) = c1Ψ>(x) + c2Ψ<(x) =
(
Ψ>(x) Ψ<(x)
)(
c1
c2
)
. (3.87)
Here,
(
Ψ>(x) Ψ<(x)
)
denotes the matrix with columns Ψ>(x) and Ψ<(x). Insert-
ing the initial condition Ψ(xs,py) = Ψ0(py) into equation (3.87) and multiplying
by the inverse of the matrix on the right-hand side, we find that(
c1
c2
)
=
(
Ψ>(xs) Ψ<(xs)
)−1
Ψ0(py). (3.88)
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Combining the previous results and taking the inverse Fourier transform with
respect to py, we find the solution of the initial value problem (3.24) as
Ψ(x,y) =
eipi/4√
2pih
∫E
−E
dpy eipyy/h
(
Ψ>(x) Ψ<(x)
)
×
(
Ψ>(xs) Ψ<(xs)
)−1
Ψ0(py), (3.89)
where the integration limits are ±E, as states with a higher transversal momentum
do not propagate in the sample, see also the discussion in section 1.4.1.
When the electronic current only flows into the sample from the left-hand side,
we can confine our attention to the term proportional to Ψ>(x), see the discussion
in the main text. This means that we are only interested in the first component of
the vector
(
Ψ>(xs) Ψ<(xs)
)−1
Ψ0(py). After some calculus, we find that this
first component equals
−i
det
(
Ψ>(xs) Ψ<(xs)
)Ψ<(xs)TσyΨ0(py) =
1
t ′
1√
2 cosφ
t ′
(
e−iφ/2 eiφ/2
)
e
−i
√
E2−p2yxs/hΨ0(py).
Therefore, we can approximate the full solution (3.89) by
Ψ(x,y) =
eipi/4√
2pih
∫E
−E
dpy eipyy/he
−i
√
E2−p2yxs/h Ψ>(x)
× 1√
2 cosφ
(
e−iφ/2 eiφ/2
)
Ψ0(py). (3.90)
When one considers a situation with U0 − E < E, and is only interested in the
hole region, the integration limits should be reduced to ±py,max, as discussed in
section 1.4.1.

4I N F L U E N C E O F T R I G O N A L WA R P I N G O N V E S E L A G O
L E N S I N G
In the previous chapter, we discussed Veselago lensing for charge carriers that
are governed by the Dirac Hamiltonian. However, as we saw in chapter 1, the
Dirac Hamiltonian is only the lowest-order term in the expansion of graphene’s
tight-binding Hamiltonian. In this chapter, we study the effect of the trigonal
warping term, the second-order term in the expansion, on Veselago lensing
in graphene. We find that perfect focusing, which was predicted for massless
Dirac fermions, is only preserved for one specific sample orientation. In the
general case, trigonal warping leads to the formation of cusp caustics, with a
different position of the cusp point for each of the two valleys. However, we
also find sections of the butterfly caustic. We develop a semiclassical theory to
compute the positions of the intensity maxima and find very good agreement
with tight-binding calculations. We also use tight-binding calculations to study
the transmission as a function of potential strength. The transmission curves that
we obtain in this way are in very good agreement with the results of a billiard
model that incorporates trigonal warping. We also find that our semiclassical
theory accurately predicts the positions of the transmission maxima and the
scaling of the peak width. Finally, we demonstrate that an initial sublattice
polarization leads to tilting of the central focusing spot.
This chapter is based on the following publication:
K. J. A. Reijnders and M. I. Katsnelson, Diffraction catastrophes and semiclassical
quantum mechanics for Veselago lensing in graphene, Phys. Rev. B 96, 045305 (2017).
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4.1 introduction
In the previous chapter, we discussed Veselago lensing for massless Dirac
fermions. We reviewed, based on Ref. [168], how electrons are focused by the
sharp potential step (1.36) and explained that an ideal focus is formed at U0 = 2E.
In other words, when the carrier densities in the electron and hole regions are
equal, all trajectories are focused into a single point. However, in section 3.2,
we also mentioned that this situation is exceptional from the point of view of
catastrophe theory [226–229], because any perturbation of the Hamiltonian will
ruin the ideal focus.
An important correction to the Dirac Hamiltonian is the trigonal warping
term [3, 43, 95], the second-order term in the expansion of graphene’s tight-
binding Hamiltonian, which we discussed in section 1.2.3. Previous research [242]
has shown that this term has a pronounced influence on the classical trajectories,
especially when the energy is large. Furthermore, in the presence of trigonal
warping term, these trajectories become dependent on both the valley index α and
the crystallographic direction θ of the lattice. In Ref. [242], these dependencies
were used to devise a valley beam splitter based on an n-p-n’ junction in a
graphene sample in which the electrons propagate along the armchair direction.
In this device, the trajectories for charge carriers in the K- and K ′-valleys are
deflected in different angular directions, creating a very large valley polarization.
Creating valley polarization [116, 236, 237, 250, 251] is important for graphene
valleytronics applications, where the valley index is used to encode information in
a way similar to spintronics. For electrons propagating along the zigzag direction,
the authors of Ref. [242] found that, in the presence of trigonal warping, the
angle of refraction at the junction interface depends on the valley index. However,
they only considered very high electron energies and did not discuss how this
phenomenon affects the focusing.
Another indication that trigonal warping affects focusing may be found in
Ref. [252], where the authors observed that trigonal warping significantly affects
the transmission of a parallel bundle of electrons through a sequence of two
potential barriers. In particular, the transmission resonances, see chapter 2, occur
at slightly different angles for the two valleys, which could be exploited to create
a moderate valley polarization [252]. The difference between the transmission
coefficients for the two valleys disappeared when low energies were considered.
Tight-binding calculations of Veselago lensing in n-p junctions in realistic
graphene samples were performed in Ref. [182]. The authors used the setup
shown in figure 4.1, in which electrons enter the sample through a narrow injec-
tor lead and exit the sample through a collector lead of the same width. When
studying the transmission as a function of the potential strength U0, they ob-
served a sharp transmission resonance at U0 = 2E for electrons propagating
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along the armchair direction. For electrons propagating along the zigzag direc-
tions, they observed a much broader resonance. However, the precise origin of
this orientation-dependent broadening was not clarified.
In this chapter, we study in detail how the trigonal warping term affects
Veselago lensing in graphene. The first step of our analysis is to classify which
diffraction catastrophes or caustics [226–229] are formed in the system. Building
on the analysis from the previous chapter, we discuss the dependence of the
diffraction catastrophes on the lattice orientation. The second step is to predict the
position at which the electrons are focused, that is, where the intensity maximum
occurs. Using the observation, made in chapter 3, that the Pearcey approxima-
tion [232–234] accurately predicts the position of the intensity maximum, we
obtain an analytic expression for this position. To test these predictions, we
perform tight-binding calculations using the Kwant code [121]. We compute the
wavefunction using the setup shown in figure 4.1, which was also employed in
Ref. [182]. In order to observe both of the regimes that we identified in section 3.6,
we consider both relatively wide and narrow leads.
We also consider a second setup, in which we do not consider the wavefunction
in real space, but instead measure the transmission as a function of the potential
strength. In this case, we consider a narrow collector lead and fix the lengths
of the electron and hole regions. Using the Pearcey approximation [232–234],
we obtain predictions for the potential U0 at which the transmission maxima
occur. Furthermore, we investigate the height of these maxima and the scaling
of their width as a function of the length of the sample. We compare these
predictions with the results obtained from tight-binding calculations [121] and
from simulations of a billiard model [191, 253] that incorporates trigonal warping.
Finally, we consider what happens when the wavefunction in the lead has a
certain sublattice polarization, which is created by a mass term. We compute how
this polarization affects the focusing and test the predictions that we made in
section 3.6. We quantify the observed asymmetry and discuss its dependencies.
The main merit of this chapter is that it precisely shows what happens to the
ideal focus that was predicted for the Dirac Hamiltonian. This not only improves
theoretical understanding of the subject, but is also of fundamental important
for practical applications such as the Dirac fermion microscope [170], which we
discussed in section 1.4.3. In particular, our results show that trigonal warping
already affects focusing in graphene at electron energies as low as 100 meV.
The magnitude of the effect depends on the electron energy, and increases as
the energy increases. It may therefore be regarded as an analog of chromatic
aberration in optics. We therefore believe that the trigonal warping correction is
important for precise image reconstruction in a Dirac fermion microscope.
Our calculations also show that electrons from the K- and K ′-valleys are
generally focused at different positions. Although this was to be expected from the
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results of Ref. [242], we perform a complete quantitative analysis and show that
the effect is still sizeable at rather low energies. In our second setup, we observe
that, due to trigonal warping, the transmission maximum occurs at a different
potential for the two valleys. Hence, electrons that exit the sample through the
collector lead are valley polarized, and one can manipulate this polarization by
changing the potential strength. Using the semiclassical approximation, we study
how the maximal polarization depends on the energy of the electrons and the
length scales of the sample. Naturally, this maximal valley polarization is smaller
than for the valley beam splitter constructed in Ref. [242]. We remark that the
origin of the valley polarization lies in the fact that charge carriers in the two
valleys have a different refractive index. This is similar to the situation in chiral
metamaterials [174–177], where the refractive index is different for left-handed
and right-handed circularly polarized light. To find the total transmission in
our second setup, we add the contributions from each of the two valleys. This
leads to a broad transmission peak, which means that trigonal warping can fully
explained the peak broadening that was previously observed in Ref. [182].
It is important to note that our analysis does not fundamentally depend on the
shape of the Fermi surface distortion. Although we perform our calculations for
the trigonal warping term in graphene, one can use the same methods to study
the effects of higher-order corrections in other Dirac materials such as topological
insulators [137–141], see also section 1.2.7. Deviations from Dirac behavior may
for instance be important for the proposed application of Weyl semimetals in
scanning tunneling microscopes [254, 255]. Since other Dirac materials generally
exhibit stronger band bending than graphene, we expect the deviations from the
Dirac behavior to be much stronger in these materials, which implies that they
should be visible at lower energies. In this context, we mention that the effect of
the hexagonal warping of the Fermi surface on Veselago lensing was studied for
the topological insulator bismuth telluride (Be2Te3) in Ref. [256]. Their analysis
mainly focuses on the classical trajectories and does not provide a classification of
the different types of caustics that occur in the system. Furthermore, although the
wavefunction is evaluated in the semiclassical limit, the authors do not present a
detailed study of the (position of the) intensity maximum.
This chapter is organized in the following way. In section 4.2, we compute the
classical trajectories and classify the different types of caustics that are formed in
the system. We subsequently develop a semiclassical theory for the position of the
intensity maximum in section 4.3. In section 4.4, we compare these predictions
with the results of tight-binding calculations for the wavefunction. We consider
our second setup in section 4.5. We compute the transmission as a function
of potential strength using both tight-binding calculations and billiard model
simulations. In section 4.6, we compare these results with the predictions made
by our semiclassical model based on the Pearcey approximation. Finally, we study
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Figure 4.1: Electrons enter the sample through a narrow injector lead (red) of width Wi.
Charge carriers can exit either through the collector lead (red) of width Wc or through the
drain leads (blue) on either side of the sample. The electron and hole regions have lengths
L1 and L2, respectively.
the effect of an initial sublattice polarization on the focusing in section 4.7. In
section 4.8, we present our conclusions and a brief outlook.
4.2 classical analysis
In this section, we show how trigonal warping affects Veselago lensing in
graphene on a classical level. We first compute the trajectories and plot the
caustics for different values of the lattice orientation. In section 4.2.2, we then
obtain an analytical expression for the position of the cusp point in the case of
zigzag edges along the propagation direction. Finally, we classify the different
types of caustics that occur in the system in section 4.2.3.
4.2.1 Classical trajectories and caustics
The starting point of our analysis is the Dirac Hamiltonian with the trigonal warp-
ing correction [3, 43, 95], which was given in equation (1.27). As in section 1.2.5,
we make all terms in this Hamiltonian dimensionless by scaling energies with
the electron energy E and length scales with L1, the distance from the source
to the junction, see figure 4.1. As discussed in section 1.2.3, we can obtain the
dispersion relation for this Hamiltonian using first-order perturbation theory [3,
43, 95]. After some calculations, we find that
E±α = ±
(
|p|+αµ|p|2 cos
[
3(φp + θ)
])
, (4.1)
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cf. equation (1.29), where the plus sign corresponds to electrons and the minus
sign to holes. The parameter µ in this equation indicates the relative importance
of the quadratic term and is given by µ = E/6t, where t is the nearest-neighbor
hopping in graphene. The parameter α denotes the valley index, see also sec-
tion 1.2.2, and equals +1 for the K ′-valley and −1 for the K-valley. Furthermore,
φp = arctan(py/px) denotes the angle in momentum space and the angle θ
determines the orientation of the lattice, with θ = 0 corresponding to zigzag
edges along the x-direction, see also section 1.2.3 and figure 1.4. The dimen-
sionless semiclassical parameter h equals 3taCC/(2EL1), with aCC = 0.142 nm
the carbon-carbon distance in graphene. All calculations in this chapter are per-
formed for t = 3 eV. Using semiclassical arguments [91, 92], see section 1.2.3 and
chapter 5, we subsequently obtain the classical Hamiltonians for electrons and
holes as
L±0,α = ±
(
|p|+αµ|p|2 cos
[
3(φp + θ)
])
+U(x), (4.2)
cf. equation (1.35).
As in the previous chapter, we consider an n-p junction that can be described by
the sharp one-dimensional potential increase (1.36) at x = 0. Because this potential
is one-dimensional, the transversal momentum py is a conserved quantity. For x <
0, the charge carriers in the system are electrons with a longitudinal momentum
px,e,α that satisfies E+α(px,e,α,py) = E. For x > 0, the charge carriers are holes
with longitudinal momentum px,h,α that satisfies E−α(px,h,α,py) +U0 = E.
We therefore consider electrons that are emitted by a point source at (−L1, 0)
and that are incident on the sharp potential increase (1.36). It easily follows that
the classical action is given by [168]
Snp(x,y,py) = L1px,e,α(py) + xpx,h,α(py) + ypy, (4.3)
cf. equation (1.76) and section 1.4.2. We find the trajectories of the charge car-
riers by computing the stationary points of this action, i.e. the points where
∂Snp/∂py = 0. They are given by
y = −L1
∂px,e,α
∂py
− x
∂px,h,α
∂py
. (4.4)
The caustic is the set of points (xcst,ycst) where the second derivative ∂2Snp/∂p2y
vanishes as well. Taking the derivative of equation (4.4), we obtain
xcst = −L1
∂2px,e,α/∂p
2
y
∂2px,h,α/∂p2y
, (4.5)
and we can obtain ycst by entering this value back into equation (4.4). We sub-
sequently find the cusp point (xcusp,ycusp) by computing the third derivative
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∂3Snp/∂p
3
y and finding the point on the caustic where it vanishes. However,
we can considerably simplify its computation by taking a closer look at the
symmetries of the dispersion relation (4.1).
Let us first consider the Dirac case for a moment, which we discussed in detail
in the previous chapter. We immediately see that the Dirac dispersion, which
corresponds to µ = 0 in equation (4.1), has rotational symmetry in momentum
space. In particular, it has reflection symmetry in px and in py. Because py is
conserved at the barrier interface and the group velocity for holes is opposite to
their momentum, symmetry in px means that px,h,α = −px,e,α when U0 = 2E.
This leads to an ideal focus, as the electrons are focused in the mirror image of
the source [168]. As we discussed in chapter 3, all derivatives of Snp with respect
to py vanish at this ideal focus. Furthermore, the symmetry py → −py ensures
that the classical trajectories are also symmetric in the x-axis.
When we include trigonal warping, the dispersion relation (4.1) becomes
dependent on the lattice orientation θ. For θ = 0, which means that we have
zigzag edges along the x-axis, the symmetry in px is broken. We therefore no
longer have an ideal focus atU0 = 2E. However, the trajectories are still symmetric
in the x-axis, since the symmetry in py is preserved when θ = 0.
For θ = pi/6, which means that we have armchair edges along the x-axis, the
symmetry in px is restored. Indeed, we immediately see that cos(3[φp + pi/6]) =
− sin(3φp) and, setting p¯ = (−px,py), we observe that sin(3φp¯) = sin(3[pi −
φp]) = sin(3φp). Therefore, we have an ideal focus at U0 = 2E when we have
armchair edges along the x-axis. However, the trajectories are not symmetric in
the x-axis in this case, because the symmetry in py is broken for θ = pi/6. For
generic θ, the dispersion relation (4.1) is not symmetric in either px or py, which
implies that we do not have an ideal focus at U0 = 2E.
In figure 4.2, we show both the classical trajectories and the caustics for various
values of the lattice orientation θ. Looking at figures 4.2(b) and 4.2(c), we observe
that a cusp caustic is formed when θ = 0. The ideal focus has disappeared,
because trigonal warping breaks the symmetry in px. However, we clearly see
that the symmetry in py is preserved. Because trigonal warping also breaks
the symmetry between the valleys K and K ′, their cusp points lie at different
positions on the x-axis. When we slightly vary the potential, we obtain a more
complicated caustic shape, shown in figure 4.2(d), which we discuss shortly. In
figure 4.2(e), we see that for generic θ the symmetry in both px and py is broken.
The cusp point is therefore displaced from the x-axis in this case. When θ = pi/6,
which means that we have armchair edges along the x-axis, the symmetry in px
is restored and we recover an ideal focus at U0 = 2E, see figure 4.2(f). The ideal
focus for the Dirac Hamiltonian is shown in figure 4.2(a).
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Figure 4.2: (a) Classical trajectories for the massless Dirac Hamiltonian at U0 = 2E. (b)–(f)
Classical trajectories (red) and caustics (black) for the Hamiltonian including trigonal
warping. (b) θ = 0, K-valley, E = 0.4 eV, U0 = 0.8 eV; (c) θ = 0, K ′-valley, E = 0.4 eV,
U0 = 0.8 eV; (d) Section of the butterfly caustic. θ = 0, K ′-valley, E = 0.6 eV, U0 = 1.18 eV;
(e) θ = pi/12, K ′-valley, E = 0.4 eV, U0 = 0.795 eV; (f) θ = pi/6, E = 0.4 eV, U0 = 0.8 eV.
4.2.2 Analytical expressions for zigzag edges
We now take a closer look at θ = 0, which corresponds to zigzag edges along the
propagation direction, because it illustrates the generic situation. Furthermore,
the symmetry in py considerably simplifies the calculations. Since E±α (px,−py) =
E±α (px,py), we also have px,e,α(py) = px,e,α(−py), and the same identity holds
for px,h,α. The second derivative of the longitudinal momentum is therefore
symmetric with respect to py, which means that xcst is also symmetric with
respect to py by virtue of equation (4.5). Combining this with equation (4.4), we
conclude that the caustic is symmetric in the x-axis. In particular, this means that
the cusp points lie symmetrically around the x-axis. Because the third derivative
∂3Snp/∂p
3
y is antisymmetric in py, it vanishes at py = 0, which means that there
is always a cusp point on the x-axis. In what follows, we investigate the position
xcusp of this particular cusp point.
We first note that when we consider the expansion of the action Snp in py
around py = 0 at the point (xcusp, 0), the terms of odd order vanish. Let us now
determine the various derivatives of px with respect to py by computing the
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derivatives of the dispersion relation (4.1). Fixing the energy E and considering
px to be a function of py, we obtain
∂E±α
∂px
∂px
∂py
+
∂E±α
∂py
= 0. (4.6)
Since we consider θ = 0, the second term vanishes at py = 0 and we find that
∂px/∂py equals zero at this point. Of course, we could have already concluded
this from the fact that px is antisymmetric in py. Taking the derivative of the
above result, and using that the first derivative of px with respect to py vanishes,
we obtain
∂2px
∂p2y
= −
∂2E±α/∂p2y
∂E±α/∂px
, (4.7)
where all derivatives are to be evaluated at py = 0. Evaluating the energy
derivatives using equation (4.1), we find
∂E±α
∂px
= ±px + 2αµp
2
x
|px|
,
∂2E±α
∂p2y
= ±1− 7αµpx
|px|
,
∂2px
∂p2y
= −
1− 7αµpx
px + 2αµp2x
, (4.8)
where we have used that px > 0 for electrons and px < 0 for holes. We note that
the last expression does not contain a ±-sign and is therefore the same for both
electrons and holes.
To find the position of the cusp, we need to know the momenta px,e,α and
px,h,α of the right-moving charge carriers. For electrons, for which we need to
take the plus sign in equation (4.2), we set U0 = 0, require that px > 0 and set
φp = 0. We then obtain
px,e,K =
1
2µ
(
1−
√
1− 4µE
)
, px,e,K ′ =
1
2µ
(
−1+
√
1+ 4µE
)
, (4.9)
where we have used that for low energies the leading term in the Taylor expansion
should give px,e,α = E. For holes we take the minus sign in equation (4.2) and
set U = U0 > E, px < 0 and φp = pi. Requiring that px,h,α = −(U0 − E) in the
zeroth order expansion in µ, we have
px,h,K =
1
2µ
(
1−
√
1+ 4µ(U0 − E)
)
, px,h,K ′ =
1
2µ
(
−1+
√
1− 4µ(U0 − E)
)
.
(4.10)
Inserting the results (4.9) and (4.10) into equation (4.5), we obtain an expression
for xcusp,α. This expression is rather cumbersome, but can be easily implemented
into a computer algebra system.
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We previously noticed that the cusp points for the K- and K ′-valleys lie at
different positions on the x-axis. To gain more insight into this effect, we expand
the expression for xcusp,α that we just obtained up to first order in µ. This gives
xcusp,α = L1
U0 − E
E
(1− 8αµU0) +O(µ2). (4.11)
Hence, the cusp point for the K-valley is always to the right of the focus for
the Dirac Hamiltonian, given by the first term. For the K ′-valley, the cusp point
always lies to the left of the focus for the Dirac Hamiltonian. Although the above
expansion is only sufficient for low energies, it clearly indicates that the effect is
sizeable.
Using the expansion (4.11), we find the splitting between the cusp points for
the two valleys as
∆xcusp = xcusp,K − xcusp,K ′ = 16µL1U0
U0 − E
E
+O(µ2). (4.12)
Going back to units with dimensions, we have, up to second order in µ,
xcusp,α = L1
U0 − E
E
(
1−α
4U0
3t
)
U0=2E==== L1 −
8αE
3t
L1. (4.13)
and the splitting between the two cusp points equals
∆xcusp = xcusp,K − xcusp,K ′ = L1
8U0
3t
U0 − E
E
U0=2E==== L1
16E
3t
, (4.14)
where we have neglected terms of order µ2 and higher.
4.2.3 Classification of the caustics
In the previous subsection, we computed the point xcusp,α for θ = 0. At this
point, the first three partial derivatives of the action with respect to py vanish, i.e.
∂mSnp/∂p
m
y = 0 for m between one and three. However, as we discussed in the
previous chapter, see also e.g. Refs. [227, 228], we can only speak of a cusp point
when the fourth derivative ∂4Snp/∂p4y is nonzero. Let us therefore compute this
derivative explicitly for θ = 0. Using equation (4.3), we have
a4,α ≡
∂4Snp
∂p4y
= L1
∂4px,e,α
∂p4y
+ xcusp,α
∂4px,h,α
∂p4y
, (4.15)
where all quantities are to be evaluated at py = 0.
We can obtain an expression for the fourth derivative of px in the same way
as we obtained an expression for the second derivative in equations (4.6)–(4.8),
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using the fact that the odd-order derivatives of E±α with respect to py vanish.
After some calculus, we find that
∂4px
∂p4y
= −3
1+ 3αµpx + 158αµ
3p3x
p3x(1+ 2αµpx)
3
. (4.16)
Inserting this result into equation (4.15) and using equations (4.9) and (4.10), we
obtain an involved expression for a4,α. Expanding this result up to first order in
µ, we find
a4,α = −3L1
U0
E3
U0 − 2E
(U0 − E)2
− 24αµL1
U0
E(U0 − E)2
+O(µ2), (4.17)
U0=2E==== −48αµ
L1
E2
+O(µ2). (4.18)
We immediately see that the first term in this expression, that is, the term that
is of zeroth order in µ, vanishes at U0 = 2E. This was to be expected, since
this term corresponds to the contribution from the Dirac Hamiltonian. Within
the Dirac model, all derivatives of the action with respect to py vanish when
U0 = 2E, which means that we have an ideal focus instead of a cusp point, as
we discussed in the previous chapter. However, when we include the trigonal
warping correction, the fourth derivative a4,α becomes nonzero at U0 = 2E.
This means that the ideal focus is destroyed and that we are dealing with a
cusp caustic instead. This is in agreement with the theorems from catastrophe
theory [226–229], which state that any perturbation will ruin an ideal focus.
At U0 = 2E, the coefficient a4,K > 0, whereas a4,K ′ < 0. As we discussed in
the previous chapter, the sign of the coefficient a4,α has consequences for the
shape of the caustic. When a4 > 0, the cusp point is the right-most point of the
caustic, whereas the cusp point is the left-most point of the caustic when a4 < 0.
This is consistent with the behavior that we observe in figures 4.2(b) and 4.2(c).
According to the theory of Lagrangian singularities [227, 228], the generic
singularities that occur in two-dimensional Hamiltonian systems are folds and
cusps. Equation (4.17) indeed shows that the coefficient a4 is generally nonzero,
meaning that we have a cusp point on the x-axis for almost all values of U0. When
the lattice orientation θ is nonzero, the calculations are much more involved. In
this case we still have cusp caustics for almost all values of U0, although the cusp
point no longer lies on the x-axis. In the special case θ = pi/6 we have an ideal
focus at U0 = 2E due to the symmetry in px, as we discussed before.
Although the generic singularities that occur in two-dimensional systems are
folds and cusps, our system has an additional parameter U0 which we can tune.
Adjusting this parameter, we may pass through a point at which the coefficient
a4,α vanishes, as we discussed in section 3.2. This means that our system may
also exhibit singularities that are of higher order than the cusp. Let us therefore
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investigate if there are points at which the coefficient a4,α for vanishes θ = 0.
In the simplest approximation, we can analyze the first-order Taylor expansion
of a4,α in µ, which is given by equation (4.17). Looking at the two terms, we
observe that the second term, which is linear in µ, is always positive for the
K-valley. On the other hand, this term is always negative for the K ′-valley. The
first term, which is independent of µ, does not depend on the valley index, but is
negative for U0 > 2E, and positive for U0 < 2E. When we consider the K-valley,
the coefficient a4,K can therefore only vanish when U0 > 2E. When we consider
the K ′-valley, the coefficient a4,K ′ can only vanish when U0 < 2E.
When we completely neglect the terms of O(µ2) in the Taylor expansion (4.17)
of a4,α, we can explicitly solve for the potential U0,hs,α at which a4,α vanishes.
We obtain
U0,hs,α = 2E− 8αµE
2, (4.19)
which indeed reduces to U0,hs,α = 2E when we set µ = 0, that is, when we
consider the Dirac Hamiltonian. As we discussed in this section and in section 3.2,
the fifth derivative of the action vanishes at py = 0 because of the symmetry in
py. We therefore compute the sixth derivative of the action at the point (xcst, 0).
We have
a6,α =
∂6Snp
∂p6y
= L1
∂6px,e,α
∂p6y
+ xcusp,α
∂6px,h,α
∂p6y
, (4.20)
where the derivatives are to be evaluated at zero py. Using the same procedure
as before to compute the sixth derivative of px with respect to py at py = 0, we
obtain
∂6px
∂p6y
= 45
−1− 5αµpx + 108µ
2p2x + 796αµ
3p3x + 1808µ
4p4x + 4260αµ
5p5x
p5x(1+ 2αµpx)
5
.
(4.21)
Inserting the momenta (4.9) and (4.10) into this result, we obtain an expression
for a6,α. We can then specialize to the point U0,hs,α, at which a4,α vanishes.
Inserting our expression (4.19) for U0,hs,α and expanding the result up to first
order in µ, we obtain
a6,hs,α = 720αµ
L1
E4
. (4.22)
Although this result is only valid up to first order in µ, we immediately see
that it is nonzero as long as µ is nonzero. This conclusion is confirmed by a
numerical analysis, in which we numerically solve for U0,hs,α without neglecting
higher-order terms in µ and insert the result into a6,α. We therefore conclude that
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by tuning the potential U0 we can pass through the butterfly singularity [227],
at which ∂4Snp/∂p4y = 0, but ∂6Snp/∂p6y 6= 0. Because a6,hs,α does not vanish,
we also conclude that the butterfly singularity is the highest type of singularity
that can be observed when we include trigonal warping into the description of
Veselago lensing.
When U0 is close to the value U0,hs,α, we obtain sections of the butterfly
caustic, which are shown in, for instance, Ref. [227]. One of these sections is also
shown in figure 4.2(d). Furthermore, the sections that we encounter as we pass
through the butterfly singularity are shown in figure 4.6 in the next section. We
also remark that a6,hs,K ′ > 0, whereas a6,hs,K < 0. The sign of a6,hs,α influences
the orientation of the caustic in a similar way as the sign of a4,α influences the
orientation of the cusp caustic [227].
We can determine the position of the butterfly singularity by entering the
result (4.19) for U0,hs,α into equation (4.5) and expanding the result. Up to first
order in µ, this gives
xhs,α = L1(1− 24αµE). (4.23)
Naturally, this formula reduces to the Dirac result xhs,α = L1 when we set µ = 0.
When we consider a finite lattice orientation θ, the situation is somewhat more
complicated. Since we do not have symmetry in py in this case, we cannot expect
the coefficient a5,α to vanish. This means that we should expect to obtain sections
of the swallowtail catastrophe [227]. However, looking at figure 4.2(e), we see
that the caustic looks fairly similar to the section of the butterfly caustic shown in
figure 4.2(d). This implies that the coefficient a5,α is actually fairly small. Hence,
we can also describe the observed caustic patterns using sections of the butterfly
caustic. However, since we cannot expect a5,α to vanish, we most probably do
not pass through the actual butterfly singularity in this case.
4.3 semiclassical derivation of the position of the maximum
In the previous chapter, we studied Veselago lensing in graphene, assuming that
the charge carriers are governed by the Dirac Hamiltonian. We constructed the
wavefunction for a polarized point source in section 1.4.2 and the wavefunction
for current injection through a narrow lead in section 3.6. In both cases, the
wavefunction in the hole region could be expressed in the form of an integral
over the transversal momentum py, which labels the trajectories, that is,
Ψ(x,y) =
∫∞
−∞ dpy f(x,y,py)eiSnp(x,y,py)/h. (4.24)
For the Dirac case, the action Snp is given by equation (1.76), which coincides
with the action (4.3) when we set µ = 0. The amplitude function f(x,y,py)
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depends on the details of the source, since it is different for the polarized point
source and the case of a narrow lead.
When we include trigonal warping into the description, the wavefunction can
still be expressed as an integral over the transversal momentum py. According to
the principles of the semiclassical approximation, the general expression (4.24)
therefore remains valid. However, the functions Snp and f(x,y,py) have a differ-
ent shape than for the Dirac Hamiltonian. In the presence of trigonal warping,
the action Snp is given by equation (4.3) with µ 6= 0. The amplitude f(x,y,py) is
a more complicated function, which also depends on the details of the setup. We
do not compute this function explicitly, because it turns out that we do not need
it for the purposes of this chapter.
In section 3.4 of the previous chapter, we discussed how we can use the Pearcey
approximation [233, 234] to obtain an approximation for the wavefunction near a
cusp point. We observed that, within the framework of the Dirac Hamiltonian,
this approximation accurately predicts the position of the intensity maximum,
even for relatively large values of h. On the other hand, it typically predicts
too large values for the wavefunction. A key observation is that, within the
Pearcey approximation, the position of the intensity maximum does not depend
on the function f(x,y,py), but only on the action Snp and its derivatives, see
equation (3.11).
When we consider Veselago lensing in the presence of trigonal warping, the
action Snp takes the particularly simple form (4.3). We can therefore still use
the Pearcey approximation to obtain a result for the position of the intensity
maximum, even though we did not construct the amplitude f(x,y,py). Based on
our previous considerations, we expect this estimate to be reliable. However, we
have to keep in mind that this approximation is only valid when we consider
sufficiently large values of a4. When a4 is (almost) zero, we are dealing with a
higher-order singularity and the wavefunction has to be approximated using a
different special function.
As we discussed in detail in appendix 3.A.3, we obtain the Pearcey approxi-
mation when we approximate the action Snp by its fourth-order Taylor expan-
sion [233, 234]. In the notations of this chapter, the final result for the wavefunction
takes the form
Ψ(x,y) = f(xcusp,ycusp,py,0) 4
√
24h
|a4|
exp
[
i
h
(a0 + 〈b0, z〉)
]
× P±
[√
6
h|a4|
〈b2, z〉, 4
√
24
h3|a4|
〈b1, z〉
]
+O(h1/2), (4.25)
cf. equation (3.65). The function P±(x) is the Pearcey function [232, 245, 246],
defined by equation (3.57). Furthermore, the coefficients ai and bi were defined
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in equations (3.56) and (3.48) and z = x− xcusp = (x,y) − (xcusp,ycusp). Taking
the norm of the result (4.25), we indeed see that the position of its maximum
does not depend on the function f, but only on the expansion coefficients of the
action, that is, on purely classical quantities.
Equation (3.58) shows that the Pearcey function is symmetric in y, and a
numerical study shows that its maximum lies on the x-axis. On the x-axis, the
Pearcey function can be expressed in terms of the Bessel functions Jα(x) as [245]
P+(x, 0) =
pi|x|1/2 exp(−ix2/8)
4 sin(pi/4)
[
exp(ipi/8)J−1/4(x
2/8)
− sign(x) exp(−ipi/8)J1/4(x
2/8)
]
. (4.26)
The maximum of |P+(x, 0)| can then be determined numerically and lies at
x0,+ = −2.19863. By the symmetry relations (3.58), we therefore find that the
maximum of |P±(x, 0)| lies at x0,± = ∓2.19863. Therefore, when a4 is sufficiently
large, we can find a good approximation for the position of the maximum by
solving the set of equations√
6
h|a4|
〈b2, xmax − xcusp〉 = x0,±, 4
√
24
h3|a4|
〈b1, xmax − xcusp〉 = 0, (4.27)
where the coefficients bn,α are given by
bn,α,x =
∂
∂x
∂nSnp
∂pny
∣∣∣∣∣
x=xcusp
, bn,α,y =
∂
∂y
∂nSnp
∂pny
∣∣∣∣∣
x=xcusp
. (4.28)
Note that these equations hold for all lattice orientation angles θ.
Let us now return to the specific lattice orientation θ = 0, which corresponds
to zigzag edges along the x-axis. In the previous section, we already computed
the coefficient a4,α for this case. In particular, we saw that its first-order Taylor
expansion in µ has the form (4.17). Using equation (4.28), we find that the
components of bn,α are given by
b1,α,x = 0, b1,α,y = 1, b2,α,x =
∂2px,h,α
∂p2y
, b2,α,y = 0, (4.29)
where we have used that ∂px/∂py = 0 at py = 0. When we expand b2,α,x, we
find
b2,α,x =
1
U0 − E
+ 8αµ+O(µ2). (4.30)
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When we combine equations (4.27) and (4.29), we find that the intensity maximum
lies on the x-axis when θ = 0. Its position can be found by solving the linear
equation√
6
h|a4,α|
b2,α,x(xmax,α − xcusp,α) = x0,±. (4.31)
We therefore find the position of the maximum as
xmax,α = xcusp,α +
x0,±
b2,α,x
√
h|a4,α|
6
. (4.32)
We emphasize once again that we can only use this result when a4,α is sufficiently
large, since otherwise we are considering a section of a higher-order caustic. Look-
ing at equation (4.18), we therefore conclude that we cannot use equation (4.32)
when U0 = 2E and µ is small. This is hardly surprising, since for small µ we are
close to the Dirac case, in which we observe an ideal focus at U0 = 2E. We also
cannot use the result (4.32) when we are close to the butterfly singularity. Because
∂6Snp/∂p
6
y 6= 0 at this singularity, determining the position of the maximum
near this higher-order singularity requires a special function involving exp(iu6)
in the integrand. Although the construction uses similar principles, we do not
discuss it explicitly in this thesis, since the the generic singularity in our system
is the cusp.
Finally, let us briefly return to units with dimensions and investigate the
dependence of our expression (4.32) for xmax,α on L1 at constant E and U0. We
therefore replace the dimensionless variables x˜max,α and x˜cusp,α, which are used
in equation (4.32), by xmax,α/L1 and xcusp,α/L1. We also note that xcusp,α scales
linearly with length. The coefficient a4,α is therefore independent of the length
scale of the system, as is b2,α,x. Hence, the only part of the second term that
scales with length is the semiclassical parameter h, which is proportional to 1/L1.
We therefore conclude that the dependence of xmax,α on L1 is given by
xmax,α(L1) = c1L1 + c2
√
L1, (4.33)
where c1 and c2 are constants that do not depend on L1.
4.4 tight-binding calculations of the wavefunction
To test the predictions that we made in the previous sections, we compare them
with tight-binding calculations. We perform these calculations using the Kwant
code [121], which we discussed in section 1.2.6. In section 4.4.1, we discuss our
setup and data processing methods. Subsequently, we discuss the results of our
calculations in section 4.4.2.
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4.4.1 Sample setup
In order to perform the tight-binding calculations, we create a sample using the
setup shown in figure 4.1, see also Ref. [182]. It consists of an injector lead of
width Wi through which electrons enter the sample and a collector lead of width
Wc through which charge carriers can exit. The charge carriers can also exit
through the two drain leads on the side, which diminish scattering by the sides
of the sample and thereby prevent infinite internal reflections. The injector lead is
modeled as a semi-infinite ribbon, with translation vector mv1 +nv2, where v1
and v2 are the lattice vectors defined in equation (1.5). In most of our calculations
we consider the case m = 1 and n = 0, which means that the leads have zigzag
edges along the propagation direction. When n 6= 0, the translation vector makes
an angle θ with the vector v1. This angle corresponds to the lattice orientation
angle θ that we considered in the previous sections, see also section 1.2.3. When
the lattice orientation angle θ vanishes, we can easily separate the modes in the K
and the K ′-valleys by their momentum [247]. When we consider rotated samples,
we only consider those angles θ for which we can clearly separate the modes in
different valleys. For θ = 0, we have checked that the lead wavefunctions obtained
from the Kwant code are in agreement with the solutions of the continuum Dirac
model [247], see also section 3.6.1.
To prevent backreflection from the boundary of the sample, we set the width
Wc of the collector lead to W, the width of the sample. Furthermore, we make
the length L2 from the junction interface to the collector lead sufficiently long. We
have checked that changes in this length scale do not significantly influence the
outcomes. The sample width W is typically chosen as 2L1, with L1 the distance
from the injector lead to the junction interface. We consider this width realistic
and at the same time sufficiently large to not substantially influence the outcomes.
Moreover, we compute the wavefunction for samples with and without drain
leads. We observe that in the absence of drain leads the position of the intensity
maximum is somewhat changed, but that the main features of the outcomes
are preserved. We ascribe this change to additional internal reflections in the
electron region, which make their way into the hole region and cause additional
interference.
In most of our tight-binding calculations, we consider an atomically sharp
potential barrier, corresponding to the potential step (1.36). We have also done a
few calculations for a smooth potential, which was implemented as
U(x) =
U0
2
[
1+ tanh
(
3x
LNP
)]
. (4.34)
We consider LNP to be a good measure for the length scale of the potential.
Alternatively, one can compute the tangent to the potential U(x) at x = 0 and
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take the length scale of the potential to be the difference between the points x−
and x+, which are defined as the points where the tangent crosses zero and U0,
respectively. This leads to a width of x+ − x− = 2LNP/3.
To analyze the influence of intervalley scattering on our calculations, we
also numerically compute the S-matrix. From the outcomes we conclude that
intervalley scattering is present, but is not the dominant scattering process. We
observe that the amount of intervalley scattering, measured as a fraction of the
total transmission into the collector lead, is larger for lead modes with higher
transversal momentum, most likely due to interaction with the drain leads at
the edges. It ranges from approximately 1% for the lowest lead mode, which is
almost completely transmitted into the collector lead, up to 60% for higher lead
modes, which are largely transmitted into the drain leads and therefore have a
much smaller effect on the outcome. We come back to the amount of intervalley
scattering in the next section, in which we discuss scattering as a function of
potential strength.
In order to be able to compare the numerically obtained wavefunction with
our semiclassical results, we do not plot the square of the absolute value of
the wavefunction on each site, but instead average it over the two sublattices to
obtain the envelope function. We do this, for each mode separately, by averaging
the square of the absolute value of the wavefunction over a site and its three
neighboring sites. Numerically, we therefore replace |Ψi,α,n|2 by |Ψi,av,α,n|2 =
1
2 |Ψi,α,n|
2 + 16
∑
j |Ψj,α,n|
2, where Ψi,α,n is the wavefunction on site i resulting
from lead mode n in valley α, and the site index j runs over the three nearest
neighbors. We obtain the total intensity in valley α by adding the averaged
intensities of all of the modes in that valley, that is, we set |Ψav,α|2 =
∑
n |Ψav,α,n|
2,
where we have suppressed the site index i.
4.4.2 Numerical results
Using the setup from the previous subsection, we compute the wavefunction
within the tight-binding model for a large number of parameters. In figure 4.3,
we show the resulting intensity |Ψav,α|2 for the valleys K and K ′, averaged over
sublattices and summed over lead modes. Let us first consider the results for
zigzag edges along the propagation direction (θ = 0), shown in figures 4.3(a)–
4.3(f). When we consider narrow leads, that is, when the dimensionless parameter
hlead =  hvF/(EWi) is small, there is only a small number of lead modes. In this
case, we clearly observe cusp caustics in the system, in line with our predictions
in section 3.6. The shape of these cusp caustics corresponds to the shape pre-
dicted by the classical trajectories, which can be seen by comparing figures 4.3(a)
and 4.3(b) with figure 4.2(c) and by comparing figure 4.3(c) with figure 4.2(b).
When we consider wide leads, that is, when hlead is large, there is a large number
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of lead modes. In this case we obtain a bright focusing spot for both valleys, see
figures 4.3(d)–4.3(f), as predicted in section 3.6. When we consider a rotated sam-
ple, the focusing spot is slightly tilted, as can be seen in figures 4.3(g) and 4.3(h).
This tilting is opposite for the two valleys, in accordance with the classical tra-
jectories, cf. figure 4.2(e). The result for a sample with armchair edges along the
propagation direction (θ = pi/6) is shown in figure 4.3(i). In agreement with the
predictions that we made in section 4.2, we clearly observe a sharp focusing spot
at x = L1, cf. figure 4.2(f).
Our next step is to determine the position of the intensity maximum for
the various tight-binding results, starting with θ = 0. Because semiclassical
arguments suggest that the intensity maximum lies on the x-axis in this case,
we consider the averaged intensity on the line y = 0. When we take a closer
look at this data, shown in figures 4.4(a) and 4.4(c) for two values of the electron
energy, we observe a clear three-site periodicity. Its period depends on the energy
and is larger for lower energies. This periodicity is most likely a consequence of
the additional phase factor exp(2ipi/3 ·m), with m the site index, in the Bloch
wavefunction. It arises from the fact that the x-coordinates of the points K and K ′
equal one third of the x-coordinate of a reciprocal lattice vector.
When we compare the results of different calculations, we immediately observe
that the maximum of |Ψav,α|2 is sensitive to the details of the sample and shows
rather strong fluctuations. We therefore do not consider it a suitable measure
for the position of the focus. Instead, we consider a collection of subsets of
our data, and fit a Gaussian to each of them. To obtain this collection, we first
compute the minimum and maximum of |Ψav,α|2 and denote them by Imin and
Imax, respectively. Subsequently, we draw a line at Imin + x(Imax − Imin), where
x varies, and extract all points between its left-most and right-most intersection
with |Ψav,α|2. We then form a collection of data sets by letting x vary in steps of
0.01, typically between 0.3 and 0.7. Finally, we fit a Gaussian to each of these data
sets and extract the position of its maximum. By computing the average and the
standard deviation, we obtain a reliable value for the position of the intensity
maximum, as well as an estimate for the error. One should keep in mind that this
measure of the error does not reflect the width of the focus, but rather how well
its position is defined. From a theoretical point of view, one may object that it
would be better to fit our numerical results using the Pearcey function. However,
we see in figures 4.4(c) and 4.4(d) that a Gaussian function yields a satisfactory
fit to the numerical data.
For the samples with a nonzero lattice orientation angle θ, we determine the
maximum of the intensity on the x-axis using the same procedure. We realize that
the position that we obtain in this way does not coincide with the position of the
true intensity maximum, since we know from our study of the trajectories that the
cusp point does not lie at y = 0, see also figure 4.2(e). Another indication for this
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Figure 4.4: (a)–(d) Illustration of the fitting procedure that we use to determine the
maximum of |Ψav,α|2. We consider the K ′-valley for a sample with θ = 0. (a), (b) The
electron energy equals E = 0.1 eV. The maxima of both Gaussian fits are close together,
which means that the error is small. (c), (d) The electron energy equals E = 0.4 eV. The
maxima are further apart, giving rise to a larger error. The other sample parameters are
given by Wi = 40 nm, L1 = 100 nm and U0 = 2E.
discrepancy is given by the tilting of the focusing spot in figures 4.3(g) and 4.3(h).
However, we also observe that the differences are rather small. Therefore, we
believe that the maximum on the x-axis can serve as a good indication of the true
maximum.
Using the above procedure, we determine the position of the maximum for a
large amount of tight-binding results. In figure 4.5, we show its dependence on
the electron energy E, lattice orientation θ, length L1 between the injector lead
and the junction and smoothness LNP, which was defined in equation (4.34). We
compare this position with the semiclassical prediction for the position xmax,α of
the maximum that we obtained in section 4.3. For θ = 0, this position is given
by equation (4.32). For rotated samples, we use equation (4.27) to determine
the position of the maximum on the x-axis. We also show the position xcusp,α
of the cusp point in figure 4.5. For θ = 0, we obtained an analytical expression
for this quantity in section 4.2.2. For rotated samples, we determine it using
equation (4.5).
Looking at figures 4.5(a) and 4.5(b), we observe that our semiclassical prediction
for xmax,α is generally in good agreement with the results of tight-binding
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Figure 4.5: Position of the intensity maximum extracted from our fitting procedure, for
the K-valley (blue circles) and the K ′-valley (orange squares). We also show the maximum
obtained from the semiclassical approximation (solid lines) and the position of the caustic
(dashed-dotted line for the K-valley, dashed line for the K ′-valley). In all cases U0 = 2E. (a)
Dependence on the energy E for θ = 0, L1 = 100 nm and Wi = 40 nm. (b) Dependence on
the lattice orientation θ for E = 0.4 eV, L1 = 100 nm and Wi = 50 nm. (c) Dependence on
the distance L1 from the injector lead to the junction for E = 0.4 eV, θ = 0 and Wi = 40 nm.
The dashed grey lines in panels (a)–(c) indicate the result for the Dirac Hamiltonian. (d)
Dependence on LNP, which measures the smoothness of the junction, for E = 0.4 eV, θ = 0,
L1 = 100 nm and Wi = 50 nm.
calculations. However, we note that we cannot use this prediction for low energies
or when the lattice orientation θ is close to pi/6. As we discussed in the previous
section, we are too close to the ideal focus in these cases, at which the Pearcey
approximation is no longer valid. Looking at our numerical results, we observe
that in these cases the position xcusp,α of the cusp point gives a good indication of
the position of the maximum. When we consider the dependence of the position
of the maximum on L1, shown in figure 4.5(c), we observe that it is in excellent
agreement with our semiclassical prediction (4.33).
In figure 4.5(d), we show the dependence of the position of the maximum on
LNP, which indicates the smoothness of the junction. We remark that when we
increase LNP, the intensity of both focusing spots is greatly lowered. We ascribe
this effect to increased reflection by the junction, in line with the results from
chapter 2. For the K ′-valley, the focus remains rather sharp and is recognizeable
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Figure 4.6: Evolution of the classical paths and the intensity |Ψav,K′ |2 when we are near the
butterfly singularity. We consider a sample with Wi = 7.5 nm, L1 = 100 nm and E = 0.6 eV.
For this energy, the coefficient a4,K′ vanishes at U0 = 1.069 eV. The potentials U0 are
equal to (a) 1.07 eV, (b) 1.10 eV, (c) 1.14 eV, (d) 1.16 eV, (e) 1.18 eV, (f) 1.20 eV. Increasing the
potential, we see that the side at which the interference pattern is visible changes from left
to right and that we pass through a sharper focus.
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as such. For the K-valley, the focus becomes smeared, and the smearing becomes
much stronger as the junction width increases. Beyond LNP = 60 nm it is hard
to recognize a real focus for the K-valley, and we have therefore not plotted a
maximum.
We also investigate the intensity in the vicinity of the butterfly singularity.
Because we are mainly interested in seeing the different sections of the butterfly
caustic, we consider a sample with a narrow lead. Figure 4.6 shows the evolution
of both the classical trajectories and the observed intensity for various values
of the potential U0. As we increase the potential, we clearly see that the side at
which the interference pattern is visible changes from left to right. Furthermore,
we observe that we pass through a sharper focus as we increase the potential.
4.5 dependence of the transmission on the potential strength
Although the wavefunction that we obtained in the previous section can probably
be measured using an STM tip, this is not a very convenient experimental
setup. Instead, one typically considers a sample with given dimensions and
measures the transmission T into the collector lead as a function of the potential
strength. The width of this collector lead is usually comparable to the width of
the injector lead, that is, Wc = Wi. The authors of Ref. [182] performed tight-
binding calculations for this setup, and compared the total transmission with the
transmission predicted by a billiard model based on the Dirac Hamiltonian [191,
253]. In particular, they observed a broadening of the transmission resonance
when θ = 0. Because we saw in the previous sections that trigonal warping
significantly affects focusing in graphene Veselago lenses, we believe that it
may be the origin of this broadening. In this section, we therefore consider the
contribution of each of the two valleys to the transmission separately. We perform
tight-binding calculations for this system and compare the outcomes to the results
obtained from a billiard model that includes trigonal warping. In section 4.5.1,
we discuss the details of this billiard model. We present our numerical results in
section 4.5.2.
4.5.1 Billiard model simulations
Billiard model simulations are probabilistic simulations in which the electrons
are modeled as billiard balls with a randomly determined initial position and
transversal momentum [182, 191, 253]. The initial positions lie between −Wi/2
and Wi/2 and are drawn from a uniform distribution. The initial transversal
momenta are either drawn from a uniform distribution, or from a distribution that
is uniform in the emission angle, as we discuss shortly. Given the initial position
and transversal momentum of an electron, we compute its classical trajectory
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and check whether it reaches the collector lead, which has a width Wc =Wi. We
also draw a random number between zero and one for each junction interface
on the trajectory. When this number is smaller than the tunneling probability,
the electron is transmitted by the interface. Otherwise, it is reflected. We count
the number nT of charge carriers that reach the collector lead, and define the
tunneling probability as T = nT/N, where N is the total number of electrons that
we consider. We observe a standard 1/
√
N convergence of T , roughly independent
of the dispersion relation and the distribution of the transversal momenta. We
use N = 250000 in our simulations, for which the standard deviation of T is
approximately equal to 0.001.
Let us now come back to the distribution of the initial momenta. When we
consider a nonrelativistic (Schrödinger) particle in a box, we observe that the
momenta are equally spaced. This equal spacing gives rise to a uniform momen-
tum distribution in the continuum limit. Hence, we can generally use a uniform
momentum distribution when Wi  λel, where λel is the (de Broglie) wavelength
of the electrons, see also Ref. [253]. Although the momenta in a graphene ribbon
are not precisely equally spaced [247], it was shown that a uniform momentum
distribution still gives correct predictions for graphene Hall barr experiments [182,
253]. We therefore primarily consider a uniform distribution of the transversal
momenta.
Within the Dirac approximation, a uniform momentum distribution fpy(py)
between −py,max/2 and py,max/2 corresponds to a distribution
fφ(φ) = cosφ/(2 sinφmax) (4.35)
of the emission angles, where py,max = E sinφmax. This can be easily verified
using the formula
fφ(φ) = fpy(py(φ))
dpy
dφ
, (4.36)
and the relation py = E sinφ. We have verified that, within the Dirac approxima-
tion, both samplings indeed give the same final result for the transmission.
We also consider a distribution that is uniform in the emission angle φ. This
distribution, with a maximal emission angle of 45 degrees, was used in Ref. [181],
where the authors used billiard model simulations to model their experiments.
Following their approach, we also set the maximal emission angle to 45 de-
grees. For the Dirac equation, the emission angles can easily be converted into
transversal momenta using the relation given above. When we include trigonal
warping, this conversion is more complicated. The angle φ is determined by the
two components of the group velocity of the electrons, i.e.
φ(py) = arctan
(
∂L0,α/∂py
∂L0,α/∂px
)
. (4.37)
4.5 dependence of the transmission on the potential strength 183
Regular
Trig tunneling
Full Hamiltonian
0.0 0.5 1.0 1.5
0.0
0.1
0.2
0.3
U0-E (eV)
T
Regular
Trig tunneling
Full Hamiltonian
0.0 0.5 1.0 1.5
0.0
0.1
0.2
0.3
U0-E (eV)
T
(a) (b)
Figure 4.7: The effect of two corrections on the billiard model for a simulation with
Wi =Wc = 50 nm, L1 = L2 = 100 nm and E = 0.6 eV. Depicted are (a) the K-valley and
(b) the K ′-valley. The blue line shows the results for a simulation where the trajectories
are computed using the trigonal warping Hamiltonian and the transmission coefficient
derived from the Dirac Hamiltonian is used. For the red downward triangles, the Dirac
transmission coefficient is replaced by the trigonal warping transmission coefficient. The
green upward triangles show the results for a simulation where the trajectories are
computed using the full nearest-neighbor tight-binding Hamiltonian (1.12), while the
Dirac tunneling coefficient is used.
When we include trigonal warping, we obtain the transversal momenta from the
emission angles by numerically finding the solutions of this equation.
We determine the classical trajectories of the electrons using equation (4.4). The
longitudinal momenta px in this equation are computed by solving the equation
L±0,α = E for px for a given value of py. We solve this equation analytically in the
Dirac case and use numerical methods in the presence of trigonal warping. In
order to assess the effects of higher-order terms in the tight-binding Hamiltonian,
we also perform a calculation of the trajectories using the full nearest-neighbor
tight-binding Hamiltonian (1.12). As shown in figure 4.7, we find that the trans-
mission probabilities only differ for high energies. Furthermore, the effect is
stronger in the K ′-valley, where the transmission at high energies is higher than
in the K-valley. Hence, we do not have to include corrections beyond the trigonal
warping term in the computation of the trajectories.
We study the influence of a finite-size sample by allowing for a cutoff in the
transversal y-direction. Taking out the electrons for which |y(x = 0)| > L1+Wi/2
in the simulations with uniformly distributed transversal momenta, we effectively
limit the emission angle to 45 degrees. However, we find no significant influence
on the results. We ascribe this to Klein tunneling, which collimates the electron
beam. Hence, the largest contribution to the transmission comes from electrons
that are emitted with small angles. We therefore plot the results without cutoff.
Likewise, allowing for maximal emission angles larger than 45 degrees in the
model with uniformly distributed emission angles has a minimal effect on the
position of the transmission maximum, although it does influence its value.
184 influence of trigonal warping on veselago lensing
Taking out electrons for which |y(x = 0)| > L1 +Wi/2 at a maximal emission
angle of 45 degrees also has very little influence.
Finally, let us discuss the transmission coefficient for the n-p junction. For the
Dirac equation, this transmission coefficient is well known, see Refs. [3, 46] and
section 1.3.2. When we include trigonal warping, this transmission coefficient
is however modified. In order to obtain this coefficient, we first we compute
the eigenvectors of the matrix Hamiltonian (1.27) and normalize them to unit
current. Subsequently, we match these eigenvectors at the barrier interface in the
same way as in section 1.3.2. However, in our numerical simulations, we observe
that replacing the transmission coefficient for the trigonal warping Hamiltonian
by the transmission coefficient for the Dirac Hamiltonian does not essentially
change the observed transmission, see figure 4.7. Since the latter can be computed
much more efficiently than the former, we use the Dirac tunneling coefficient in
our simulations. This means that trigonal warping is only incorporated into the
trajectories.
4.5.2 Numerical results
We obtain the transmission from tight-binding calculations by computing the
S-matrix. In order to find its dependence on the potential strength, we consider
a collection of samples with different values for the potential U0. We typically
divide the energy interval into 200 steps, and numerically compute the S-matrix
for each of these samples on a high-performance computer cluster. Since we are
mainly interested in the intravalley transmission, we add the squared norms of
the appropriate S-matrix elements for each of the two valleys. We subsequently
divide by the total number of modes to obtain the transmission for each of the
two valleys.
In figure 4.8, we show the total transmission, the intravalley transmission and
the intervalley transmission for θ = 0, E = 0.4 eV and L1 = L2 = 100 nm. We
immediately observe that the amount of intervalley scattering is small compared
to the amount of intravalley scattering. In particular, the total transmission
exhibits the same features as the intravalley transmission for both valleys. This
confirms our conclusion from section 4.4.1 that intervalley scattering is present,
but is not the dominant scattering process. Finally, we see from figure 4.8 that
the amount of intervalley scattering is slightly larger at higher energies.
In order to gain a thorough understanding of the influence of trigonal warping,
we compute the intravalley transmission for different energies and length scales.
We confine ourselves to θ = 0, because we saw in the previous sections that it
represents the generic situation. We compare the outcomes of our tight-binding
calculations with the results for the billiard model [182, 191, 253] that we discussed
in the previous subsection. We consider both the trajectories that result from
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Figure 4.8: Comparison of intravalley and intervalley scattering for a tight-binding calcula-
tion for a sample with Wi =Wc = 50 nm, L1 = L2 = 100 nm and E = 0.4 eV.
the Dirac Hamiltonian and the trajectories that arise when we include trigonal
warping. Furthermore, we consider uniformly distributed initial transversal
momenta as well as uniformly distributed emission angles.
Figure 4.9 shows the results obtained from tight-binding calculations, as well as
the results obtained from billiard model simulations. We consider various electron
energies and two different length scales, to wit L1 = L2 = 100 nm and L1 = L2 =
200 nm. Furthermore, we consider billiard models with uniformly distributed
momenta as well as uniformly distributed emission angles. We observe that
the transmission obtained from the tight-binding calculations is in very good
agreement with the transmission predicted by a billiard model that incorporates
trigonal warping in the trajectories and has uniformly distributed transversal
momenta. We do not have good agreement when we instead consider a billiard
model with uniformly distributed emission angles.
When we look at the total transmission, we observe that there is a significant
peak broadening with respect to the predictions of a billiard model based on the
Dirac Hamiltonian, which was already observed in Ref. [182]. Since our tight-
binding results are in good agreement with the results of a billiard model that
includes trigonal warping, we conclude that this peak broadening can be fully
explained by the influence of trigonal warping. Naturally, the peak broadening
increases for higher energies, for which the trigonal distortion of the Fermi
surface is stronger. However, it is important to note that it is also clearly visible
at low energies.
Let us now shift our attention to the contributions of the individual valleys to
the total transmission. First of all, we clearly observe that the transmission peaks
for the K and K ′-valleys occur at different potential strengths, as expected from
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Figure 4.10: Transmission as a function of potential strength for different length scales
L1 = L2 ≡ L. We consider a sample with Wi = Wc = 50 nm and an electron energy of
E = 0.4 eV. The sample width equals W = 3L+Wi for L = 100 nm and W = 2L+Wi
for the other length scales. We show the results for a billiard model that incorporates
trigonal warping in the trajectories and has uniformly distributed transversal momenta
(dark colors). The length scale L equals (a) 100 nm, (b) 200 nm, (c) 300 nm, (d) 400 nm,
(e) 500 nm, (f) 600 nm, (g) 700 nm and (h) 800 nm. For panels (a)–(c), we also show the
results of the tight-binding calculations (light colors).
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Figure 4.11: Different methods to increase the valley polarization. We show both the
intravalley transmission obtained from tight-binding calculations (light colors) and the
results of a billiard model (dark colors). (a) Valley polarization P = (TK − TK′)/(TK + TK′)
as a function of potential for E = 0.4 eV and various L ≡ L1 = L2 (in nm). (b) Transmission
as a function of potential strength for E = 0.4 eV, L1 = 100 nm, L2 = 300 nm. The lead
width equals Wi =Wc = 50 nm in both cases.
the results from section 4.2. The splitting between these two peaks increases as
the energy of the electrons increases. Whereas the heights of the valley peaks
are roughly the same for low energies, they start to differ for higher energies.
In particular, we observe that the peak height is always lower for the K-valley
than for the K ′-valley. Note that the peak heights remain approximately equal
when we consider a billiard model with uniformly distributed emission angles,
in contradiction with the tight-binding results. We remark that the positions of
the maxima are approximately the same for both billiard models.
When we compare the middle two columns in figure 4.9, we observe that the
peak splitting is more pronounced at L1 = L2 = 200 nm. In figure 4.10, we show
the transmission as a function of potential strength for different length scales
L1 = L2 ≡ L. Because of the computational costs, we only report the results
of tight-binding calculations for length scales L 6 300 nm. We find that the
position of the maximum of the peak is only weakly dependent on L. However,
increasing the length scale significantly reduces the peak width, which makes the
splitting more pronounced. Furthermore, increasing L also reduces the height of
the transmission peaks.
Since the transmission peaks for the two valleys are located at different potential
strengths, the current that exits the collector lead is valley polarized. We see from
figure 4.9 that we can increase the valley polarization by going to higher energies,
as this increases the peak splitting. Figure 4.10 shows that we can also increase
the length scale L, which decreases the peak width. To show the effectiveness of
the latter approach, we show the valley polarization as a function of potential
strength in figure 4.11(a) for three different length scales. Finally, we can also
increase the valley polarization by increasing L2 while keeping L1 fixed. This
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Figure 4.12: Evolution of the transmission as a function of potential strength for electrons in
the K-valley in the vicinity of the butterfly singularity. We study a sample withWi = 50 nm,
L1 = 100 nm and L2 = 140 nm and consider various electron energies (in eV). The darker
(smooth) lines correspond to the results obtained from a billiard model, and the lighter
(wavy) lines correspond to the results of the tight-binding calculations.
shifts the transmission peaks to higher energies and also increases their splitting,
see e.g. figure 4.11(b).
In figure 4.6, we showed that the wavefunction displays a sharper focus in
the vicinity of the butterfly singularity. We now investigate whether this sharper
focus also leads to an increased transmission. We expect that this effect may
occur near the potential U0,hs,α for which the position xhs,K of the butterfly
singularity equals L2. Looking at equation (4.23), we observe that this requires
that L2 6= L1. In figure 4.12, we show the transmission as a function of potential
strength for various electron energies, for a sample with L1 = 100 nm and
L2 = 140 nm. Using the formulas from section 4.2.3, we find that xhs,K = 140 nm
and U0,hs,K = 0.5 eV when E = 0.24 eV. The classical trajectories at this point
therefore look approximately like those in figure 4.6(a), although the shape of the
caustic is reversed. When we subsequently consider higher energies, the set of
classical trajectories displays the caustic shown in figures 4.6(c)–4.6(e) at the point
of maximal transmission, although the shape is once again reversed. Looking
at figure 4.12, we observe that the billiard model predicts a slightly higher
maximal transmission at E = 0.32 eV. However, this behavior is not observed in
the results of tight-binding calculations. The limited influence of the butterfly
singularity may be caused by the fact that we used fairly wide leads with a width
of Wi = Wc = 50 nm, instead of the narrow leads that we used to construct
figure 4.6.
Taking a very close look at the results shown in figures 4.9 and 4.10, we observe
two additional features. First of all, we see that the transmission obtained from the
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tight-binding calculations is consistently slightly higher than the result predicted
by the billiard model on the right of the transmission peak for the K-valley and on
the left of the transmission peak for the K ′-valley. We ascribe this to constructive
quantum interference between the different trajectories, which cannot be captured
by the billiard model. It is exactly present in the regions under consideration, as
can, for instance, be seen from figures 4.2(b) and 4.2(c).
The second feature that we observe is that in our simulations of the billiard
model with uniformly distributed transversal momenta the transmission proba-
bilities for the valleys K and K ′ are equal at U0 = 2E when L1 = L2. This can be
seen by close inspection of figure 4.10 and the middle two columns of figure 4.9.
In the remainder of this section, we explain this peculiarity using the symmetries
of our setup.
We first note that when L1 = L2 = L and Wc =Wi our sample is symmetric
in the junction interface at x = 0. Second, we note that for θ = 0 and at U0 = 2E
there is a special relation between electron and hole modes in the two valleys.
We have px,e,K(py) = −px,h,K ′(py) and px,h,K(py) = −px,e,K ′(py). To convince
oneself of these relations, one can visualize the energy contours of the dispersion
relation (4.1) for θ = 0 and invoke electron-hole symmetry.
Alternatively, we can also show the above relations explicitly, although the
derivation is slightly cumbersome. Consider an electron in valley K, with energy E
and transversal momentum py. Let px,e,K(py) be the associated longitudinal mo-
mentum, for which the relation E = |p|− µ|p|2 cos(3φp) holds, see equation (4.2).
We now note that − cos(3φp) = cos(3[pi−φp]). Multiplying both sides by minus
one and adding 2E, we obtain the relation E = −|p|− µ|p|2 cos(3[pi−φp]) + 2E.
Looking at equation (4.2), we see that this is exactly the dispersion relation for a
hole with momentum −px,e,K(py) in valley K ′ at U0 = 2E. Therefore, we arrive
at the relation px,e,K(py) = −px,h,K ′(py). The second relation can be establish
analogously.
Let us now consider an electron in the K-valley, which is emitted from the
point yi in the injector lead with transversal momentum py,s and longitudinal
momentum px,e,K(py,s). This electron hits the junction interface at the point ye,
after which its longitudinal momentum becomes px,h,K(py,s). We first assume
that it is transmitted to the point yc in the collector lead. Let us now also
consider an electron in the K ′-valley, which is emitted from the point yc in
the injector lead with transversal momentum py,s. Then, because of the above
relations, its longitudinal momentum equals px,e,K ′(py,s) = −px,h,K(py,s). Since
L1 = L2, this electron hits the junction interface at the same coordinate ye,
after which its longitudinal momentum becomes px,h,K ′(py,s) = −px,e,K(py,s).
Because L1 = L2, this particle subsequently reaches the collector lead at the
point yi and is therefore transmitted. This means that we have established a
one-to-one relationship between trajectories in the K-valley that are transmitted
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and trajectories in the K ′-valley that are transmitted. When an electron in the
K-valley does not reach the collector lead, the above procedure gives us an invalid
trajectory in the K ′-valley, since this new trajectory does not start from a point in
the lead.
We also note that, because we have used the transmission coefficient for the
Dirac equation in our simulations, the transmission coefficient at the barrier
interface does not depend on the valley. Hence, because of the one-to-one re-
lationship between transmitted trajectories in the two valleys, the amount of
electrons transmitted in valley K equals the amount of electrons transmitted in
valley K ′. Of course, this supposes that our simulations have converged, that is,
that we have sampled a sufficiently large number of initial positions and initial
transversal momenta.
With the above argument, we have shown that, within the framework of a
billiard model with uniformly distributed transversal momenta, the transmission
probabilities for the valleys K and K ′ are equal at U0 = 2E when L1 = L2 and
Wc =Wi. In principle, this argument should also hold for a billiard model with
uniformly distributed emission angles. However, in our simulations, we have
limited the maximal emission angle to pi/4. This breaks the above argument, as
it is not certain that the two related trajectories in the valleys K and K ′ both
have emission angles smaller than pi/4. Indeed, in the two outermost columns
of figure 4.9, we observe that for a billiard model with uniformly distributed
emission angles the two transmission probabilities are not equal at U0 = 2E.
4.6 semiclassical results for a varying potential strength
In the previous section, we discussed the dependence of the transmission into
the collector lead on the potential strength. We found that the tight-binding
results are in very good agreement with the results of a billiard model that
incorporates trigonal warping. In this section, we try to explain several aspects
of the transmission curve using our semiclassical theory based on the Pearcey
approximation, which we developed in section 4.3. We consider the transmission
peaks for the individual valleys and successively discuss the positions of their
maxima, the scaling of their widths and their heights. We once again consider
θ = 0, since it represents the generic situation. In section 4.6.4, we compare these
predictions with the numerical results from the previous section.
4.6.1 Position of the transmission maximum
In section 4.3, we obtained the semiclassical expression (4.32) for the position
xmax,α of the intensity maximum. Because the position xcusp,α of the cusp point
depends on U0, the position xmax,α of the intensity maximum also depends on
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U0. When we subsequently consider the transmission into the collector lead
for given sample dimensions, we expect this transmission to be maximal when
xmax,α is located exactly at L2. We can therefore find a semiclassical result for the
potential U0,max,α at which the transmission is maximal by solving the equation
xmax,α = L2 for U0, where xmax,α is given by the semiclassical result (4.31). Since
this equation cannot easily be solved analytically, we find its solution using
numerical methods.
Alternatively, we can consider the potential U0,cusp,α for which xcusp,α equals
L2. Although this only gives us an estimate of the potential at which the maximum
is reached, it allows us to obtain some analytical results. We note that the potential
U0,cusp,α will generally be lower than U0,max,α for the K-valley and higher than
U0,max,α for the K ′-valley. This can be understood by noting that the maximum
in real space lies to the left of the cusp point for the K-valley, and to the right for
the K ′-valley. We also remark that we cannot use equation (4.31) to determine
U0,max,α when we are considering low-energy electrons in a sample with L1 = L2.
In this case, the coefficient a4,α is too small, because we are close to the ideal
focus. Hence, the quantity U0,cusp,α is especially useful in these cases.
When we consider the equation xcst = L2, where the left-hand side is given by
equality (4.5), we observe that it only depends on the length scales of the system
through L2/L1. We therefore conclude that U0,cusp,α only depends on the ratio
L2/L1 of the two length scales and not on their individual magnitudes. Let us
now compute U0,cusp,α for low energies. Since we consider small values of µ, we
can use the expansion (4.11) for xcusp,α. Solving the equation xcusp,α = L2 for U0
and expanding the result in µ, we obtain
U0,cusp,α = E
(
1+
L2
L1
)(
1+ 8αµE
L2
L1
)
+O(µ2)
L1=L2==== 2E+ 16αµE2 +O(µ2).
(4.38)
In units with dimensions we therefore have, up to order µ2,
U0,cusp,α = E
L1 + L2
L1
(
1+α
4E
3t
L2
L1
)
L1=L2==== 2E+
8αE2
3t
. (4.39)
When we consider µ = 0, which corresponds to the Dirac case, equation (4.38)
reduces to U0,cusp,α = E(1+ L2/L1). This is the solution of the equation L1(U0 −
E)/E = L2, which indeed holds for the Dirac Hamiltonian, cf. equations (3.2)
and (3.3). We then immediately see from equation (4.38) that, in the presence of
trigonal warping, the maximum for the K-valley occurs at a lower potential than
for the Dirac equation, whereas the maximum for the K ′-valley occurs at a higher
potential than for the Dirac equation. This is in agreement with our results from
the previous section.
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4.6.2 Scaling of the width of the transmission peak
In the previous subsection, we obtain an expression for the potential U0,max,α
at which the transmission is maximal. In this subsection, we consider the width
∆U0,α of the transmission peak. We consider the special case L2 = L1 ≡ L and
investigate how this width ∆U0,α changes when we vary L.
In our derivation, we define the width ∆U0,α as the full width at half maximum
(FWHM). However, we emphasize that we are not interested in the precise width
of the peak, but rather in its scaling as a function of L. We therefore expect that
the precise definition of the width is not particularly important.
In order to find the full width at half maximum, we have to find the potentials
U0,left,α and U0,right,α, at which the transmission equals half of its maximal value.
This transmission is proportional to the intensity, which in turn is proportional
to the square of the absolute value of the wavefunction. We therefore define the
point x1,± as the point on the x-axis to the left (right) of x0,± where the absolute
value of the Pearcey function P±(x, 0) equals 1/
√
2 of its maximal value. Similarly,
we define the point x2,± as the point to the right of x0,± where the absolute value
of the Pearcey function P±(x, 0) equals 1/
√
2 of its maximal value. Because of
the symmetry of the Pearcey function, these points are related by x1,± = −x2,∓.
In section 4.3, we obtained an estimate for xmax,α by solving equation (4.31).
We subsequently obtained U0,max,α by solving the equation xmax,α = L for U0.
To obtain U0,left,α, we now replace x0,± in equation (4.31) by x2,± and xmax,α
by L. Then U0,left,α is given by the potential U0 that solves this equation for a
given energy. We find U0,right,α in a similar way, the difference being that we now
replace x0,± by x1,±. In this way, we obtain the equations
L = xcusp,α(E,U0,left,α) +
√
hg(E,U0,left,α)x2,± ,
L = xcusp,α(E,U0,right,α) +
√
hg(E,U0,right,α)x1,± ,
(4.40)
where
g(E,U0) =
1
b2,α,x
√
|a4,α|
6
. (4.41)
Because we are using dimensionless units, we have L = 1. Furthermore, the
dimensionless xcusp,α, given by equation (4.5), does not depend on the length
scale of the system.
To solve these equations, we first note that both U0,left,α and U0,right,α are close
to U0,cusp,α. This means that we can perform a first-order Taylor expansion of
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xcusp,α(E,U0) in U0 around U0,cusp,α. When we also expand g(E,U0) to zeroth
order around U0,cusp,α, we obtain the set of equations
L = xcusp,α(E,U0,cusp,α) +
∂xcusp,α
∂U0
∣∣∣∣
U0,cusp,α
(U0,left,α −U0,cusp,α)
+
√
hg(E,U0,cusp,α)x2,±, (4.42)
L = xcusp,α(E,U0,cusp,α) +
∂xcusp,α
∂U0
∣∣∣∣
U0,cusp,α
(U0,right,α −U0,cusp,α)
+
√
hg(E,U0,cusp,α)x1,±. (4.43)
Because U0,cusp,α solves the equation xcusp,α(E,U0) = L the first term on the
right-hand side cancels the term on the left-hand side in both of these equations.
When we subsequently subtract the two equations and perform some elementary
operations, we find that
∆U0,α = U0,right,α −U0,left,α =
g(E,U0,cusp,α)
∂xcusp,α/∂U0
(x2,± − x1,±)
√
h. (4.44)
We do not expect the estimate (4.44) for the full width at half maximum to
be very precise. This belief is grounded in the observations from the previous
chapter, where we saw that the Pearcey approximation typically predicts too
large values for the wavefunction. However, the main merit of the result (4.44) is
that it shows the dependence of ∆U0,α on the length scale L. Because U0,cusp,α
does not depend on the length scale of the system, as we established in the
previous subsection, equation (4.44) only depends on L through the semiclassical
parameter h. We therefore conclude that the width of the transmission peak
scales as L−1/2.
One may object that equation (4.44) was obtained using a first-order Taylor
expansion of xcusp,α and a zeroth-order expansion of g(E,U0). When we also
include the first-order term in the Taylor expansion of g(E,U0) around U0,cusp,α,
the expression for ∆U0,α becomes more complicated. However, when we expand
the result, we find that the leading-order term is still proportional to L−1/2,
although we also obtain corrections of order L−1 and higher. This statement
remains true when we add the second-order terms in both Taylor expansions.
Therefore, the width of the transmission peak scales as L−1/2 in the leading
order.
Finally, let us briefly say something about the difference in peak width for the
valleys K and K ′. It is hard to find an analytical expression for the width of the
peak from equations (4.40). However, we can study their solutions numerically for
both valleys. Because of the limitations of the Pearcey approximation, the width
that is predicted by such a study is probably not very accurate. Nevertheless,
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a numerical analysis predicts that the peak width is generally larger for the
K ′-valley than for the K-valley. This is in agreement with the numerical results
that we discussed in section 4.5, see e.g. figure 4.10.
4.6.3 Height of the transmission peak
Finally, we investigate the height of the transmission peak, in order to see whether
it differs for the valleys K and K ′. As we discussed in the previous chapter, the
Pearcey approximation (4.25) generally predicts too high values for the absolute
value of the wavefunction when we consider small h. We therefore do not expect
to obtain a reliable value for the peak height itself. Nevertheless, we may be
able to obtain some qualitative information about the difference between the two
valleys.
Looking at equation (4.25), we see that the peak height is proportional to
|a4,α|
1/4 and to the amplitude function f(xcusp,α,ycusp,α,py,0), which have to
be evaluated at U0,max,α. Let us first consider the influence of the amplitude
function on the peak height. Looking at equation (1.78), we observe that the
function f essentially consists of two parts. The first part comes from the electron
source and depends on the angle of incidence and the sublattice polarization.
The second part is the transmission coefficient through the barrier, which is to be
evaluated at py,0. Because of the symmetry of the system, we have py,0 = 0 for
both valleys. In the Dirac picture, this corresponds to normal incidence, which
means that φ = 0. Looking back at equation (1.78), we see that this implies that
all phase factors that depend on the angle are equal to one. At normal incidence
we also have Klein tunneling. Hence, the transmission coefficient equals unity
regardless of the height of the potential. Within the Dirac approximation, both
factors that make up the amplitude function therefore take a particularly simple
form that does not depend on the potential height or the valley index.
Although trigonal warping certainly introduces corrections in the amplitude
function, we do not expect that these corrections greatly influence either of the
two factors at the cusp point. In other words, we believe that the amplitude
function f at the cusp point depends only weakly on both the potential U0
and the valley index α. From here on, we therefore focus our attention on the
coefficient |a4,α|, which we deem responsible for the difference in peak height
between the two valleys.
As we discussed in the previous subsections, one generally needs to resort
to numerical methods to obtain the coefficient |a4,α| at U0,max,α. However, to
gain qualitative understanding of the effect, and to be able to obtain an analyt-
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ical expression, we can also evaluate the coefficient a4,α at U0,cuspα, given by
equation (4.38). Expanding the result up to first order in µ, we obtain
a4,α = 3
L1
E3
(
L21
L22
− 1
)
− 72αµ
L1
E2
L1
L2
(
1+
L1
L2
)
+O(µ2). (4.45)
We immediately see that the first term vanishes when we consider L1 = L2.
Furthermore, the absolute value of the second term is equal for both values of α.
This implies that the transmission peaks for both valleys will be equal in height
when we consider low-energy electrons, for which µ is small, and a sample with
L1 = L2. This behavior is indeed observed in the top row of figure 4.9.
To assess how this behavior changes when we go to higher energies, we have
to consider the second term in the expansion of a4,α. Unfortunately, the equation
xcusp,α = L2 becomes third-order in U0 when we expand xcusp,α to second order
in µ, which makes the expression for U0,cusp,α much more complicated. This also
makes the second-order expansion of a4,α in µ at U0,cusp,α very cumbersome.
Nevertheless, we can say something about the second-order term by taking
another look at our previous equations. The key observation is that in all our
equations µ appears together with α in the combination αµ. Indeed, we observe
that this holds for the Hamiltonian (4.2) and for the momenta (4.9) and (4.10),
which means that it also holds for all derived quantities, such as xcusp,α and a4,α.
This implies that we are actually dealing with an expansion in αµ rather than
in just µ, which means that the second term in the expansion is proportional to
α2µ2. Since α2 = 1, this term breaks the symmetry between the two valleys that
is present in the linear term. The coefficient |a4,α| is therefore different for the
two values of α when we include the quadratic term in the expansion.
Unfortunately, this analysis does not show whether the sign in front of the
quadratic term is positive or negative. A numerical study of the expansion shows
that it is generally positive, i.e. that |a4,K| is larger than |a4,K ′ |. We find the same
effect when we numerically evaluate a4,α at U0,max,α for typical energies and
length scales. This implies that, for higher energies, the height of the transmission
peak for the K-valley is lower than the height for the K ′-valley. This behavior is
indeed observed in our numerical results, see figure 4.9.
Finally, we remark that the situation changes when we consider electrons with
uniformly distributed emission angles, rather than with uniformly distributed
transversal momenta. For a uniform angular distribution, we need to integrate
over the emission angle φ rather than over the momentum py. Changing variables
from φ to py in the integral, we obtain an additional factor ∂φ/∂py in the
amplitude. It is clear that this factor does not change the classical trajectories
and that the position and the width of the transmission maximum are the same
for both distributions. However, the height of the transmission peak is affected
by this factor. The angle φ is determined by the two components of the group
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velocity of the electrons, see equation (4.37). In the Pearcey approximation, we
have to evaluate ∂φ/∂py at py,0 = 0. After some calculus, using the fact that
∂L0,α/∂py vanishes at py = 0, we find that
∂φ
∂py
py=0
====
∂2L0,α/∂p
2
y
∂L0,α/∂px
=
1
E
− 8αµ+O(µ2). (4.46)
We therefore see that this factor is larger for the K-valley than for the K ′-valley,
which could counter the effect of the coefficient a4,α. Since the values given by
the Pearcey approximation are generally too large for small values of h, our
equations cannot tell us what the combined effect of these two factors will be. As
shown in the two outermost columns of figure 4.9, our billiard simulations show
that for a uniform angular distribution both peaks are approximately equal in
height for all electron energies.
4.6.4 Numerical results
In order to compare our semiclassical predictions with the numerical results from
the previous section, we first have to extract the positions of the transmission
maxima as well as the peak widths. We observe that the transmission obtained
from tight-binding calculations shows strong oscillations, that is, the transmission
varies strongly between consecutive values of the potential strength. This implies
that we cannot simply extract the point at which the transmission is maximal, as
this would not accurately reflect the peak position. We therefore first remove the
additional oscillations by applying a Gaussian filter with radius r, which varies
in integer steps between four and fourteen. We subsequently extract the position
of the maximum for each of these smoothened data sets. Finally, we compute
the average and the standard deviation of the values obtained for the different
Gaussian filters. To check our results, we also fit a Gaussian to a reasonable subset
of the tight-binding results and extract the position of its maximum. We find
good agreement between the results of these two procedures. We use the same
smoothening approach to extract the maximum from the results of the billiard
simulations, the only difference being that we let the radius of the Gaussian filter
vary between two and seven this time.
In figures 4.13(a) and 4.13(b), we compare our semiclassical predictions with the
positions of the transmission maxima extracted from the numerical results. We
show the peak positions extracted from the tight-binding calculations using the
smoothening procedure, as well as the peak positions extracted from a billiard
model with uniformly distributed transversal momenta. We do not plot the
results for a billiard model with uniformly distributed emission angles, which
show very similar behavior. Because we find that the standard deviation is
smaller than the plot marker in all cases, we also do not show an error bar.
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Figure 4.13: (a), (b) Position of the transmission maximum as a function of energy, ex-
tracted from tight-binding calculations (labeled Kwant) and billiard model simulations for
uniformly distributed transversal momenta. We also plot the potentials at which xcusp,α
and the semiclassical xmax,α equal L2 (labeled cusp and SC, respectively). Furthermore,
we show the position of the ideal focus for the Dirac Hamiltonian. The parameters equal
(a) L1 = L2 = L = 100 nm and (b) L1 = L2 = L = 200 nm. (c) The quantity (U0 − E)/E for
the same parameters as in panel (b). (d) Dependence of the peak width on the length scale
L for the K-valley at E = 0.4 eV. We plot ∆U0,K (labeled total), ∆U0,left,K (labeled left) and
∆U0,right,K (labeled right). The straight lines represent fits of the power law L−β to the
results of the billiard model. The lead width equals Wi =Wc = 50 nm for all samples.
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Furthermore, we show the potential U0,max,α, which solves the equation xmax,α =
L2 and the potential U0,cusp,α, which is the solution of the equation xcusp,α = L2,
as we discussed in section 4.6.1. We observe that the numerically obtained
peak positions are in very good agreement with our semiclassical prediction for
U0,max,α, for both L1 = L2 = 100 nm and L1 = L2 = 200 nm. Because the position
of the transmission maximum scales linearly with E for the Dirac equation,
we also shown (U0 − E)/E in figure 4.13(c). This plot confirms the excellent
agreement between our numerical results and our semiclassical predictions. It
also clearly shows the regime in which we cannot use our prediction for U0,max,α
because we are too close to the ideal focus.
Our next step is to extract the peak widths from our smoothened data. For the
tight-binding results, we let the radius of the Gaussian filter vary between four
and fourteen and for the billiard data we let it vary between two and four. For
each of the data sets, we then extract the potentials U0,left and U0,right, on the
left and on the right of the transmission maximum, respectively, at which the
transmission equals 80 percent of its maximal value. After that, we average over
the values obtained for the different Gaussian filters. We remark that the peak
width that we obtain in this way does not coincide with the full width at half
maximum that we considered in section 4.6.2. We unfortunately had to resort
to the higher value of 80 percent because of the slow decay of the transmission
peak for the K ′-valley, see figure 4.9. Nevertheless, we do not expect that this
influences the scaling behavior.
Figure 4.13(d) shows the dependence of the peak width on the length scale L1 =
L2 ≡ L for the K-valley. We consider the total peak width ∆U0,K = U0,right,K −
U0,left,K, as well as the distances ∆U0,left,K = U0,max,K−U0,left,K and ∆U0,right,K =
U0,right,K − U0,max,K to the position of the maximum. When we consider the
results obtained from a billiard model with uniformly distributed transversal
momenta, we find that all three quantities scale as L−β, with β close to 0.5. The
results of the tight-binding calculations show a larger peak width, with scaling
behavior that is somewhat less clear. For the K ′-valley, we find that the scaling
behavior of the billiard results is much more asymmetric. Both ∆U0,left,K ′ and
∆U0,right,K ′ do not scale as L−1/2, but rather as L−0.32 and L−0.64, respectively.
However, the peak width ∆U0,K ′ still shows scaling with an exponent close to
−0.5. We therefore conclude that the peak widths obtained from our billiard
model scale as ∆U0 ∝ L−1/2 for both valleys, in agreement with the semiclassical
predictions from section 4.6.2.
4.7 symmetry breaking by an initial sublattice polarization
In section 3.6, we discussed how the system acquires an initial sublattice po-
larization in the presence of a mass term in the lead. We predicted that this
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polarization breaks the symmetry in the transversal momentum py. Hence, we
can generally expect the amount of current that is emitted from the lead with
positive transversal momentum to be different from the amount of current that is
emitted from the lead with negative transversal momentum. However, we did
not perform analytical computations to estimate the size of this effect and to gain
understanding of its dependence on the different parameters of the system. In this
section, we study the effect of an initial sublattice polarization using numerical
tight-binding calculations. We first consider the wavefunction in real space in
section 4.7.1. In section 4.7.2, we subsequently investigate the dependence of the
asymmetry on the system parameters by considering the transmission into a split
lead.
4.7.1 Numerical results for the wavefunction
To create an initial sublattice polarization in our tight-binding calculations, we
add a constant mass term mlead in the lead. We therefore add an on-site potential
mlead for sites in the lead that belong to sublattice A, and an on-site potential
−mlead for sites in the lead that belong to sublattice B. The wavefunctions of the
lead modes that we obtain in this way are in agreement with the results of the
continuum model, see section 3.6.1. We subsequently compute the wavefunction
in our sample in the way that we explained in section 4.4.1.
Figure 4.14 shows the results that we obtain for the total intensity |Ψav,α|2,
where we have averaged over the two sublattices and have summed over all
lead modes within the valley under consideration. We observe that the initial
sublattice polarization leads to a clear tilting of the central focus. This tilting
is most clearly observed for the K ′-valley, see figures 4.14(a) and 4.14(b). The
tilting is less pronounced for the K-valley, although it can still be observed in
figure 4.14(f). Comparing figures 4.14(b) and 4.14(c), we see that the direction of
the tilting is reversed when we reverse the sign of the mass.
In section 3.6.2, we discussed how the presence of a mass in the lead breaks
the symmetry in the transversal momentum py. To verify this prediction, we
extract the wavefunction at the left-most point of the sample (x = −L1) from
our tight-binding calculations. In figure 4.15, we show the Fourier transform of
this wavefunction for two different energies. We observe that it is asymmetric,
in agreement with our earlier predictions. Hence, the amount of current that is
emitted with positive transversal momentum is different from the amount of
current that is emitted with negative transversal momentum. This is the origin of
the tilting of the central focusing spot.
Taking a closer look at figures 4.14(a) and 4.14(b), we see that, in the vicinity
of the junction interface at x = 0, the intensity above the x-axis is larger than
below the x-axis. This is another consequence of the fact that for the K ′-valley
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Figure 4.14: (previous page) Influence of a constant mass mlead in the lead on the intensity
|Ψav,α|
2, averaged over sublattices and summed over all lead modes within a given valley.
The length scale L1 equals 100 nm and the potential strength is given by U0 = 2E
for all panels. (a) Results of tight-binding calculations for the K ′-valley for E = 0.1 eV,
mlead = 0.075 eV and Wi = 50 nm. The lead contains a single mode. (b) Tight-binding
results for the K ′-valley for E = 0.4 eV, mlead = 0.375 eV, Wi = 40 nm. There are two
lead modes. (c) Results of tight-binding calculations for mlead = −0.375 eV, with the
other parameters equal to those in panel (b). (d) Intensity obtained using the result (3.25)
for the Dirac Hamiltonian. For the initial condition Ψ0(py) we extract the wavefunction
at x = −L1 from tight-binding calculations and compute its Fourier transform. The
parameters are the same as those in panel (a). (e) Intensity obtained using the result (3.25)
for the Dirac Hamiltonian. The parameters equal those used in panel (b). (f) Tight-binding
results for the K-valley for E = 0.1 eV, mlead = 0.075 eV and Wi = 50 nm. The lead contains
two modes. The maximum of the color scale corresponds to (a) 0.0033, (b), (c) 0.0041, (d)
0.0064, (e) 0.007, (f) 0.0044.
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Figure 4.15: Fourier transform of the wavefunction at x = −L1 extracted from tight-binding
calculations. (a) For E = 0.1 eV, mlead = 0.06 eV and Wi = 50 nm we only have a single
mode in the lead when we consider the K ′-valley. (b) For E = 0.4 eV, mlead = 0.375 eV and
Wi = 40 nm, there are two lead modes for the K ′-valley.
the amount of current that is emitted with positive py is larger than the amount
of current that is emitted with negative py, see also figure 4.15. We can try to
quantify the asymmetry of the total intensity |Ψav,α|2 obtained from tight-binding
calculations by considering slices with a given x-coordinate. For each of these
slices, we compute the fraction ηb,x,α of the total intensity that is located on the
sites with y 6 0, i.e.,
ηb,x,α =
( ∑
i where
xi=x and yi60
|Ψi,av,α|
2
)/( ∑
i where
xi=x
|Ψi,av,α|
2
)
. (4.47)
Because the wavefunction at x = −L1 is not symmetric in the x-axis, we subtract
the fraction ηb,−L1,α at x = −L1 to see the change in the intensity distribution.
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Figure 4.16: Size of the asymmetry ηb,x,K′ − ηb,−L1,K′ as a function of the position x. We
consider E = 0.1 eV, mlead = 0.06 eV, Wi = 50 nm, L1 = 100 nm and U0 = 2E. (a) K ′-valley,
(b) K-valley.
When we perform this computation for the intensity shown in figure 4.14(a),
which corresponds to the K ′-valley and the parameters E = 0.1 eV, mlead =
0.075 eV and Wi = 50 nm, we obtain the result shown in figure 4.16(a). We
see that it exhibits a clear three-site periodicity, in the same way as the results
shown in figure 4.4. However, the lines corresponding to the three subsets
follow the same trend. When we are close to the junction interface, the quantity
ηb,x,K ′ − ηb,−L1,K ′ is negative, in agreement with our previous observation that
a larger fraction of the intensity is located above the x-axis. When we instead
consider this quantity for the K-valley, we observe that it is positive near the
junction interface, see figure 4.16(b). Hence, the sign of the asymmetry changes
when we switch valley. When we compare figure 4.16(b) with the intensity shown
in figure 4.14(b), we see that the former gives a much clearer indication of the
asymmetry than the latter. We therefore believe that ηb,x,α − ηb,−L1,α can give
us relevant information on the asymmetry and further explore its significance in
the next subsection.
Finally, we want to make it plausible that the tilting of the central focusing spot
is an effect of the matrix character of the Hamiltonian, and does not result from
trigonal warping. In section 3.6.1, we used the Dirac Hamiltonian to compute
the sample wavefunction Ψ(x,y) for a given initial wavefunction Ψ0(y). The
final result (3.25) is expressed as an integral over the transversal momentum py.
However, in that section, we did not compute the initial wavefunction Ψ0(y) for
the case of a mass term in the lead. Instead, we now extract the wavefunction
at the left-most point of the sample (x = −L1) from tight-binding calculations
and use it as the initial wavefunction Ψ0(y). After splitting the sites into those
belonging to sublattice A and those belonging to sublattice B and performing a
Fourier transform, we can then use equation (3.25) to compute the wavefunction of
the sample. The results of this procedure are shown in figures 4.14(d) and 4.14(e).
Comparing figure 4.14(a) with figure 4.14(d) and figure 4.14(b) with figure 4.14(e),
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we see that the evolution (3.25) that follows from the Dirac Hamiltonian correctly
reproduces the tilting of the focusing spot. On the other hand, as expected, the
position of the focus is not accurately reproduced. We therefore conclude that
the tilting results from the matrix character of the Hamiltonian, rather than from
trigonal warping.
4.7.2 Quantifying the asymmetry
In the previous subsection, we found that we can measure the asymmetry by
computing the fraction of the total intensity that is located below the x-axis. In
this subsection, we consider a slightly different measure of the asymmetry based
on the S-matrix, which is somewhat easier to compute.
We start by setting Wc = W and we subsequently split the collector lead at
y = 0. In this way, we obtain two new collector leads. The first one of these,
called the top collector lead, lies between y = 0 and y = W/2, and the second
one, called the bottom collector lead, lies between y = −W/2 and y = 0. Given a
set of parameters, we then compute the S-matrix for scattering into both collector
leads. From this S-matrix, we extract the transmission probability Tbc,n,α, which
indicates which part of incoming mode n in valley α is scattered into the bottom
collector lead. Similarly, we compute Ttc,n,α, which indicates the fraction scattered
into the top collector lead. Summing over all modes in a given valley, we obtain
the total transmission probabilities Tbc,α =
∑
n Tbc,n,α and Ttc,α =
∑
n Ttc,n,α. We
then define the fraction that is transmitted into the lower lead as
ηb,out,α =
Tbc,α
Tbc,α + Ttc,α
. (4.48)
However, since the initial wavefunction is asymmetric, this quantity itself does
not yet provide us with a good measure of the asymmetry. One could correct
for the initial asymmetry by subtracting the initial fraction of the intensity that
is at negative y. Unfortunately, this is not a simple endeavor, since the total
wavefunction in the lead is a sum of forward-moving modes and reflected modes
and is not easily computed. We therefore confine ourselves to the forward-moving
lead modes. For each mode, we extract the total intensity located on the sites
with y 6 0. Summing over all incoming modes and dividing by the total intensity,
we obtain the fraction ηb,in,α of the total intensity that is located on the sites with
negative y. The procedure is the same as in equation (4.47), the only difference
being that we do not average over sublattices this time.
Using the above procedure, we obtain the quantity ηb,out,α − ηb,in,α. To find
out if this is a suitable measure for the asymmetry, we compute its dependence
on the length L2 of the hole region by computing the S-matrix for a collection
of samples with varying L2. The results, shown in figure 4.17, are similar to
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Figure 4.17: Relative transmission ηb,out,α − ηb,in,α through the bottom (y < 0) collector
lead as a function of L2. (a), (b) Dependence on the lead mass mlead, given in eV, for the
(a) K ′-valley and the (b) K-valley. In both panels E = 0.1 eV. (c), (d) Dependence on the
energy E, given in eV, for mlead = 0.6E. We show the relative transmission through the
bottom collector lead for the (c) K ′-valley and the (d) K-valley. (e), (f) Results for a positive
and a negative lead mass for the (e) K ′-valley and the (f) K-valley. We have E = 0.1 eV
and |mlead| = 0.06 eV. In all panels we used the parameters U0 = 2E, L1 = 100 nm and
Wi = 50 nm.
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Figure 4.18: Transmission through an n-p junction as a function of the potential strength
U0 in the presence of a constant mass mlead in the lead. The energy equals (a) E = 0.2 eV,
(b) E = 0.4 eV. In both cases mlead = 0.75E, L1 = L2 = 100 nm and Wi = Wc = 50 nm.
When we invert the signs of the lead masses, we obtain exactly the same figures.
those shown in figure 4.16. We find that the measure ηb,out,α − ηb,in,α is roughly
independent of the width of the sample. Furthermore, it evolves smoothly when
we change the width of the lead. Finally, ηb,out,α − ηb,in,α is roughly equal to
zero for zero mass, as can be seen in figures 4.17(a) and 4.17(b). We therefore
conclude that it provides a suitable measure for the asymmetry.
Taking a closer look at the results shown in figures 4.17(a) and 4.17(b), we see
that the asymmetry increases when we increase the size of the mass mlead. Since
the sublattice polarization increases with increasing mass, see also equation (3.27),
we conclude that the asymmetry increases with increasing sublattice polarization.
When we consider the dependence of the asymmetry on the energy E, shown
in figures 4.17(c) and 4.17(d), we observe that the asymmetry decreases with
increasing energy. Finally, we conclude from figures 4.17(e) and 4.17(f) that the
asymmetry changes sign when we change the sign of the mass. These depen-
dences are in qualitative agreement with the results that we obtained for the
Green’s function in section 3.5.
Finally, we return to the setup of section 4.5 and examine how the presence of
a mass term mlead in the lead affects the transmission. We thus consider a single
collector lead with a width equal to the width of the injector lead, i.e. Wc =Wi.
In figure 4.18, we show the transmission as a function of the potential strength
obtained from both tight-binding calculations and billiard model simulations.
Since our billiard model does not include information on the initial wavefunction,
the results for this model are not affected by the presence of a mass term in
the lead. Looking at figure 4.18, we observe that the agreement between the
tight-binding calculations and the billiard model simulations is worse than in the
absence of a mass term. Furthermore, the valley polarization seems to be slightly
decreased.
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4.8 conclusion and outlook
In this chapter, we have extensively studied how trigonal warping affects focusing
in graphene Veselago lenses. We have seen that, for general lattice orientations,
trigonal warping leads to the disintegration of the ideal focus that is predicted by
the Dirac Hamiltonian. This effect does not only manifest itself at high energies.
Instead, its consequences can already be clearly seen at fairly low energies of
about 200 meV. Our main conclusion is therefore that the trigonal warping
correction should always be taken into account when one studies Veselago
lensing in graphene. This is important for applications such as the Dirac fermion
microscope [170], see also section 1.4.3, where precise information on the position
of the focus is important to perform proper image reconstruction.
In the first part of this chapter, we developed a semiclassical theory to describe
the position of the intensity maximum. To this end, we first classified the different
types of caustics that occur in our system. We saw that for almost all lattice
orientations θ the ideal focus at U0 = 2E is ruined, and that a cusp caustic is
formed instead. The ideal focus is only preserved when we consider armchair
edges along the propagation direction. We also found that, when one considers
zigzag edges along the propagation direction, a butterfly singularity is formed
in the system at a specific value of the potential. Because the cusp caustic is the
generic type of singularity in the system, we used the Pearcey approximation
to develop our semiclassical theory. Within this approximation, the position of
the maximum only depends on classical quantities. We could therefore obtain
an analytical result for the position of the maximum by analyzing the classical
action only, without solving the full quantum mechanical problem.
We subsequently obtained the wavefunction from tight-binding calculations
and observed the two scattering regimes that we discussed in the previous chapter.
Comparing the results of these tight-binding calculations with our semiclassical
predictions, we found very good agreement. In particular, our semiclassical theory
shows how the position of the intensity maximum depends on the electron energy
E, the lattice orientation θ and the distance between the electron source and the
junction interface. Because the trigonal warping correction depends on the valley
index, the position of the maximum occurs at a different position for the K and
the K ′-valley. Although this was to be expected from the results of Ref. [242], we
performed a complete quantitative analysis and showed that the effect is still
sizeable at rather low energies.
In the second part of this chapter, we studied the dependence of the transmis-
sion through a narrow collector lead on the potential strength. For this setup,
we found that the results of tight-binding calculations are in excellent agree-
ment with the predictions of a billiard model with uniformly distributed initial
transversal momenta which incorporates trigonal warping in the trajectories. As
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in the first part, we observed that the transmission maxima for the two valleys
occur at different potential strengths, leading to valley polarization. When we
added the contributions of each of the two valleys, we observed that the total
transmission peak is broadened with respect to the transmission peak predicted
by the Dirac Hamiltonian. This result which explains the observations made
previously in Ref. [182]. Comparing the positions of the transmission maxima
for the individual valleys with the predictions of our semiclassical theory based
on the Pearcey approximation, we found excellent agreement between the two.
Furthermore, we found that when we increase the length scale L the splitting
between the two transmission peaks becomes more clearly visible and the valley
polarization increases. The origin of this effect is the decrease of the width of
the transmission peaks. Our semiclassical model correctly predicts that the peak
width scales as the inverse square root of L.
Finally, we found that an initial sublattice polarization, which arises due to
a finite mass in the injector lead, tilts the central focusing spot. The origin of
this effect can be found by inspecting the Fourier transform. As predicted in the
previous chapter, it shows that the amount of current that is emitted from the
lead with positive transversal momentum is different from the amount of current
that is emitted from the lead with negative transversal momentum. We quantified
the resulting asymmetry by studying the transmission for a sample with a split
collector lead. In agreement with the predictions made for the Green’s function
in the previous chapter, we find that the asymmetry increases when the lead
mass increases, decreases when the energy increases and changes sign when the
sign of the lead mass is inverted.
We believe that our predictions for the position of the maximum of the wave-
function could be experimentally verified using scanning tunneling microscopy
(STM). Furthermore, it may be possible to verify our predictions for the trans-
mission using transport measurements. A very clear hallmark of the effect of
trigonal warping would be a two-peak structure in the total transmission, which
can be observed in figures 4.9 and 4.10. However, this requires fairly high car-
rier concentrations, which are hard to realize experimentally [98–100, 102]. One
may also achieve the two-peak structure by going to large length scales. This
requires very high-quality samples in which the electrons propagate ballistically
and phase-coherent over large distances of several micrometers. We remark that
a smooth junction potential gives rise to additional peak broadening [53, 182,
240], which makes it harder to observe the two-peak structure. If one cannot
observe the two-peak structure, another possibility could be to measure the valley
polarization of the transmitted current using the valley Hall effect [116, 237].
In relation to the previous paragraph, we remark that the experiments re-
ported in Ref. [181] show that a comparison between transport measurements
and theoretical predictions is by no means an easy endeavor. The authors of this
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paper constructed a top-gated Veselago lens device, with which they created
an n-p-n junction with a total length of about 2.5 µm. Using this device, they
experimentally observed a small increase in the background subtracted current
in the bipolar regime. However, their peak width was much larger than the peak
width predicted by a billiard model with uniformly distributed emission angles
and trajectories based on the Dirac Hamiltonian. To explain their experimen-
tally observed peak widths, they added an additional random scattering angle
at the boundary interface, with a distribution given by cosα, where they set
the parameter α to twenty. Because trigonal warping also leads to additional
peak broadening, we have investigated whether the observed peak broadening
could also be explained using trigonal warping. Unfortunately, we found that
trigonal warping is not sufficient to explain the observed broadening, especially
because low electron energies between roughly 50 and 100 meV were used in
the experiment. In this respect, we note that we did not take the smoothness of
the junction into account, which also leads to peak broadening [53, 182, 240]. A
much cleaner experimental signal was observed in Ref. [53], where the authors
used a transverse magnetic focusing setup to study electronic optics in graphene
p-n junctions. However, we did not study their experimental results in detail.
Finally, we emphasize once again that the analysis that we performed in
this chapter does not fundamentally depend on the shape of the Fermi surface
distortion. Although we have constructed our theory for the trigonal Fermi
surface distortion of graphene, we infer from the results of section 4.2 that any
distortion that breaks the symmetry in px will lead to the disintegration of the
ideal focus and the formation of cusp caustics. Our semiclassical analysis can
therefore easily be carried over to other Dirac materials, such as topological
insulators [137–141], see also section 1.2.7. For the topological insulator bismuth
telluride (Be2Te3), part of this analysis was performed in Ref. [256]. Since other
Dirac materials generally exhibit stronger band bending than graphene, we expect
the effects of Fermi surface distortions to be larger in these materials. We therefore
believe that the deviations from the Dirac behavior should be easier to observe
experimentally, in particular at lower energies.
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5A B O V E - B A R R I E R S C AT T E R I N G B Y T W O - D I M E N S I O N A L
P O T E N T I A L S
In the previous chapters, we studied scattering by one-dimensional potentials
and saw how charge carriers can be focused by n-p-n junctions. In this chapter,
we switch our attention to above-barrier scattering by two-dimensional potentials
and coordinate-dependent masses. We show that this setup also naturally leads
to focusing and the formation of caustics, which are singularities in the density
of trajectories. We construct a semiclassical approximation for the wavefunction
in all points, placing particular emphasis on the region near the caustic, where
the maximum of the intensity lies. Because of the matrix character of the Dirac
equation, this wavefunction contains a nontrivial semiclassical phase, which is
absent for a scalar wave equation and which influences the focusing. In the first
step of our semiclassical approach, we adiabatically reduce the matrix equation
to an effective scalar equation. In the second step, we use the Maslov canonical
operator to obtain an expression for the wavefunction. In the next chapter, we use
this expression to study the influence of the semiclassical phase on the focusing.
This chapter is based on the following publication:
K. J. A. Reijnders, D. S. Minenkov, M. I. Katsnelson, and S. Yu. Dobrokhotov,
Electronic optics in graphene in the semiclassical approximation, Ann. Phys. 397, 65–135
(2018).
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5.1 introduction
In the previous chapters, we saw how charge carriers in graphene can be focused
using n-p junctions. With this setup, one can realize one of the basic elements of
electronic optics: and electronic lens, which focuses charge carriers in the same
way as an optical lens focuses light. However, we can also use different setups to
focus electrons, thereby creating different types of electronic lenses. In particular,
electrons in graphene can be focused using two-dimensional potential wells, see
e.g. Ref. [127], or by applying local strain [257].
In this chapter, we consider how a parallel bundle of electrons can be focused by
two-dimensional potentials and masses. We only consider above-barrier scattering,
which means that tunneling does not play a role. As we saw in chapter 1,
electrostatic potentials can be experimentally realized in graphene by gating. A
coordinate-dependent mass naturally arises when one considers graphene on a
substrate such as hexagonal boron nitride [76, 77, 82–85].
We can gain basic understanding of this focusing by considering the classical
trajectories, which are analogous to the rays in geometrical optics. However,
to understand how interference effects affect focusing, we have to perform
a quantum mechanical analysis. The semiclassical approximation is often an
excellent tool for this analysis, since many focusing problems naturally admit the
introduction of a (small) dimensionless semiclassical parameter.
In geometrical optics, the starting point of a semiclassical analysis is typically
the scalar Helmholtz equation. However, as we saw in chapter 1, the Hamiltonian
of graphene has a matrix structure, which can influence the focusing. For instance,
we saw in chapter 3 how the matrix character influences focusing in graphene
Veselago lenses through the initial sublattice polarization. When we consider
a parallel bundle of electrons, the main difference between scalar and matrix
Hamiltonians is that the latter can give rise to nontrivial adiabatic phases in the
wavefunction, even in a time-independent scattering problem.
The most prominent example of a nontrivial adiabatic phase is the Berry
phase [41, 42]. In graphene, it acquires a value of ±pi upon a full rotation around
the Dirac point, depending on whether one considers the K or K ′ valley [3, 41,
43]. By studying the massless Dirac equation, one can show that this Berry phase
affects the Fabry-Pérot condition for resonant scattering in n-p-n junctions in
a magnetic field [25, 48]. In the absence of a mass term, the Berry phase also
enters the semiclassical quantization condition for electrons in a strong magnetic
field, which determines the positions of the Landau levels. The Berry phase
therefore strongly affects the quantum Hall effect in graphene [34, 35, 37, 39, 40,
44]. In the presence of a mass term, the situation is however more complicated.
Instead of the Berry phase, the more general semiclassical phase now enters the
wavefunction [93, 258]. Nevertheless, one can show that in this case the Landau
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levels are still determined by the winding number in momentum space [115].
However, the influence of the semiclassical phase is not limited to setups with
a magnetic field. In fact, it is of crucial importance in all situations in which
interference plays a role, and therefore in particular in focusing.
The primary goal of this chapter and chapter 6 is to establish how the semiclas-
sical phase influences focusing of charge carriers in graphene by two-dimensional
potentials and masses. Specifically, we consider above-barrier scattering for a
parallel bundle of incoming electrons. We assume that the mass and the poten-
tial are sufficiently smooth, so that we can use semiclassical methods. Because
we consider above-barrier scattering, there are no classically forbidden regions
and tunneling does not play a role. Our main reason for this choice is that the
semiclassical methods with which one can describe tunneling are limited to
(effectively) one-dimensional cases, see also chapter 2. Furthermore, we neglect
the exponentially small reflection induced by the potential, which we discussed
in chapter 2. We expect the matrix structure of the Dirac equation and the semi-
classical phase to play a much larger role in this two-dimensional setup than in
one-dimensional setups because of the additional degree of freedom.
Although we consider a fairly specific setup, we believe that the principles that
we discuss are more widely applicable and can also improve the understanding
of focusing in more complicated setups. For instance, they may help to improve
image reconstruction in a Dirac fermion microscope [170], see also section 1.4.3.
We observe that electrons in this system propagate over a large distance from
the junction interface, at which they are refracted, to the point at which they are
focused. During their propagation, these electrons are under the influence of a
mass term, since Dirac fermion microscopes will most likely be made of graphene
on a substrate [170], see also section 1.2.4. Hence, a large semiclassical phase may
develop along the trajectories, which can subsequently influence the position of
the focus. In order to properly reconstruct the object from the measured intensity
in the Dirac fermion microscope, it is important to understand exactly how the
focusing is affected by this semiclassical phase.
Although we only discuss graphene in this chapter and chapter 6, most of
our results are valid for any system described by the two-dimensional Dirac
equation. They are therefore also applicable to other two-dimensional materials
in which the electrons are governed by the Dirac equation, such as the two-
dimensional surfaces of three-dimensional topological insulators [137–141], see
also section 1.2.7.
The second goal of this chapter and chapter 6 is to provide a detailed intro-
duction to the semiclassical methods that we use to construct the wavefunction.
Many of these methods have mainly been discussed within the mathematical
literature, and we hope to make them more accessible to a wider audience. The
most well-known semiclassical approximation is probably the one-dimensional
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Wentzel-Kramers-Brillouin (WKB) approximation, which we used extensively
in chapter 2 and which is explained in nearly all introductory textbooks on
quantum mechanics, see e.g. Ref. [96]. For scalar Hamiltonians, this method was
generalized to higher dimensions by V. P. Maslov [94, 248, 259, 260]. Later on,
this approximation was extended to matrix Hamiltonians, both by Maslov [94]
and by Bernstein and Friedland [261, 262]; see also Ref. [263]. In particular, these
authors obtained an expression for the semiclassical phase that emerges for an
arbitrary Hamiltonian. In Refs. [258, 264], this approach was applied to the Dirac
Hamiltonian of graphene.
In this thesis, we make use of a different approach to construct a semiclassical
approximation for the graphene Hamiltonian. Since we are not interested in
tunneling phenomena, we first construct effective scalar Hamiltonians for both
electrons and holes. We perform this adiabatic reduction using the method for-
mulated in Refs. [91, 92] and independently in Refs. [93, 265], see also Refs. [266,
267]. In this approach, which is asymptotic in nature, we first pass from operators
to their symbols [94, 248, 268, 269], which are analogous to classical observables
on phase space. After that, we obtain an effective scalar Hamiltonian to first
order in the dimensionless semiclassical parameter h by solving algebraic equa-
tions. Integrating Hamilton’s equations for this effective scalar Hamiltonian, we
obtain the classical trajectories of the system. Subsequently, we construct the
wavefunction for our effective scalar Hamiltonian using the multi-dimensional
WKB approximation. We find this procedure more insightful, since it separates
the two steps that are required: we first diagonalize the matrix Hamiltonian and
only then we construct the semiclassical approximation. In particular, this method
provides us with a deeper understanding of the origin of the semiclassical phase.
Unfortunately, the multi-dimensional WKB approximation diverges at points
at which the density of classical trajectories diverges. These points are known as
singular points and together they form a caustic. As the density of trajectories is
high near caustics, these are exactly the places at which focusing occurs. To obtain
the wavefunction near points on the caustic, we first lift the problem from the two-
dimensional configuration space (x1, x2) to the four-dimensional phase space.
Instead of the Hamilton-Jacobi equation, we therefore solve Hamilton’s equations.
Whereas solutions of the former equation become problematic at singular points,
solutions of the latter do not. The solutions of Hamilton’s equations form a
two-dimensional surface in phase space, which has the structure of a Lagrangian
manifold [94, 241, 270, 271]. At points on the caustic, the projection of this surface
onto the configuration space is not invertible. Caustics have been extensively
studied in the literature and a complete classification of their possible types has
been established [226–229, 272–274]. This classification shows that one generally
expects two types of singular points to occur in two-dimensional Hamiltonian
systems: fold points and cusp points. We expect the strongest foci to lie in the
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vicinity of cusp points, since the singularity at a cusp point is of higher order
than the singularity at a fold point.
We can construct the wavefunction near caustics using the Maslov canonical op-
erator [94, 231, 275–277]. In this approach, we express the wavefunction in terms
of several geometric objects that are defined on the Lagrangian manifold formed
by the solutions of Hamilton’s equations. This is made possible by working with
the symbols of the differential operators, which are much easier to manipulate
than the original operators themselves. The construction, which is mostly alge-
braic and geometric in nature, provides a general expression for the wavefunction
that can be applied to many different Hamiltonians. In two-dimensional prob-
lems, the Maslov canonical operator conventionally takes the form of an integral
over one of the momentum coordinates. However, the momentum coordinate
over which we integrate may differ from singular point to singular point, which
makes it non-trivial to implement this expression numerically.
Recently, a new representation of the Maslov canonical operator near singular
points was put forward [234, 278]. This representation was specifically designed
for problems that admit a parametrization in terms of so-called eikonal coordi-
nates [279]. This is a special kind of coordinate system, in which one parametrizes
the time along the trajectories by the action. The second coordinate φ on the
Lagrangian manifold is subsequently determined by the initial condition of the
trajectories. We show that our problem admits such a parametrization and that
the second coordinate φ is equal to the coordinate perpendicular to the propa-
gation direction at minus infinity. Generally, eikonal coordinates naturally arise
in two-dimensional scattering problems for which the classical Hamiltonian can
be written as a function of x and |p| [279]. It turns out that eikonal coordinates
have very convenient geometrical properties. First of all, the wavefronts are given
by lines of equal time. Second, because of the orthogonality of the trajectories
and the wavefronts, the Jacobian factorizes in this coordinate system, which
essentially simplifies many of the computations.
Using the new representation proposed in Ref. [234], we express the wavefunc-
tion in the vicinity of a singular point as an integral over the coordinate φ. The
new representation therefore admits a much more intuitive interpretation than
the conventional representation, as it is given by an integral over a coordinate
that directly labels the trajectories. Furthermore, it is independent of the singular
point in question, unlike the conventional representation.
In the end, we obtain two semiclassical approximations: one for the wave-
function in regular points and one for the wavefunction in singular points. By
combining these two local approximations, we can subsequently obtain a global
approximation for the wavefunction. We emphasize that this procedure does
not require matching of the different local approximations by adjusting their
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coefficients. Instead, each of the approximations is a local asymptotic solution to
the scattering problem, without free parameters.
Unfortunately, the expression for the wavefunction in singular points contains
an integral with a rapidly oscillating exponent, regardless of the representa-
tion [94, 234]. This makes it difficult to evaluate our expression for the wavefunc-
tion numerically, especially in the deep semiclassical limit. In the next chapter,
we discuss various approaches to efficiently evaluate the integral numerically
using the stationary phase approximation [94, 231, 234].
The main reason to divide the results over two chapters is to make a distinction
between the more mathematically oriented semiclassical techniques and the
more physically oriented results for graphene. This chapter is therefore mainly
devoted to the semiclassical techniques that we use and is organized as follows.
In section 5.2, we provide some preliminary considerations. In particular, we
discuss the scattering setup and the assumptions that we make, as well as
several symmetries of the graphene Hamiltonian. Since this Hamiltonian is a
two-dimensional matrix, it describes both electrons and holes. Section 5.3 shows
how we can obtain an effective scalar Hamiltonian for each of these modes.
We subsequently take a first step towards the construction of our semiclassical
approximation in section 5.4. In this section we also discuss the difference between
the Berry phase and the semiclassical phase. In section 5.5, we introduce the
important concept of a Lagrangian manifold to gain a deeper understanding of
the singular points and their classification. Furthermore, we introduce eikonal
coordinates. The results from this section are used in section 5.6 to construct
the semiclassical approximation in both regular and singular points. We discuss
the Maslov canonical operator and its representation in the vicinity of singular
points, paying particular attention to the Maslov index. In section 5.7, we present
a brief conclusion and outlook. In the next chapter, we subsequently discuss how
we can simplify the wavefunction in the vicinity of singular points. After that,
we discuss several specific examples and show explicitly how the semiclassical
phase affects the focusing.
Finally, we would like to make a few notational remarks. When we discuss
graphene, we explicitly include the valley index α in the notation. For instance,
we denote the wavefunction as Ψα. However, we suppress this index when
we discuss general semiclassical methods. Hence, we generally suppress α in
sections 5.5 and 5.6. Furthermore, the subscripts φ, τ and t typically indicate
partial derivatives with respect to these variables, i.e., Xφ = ∂X/∂φ. In contrast
to the previous chapters, we use regular letters instead of boldface letters to
denote vectors. Furthermore, we denote the components of these vectors by
linear indices, that is, by 1 and 2. By the inner product 〈a,b〉, we generally mean
the conventional inner product of the n-dimensional vectors a and b in Rn, i.e.
〈a,b〉 = ∑j ajbj. The only exception to this general rule can be found in the
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beginning of section 5.3.2, where we use the notation 〈a,b〉L2(Rm) to denote
the standard inner product in the Hilbert space L2(Rm). We define the Fourier
transform and its inverse by equation (1.79).
5.2 preliminary considerations
As we reviewed in chapter 1, the dynamics of low energy charge carriers in
graphene are governed by the two-dimensional Dirac equation [3, 28–32, 34, 35].
We study both valleys K and K ′ at the same time by writing the Hamiltonian as
Hˆα = vFσxpˆ1 −αvFσypˆ2 +m(x)σz +U(x), (5.1)
cf. equation (1.32), where α is the valley index, with α = −1 for the K-valley
and α = +1 for the K ′-valley. The quantities σi are the Pauli matrices. Since
our problem is two-dimensional, the position vector equals x = (x1, x2) and the
momentum operators equal pˆj = −i h∂/∂xj. For graphene in the nearest-neighbor
approximation, the Fermi velocity vF is determined by  hvF = 32taCC, where t
is the hopping parameter and aCC = 0.142 nm is the carbon-carbon distance in
graphene [3]. In this chapter and in chapter 6, we use t = 3 eV, which leads to a
Fermi velocity that approximately equals c/300, with c the speed of light.
We consider the scattering problem for this Hamiltonian, that is,
HˆαΨα = EΨα, Ψα =
(
ψ1
ψ2
)
, (5.2)
where E is the energy of the electron. We assume that the potential U(x) and the
mass m(x) are of the same order of magnitude as the energy E. Furthermore,
we assume that there is a typical length scale l that describes changes in both
U(x) and m(x). As we discussed in section 1.2.5, these assumptions allow us to
introduce dimensionless variables in the eigenvalue problem (5.2). As before, we
denote the characteristic energy scale of the problem by E0. Although we use
E0 = E throughout this chapter and the next one, we could also use alternative
quantities such as maxU(x) or min |U(x) − E|. We can then define the dimen-
sionless semiclassical parameter h =  hvF/(E0l) and the dimensionless quantities
x˜ = x/l, ˆ˜p = −ih∂/∂x˜, E˜ = E/E0, U˜(x˜) = U(x)/E0 and m˜(x˜) = m(x)/E0, see
also section 1.2.5. From now on, we only consider these dimensionless variables,
unless explicitly stated otherwise. We therefore omit the tildes in the notation.
The Hamiltonian then reads:
Hˆα =
(
U(x) +m(x) pˆ1 + iαpˆ2
pˆ1 − iαpˆ2 U(x) −m(x)
)
, (5.3)
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cf. equation (1.33).
We consider scattering of a plane wave that is incident on a potential U(x) and
a mass m(x). Without loss of generality, we study an electron with momentum
p0 = (p01, 0) that comes in from the left, i.e., from x1 = −∞. We assume that both
U(x) and m(x) are smooth and localized in a finite domain D, in the sense that
they are constant outside of D. We limit ourselves to above-barrier scattering,
which means that the potential and mass are chosen in such a way that there are
no classically forbidden regions. In section 5.4, we show that this assumption
requires that
(U(x) − E)2 −m(x)2 > 0 (5.4)
for all points x. In particular, this means that we do not consider (Klein) tunneling,
as discussed in the introduction. Finally, we consider a setup in which all trajec-
tories of the classical Hamiltonian system corresponding to the Hamiltonian (5.3)
run away to infinity [280, 281]. More precisely, every trajectory leaves any closed
and bounded set in a finite time. This means that there are no trapped trajectories,
which is very important for the construction of the asymptotic solution later on.
Far outside of the domain D, the solution Ψα(x) can be written as an incoming
plane wave plus a scattered wave:
Ψα(x) = A
0ei〈p
0,x〉/h +Ψscat,α(x). (5.5)
where A0 is the amplitude of the incoming wave. In order to properly define
the scattering problem, we require that Ψscat,α satisfies the Sommerfeld radiation
conditions at infinity [281–283]:
lim
|x|→∞ |x|1/2
(
−ih
∂
∂|x|
− |p0|
)
Ψscat,α = 0. (5.6)
In words, this condition states that Ψscat,α only consists of outgoing waves. Hence,
the only incoming wave in our problem is the wave that comes in from the left
and there are no waves that come in from other sides. Although we formally
impose this condition, we do not use it in the rest of this chapter, since the
constructions in the following sections automatically ensure that it is fulfilled.
Now that we have stated the scattering problem, let us discuss its symmetries.
Our electron comes in from the left, with an amplitude A0 that was defined in
equation (5.5) and which can in principle depend on x2. Let us assume that this
amplitude is symmetric in x2 and that the potential U(x) and the mass m(x) are
symmetric in x2 as well, i.e. U(x1, x2) = U(x1,−x2). Subsequently, consider the
eigenvalue equation (5.2) for the Hamiltonian (5.3): HˆαΨα(x1, x2) = EΨα(x1, x2).
When we replace x2 by −x2 and use the symmetries that we just imposed, we
see that we arrive at the equation Hˆ−αΨα(x1,−x2) = EΨα(x1,−x2). Since all
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boundary conditions are symmetric in x2, this means that Ψα(x1,−x2) is an
eigenfunction of Hˆ−α with energy E. Since the solution is unique, this in turn
means that
Ψα(x1, x2) = Ψ−α(x1,−x2). (5.7)
This first symmetry thus connects the solutions for electrons in the two valleys.
Under the same assumptions, i.e. that the potential, mass and initial amplitude
are symmetric in x2, we can derive a second symmetry. Replacing x2 by −x2 in
the eigenvalue equation and multiplying by σx, we arrive at
(σxHˆ−ασx)[σxΨα(x1,−x2)] = E[σxΨα(x1,−x2)]. (5.8)
Subsequently, we note that the expression σxHˆ−ασx equals the Hamiltonian Hˆα
when we replace m(x) by −m(x), see also equation (1.24). Therefore, reversing
the sign of the mass results in a reflection of the wavefunction in the x1-axis, i.e.,
Ψα,m(x1, x2) = σxΨα,−m(x1,−x2), (5.9)
where we have included the mass m in the notation. This equality is especially
important when the mass m(x) is identically zero, in which case it reads
Ψα(x1, x2) = σxΨα(x1,−x2). (5.10)
When we define the norm of the wavefunction by ‖Ψα‖ =
√
Ψ
†
αΨα, we observe
that ‖Ψα(x1, x2)‖ = ‖Ψα(x1,−x2)‖. The second symmetry thus states that when
the mass vanishes, the intensity is symmetric in x2. Note that this only holds
when both the potential and the initial amplitude are symmetric in x2.
We can combine the symmetries (5.7) and (5.10) to obtain a third symmetry.
When the mass vanishes and when the potential and the initial amplitude are
symmetric in x2, we obtain
Ψα(x1, x2) = Ψ−α(x1,−x2) = σxΨ−α(x1, x2). (5.11)
Therefore, ‖ΨK(x1, x2)‖ = ‖ΨK ′(x1, x2)‖, which means that the norm of the
wavefunction is equal for both valleys. Hence, we have symmetry between the
two valleys in the absence of a mass m(x).
5.3 adiabatic reduction to scalar equations
The Hamiltonian (5.3) simultaneously describes both electron and hole states.
However, since we look at above-barrier scattering, we do not need to consider
transitions from electron to hole states. Therefore, our first step towards the
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construction of an asymptotic solution to the eigenvalue equation (5.2) consists of
reducing the matrix Hamiltonian (5.3) to two separate scalar Hamiltonians, one
for electrons and one for holes. In section 5.3.2, we review how this reduction
can be performed order by order in the dimensionless semiclassical parameter
h, based on [91–93]. In this reduction, we mainly make use of the symbols of
the quantum operators, which are much easier to manipulate. In section 5.3.1,
we therefore briefly review the relation between pseudodifferential operators
and their symbols. Our exposition is mainly based on Ref. [268], but also draws
inspiration from Refs. [94, 269]. For a complete account of pseudodifferential
operators, we refer the interested reader to the books by Hörmander [284] and
Ivrii [285], noting that the former also includes many historical remarks. Using
the theory developed in the first two subsections, we perform the reduction for
the Dirac Hamiltonian in section 5.3.3.
5.3.1 Pseudodifferential operators and symbols
The goal of this subsection is to review the correspondence between operators fˆ
and functions f(x,p) of the variables x and p, representing position and momen-
tum, respectively. The function f(x,p) may be thought of as a classical observable
on phase space and is called a symbol. Given such a symbol f(x,p), we define
an operator Opt(f) by specifying how it acts on a function u(x). Specifically, we
define the t-quantization of f(x,p) as [268]
Opt(f)u(x) =
1
(2pih)n
∫
ei〈p,x−y〉/hf
(
(1− t)x+ ty,p
)
u(y)dydp, (5.12)
where 〈a,b〉 =∑i aibi denotes the standard inner product, n is the dimension-
ality of space and h is the dimensionless semiclassical parameter. The operator
Opt(f) is also called the semiclassical pseudodifferential operator with sym-
bol f and depends on t. For example, a straightforward calculation shows that
for f(x,p) = 〈x,p〉, one has Op0(〈x,p〉)u(x) = −ih〈x,∂u(x)/∂x〉, meaning that
Op0(〈x,p〉) = 〈x, pˆ〉. On the other hand, one has Op1/2(〈x,p〉) = 12 (〈x, pˆ〉+ 〈pˆ, x〉),
which is symmetric.
As a more general example, one can consider f(x,p) =
∑
β fβ(x)p
β, where β =
(β1, . . . ,βn) is a multi-index, and pβ =
∏
i p
βi
i . By a straightforward calculation,
one sees that its zero-quantization equals the (semiclassical) differential operator
Op0(f) =
∑
β fβ(x)pˆ
β. However, the application of equation (5.12) is not limited
to symbols f that are polynomials in p. Symbols can have much more complicated
functional forms and may also explicitly depend on h. In general, the quantization
of such symbols will not give rise to usual (semiclassical) differential operators.
Instead, their action on a function u(x) is more complicated, hence the name
semiclassical pseudodifferential operators.
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In order for equation (5.12) to make sense, one should impose certain con-
straints on the symbol f(x,p). Different authors impose slightly different con-
straints, leading to different classes of pseudodifferential operators. The differ-
ence between these classes is not that important for the purpose of this chapter,
but plays a role when one needs to make precise estimates. Martinez [268]
defines a class S2n((1 + |p|2)m/2), where 2n is the dimensionality of phase
space and m is called the degree of the associated pseudodifferential operators.
A symbol f(x,p) is in this class when it depends smoothly on x and p and
∂β/∂xβ ∂γ/∂pγf(x,p) = O((1+ |p|2)m/2) for any multi-indices β and γ, uni-
formly in x, p and h for h sufficiently small. The latter condition can also be
stated as∣∣∣∣ ∂β∂xβ ∂γ∂pγ f(x,p)
∣∣∣∣ 6 Cβγ(1+ |p|2)m/2 (5.13)
for a certain constant Cβγ that is independent of h and the specific point (x,p)
that is considered. In words, condition (5.13) means that the symbols should not
diverge and that their growth at infinity should be bounded by a polynomial in
p. Furthermore, their growth rate should not be increased when one takes an
arbitrary amount of derivatives with respect to either p or x. It can be shown [268]
that for symbols in class S2n((1+ |p|2)m/2) there is a unique way to extend the
operator Opt(f) to a linear continuous operator on Schwartz space.
Instead, Maslov [94] only considers t = 0 and t = 1 and defines a class Tm in
which the variables x and p are treated on equal footing. A symbol f(x,p) that
does not depend on h belongs to this class when it is continuous in x and p and
when∣∣∣∣ ∂β∂xβ ∂γ∂pγ f(x,p)
∣∣∣∣ 6 Cβγ(1+ |x|)m(1+ |p|)m (5.14)
for any multi-indices β and γ. Subsequently, Maslov [94] defines a class Tm+ for
symbols that depend on h. A symbol belongs to this class when its dependence
on x, p and h is smooth; the symbol can be expanded in a power series in h;
each of the expansion coefficients is in Tm and an additional constraint on the
remainder is satisfied. Other classes of symbols are considered by Zworski [269]
and Hörmander [284].
Looking at the two-dimensional Dirac Hamiltonian (5.3), we observe that it
is linear in momentum. It turns out that all symbols that we use do not grow
faster than |p| at infinity, together with all their derivatives. Furthermore, the
potentials U(x) and masses m(x) that we consider are bounded, as are all their
derivatives. Therefore, the class S4((1+ |p|2)1/2) is sufficient for this chapter and
we do not need to consider wider classes. However, we should keep in mind that
the Hamiltonian (5.3) is a matrix. Matrix valued symbols are explicitly considered
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by Maslov [94], who defines a class Tm+ for matrix symbols. In his definition,
a matrix valued symbol belongs to class Tm+ if all its elements belong to Tm+ .
Although a similar extension for the class S2n((1+ |p|2)m/2) is not explicitly
discussed by Martinez [268], we believe that this does not pose any fundamental
problems. Alternatively, one could think about replacing the absolute value in
equation (5.13) by an appropriate matrix norm.
Instead of viewing equation (5.12) as a quantization procedure, we can also
look at it the other way around: given an operator aˆ, equation (5.12) defines a
unique symbol of index t [268]. We denote this symbol by a(t) = σt(aˆ) and we
naturally have aˆ = Opt(a
(t)). It is this point of view that we predominantly take
in this chapter, since we start with a quantum Hamiltonian Hˆ and we want to
construct its symbol. We can obtain the zero-symbol a(0) of an arbitrary operator
aˆ by computing [268]
a(0)(x,p,h) = σ0(aˆ) = e−i〈p,x〉/h(aˆei〈p,x〉/h). (5.15)
Subsequently, we can find the t ′-symbol from the t-symbol using the formula
a(t
′)(x,p,h) = exp
(
ih(t ′ − t)
〈
∂
∂x
,
∂
∂p
〉)
a(t)(x,p,h). (5.16)
For example, for aˆ = 12 (〈x, pˆ〉+ 〈pˆ, x〉) one has a(0) = 〈x,p〉− inh/2 and a(1/2) =
〈x,p〉. The latter result is of course in agreement with the example given at the
beginning of this subsection. The symbol a(t)(x,p,h) that one obtains from
an operator aˆ usually depends on h, as illustrated by the first example. In this
chapter, we only consider classical symbols, which are symbols that are equivalent
to a formal power series in h as h→ 0 [268]. With a slight abuse of notation, we
denote this correspondence by an equality sign, i.e. we write
a(t)(x,p,h) =
∑
j
a
(t)
j (x,p)h
j. (5.17)
The zeroth-order term a(t)0 of this expansion is known as the principal symbol [94,
268] and is independent of t, which can for instance be seen from equation (5.16).
Since the principal symbol is independent of the quantization, one can really
think of a(t)0 as a classical observable on phase space.
In this chapter, we consider two specific values of t. When t = 0, we are dealing
with the so-called standard quantization. For this case, we denote the symbol
as σ0(aˆ) = a(x,p,h) and the operator as aˆ = a(x, pˆ,h). In many calculations
standard quantization is extremely convenient, since the relation between the
symbol and the operator can be expressed using Fourier transforms [94, 248, 268,
269]. Specifically, one can write
aˆ u(x) = Op0(a)u(x) = a(x, pˆ,h)u(x) = F−1p→xa(x,p,h)Fy→pu(y), (5.18)
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where the n-dimensional Fourier transform and its inverse are defined by equa-
tion (1.79). At the beginning of this section, we already saw that Op0(〈x,p〉) =
〈x, pˆ〉. This example points to an important feature of the standard quantization:
it is the quantization that results when one lets the momentum operator pˆ act
first and the position (multiplication) operator x act second [94, 248]. Because
of this property, the notation a(
2
x,
1
pˆ,h) is also used, in which the order of the
operators is shown explicitly. Standard quantization is sometimes called left
quantization [268] and the resulting operator ordering is sometimes called the
Feynman-Maslov ordering [94, 248]. The operator calculus that results from this
ordering is sometimes called the Kohn-Nirenberg calculus [286]. Although we do
not consider t = 1 in this chapter, we remark that in this quantization the order
of the operators is reversed: the position (multiplication) operator x acts first and
the momentum operator pˆ acts second [94, 248].
When t = 12 , the quantization procedure is called Weyl quantization [287]. In
this case, we denote the symbol as σ1/2(aˆ) = aW(x,p,h) and the operator as
aˆ = aW(x, pˆ,h). Therefore, one has
aˆ u(x) = Op1/2
(
aW
)
u(x) = aW(x, pˆ,h)u(x)
=
1
(2pih)n
∫
ei〈p,x−y〉/haW
(
x+ y
2
,p,h
)
u(y)dydp.
(5.19)
At the beginning of this section, we already saw that Weyl-quantizing the symbol
〈x,p〉 leads to the symmetric operator Op1/2(〈x,p〉) = 12 (〈x, pˆ〉 + 〈pˆ, x〉). This
points to an important feature of Weyl quantization: when an operator aˆ whose
symbol is a scalar function is self-adjoint, then its Weyl symbol aW = σ1/2(aˆ) is
real [268, 269]. Although Martinez [268] does not explicitly consider operators
with matrix valued symbols, the results can be easily generalized to accommodate
them. We start from the identity σ1−t(aˆ†) = [σt(aˆ)]†, the scalar version of which
can be found in Ref. [268]. In this equality, aˆ† denotes the adjoint of aˆ and the
dagger on the right-hand side denotes complex conjugation and transposition. For
a self-adjoint operator aˆ, we then have σ1/2(aˆ) = σ1/2(aˆ†) = [σ1/2(aˆ)]†. Thus,
the Weyl symbol of a self-adjoint operator is a Hermitian matrix. In particular,
the Weyl symbol σ1/2(aˆ) is real when the symbol of aˆ is a scalar function.
When we consider standard quantization, the relation between the symbol of
an operator and the symbol of its adjoint is somewhat more complicated. From
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the aforementioned relation, we obtain σ0(aˆ†) = [σ1(aˆ)]†. Subsequently, we can
express σ1(aˆ) in terms of σ0(aˆ) using equation (5.16), leading to [268]
σ0(aˆ
†)(x,p,h) = exp
(
−ih
〈
∂
∂x
,
∂
∂p
〉)
[σ0(aˆ)(x,p,h)]†
=
∑
β
h|β|
i|β|β!
(
∂β
∂xβ
∂β
∂pβ
[σ0(aˆ)(x,p,h)]†
)
,
(5.20)
where β is a multi-index, β! =
∏
i βi! and |β| =
∑
i βi. Let us now consider
a self-adjoint operator aˆ that has a classical symbol, i.e. a symbol that can be
expanded in a power series as in equation (5.17). Entering the series expansion
into the right-hand side of equation (5.20) and demanding that it equals the
original power series, we obtain conditions on the expansion coefficients aj.
Collecting terms of order h0, we find that a0(x,p) is real. Since the principal
symbol of an operator does not depend on the quantization, as we discussed
before, a0(x,p) is in fact equal to the principal Weyl symbol aW0 (x,p). When we
collect the terms of order h1 in equation (5.20), we obtain a condition on the
so-called subprincipal symbol a1(x,p) of the self-adjoint operator aˆ, namely
1
2i
(
a1(x,p) − a
†
1(x,p)
)
= −
1
2
〈
∂
∂x
,
∂
∂p
〉
a0(x,p). (5.21)
Note that when a1(x,p) is a scalar function, the left-hand side equals its imaginary
part. Using this equality, we can obtain an expression for the subprincipal Weyl
symbol aW1 in terms of the subprincipal symbol a1. When we construct the
asymptotic expansion of equation (5.16) for t ′ = 12 and t = 0, and gather the
terms of order h1, we arrive at
aW1 (x,p) = a1(x,p) +
i
2
〈
∂
∂x
,
∂
∂p
〉
a0(x,p) =
1
2
(
a1(x,p) + a
†
1(x,p)
)
, (5.22)
where the last equality follows from equation (5.21). This relation shows explicitly
that the subprincipal Weyl symbol aW1 is Hermitian, as we already proved in
general. In particular, when the subprincipal symbols are scalar functions, aW1
is simply the real part of a1. We can obtain similar conditions on the higher-
order expansion coefficients an by collecting terms of higher orders in h in
equation (5.20).
One can show that the product of two pseudodifferential operators is again a
pseudodifferential operator [268]. In particular, one can express the t-symbol of
aˆbˆ in terms of the t-symbols a(t) and b(t) of the operators aˆ and bˆ, respectively.
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When we consider standard quantization, i.e. t = 0, the symbol of aˆbˆ is given
by [268]
σ0(aˆbˆ) = exp
(
−ih
〈
∂
∂q
,
∂
∂y
〉)
a(x,q,h)b(y,p,h)
∣∣∣∣y=x
q=p
=
∑
β
h|β|
i|β|β!
(
∂β
∂pβ
a(x,p,h)
)(
∂β
∂xβ
b(x,p,h)
)
,
(5.23)
where β is again a multi-index. We make extensive use of this formula in the next
subsections. When we consider Weyl quantization, we can express the symbol of
the product as [268]
σ1/2(aˆbˆ) = exp
(
−
ih
2
[〈
∂
∂q
,
∂
∂x
〉
−
〈
∂
∂y
,
∂
∂p
〉])
aW(y,q,h)bW(x,p,h)
∣∣∣∣y=x
q=p
=
∑
β,γ
h|β+γ|(−1)|β|
(2i)|β+γ|β!γ!
(
∂β
∂xβ
∂γ
∂pγ
aW(x,p,h)
)(
∂β
∂pβ
∂γ
∂xγ
bW(x,p,h)
)
,
(5.24)
where aW(x,p,h) and bW(x,p,h) are the Weyl symbols of the operators aˆ and
bˆ, respectively, and β and γ are multi-indices. One may think of the previous
two formulas as ways to define a product on the space of symbols. For Weyl
symbols, this product, first discovered by Groenewold [288], is known as the
Moyal product [289]. Generally, such products are known as star products, and
denoted with a star, e.g. σ1/2(aˆbˆ) ≡ aW ? bW .
Finally, we briefly discuss the relation between the commutator and the Poisson
bracket. Denoting the commutator of aˆ and bˆ by [aˆ, bˆ] = aˆbˆ− bˆaˆ, one can show
that for all t [268]
σt([aˆ, bˆ]) = ih{a(t),b(t)}+O(h2), (5.25)
where the Poisson bracket {a,b} is defined by
{a,b} =
〈
∂a
∂x
,
∂b
∂p
〉
−
〈
∂a
∂p
,
∂b
∂x
〉
. (5.26)
When we consider Weyl symbols, the terms of order h2 in equation (5.25) can-
cel [269, 288] and one has σ1/2([aˆ, bˆ]) = ih{aW ,bW }+O(h3). These equalities
show the intimate relation between the quantum commutator and the classical
Poisson bracket.
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5.3.2 Operator separation of variables
Now that we have reviewed the basic properties of pseudodifferential opera-
tors, we discuss how we can decouple the different modes that are comprised
within a matrix Hamiltonian. This mode decoupling is possible when we do
not consider transitions between the different modes. In our present context,
this condition means that we do not consider transitions between electrons and
holes, in agreement with the assumptions that we made in section 5.2. We use
the scheme devised in Refs. [91, 92], see also Ref. [290], which finds its origin in
the ideas of the Foldy-Wouthuysen transformation [89, 291, 292]. For simplicity,
we confine ourselves to the case where all the modes are scalar, although this is
not a fundamental limitation of the method. The same method was formulated,
independently, in Refs. [93, 265]. Within this scheme, the mode separation can be
performed to any order in h 1.
We consider the eigenvalue problem HˆΨ = EΨ, where Hˆ is an n× n matrix
and Ψ is an n-dimensional vector. The first step of the mode decoupling is to
look for a solution of this equation of the form
Ψ(x) = χˆ ψ(x), (5.27)
where ψ is an effective scalar wavefunction that corresponds to a single mode. The
operator χˆ reconstructs the n-component wavefunction Ψ of the full eigenvalue
problem from the scalar wavefunction ψ. Denoting the number of components
of the vector x by m, we can say that χˆ maps an element of the Hilbert space
L2(Rm) to an element of the Hilbert space
⊕
n L
2(Rm). We require that this
operator is norm-preserving, i.e.
〈Ψ,Ψ〉[⊕n L2(Rm)] = 〈χˆψ, χˆψ〉[⊕n L2(Rm)] = 〈ψ,ψ〉L2(Rm), (5.28)
where 〈f,g〉L2(Rm) denotes the standard inner product in L2(Rm). Using the
definition of the adjoint operator, we see that equation (5.28) is equivalent to the
condition χˆ†χˆ = 1.
We subsequently demand that the scalar wavefunction ψ(x) satisfies the effec-
tive scalar eigenvalue equation
Lˆψ = Eψ, (5.29)
where Lˆ plays the role of the scalar Hamiltonian. Combining equations (5.27)
and (5.29) with the original equation HˆΨ = EΨ, we obtain (Hˆχˆ− χˆLˆ)ψ = 0. This
equation is certainly satisfied when the operator equality
Hˆχˆ− χˆLˆ = 0 (5.30)
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is satisfied. Before we construct a solution to this equation, let us take a closer
look at the operator Lˆ. Since it is our effective Hamiltonian, we would like it to
be self-adjoint. Using equation (5.30) and the fact that Hˆ is self-adjoint, we can
show that Lˆ is symmetric:
〈φ, Lˆψ〉L2(Rm) = 〈φ, χˆ†χˆLˆψ〉L2(Rm) = 〈φ, χˆ†Hˆχˆψ〉L2(Rm) = 〈φ, χˆ†Hˆ†χˆψ〉L2(Rm)
= 〈φ, Lˆ†χˆ†χˆψ〉L2(Rm) = 〈φ, Lˆ†ψ〉L2(Rm) = 〈Lˆφ,ψ〉L2(Rm) (5.31)
for two elements φ, ψ of L2(Rm). It is then possible to show that Lˆ is self-
adjoint [293].
We construct an asymptotic solution to equation (5.30) by passing to symbols.
We assume that all of the operators have classical symbols, i.e. symbols that can
be expanded in a power series in h. Let us first consider standard quantization.
We can then obtain asymptotic expansions for the symbols of the products Hˆχˆ
and χˆLˆ using equation (5.23). Subsequently, we expand the (classical) symbols in
powers of h, as in equation (5.17). By gathering all terms of a given order in h
and demanding that their sum vanishes, we can then construct an asymptotic
solution to equation (5.30). Collecting all terms of order h0, we have
H0(x,p)χ0(x,p) = L0(x,p)χ0(x,p), (5.32)
which means that the principal symbols L0 and χ0 are the eigenvalues and
eigenvectors, respectively, of the principal symbol of the matrix Hamiltonian Hˆ.
Note that H0 is an n×n matrix and χ0 is an n-dimensional vector. The fact that
the symbol χ0 depends on p makes this scheme different from other adiabatic
schemes that are generally employed. For an extensive discussion of this point,
with many examples, we refer to Ref. [92]. Furthermore, we remark that the
principal symbols L0(x,p) and χ0(x,p) will generally not be polynomials in p,
even when the principal symbol H0(x,p) of the Hamiltonian is. Therefore, the
operators Lˆ and χˆ are actual pseudodifferential operators.
Using equations (5.23) and (5.20), we can also pass to symbols in the condition
χˆ†χˆ = 1. Collecting the terms of order h0, we obtain χ†0(x,p)χ0(x,p) = 1, where
the dagger denotes transposition and complex conjugation of the n-dimensional
vector χ0(x,p,h). Hence, the norm preserving condition dictates that the eigen-
vectors χ0(x,p) are normalized.
When we collect the terms of order h1 after passing to symbols in equa-
tion (5.30), we obtain
L1χ0 = (H0 − L0)χ1 +H1χ0 − i
〈
∂H0
∂p
,
∂χ0
∂x
〉
+ i
〈
∂L0
∂x
,
∂χ0
∂p
〉
, (5.33)
where 〈a,b〉 = ∑i aibi once again denotes the standard inner product on
Euclidean space. Multiplying this equation by χ†0(x,p) from the left, we see that
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the first term on the right-hand side vanishes, and we obtain an equation for the
subprincipal symbol L1, namely
L1 = χ
†
0H1χ0 − iχ
†
0
〈
∂H0
∂p
,
∂χ0
∂x
〉
+ iχ†0
〈
∂L0
∂x
,
∂χ0
∂p
〉
. (5.34)
The (scalar) subprincipal symbol L1 that we obtain from this expression is
generally complex. However, since the operator Lˆ is self-adjoint, its imaginary
part satisfies equation (5.21) and we have
ImL1(x,p) = −
1
2
〈
∂
∂x
,
∂
∂p
〉
L0(x,p). (5.35)
Thus, the fact that L1 is complex does not have any physical significance, but is
purely an artifact of the standard quantization. We note that equality (5.35) can
also be derived explicitly using equation (5.32) and the fact that Hˆ satisfies equa-
tion (5.21) since it is self-adjoint. Since this derivation provides a nice illustration
of how we can manipulate symbols, we present it in appendix 5.A.
Let us also consider Weyl quantization. Since principal symbols are inde-
pendent of the specific quantization, see section 5.3.1, we once again obtain
equation (5.32) when we pass to symbols in equation (5.30). Hence, we have
LW0 = L0 and χ
W
0 = χ0 and we do not use the superscript W for these quantities.
However, the subprincipal Weyl symbol LW1 is different from the subprincipal
symbol L1. When we pass to symbols in equation (5.30) using the product for-
mula (5.24), collect the terms of order h and subsequently multiply by χ†0, we
arrive at
LW1 = χ
†
0H
W
1 χ0 +
i
2
χ
†
0{H0,χ0}−
i
2
χ
†
0{χ0,L0}. (5.36)
In the previous subsection, we showed that when a self-adjoint operator has a
scalar symbol, its Weyl symbol is purely real. Therefore, also the subprincipal
Weyl symbol LW1 is real. Using equation (5.22), we see that
LW1 (x,p) = ReL1(x,p). (5.37)
In appendix 5.A, we show this relation explicitly, using equation (5.32) and the
fact that Hˆ satisfies equation (5.21).
Following Ref. [93], we split the Weyl symbol (5.36) into two parts and write
LW1 = L
W
1B + L
W
1A. The term L
W
1B is called the Berry part and is given by
LW1B = −iχ
†
0{χ0,L0}. (5.38)
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In section 5.4, we show how this part gives rise to the Berry phase of the
wavefunction. The second term, LW1A, does not have a specific name. It can
be written as
LW1A = χ
†
0H
W
1 χ0 +
i
2
χ
†
0{H0,χ0}+
i
2
χ
†
0{χ0,L0} (5.39)
= χ†0H
W
1 χ0 −
i
2
∑
j,k
(Hjk − L0δjk){χ
∗
0,j,χ0,k}, (5.40)
where the subscripts j and k denote vector components. The second form can be
found in Ref. [93], and can be obtained with the help of equation (5.32). Note
that both LW1B and L
W
1A are purely real. For the former this is easy to show, as
2iImLW1B = −i
(
χ
†
0{χ0,L0}+ {χ
†
0,L0}χ0
)
= −i{χ†0χ0,L0} = 0, (5.41)
where the second equality follows from the properties of the Poisson bracket,
and the third equality follows from χ†0χ0 = 1. In a similar way, one can show that
LW1A is real. Alternatively, it follows from the fact that both L
W
1 and L
W
1B are real.
Although we have been consistently calling the operator Lˆ the effective scalar
Hamiltonian, this term is not entirely adequate. As noted in Ref. [93], there is a
certain gauge freedom in the choice of χ0, which affects the subprincipal symbol
LW1 . To clarify what this means, suppose that χ0 is a normalized eigenvector of
H0, which satisfies equation (5.32). Then the vector
χ˜0(x,p) = eig(x,p)χ0(x,p), (5.42)
where g(x,p) is a smooth scalar function, is also a normalized eigenvector of
H0, for the same eigenvalue L0. Hence the principal symbol L0 is not affected
by the gauge freedom. However, let us compute the influence of this transforma-
tion on two terms that make up LW1 . Inserting the new eigenvector (5.42) into
equation (5.38), we find that
L˜W1B = −iχ˜
†
0{χ˜0,L0} = −iχ
†
0{χ0,L0}+ {g,L0} = L
W
1B + {g,L0}. (5.43)
Therefore, LW1B is not gauge invariant. On the contrary, the term L
W
1A is gauge
invariant, which can be shown with a somewhat more elaborate computation.
Hence, the subprincipal Weyl symbol LW1 is not gauge invariant and depends
on the choice of the eigenvectors χ0. We return to this point in section 5.6.5,
where we show that this gauge invariance does not affect the final result for
the wavefunction. For an elaborate discussion on the significance of this gauge
freedom, we refer to Ref. [93].
Collecting terms of order hn after passing to standard symbols in equa-
tion (5.30), we obtain relations involving Ln and χn, similar to equations (5.32)
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and (5.33). When we supplement these with the relations obtained after passing
to symbols in the equality χˆ†χˆ = 1, we can in principle obtain all higher-order
corrections Ln and χn. However, for the asymptotic solution to equation (5.2)
that we construct in this chapter the coefficients L0, L1 and χ0 suffice. Therefore,
we do not construct the higher-order terms of the expansions, but refer to, for
instance, Ref. [92].
5.3.3 Application to the Dirac Hamiltonian
Now that we have reviewed the scheme to separate the different modes of a
matrix Hamiltonian, let us apply it to the Hamiltonian (5.3). We compute the
classical symbol Hα(x,p,h) of Hˆα using equation (5.15), which gives
Hα(x,p,h) = Hα(x,p) =
(
U(x) +m(x) p1 + iαp2
p1 − iαp2 U(x) −m(x)
)
. (5.44)
Thus, the classical symbol Hα is equal to the principal symbol H0,α and all
higher-order expansion coefficients Hn>1,α in the symbol expansion are zero.
The Hamiltonian Hˆ has two scalar eigenmodes, corresponding to electron states,
denoted with a plus sign, and hole states, denoted with a minus sign. The
principal symbols L±0 of the effective scalar Hamiltonians for these modes are
given by the eigenvalues of H0,α, as indicated by equation (5.32). Computing
these eigenvalues, we immediately see that they are independent of the specific
valley, i.e. L±0 does not depend on α. For both valleys, we obtain
L±0 (x,p) = U(x)±
√
p2 +m2(x). (5.45)
Comparing this expression with equation (1.34), we conclude that we have given
a rigorous derivation of the classical Hamiltonians (1.34) that we discussed in
section 1.2.
We remark that when the massm(x) vanishes, the derivative of L±0 with respect
to p diverges at p = 0. Looking back at the symbol classes that we considered in
subsection 5.3.1, we see that we therefore have to exclude a small area around
this point from the space on which L± is defined. Otherwise, the symbol L±
will not be an element of S4((1 + |p|2)1/2) and hence the pseudodifferential
operator Lˆ will not be well-defined. From a physical point of view, this restriction
is very natural, since the electron and hole bands touch at the Dirac point at
p = 0. As we want to separate the different modes of the matrix Hamiltonian,
we should stay away from the point where they intersect. We remark that, when
we come close to the Dirac point, the energy of the electrons also becomes lower,
whence the dimensionless semiclassical parameter h becomes larger. Therefore,
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the asymptotic expansion (5.17) also becomes less sensible. This provides another
reason why we cannot come too close to the Dirac point.
According to equation (5.32), the principal symbols χ±0,α are given by the
eigenvectors of the symbol Hα(x,p). We therefore have
χ±0,α(x,p) =
1(
2
√
p2 +m2(
√
p2 +m2 ∓m))1/2
(
p1 + iαp2
±
√
p2 +m2 −m
)
. (5.46)
In contrast to the effective Hamiltonian L±0 , the symbol χ
±
0,α is dependent on the
valley index α.
Within standard quantization, the subprincipal symbol L±1,α is given by equa-
tion (5.34). However, as we have shown from general considerations in the
previous subsections and explicitly in appendix 5.A, the imaginary part of L±1,α
satisfies equation (5.35). In the next section, we show that this imaginary part
ImL±1,α does not have any physical significance, as it only ensures conservation
of probability and does not affect the wavefunction. Instead, only the real part
ReL±1,α appears in the wavefunction. This real part equals the subprincipal Weyl
symbol LW±1,α , as we have seen in equation (5.37) in the previous subsection. We
therefore compute LW±1,α , starting with the two terms L
W±
1B,α and L
W±
1A,α that make
up this subprincipal Weyl symbol.
With the help of equations (5.45) and (5.46), we find that the Berry part (5.38)
equals
LW±1B,α =
α
2
√
p2 +m2(
√
p2 +m2 ∓m)
(
p2
∂U
∂x1
− p1
∂U
∂x2
)
± αm
2(p2 +m2)(
√
p2 +m2 ∓m)
(
p2
∂m
∂x1
− p1
∂m
∂x2
)
. (5.47)
Using the definition (5.39) of LW±1A,α, we obtain, after an elaborate calculation,
LW±1A,α =
α
2(p2 +m2)
(
p2
∂m
∂x1
− p1
∂m
∂x2
)
. (5.48)
We remark that LW±1A,α vanishes when the mass m(x) is constant, whereas L
W±
1B,α
does not. Adding these two contributions, we arrive at an expression for the
subprincipal Weyl symbol LW±1,α , namely
LW±1,α =
α
2
√
p2 +m2(
√
p2 +m2 ∓m)
(
p2
∂(U+m)
∂x1
− p1
∂(U+m)
∂x2
)
. (5.49)
Hence, the reduction of the initial matrix equation to an effective scalar equation
comes at a price: the effective scalar Hamiltonian has a nonzero subprincipal
symbol, i.e. a correction term that is proportional to h.
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In this chapter and in chapter 6, we only consider above-barrier scattering
of electrons explicitly. From here on, we therefore only consider the relevant
quantities for electrons and omit the superscript “+”. The derivations for holes
can be done analogously.
5.4 semiclassical ansatz
In this section, we take a first step towards the construction of an asymptotic
solution of equation (5.29). Based on the theory explained in Refs. [94, 248,
260, 277, 280, 281], we review how the standard semiclassical Ansatz leads
to the Hamilton-Jacobi equation and to the transport equation, and solve the
latter to find the semiclassical phase. We note that this semiclassical Ansatz is a
multidimensional generalization of the Ansatz that we discussed in section 2.3 of
chapter 2. The main goal of this section is to introduce the basic concepts, which
we further explore in the following sections.
We would like to construct an asymptotic solution ψ(x), which solves equa-
tion (5.29) to a given order in h. To this end, we look for a solution in the form of
the standard semiclassical Ansatz [94]
ψ(x) = ϕ(x)eiS(x)/h, (5.50)
where S(x) is known as the action, and the amplitude ϕ(x) is expressed as an
asymptotic series in the semiclassical parameter h, i.e.
ϕ(x) =
∑
n
hnϕn(x). (5.51)
The action of the pseudodifferential operator Lˆ with standard symbol L(x,p,h) on
the function ψ(x) is given by equation (5.18). However, we do not know the exact
form of the symbol L(x,p,h), but only its asymptotic expansion. In particular,
we constructed the principal symbol L0 and the subprincipal symbol L1 in the
previous section. Hence, we require an asymptotic expansion (in powers of h) for
the action of Lˆ on the Ansatz (5.50). For an arbitrary pseudodifferential operator
Qˆ = Q(x, pˆ,h), one can show that, see e.g. Refs. [94, 248, 260],
Q(x, pˆ,h)ϕ(x)eiS(x)/h = eiS(x)/h
(
Q0
(
x,
∂S
∂x
)
ϕ(x) +O(h)
)
, (5.52)
where Q0 is the principal symbol of Qˆ. Intuitively, one can justify this relation by
realizing that terms of order one can only arise when a momentum operator pˆ
is applied to the exponential factor. In particular, expression (5.52) holds for the
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pseudodifferential operator Lˆ and its principal symbol L0, which is defined by
equation (5.32). We therefore have
L(x, pˆ,h)ϕ(x)eiS(x)/h = eiS(x)/h
(
L0
(
x,
∂S
∂x
)
ϕ(x) +O(h)
)
. (5.53)
Inserting this expression into equation (5.29), multiplying both sides by the factor
exp(−iS(x)/h) and collecting the terms of order h0, we find
L0
(
x,
∂S(x)
∂x
)
ϕ0 = Eϕ0. (5.54)
Since we want the Ansatz (5.50) to be an asymptotic solution of equation (5.29),
we require the action S(x) to satisfy the Hamilton-Jacobi equation
L0
(
x,
∂S(x)
∂x
)
= E. (5.55)
From classical mechanics, see e.g. Ref. [241], it is well known that this equation is
equivalent to the system of Hamilton equations:
dx
dt
=
∂L0
∂p
,
dp
dt
= −
∂L0
∂x
. (5.56)
As we discussed in section 5.2, we would like to solve the scattering problem for
a bundle of incoming electrons. Without loss of generality, we consider electrons
incoming along the x1-axis. In the language of classical mechanics, this means
that we consider a family of Cauchy problems for the system (5.56). The initial
conditions for this system are parametrized by the variable φ and constitute the
line
Λ1 = {(x,p), p1 = p01(φ), p2 = 0, x1 = x
0
1, x2 = φ, φ ∈ R} (5.57)
in four-dimensional phase space. Formally, the electrons in our scattering problem
come in from minus infinity. However, in practice, one uses a finite starting point
x01, independent of φ, for the integration of Hamilton’s equations (5.56). Since
we assumed that both the potential U(x) and mass m(x) are constant outside of
the domain D, the point x01 should ideally be chosen sufficiently far outside of
this domain. When one can choose x01 in this way, the function p
0
1(φ) is constant.
In fact, it is given by the energy E when both U(x) and m(x) are zero outside
of D. When one cannot choose x01 outside of D, the function p
0
1(φ) should be
constructed in such a way that L0(x,p) has the same value for all points on Λ1,
since all incoming electrons have the same energy. In other words, one should
make sure that Λ1 is contained in a level set of L0(x,p).
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For a given value of φ, we denote the solutions to the Hamiltonian system (5.56)
with the initial condition (5.57) by
(
X(t,φ),P(t,φ)
)
. For the purpose of the
discussion in this section, let us assume that the equation x = X(t,φ) is invertible,
and that we can determine the inverse functions t(x) and φ(x). In the next
section, we come back to this important point and consider the set of solutions(
X(t,φ),P(t,φ)
)
and its geometry in detail. Given a solution to the Hamiltonian
system with the initial condition Λ1, the action S(x) is determined by, see e.g.
Ref. [241],
S(x) =
∫x
x0
〈P, dX〉, (5.58)
where we integrate from an initial point x0 on Λ1 to the point x. We discuss this
integration in greater detail in section 5.5.2.
When we consider the Dirac Hamiltonian (5.3), the principal symbol L0(x,p) of
the effective Hamiltonian Lˆ is given by equation (5.45). Rewriting the expression
L0(x,p) = E, see equation (5.55), we arrive at
p2 = (U(x) − E)2 −m2(x). (5.59)
Since we consider above-barrier scattering, we require that there are no classically
forbidden regions. These are characterized by imaginary momenta, i.e. by p2 < 0.
Thus, the right-hand side of equation (5.59) should always be positive. This leads
to condition (5.4), which we discussed in section 5.2. Note in particular that this
condition is independent of the valley index α and is therefore the same for both
valleys. For the principal symbol (5.45), the Hamiltonian system becomes
dx
dt
=
p√
p2 +m2(x)
,
dp
dt
= −
∂U
∂x
−
2m√
p2 +m2(x)
∂m
∂x
. (5.60)
Since L0 does not depend on the valley index α, these equations of motion
are also independent of α. Hence, the classical trajectories are independent of
whether we are in the K-valley or in the K ′-valley. For a given potential U(x) and
mass m(x), one typically cannot solve the system (5.60) of differential equations
analytically. Therefore, one has to use numerical integration to obtain a solution.
We now turn back to equation (5.29) and the Ansatz (5.50). When we collect the
terms of order h1 in the asymptotic expansions on both sides, we find that [94]
L1ϕ0 − i
〈
∂L0
∂p
,
∂ϕ0
∂x
〉
−
i
2
∑
i,j
∂2L0
∂pi∂pj
∂2S
∂xi∂xj
ϕ0 = (E− L0)ϕ1 = 0, (5.61)
where all symbols are to be evaluated at the point (x,∂S/∂x), and the last equality
holds by virtue of equation (5.55). This equation is known as the transport
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equation [94, 231, 248, 276]. It can be essentially simplified along the trajectories
of the Hamiltonian system (5.56), as detailed in e.g. Ref. [94]. To this end, we
introduce the Jacobian
J = det
∂(X1,X2)
∂(t,φ)
, (5.62)
where (X1,X2) denotes a vector containing the solutions of the Hamiltonian
system. The time evolution of the Jacobian can be computed using the Liouville
formula, see e.g. Refs. [94, 241]. Using that dX/dt = ∂L0(x,∂S/∂x)/∂x, one
obtains
d
dt
log J =
∑
j
∂
∂xj
(
∂L0(x,∂S/∂x)
∂pj
)
=
∑
i,j
∂2L0
∂pi∂pj
∂2S
∂xi∂xj
+
∑
j
∂2L0
∂xj∂pj
. (5.63)
Furthermore, along the trajectories of the Hamiltonian system, one has〈
∂L0
∂p
,
∂ϕ0
∂x
〉
=
〈
dx
dt
,
∂ϕ0
∂x
〉
=
dϕ0
dt
. (5.64)
When we subsequently introduce A0 by A0 = ϕ0
√
J, we therefore find that
equation (5.61) becomes
dA0
dt
+
(
iL1 −
1
2
∑
j
∂2L0
∂xj∂pj
)
A0 = 0. (5.65)
Looking back at our derivation, we see that we have established a second com-
mutation formula [94, 248, 260]. Unlike the first commutation formula (5.52), this
one does not hold for any pseudodifferential operator, but specifically for the
effective Hamiltonian Lˆ. Provided that S(x) is a solution of the Hamilton-Jacobi
equation (5.55), we have established that [94]
(
L(x, pˆ,h)−E
)A0√
J
e
i
hS = −ih
e
i
hS√
J
(
dA0
dt
+ iL1A0−
1
2
∑
j
∂2L0
∂xj∂pj
A0+O(h)
)
,
(5.66)
where the time derivative is taken along the solutions of the Hamiltonian system,
see equation (5.64). This implies that when A0 solves equation (5.65), the function
ψ(x) =
A0(x)√
J(x)
eiS(x)/h (5.67)
is an asymptotic solution of equation (5.29). The remaining terms on the right-
hand side of equation (5.66) are of order h2, which means that the corrections
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to the asymptotic solution (5.67) are of order h. Note that in the above equation
both A0 and J can be viewed as functions of the point x, since we have assumed
that the inverse functions t(x) and φ(x) exist. The asymptotic solution (5.67)
is a multidimensional generalization of the Wentzel-Kramers-Brillouin (WKB)
approximation that is often used in theoretical physics [96, 293].
One easily sees that the solution to equation (5.65) is a complex exponential.
As we discussed in the previous section, the imaginary part of L1 satisfies
equation (5.35), since the effective Hamiltonian Lˆ is self-adjoint. Hence, the
second derivative of L0 cancels the imaginary part of L1 in equation (5.65). This
leaves us with the real part of L1, which equals the subprincipal Weyl symbol LW1
by virtue of equation (5.37). Since this subprincipal Weyl symbol is purely real, the
exponential factor is a pure phase and we have conservation of probability. Thus,
as we already anticipated in section 5.3.3, the imaginary part of L1 has no physical
significance. Instead, it satisfies relation (5.35), which ensures conservation of
probability. When we consider a point x that is reached at time t by a trajectory
with initial position φ on Λ1, we therefore obtain [94]
A0 = A
0
0(φ) exp (iΦsc(t,φ)) , Φsc(t,φ) = −
∫t
0
LW1 (X,P)dt
′. (5.68)
In this equation, the variables X and P represent a solution
(
X(t,φ),P(t,φ)
)
of
the Hamiltonian system (5.56). Both t and φ are functions of the point x, since we
have assumed that the inverse functions exist. The quantity A00(φ) is the initial
amplitude, i.e. the amplitude on Λ1. One can for instance consider A00(φ) = 1, or
a smooth cutoff function localized in a certain interval.
We call the quantity Φsc the semiclassical phase [93, 94, 261–263]. In the
previous section, we decomposed LW1 (X,P) into two parts, each of which was
purely real. Hence, we can also decompose the semiclassical phase into two parts.
We write Φsc = ΦB +ΦA, where
ΦB = −
∫t
0
LW1B(X,P)dt
′, ΦA = −
∫t
0
LW1A(X,P)dt
′. (5.69)
The phase ΦB is known as the Berry phase [41, 42, 93]. We can show that it equals
Berry’s original expression by using the definition (5.38) and the equations of
motion (5.56). We have
ΦB = i
∫t
0
χ
†
0{χ0,L0}dt
′ = i
∫t
0
χ
†
0
〈
∂χ0
∂x
,
dx
dt ′
〉
+ χ†0
〈
∂χ0
∂p
,
dp
dt ′
〉
dt ′. (5.70)
We subsequently obtain Berry’s original expression by combining the phase space
coordinates x and p into a single vector. Thus, the Berry phase is obtained from
an integral along a path in phase space. For a more extensive discussion about
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the differences between the Berry phase and the semiclassical phase, we refer to
Ref. [93].
For the Dirac Hamiltonian, we can now easily compute the semiclassical
phase (5.68) using equation (5.49). In this way, we obtain the same expression that
was obtained in Refs. [258, 264]. However, let us rewrite it in a somewhat different
form. Using the Hamiltonian system (5.60), we find that along the solutions (X,P)
of the Hamiltonian system:
LW1,α =
α
2(
√
p2 +m2 −m)
(
∂(U+m)
∂x1
dx2
dt
−
∂(U+m)
∂x2
dx1
dt
)
. (5.71)
Finally, using that E = L0 = U+
√
p2 +m2, we find that
Φsc,α(t,φ) = −
∫
α
2(E−U(X) −m(X))
(
∂(U+m)
∂X1
dX2 −
∂(U+m)
∂X2
dX1
)
, (5.72)
where the integration is to be performed along the trajectories X(t,φ). This
expression has the advantage that it only depends on the trajectories themselves,
and not on their parametrization. We come back to this point in section 5.6.
In section 5.3.3, we showed that when the mass is constant, and hence in partic-
ular when it vanishes, LW1A,α vanishes. Therefore, the semiclassical phase equals
the Berry phase in this case. Furthermore, one directly sees from equation (5.46)
that χ0,α is independent of x when the mass is constant. Hence, the first term in
equation (5.70) vanishes in this case. When the mass is identically zero, one can
show by a direct calculation [50, 258] that
ΦB,α = i
∫t
0
χ
†
0
〈
∂χ0
∂p
,
dp
dt ′
〉
dt ′ = −
α
2
∫t
0
〈
∂φp
∂p
,
dp
dt ′
〉
dt ′ = −
α
2
∆φp, (5.73)
where α is the valley degree of freedom and φp = arctan(p2/p1) is the angle in
momentum space. Thus, when the mass vanishes, the semiclassical phase Φsc
of an electron in graphene equals the difference between its final and its initial
angle in momentum space. This example was already considered by Berry in
his original paper [41], in which he showed that for the massless Dirac equation
the Berry phase of a closed trajectory equals half of the solid angle that such
a trajectory spans in momentum space. A more elaborate discussion of the
difference between the Berry phase and the semiclassical phase in the context of
graphene was presented in Ref. [258].
5.5 classical trajectories and the lagrangian manifold
In the previous section, we showed that the semiclassical approximation gives
rise to the Hamilton-Jacobi equation (5.55). We also discussed how this equation
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can be solved by solving the associated Hamiltonian system (5.56) with the
initial condition (5.57) and the equation (5.58) for the action. In this section, we
study the solutions of these equations in detail. In section 5.5.1, we introduce the
concept of a caustic, and explore its consequences. Subsequently, we introduce
eikonal coordinates in section 5.5.2, and discuss the properties that they give rise
to. Section 5.5.3 introduces the concept of a Lagrangian manifold. Finally, we
discuss the classification of the singular points of this Lagrangian manifold in
section 5.5.4.
5.5.1 Caustics
The solution to Hamilton’s equations (5.56) with the initial condition (5.57)
consists of the set of curves
{
X(t,φ),P(t,φ)
}
in phase space R4x,p, parametrized
by the variables t and φ. The collection of these curves forms a smooth two-
dimensional surface Λ2 in four-dimensional phase space, in a way that will be
made precise in the next subsection. Before we take a closer look at the geometry
of this surface, let us first consider a typical example. We set the mass to zero and
consider a Gaussian potential, an example that will be discussed in greater detail
in section 6.3. We subsequently integrate Hamilton’s equations (5.60) numerically
to find the set of solutions
{
X(t,φ),P(t,φ)
}
. In figure 5.1, we plot the projection
of this set onto the coordinates (x1, x2,p2). In the bottom of the figure, we also
plot a number of the trajectories of the system. By the term trajectory we mean
the projection of the solution
{
X(t,φ),P(t,φ)
}
for a given value of φ onto the
coordinate plane (x1, x2), i.e. the projection x = X(t,φ).
Looking at the surface in figure 5.1, we immediately see that we can distin-
guish two regions. In the first region, the projection of the surface Λ2 onto the
(x1, x2) plane is a one-to-one map, i.e. the system of equations x = X(t,φ) has a
unique solution (t(x),φ(x)). In the second region, the projection of the surface Λ2
onto the (x1, x2) plane is “three-to-one”, i.e. the equation x = X(t,φ) has three
solutions (ti(x),φi(x)). In this case, we say that the manifold Λ2 has three leaves.
The boundary between these two regions is given by the red line in figure 5.1.
One sees that on this line the surface Λ2 has folds. In the neighborhood of these
folds, the projection of the surface Λ2 onto the plane (x1, x2) is not invertible, i.e.
the system of equations x = X(t,φ) has no unique solution (t(x),φ(x)). By the
implicit function theorem, this means that the Jacobian J, given by equation (5.62),
vanishes on this line. The points on Λ2 with coordinates (t,φ) where the Jacobian
equals zero are known as singular points or focal points, as opposed to regular
points that have non-zero Jacobian [227, 228, 272]. The connected components
of the set on which the Jacobian vanishes are known as caustics or Lagrangian
singularities.
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Figure 5.1: Projection (two different views) of the solution of the Hamiltonian system (5.56)
with the initial condition (5.57) onto the coordinates (x1, x2,p2), for a Gaussian potential
well and vanishing mass. The bottom of the graph shows the trajectories, i.e. the projection
of the solution onto the coordinate plane (x1, x2). The red line shows the caustic, which
consists of the points where J vanishes.
Looking at the set of trajectories, i.e. the projection of Λ2 onto the (x1, x2)
plane, it is clear that the caustic separates the region where each point lies on
three trajectories from the region where each point lies on a single trajectory. We
also observe that the density of trajectories increases as we move towards the
caustic. We may think of the inverse of the Jacobian as a measure for the density
of trajectories, which vanishes at the caustic. We therefore expect a larger intensity
near the caustic: focusing occurs. This effect should be strongest near the cusp,
or, as one may say, the ‘tip’ of the caustic, where the density of trajectories is
highest [227, 228].
Going back to our asymptotic solution (5.67), we see that it diverges on the
caustic, since the Jacobian J vanishes on the caustic. This indicates that something
is wrong with our asymptotic solution and that it is no longer a good approx-
imation to the real solution. The origin of this divergence lies in the fact that
the projection of the surface Λ2 onto the (x1, x2) plane is no longer invertible.
However, looking at figure 5.1, we are led to a possible solution, first suggested
by Maslov [94, 260]: near the caustic we could try to consider the projection onto
the (x1,p2) plane, since this projection seems to be invertible. We could even try
to use different coordinates, as long as the projections are invertible.
When we made the transition from the Hamilton-Jacobi equation (5.55) to the
system of Hamilton equations (5.56), we already lifted the problem from the
configuration space (x1, x2) to the phase space [94]. The above reasoning makes
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it plausible that this is a necessary step, and that we should study the properties
of the surface Λ2 before we continue with the development of an asymptotic
solution to the Dirac equation.
5.5.2 Eikonal coordinates and the Maupertuis-Jacobi principle
In the previous section, we considered an example of the surfaceΛ2 and discussed
some of its properties. We now take a closer look at the solutions
{
X(t,φ),P(t,φ)
}
of the Hamiltonian system (5.60). If we think of a solution for a given value of φ
as a curve in phase space, then we can reparametrize the time t with which we
follow this curve. In this section, we show how such a change in parametrization
can be generated by a change in the classical Hamiltonian. It will turn out that
this new parametrization leads to very convenient properties.
Let us consider the Hamiltonian L0(x,p), given by equation (5.45), for a certain
energy E. Then we have
L0(x,p) =
√
p2 +m2(x) +U(x) = E. (5.74)
This equation can be rewritten as
L0(x,p) ≡ C(x)|p| = 1, where C(x) = 1√
(E−U(x))2 −m2(x)
, (5.75)
where we have defined the function L0. The correspondence between equa-
tions (5.74) and (5.75) is one-to-one because the function is C(x) is non-singular.
The latter is a consequence of the fact that we consider above-barrier scattering.
We can consider the function L0 as our new Hamiltonian and write down the
corresponding Hamiltonian system:
dx
dτ
= C(x)
p
|p|
,
dp
dτ
= −
∂C
∂x
|p|. (5.76)
We denote the solutions to this system with initial data on the curve Λ1 by{X (τ,φ),P(τ,φ)}. In the next paragraph, we show, based on Ref. [279], that
the solutions
{
X(t,φ),P(t,φ)
}
of the Hamiltonian system (5.60) with energy E
coincide with the solutions
{X (τ,φ),P(τ,φ)} of the Hamiltonian system (5.76)
with energy 1, up to a reparametrization of time. This correspondence can be
generalized to a wider class of Hamiltonians, and is known as the Maupertuis-
Jacobi principle. A detailed exposition can be found in Refs. [279, 294, 295], see
also theorem 3.7.7 in Ref. [271]. Furthermore, the Hamiltonian L0 is related to
the so-called Finsler metric [296].
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Let us consider a solution
{
X(t,φ),P(t,φ)
}
which satisfies the Hamiltonian
system (5.60) for a given energy E. Using equations (5.74) and (5.75), we can
rewrite this Hamiltonian system as
dX
dt
=
P√
P2 +m2(X)
= R(X)C(X)
P
|P|
dP
dt
= −
m(X)√
P2 +m2(X)
∂m(X)
∂X
−
∂U(X)
∂X
= −R(X)
∂C(X)
∂X
|P|,
(5.77)
where
R(X) =
1/C2(X)
E−U(X)
=
(E−U(X))2 −m2(X)
E−U(X)
. (5.78)
Subsequently, we can change the time variable from t to τ(t,φ), where τ(t,φ)
satisfies
dτ
dt
= R(X(t,φ)), τ|t=0 = 0, (5.79)
When we perform this change of variables, the system (5.77) becomes the Hamil-
tonian system (5.76). We therefore conclude that (X (τ(t,φ),φ),P(τ(t,φ),φ)) and
(X(t,φ),P(t,φ)) satisfy the same system of ordinary differential equations. By
the uniqueness of the solution, this means that [279](
X(t,φ),P(t,φ)
)
=
(X (τ,φ),P(τ,φ))|τ=τ(t,φ). (5.80)
Hence the solutions of the Hamiltonian system (5.76) coincide with those of
the Hamiltonian system (5.60), up to a reparametrization of time. Therefore, we
conclude that both Hamiltonians define the same smooth surface Λ2, and that
the only difference is the coordinate system that is used. We can thus perform all
classical computations with the Hamiltonian (5.75), as well as with the classical
Hamiltonian (5.45). In the remainder of this section, we discuss the properties of
Λ2 with the eikonal coordinate system.
Let us start by considering the action on the surface Λ2. It is defined with
respect to the so-called central point t = τ = φ = 0 on the surface Λ2 and is
given by
S(τ,φ) =
∫ (t,φ)
(0,0)
〈P(t,φ), dX(t,φ)〉 =
∫ (τ,φ)
(0,0)
〈P(τ,φ), dX (τ,φ)〉
=
∫ (0,φ)
(0,0)
〈P(τ,φ), dX (τ,φ)〉+
∫ (τ,φ)
(0,φ)
〈P(τ,φ), dX (τ,φ)〉,
where the first integral is performed along the line Λ1 and the second part along
the trajectory with initial condition parametrized by φ. Now we note that 〈P , dX〉
242 above-barrier scattering by two-dimensional potentials
vanishes on Λ1, since 〈P ,Xφ〉 vanishes. Furthermore, using the Hamiltonian
system (5.76), we find that [279]
S(τ,φ) =
∫ (τ,φ)
(0,φ)
〈
P(τ,φ), dX
dτ
〉
dτ =
∫ (τ,φ)
(0,φ)
C(X (τ,φ))|P(τ,φ)|dτ = τ, (5.81)
where we have used that the solutions lie on the level set L0(x,p) = 1. This
means that in our new coordinates the action has a particularly simple form.
For the second important property, we consider the variational system that
corresponds to the Hamiltonian system (5.76). It is given by
dVi
dτ
=
∑
j
∂2L0
∂pi∂xj
Vj +
∑
j
∂2L0
∂pi∂pj
Wj =
∑
j
∂C
∂xj
pi
|p|
Vj +
∑
j
C
(
δij
|p|
−
pipj
|p|3
)
Wj,
dWi
dτ
= −
∑
j
∂2L0
∂xi∂xj
Vj −
∑
j
∂2L0
∂xi∂pj
Wj = −
∑
j
∂2C
∂xi∂xj
|p|Vj −
∑
j
∂C
∂xi
pj
|p|
Wj.
(5.82)
This system arises by considering the derivatives of Xφ and Pφ with respect
to τ. Therefore, one easily sees that (V ,W) = (Xφ,Pφ) and (V ,W) = (Xτ,Pτ)
are solutions of this system. However, for the Hamiltonian L0, it also has the
important solution (V ,W) = (0,P). This can be verified by direct insertion into the
above equations, upon which the second equation becomes Hamilton’s equation
for the derivative of P with respect to τ and the first equation becomes trivial. In
fact, this is a consequence of the fact that L0 is first-order homogeneous in |p|
and can also be derived by using Euler’s equality for homogeneous functions.
Subsequently, we use the fact that the skew-scalar product of two solutions
(V(1),W(1)) and (V(2),W(2)) of the variational system is conserved along the
trajectories, i.e.
d
dτ
(
〈V(1),W(2)〉− 〈V(2),W(1)〉
)
= 0, (5.83)
which can again be verified by direct computation. By applying this to the
two solutions (Xφ,Pφ) and (0,P), we find that 〈P ,Xφ〉 is conserved along the
trajectories. Taking into account that it is zero onΛ1, we conclude that 〈P ,Xφ〉 = 0
on the surface Λ2.
We have thus established the following two properties on Λ2 with coordinate
system (τ,φ):
〈P ,Xτ〉 = 1, 〈P ,Xφ〉 = 0. (5.84)
Such a coordinate system has recently been denoted by the term eikonal coordi-
nate system in Ref. [234], and henceforth we call the coordinates (τ,φ) eikonal
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coordinates. When we take the derivative of the first equality with respect to
φ and of the second equality with respect to τ and subsequently subtract the
results, we obtain a third important property of Λ2, that is,
〈Pφ,Xτ〉 = 〈Pτ,Xφ〉. (5.85)
In the next subsection, we will see that this property implies that the surface Λ2
is a so-called Lagrangian manifold.
We finish this section by having another look at the projection of the surface
Λ2 onto the plane (x1, x2). In the previous section, we established that the focal
points, i.e. the singular points of the projection, are given by the points where
the Jacobian vanishes. It turns out that the Jacobian in eikonal coordinates has
a particular simple form. In the remainder of this section, we establish that it is
given by [234, 279]
J = det ∂(X1,X2)
∂(τ,φ)
= ±C(X )|Xφ|. (5.86)
To this end, we first look at the inner product 〈Xτ,Xφ〉. Since Xτ is proportional to
the momentum, see equation (5.76), the second equality in (5.84) gives 〈Xτ,Xφ〉 =
0. This simplifies the calculation of the Jacobian considerably, since it implies that
J 2 = |Xτ|2|Xφ|2, or J = ±C(X )|Xφ|, (5.87)
where we have once again used the Hamiltonian system (5.76). Since we consider
above-barrier scattering, see section 5.2, C(X ) does not vanish. We therefore
conclude that the focal points correspond to the points where Xφ vanishes. Note
that on Λ1 we have |Xφ| = 1, and hence all its points are regular.
We remark that the equality 〈Xτ,Xφ〉 = 0 also has a geometrical meaning. Let
us consider the smooth curve on Λ2 formed by the points that correspond to
a given value τ0 of the action S(τ,φ) = τ. Its projection onto the plane (x1, x2)
is known as a wavefront, and is not necessarily smooth. Since it consists of
the points X (φ, τ0), with a fixed value of τ0, the vector Xφ is tangent to the
wavefront. Because Xτ is tangent to the trajectories, the equality 〈Xτ,Xφ〉 = 0
implies that the trajectories and the wavefronts are orthogonal.
Finally, we note that the Jacobian (5.86) in eikonal coordinates is related to the
Jacobian defined in equation (5.62) by [234, 279]
J = det
∂(X1,X2)
∂(t,φ)
= det
∂(X1,X2)
∂(τ,φ)
det
∂(τ,φ)
∂(t,φ)
= R(X(t,φ))J , (5.88)
where R(X(t,φ)) was defined in equation (5.78).
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5.5.3 Lagrangian manifolds
In the previous sections, we considered an example of the surface Λ2 and
took a closer look at its structure. We introduced eikonal coordinates on it,
and found particularly simple expressions for the action, the Jacobian and the
focal points in these coordinates. In this section, we introduce the concept of a
Lagrangian manifold and show that Λ2 has this structure. We do not present
the full derivation of all properties that we present here. Instead, we refer the
interested reader to the textbooks [94, 241, 270, 271], on which our exposition is
based.
We start by defining the Lagrange bracket of σ1 and σ2 as [271]
[σ1,σ2]X,P ≡
〈
∂X
∂σ1
,
∂P
∂σ2
〉
−
〈
∂P
∂σ1
,
∂X
∂σ2
〉
, (5.89)
where we consider P and X as functions of σ1 and σ2. Let us now consider a
manifold M of dimension m 6 n embedded in 2n-dimensional phase space. We
call M an isotropic manifold when the Lagrange brackets of its local coordinates
are identically zero [271]. We callM a Lagrangian manifold when it is an isotropic
manifold and when its dimension equals n. Using somewhat more abstract
terminology, the vanishing of the Lagrange brackets is equivalent to the fact that
the restriction of the symplectic form dx∧ dp to an isotropic manifold yields
zero [271].
As an example [94], we note that any one-dimensional surface in phase space
is an isotropic manifold: it has only one coordinate σ, and the Lagrange bracket
[σ,σ]X,P vanishes by antisymmetry. In particular, the surface Λ1, given in equa-
tion (5.57), is an isotropic manifold. A straightforward example of a Lagrangian
manifold embedded in four-dimensional phase space is given by the coordinate
Lagrangian plane (x1, x2), with p1 = p2 = 0. More generally, given a partition
of the set 1, . . . ,N into two disjoint subsets {α} and {β}, we define a coordinate
Lagrangian plane as the plane (p{α}, x{β}), with p{β} = 0 and x{α} = 0. All
of these coordinate Lagrangian planes are Lagrangian manifolds [94]. In four-
dimensional phase space, there are four coordinate Lagrangian planes, namely
(x1, x2), (x1,p2), (p1, x2) and (p1,p2). On the other hand, the plane (x1,p1),
which contains a conjugate coordinate and momentum pair, is not a Lagrangian
manifold.
Now let us consider the surface Λ2, which we discussed in the previous subsec-
tions. By equation (5.85), the Lagrange bracket [τ,φ]X ,P vanishes. Furthermore,
the Lagrange brackets [τ, τ]X ,P and [φ,φ]X ,P vanish by antisymmetry. There-
fore, we conclude that the surface Λ2 is a Lagrangian manifold, as we already
anticipated in the previous subsection.
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Alternatively, we can look at an isotropic manifold in terms of the action.
Suppose that an m-dimensional surface M in 2n-dimensional phase space is
(locally) given in the form p = f(x). Then M is an isotropic manifold if and
only if there exists an action function S(x) such that p = ∂S/∂x. Since the proof
illustrates some important properties of isotropic manifolds, we give it explicitly,
based on the exposition in Refs. [94, 270]. First, suppose that there is a function
S(x) such that p = ∂S/∂x. Taking the x-coordinates as local coordinates on M, we
obtain
[xj, xk]X,P =
∑
i
(
∂xi
∂xj
∂pi
∂xk
−
∂pi
∂xj
∂xi
∂xk
)
=
∂pj
∂xk
−
∂pk
∂xj
=
∂2S
∂xk∂xj
−
∂S
∂xj∂xk
= 0,
(5.90)
where the last equality is implied by the equality of mixed partials. Since the
Lagrange brackets of the local coordinates vanish, we conclude thatM is isotropic.
Second, suppose that M is isotropic. Then we define an action function S(x) as
S =
∫σ
σ0
〈p(x), dx〉. (5.91)
Since M is isotropic, we have −d〈p, dx〉 = dx∧dp = 0. By the generalized Stokes
theorem, this means that the integral over any sufficiently small closed path is
zero. Therefore, the integral (5.91) is locally path independent, i.e. it only depends
on the endpoint σ when it is sufficiently close to the fixed initial point σ0. Hence,
we have p = ∂S/∂x, which proves the theorem. In section 5.4, we already saw that
this action function S(x) plays a crucial role in the construction of the asymptotic
solution through the Hamilton-Jacobi equation.
In the beginning of this section, we saw from a direct computation that the
surface Λ2 is a Lagrangian manifold. This can not only be verified explicitly,
but also follows from a more general theorem [94]. To this end, we look at
the Hamiltonian L0 as the generator of the time evolution gtL0 of the points
on Λ1. This time-evolution preserves the symplectic form, and therefore also
the Lagrange brackets. Hence, the time-evolution of an isotropic manifold M
generates new isotropic manifolds. Furthermore, when L0(x,p) is constant on
the isotropic manifold M, then the union
M˜ =
⋃
t
gtL0M (5.92)
is again an isotropic manifold. For the proof of this statement we refer to Ref. [94].
Since our surface Λ1 is one-dimensional, it automatically satisfies the require-
ments of a Lagrangian manifold. Furthermore, since L0(x,p) equals the constant
E on Λ1, we conclude from the theorem above that Λ2 is an isotropic manifold.
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Since Λ2 is two-dimensional, we subsequently conclude that it is a Lagrangian
manifold. Alternatively, we can view Λ2 as the union of the one-dimensional
isotropic manifolds that arise from the time-evolution generated by L0(x,p):
Λ2 =
⋃
t
gtL0Λ
1 =
⋃
τ
gτL0Λ
1 (5.93)
We remark that the manifold Λ2 constructed in this way is invariant with respect
to the time-evolution, i.e. gtL0Λ
2 = gτL0Λ
2 = Λ2.
In section 5.5.1, we looked at a typical example of the surface Λ2, shown in
figure 5.1. We suggested that in the neighborhood of the folds it might be possible
to construct an asymptotic solution using the projection onto the coordinate
Lagrangian plane (x1,p2), since this projection is a one-to-one map. It turns
out that the fact that our surface is a Lagrangian manifold is crucial for such a
one-to-one map to exist. In fact, it can be shown that, for any point (x,p) on a
Lagrangian manifold, it is always possible to find a coordinate Lagrangian plane
onto which a neighborhood can be projected with a one-to-one map. For the
proof of this theorem we refer e.g. to Refs. [94, 241].
Because of this theorem, we can introduce a special kind of atlas on the
Lagrangian manifold, which consists of so-called regular and singular charts [94].
An atlas Ω = {Ωn,n = 1 . . .N} is a set of N charts, which together cover the
entire Lagrangian manifold. In regular charts Ωi, we require that the system
of equations x = X(t,φ) has a unique solution (t(x),φ(x)), which means that
we can use the coordinates x as local coordinates on such charts. In particular,
the Jacobian (5.62) does not vanish in a regular chart, so it consists of regular
points. For the example presented in figure 5.1, this means that we need at least
three regular charts. In section 5.2, we assumed that the potential U(x) and the
mass m(x) are constant outside a certain domain. Furthermore, we stated that all
trajectories of the Hamiltonian system run away to infinity. In the present context,
this means that the number of leaves of our Lagrangian manifold is finite [280,
281], and hence that we need a finite number of charts.
In the singular charts Ωsi , which we mark with the upper index s, there are
focal points at which the Jacobian (5.62) vanishes. Hence the system of equations
x = X(t,φ) does not have a unique solution. However, by the theorem above, we
can find a different Lagrangian plane onto which such a chart can be projected in
a one-to-one way. This can for instance be the plane (x1,p2), in which case we
require that the Jacobian ∂(x1,p2)/∂(τ,φ) does not vanish. We can then use the
coordinates (x1,p2) as local coordinates on these charts. In the next subsection,
we investigate the focal points in more detail.
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5.5.4 The classification of singular points
In section 5.5.1, we defined a caustic as the set of singular points of the projection
of the Lagrangian manifold Λ2 onto the plane (x1, x2). In this section, we look
deeper into the nature of these focal points. We are mainly interested in what
happens to the set of singular points when the surface Λ2 changes slightly.
Such changes can be caused by small changes in the potential U(x) or the mass
m(x). This question was first considered by Whitney [272], who established the
properties of smooth maps from two-dimensional manifolds to two-dimensional
manifolds. He found that the shape of the caustic shown in figure 5.1 is generic,
in a sense that we will specify further on. His analysis was the starting point
for the study of singularities of differentiable maps, discussed in detail in the
textbook [228]. This subject is closely related to the field of catastrophe theory,
developed in Refs. [229, 273]. For a broader introduction into these subjects, we
refer to the textbook [227] and to Ref. [226].
In section 5.5.2, we saw that 〈Xτ,Xφ〉 = 0. Consequently, the Jacobian factorizes,
i.e. |J | = |Xτ||Xφ|. Since |Xτ| = C2(X ) by the Hamiltonian system (5.76), the
velocity vector is always nonzero. Hence, the singular points, at which J vanishes,
correspond to the points with Xφ = 0. The rank of the matrix (Xτ,Xφ) therefore
equals two for regular points, and one for singular points. With these observations,
one can show that the derivative Jτ does not vanish at the focal points. Since
the proof is rather elaborate, we postpone it to the very end of this section and
instead first look at its consequences. Our discussion follows the general line of
Ref. [272], making use of the properties of eikonal coordinates, see also Ref. [234].
Let us consider the set of singular points in the space of coordinates (τ,φ).
Since Jτ 6= 0, the implicit function theorem tells us that these points form a
smooth curve in this space. Let us consider a smooth parametrization g(s) of
this set in the space of coordinates (τ,φ). Following Ref. [272], we call a singular
point a fold point if
dX (g(s))
ds
6= 0 (5.94)
at that point, and we call a singular point a cusp point if at that point
dX (g(s))
ds
= 0,
d2X (g(s))
ds2
6= 0. (5.95)
These definitions are independent of the specific parametrization, and we exploit
this fact to considerably simplify these conditions in our present context. In
what follows, we denote quantities that are evaluated at the focal point with
coordinates (τ∗,φ∗) with a star, e.g. X ∗ = X (τ∗,φ∗).
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First, we note that the vector V(τ,φ) = (−Jφ,Jτ) does not vanish anywhere.
Second, it is tangent to the level sets of J , since the directional derivative
∇VJ = −Jφ ∂J
∂τ
+Jτ ∂J
∂φ
= 0. (5.96)
Therefore, it is in particular tangent to the set of singular points in the space of
coordinates (τ,φ). Hence, we can choose a smooth parametrization g˜(s) such
that
dg˜(s)
ds
= V(g˜(s)). (5.97)
With this parametrization, condition (5.94) becomes
0 6= dX (g˜(s))
ds
= −J ∗φX ∗τ +J ∗τX ∗φ = −J ∗φX ∗τ . (5.98)
Therefore, we conclude that at a fold both the Jacobian J ∗ and X ∗φ vanish, but
that J ∗φ does not vanish. This condition can be further simplified by taking into
account that
J ∗φ = det(X ∗τφ,X ∗φ) + det(X ∗τ ,X ∗φφ) = det(X ∗τ ,X ∗φφ). (5.99)
Now we take the derivative of the equality 〈Xτ,Xφ〉 = 0 with respect to φ. After
confining our attention to the focal points, we obtain 〈X ∗τ ,X ∗φφ〉 = 0, which
means that the Jacobian factorizes:
|J ∗φ|2 = |X ∗τ |2|X ∗φφ|2, or J ∗φ = ±C(X ∗)|X ∗φφ|. (5.100)
We therefore conclude that the condition that J ∗φ does not vanish at a fold point
is equivalent to the condition that X ∗φφ does not vanish there.
Let us now consider a cusp point. From definition (5.95) and our previous
considerations, we immediately see that both J ∗φ and X ∗φφ vanish at a cusp point.
With these equalities, the second condition in equation (5.95) becomes
0 6= d
2X
ds2
= −J ∗φ(−J ∗φX ∗τ +J ∗τX ∗φ)τ+J ∗τ (−J ∗φX ∗τ +J ∗τX ∗φ)φ = −J ∗τJ ∗φφX ∗τ .
(5.101)
Therefore, we conclude that at a cusp point the derivative J ∗φφ does not vanish.
Proceeding in a similar fashion as in the case of a fold point, we find that at a
cusp point J ∗φφ = det(X ∗τ ,X ∗φφφ). Taking the second derivative of the equality
〈Xτ,Xφ〉 = 0 with respect to φ, and confining our attention to the cusp points
5.5 classical trajectories and the lagrangian manifold 249
with X ∗φ = X ∗φφ = 0, we obtain that 〈X ∗τ ,X ∗φφφ〉 = 0 at these points. Therefore,
we find that the Jacobian factorizes, i.e.
|J ∗φφ|2 = |X ∗τ |2|X ∗φφφ|2, or J ∗φφ = ±C(X ∗)|X ∗φφφ|. (5.102)
Hence the condition that J ∗φφ does not vanish at a cusp point is equivalent to
the condition that X ∗φφφ does not vanish there.
Now let us consider the behavior of X (,≺) in the vicinity of a cusp point.
From definition (5.95), we see that cusp points are isolated points on the curve of
singular points. For a cusp point at s = s0, we have
dX (g(s))
ds
∣∣∣∣
s=s0
= 0, W =
d2X (g(s))
ds2
∣∣∣∣∣
s=s0
6= 0, dX (g(s))
ds
≈W(s− s0),
(5.103)
where the last equality holds for s near s0. Hence, the change of X along the set
of singular points is in the direction −W for s < s0, and in the opposite direction
W for s > s0. We may therefore say that the set of singular points “makes a
180-degree turn” at the cusp point. Looking back at figure 5.1, we immediately see
that the caustic on the plane (x1, x2) indeed shows this behavior. This suggests
this caustic consists of a single cusp point, and that the other singular points are
fold points.
It was shown by Whitney [272] that folds and cusps are the only stable sin-
gularities that can occur in a mapping from a two-dimensional manifold to a
two-dimensional manifold, in the sense that arbitrarily close to any mapping
there is a map for which there are only folds and cusps. We therefore conclude
that the shape of the caustic shown in figure 5.1 is generic, i.e. for an arbitrary
potential U(x) and mass m(x) we expect only folds and cusps. An example of an
unstable singular point is a sharp focus, where all trajectories come together in a
single point. By an arbitrarily small perturbation, such a sharp focus splits up
into folds and cusps. If the only singularities that occur in the system are folds
and cusps, we say that the problem is in general position.
Now we return to the derivative Jτ of the Jacobian, and prove, following
Refs. [234, 278], that it does not vanish at focal points. This means that all the
zeros of the Jacobian J on the trajectories are simple. In this proof, we need the
determinant
J˜ (τ,φ) = det(P ,Pφ), (5.104)
i.e. the determinant of the matrix composed of the vectors P and Pφ. We now
show that this determinant, which will play a crucial role in the constructions in
section 5.6, does not vanish at a singular point.
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Let us first show that both vectors P and Pφ are nonvanishing at a focal point,
which means that the determinant can only vanish if the two vectors are parallel.
First, the Hamiltonian system (5.76) shows that the vector P is parallel to Xτ and
does not vanish anywhere on the Lagrangian manifold Λ2. To see that the vector
P∗φ does not vanish either, we use the fact that the dimension of the tangent
space to Λ2 equals the dimension of Λ2, which is two. Therefore, the tangent
vector (X Tφ ,PTφ)T cannot vanish. Since X ∗φ = 0, P∗φ has to be nonzero to fulfill
this condition. Thus, both P and Pφ are nonvanishing at a singular point.
There are multiple ways to show that the vectors P and Pφ are not parallel,
which then implies that the determinant (5.104) is nonzero. We discuss two of
them. We first give a proof by contradiction. To this end, let us assume that
P∗ = γP∗φ, where γ is the constant of proportionality. Using equations (5.84)
and (5.85), we obtain
1 = 〈P∗,X ∗τ 〉 = γ〈P∗φ,X ∗τ 〉 = γ〈P∗τ ,X ∗φ〉. (5.105)
However, this implies that X ∗φ does not vanish, which means that we are not at a
singular point. Therefore, the vectors P and Pφ are not parallel.
The second proof shows that the vectors P and Pφ are perpendicular at a
singular point. By taking the derivative of the relation P2 = 1/C2(X ) with respect
to φ, we obtain
2〈P ,Pφ〉 = − 2
C3(X )
〈
∂C
∂X ,Xφ
〉
. (5.106)
Since X ∗φ = 0, this means that 〈P∗,P∗φ〉 = 0. Hence, the determinant at the focal
point factorizes, i.e. |J˜ ∗| = |P∗||P∗φ|. In particular, it does not vanish at a singular
point.
Now we return to the derivative Jτ. We use the fact that J˜ ∗ does not vanish
to show that Jτ does not vanish at a singular point. First, we note that J ∗τ =
det(X ∗τ ,X ∗φτ), since X ∗φ vanishes. Using the Hamiltonian system (5.76) and the
fact that (V ,W) = (Xφ,Pφ) is a solution to the variational system (5.82), we find
that
J ∗τ = det(X ∗τ ,X ∗φτ) = C2 det
(
P∗,
〈
∂C
∂x
,X ∗φ
〉 P∗
|P∗| +
C
|P∗|P
∗
φ −
〈P∗,P∗φ〉
|P∗|3 P
∗
)
= C4(X ∗)J˜ ∗. (5.107)
Since J˜ ∗ does not vanish, we conclude that J ∗τ does not vanish. With this proof
we complete our geometrical considerations.
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5.6 asymptotic solution via the canonical operator
In the previous section, we studied the properties of the Lagrangian manifold
Λ2. In particular, we identified regular and singular points. In section 5.6.1, we
use this knowledge to construct a local asymptotic solution to equation (5.29) for
regular points, building on the results of section 5.4. Subsequently, we discuss
various approaches to construct an asymptotic solution for singular points in
section 5.6.2. In section 5.6.3, we discuss one of these constructions in detail. We
consider a recently proposed representation [234, 278] of the asymptotic solution
for singular points in which one integrates over the coordinate φ. Section 5.6.4
covers the Maslov index, which connects the various local asymptotic solutions.
In section 5.6.5, we discuss how we can combine the various local asymptotic
solutions to obtain a global asymptotic solution to equation (5.29). To this end,
we introduce the canonical operator, originally proposed by Maslov [94, 248, 260].
Finally, we use the asymptotic solution to equation (5.29) to obtain an asymptotic
solution to equation (5.2). This section is mainly based on Refs. [94, 234, 278, 279].
5.6.1 Asymptotic solution for regular points
In section 5.4, we made a first attempt to construct an asymptotic solution to
equation (5.29). We found that the asymptotic solution (5.67), with the ampli-
tude given by equation (5.68), satisfies the commutation relations (5.53), (5.52)
and (5.66). However, as we saw in section 5.5, the asymptotic solution (5.67) is
not valid near caustics, since the Jacobian vanishes at focal points. This means
that we have not yet found a global asymptotic solution, which is valid on the
entire configuration space (x1, x2). However, the asymptotic solution that we
found can still be used locally. In this section, we make this notion more precise.
Furthermore, we simplify our asymptotic solution, using the eikonal coordinates
that were introduced in section 5.5.2.
Let us consider a regular chart Ωi on the Lagrangian manifold Λ2. This mani-
fold is formed by the solutions
(
X(t,φ),P(t,φ)
)
of the Hamiltonian system (5.60)
with initial condition Λ1, where the effective Hamiltonian L0(x,p) equals E on
all points of Λ1. Since Ωi is regular, the Jacobian J(t,φ) does not vanish any-
where on this chart. Hence, the projection of the chart Ωi onto the plane (x1, x2)
is one-to-one. In other words, the equation x = X(t,φ) has a unique solution
(ti(x),φi(x)) in this chart. We can therefore define [94]
(KΩi
Λ2(t,φ)A0)(x) =
A0(t,φ)√
|J(t,φ)|
exp
(
−
ipi
2
µΩi
)
exp
(
i
h
S(t,φ)
)∣∣∣∣∣t=ti(x)
φ=φi(x)
, (5.108)
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cf. equation (5.67). The operator KΩi
Λ2(t,φ) is called a precanonical operator. The
function S(t,φ) is the action on the Lagrangian manifold Λ2, given by equa-
tion (5.58), and solves the Hamilton-Jacobi equation (5.55). From the computation
in section 5.4, we see that the precanonical operator (5.108) satisfies the commu-
tation relations (5.53) and (5.66), see also Ref. [94]. The precanonical operator
K
Ωi
Λ2(t,φ) is therefore an asymptotic solution corresponding to the chart Ωi when
A0(t,φ) is given by expression (5.68), i.e. when A0 is a solution of equation (5.65).
As such, it constitutes a “local asymptotic solution”. The corrections to the
leading-order asymptotic solution (5.108) are one order in h higher, meaning that
they are O(h).
Compared to the asymptotic solution presented in equation (5.67), the pre-
canonical operator (5.108) contains an additional phase factor exp(−ipiµΩi/2).
This factor is necessary because the Jacobian J vanishes at singular points. More
precisely, it changes sign when we pass through a singular point along a trajectory,
since Jτ does not vanish. In order to be able to combine our local asymptotic solu-
tions into a global asymptotic solution later on, we have to choose the arguments
of J and
√
J in a consistent way in the different charts. To ensure such a consistent
choice, we have to include the phase factor exp(−ipiµΩi/2). In this thesis, we call
µΩi the Maslov index of the regular chart Ωi. Strictly speaking, this terminology
is somewhat misleading, since the Maslov index is only properly defined for a
chain of charts [94]. This reflects the fact that we have to make a consistent choice
for the argument of the Jacobian across all charts. In practice, we always set the
Maslov index to zero for the points on Λ1. This automatically fixes the Maslov
index for all other charts, which justifies our terminology. It turns out that the
Maslov index is a topological characteristic of the Lagrangian manifold itself [94,
231, 260, 275, 297] and that it can be defined without reference to the Hamiltonian
system. We come back to the Maslov index and its computation in section 5.6.4.
We can simplify the precanonical operator (5.108) by performing a coordi-
nate change from (t,φ) to the eikonal coordinates (τ,φ). First, we saw in equa-
tion (5.88) that the Jacobians J and J are related by R(X), the determinant that
connects the coordinate systems (t,φ) and (τ,φ). This factor does not vanish,
which means that when the inverse functions (ti(x),φi(x)) exist on a chart Ωi,
the inverse functions (τi(x),φi(x)) also exist. Second, by equation (5.80) the
solutions
(
X(t,φ),P(t,φ)
)
of the Hamiltonian system (5.60) equal the solutions(X (τ,φ),P(τ,φ)) of the Hamiltonian system (5.76) at the time τ = τ(t,φ). Fur-
thermore, the action (5.91) only depends on the point of the Lagrangian manifold.
Therefore, equation (5.81) tells us that once we have made the transformation
to eikonal coordinates, the action with respect to the central point (0, 0) equals
τ. Finally, we can find the amplitude in eikonal coordinates by changing the
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integration over t in equation (5.68) to an integration over τ, at the expense of a
Jacobian factor. We obtain
Φsc(t,φ) = −
∫t
0
LW1 (X(t
′,φ),P(t ′,φ))dt ′
= −
∫τ
0
1
R(X (τ ′,φ))L
W
1 (X (τ ′,φ),P(τ ′,φ))dτ ′ ≡ Φsc(τ,φ),
(5.109)
where we have made use of equation (5.79). Of course, the result (5.109) should
equal our previous expression (5.72) for the semiclassical phase, which only
depends on the trajectories themselves and not on their parametrization. Using
manipulations similar to those used at the end of section 5.4, it is easy to show
that this is indeed the case.
Taking all of the above simplifications into account, the expression for the
precanonical operator corresponding to the regular chart Ωi becomes [234, 279]
(KΩi
Λ2(t,φ)A0)(x)=
A00(φi)√
R(X )C(X )|Xφ|
exp
(
iΦsc(τi,φi) −
ipi
2
µΩi+
i
h
τi
)∣∣∣∣∣τi=τi(x)
φi=φi(x)
(5.110)
where we have also used equation (5.87). Note that for graphene the semiclassical
phase Φsc,α depends on α since LW1,α does, see equation (5.49).
5.6.2 Alternative approaches for singular charts
In the previous subsection, we constructed an asymptotic solution to equa-
tion (5.29) corresponding to a regular chart Ωi. In this subsection, we discuss
several alternative methods to construct an asymptotic solution corresponding to
a singular chart. Although this discussion may seem rather abstract, it will give
us some essential tools for the explicit construction of the precanonical operator
corresponding to singular charts in the next subsection.
The conventional way [94, 260] to construct an asymptotic solution correspond-
ing to a singular chart uses the idea that we set forth in section 5.5.1: although
for a singular chart Ωsi the projection of the Lagrangian manifold Λ
2(t,φ) onto
the plane (x1, x2) is not one-to-one, the projection onto one of the planes (p1, x2)
or (x1,p2) is one-to-one. We remark that we only need a single momentum
coordinate, since the rank of the matrix (Xτ,Xφ) equals one at singular points,
see section 5.5.4. Therefore, we can perform a Fourier transform of the operator Lˆ
with respect to one of the momentum coordinates. For definiteness, we henceforth
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assume that we transform with respect to x2. Then, we can use an Ansatz similar
to the one used in equation (5.50), namely [94]
ψ(x1,p2) = ϕ(x1,p2)eiS(x1,p2)/h. (5.111)
Inserting this Ansatz into the Fourier transform of the effective scalar equa-
tion (5.29), we obtain another Hamilton-Jacobi equation. This equation gives rise
to the same system of Hamilton equations and therefore generates the same La-
grangian manifold as we had before. The connection between the Hamilton-Jacobi
equation and the system of Hamilton equations is made through the action [94]
S(x1,p2) = S(x1,X2(x1,p2)) − p2X2(x1,p2), which is the Legendre transform of
the action S(x1, x2).
Collecting terms of order h, we obtain a new transport equation [94], similar
to equation (5.61). However, when we introduce the Jacobian
J(t,φ) = det
∂(X1,P2)
∂(t,φ)
(5.112)
and set A0(t,φ) = ϕ0
√
J, we once again obtain equation (5.65). Therefore, we can
view the transport equation as a geometrical object associated to the Lagrangian
manifold. In the mathematical literature, this notion is formalized using the
concept of a half-density [231, 276], which is however beyond the scope of this
text.
Following the above discussion, we define the precanonical operator corre-
sponding to the singular chart Ωsi as the inverse Fourier transform of equa-
tion (5.111) [94]
(K
Ωsi
Λ2(t,φ)A0)(x) = F−1p2→x2ψ(x1,p2)
=
eipi/4√
2pih
∫∞
−∞ dp2
A0(t,φ)
|J(t,φ)|1/2
e
− ipi2 µΩsi e
i
h (S(x1,p2)+p2x2)
∣∣∣∣t=ti(x1,p2)
φ=φi(x1,p2)
.
(5.113)
We call µΩsi the Maslov index of a singular chart and discuss it in greater detail
later on. Like the precanonical operator corresponding to regular charts, the
precanonical operator (5.113) satisfies two commutation formulas. First, for a
pseudodifferential operator Qˆ, one has (cf. equation (5.52))
Q(x, pˆ,h)KΩ
s
i
Λ2(t,φ)A0 = K
Ωsi
Λ2(t,φ)
(
Q0 (x,p)A0 +O(h)
)
, (5.114)
where Q0 is principal symbol of Qˆ. Intuitively, this formula can be understood
by realizing that terms of order h0 only arise when the differential operators
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pˆ act on the exponential term containing the action. Since the derivatives of
the action generate the Lagrangian manifold with coordinates (x,p), we obtain
equation (5.114). Note that, by virtue of equation (5.52), the precanonical op-
erator (5.108) corresponding to regular charts satisfies the same commutation
formula.
The second commutation formula [94, 298] holds specifically for the effective
Hamiltonian Lˆ. Since the action satisfies the Hamilton-Jacobi equation, one has
(cf. equation (5.66))(
L(x, pˆ,h) − E
)
K
Ωsi
Λ2(t,φ)A0 =
− ihK
Ωsi
Λ2(t,φ)
(
dA0
dt
+ iL1A0 −
1
2
∑
j
∂2L0
∂xj∂pj
A0 +O(h)
)
. (5.115)
Hence, when A0(t,φ) is given by expression (5.68), i.e. when it is a solution of
equation (5.65), the precanonical operator (5.113) is an asymptotic solution of
equation (5.29) corresponding to the singular chart Ωsi . The corrections to this
asymptotic solution, which form the higher-order terms in the asymptotic expan-
sion, come from the term with O(h) on the right-hand side of equation (5.115).
When the precanonical operator itself is nonzero, these corrections are of order
hK
Ωsi
Λ2(t,φ)A0. As before, the commutation formula (5.115) is also satisfied by the
precanonical operator (5.108) corresponding to regular charts.
The asymptotic solution (5.113) that we have constructed is given in the form
of an integral representation. Since h is small, this integral contains a rapidly
oscillating exponent, which makes it hard to tackle it numerically. Therefore,
this integral should be simplified in the vicinity of fold and cusp points. In the
previous section, we saw that we could essentially simplify several Jacobians
and the defining expressions for caustics by introducing eikonal coordinates
on the Lagrangian manifold. In the previous subsection, we saw how these
coordinates also lead to simplifications in the asymptotic solution corresponding
to regular charts. Therefore, we may also be able to simplify our expression
for the precanonical operator corresponding to singular charts by introducing
eikonal coordinates. introducing eikonal coordinates in singular charts may also
simplify our expressions for the precanonical operator near folds and cusps. We
can introduce such a new parametrization of the Lagrangian manifold in two
ways, manipulating either the classical symbol L0 or the quantum operator Lˆ.
In the first method [279], we introduce the eikonal coordinates on the La-
grangian manifold. As we saw in section 5.5.2, this can be done by manipulating
the classical Hamiltonian. Now suppose that we have constructed a precanonical
operator KΩ
s
i
Λ2(τ,φ)A0 starting from a Lagrangian manifold with eikonal coor-
dinates. Our goal is to find the precanonical operator KΩ
s
i
Λ2(t,φ)A0, where the
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Lagrangian manifold is parametrized by the coordinates (t,φ), since only this
object is an asymptotic solution to our original equation. In equation (5.88), we
already saw that the Jacobians J and J are related by a simple Jacobian factor.
Equation (5.108) then suggests the following relation, which clearly holds for
precanonical operators corresponding to regular charts:
(KΩi
Λ2(t,φ)A0)(x) =
(
K
Ωi
Λ2(τ,φ)
(
det
∂(τ,φ)
∂(t,φ)
)−1/2
A0
)
(x). (5.116)
It can be shown that this relation also holds for precanonical operators corre-
sponding to singular charts [94, 279], meaning that it holds for all precanonical
operators. Therefore, we can easily transform an asymptotic solution for a La-
grangian manifold with eikonal coordinates into an asymptotic solution for a
Lagrangian manifold with our initial coordinates.
In the second method, we consider the following decomposition of the effective
Hamiltonian Lˆ:
L0(x, pˆ) + hL1(x, pˆ) − E = Bˆ†
(L0(x, pˆ) + hL1(x, pˆ) − 1)Bˆ+O(h2). (5.117)
The operators in this expression are related to their symbols by standard quan-
tization, see equation (5.18). In particular, the symbols L0 and L1 are defined
by equations (5.32) and (5.34), respectively. The symbol L0 was defined in equa-
tion (5.75). Because of the decomposition (5.117), we can construct an asymptotic
solution for equation (5.29) by first constructing an asymptotic solution for the
new equation(L0(x, pˆ) + hL1(x, pˆ))ψ˜ = ψ˜. (5.118)
Subsequently, given an asymptotic solution ψ˜ of this equation, an asymptotic
solution ψ for equation (5.29) can be found by computing
ψ = (Bˆ)−1ψ˜. (5.119)
It is important to note that one can only perform the decomposition (5.117)
because the equality L0 = 1 can be reached by algebraically manipulating the
equality L0 = E, as we have seen in section 5.5.2. In that section, we also saw that
the classical Hamiltonian L0 automatically gives rise to eikonal coordinates on the
Lagrangian manifold Λ2. Hence, by constructing an asymptotic solution for equa-
tion (5.118), we automatically introduce eikonal coordinates on the Lagrangian
manifold, without reparametrizing time. Since introducing eikonal coordinates
on the Lagrangian manifold by a reparametrization of time is technically simpler,
we do not pursue this operator decomposition in the main text. However, we
compute the symbols B and L1 explicitly in appendix 5.B and show that this
method leads to the same asymptotic solution for the wavefunction ψ.
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Now that we have introduced eikonal coordinates on the Lagrangian manifold,
we want to use them to simplify the asymptotic solution (5.113) near folds and
cusps. However, in practice, it is not at all straightforward to perform such
simplifications. In particular, we need to carefully consider which singular charts
we use. In section 5.5.1, we considered a singular chart with the coordinates
(x1,p2), based on the graphical representation of the Lagrangian manifold in
figure 5.1. However, for other singular points the Jacobian J, see equation (5.112),
may vanish, in which case we need to construct an asymptotic solution using the
momentum coordinate p1 instead. Note that we never need to use the coordinates
(p1,p2), since the rank of the matrix (Xτ,Xφ) equals one for singular points.
Thus, we need to carefully inspect the various Jacobians at all singular points to
decide which of them are nonvanishing. We can then choose our singular charts
based on the regions in which these Jacobians are nonzero. This has to be done
for each problem separately, and may lead to a large number of singular charts.
Instead, we can take full advantage of the eikonal coordinates on the La-
grangian manifold by considering a new representation of the asymptotic so-
lution in the vicinity of singular points. In section 5.5.1, we stated that we can
also identify points in singular charts using coordinates different from (x1,p2).
For instance, we can supplement the coordinate x with a third coordinate ζ and
parametrize points with this triple. The simplest choice for ζ would be φ, the
coordinate that labels the trajectories. In the remainder of this subsection, we
explore how, in general, a parametrization (x, ζ) can give rise to a new represen-
tation of the precanonical operator corresponding to singular charts. In the next
subsection, we specialize to the case of eikonal coordinates and explain how one
can obtain an alternative representation of the asymptotic solution in the vicinity
of singular points.
Let us therefore consider the general Fourier integral:
I(x) =
∫
dζ F(x, ζ) exp
(
i
h
Φ(x, ζ)
)
, (5.120)
where F(x, ζ) is called the amplitude function and Φ(x, ζ) is called the phase
function. These integrals are the building blocks of the theory of Fourier integral
operators [299, 300]. There is an intimate relation between Fourier integral op-
erators and the canonical operator, which is discussed in (e.g.) Refs. [275, 278,
301–304]. Our discussion of the relation between the Fourier integral (5.120) and
the canonical operator closely follows the discussion in Ref. [278].
We want the Fourier integral (5.120) to be a new representation of the pre-
canonical operator corresponding to singular charts. Therefore, it should coincide
with the conventional representation of the precanonical operator (5.113) up
to higher-order terms. Since h is small, the integral (5.120) contains a rapidly
258 above-barrier scattering by two-dimensional potentials
oscillating exponent and its leading-order term only depends on the stationary
points. The stationary points of the phase function comprise the set
ZΦ = { (x, ζ) |Φζ(x, ζ) = 0 }, (5.121)
where the subscript ζ denotes the partial derivative, i.e., Φζ = ∂Φ/∂ζ. We
demand that the phase function is non-degenerate, which means that the matrix
(Φζx,Φζζ) of second derivatives has maximal rank on ZΦ. In our simple example,
where ζ is a scalar, this translates to the condition that one of the derivatives
is nonzero. In this case, the implicit function theorem guarantees that ZΦ is a
smooth two-dimensional manifold. Let us then consider the mapping
jΦ : ZΦ → R4x,p : (x, ζ) 7→ (x,Φx), (5.122)
which is an immersion of ZΦ into four-dimensional phase space [278, 300],
with the momentum given by p = Φx. In fact, one can show that the image of
ZΦ under this mapping is a two-dimensional Lagrangian manifold [278, 300].
We have therefore seen that a non-degenerate phase function Φ(x, ζ) defines a
Lagrangian manifold through its set of stationary points.
In order for the Fourier integral (5.120) to represent an asymptotic solution cor-
responding to the chart Ωsi , it is necessary that, on the chart Ω
s
i , the Lagrangian
manifold generated by the phase function coincides with the Lagrangian mani-
fold Λ2. In fact, we can formulate a more precise statement [278, 300]: there exists
an amplitude function F(x, ζ) such that I(x) equals the precanonical operator cor-
responding to the chart Ωsi up to higher-order terms, if and only if, on the chart
Ωsi , the Lagrangian manifold generated by Φ(x, ζ) coincides with Λ
2. When one
has made a choice for a phase function Φ(x, ζ), one can subsequently compute
the corresponding amplitude function F(x, ζ), as shown in Ref. [278].
From the above discussion, it is apparent that there are in principle many
equivalent representations of the precanonical operator corresponding to singu-
lar charts. However, particular representations may be considerably simpler to
construct and to implement numerically. Furthermore, they may be much easier
to simplify near fold and cusp caustics. Recently, such a new representation was
proposed for problems in which eikonal coordinates can be introduced [234, 278].
This new representation uses an integral over the coordinate φ, which has a
clear physical interpretation: it labels the trajectories on the Lagrangian manifold.
Compared to the conventional representation, this means that we no longer have
to consider whether we have to choose the coordinates (p1, x2) or (x1,p2) on
the Lagrangian manifold. Instead, we now have a representation that has the
same form for all singular points, which considerably simplifies the construction.
Furthermore, the new representation makes it easier to simplify the precanonical
operator in the vicinity of folds and cusps. As shown in Ref. [234], this new
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L(x, pˆ,h)
Sec. 5.4, 5.5.3−−−−−−−−−→ Λ2(t,φ) −−−−−−−−−−−−−−→ KΩ
s
i
Λ2(t,φ)A0yApp. 5.B y Eq. (5.79);
Sec. 5.5.2, 5.5.3
x Eq. (5.116);
Sec. 5.6.3
L(x, pˆ,h) −−−−−−−−−→
App. 5.B
Λ2(τ,φ) −−−−−−−−−−−−−−→
New: Sec. 5.6.3, 6.2;
Old: App. 6.A
K
Ωsi
Λ2(τ,φ)A0
Figure 5.2: Commutative diagram that shows the alternative ways to obtain the precanon-
ical operator KΩ
s
i
Λ2(t,φ)A0 corresponding to singular charts. It also shows the section in
which the respective step is discussed.
representation is equal to the conventional representation up to higher-order
terms.
We remark that a precursor of the new representation [234, 278] can be found in
Ref. [305]. Furthermore, in Ref. [306], this new representation was generalized to
Hamiltonians that do not admit a parametrization in terms of eikonal coordinates.
For completeness, we mention that there are also other ways to express the
wavefunction as an integral over the Lagrangian manifold. In some of these cases,
the integrand is still a rapidly oscillating function [307–309]. However, in other
cases, one integrates over Gaussian coherent states [310, 311].
In the next subsection, we show how to construct the new representation [234,
278] corresponding to singular charts, discussing both the phase function and the
amplitude function in detail. In the next chapter, in section 6.2, we discuss how to
simplify this expression in the vicinity of fold points and cusp points. In order to
provide the reader with a complete picture, some additional details on how one
can implement the conventional representation of the canonical operator (5.113)
corresponding to singular charts are given in appendix 6.A of the next chapter.
In particular, we show that the leading-order approximation near singular points
coincides with the leading-order approximation that is obtained from the new
representation [234]. These computations turn out to be fairly involved and less
convenient than the computations for the new representation.
Figure 5.2 summarizes our discussion on the alternative ways to obtain the
precanonical operator KΩ
s
i
Λ2(t,φ)A0 corresponding to singular charts. It also shows
the sections in which the respective steps are discussed in greater detail.
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5.6.3 Asymptotic solution near singular points
In this subsection, we introduce the recently proposed new representation [234]
for the precanonical operator corresponding to singular charts with eikonal
coordinates. Since the problem that we discuss in this chapter is two-dimensional,
we confine ourselves to this case, noting that an extension to higher dimensions
was presented in Ref. [278].
Let us therefore consider the Lagrangian manifold Λ2 with eikonal coordinates
(τ,φ). We want to obtain a new representation of the precanonical operator
corresponding to the singular chart Ωsi , in the form of the Fourier integral (5.120)
with ζ = φ. In the previous subsection, we have seen that this requires that, on
the singular chart Ωsi , the Lagrangian manifold generated by the phase function
Φ(x,φ) coincides with Λ2. Therefore, we begin our analysis by choosing an
appropriate phase function, following the exposition in Ref. [234]. Note that the
requirement stated there, namely that the one-form 〈P, dX〉 does not vanish, is
automatically satisfied in our case because of equation (5.84). Let us consider the
equation [234]
〈P(τ,φ), x−X (τ,φ)〉 = 0, (5.123)
where X (τ,φ) and P(τ,φ) are the solutions of the Hamiltonian system (5.76). By
the implicit function theorem, this equation defines a smooth function τ = τ(x,φ).
Our first step is to show that this function generates the Lagrangian manifold Λ2.
Therefore, we consider the set Zτ of stationary points, which consist of points
with τφ = 0. Computing the partial derivatives, we obtain
τφ =
〈Pφ, x−X〉
1− 〈Pτ, x−X〉 , τx =
P
1− 〈Pτ, x−X〉 . (5.124)
In section 5.5.4, we showed that J˜ = det(P ,Pφ) does not vanish at the singular
points. By continuity, there is a certain neighborhood of the singular points
in which this also holds. In this neighborhood, the vectors P and Pφ are not
parallel. Hence, equation (5.123) and the requirement τφ = 0 can only be satisfied
simultaneously when x−X = 0. The set Zτ therefore consists of the points x
with x = X (τ(x,φ),φ). The phase function τ(x,φ) is nondegenerate on Zτ, since
we have τφx = Pφ 6= 0, where the last inequality follows from the fact that
det(P ,Pφ) does not vanish on Zτ. From the second equality in equation (5.124),
we then immediately see that τx = P . Therefore, the Lagrangian manifold that
is defined by the phase function (5.123) coincides with our manifold Λ2 in a
neighborhood of the singular points in which det(P ,Pφ) 6= 0. The maximal size
of this neighborhood is the maximal size of the singular chart Ωsi .
Despite the similarities in notation, we emphasize that the nondegenerate
phase function τ(x,φ) is not the same as the eikonal coordinate τ and the previ-
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ously defined inverse function τ(x). However, there is an important relationship
between these three quantities. The function τ(x) is defined in nonsingular charts,
in which the Jacobian J does not vanish, and gives the value of the eikonal
coordinate τ for a given nonsingular point x. For a singular point, at which J
vanishes, such an inverse function does not exist. However, we can consider the
nondegenerate phase function τ(x,φ), defined by equation (5.123). This equation
admits a clear geometric interpretation, as can be seen by considering a fixed
point xs. By equation (5.76), the vector P is parallel to Xτ, which is the vector
tangent to the trajectories. For a given value of φ, this tangent vector is perpen-
dicular to xs −X (τ,φ) when we are at the point X (τ,φ) on the trajectory that
is closest to the point xs. Thus, τ(xs,φ) represents the time τ at which we reach
the point closest to xs on the trajectory X (τ,φ) for a given value of φ. The func-
tion τ(xs,φ) has a stationary point for at least one value φs, which means that
τφ(xs,φs) vanishes. If we define τs = τ(xs,φs), then we have xs = X (τs,φs), as
we showed above. Therefore, we see that, at this point, the value of the nonde-
generate phase function τ(x,φ) coincides with the eikonal coordinate τ. This is
our main motivation to use the letter τ for the nondegenerate phase function.
Having verified that the nondegenerate phase function τ(x,φ) defines the
correct Lagrangian manifold, we define the precanonical operator corresponding
to a singular chart by [234]
(K
Ωsi
Λ2(τ,φ)A0)(x) =
eipi/4√
2pih
exp
(
−ipiµΩsi
2
)
×
∫∞
−∞ dφ
√
|det(P ,Pφ)|A0(τ(x,φ),φ)e
i
hτ(x,φ). (5.125)
The integral has the general form considered in equation (5.120), with the phase
function defined by equation (5.123). The amplitude is given by A0
√
J˜ . Note
that this is different from equation (5.113), where we divide by the Jacobian
J instead. As we already discussed, the Jacobian J˜ = det(P ,Pφ) should be
nonvanishing on the singular chart Ωsi . The sign of this determinant is absorbed
in the phase factor exp(−ipiµΩsi /2). This phase factor should be chosen in such
a way that the argument of
√
det(P ,Pφ) is consistent with the choice for the
argument of
√
J that was made in section 5.6.1. One can prove [234] that the
precanonical operator (5.125) coincides with the conventional representation of
the precanonical operator corresponding to a singular chart, up to higher-order
terms. In particular, the quantity µΩsi , defined in equation (5.125), is the Maslov
index of a singular chart. Furthermore, in section 5.6.4, we show explicitly that, for
regular points, the precanonical operator (5.125) coincides with the precanonical
operator corresponding regular charts, up to higher-order terms.
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However, we should be very careful when we compare the precanonical opera-
tor (5.125) with the previously defined precanonical operator (5.113) correspond-
ing to a singular chart, since these two expressions use a different parametrization
of the Lagrangian manifold. Whereas the former is specifically constructed for
eikonal coordinates, the latter is constructed for the conventional coordinate
system. As discussed in the previous subsection, we can obtain the precanonical
operator (KΩ
s
i
Λ2(t,φ)A0)(x) from the precanonical operator (5.125) with the help
of a Jacobian factor, see equation (5.116) and figure 5.2. With the help of equa-
tion (5.79), which relates eikonal coordinates and conventional coordinates, we
find that [279]
(K
Ωsi
Λ2(t,φ)A0)(x) =
eipi/4√
2pih
e
−ipiµΩs
i
/2
∫∞
−∞ dφ
√
|det(P ,Pφ)|A0(τ(x,φ),φ)√
R(X ) e
i
hτ(x,φ), (5.126)
with R(X ) given by equation (5.78). By the results of Ref. [234], see also Ref. [279],
the precanonical operator KΩ
s
i
Λ2(t,φ)A0 defined in this way coincides with expres-
sion (5.113). In particular, it satisfies the commutation formulas (5.114) and (5.115).
Hence, the precanonical operator (5.126) constitutes an asymptotic solution corre-
sponding to the singular chart Ωsi when the amplitude function A0(τ(x,φ),φ)
is given by equation (5.68), the solution of equation (5.65). This once again indi-
cates that the transport equation allows an interpretation as a geometrical object
associated with the Lagrangian manifold [94, 231, 276].
However, equation (5.126) is not our final representation for the asymptotic
solution corresponding to singular charts. In section 6.2, we show how it can be
essentially simplified in the vicinity of fold points and cusp points. Furthermore,
we remark that one can just as well use the precanonical operator (5.126) for
regular points, as long as the determinant det(P ,Pφ) does not vanish. In this
case, one needs to pay careful attention to the value of Maslov index, which we
discuss in the next subsection. In section 6.3.3, we show an explicit example of
the implementation of the precanonical operator (5.126) for regular points.
5.6.4 The Maslov index
In the previous subsections, we encountered the Maslov indices µΩi and µΩsj .
Although we called these objects the Maslov indices of a regular and a singular
chart, respectively, we already mentioned that this terminology is somewhat
misleading, since the Maslov index is only properly defined for a chain of charts.
We nevertheless use these terms to simplify our terminology and justify them
later on.
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There is an extensive body of literature on the Maslov index, see e.g. Refs. [94,
231, 260, 275–277, 297], which shows that the Maslov index can be expressed
as a topological characteristic of the Lagrangian manifold. In particular, it can
be defined without reference to the Hamiltonian system. On the other hand,
from a more practical point of view [234, 260, 277, 305], the Maslov index
ensures a consistent choice of the argument of the Jacobian J and its square root.
Equivalently, it defines the analytic continuation of
√
J in the complex plane and
makes sure that we select the correct branch. In this section, we mainly discuss
this more practical point of view. We explicitly compute the Maslov index for our
problem by computing the signs of the relevant determinants. This also illustrates
the relationship between the precanonical operator (5.126) corresponding to a
singular chart, and the precanonical operator (5.108) corresponding to a regular
chart. However, we emphasize that there are many alternative ways to look at
the Maslov index and that it can also be computed without explicitly matching
different precanonical operators, using geometrical considerations [231, 275, 276,
297].
Let us consider a singular point (τ∗,φ∗) on a singular chart Ωsk of the La-
grangian manifold Λ2. In the neighborhood of this point, there are points
(τst,φst) that lie both in the singular chart Ωsk and in a regular chart Ωi.
When we project such a point (τst,φst) onto configuration space, we obtain
the point xst = X (τst,φst). At the point xst, we then have two local asymptotic
solutions, given by the precanonical operators (5.108) and (5.126). To be able to
construct a global asymptotic solution, we require both these representations to
be equal up to higher-order terms. We can investigate their relation by evaluating
the precanonical operator (5.126) corresponding to a singular chart using the
stationary phase approximation [94, 231, 234]. Given the point xst, the action
τ(xst,φ), given by equation (5.123), has a stationary point at φst, and we have
τst = τ(xst,φst). We remark that the action (5.123), as a function of φ for a given
point xst, may have more than one stationary point. In this case, the stationary
phase evaluation will give rise to a sum over the stationary points. However, in
the given intersection between Ωsk and Ωi there will only be one stationary point,
as all stationary points lie on different regular charts. Since our interest lies in
this intersection, we discard the other stationary points. This can be formalized
using a partition of unity, as discussed in the next subsection.
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We therefore evaluate the precanonical operator (5.126) at the point (τst,φst),
which lies in the region where Ωi and Ωsk overlap. Using the stationary phase
approximation [94, 231, 234], we obtain
eipi/4√
2pih
e
−ipiµΩs
k
/2
∫∞
−∞ dφ
√
|det(P ,Pφ)|A0(τ(x,φ),φ)√
R(X ) e
i
hτ(x,φ) = e
− ipi2 µΩsk
× e ipi4 (1+sign(τstφφ))
√√√√ |det(Pst,Pstφ )|
R(X st)∣∣τstφφ∣∣ A0(τst,φst)e ihτst +O(h), (5.127)
where quantities that are to be evaluated at the stationary point are marked with
a superscript st. Taking the derivative of the first equality in equation (5.124) with
respect to φ, and specializing to the stationary point, at which xst = X (τst,φst),
we find that
τstφφ = −〈Pstφ ,X stφ 〉. (5.128)
Note that when Xφ = 0, i.e. when we are at a singular point, the stationary point
is degenerate, that is, τφφ = 0, and we cannot use the stationary phase approx-
imation to evaluate the precanonical operator (5.126), as one would naturally
expect. When we compute the product of the two relevant determinants, we
obtain
J˜ J = det(P ,Pφ)det(Xτ,Xφ) = det(P ,Pφ)T det(Xτ,Xφ)
= det
(
〈P ,Xτ〉 〈P ,Xφ〉
〈Pφ,Xτ〉 〈Pφ,Xφ〉
)
= 〈Pφ,Xφ〉,
(5.129)
where we have used equation (5.84). Therefore, we have J˜ stJ st = −τstφφ, and
we find that
K
Ωsk
Λ2(t,φ)A0 = e
ipi
4 (1+sign(τ
st
φφ))e
− ipi2 µΩsk
A0(τ
st,φst)√
R(X st)|J st|e
i
hτ
st
+O(h)
= e
ipi
4 (1+sign(τ
st
φφ)−2µΩsk
+2µΩi)K
Ωi
Λ2(t,φ)A0 +O(h),
(5.130)
where we have used equations (5.88) and (5.108). Since we require the leading-
order terms of the two precanonical operators to be equal, the phase factor should
be equal to one. We therefore have the requirement
1+ sign(τstφφ) − 2µΩsk + 2µΩi = 0, (5.131)
from which we can obtain a relation between the Maslov indices of regular and
singular charts by analyzing the sign of τstφφ.
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From our previous considerations, we know that both J and Xφ vanish as we
pass through a singular point on a trajectory. Let us therefore consider a singular
point (τ∗,φ∗) on the chart Ωsk of the Lagrangian manifold Λ
2, together with two
points (τ±,φ∗), with τ− < τ∗ < τ+. We choose these in such a way that (τ−,φ∗)
lies both on the singular chart Ωsk and the regular chart Ωj and that (τ
+,φ∗) lies
both on the singular chart Ωsk and the regular chart Ωl. We can then approximate
J± ≡ J (τ±,φ∗) ≈ J ∗τ (τ± − τ∗). Using equation (5.107), we subsequently obtain
J˜±J± ≈ J˜±C4(X ∗)J˜ ∗(τ± − τ∗). (5.132)
Since J˜ 6= 0 on the singular chart Ωsk, the signs of J˜± and J˜ ∗ coincide. Further-
more, even though the linear approximation for J± may not be entirely accurate,
it does show how the sign of the Jacobian changes at the caustic. Therefore, the
sign of J˜ J is negative for τ− < τ∗ and positive for τ+ > τ∗. Hence, we conclude
from equation (5.129) that the sign of 〈Pφ,Xφ〉 changes from negative to positive
as we pass through the caustic along a trajectory.
Let us now return to equation (5.131). For the region in which Ωj and Ωsk
overlap, and in which the point (τ−,φ∗) lies, we have 〈Pφ,Xφ〉 < 0, whence
sign(τstφφ) > 0 by virtue of equation (5.128). Therefore, µΩj = µΩsk − 1. For the
region in which Ωsk and Ωl overlap, and in which the point (τ
+,φ∗) lies, we have
〈Pφ,Xφ〉 > 0. Hence, sign(τstφφ) < 0 and µΩl = µΩsk . Combining these results,
we obtain
µΩj = µΩsk − 1, µΩl = µΩsk , and µΩl = µΩj + 1. (5.133)
This result clearly shows that the Maslov index is only defined for a chain of
charts, since the Maslov index of a chart is defined relative to another chart. We
observe from equation (5.133) that, when we pass through a singular point along
a trajectory, the Maslov index of the regular chart after the caustic is one larger
than the Maslov index of the regular chart before the caustic [94, 234]. The Maslov
index of the singular chart is always equal to the Maslov index of the regular
chart after the caustic [234]. These results imply that we can fix the Maslov index
of all charts by fixing the Maslov index for one of them, which can indeed be
shown to hold [94]. Since we consider a scattering problem, it appears to be a
logical choice to fix the Maslov index for the incoming particles. Because the
isotropic manifold Λ1 only consists of regular points, it can be covered with a
single chart. We set the Maslov index of this chart to zero, thereby fixing the
Maslov index of all other charts and thus justifying our terminology.
Based on the result (5.133), we can subsequently introduce the Maslov index
µ(τ,φ) of a regular point [94, 248]. For the regular point (τ0,φ0), which lies on
the trajectory with initial value φ0, its value equals the number of singular points
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on this trajectory between τ = 0 and τ = τ0. Since there are no nontrivial cycles
on our Lagrangian manifold Λ2, i.e. every path can be contracted to a point,
we do not have any (Bohr-Sommerfeld) quantization conditions. Therefore, the
Maslov index of a regular point is independent [94, 297] of the path between
this point and the central point on Λ1. From this definition, it is clear that the
Maslov index is the same for all points on a regular chart and that it equals the
previously defined Maslov index of this regular chart.
A concept related to the Maslov index of a regular point is the Morse index
of a point on a trajectory, which equals the number of roots of the Jacobian,
counted with their multiplicity, between the starting point and the point under
consideration. In our problem, all roots of the Jacobian J on the trajectories
are simple, as we showed in section 5.5.4. Hence, the Maslov index of a regular
point equals the Morse index of that point on its trajectory. We do not provide a
rigorous proof of this statement here, but refer the interested reader to Refs. [94,
305].
As we already stated, we can also look at the Maslov index as a way to ensure
a consistent choice of the argument of the Jacobian J and its square root. To
make this more precise, let us define the matrix Jε as
Jε = det
(
∂(X1,X2)
∂(τ,φ)
− iε
∂(P1,P2)
∂(τ,φ)
)
. (5.134)
We can then define the Maslov index of a regular point as [248, 277, 278]
µ(τ,φ) =
1
pi
lim
ε→0
ArgJε
∣∣(τ,φ)
(0,0) =
1
pi
lim
ε→0
Im
∫
γ(τ,φ)
dJε
Jε , (5.135)
where γ(τ,φ) indicates a path from the point (0, 0) to the point (τ,φ). In the first
expression in equation (5.135), one should consider the difference in argument be-
tween the points (0, 0) and (τ,φ). The second expression is especially convenient
for the computation of the Maslov index of a regular point on a computer. To
this end, one computes the integral in equation (5.135) for a small value of ε. The
result should subsequently be rounded to the nearest integer, as the Maslov index
is always an integer number. Definition (5.135) explicitly shows the connection
between the Maslov index and the analytic continuation of
√J in the complex
plane. It also shows a way to obtain the Maslov index without explicitly matching
different precanonical operators. We remark that one can obtain the Maslov index
of a singular chart using a similar method, using different determinants, see e.g.
Ref. [277].
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5.6.5 Maslov’s canonical operator
In the previous sections, we constructed precanonical operators in regular and
singular charts, which provide local asymptotic solutions to equation (5.29). The
final results, given in equations (5.110) and (5.126), satisfy the commutation
relations (5.114) and (5.115). In this subsection, we show how we can patch these
local asymptotic solutions together to obtain a global asymptotic solution.
To this end, we need the atlasΩ on the Lagrangian manifold that we introduced
in section 5.5. Furthermore, we need to introduce a partition of unity on the
Lagrangian manifold. This is a set of smooth functions {en,n = 1, . . . ,N}, each
of which is supported on a single chart, with the additional property that at
each point of the manifold their sum equals one, i.e.
∑
n en = 1. With these
preliminaries, we can define the canonical operator KΛ2(t,φ)A0, which was
introduced in Refs. [94, 248, 260], see also Refs. [231, 275, 277], as
(KΛ2(t,φ)A0)(x) =
N∑
n=1
(KΩn
Λ2(t,φ)enA0)(x), (5.136)
where we sum over all N charts contained in the atlas Ω.
The canonical operator KΛ2(t,φ)A0 satisfies the first commutation formula
(5.114), because the precanonical operators do. We can show this by writing [94]
Q(x, pˆ,h)KΛ2(t,φ)A0 =
N∑
n=1
Q(x, pˆ,h)KΩn
Λ2(t,φ)
(
enA0
)
=
N∑
n=1
KΩn
Λ2(t,φ)
(
Q0 (x,p) enA0 +O(h)
)
= KΛ2(t,φ)
(
Q0 (x,p)A0 +O(h)
)
.
(5.137)
Since this equality holds for any pseudodifferential operator Qˆ, it also holds
for the pseudodifferential operator Lˆ. In particular, we have L0(x,p) = E on the
Lagrangian manifold Λ2.
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The canonical operator also satisfies the second commutation formula (5.115).
The first part of the proof is similar to the proof of the first commutation formula.
Following Ref. [94], we write
(
L(x, pˆ,h) − E
)
KΛ2(t,φ)A0 =
N∑
n=1
(
L(x, pˆ,h) − E
)
KΩn
Λ2(t,φ)
(
enA0
)
= −ih
N∑
n=1
KΩn
Λ2(t,φ)
[(
d
dt
+ iL1 −
1
2
∑
j
∂2L0
∂xj∂pj
)
(enA0) +O(h)
]
= −ihKΛ2(t,φ)
[(
d
dt
+ iL1 −
1
2
∑
j
∂2L0
∂xj∂pj
)
A0 +O(h)
]
− ih
N∑
n=1
KΩn
Λ2(t,φ)
(
den
dt
A0
)
,
(5.138)
where the last equality follows from the application of the product rule and the
definition of the canonical operator (5.136). The time derivative in this equation
is to be taken along the projection of the solution of the Hamiltonian system [94].
For instance, suppose that we consider a chart Ωi that is projected onto the
coordinate Lagrangian plane (p{α}, x{β}), then
d
dt
=
∑
j∈{β}
∂L0
∂pj
∂
∂xj
−
∑
k∈{α}
∂L0
∂xk
∂
∂pk
. (5.139)
In order to show that the canonical operator satisfies the second commutation
formula (5.115), we need to show that the second term in the last line of equa-
tion (5.138) vanishes. To this end, let us consider a point on the Lagrangian
manifold Λ2. For simplicity, let us first assume that this point and a neighbor-
hood of it lie in a single regular chart Ωi. Then we have ei = 1 and ej = 0 for
j 6= i. Hence, dej/dt = 0 for all j, and the second term is trivially zero. Now
suppose that this point lies in both a regular chart Ωi and a singular chart Ωsj . In
the previous subsection, we showed that, with a proper definition of the Maslov
index, KΩi
Λ2(t,φ)B = K
Ωsj
Λ2(t,φ)B up to higher-order terms, for any amplitude func-
tion B. Using similar arguments, this equality can be extended to the case where
the point lies in a chart Ωi as well as in multiple other charts. For such a point,
we obtain
N∑
n=1
KΩn
Λ2(t,φ)
(
den
dt
A0
)
= KΩi
Λ2(t,φ)
(
N∑
n=1
den
dt
A0
)
= 0, (5.140)
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where the last equality holds since
∑N
n=1 en = 1 implies
∑N
n=1 den/dt = 0.
Therefore, we obtain the second commutation formula for the canonical opera-
tor [94, 298](
L(x, pˆ,h) − E
)
KΛ2(t,φ)A0 =
− ihKΛ2(t,φ)
(
dA0
dt
+ iL1A0 −
1
2
∑
j
∂2L0
∂xj∂pj
A0 +O(h)
)
. (5.141)
In the derivation of this commutation relation, we have used that Λ2 lies in the
level set of L0(x,p) with energy E. Equation (5.141) shows that when the ampli-
tude function A0 is given by equation (5.68), the canonical operator KΛ2(t,φ)A0
is an asymptotic solution of equation (5.29). It is defined on the entire con-
figuration space (x1, x2), and is therefore a global asymptotic solution. The
corrections to this asymptotic solution, which form the higher-order terms in the
asymptotic expansion, come from the term with O(h) on the right-hand side of
equation (5.141). When the canonical operator is nonzero, these corrections are of
order hKΛ2(t,φ)A0. We remark that it can be shown that the canonical operator
does not depend on the choice of the atlas, the local coordinates in the charts,
and the partition of unity [94].
The canonical operator is a global asymptotic solution of equation (5.29).
However, our original goal was to obtain an asymptotic solution of equation (5.2).
Such a solution can be obtained using equation (5.27). Using the first commutation
formula (5.137) for the canonical operator, we obtain(
χ(x, pˆ,h)KΛ2(t,φ)A0
)
(x) =
(
KΛ2(t,φ)
(
χ0 (x,p)A0 +O(h)
))
(x). (5.142)
Hence, the right-hand side of this equation is an asymptotic solution to equa-
tion (5.2).
Although the canonical operator is a global asymptotic solution, it is actually
more of an algorithm than an actual formula. Given a point x, equation (5.136)
instructs us to consider all charts of the Lagrangian manifold Λ2 that are projected
onto this point and to add the precanonical operators on these charts. Note that
we do not have to match asymptotic solutions in different regions, as all of this
has already been taken care of in the construction of the precanonical operators
and the Maslov index. Instead, we only have to simplify the canonical operator
in different neighborhoods. As we already discussed in section 5.5.3, the number
of leaves of our Lagrangian manifold is finite, since we have assumed that
the potential U(x) and the mass m(x) are constant outside a certain domain.
Therefore, we only need to consider a finite number of charts and we have only
finitely many terms in the sum (5.136). From a physical point of view, this sum
expresses the well-known physical phenomenon of interference, as we sum over
all trajectories that reach the point x.
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Using equations (5.136) and (5.142), we obtain a representation of the asymp-
totic solution Ψ(x) in the various domains. In regular points, we can use our
expression (5.110) for the precanonical operator in regular charts. We thereby
obtain the asymptotic solution
Ψ(x) =
∑
i
χ0(X ,P)A00(φi)√
R(X )C(X )|Xφ|
exp
(
i
h
τi + iΦsc(τi,φi) −
ipi
2
µ(τi,φi)
)∣∣∣∣∣τi=τi(x)
φi=φi(x)
× (1+O(h)), (5.143)
where we have used that ∂τi/∂x = P(τi,φi). The semiclassical phase Φsc in this
expression is given by equation (5.109). For the graphene Hamiltonian (5.3), we
can make further simplifications using equations (5.45), (5.46), (5.75) and (5.78).
We then arrive at
Ψα(x) =
∑
i
A00(φi) exp(
i
hτi + iΦsc,α −
ipi
2 µ(τi,φi))√
2(E−U−m)|Xφ| 4
√
(E−U)2 −m2
(
P1 + iαP2
E−U−m
)∣∣∣∣∣τi=τi(x)
φi=φi(x)
× (1+O(h)). (5.144)
We can use this expression for the wavefunction for a very large part of the
configuration space (x1, x2). We cannot use it in a neighborhood of the caustic,
since our expression diverges at these points.
At this point, let us come back to the gauge freedom that we discussed in
section 5.3.3. When we perform a gauge transformation (5.42), the subprincipal
Weyl symbol LW1 changes according to equation (5.43). However, the asymptotic
solution Ψ(x) should not depend on this gauge freedom. To prove that this is
indeed the case, let us consider how the semiclassical phase is affected by the
gauge transformation. Using equation (5.109), we observe that
Φ˜sc = −
∫t
0
LW1 + {g,L0}dt
′ = Φsc −
∫t
0
〈
∂g
∂x
,
∂L0
∂p
〉
−
〈
∂g
∂p
,
∂L0
∂x
〉
dt ′
= Φsc −
∫t
0
dg
dt ′
dt ′ = Φsc − g,
(5.145)
where we have used Hamilton’s equations (5.56) in the third equality. Looking
at equation (5.143), we now observe that the additional phase that arises from
the gauge transformation (5.42) is exactly canceled by an opposite phase that
arises from the corresponding change (5.145) in the semiclassical phase. Thus,
the wavefunction Ψ(x) is indeed independent of the choice of χ0, as one would
naturally expect.
In a neighborhood of the caustic, we have to use the precanonical opera-
tor (5.126) corresponding to singular charts to construct the asymptotic solution.
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Let xcusp be the point in configuration space corresponding to the cusp of the
caustic. To this point corresponds a cusp point on the Lagrangian manifold, see
also figure 5.1. Using equation (5.142), we obtain the asymptotic solution for
points x in the vicinity of the point xcusp as
Ψ(x) =
eipi/4√
2pih
e
−ipiµΩs
i
/2
∫∞
−∞ dφ
√
|det(P ,Pφ)|
A00(φ)e
iΦsc√
R(X ) χ0(X ,P)e
i
hτ(x,φ)
× (1+O(h)). (5.146)
Like the wavefunction in regular points, this wavefunction is invariant with
respect to the gauge transformation. For the graphene Hamiltonian (5.3), the
asymptotic solution (5.146) becomes
Ψα(x) =
eipi/4√
2pih
∫∞
−∞ dφ
√
|det(P ,Pφ)|
A00(φ) exp(
i
hτ(x,φ) + iΦsc,α −
ipi
2 µΩsi )√
2(E−U−m)2(E−U+m)
×
(
P1 + iαP2
E−U−m
)(
1+O(h)), (5.147)
where we have one again used equations (5.45), (5.46) and (5.78). When we con-
sider a point xfold on the fold line of the caustic, we need to add two contributions
to obtain the full asymptotic solution for the wavefunction. The first contribution
corresponds to the singular chart on the Lagrangian manifold on which the fold
point is located. It is given by equation (5.146). The second contribution, given
by expression (5.143), corresponds to a regular point on the third leaf of the
Lagrangian manifold, as can be seen in figure 5.1. In the next chapter, we show
how we can further simplify the asymptotic solution (5.146) in the vicinity of fold
and cusp points.
5.7 conclusion and outlook
In this chapter, we have developed a semiclassical theory of focusing by above-
barrier scattering for charge carriers in graphene. We have constructed the wave-
function in regular points and in the vicinity of singular points in the presence of
arbitrary, smooth, two-dimensional potentials and masses.
Besides obtaining specific results for graphene, we also gave an extensive
and careful review of the semiclassical methods that we used. We therefore
hope that this chapter may also serve as an introduction to these semiclassical
methods. We can identify three key steps in the construction of the semiclassical
approximation. The first step, which we performed in section 5.3, consists of
the reduction of the matrix equation to an effective scalar equation for a specific
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scalar eigenmode. In this reduction, we mainly work with symbols rather than
with the actual operators. Since these symbols are functions on phase space, they
are much easier to manipulate than the operators themselves. The second step is
the construction of an asymptotic solution in both regular and singular points.
In this step, we first lift our problem from the configuration space to the phase
space, see section 5.5, meaning that we solve Hamilton’s equations rather than the
Hamilton-Jacobi equation. Subsequently, we make extensive use of the fact that
we can introduce eikonal coordinates on our Lagrangian manifold. This allows us
to perform various simplifications and to make use of a new representation of the
canonical operator in the vicinity of singular points, as discussed in section 5.6.
For each of these two steps, we discussed both its general principle as well as
its specific application to graphene. The third and final step, which we discuss
in the next chapter, is to simplify the integral representation using the uniform
approximation.
Since we also discussed our semiclassical techniques in their full generality,
many of the formulas that we found in this chapter can be directly applied to
other problems in which one can introduce eikonal coordinates. An example
of such a problem is focusing in bilayer graphene [58–60]. In this material, the
dispersion of the effective low-energy charge carriers is proportional to |p|2, see
e.g Ref. [3]. Hence, the effective Hamiltonian L0 is of the form F(x, |p|) and we
can introduce eikonal coordinates in the scattering problem [279]. To this end, we
should construct a function C(x), cf. equation (5.75), such that the solutions of the
Hamiltonian system for L0 = C(x)|p| = 1 coincide with those of the Hamiltonian
system for L0 = E, except for a reparametrization of time. This reparametrization
is given by a function R, cf. equation (5.79), which can be expressed in terms of F
and C, see Ref. [279]. Once we have determined the functions C and R, we can
immediately express the wavefunction in the vicinity of singular points using
equation (5.146). We can determine the other two functions in this expression, to
wit the eigenvector χ0 and the semiclassical phase Φsc, which is derived from L1,
by performing the adiabatic reduction of the matrix Hamiltonian to an effective
scalar Hamiltonian. Therefore, the formulas discussed in this chapter can also be
used to obtain a solution for the scattering problem for bilayer graphene.
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5.a properties of the subprincipal symbol
In this appendix, we take a closer look at the subprincipal symbol L1. As-
suming that the matrix Hamiltonian Hˆ is self-adjoint and therefore satisfies
equations (5.21) and (5.22), we show by explicit calculations that L1 satisfies
equations (5.35) and (5.37).
We start by constructing the imaginary part of L1. Using equation (5.34) and
the identity ImL1 = 12i (L1 − L
∗
1), we first obtain
2ImL1 = −iχ
†
0(H1 −H
†
1)χ0 − χ
†
0
〈
∂H0
∂p
,
∂χ0
∂x
〉
+ χ†0
〈
∂L0
∂x
,
∂χ0
∂p
〉
−
〈
∂χ
†
0
∂x
,
∂H0
∂p
〉
χ0 +
〈
∂χ
†
0
∂p
,
∂L0
∂x
〉
χ0. (5.148)
Subsequently, we consider equation (5.32) and apply the operator 〈∂/∂x,∂/∂p〉
to both of its sides. Multiplying the result by χ†0, using equation (5.32) and
rearranging the six remaining terms, we obtain an expression for 〈∂/∂x,∂/∂p〉L0.
Adding this expression to equation (5.148), we arrive at
2ImL1 +
〈
∂
∂x
,
∂
∂p
〉
L0 = −iχ
†
0(H1 −H
†
1)χ0 + χ
†
0
(〈
∂
∂x
,
∂
∂p
〉
H0
)
χ0
+ χ†0
〈
∂H0
∂x
,
∂χ0
∂p
〉
− χ†0
〈
∂L0
∂p
,
∂χ0
∂x
〉
−
〈
∂χ
†
0
∂x
,
∂H0
∂p
〉
χ0 +
〈
∂χ
†
0
∂p
,
∂L0
∂x
〉
χ0.
(5.149)
The first two terms on the right-hand side of this equation vanish because Hˆ
is self-adjoint and therefore satisfies equation (5.21). Before we show that the
remaining four terms vanish as well, and that L1 therefore satisfies equation (5.35),
we turn our attention to the real part of L1.
We construct the real part of L1 using equation (5.34) and the relation ReL1 =
1
2 (L1 + L
∗
1). When we subsequently subtract L
W
1 , we arrive at
2i(ReL1 − LW1 ) = 2iRe(χ
†
0H1χ0) −
〈
∂χ
†
0
∂x
,
∂H0
∂p
〉
χ0 +
〈
∂χ
†
0
∂p
,
∂L0
∂x
〉
χ0
− 2iχ†0H
W
1 χ0 + χ
†
0
〈
∂H0
∂x
,
∂χ0
∂p
〉
− χ†0
〈
∂L0
∂p
,
∂χ0
∂x
〉
. (5.150)
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Since the matrix Hamiltonian Hˆ is self-adjoint, the subprincipal symbol H1
satisfies equation (5.22) and we have
Re(χ†0H1χ0) =
1
2
(
χ
†
0H1χ0 + χ
†
0H
†
1χ0
)
= χ†0H
W
1 χ0. (5.151)
Therefore, the first and the fourth term on the right-hand side of equation (5.150)
cancel and we are left with four terms. Comparing these terms with the four last
terms of equation (5.149), we see that they coincide.
We therefore define
Υ = −
〈
∂χ
†
0
∂x
,
∂H0
∂p
〉
χ0 +
〈
∂χ
†
0
∂p
,
∂L0
∂x
〉
χ0 + χ
†
0
〈
∂H0
∂x
,
∂χ0
∂p
〉
− χ†0
〈
∂L0
∂p
,
∂χ0
∂x
〉
. (5.152)
In the remainder of this appendix, we show that Υ vanishes, which, by our
previous considerations, implies that L1 satisfies both equations (5.35) and (5.37).
Taking the derivative with respect to p on both sides of equation (5.32), we obtain
an expression for (∂H0/∂p)χ0. Inserting it into equation (5.152), we have
Υ =
〈
∂χ
†
0
∂x
,H0
∂χ0
∂p
〉
−
〈
∂χ
†
0
∂x
,
∂L0
∂p
〉
χ0 − L0
〈
∂χ
†
0
∂x
,
∂χ0
∂p
〉
+
〈
∂χ
†
0
∂p
,
∂L0
∂x
〉
χ0 + χ
†
0
〈
∂H0
∂x
,
∂χ0
∂p
〉
− χ†0
〈
∂L0
∂p
,
∂χ0
∂x
〉
. (5.153)
Taking the derivative with respect to p on both sides of the equality χ†0χ0 = 1,
we see that
∂χ
†
0
∂x
χ0 + χ
†
0
∂χ0
∂x
= 0. (5.154)
Taking the inner product of this result with ∂L0/∂p, we see that the second and
sixth terms in equation (5.153) cancel. Naturally, we can replace the derivatives
with respect to x in equation (5.154) by derivatives with respect to p. We can
subsequently use this expression to shift the derivative in the fourth term of
equation (5.153) from χ†0 to χ0, at the expense of a minus sign. Rearranging the
remaining terms in equation (5.153), we obtain
Υ =
〈
∂
∂x
(
χ
†
0H
†
0 − L
†
0χ
†
0
)
,
∂χ0
∂p
〉
= 0, (5.155)
where the last equality holds by virtue of equation (5.32). We have therefore explic-
itly shown that the subprincipal symbol L1 satisfies equations (5.35) and (5.37).
5.B introducing eikonal coordinates using operator decomposition 275
5.b introducing eikonal coordinates using operator decomposi-
tion
In section 5.5.2, we introduced eikonal coordinates on the Lagrangian manifold
by a reparametrization of time. We subsequently discussed how this affects
the construction of the asymptotic solution in section 5.6.2, in particular in
equation (5.116). In the latter section, we also briefly discussed an alternative
method to introduce eikonal coordinates. In this method, we use an operator
decomposition to introduce a new Hamiltonian, which automatically leads to
eikonal coordinates on the Lagrangian manifold. In this appendix, we take a
closer look at this alternative method and show that it gives the same results as the
method discussed in the main text. Meanwhile, we also discuss the generalization
of several related notions to wider classes of Hamiltonians.
Let us first consider how we can realize the transition from an effective Hamil-
tonian L0 to an effective Hamiltonian L0 = C(x)|p| within a more general setting.
This transition can be performed [279] when the original Hamiltonian L0 only
depends on the length of the momentum vector and not on its direction, i.e.
L0 = L0(x, |p|). When the derivative ∂L0/∂|p| is nonvanishing, one can solve the
equation L0(x, |p|) = E for |p|. Writing the solution as |p| = 1/C(x), we obtain
C(x)|p| = 1. We can subsequently consider L0 = C(x)|p| as our new Hamiltonian
and compute its trajectories for the effective energy 1. Note that the function C(x)
depends on the original energy E. The computations in section 5.5.2 provide a
specific example of this general procedure, discussed in more detail in Ref. [279].
With these definitions, we can write down the (seemingly trivial) equality
L0(x,p) − E = B(x,p)2
(L0(x,p) − 1), (5.156)
where the function B(x,p) is defined by
B(x,p)2 =
L0(x,p) − E
L0(x,p) − 1 . (5.157)
For the moment, let us assume that the right-hand side of this equation is positive,
and define B(x,p) to be its positive root. We come back to this assumption later
on. Until now, we have looked at the quantities B, L0 and L0 in equation (5.156)
as simple functions. However, we can also interpret them as principal symbols of
operators. This line of thought leads to the following operator decomposition:
L0(x, pˆ) + hL1(x, pˆ) − E = Bˆ†
(L0(x, pˆ) + hL1(x, pˆ) − 1)Bˆ+O(h2), (5.158)
in which the operators are related to their symbols by standard quantization,
see equation (5.18). In particular, the symbol of the operator B is given by
B(x,p), see equation (5.157). Furthermore, the symbols L0 and L1 are defined by
equations (5.32) and (5.34), respectively, and the symbol L0 was defined above.
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We can then determine the symbol L1 by passing to symbols in equation (5.158).
Using equations (5.23) and (5.20) to compute the symbol of the product of op-
erators on the right-hand side, we obtain a large number of terms. Collecting
all terms of order h0 and using that B(x,p) is real, we naturally recover equa-
tion (5.156). Collecting the terms of order h, and separating real and imaginary
terms, we find that
ReL1 = B2ReL1, (5.159)
ImL1 = B2ImL1 −
(〈
∂
∂p
,
∂
∂x
〉
B
)
(L0 − 1)B−
〈
∂B
∂p
,
∂L0
∂x
〉
B
−B
〈
∂L0
∂p
,
∂B
∂x
〉
− (L0 − 1)
〈
∂B
∂p
,
∂B
∂x
〉
. (5.160)
In section 5.3.2, we showed that the effective Hamiltonian Lˆ is symmetric. There-
fore, the imaginary part of L1 is related to L0 by equation (5.35). Because of the
symmetric placement of the operator Bˆ and its adjoint, the imaginary part of L1 is
related to L0 by the same equation. In fact, one can define a self-adjoint operator
Lˆ by adding higher-order expansion coefficients on both sides of equation (5.158).
For completeness, let us explicitly derive the relation between L1 and L0.
Rewriting equation (5.160), we have
ImL1 = 1
B2
ImL1 +
1
B
(〈
∂
∂p
,
∂
∂x
〉
B
)
(L0 − 1) + 1
B
〈
∂B
∂p
,
∂L0
∂x
〉
+
1
B
〈
∂L0
∂p
,
∂B
∂x
〉
+
1
B2
(L0 − 1)
〈
∂B
∂p
,
∂B
∂x
〉
. (5.161)
Subsequently, we use that ImL1 is related to L0 by equation (5.35), which is in
turn related to L0 by equation (5.156). Computing the derivatives, we find that
many terms cancel and finally obtain
ImL1(x,p) = −1
2
〈
∂
∂x
,
∂
∂p
〉
L0(x,p), (5.162)
as we anticipated.
Because of the relation (5.158), we can study the eigenvalue equation(L0(x, pˆ) + hL1(x, pˆ))ψ˜ = ψ˜ (5.163)
instead of Lˆψ = Eψ. Using the methods that we discussed in the main text,
we can construct an asymptotic solution for equation (5.163). Of course, the La-
grangian manifold that is induced by this equation coincides with the Lagrangian
manifold Λ2 that we discussed in section 5.5. However, it is now automati-
cally parametrized by eikonal coordinates, since its Hamiltonian has the form
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L0 = C(x)|p|, see section 5.5.2. Once we have constructed an asymptotic solution
for ψ˜, we obtain an asymptotic solution for ψ by
ψ(x) = (Bˆ)−1 ψ˜(x). (5.164)
Since our asymptotic solution is given in the form of the canonical operator, we
can compute the action of the (Bˆ)−1 on ψ˜ using the commutation formula (5.137).
Therefore, we obtain the leading-order term of the asymptotic solution for ψ(x)
by multiplying the amplitude of the asymptotic solution for ψ˜(x) by 1/B(x,p).
In the remainder of this appendix, we show that this leads to the same result
for ψ as reparametrizing the time along the trajectories and subsequently using
equation (5.116).
To this end, we consider the symbol B(x,p) along the solutions of the Hamil-
tonian system, i.e. on the Lagrangian manifold. Looking at equation (5.157), we
observe that both the numerator and the denominator of B2 vanish on Λ2, since
points on this manifold satisfy both L0 = E and L0 = 1. We therefore have to
define their ratio in the sense of a limit and set
R(x) = lim
|p|→1/C(x)
L0(x, |p|) − E
C(x)|p|− 1
=
1
C(x)
∂L0
∂|p|
∣∣∣∣
|p|=1/C(x)
. (5.165)
Note that we have used the same letter for this quantity and for the variable that
reparametrizes the time in equation (5.79). This is no coincidence, since these
two quantities actually coincide: one can show [279] that for a general scalar
Hamiltonian L0 one obtains eikonal coordinates on the Lagrangian manifold by
reparametrizing the time with the factor R defined in equation (5.165). Computing
this quantity for the effective Hamiltonian (5.45) that arises from the Dirac
equation, one naturally recovers the result (5.78). At this point, we briefly come
back to the assumption that B2 is positive, which we made below equation (5.157).
We now see that, along the trajectories of the Hamiltonian system, it translates
to the requirement that the derivative of L0 is positive. Since this condition is
satisfied for electrons in graphene, the method is consistent for our example.
When one considers holes in graphene, the derivative is negative. In this case, one
should consider the effective Hamiltonian L0 = −C(x)|p| = −1 instead, which
leads to a positive value for R(x).
Let us now compute the wavefunction ψ using equation (5.164). The commu-
tation formula (5.137) states that we obtain it by multiplying the amplitude in
the asymptotic solution for ψ˜ by the inverse of the principal symbol of B along
the trajectories. In this way, we introduce a factor 1/
√
R(X ), which is exactly the
same factor as was introduced previously by equation (5.116). However, this does
not prove the equality of the two solutions yet, since we also have to take a closer
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look at the semiclassical phase, which is governed by the subprincipal symbol
L1. We have
Φsc = −
∫τ
0
ReL1 dτ = −
∫τ
0
1
B2
ReL1 dτ = −
∫τ
0
1
R
LW1 dτ. (5.166)
This is exactly the same as we obtained in equation (5.109). Thus, the semiclassical
phases of the two asymptotic solutions also coincide.
We therefore conclude that the asymptotic solution ψ defined by equation
(5.164) coincides with our previously obtained asymptotic solution. Hence, intro-
ducing eikonal coordinates by applying the operator equality (5.158) leads to the
same final result as introducing eikonal coordinates on the Lagrangian manifold.
6I N F L U E N C E O F T H E S E M I C L A S S I C A L P H A S E O N F O C U S I N G
In the previous chapter, we studied above-barrier scattering by two-dimensional
potentials and masses and constructed a semiclassical expression for the wave-
function. Near singular points, this expression takes the form of an integral with
a rapidly oscillating exponent. In this chapter, we first study how we can simplify
this integral expression. We show that the effect of the semiclassical phase on the
focusing can be studied with the help of the uniform approximation. After that,
we discuss the numerical realization of our semiclassical expressions, considering
several examples of potentials and masses. We find that our semiclassical results
are in very good agreement with the results of tight-binding calculations. Finally,
we show that the semiclassical phase can have a pronounced effect on the position
of the focus and its intensity.
This chapter is based on the following publication:
K. J. A. Reijnders, D. S. Minenkov, M. I. Katsnelson, and S. Yu. Dobrokhotov,
Electronic optics in graphene in the semiclassical approximation, Ann. Phys. 397, 65–135
(2018).
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6.1 introduction
In the previous chapter, we gave a semiclassical treatment of above-barrier
scattering by two-dimensional smooth potentials and masses. We showed how we
can use the formalism of the Maslov canonical operator to obtain the wavefunction
in regular points and in the vicinity of singular points. For the latter, we obtained
an integral expression that contains a rapidly oscillating exponent [94, 234]. This
makes it difficult to evaluate this expression for the wavefunction numerically,
especially in the deep semiclassical limit.
In this chapter, we therefore employ the stationary phase approximation [94,
231, 234] to obtain an asymptotic expansion of the integral in powers of the
dimensionless semiclassical parameter h. We start by considering the Pearcey ap-
proximation, see e.g. Refs. [233, 234], which we also discussed in chapters 3 and 4.
With the help of this leading-order approximation, we obtain an expression for
the wavefunction in terms of the Pearcey function [232, 245, 246]. Unfortunately,
this expression does not capture the influence of the semiclassical phase on the
focusing, since the intensity ‖Ψ‖2 that it predicts is independent of this phase.
We therefore use the uniform approximation [233, 235], see also chapter 3, to
obtain an expression for the wavefunction that includes higher-order corrections.
In this way, we obtain a prediction for the intensity that depends on the semiclas-
sical phase, in contrast to the intensity predicted by the leading-order Pearcey
approximation. Although we can only construct the uniform approximation in
the region in which interference occurs, this is precisely the region in which the
main focus is located. We can therefore use the uniform approximation to study
the influence of the semiclassical phase on the focusing.
Our final result thus consists of a collection of approximations for the wave-
function. We have an expression for the wavefunction in regular points, and two
expressions for the wavefunction in the vicinity of a cusp point. In a similar way,
we also obtain the leading-order approximation for the wavefunction in the vicin-
ity of a fold point, see e.g. Refs. [233, 234]. Each of these approximations is only
valid within its own specific domain. The size of these domains is given in terms
of the dimensionless semiclassical parameter h, and may depend slightly on the
details of the problem. We subsequently obtain a global approximation for the
wavefunction by combining these various local approximations. We emphasize
that this procedure does not require matching of the different local approxima-
tions by adjusting their coefficients. Instead, each of the approximations is a local
asymptotic solution to the scattering problem, without free parameters.
To study the influence of the semiclassical phase on the position and the
intensity of the focus, we consider various setups with different potentials and
masses. In particular, we study a situation in which the semiclassical phase is
small as well as a situation in which the semiclassical phase is large. For both cases,
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we obtain numerical values for the wavefunction in the vicinity of the focal point
using the uniform approximation. We subsequently compare these semiclassical
results with the results of tight-binding calculations for large graphene samples,
which are performed using the Kwant code [121], see also section 1.2.6. For the
case of a large semiclassical phase, we also consider the trajectories that arise
when we incorporate the semiclassical phase into the Hamiltonian [93, 117]. The
latter approach has recently attracted a lot of interest, as it has been able to
successfully explain experimental observations in heterostructures of graphene
and hexagonal boron nitride [116]. In this way, we can gain good conceptual
understanding of the influence of the semiclassical phase on the focusing.
This chapter is organized as follows. In section 6.2, we apply the stationary
phase approximation to the semiclassical expression for the wavefunction in the
vicinity of singular points that we obtained in the previous chapter. In this way,
we obtain the Airy approximation, the Pearcey approximation and the uniform
approximation near a cusp point. The results from this section are valid for
any system described by the two-dimensional Dirac equation, and not just for
graphene. In section 6.3, we consider specific examples for the potential and the
mass. We obtain numerical values for the wavefunction using the parameters of
the graphene Hamiltonian. Furthermore, we perform tight-binding calculations of
a graphene system. We present our conclusions and a brief outlook in section 6.4.
6.2 the wavefunction near caustics
In section 5.5 of the previous chapter, we defined a caustic as the set of singular
points of the projection of the surface Λ2 onto the (x1, x2) plane. We identified
two types of singular points, namely fold points and cusp points. In section 5.5.4,
we obtained a more precise classification of these singular points, establishing
that Xφ vanishes at a fold point, whereas Xφφ does not. At a cusp point, both
Xφ and Xφφ vanish, whereas Xφφφ does not. However, we did not consider the
action function in that section. In section 5.6, we discussed how the Lagrangian
manifold Λ2 can be generated by a phase function. In particular, we represented
the asymptotic solution as an integral involving such a phase function. In sec-
tion 5.6.2, we considered the phase function S+ p2(x2 −X2) and in section 5.6.3
we considered the function τ(x,φ). We showed that the Lagrangian manifold
is constituted by the points at which τφ vanishes, while the singular points
correspond to the points where τφφ vanishes as well.
The theory of Lagrangian singularities, see e.g. Refs. [226–229, 273, 274], states
that one can also study caustics by studying phase functions. In fact, we took this
approach in chapters 3 and 4, where we defined fold and cusp points using the
action function. By studying which derivatives of the phase function vanish, one
obtains a classification of the different types of singular points. This classification
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is equivalent to our previous classification, which was based on the Jacobian and,
for eikonal coordinates, on the derivates of X with respect to φ. In the process,
one obtains a so-called normal form [228] for the phase function in the vicinity
of a singular point. This normal form depends on the type of singular point
under consideration and makes it possible to evaluate the integral over the phase
function in terms of certain special functions [94]. Finally, the normal form does
not depend on the phase function, only on the type of singular point that is being
studied [228]. Of course, to obtain the right result, the phase function should
generate the correct Lagrangian manifold.
In this section, we illustrate the correspondence between these two viewpoints
for folds and cusps. In section 6.2.1, we consider the Taylor expansion of the
phase function at a singular point, based on Ref. [234], see also e.g. Ref. [233].
Comparing it to the results from section 5.5.4, we show that the form of this
Taylor expansion coincides with the normal forms that have been established
in the literature [227, 228, 273]. Subsequently, we evaluate the integral (5.146)
to obtain the leading-order term of the asymptotic solution near the fold and
cusp points on the caustic. In section 6.2.2, we first discuss why it is necessary to
go beyond this leading-order approximation if we want to obtain a meaningful
result in the vicinity of the cusp point. Subsequently, we discuss how to construct
a uniform approximation [233, 235] near the cusp. In this approximation, one
does not consider the Taylor expansion of the action, but instead transforms the
action to its normal form near a cusp using a change of variables. As a result,
this approximation adequately captures the effect of the semiclassical phase on
the focusing.
6.2.1 Leading-order evaluations
In section 5.6.4, we evaluated the expression (5.126) in regular points using the
stationary phase approximation. We saw that, in regular points, the leading-order
approximation (5.127) coincides with the asymptotic solution (5.108) and we
determined the Maslov index. However, we also saw that this asymptotic solution
diverges near singular points. In particular, we noticed that τφφ is proportional
to Xφ and hence vanishes at singular points. The main idea of the stationary
phase approximation [94, 231, 234] is that the leading-order approximation of the
integral expression is determined by a small neighborhood of a stationary point.
Since the second derivative τφφ vanishes at the caustic, it is natural to look at
higher-order derivatives. In this subsection, we discuss how we can obtain the
leading-order approximation of the asymptotic solution by considering the first
nonvanishing term in the Taylor expansion. The analysis is almost the same as
the analysis presented in appendix 3.A, although the context is slightly different.
In section 5.5.4, we discussed that, when our problem is in general position, the
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only singularities that occur in the system are folds and cusps. We therefore
confine our attention to these two types of singularities.
Let us consider a singular point (τ∗,φ∗) on the Lagrangian manifold. To this
point corresponds the point X (τ∗,φ∗) in the configuration space. As before, we
mark all quantities that are to be evaluated at the singular point with a star, e.g.
X ∗ = X (τ∗,φ∗). Following the approach taken in Ref. [234], we expand the phase
function τ(x,φ) in powers of φ around φ∗ and in powers of x around X ∗, that is,
τ(x,φ) =
∑
j
qj(x)
j!
(φ−φ∗)j, qj(x) = ai+ 〈bi, x−X ∗〉+O
(
(x−X ∗)2). (6.1)
In Ref. [234], values for these coefficients were obtained using the iteration
method. Taking into account that X ∗φ = 0, the values of the first few expansion
coefficients are given by
a0 = τ
∗, 〈b0, x−X ∗〉 = 〈P∗, x−X ∗〉
a1 = 0, 〈b1, x−X ∗〉 = 〈P∗φ, x−X ∗〉
a2 = 0, 〈b2, x−X ∗〉 = 〈P∗φφ, x−X ∗〉− 〈P∗τ ,X ∗φφ〉〈P∗, x−X ∗〉
a3 = −〈P∗φ,X ∗φφ〉
a4 = −〈P∗φ,X ∗φφφ〉− 3〈P∗φφ,X ∗φφ〉. (6.2)
As shown in appendix 6.A, the same coefficients are obtained when we con-
sider the Taylor expansion of the phase function of the conventional represen-
tation (5.113) of the precanonical operator corresponding to singular charts. In
section 5.6.4, we already saw that the coefficient a2 = τ∗φφ vanishes, since X ∗φ = 0.
Let us now look at the coefficients a3 and a4 and see whether they vanish at fold
points and cusp points.
At a fold point, the second derivative X ∗φφ is nonzero, as we established in
section 5.5.4. Furthermore, the determinant det(P∗,P∗φ) 6= 0, which means that
the vectors P and Pφ are both nonzero and are not parallel. In fact, we even
showed that they are orthogonal, as 〈P∗,P∗φ〉 = 0. Taking the derivative of the
relation 〈P ,Xφ〉 = 0, see equation (5.84), with respect to φ and specializing to
the singular point, we observe that 〈P∗,X ∗φφ〉 = 0. Together with the fact that
det(P∗,P∗φ) 6= 0, this implies that a3 = −〈P∗φ,X ∗φφ〉 6= 0. Actually, since both
〈P∗,P∗φ〉 = 0 and 〈P∗,X ∗φφ〉 = 0, the vectors X ∗φφ and P∗φ either point in the
same or in the opposite direction. Therefore, we even have |a3| = |P∗φ||X ∗φφ| 6= 0.
Thus, at a fold point, the third derivative τ∗φφφ does not vanish. This observation
is in accordance with the theory of Lagrangian singularities [228], which states
that the phase function near a fold point can be expressed as a third-order
polynomial in φ. Within the general classification of singular points, the fold
singularity is denoted by the symbol A2.
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At a cusp point, the second derivative X ∗φφ vanishes as well, whereas the third
derivative X ∗φφφ does not vanish, see section 5.5.4. Thus, at a cusp point, the
third derivative of the phase function vanishes as well, i.e. a3 = τ∗φφφ = 0. Let us
therefore look at the coefficient a4. Taking the second derivative of the relation
〈P ,Xφ〉 = 0 with respect to φ and specializing to the singular point, we now
observe that 〈P∗,X ∗φφφ〉 = 0. Using the fact that det(P∗,P∗φ) 6= 0, we arrive at
the conclusion that a4 = −〈P∗φ,X ∗φφφ〉 6= 0. Since we also have 〈P∗,P∗φ〉 = 0,
we can even say that |a4| = |P∗φ||X ∗φφφ| 6= 0. The fact that a4 is nonzero is in
accordance with the theory of Lagrangian singularities [228], which states that the
phase function near a cusp point can be expressed as a fourth-order polynomial
in φ. Within the general classification of singular points, the cusp singularity is
denoted by the symbol A3.
Using the above considerations, we can essentially simplify equation (5.146)
for points near the caustic and rewrite its leading-order term in terms of well-
established special functions. Let us first consider a point xfold in the configuration
space, to which corresponds a fold point (τ∗,φ∗) on the Lagrangian manifold.
As we discussed in section 5.6, we need to add two contributions to obtain the
wavefunction at points x in the vicinity of xfold. One of these contributions is
given by equation (5.143) and corresponds to a regular point (on a regular chart)
that is projected onto x. The other contribution comes from the singular chart
and is given by equation (5.146). To obtain the leading-order term of the latter
contribution near a fold point, we neglect [234] the terms in the Taylor expansion
of the phase function τ(x,φ) that are of fourth or higher order in φ. Furthermore,
we expand the amplitude, that is, the collection of terms in front of the exponent
containing the phase function, to zeroth order in φ. By a change of variables, one
can subsequently express [234] the integral in equation (5.146) in terms of the
Airy function, which is defined by
Ai(u) =
1
2pi
∫∞
−∞ exp
(
i
3
t3 + ut
)
dt. (6.3)
The next step of the procedure, which is described in detail in Ref. [234] and
which we reviewed in appendix 3.A.2, is to carefully establish to which order in h
the various terms in this expression correspond. To obtain the leading-order term,
terms which give rise to higher-order contributions are subsequently neglected.
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Finally, one obtains [234] that, for points x in an O(h5/6)-neighborhood of the
point xfold, the leading-order approximation to the expression (5.146) is given by
Ψ(x) =
eipi/4√
2pih
e
−ipiµΩs
i
/2
(
2pi 3
√
2h
|a3|
√
|det(P∗,P∗φ)|
A00(φ
∗)eiΦ∗sc√
R(X ∗) χ0(X
∗,P∗)
× exp
[
i
h
(a0 + 〈b0, z〉)
]
Ai
(
2〈b1, z〉
22/3h2/3a
1/3
3
)
+O(h2/3)
)
. (6.4)
In this expression, z = x− X ∗ and the coefficients ai and bi are determined
by equation (6.2). Furthermore, as established in section 5.5.4, the determinant
factorizes, that is, |det(P∗,P∗φ)| = |P∗||P∗φ|. For the graphene Hamiltonian (5.3),
this expression becomes
Ψα(x) =
25/6pi1/2eipi/4
h1/6
√
|P∗||P∗φ|
3
√
|〈P∗φ,X ∗φφ〉|
A00(φ
∗) exp(iΦ∗sc,α − ipi2 µΩsi )√
2(E−U∗ −m∗)2(E−U∗ +m∗)
×
(
P∗1 + iαP∗2
E−U∗ −m∗
)
exp
[
i
h
(τ∗ + 〈P∗, x−X ∗〉)
]
×Ai
(
−
21/3〈P∗φ, x−X ∗〉
h2/3〈P∗φ,X ∗φφ〉1/3
)
+O(h1/6), (6.5)
where we have used the same manipulations that previously led to equa-
tion (5.147). Finally, let us briefly discuss the higher-order corrections to equa-
tion (6.4), based on Ref. [234], see also appendix 3.A.2. One of these corrections
comes from the fourth-order term in the Taylor expansion of the phase function,
see equation (6.2), which was neglected in the derivation of equation (6.4). By
expanding the exponential function containing the higher-order terms, one can
show [234] that this term gives rise to a contribution of O(h1/6). Hence, it is part
of the subleading term. A contribution of the same order is obtained when one
expands the amplitude to first order in φ around φ∗. Since we consider points x
in an O(h5/6)-neighborhood of the point xfold, the expansion of the amplitude
with respect to x gives rise to contributions that are of higher order than O(h1/6).
Let us now consider a point xcusp in the configuration space, to which cor-
responds a cusp point (τ∗,φ∗) on the Lagrangian manifold. For points x in its
vicinity, the wavefunction is given by equation (5.146), as discussed in section 5.6.
In the expansion (6.2) of the phase function, the first nonvanishing coefficient
comes from the fourth derivative. Neglecting higher-order terms in the Taylor ex-
pansion, expanding the amplitude to zeroth order in φ and performing a change
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of variables, one can subsequently express [234] the integral in equation (5.146)
in terms of the Pearcey function [232], which is defined by
P±(u, v) =
∫∞
−∞ exp
(
±it4 + iut2 + ivt
)
dt. (6.6)
Note that the superscript on the Pearcey function corresponds to the sign in front
of the coefficient t4. As before, one then assesses to which order in h the various
terms in the expression correspond and retains only the leading-order terms.
We reviewed this procedure in appendix 3.A.3. Finally, one obtains [234] that,
for points x in an O(h7/8)-neighborhood of the point xcusp, the leading-order
approximation to the asymptotic solution (5.146) for the wavefunction is given by
Ψ(x) =
eipi/4√
2pih
e
−ipiµΩs
i
/2
(
4
√
24h
|a4|
√
|det(P∗,P∗φ)|
A00(φ
∗)eiΦ∗sc√
R(X ∗) χ0(X
∗,P∗)
× exp
[
i
h
(a0 + 〈b0, z〉)
]
P±
(√
6
h|a4|
〈b2, z〉, 4
√
24
h3|a4|
〈b1, z〉
)
+O(h1/2)
)
. (6.7)
In this expression, one uses P+ when a4 > 0 and P− when a4 < 0. Thus, the
superscript on the Pearcey function corresponds to the sign of a4. As before,
the coefficients ai and bi are given by equation (6.2) and z = x−X ∗. Note in
particular that, since X ∗φφ is zero at a cusp point, the second term in both a4 and
b2 vanishes, leaving only one term. Using the fact that the determinant factorizes
at the singular point, we obtain that for the graphene Hamiltonian (5.3) this
expression becomes
Ψα(x) =
61/4eipi/4
pi1/2h1/4
√
|P∗||P∗φ|
4
√
|〈P∗φ,X ∗φφφ〉|
A00(φ
∗) exp(iΦ∗sc,α − ipi2 µΩsi )√
2(E−U∗ −m∗)2(E−U∗ +m∗)
×P±
(√
6
h|〈P∗φ,X ∗φφφ〉|
〈P∗φφ, x−X ∗〉, 4
√
24
h3|〈P∗φ,X ∗φφφ〉|
〈P∗φ, x−X ∗〉
)
×
(
P∗1 + iαP∗2
E−U∗ −m∗
)
exp
[
i
h
(τ∗ + 〈P∗, x−X ∗〉)
]
+O(h0). (6.8)
The terms of O(h0) in this expression arise from the fifth-order term in the Taylor
expansion of the phase function and from the first-order term in the expansion
of the amplitude with respect to φ, see e.g. Ref. [234] and appendix 3.A.3.
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6.2.2 Uniform approximation near the cusp
In the previous subsection, we derived that the leading-order approximation
near the cusp is given by equations (6.7) and (6.8). Within this approximation,
the semiclassical phase does not influence the wavefunction. Indeed, when we
compute ‖Ψ‖2 = Ψ†Ψ, we observe that the term containing Φsc drops out. Since
the central focusing spot lies in the vicinity of the cusp, the Pearcey approxima-
tion therefore predicts that the focusing does not depend on the semiclassical
phase. However, since the semiclassical phase modifies the phase of each of
the trajectories, it should affect the way they interfere. Hence, the semiclassical
phase should also affect the position of the focus and its intensity. To capture this
effect, we need to go beyond the leading-order approximation. The first way to
go beyond the leading-order approximation is to include higher-order terms in
the Taylor expansions that we made in the previous subsection. We employed
this method in chapter 3, and found that it gives good results for the vertical
shift of the intensity maximum. However, we also saw that this approximation
overestimates the height of the intensity maximum. In the same chapter, we
obtained more accurate results for the height of the intensity maximum using
the uniform approximation [233, 235]. In this chapter, we therefore only consider
the latter method and its implementation. We review it in this subsection, based
on Refs. [233, 235].
As we already briefly discussed, the theory of Lagrangian singularities [228]
states that phase functions have a normal form in the vicinity of a singular
point. To show what this means, let us consider the phase function τ(x,φ) in the
vicinity of a cusp point xcusp. In the previous subsection, we established that the
fourth derivative τφφφφ does not vanish at this point. The theory of Lagrangian
singularities then dictates that, for points x in the vicinity of xcusp, there is a
smooth change of variables ζ = ζ(x,φ) such that
τ = ±ζ4 +w2(x)ζ2 +w1(x)ζ+w0(x). (6.9)
This transformation is invertible, with inverse φ = φ(x, ζ). The sign in front of ζ4
equals the sign of a4, defined in equation (6.2). Furthermore, at the point xcusp, the
coefficients w2 and w1 vanish. It is important to note that this change of variables
is exact and that we did not neglect any higher-order terms in equation (6.9).
This is in contrast to the previous subsection, where we neglected the higher-
order terms in the Taylor expansion to obtain a fourth-order polynomial. Instead,
in equation (6.9) we have eliminated the higher-order terms by the change of
variables.
Although one can prove that the phase function has the normal form (6.9) in
the vicinity of a cusp point, this proof is not constructive. In particular, it requires
the Malgrange preparation theorem [227, 228]. Thus, the proof of the normal
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form does not provide us with a way to determine the transformation ζ = ζ(x,φ).
In Ref. [233], two methods are discussed to determine the transformation and the
functions wi(x): an algebraic method and an iterative method. We discuss the
iterative method below, referring the reader interested in the algebraic method to
Ref. [233].
In what follows, we consider a fixed point x. Because we require that the map-
ping ζ = ζ(x,φ) is one-to-one, the stationary points of τ(x,φ) should be mapped
to the stationary points of the fourth-order polynomial. Since the derivative of
the phase function generates the Lagrangian manifold, we may also think of this
step as making sure that the Lagrangian manifolds coincide, at least locally. Since
ζ(x,φ) is invertible, the derivative ∂ζ/∂φ is nonzero. Therefore, the stationary
points of the right-hand side of equation (6.9) are defined by
0 = ±4ζ3 + 2w2ζ+w1. (6.10)
We can classify the roots of this equation using the discriminant
∆ = ∓27w32 − 2433w21. (6.11)
There are three distinct cases that should be considered. When ∆ is positive, all
three roots are real and distinct. When ∆ is zero, the roots are still real, but there
is a multiple root. Finally, we have one real root and two complex conjugate roots
when ∆ is negative. Since a real extremum of the phase function corresponds
to a trajectory in the configuration space, these three regimes correspond to
three clearly identifiable regions of the configuration space. The regime ∆ > 0
corresponds to the region inside the caustic, where each point lies on three
trajectories. The caustic corresponds to ∆ = 0. The regime ∆ < 0 corresponds to
the region outside the caustic, where each point lies on a single trajectory. One
could say that the two complex roots correspond to “complex trajectories”.
Let us first consider a point x inside the caustic, i.e. in the interference region.
This point lies on three trajectories, each of which corresponds to a stationary
point (τi,φi). When we label the three real roots of equation (6.10) by ζi, we
therefore obtain the following set of three equations
τ1 = ±ζ41 +w2ζ21 +w1ζ1 +w0,
τ2 = ±ζ42 +w2ζ22 +w1ζ2 +w0,
τ3 = ±ζ43 +w2ζ23 +w1ζ3 +w0.
(6.12)
Since all stationary points are distinct, we can subtract both the second and the
third equation from the first, giving rise to the following pair of equations:
τ1 − τ2 = ±(ζ41 − ζ42) +w2(ζ21 − ζ22) +w1(ζ1 − ζ2),
τ1 − τ3 = ±(ζ41 − ζ43) +w2(ζ21 − ζ23) +w1(ζ1 − ζ3).
(6.13)
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We can then determine the roots ζi and the parameters w1 and w2 using an
iterative procedure. Before we can start this procedure, we require initial guesses
wi,0 for the parameters wi. Since we are in the vicinity of the cusp point, a
reasonable first estimate is provided by the result of the Taylor expansion, i.e.
w2,0 =
√
6
|〈P∗φ,X ∗φφφ〉|
〈P∗φφ, x−X ∗〉, w1,0 = 4
√
24
|〈P∗φ,X ∗φφφ〉|
〈P∗φ, x−X ∗〉.
(6.14)
Inserting these into equation (6.10), we obtain three roots ζi. These can sub-
sequently be inserted into equation (6.13) to obtain new guesses wi,1 for the
parameters wi. This procedure is repeated until self-consistency in all parameters
is reached. Finally, one determines w0 using one of the three equations (6.12).
Note that, throughout this procedure, one should use the sign in front of ζ4 that
corresponds to the sign of a4, see equation (6.2).
In the procedure described above, we used all three stationary points to obtain
values for the parameters wi. When we consider a point x outside the caustic, i.e.
a point that only lies on a single trajectory, we only know one stationary point. We
do not have any information on the two complex stationary points of the phase
function. In principle, one could think about extending the phase function (5.123)
into the complex plane in order to see if an approximation can be constructed in
this way. However, as the solutions
(X (τ,φ),P(τ,φ)) of the Hamiltonian system
are typically determined numerically, we only have an interpolating function that
describes these solutions. Since we do not know their functional form, we also
do not know the functional form of τ, which makes this procedure even more
complicated. We therefore do not consider this case in this chapter, and limit our
application of the uniform approximation to the interference region.
When we are on the caustic, the discriminant ∆ = 0. One then obtains a relation
between w1 and w2 from equation (6.11), which can subsequently be used to
obtain values for the roots ζi and the parameters wi. Since arbitrarily close to
a point on the caustic there is a point inside the interference region, we do not
discuss this case here. Instead, we refer the interested reader to Ref. [233].
Now that we have seen how we can obtain the stationary points ζi and
the parameters wi for a point inside the interference region, let us consider
the integral (5.146). To simplify the notation, we define a new function g(x,φ)
which contains all factors in the amplitude of the integrand, except for the
determinant and the h-dependence. In particular, this function g(x,φ) contains
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the semiclassical phase. Subsequently, we change the integration variable from φ
to ζ. Using equation (6.9), we obtain
Ψ(x) =
1√
h
∫∞
−∞ dφ
√
|det(P ,Pφ)|g(x,φ)e
i
hτ(x,φ)
(
1+O(h))
=
e
i
hw0(x)√
h
∫∞
−∞ dζG(x, ζ)e
i
h (±ζ4+w2(x)ζ2+w1(x)ζ)
(
1+O(h)), (6.15)
where we have defined the new amplitude function
G(x, ζ) =
∣∣∣∣dφdζ
∣∣∣∣√|det(P ,Pφ)|g(x,φ(x, ζ)). (6.16)
The next step in the procedure [233, 235] is to expand this new amplitude function
in powers of ζ, i.e.
G(x, ζ) = D0(x) +D1(x)ζ+D2(x)ζ2 +O(ζ3). (6.17)
When we insert this expansion into the integral (6.15), we obtain the uniform
approximation for the wavefunction, as we will see shortly. However, let us first
consider how we can determine the constants Di. To this end, we neglect the
higher-order terms in the Taylor expansion (6.17) and combine this equation with
equation (6.16). Subsequently, we specialize to the three stationary points. This
gives us a system of three linear equations in the three variables D0, D1 and D2.
We can solve these equations when we know the value of the derivative dφ/dζ
at each of the stationary points. We determine this derivative by considering the
second derivative of relation (6.9) with respect to ζ. This gives
∂2τ
∂φ2
(
dφ
dζ
)2
+
∂τ
∂φ
d2φ
dζ2
= ±12ζ2 + 2w2. (6.18)
When we are at a stationary point, the second term on the left-hand side vanishes,
since τφ vanishes. Furthermore, at a stationary point the second derivative of the
action is given by τφφ = −〈Pφ,Xφ〉, see equation (5.128). Since the terms on the
right-hand side are known as well, we have thus obtained an expression for the
derivative dφ/dζ at a stationary point. Note that we can generally choose the
mapping ζ(x,φ) to be orientation preserving, rendering the derivative positive.
Hence, the constants D0, D1 and D2 are determined by the following system of
three linear equations, where the index i labels the stationary points.(
±12ζ2i + 2w2
∂2τ/∂φ2|φ=φi
|det(P ,Pφ)|
)1/2
g(x,φi) = D0 +D1ζi +D2ζ2i . (6.19)
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With these constants Di, we can subsequently obtain the uniform approximation
to the wavefunction.
Before we evaluate the integral (6.15), we define the derivatives of the Pearcey
function (6.6) with respect to u and v. They are given by
P±v (u, v) = i
∫∞
−∞ t exp
(
±it4 + iut2 + ivt
)
dt. (6.20)
P±u (u, v) = i
∫∞
−∞ t2 exp
(
±it4 + iut2 + ivt
)
dt. (6.21)
When one inserts the expansion (6.17) in the integral (6.15), one can show
that [235]
Ψ(x) = e
i
hw0(x)
[
h−1/4D0P±
(
w2
h1/2
,
w1
h3/4
)
− ih0D1P±v
(
w2
h1/2
,
w1
h3/4
)
−ih1/4D2P±u
(
w2
h1/2
,
w1
h3/4
)]
+O(h3/4). (6.22)
This expression is the uniform approximation to the asymptotic solution (5.146).
Comparing it to the leading-order approximation (6.7), we observe that it consists
of three terms instead of just one. These two additional terms are of higher
order in h, making it a more accurate approximation. Furthermore, because
we now have three terms, complex phases in the amplitude no longer cancel
when computing the intensity ‖Ψ‖2. Thus, within the uniform approximation the
semiclassical phase, which is encoded in the amplitude expansion coefficients
Di, has a clear influence on the intensity. Unfortunately, this dependence is less
explicit than in our previous approximations.
The main limitation of the uniform approximation is that we can only use
it within the region where interference takes places, i.e. inside the caustic. As
we have seen, this limitation is not easy to circumvent, as this would require
knowledge of the complex stationary points of the action. On the other hand,
the interference region is the most important region, as the maximum of the
intensity lies in this region. Finally, we remark that one can also construct a
uniform approximation near a fold point [244], see also e.g. Ref. [233]. However,
we do not consider this uniform Airy approximation in this chapter, as we are
mainly interested in the intensity maximum near the cusp.
6.3 numerical realization and comparison to tight-binding re-
sults
In this section, we discuss how one can implement the results of the previous
section and the previous chapter to obtain numerical values for the wavefunction.
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We also discuss the results of our implementation in Wolfram Mathematica [312].
In section 6.3.1, we discuss the classical trajectories, the variational system and
the inverse functions τi(x),φi(x). In the next subsection, we implement the
leading-order approximations (6.8) and (6.5), together with the WKB approxi-
mation (5.144) for small h. In particular, we take a close look at their region of
applicability. In section 6.3.3, we consider larger values of h, which correspond to
physically more realistic situations. Since we need the uniform approximation to
obtain good results for this case, we discuss its implementation and limitations.
The results of the uniform approximation are compared with the results of tight-
binding calculations, performed using the Kwant package [121], in section 6.3.4.
We discuss different sample setups and the origin of the observed deviations.
Finally, in section 6.3.5, we discuss how the semiclassical phase influences the
maximum of the intensity. We compare the uniform approximation with tight-
binding results and also consider what happens when one incorporates the
semiclassical phase into the trajectories.
6.3.1 Classical trajectories
The first step in the numerical implementation of the semiclassical approximation
consists of obtaining the classical trajectories. To this end, we numerically inte-
grate Hamilton’s equations (5.76) with the initial condition (5.57). In this section,
we mostly consider a Gaussian potential, given by, in units with dimensions,
U(x) = −U0 exp(−x2/L2), whence U˜(x˜) = −U˜0 exp(−x˜2) (6.23)
in dimensionless units. The starting point x01 of the integration is always chosen
in such a way that the potential U(x01, 0) is very small. Typically, we set x
0
1 6 −5L.
Therefore, we can take p01(φ) to be the constant E without making noticeable
errors. From the numerical integration we obtain the solutions
{X (τ,φ),P(τ,φ)},
which form the Lagrangian manifold Λ2 parametrized by the eikonal coordinates
(τ,φ).
In this section, our main example is a potential well, for which U0 > 0. When
we set U˜0 = 12 and set the mass m˜(x˜) to zero, we obtain the trajectories shown
in figure 6.1(a). We observe that the trajectories are focused and that a cusp
caustic is formed. Since the potential is symmetric in x2, the trajectories have
the same symmetry. In particular, the cusp point lies on the x1-axis and we have
xcusp = (x1,cusp, 0).
When we instead consider a Gaussian potential barrier, obtained by setting
U˜0 = −
1
2 , we obtain the trajectories shown in figure 6.1(b). This time, the
potential bends the trajectories outwards, and two cusp caustics are formed,
which lie symmetrically around the x1-axis. A third situation one can consider
is a Gaussian mass, m˜(x˜) = m˜0 exp(−x˜2), with the potential U˜(x˜) set to zero.
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Figure 6.1: Trajectories obtained by integrating Hamilton’s equations (5.76) for different
potentials U˜(x˜) and masses m˜(x˜). The black lines indicate the caustics. (a) Gaussian
potential well (6.23) with U˜0 = 12 and m˜(x˜) = 0. (b) Gaussian potential barrier (6.23)
with U˜0 = −12 and m˜(x˜) = 0. (c) Gaussian mass m˜(x˜) = m˜0 exp(−x˜
2) with |m˜0| = 12 and
U˜(x˜) = 0.
Since Hamilton’s equations (5.76) only depend on the mass through m˜2, the sign
of the mass does not influence the classical trajectories. Figure 6.1(c) shows the
trajectories obtained for |m˜0| = 12 . We see that the classical trajectories are again
bent outwards, although much slower than by a potential barrier of equal height.
We obtain the inverse functions τi(x),φi(x) on each leaf in three steps. First,
we compute the positions x for a large number of points φ and τ on a grid
and store this data in a table. Second, we split the data into the different leaves.
Third, we interpolate the data to obtain the inverse functions. However, the
density of trajectories is far from constant in our problem, as can for instance
be seen in figure 6.1(b). In order to obtain a good interpolating function, the
density of trajectories should not be too low. Therefore, we use an adaptive step
size algorithm to ensure that the separation between neighboring trajectories
does not exceed a certain threshold at their initial and final interpolation points.
This algorithm, very similar to algorithms typically used in solvers for ordinary
differential equations, see e.g. Ref. [313], leads to a varying step size in φ.
We compute the (higher-order) derivatives of X and P with respect to φ
using the variational system (5.82). Furthermore, by taking the derivative of
equation (5.109) with respect to τ, we obtain a differential equation for the Berry
phase. By adding this equation to the dynamical system, we can simultaneously
obtain the Berry phase along the trajectories.
6.3.2 Realization of the semiclassical approximation: small h
Now that we have computed the classical trajectories, we want to obtain numerical
values for the asymptotic solution for the wavefunction. Since all our results are
expressed as asymptotic series in h, we start our discussion of the numerical
implementation by examining the deep semiclassical limit, in which h is small.
In the previous section, we established an approximate region of validity for the
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leading-order approximations (6.8) and (6.5) in terms of powers of h. However,
we did not write down an exact region of validity. In fact, this region can vary
slightly depending on the problem that one considers and needs to be determined
by inspecting the numerical results. For instance, to establish the region of
validity of the leading-order Pearcey approximation (6.8), one plots both this
approximation and the WKB approximation (5.144) in a region around the cusp.
Since both approximations represent the asymptotic solution in a certain region
of configuration space, this plot should show a small transition region, in which
both approximations give the same result. This region then marks the end of the
region of validity of the leading-order Pearcey approximation, and the start of the
region of validity of the WKB approximation. We already saw an example of this
procedure in section 3.4. We emphasize that, throughout the whole procedure,
we do not match the different results by adjusting their coefficients. Instead, both
approximations (6.8) and (5.144) represent the asymptotic solution in a certain
region and all that has to be done is to determine the boundary of this region.
In this subsection, we consider an electron with energy E = 200 meV incident
on a Gaussian potential well (6.23) with U0 = 100 meV and L = 104 nm. We set
the mass m(x) to zero. Hence, the semiclassical parameter h =  hvF/(EL) equals
3.2 · 10−4, which shows that we are indeed in the deep semiclassical regime.
We take the initial amplitude A00(φ) to be constant, and set A
0
0(φ) = 1. Since
the potential is symmetric in x2, the trajectories have this same symmetry. In
particular, the trajectory with φ = 0 coincides with the x1-axis and the cusp point
xcusp = (x1,cusp, 0) lies on this trajectory.
Because the mass m(x) vanishes and our potential is symmetric, we have
Ψα(x,−y) = σxΨα(x,y), see equation (5.10). Therefore, the intensity ‖Ψα‖ =
(Ψ†αΨα)1/2 is symmetric about the x1-axis. Furthermore, we have ‖ΨK‖ = ‖ΨK ′‖
by equation (5.11). Hence, the intensities in both valleys are equal. In this sub-
section, we therefore omit the valley index when we consider the norm of the
wavefunction, i.e. we write ‖Ψ‖.
We determine the region of validity for the Pearcey approximation (6.8) by
comparing it to the other approximations along the x1-axis and along a line
perpendicular to the x1-axis. Unfortunately, the Pearcey function is not imple-
mented in most computer algebra systems, including Wolfram Mathematica [312].
Therefore, we have implemented it using the contour integral method described
in Ref. [246]. Other implementation schemes can be found in Ref. [245]. The
(higher-order) derivatives of X and P with respect to φ are obtained by numeri-
cally integrating the variational system. Evaluating them at the cusp point, we
find that the coefficient a4 is positive for our example. Subsequently, we can
easily implement the Pearcey approximation (6.8). The implementation of the
WKB approximation in the interference region is simplified by the fact that we
probe along the trajectory through the cusp point, which means that we already
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know φ and τ on the middle leaf of the Lagrangian manifold. To implement
the Airy approximation, we compute the point on the fold caustic that is closest
to the point under consideration. We subsequently use the parameters of this
point in equation (6.5), and add the WKB approximation on the third leaf of the
Lagrangian manifold to the result to obtain the Airy approximation. Finally, we
construct the uniform approximation (6.22) in the region where the Lagrangian
manifold has three leaves using the procedure described in section 6.2.2.
Two comparisons of these different approximations are shown in figures 6.2(a)
and (b). We observe that both the Airy approximation and the WKB approxima-
tion diverge near the cusp point, as shown theoretically in the previous section
and the previous chapter, respectively. Along the x1-axis, we observe that the val-
ues of the Pearcey approximation and the WKB approximation are very close to
each other when we are at a distance of approximately 40h7/8 from the cusp. This
indicates that we should use the Pearcey approximation before this point, and the
WKB approximation after this point. Near the cusp, the Pearcey approximation
almost coincides with the uniform approximation. Thus, for the small value of h
that we are considering, the leading-order term is sufficient to approximate the
behavior near the cusp and we do not require the higher-order corrections that
are comprised within the uniform approximation. Further away from the cusp,
the uniform approximation smoothly coincides with the WKB approximation.
On the line parallel to the x2-axis that goes through the maximum, the situation
is somewhat different. Here we observe that the Pearcey approximation and
the Airy approximation already coincide at a rather small distance from the
x1-axis. In a similar way, we compare the various approximations along a line
perpendicular to a point on the fold caustic, see figure 6.2(c). On the inside of
the caustic, where we have interference, we observe that the WKB approximation
and the Airy approximation have similar values between 3h5/6 and 4h5/6 from
the fold. On the outside of the caustic, the Airy approximation shows additional
oscillations that are not exhibited by the WKB approximation and which are
significant until we are at a distance of approximately 8h5/6 from the fold.
Now that we have determined their regions of validity, we can combine the
Pearcey approximation, the Airy approximation and the WKB approximation
to obtain the intensity ‖Ψ‖2 in a large region. We first compute the Pearcey
approximation (6.8) on a rectangular grid around the cusp. Subsequently, we
consider only the points within an ellipse with semimajor axis 40h7/8 and
semiminor axis 3h7/8. On the fold caustic, we use an adaptive step size algorithm
to construct a grid of points that are roughly equally spaced. At each of those
points, we construct the line perpendicular to the fold. On this line, we create a
regular grid of points that extends 8h5/6 in the outward direction and 3.5h5/6
in the inward (interference) direction and compute the Airy approximation on
this grid. Outside of these regions, we use the WKB approximation. We use the
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Figure 6.2: Comparison of the different semiclassical approximations near the caustic for
E = 200 meV, U0 = 100 meV and L = 104 nm. The position of the caustic is indicated by
a vertical, dashed grey line. The bottom scale shows the position in nm, with the origin
of the potential lying at (0, 0). The top scale shows the dimensionless distance to the
caustic in the relevant power of the semiclassical parameter, which is h7/8 for the cusp
and h5/6 for the fold. (a) Comparison along the x1-axis. At a distance of about 40h7/8,
the Pearcey approximation (6.8) smoothly joins the WKB approximation (5.144), which
diverges near the cusp. The uniform approximation (6.22) interpolates between these two
approximations. (b) Comparison along the line x1 = 9.7 · 103 nm, close to the maximum.
The Airy, Pearcey and uniform approximation give similar results, whereas the WKB
approximation is very different. (c) Comparison along a line perpendicular to the caustic
at the point xfold = (10117, 98) nm. The Airy approximation, consisting of the sum of
the result (6.5) and the WKB approximation on the third leaf, smoothly joins the WKB
approximation at ∆x˜ = |x− xfold|/L = −8h5/6 and at ∆x˜ = 3.5h5/6.
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(a) (b) 225
0
Figure 6.3: (a) Intensity ‖Ψ‖2 = Ψ†Ψ obtained by using the various semiclassical approxi-
mations in the appropriate regions. (b) The intensity ‖Ψ‖2 together with the regions in
which the various approximations were used. The Pearcey approximation (6.8) was used
inside the green ellipse, while the Airy approximation (6.5) was used between the dashed
purple lines. The WKB approximation (5.144) was used to create the rest of the figure. The
dotted black line represents the caustic.
adaptive step size algorithm, see section 6.3.1, to control the maximal spacing
between the trajectories. Outside of the caustic, where no interference takes
place, we use a rather large stepsize, as the variations in the wavefunction are
much smaller than inside the caustic. Figure 6.3 shows the result of combining
the various approximations in this way. We note that it is very smooth, which
indicates that we have correctly determined the regions of validity for each of the
approximations.
6.3.3 Physically realistic situations: large h
In the previous subsection, we considered the deep semiclassical limit. We saw
that, within this limit, each of the approximations has a well-defined regime
of validity and that their combination gives rise to a smooth intensity. How-
ever, the length scale that we considered is much larger than the length scales
that are typically considered in experiments on graphene. Therefore, we now
decrease the length scale to L = 35.5 nm, keeping the other parameters the
same as in the previous subsection. The semiclassical parameter then becomes
h =  hvF/(EL) = 0.09, meaning that we are outside the deep semiclassical regime.
In figure 6.4(a), we show a comparison of the various approximations along the
x1-axis for this reduced length scale. An important observation is that the region
in which the Pearcey approximation and the WKB approximation coincide has
now disappeared. On the contrary, the uniform approximation still coincides with
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Figure 6.4: (a) Comparison of the different semiclassical approximations along the x1-axis
for E = 200 meV, U0 = 100 meV and L = 35.5 nm. The position of the caustic is indicated
by a vertical, dashed grey line. The bottom scale shows the position in nm, with the
origin of the potential lying at (0, 0). The top scale shows the dimensionless distance to
the caustic in units of h7/8. (b) The value of the determinant det(P ,Pφ) for each of the
three points on the Lagrangian manifold that are projected onto (x1, 0). (c), (d) The phase
function τ(x,φ) as a function of φ for (c) x = (40, 0) nm, (d) x = (80, 0) nm. There are
two types of extrema, corresponding to trajectories and to points where the determinant
vanishes.
the WKB approximation far away from the cusp. The Pearcey approximation also
predicts a much larger maximal value than the uniform approximation, although
the positions of their maxima roughly coincide. These observations indicate that
the leading-order term in the asymptotic expansion is no longer sufficient near
the cusp. Instead, the higher-order corrections that are included in the uniform
approximation prove to be essential. Note that we observed similar behavior in
chapter 3, where we considered the wavefunction for a polarized point source
and compared the Pearcey approximation with the uniform approximation and
the exact result. There we saw that the uniform approximation coincided with
the exact result, whereas the Pearcey approximation did not.
At this point, we would like to discuss a technical point regarding the imple-
mentation of the uniform approximation. In the previous chapter, we extensively
discussed the region of validity of the representation (5.146) of the asymptotic
solution corresponding to singular charts. In particular, we established that it
is only valid when det(P ,Pφ) does not vanish, which gives a boundary on the
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maximal size of the singular chart. However, for our current parameters, this re-
gion turns out to be quite small. When x1 > x1,cusp, the point (x1, 0) corresponds
to three points on the Lagrangian manifold, with each of these points lying on a
distinct leaf. If the determinant det(P ,Pφ) vanishes on one of these leaves for a
certain point (x1,crit, 0), we cannot use the uniform approximation past this point.
Looking at figure 6.4(b), we conclude that, for our current set of parameters, we
cannot use the uniform approximation past x1,crit ≈ 50 nm.
We can get a better understanding of what is going on by looking at fig-
ures 6.4(c) and (d). They show the action τ(x,φ), defined by equation (5.123), as
a function of φ for two points (x1, 0): a point with x1,cusp < x1 < x1,crit in panel
(c) and a point with x1 > x1,crit in panel (d). In both cases, the action has five
extrema. Three of these extrema correspond to a trajectory: for this value of φ we
have x = X (τ(x,φ),φ). The other two extrema do not correspond to a trajectory.
Instead, the determinant det(P ,Pφ) vanishes at these points. Hence, for these
values of φ, the vectors P and Pφ are parallel. The vector x−X is nonzero and
is orthogonal to both P and Pφ, see equations (5.123) and (5.124).
When x1,cusp < x1 < x1,crit, the three extrema corresponding to a trajectory lie
between those corresponding to the vanishing determinant. This is in agreement
with the observation that det(P ,Pφ) does not vanish at the cusp point. In this
case, the second derivatives at the extrema corresponding to a trajectory have
alternating signs: negative for the extremum corresponding to the second leaf,
and positive for the extrema corresponding to the first and third leaf of the
Lagrangian manifold. When x1 > x1,crit, the situation is very different. This time,
the extrema are of alternating type, as the extrema corresponding to a vanishing
determinant lie in between the extrema corresponding to a trajectory. In particular,
the extrema corresponding to a trajectory all have a negative second derivative.
The additional extrema of τ(x,φ), which are caused by the vanishing of the
determinant det(P ,Pφ), complicate our analysis. Since these points are stationary
points of the phase function, they contribute to the stationary phase approxima-
tion of the integral (5.147). However, their contributions do not have any physical
significance, since the extrema do not correspond to a point on the Lagrangian
manifold, or, equivalently, to a trajectory in phase space. As discussed in the
previous chapter and in the previous section, see also Refs. [231, 234, 278], the
physically relevant contributions to the integral only come from points on the
Lagrangian manifold. Therefore, we should not take these stationary points into
account when we compute the integral (5.147). Formally, this can be done by
excluding a small area around the stationary point from the integration interval,
since, within the stationary phase approximation, only a small region around
a stationary point contributes to the result [94, 231, 234]. In practice, however,
one hardly ever computes the integral explicitly. Instead, one typically constructs
either the leading-order approximation, see section 6.2.1, or the uniform approxi-
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mation, see section 6.2.2. We remark that the additional extrema do not contribute
to the leading-order approximation: since the amplitude is proportional to the
determinant, it vanishes at these points. However, these points can still give rise
to contributions of O(h0) or higher through the derivatives of the amplitude,
which we considered in chapter 3.
When we constructed the uniform approximation in section 6.2.2, we did not
take the additional extrema into account. From the above considerations, we
conclude that this is correct, which justifies our use of the result (6.22). However,
in the construction of the uniform approximation we implicitly assumed that the
second derivatives at the extrema have alternating signs. This can be seen from
equation (6.19), where we divide the second derivative of the normal form (6.9)
by the second derivative of the phase function. As we discussed, this assumption
corresponds to the situation x1,cusp < x1 < x1,crit. Since we would also like to use
the uniform approximation for larger values of x1, let us see if there is a way to
smoothly continue the approximation past the point x1,crit.
A key observation is that the sign of det(P ,Pφ)/τφφ does not change when
we pass the point x1,crit, since both the sign of the determinant and the sign
of the second derivative change on the first and third leaf, see figures 6.4(b)–
(d). Therefore, we obtain smooth amplitude functions Di(x) when we replace
|det(P ,Pφ)| by −det(P ,Pφ) in equation (6.19). In this expression, one chooses a
minus sign since the determinant is negative on all leaves for x1,cusp < x1 < x1,crit.
The uniform approximation that results from this replacement is smooth across
the point x1,crit and coincides with our previous approximation in the region
x1,cusp < x1 < x1,crit. From a more theoretical point of view, one can view the
replacement of the absolute value as a way to obtain the correct value of the
Maslov index. This index naturally changes when one makes a transition from
one chart to another, as discussed in section 5.6.4. The uniform approximation for
x1 > x1,crit can then be seen as an implementation of the representation (5.126)
in regular points, as discussed in section 5.6.3.
The uniform approximation that is plotted in figure 6.4(a) was constructed
using the method explained above. We observe that both its amplitude and
its phase smoothly coincide with the WKB approximation for large values of
x1, which indicates that our continuation is correct. Note that this continuation
is only possible because nothing essentially changes at the point x1,crit, in the
sense that there is no physical singularity at this point. The difficulties that we
experience at this point are rather a consequence of the representation (5.146),
just as the additional extrema of the phase function are.
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6.3.4 Comparison with tight-binding calculations
We can assess the quality of our various semiclassical approximations, and of
the uniform approximation in particular, by comparing their outcomes with
numerical results. Using the Kwant package [121], see also section 1.2.6, we
therefore numerically compute the wavefunction within the tight-binding approx-
imation. As we reviewed in section 1.2, we only take nearest-neighbor interactions
between the carbon atoms into account in this approximation. The continuum
Dirac Hamiltonian can be obtained from the tight-binding approximation within
the limit of small k, see also e.g. Ref. [3]. As in section 1.2.6, we construct a
graphene lattice using the lattice vectors aCC(
√
3, 0) and aCC(
√
3, 1)/2, placing
atoms at the positions (0, 0) and (0, 1) within each unit cell. We subsequently set
the nearest-neighbor interaction to t = −3.0 eV, thus creating a honeycomb lattice.
We consider a sample of both large width and large length and fix the potential
on each site. At both ends of this sample, we attach a lead whose width is equal
to the width of the sample. Electrons are injected through one of these leads, and
are collected at the other lead.
In order to probe the effect of different setups, we consider three types of
samples in our numerical calculations. In the first type of sample, the electrons
propagate along the x1-direction of our graphene lattice, which means that the
sample has so-called zigzag edges. In the terminology we used in chapter 4, this
means that θ = 0. The behavior at this type of edges can be captured within a
continuum approximation by requiring the wavefunction on sublattice A to be
zero on one side of the sample and the wavefunction on sublattice B to be zero
on the other side [247]. In reciprocal space, the two cones corresponding to the K
and K ′ valleys are well separated in this case, and one can select modes within
each of the cones. In the second type of sample, the electrons also propagate
along the x1-direction. However, this time, we attach leads to the sample at both
sides, through which electrons can exit. These drain leads effectively reduce
reflections at the edges. In the third type of sample, the electrons propagate
along the x2-direction of our graphene lattice, which means that the sample has
so-called armchair edges. In this case, we have θ = pi/2. This leads to a more
complicated boundary condition, which couples the two valleys [247]. In this
case, the cones become degenerate and we cannot select modes belonging to a
particular valley.
For all of our samples, the incoming wave is an eigenstate of the lead. For the
zigzag sample, we use the mode with the lowest transversal momentum, which
therefore has the largest longitudinal momentum. Because of the zigzag boundary
conditions, there is a small difference between the values of the wavefunction on
the A and B sublattices. On each sublattice, the wavefunction has the form of a
cosine, with its maximum near x2 = 0. Although this means that the transversal
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momentum is not really zero and the initial amplitude is not quite constant in our
numerical calculations, we expect the consequences of these effects to become less
relevant as the sample width increases. In order to make an adequate comparison
between our semiclassical results and our numerical results, we average the latter
over the two sublattices, in the same way as we did in chapter 4. Specifically,
we replace |Ψi|2, the square of the absolute value of the wavefunction on site
i, by |Ψi,av|2 = 12 |Ψi|
2 + 16
∑
|Ψj|
2, where we sum over the three neighboring
sites j. We observe that, in the absence of a mass term, this averaging procedure
does not change the results significantly. Furthermore, we observe that when
we consider an array of sites with a given value of x2, the intensity does not
change significantly when we change the vertical position of this array of sites
by a small amount. Finally, since the semiclassical results are computed using
an initial amplitude of unity, we normalize the numerical wavefunction using
the average of |Ψi|2 over 30 sites that lie on the x1-axis and are located at the
beginning of the sample.
For the second type of sample, where we have drain leads at the sides, we
consider the same incoming mode as for the first type of sample. We observe
that the results are influenced by the Bloch phase, since the intensity along the
x1-axis exhibits fairly large oscillations that disappear when we plot only every
third point. All three lines that can be generated in this way show the same
qualitative behavior, although there are some small differences in values. Note
that we observed similar behavior in chapter 4. We therefore only consider every
third point of the averaged results, and subsequently normalize this subset using
points from the beginning of the sample.
For the third type of sample, which has armchair edges, the Bloch phase is
clearly visible in the wavefunction of the transversal eigenmodes of the lead.
Plotting the three subsets that are obtained by selecting every third site in a plot
of |Ψi|2, we observe that each of these subsets is well described by the absolute
value of a trigonometric function. Giving the trigonometric function that describes
one of these subsets a phase shift of ±pi/3, we obtain the other two subsets. As
incoming mode we choose the mode with the largest longitudinal momentum
among the modes for which each of these subsets has a single maximum. Since
averaging this mode leads to a result that no longer resembles the original
mode, we do not average the wavefunction for this sample. We believe that
this choice is justifiable since, in the absence of a mass, the two components of
the eigenfunction χ0 only differ by a phase factor, see equation (5.46). When
considering the results along the propagation direction, we observe a small
difference between the two sublattices A and B, leading to additional oscillations.
Splitting the results into two sublattices and normalizing them separately, we
obtain results that are roughly identical for a sample width of 2000 aCC, but
clearly differ in peak height for a sample width of 3000 aCC. Finally, going to a
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Figure 6.5: Comparison of the results of tight-binding calculations with the uniform
approximation and the WKB approximation along the x1-axis for E = 200 meV, U0 =
100 meV and L = 35.5 nm. The position of the cusp point is indicated by a vertical,
dashed grey line. (a) Results of tight-binding calculations for a zigzag (ZZ) sample, a
sample with drain leads (DL) and for a sample with armchair edges (AC). All simulated
samples had a width of 2000 aCC = 284 nm and extended from −3250aCC ≈ −462 nm
to 1750aCC ≈ 249 nm along the propagation direction. For the ZZ and DL sample, we
selected the incoming mode within the K ′-valley. (b) Results of tight-binding calculations
for a zigzag sample of width 4000 aCC = 568 nm, with the same length as the sample
considered in (a). We show the result for both the K ′-valley and the K-valley.
neighboring line of sites, which has a different initial wavefunction because of
the Bloch phase, does not essentially change the position of the maximum or its
height after normalizing to the initial value of the wavefunction.
The tight-binding results for the different types of samples are shown in fig-
ure 6.5, in which we plot the wavefunction along the direction of propagation, on
a line that goes through the cusp point. We also plot the uniform approximation
and the WKB approximation. We observe that the results for the armchair sam-
ple match the uniform approximation very well. The results of the zigzag and
drain lead samples compare well to the uniform approximation, but show some
important deviations, which we elucidate in the next paragraphs.
We first observe that all three types of samples show additional oscillations at
larger values of x1, which are especially visible beyond the minimum. Comparing
the zigzag samples in figures 6.5(a) and (b), we observe that the amplitude of
the oscillations decreases when we increase the sample width. Furthermore, the
oscillations are larger for a sample with zigzag edges than for a sample with drain
leads on the sides, through which the electrons can exit. We therefore ascribe
these additional oscillations to reflections from the sides of the sample. This
conclusion is supported by the fact that the oscillations did not change when we
increased the length of one of the zigzag samples. We also observe that the peak
height increases slightly when we increase the width of the sample from 284 nm
to 562 nm. However, the position of the maximum does not change significantly.
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When we further increased the width of the sample to 710 nm, the peak height
only marginally changed, indicating that we do not need to consider samples
with a width larger than 562 nm. For the armchair sample, the position of the
maximum also seemed to be practically independent of the sample width.
Looking at figure 6.5(b), we see that the position of the maximum is different
for the valleys K ′ and K. This is not only true for the zigzag sample, but also for
the sample with drain leads, which exhibits similar peak positions. This indicates
that this effect is probably not caused by the type of boundary conditions at
the edges of the sample. Instead, we believe it to be due to trigonal warping [3,
43, 95], see also section 1.2.3. Within the Dirac approximation, the dispersion
relation (5.45) is rotationally invariant. However, the trigonal warping term, the
second-order term in the expansion of the tight-binding Hamiltonian near the
K and K ′ points, breaks this rotational symmetry, replacing it by a trigonal
symmetry. Trigonal warping most strongly affects samples in which the waves
propagate along the zigzag direction, modifying the longitudinal momenta in
the two valleys in opposite ways. In chapter 4, we saw that trigonal warping
significantly affects the position of the maximum when we consider Veselago
lensing. We found that its influence is not limited to high energies, but plays a
role for low energies as well. Furthermore, we saw that it is dependent on the
sample orientation, being maximal for zigzag samples and minimal for armchair
samples.
We can estimate how strongly our system is affected by trigonal warping by
computing the position of the cusp point for the Hamiltonian including trigonal
warping. For the zigzag sample, this Hamiltonian is symmetric with respect to
py. Hence, the trajectory with φ = 0 still coincides with the x1-axis. Thus, the
cusp point remains on the x1-axis and we can find its position by finding the
root of the Jacobian J = det(Xt,Xφ) on the central trajectory. For the energy
and potential that we consider in this section, we find that the cusp point lies at
x˜1,cusp,K = 0.818 for the K-valley and at x˜1,cusp,K ′ = 1.095 for the K ′-valley. For
the Dirac Hamiltonian, the cusp point lies at x˜1,cusp = 0.951. For L = 35.5 nm,
this translates to x1,cusp,K = 29.0 nm for the K-valley, x1,cusp,K ′ = 38.9 nm for
the K ′-valley and x1,cusp = 33.8 nm for the Dirac Hamiltonian. Although the
actual peaks lie at somewhat larger values of x1, the distances between these
peaks are in very good agreement with the distances between the calculated
cusp points. This confirms our hypothesis that the observed deviation from the
uniform approximation can be ascribed to trigonal warping. By the same logic,
samples in which the waves propagate along the armchair direction should be
less affected by trigonal warping, since this effect does not alter the longitudinal
momentum of the mode with zero transversal momentum. This behavior is
indeed observed in figure 6.5(a). For samples with intermediate orientations, we
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Figure 6.6: Comparison of the intensity ‖Ψ‖2 for E = 200 meV, U0 = 100 meV and
L = 35.5 nm. (a) The intensity ‖Ψ‖2 predicted by the uniform approximation (b) The
intensity ‖ΨK′‖2 for an electron in the K ′-valley, obtained from a tight-binding calculation
for a zigzag sample with a width of 4000 aCC ≈ 568 nm. The length of the sample
corresponds to the length of the samples considered in figure 6.5.
expect a deviation from the uniform approximation that lies between these two
cases, see also chapter 4.
In figure 6.6(a), we show the intensity ‖Ψ‖2 obtained from the uniform approx-
imation, which is the same for both valleys. Remember that we can only compute
the uniform approximation in the region where the Lagrangian manifold has
three leaves, i.e. in the interference region inside the caustic. Figure 6.6(b) shows
the intensity ‖ΨK ′‖2 obtained from tight-binding calculations for a zigzag sample
with a width of 568 nm. We observe that the general agreement between the two
figures is very good. The tight-binding result for the K-valley looks very similar
to the result for the K ′-valley, although the maxima are slightly shifted to the left,
as we already observed in figure 6.5.
6.3.5 Engineering the semiclassical phase
The previous example showed that the uniform approximation successfully
describes focusing of electrons by a Gaussian potential well. While studying
this example, we did not observe any effects that we could specifically connect
to the presence of the semiclassical phase. We observed that the position of
the maximum predicted by the Pearcey approximation is roughly equal to the
position predicted by the uniform approximation and the position observed in the
results of tight-binding calculations. This indicates that the semiclassical phase
did not play a large role in our example, since the position of the maximum
does not depend on the semiclassical phase within the Pearcey approximation.
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The goal of this subsection is to construct an example in which the semiclassical
phase has a substantial influence on the maximum.
In section 5.4, we showed that the semiclassical phase equals the Berry phase
in the absence of a mass term. In particular, we noted that in this case the
semiclassical phase equals half the difference between the initial and final angles
in momentum space [41, 50, 258], i.e. Φsc,α = −α2∆φp. Thus, we could say that
the semiclassical phase is a local quantity in this case, as it only depends on the
point in phase space, instead of on the entire path in momentum space. The effect
of the semiclassical phase is also constrained by the symmetries that we discussed
in section 5.2. When the initial amplitude and the potential are symmetric in x2,
these symmetries dictate that Ψα(x1, x2) = σxΨα(x1,−x2). Thus, ‖Ψα(x1, x2)‖ =
‖Ψα(x1,−x2)‖ and the intensity is symmetric in x2. For a symmetric potential, the
semiclassical phase therefore cannot cause a transveral shift of the maximum, as
this would break the aforementioned symmetry. Furthermore, we have symmetry
between the two valleys, since ‖ΨK(x)‖ = ‖ΨK ′(x)‖.
We can break both of these symmetries by considering a nonzero mass, as
we discussed in section 5.2. When we consider a mass and a potential that
are both symmetric, we obtain two new symmetries, which are however much
less restrictive. They state that ‖Ψα,m(x1, x2)‖ = ‖Ψα,−m(x1,−x2)‖ and that
‖Ψα(x1, x2)‖ = ‖Ψ−α(x1,−x2)‖, meaning that changing valley and reversing the
sign of the mass both lead to a mirror reflection in the x1-axis. In particular, these
symmetries do not exclude a transversal shift of the maximum: the maximum
no longer necessarily lies on the x1-axis. Looking at our expression (5.69) for
the semiclassical phase, we observe that both components ΦB,α and ΦA,α are
nonzero in the presence of a mass term. Furthermore, the Berry phase is no
longer given by the angle in momentum space. Because of these two differences,
the semiclassical phase now depends on the path in phase space, instead of only
on a point. Thus, one may say that it is a nonlocal quantity.
In order to accurately determine the influence of the semiclassical phase, we
would like to compare two situations in which only the semiclassical phase of
the trajectories differs. To be able to do this, we have to construct a specific
combination of the potential U(x) and the mass m(x) which does not alter the
trajectories, but modulates the semiclassical phase. Since a negative potential
bends the trajectories inwards and a mass term bends them outwards, one should
be able to obtain straight trajectories by delicately balancing the two. With such
a “semiclassical phase modulator”, we can spatially decouple the modulation
of the semiclassical phase from the focusing itself. We therefore identify two
different regions: the semiclassical phase is modulated in the first region and
focusing takes place in the second region. In this case, the semiclassical phase
can be written as a sum of two terms: one term coming from the semiclassical
phase modulator and one term coming from the focusing. When the electrons
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are focused by a potential only, i.e. when the mass term vanishes in the focusing
region, this second contribution is simply given by the angle in momentum space.
However, the total semiclassical phase is still a nonlocal quantity in this case,
since the contribution from the modulator is nonlocal in nature.
Let us now consider how we can construct such a semiclassical phase modulator.
We demand that the only difference between the asymptotic solution in this region
and the asymptotic solution for a region without potential and mass lies in the
semiclassical phase. From the discussion in section 5.6, it is clear that this requires
that the Lagrangian manifolds of the two problems coincide. In particular, this
means that that the classical actions for the two problems should be equal. Since
the action equals τ in eikonal coordinates, it also means that the parametrizations
of the two Lagrangian manifolds in eikonal coordinates have to coincide. Looking
at Hamilton’s equations (5.76) in eikonal coordinates, we observe that all of the
above requirements are satisfied when C(x) coincides for both situations. When
we set
U(x) = E−
√
E2 +m2(x), (6.24)
we observe that
C(x) =
1√
(U(x) − E)2 −m2(x)
=
1
E
, (6.25)
which is the same as the value it assumes in the absence of a potential and a mass.
Note that the potential (6.24) is negative, as we already anticipated. It therefore
bends the trajectories inwards, whereas the mass term bends the trajectories
outwards. Together, these two effects lead to trajectories that are straight lines.
Hence, when the potential and mass are related by equation (6.24), we obtain the
same Lagrangian manifold as we obtain when both U(x) and m(x) vanish.
Subsequently, let us consider how we can choose the mass m(x) in such a
way that our modulator has a large effect on the semiclassical phase and thereby
on the focusing. Since we consider particles that come in from the left, the
transversal momentum p2 vanishes in the region where the modulator acts. The
semiclassical phase is therefore proportional to the integral of p1∂(U+m)/∂x2
along the trajectories, see equations (5.109) and (5.49). In particular, we observe
that a mass that is even in x2 leads to a semiclassical phase that is odd in x2.
Such a mass is therefore able to create a large difference in semiclassical phase
between trajectories with positive and negative φ. We remark that, in order to
remain within the regime of applicability of the semiclassical approximation, we
should make sure that m(x) increases and decreases smoothly in the coordinate
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Figure 6.7: The semiclassical phase Φsc,K′ for an electron in the K ′-valley as a function of
φ at time τ∗cusp, i.e. along the wavefront whose projection passes through xcusp. The blue
(solid) line shows the result for focusing by the Gaussian potential well (6.23). The red
(dashed-dotted) line shows the semiclassical phase that is acquired when this potential is
preceded by our semiclassical phase modulator. In this region, the mass m(x) is given by
equation (6.26) and the potential by equation (6.24). This combination does not alter the
classical trajectories, but significantly increases the semiclassical phase.
x1. Taking these requirements into account, we arrive at the following choice for
m(x), in dimensionless units:
m˜(x˜) =
3
8
(
1−
1
cosh
[
5
4 x˜2
]) (tanh [95 (x˜1 − x˜1,b1)]− tanh [95 (x˜1 − x˜1,b2)]) (6.26)
The derivative of this expression with respect to x˜2 is of order unity, which is
large enough to create a sizeable effect, yet small enough to remain within the
semiclassical regime.
Finally, we combine our semiclassical phase modulator with the Gaussian
potential (6.23). As in sections 6.3.3 and 6.3.4, we set E = 200 meV, U0 = 100 meV
and L = 35.5 nm. To make sure that the modification of the semiclassical phase
happens well before the Gaussian potential focuses the trajectories, we choose
x˜1,b1 = x1,b1/L = −10 and x˜1,b2 = −5. To probe the effect of our modulator on
the semiclassical phase, we plot this phase as a function of φ at time τ∗cusp. This
means that we plot the semiclassical phase along the wavefront whose projection
passes through xcusp. Figure 6.7 shows that our modulator leads to a semiclassical
phase that is indeed much larger than in the example discussed in the previous
subsection.
We can subsequently compute the intensity ‖Ψα‖2 for an electron incident
on our setup with the uniform approximation. For an electron in the K ′-valley,
we obtain the result shown in figure 6.8(a). When we compare it to the result
shown in figure 6.6(a), we observe that the intensity maximum is no longer on
the x1-axis. Instead, it occurs at positive x2. Since the wavefunctions in the two
valleys are related by ΨK(x1, x2) = ΨK ′(x1,−x2), the maximum for an electron
in the K-valley occurs at negative x2. Taking a closer look at figure 6.8(a), we
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Figure 6.8: Comparison of the intensity ‖ΨK′‖2 for electrons in the K ′-valley with E =
200 meV. The incoming electrons are focused by the Gaussian potential (6.23) with U0 =
100 meV and L = 35.5 nm. In front of this potential, there is a region in which the mass
is given by equation (6.26) with x˜1,b1 = −10 and x˜1,b2 = −5 and the potential is given
by equation (6.24). (a) Result of the uniform approximation (b) Result of a tight-binding
calculation for a zigzag sample with a width of 4000 aCC ≈ 568 nm.
observe that the uniform approximation diverges near the cusp point. Although
a small divergence is also visible in the results of the previous subsection, where
we only consider a Gaussian potential well, the divergence observed here is much
stronger. Since both situations give rise to the same Lagrangian manifold, the
quantities in the uniform approximation that are derived from it coincide as
well. Indeed, we observe that these quantities are well-behaved as we approach
the cusp point. However, in the setup with the semiclassical phase modulator,
the amplitudes D1 and D2 strongly diverge when we approach the cusp point.
More research is needed to decide whether this is a fundamental limitation of
the method, or rather the result of errors that arise from the various interpolation
procedures that are used to obtain the final result.
We would like to compare the uniform approximation to the result of a tight-
binding calculation. Based on the results discussed in the previous subsection, we
chose to perform these calculations for a zigzag sample. Although an armchair
sample would probably be less affected by trigonal warping, one cannot separate
the two valleys in such a sample, making it impossible to study the deflection of
the focus for the different valleys. Furthermore, the wavefunction for a zigzag
sample does not show the additional oscillations that are present in the wavefunc-
tion for a sample with drain leads. Although this comes at the price of additional
reflections by the sides of the sample, their effect can be reduced by considering a
sufficiently wide sample. In figure 6.8(b), we show the intensity ‖ΨK ′‖2 obtained
from a tight-binding calculation of a zigzag sample with a width of 568 nm. This
figures clearly confirms the lateral shift of the maximum. However, the shape
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of the maximum is slightly different than in the uniform approximation, and
the maximal value somewhat lower. Furthermore, the tight-binding result for
the K-valley is not exactly a mirror version of the result for the K ′-valley. The
latter observation, combined with the observations from the previous subsection,
indicate that these differences probably come from trigonal warping.
Instead of only considering the result of the tight-binding calculation in a
region near the cusp, we can also plot it in a much larger region. The intensity,
shown in figure 6.9(b), shows that the displacement of the focus is not the
only effect of the semiclassical phase modulator. We observe that some focusing
already takes place in the region before the Gaussian potential well. In particular,
we see that, for electrons in the K ′-valley, the intensity ‖Ψ‖2 is larger above the
x1-axis than below it. This is unexpected from the point of view of the WKB
approximation (5.144): the Jacobian (5.86) is the same for all trajectories and there
is no interference between different trajectories since the Lagrangian manifold has
a single leaf. Hence, the WKB approximation cannot entirely capture the behavior
of the observed intensity in this region. We remark that this is acceptable from
a semiclassical point of view, since the dimensionless semiclassical parameter
h = 0.09 is rather large in our problem.
Because the dimensionless semiclassical parameter is fairly large, we could try
to explain the observed effect by modifying the equations of motion. Instead of
computing the equations of motions using the principal symbol L0, we can also
incorporate the subprincipal symbol LW1 into the equations of motion. This leads
to different equations of motion, which were constructed in Refs. [93, 117], see
also Refs. [290, 314, 315]. With the notations that we have used throughout this
chapter and chapter 5, these modified equations of motion are given by
dxj
dt
=
∂L0
∂pj
+ h
∂LW1A
∂pj
+ h
∑
k
(Ωpp)jk
∂L0
∂xk
− h
∑
k
(Ωpx)jk
∂L0
∂pk
,
dpj
dt
= −
∂L0
∂xj
− h
∂LW1A
∂xj
− h
∑
k
(Ωxp)jk
∂L0
∂xk
+ h
∑
k
(Ωxx)jk
∂L0
∂pk
.
(6.27)
The quantities Ωab in this equation are the Berry curvatures [41]. In our case,
these curvatures are two-dimensional matrices, whose elements are purely real.
For the components of Ωxp, we have,
(Ωxp)jk = i
(
∂χ
†
0
∂xj
∂χ0
∂pk
−
∂χ
†
0
∂pk
∂χ0
∂xj
)
. (6.28)
The components of the other Berry curvatures are given by analogous equations.
Comparing these equations of motion with the derivations in section 5.3, we
observe that only LW1A enters the equations of motion directly. The Berry part
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Figure 6.9: (a) Trajectories for an electron in the K ′ valley, computed using the modified
equations of motion (6.27). (b) Result of a tight-binding calculation for a zigzag sample with
a width of 4000 aCC ≈ 568 nm. To produce these figures, we used the same parameters
as in figure 6.8.
LW1B does not enter the equations of motion directly. This makes sense, since this
quantity is not gauge-invariant, see equation (5.43). Because we do not want the
equations of motion to depend on our choice of gauge, LW1B cannot directly enter
the equations of motion. Instead, the Berry contribution enters the equations of
motion through the Berry curvatures. A simple calculation shows that these are
gauge independent, which shows that the modified equations of motion (6.27) are
invariant under the gauge transformation (5.42). In the literature, these modified
equations of motion have been used to explain the experimentally observed
bending of trajectories in graphene on hexagonal boron nitride [116]. Furthermore,
effects on the transport properties [316] and electromagnetic properties [317]
were predicted for Weyl semimetals.
When we numerically integrate the modified equations of motion (6.27) for
an electron in the K ′-valley, we obtain the trajectories shown in figure 6.9(a).
We observe that these modified trajectories capture the additional focusing very
well. Before the Gaussian potential well, the density of trajectories is increased
above the x1-axis and reduced below the x1-axis, in excellent agreement with the
observed intensity ‖ΨK ′‖2, shown in figure 6.9(b). After the Gaussian potential
well, the density of trajectories is larger below the x1-axis, which is also in
agreement with the observed intensity. Our computations show that these effects
mainly come from the terms with LW1A and that the Berry curvature only plays a
minor role in our problem.
For our scattering setup, the modified trajectories for electrons in the K-valley
can be obtained from those in the K ′-valley by a reflection in the x1-axis. This
makes sense when we remember that the wavefunctions in the two valleys are
related by equation (5.7). Thus, the two valleys deflect the electrons in opposite
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directions. In the modified equations of motion (6.27), changing the valley under
consideration corresponds to changing the sign of α. Since both LW1A and the Berry
curvatures are proportional to α, this implies that the terms that are proportional
to h change sign. This subsequently leads to a reflection in the x1-axis. The
modified trajectories for electrons in the K-valley also show very good agreement
with the observed intensity ‖ΨK‖2.
6.4 conclusion and outlook
In this chapter, we have studied how the semiclassical phase influences focusing
by above-barrier scattering for two-dimensional potentials and masses. We first
studied how we can simplify the integral representation for the wavefunction in
the vicinity of singular points, which we obtained in the previous chapter. Our
most important observation was that the Pearcey approximation does not capture
the effect of the semiclassical phase, whereas the uniform approximation does.
We subsequently considered several specific examples of potentials and masses in
graphene. Comparing our semiclassical theory with the results of tight-binding
calculations, we found very good agreement. In particular, we showed that the
semiclassical phase can have a large influence on focusing, affecting both the
position of the central focusing spot and its intensity.
Although the specific combination (6.24) of potential and mass that we consid-
ered in section 6.3.5 may seem somewhat artificial, it provides an important proof
of concept. It shows that the presence of a coordinate-dependent mass can have a
large influence on the focus, even in a very symmetric and idealized setup. In
experiments, a coordinate-dependent mass naturally arises when one considers
graphene on a substrate such as hexagonal boron nitride [76, 77, 82–85], as we
discussed in section 1.2.4. In this case, the potential and mass are likely to be
much less symmetric than in our example. For graphene on hexagonal boron
nitride one can, nevertheless, model the mass using a combination of sines [76].
The shape of this function bears quite some resemblance to the shape of the
function considered in section 6.3.5. Furthermore, the scales in this model are
similar to the ones that we used, since the amplitude of the mass is on the order of
200 meV [77] and its periodicity is about 15 nm [74, 75], depending on the relative
orientation of the graphene and the substrate. We therefore consider it likely that
a large semiclassical phase can also arise in experiments by a similar mechanism.
In particular, our results may be important for precise image reconstruction in a
Dirac fermion microscope [170].
However, a realistic description of graphene on hexagonal boron nitride also
requires the inclusion of a vector potential [82, 83, 85]. This gauge field arises due
to the modification of the hopping parameters by the induced strain [3, 106–109].
An important next step would therefore be to include this vector potential into
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our semiclassical description. We believe that this would not be very difficult, as
it does not require any conceptually new steps, only the modification of various
formulas. Furthermore, some semiclassical results for this case were already
obtained in Refs. [257, 258]. In particular, it was shown [258] that including the
vector potential into the description leads to the modification of the semiclassical
phase. This modification is very important in problems in which the semiclassical
quantization condition enters [25, 48, 115, 258], but will likely also manifest itself
in scattering problems.
In section 6.3.4, we found that the position of the focus is also affected by
trigonal warping, the second-order term in the expansion of graphene’s tight-
binding Hamiltonian. We saw that this influence is already visible at low energies
of about 200 meV. For electrons propagating along the zigzag direction, the
position of the focus obtained from tight-binding calculations lies slightly before
or after the position predicted for the Dirac Hamiltonian, depending on the valley.
For electrons propagating along the armchair direction, the numerically observed
position coincides with the position predicted for Dirac electrons. Based on the
results that we obtained for Veselago lensing in chapter 4, we expect that the
position of the focus will deviate from the Dirac prediction for propagation along
all orientations except for the armchair orientation. The size of this deviation will
be maximal for the zigzag orientation and will smoothly decrease as we rotate
towards the armchair direction. This result shows that one also has to take trigonal
warping into account when one wants to perform precise image reconstruction
for the Dirac fermion microscope [170]. Since the higher-order corrections to the
Dirac Hamiltonian are typically larger for other Dirac materials [137–141], see
also section 1.2.7, we expect these effects to be even stronger in such materials.
It may therefore be interesting to construct an asymptotic solution for the
wavefunction in the presence of trigonal warping. However, in this case, the
classical Hamiltonian depends on both |p| and φp, instead of only on |p|. We
can therefore no longer introduce eikonal coordinates in our problem in the way
that we discussed in section 5.5, and we can also no longer use the new repre-
sentation that we discussed in section 5.6.3 to construct an asymptotic solution.
We could still construct a semiclassical approximation using the conventional
representation, which we briefly discussed in section 5.6.2, together with its
disadvantages. However, there seems to be a more straightforward way, which
relies on two observations. First, the velocity vector Xt remains nonvanishing
when we include the trigonal warping term. Second, in the presence of trigonal
warping we can still use the coordinates t and φ to parametrize our Lagrangian
manifold, even though 〈Xt,Xφ〉 no longer vanishes. Together, these observations
imply that we can construct an asymptotic solution using the new representation
of the canonical operator discussed in Ref. [306], which is an extension of the
new representation from Refs. [234, 278] that we discussed in section 5.6. We
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believe that graphene with trigonal warping would provide an interesting case-
study for the application of this extended new representation. Comparing this
new asymptotic solution to the results of tight-binding calculations, we would
gain additional insight into the importance of trigonal warping in low-energy
scattering in graphene.
Another possible future direction concerns the construction of a semiclassical
approximation based on the trajectories that one obtains from the modified
equations of motion (6.27). In the previous chapter, we constructed a semiclassical
approximation based on the trajectories that we obtained from the classical
Hamiltonian L0, see equation (5.56). However, we saw in section 6.3.5 that this
approximation is not fully able to explain the results of tight-binding calculations
when we consider our semiclassical phase modulator. In particular, it could
not explain the intensity modulations that occur before the Gaussian potential
well. On the other hand, we could qualitatively explain the intensity observed
in tight-binding calculations using the trajectories that we obtained from the
modified equations of motion (6.27). Therefore, we believe that a semiclassical
approximation based on these trajectories would be able to accurately describe
the observed intensity quantitatively. A starting point for the construction of such
a solution can be found in Ref. [93].
A final possible research direction concerns the continuation of the uniform
approximation across the boundary of a singular chart. In section 6.3.3, we
obtained a continuous result by making an ad hoc replacement: we replaced the
absolute value of the Jacobian by minus its value. However, we did not give a
rigorous proof of this continuation. In other words, we did not establish that this
continuation gives rise to the correct Maslov index. A mathematical proof of this
statement would have to take the additional extrema of the action into account
and the way in which they affect the second derivative τφφ.
In conclusion, the results of this chapter and the previous one show that the
semiclassical approximation is a very useful tool to describe electronic optics
in graphene. Specifically, it allows us to construct the wavefunction in regular
points as well as in the vicinity of singular points. This construction especially
highlights the influence of the semiclassical phase on focusing.
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6.a conventional representation of the precanonical operator
In section 6.2.1, we discussed how to obtain the leading-order approximation
to the wavefunction in the vicinity of fold and cusp points. In that section, we
started from the new representation of the precanonical operator corresponding
to singular charts, discussed in section 5.6.3. In this appendix, we show how the
same result can be obtained using the conventional form of the precanonical
operator corresponding to singular charts, discussed in section 5.6.2. These cal-
culations turn out to be more involved than those for the new representation,
where one can use the iteration method [234]. Instead, for the conventional repre-
sentation, we manually calculate the derivatives up to fourth order after a change
of coordinates. These calculations also provide some additional insight into the
connection between the two different representations. We remark that the general
equivalence of the new representation and the conventional representation was
proven in Ref. [234].
The conventional representation of the precanonical operator corresponding
to singular charts is given by equation (5.113). We consider this precanonical
operator on the Lagrangian manifold parametrized by eikonal coordinates, mean-
ing that we replace t by τ in equation (5.113). One can subsequently obtain the
precanonical operator for the original problem using equation (5.116). In order
to simplify our precanonical operator near a singular point, we first perform a
rotation of the coordinate system. Specifically, we consider the velocity vector (in
eikonal coordinates) at the singular point, i.e. X ∗τ = (X ∗1,τ,X ∗2,τ), where the star
indicates that these quantities are to be evaluated at the singular point. We subse-
quently rotate our coordinates in such a way that, in the new coordinate system,
the components of this vector are given by X ∗1,τ > 0 and X ∗2,τ = 0. Looking at the
examples in section 6.3, we observe that this new coordinate system is often very
natural. For instance, when we consider scattering by a Gaussian potential well,
we observe that we do not have to perform a rotation for these conditions to be
satisfied at the cusp point. For the fold points, we need to perform a rotation over
a certain angle, which increases when we move further away from the cusp point.
The rotation that we perform affects the precanonical operator. Suppose that
we are able to construct the precanonical operator in our new coordinate system.
When we label the points in this new coordinate system with a prime, we
can denote this precanonical operator by (KΩi
Λ2(τ,φ)A0)(x
′). This precanonical
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operator is related to the precanonical operator in the original coordinate system
by the relation [94]
(KΩi
Λ2(τ,φ)A0)(x) =
(∣∣∣∣det ∂x ′(x)∂x
∣∣∣∣)1/2 (KΩiΛ2(τ,φ)A0)(x ′(x)). (6.29)
It is apparent from equation (5.108) that this relation holds for precanonical
operators corresponding to regular charts. However, it can also be extended to
those corresponding to singular charts [94, 248]. Since we consider a rotation,
the determinant in equation (6.29) is one in our case. In the remainder of this
appendix, we work in our rotated coordinate system, unless explicitly noted
otherwise. To simplify our notation, we henceforth omit the primes on these
coordinates.
To show that the new representation coincides with the conventional represen-
tation, we would like to change the integration variable in equation (5.113) from
p2 to φ. In order to perform such a change of variables, we have to express τ as a
function of x1 and φ, instead of as a function of x1 and p2. Let us therefore take
a closer look at the equation
x1 = X1(τ,φ). (6.30)
Since X ∗1,τ > 0, this equation has a smooth solution τ = τ(x1,φ) in the vicinity of
a singular point. Taking the total derivative of x1 = X (τ(x1,φ),φ) with respect
to φ, we establish that
0 =
∂X1
∂τ
∂τ
∂φ
+
∂X1
∂φ
, hence
∂τ
∂φ
= −
X1,φ
X1,τ . (6.31)
Subsequently, we compute the total derivative dp2/dφ which we need to perform
the change of variables. Taking the total derivative of p2 = P2(τ(x1,φ),φ) with
respect to φ, we obtain
dp2
dφ
=
∂P2
∂τ
∂τ
∂φ
+
∂P2
∂φ
= −P2,τ
X1,φ
X1,τ +P2,φ =
J
X1,τ , (6.32)
where we have defined
J (τ,φ) = det ∂(X1,P2)
∂(τ,φ)
= X1,τP2,φ −P2,τX1,φ, (6.33)
in analogy with equation (5.112).
To be able to use the conventional representation (5.113) in the vicinity of a
singular point, we have to show that the Jacobian J is nonzero at the singular
point. We now do this explicitly, and at the same time establish some convenient
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properties of our rotated coordinate system. First, we observe that the vectors Xτ
and P are parallel by the Hamiltonian system (5.76). Hence, P∗1 > 0 and P∗2 = 0.
In section 5.5.4, we showed that 〈P∗,P∗φ〉 = 0 and that at the same time both the
vector P∗φ and the vector P∗φ are nonzero. Since inner products are invariant under
a coordinate rotation, these equalities still hold in our new coordinate system.
Taking into account that P∗1 > 0 and P∗2 = 0, the relation 〈P∗,P∗φ〉 = 0 implies
that P∗1,φ = 0. However, since P∗φ 6= 0, the second component of this vector cannot
vanish, i.e., P∗2,φ 6= 0. Since Xφ vanishes at a singular point, we subsequently
find that the Jacobian (6.33) at such a point is given by J ∗ = X ∗1,τP∗2,φ 6= 0. Thus,
the Jacobian J is nonzero at the singular point.
Our next step is to perform the change of variables from p2 to φ in the conven-
tional representation (5.113) of the precanonical operator. Using equation (6.32),
we obtain
(K
Ωsi
Λ2(τ,φ)A0)(x) =
eipi/4√
2pih
e
− ipi2 µΩsi
∫∞
−∞ dφ
∣∣∣∣ J (τ,φ)X1,τ(τ,φ)
∣∣∣∣
× A0(τ,φ)
|J (τ,φ)|1/2 e
i
h
(
S(τ,φ)+P2(τ,φ)[x2−X2(τ,φ)]
)∣∣∣∣
τ=τ(x1,φ)
. (6.34)
We now want to show that this representation gives rise to the same leading-order
approximations as equation (5.125). To this end, we have to show that, at singular
points, both the amplitudes of the integrals and the expansion coefficients of the
phase functions coincide.
Let us start by showing that the amplitudes coincide. First of all, we note that
the Maslov indices in both representations are the same, see section 5.6.4 and
Ref. [234]. Second, we observe that A0(τ,φ) is a function on the Lagrangian
manifold, which implies that it is the same in both representations. Finally, we
consider the determinants. We have∣∣∣∣∣ J
∗
X ∗1,τ
∣∣∣∣∣ 1|J ∗|1/2 =
√
X ∗1,τ|P∗2,φ|
X ∗1,τ
=
√
|P∗||P∗φ|, (6.35)
where the first equality holds because of the properties that we proved in the
previous paragraphs. The last equality is somewhat more intricate. Since we
have P∗1 > 0 and P∗2 = 0, we also have |P∗| = P∗1 . Combining this observation
with Hamilton’s equation X1,τ = CP1/|P | and the fact that C|P | = 1, we obtain
|P∗| = P∗1 = 1/X ∗1,τ. Furthermore, since P∗1,φ = 0, we have |P∗φ| = |P∗2,φ|, which
then implies the last equality in equation (6.35). Hence, taking into account that
〈P∗,P∗φ〉 = 0, we observe that also the determinants of both representations
coincide. Thus, we have shown that the amplitudes of both representations
coincide at a singular point.
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Our final step is to show that the expansion coefficients of the phase functions
of both representations coincide. To this end, we have to show that we obtain the
coefficients (6.2) when we perform a Taylor expansion of the phase function
Φcv = S(τ(x1,φ),φ) +P2(τ(x1,φ),φ) [ x2 −X2(τ(x1,φ),φ) ] (6.36)
with respect to φ and x1 around a singular point. This derivation is fairly
cumbersome and is performed step by step in the next paragraphs.
Let us consider a singular point (τ∗,φ∗) on the Lagrangian manifold. The
point x in configuration space that corresponds to this point is defined by x =
X ∗ = X (τ∗,φ∗). When we consider the inverse function τ(x1,φ), we therefore
have τ∗ = τ(X ∗1 ,φ∗). We start by calculating the simplest coefficient, a0. It can be
found by evaluating Φcv at the point φ∗, setting x = X ∗. Hence,
a0 = S
∗ = τ∗, (6.37)
where the last equality is implied by equation (5.81).
Taking the derivative of equation (6.36) with respect to x1, we find that
∂Φcv
∂x1
=
∂S
∂τ
∂τ
∂x1
+
∂P2
∂τ
∂τ
∂x1
(x2 −X2) −P2 ∂X2
∂τ
∂τ
∂x1
. (6.38)
Specializing to the singular point, taking into account that P∗2 = 0, we subse-
quently find that
b0,1 =
1
X ∗1,τ
= P∗1 . (6.39)
Since P∗2 = 0, we immediately observe that b0,2 = 0. Therefore, b0 = P∗, in
accordance with equation (6.2).
To compute the higher-order coefficients, we have to take derivatives of Φcv
with respect to φ. It is important to note that the (total) derivative with respect to
φ consists of two parts, i.e.
d
dφ
=
∂
∂φ
+
∂τ
∂φ
∂
∂τ
=
∂
∂φ
−
X1,φ
X1,τ
∂
∂τ
, (6.40)
where the last equality follows from equation (6.31). Taking into account that
∂S/∂φ vanishes, we have
dΦcv
dφ
= −
X1,φ
X1,τ
∂S
∂τ
−P2X2,φ+
X1,φ
X1,τ P2X2,τ+
(
P2,φ −
X1,φ
X1,τ P2,τ
)
(x2−X2).
(6.41)
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By virtue of the first equality in equation (5.84), this expression becomes
dΦcv
dφ
= −
X1,φ
X1,τ P1X1,τ −P2X2,φ +
(
P2,φ −
X1,φ
X1,τ P2,τ
)
(x2 −X2). (6.42)
The first two terms of this expression cancel because of the second equality in
equation (5.84), while the third term can be rewritten using our definition (6.33).
We therefore obtain
dΦcv
dφ
=
J
X1,τ (x2 −X2). (6.43)
Note that this equality also holds when we are not at the singular point. Special-
izing to a singular point, we immediately find that a1 = 0. Furthermore, we find
that b1,2 = P∗2,φ. To obtain b1,1, we take the derivative of equation (6.43) with
respect to x1 and subsequently specialize to the singular point. This gives
b1,1 = −
J ∗
X ∗1,τ
X ∗2,τ
X ∗1,τ
= 0. (6.44)
Since P∗1,φ also vanishes, we conclude that b1 = P∗φ, in agreement with equa-
tion (6.2).
To compute a2 and b2, we compute the derivative of equation (6.43). This gives
d2Φcv
dφ2
=
d
dφ
( J
X1,τ
)
(x2 −X2) − JJX 21,τ
, (6.45)
where J = X1,τX2,φ − X1,φX2,τ is the regular Jacobian and we have used
equation (6.40). Since the Jacobian J vanishes at the singular point, equation (6.45)
shows that a2 = 0. Furthermore, we observe that the coefficient b2,2 is given
by the total derivative of J /X1,τ with respect to φ, evaluated at the singular
point. Looking at the prescription (6.40) for the total derivative and realizing
that X ∗1,φ = 0, we conclude that it is sufficient to take the partial derivative with
respect to φ in this expression. We therefore obtain
b2,2 =
1
X ∗1,τ
(X ∗1,τφP∗2,φ +X ∗1,τP∗2,φφ −P∗2,τX ∗1,φφ) −
J ∗
(X ∗1,τ)2
X ∗1,τφ. (6.46)
We first prove that X ∗1,τφ vanishes. By the Hamiltonian system, X1,τ = C2P1,
whence X1,τφ = C2P1,φ + 2C〈∂C/∂X ,Xφ〉P1. Since both P∗1,φ and X ∗φ vanish,
we conclude that X ∗1,τφ vanishes. Since we are only interested in the coefficient
b2 for cusp points, we can also set X ∗φφ to zero. Therefore, we conclude that
b2,2 = P∗2,φφ for a cusp point. To find the coefficient b2,1, we have to take the
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derivative of equation (6.45) with respect to x1 and subsequently specialize to
the singular point. Since terms proportional to (x2 −X2) vanish when we take
this final step, we omit them from the very beginning. We therefore obtain
b2,1 = −
[
d
dφ
( J
X1,τ
)]∗ X ∗2,τ
X ∗1,τ
−
[
∂
∂τ
( J
X 21,τ
)]∗ J ∗
X ∗1,τ
−
J ∗
(X ∗1,τ)3
J ∗τ . (6.47)
It is clear that both the first and the second term in this equation vanish, since
X ∗2,τ = J ∗ = 0. In section 5.5.4, we derived that J ∗τ = (C4)∗J˜ ∗, see equa-
tion (5.107). This equation remains valid in our rotated coordinate system. Since
we also have 1/X ∗1,τ = |P∗|, equation (6.47) becomes
b2,1 = |P |3X ∗1,τP∗2,φ(C∗)4|P∗||P∗φ| = (P∗2,φ)2/P∗1 , (6.48)
where the last equality follows from the equalities P∗1,φ = 0 and C|P | = 1. Taking
the second derivative of the relation C|P | = 1 with respect to φ, we find that
(P∗2,φ)2 = P∗1P∗1,φφ for a cusp point. Therefore, b2,1 = P∗1,φφ and we find that
b2 = P∗φφ for a cusp point, in accordance with equation (6.2).
Subsequently, we compute the coefficient a3. Since we are not interested in
the coefficient b3, we can immediately specialize to the singular point and set
x = X ∗ in these calculations. Taking the derivative of equation (6.45) with respect
to φ and retaining only the nonzero terms, we obtain
a3 =
[
−
d
dφ
( J
X1,τ
)
dX2
dφ
−
J
X 21,τ
dJ
dφ
]∗
=
[
−
d
dφ
( J
X1,τ
)]∗
X ∗2,φ −
X ∗1,τP∗2,φ
(X ∗1,τ)2
X ∗1,τX ∗2,φφ = −P∗2,φX ∗2,φφ.
(6.49)
Since P∗1,φ = 0, we conclude that a3 = −〈P∗φ,X ∗φφ〉. Since the vectors P∗φ and
X ∗φφ are parallel, see section 6.2.1, we can also write |a3| = |P∗φ||X ∗φφ|.
Finally, we compute the coefficient a4 for a cusp point. Since X ∗φφ is zero at
such a point, the derivative (dJ /dφ)∗ also vanishes at a cusp point. Therefore,
when we take the second (total) derivative of equation (6.45) with respect to φ
and specialize to the singular point, the only nonzero term is
a4 = −
J ∗
(X ∗1,τ)2
[
d2J
dφ2
]∗
= −
X ∗1,τP∗2,φ
(X ∗1,τ)2
X ∗1,τX ∗2,φφφ = −P∗2,φX ∗2,φφφ. (6.50)
Hence, a4 = −〈P∗φ,X ∗φφφ〉 for a cusp point, in agreement with equation (6.2).
We can also write |a4| = |P∗φ||X ∗φφφ|, since the vectors P∗φ and X ∗φφφ are parallel,
see section 6.2.1.
In conclusion, we have shown that the expansion coefficients of the phase
function (6.36) coincide with the expansion coefficients (6.2) of the phase function
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of the new representation. Although we used a special coordinate system in this
appendix, all of the coefficients take the form of an inner product. Since inner
products are invariant under coordinate rotations, these coefficients have the
same form in the original coordinate system. Combining all the results from
this appendix, we find that, in the vicinity of singular points, the conventional
representation (5.113) gives rise to the same leading-order approximations as the
new representation (5.125) of the precanonical operator corresponding to singular
charts.

7C O N C L U S I O N
In this thesis, we have studied potential scattering in graphene using the semi-
classical approximation. Specifically, we have developed semiclassical methods to
study the two-dimensional Dirac equation. Using these methods, we have gained
both qualitative and quantitative insight into scattering phenomena. Because the
dimensionless semiclassical parameter is fairly large for realistic experimental
parameters, we often had to use uniform approximations to obtain reliable pre-
dictions. Nevertheless, also the leading-order approximations proved to be very
useful, not in the least because they were much easier to construct.
In chapter 2, we studied tunneling and above-barrier reflection for one-dimen-
sional potential barriers. Using analytic continuation in the complex plane, we
obtained the reflection and transmission coefficients for all relevant scattering
regimes. We saw that total transmission at normal incidence can be understood
as a consequence of the merging of two turning points, either on the real axis or
in the complex plane. For transmission through an n-p-n junction, we needed the
uniform approximation to obtain accurate results for the transmission resonances.
For above-barrier scattering, we needed the uniform approximation to find a
transmission coefficient that exhibits total transmission at normal incidence.
In chapters 3 and 4, we studied Veselago lensing for a sharp potential increase.
We saw that both an initial sublattice polarization and trigonal warping influence
the focusing. For a polarized point source, we observed a sideward shift of the
focus. Using higher-order corrections to the leading-order Pearcey approximation,
we obtained a very accurate formula for the magnitude of this shift. Nevertheless,
we could only reproduce the amplitude of the wavefunction using the uniform
approximation.
For trigonal warping, we saw that the ideal focus, which was predicted for
the Dirac Hamiltonian, generally disappears. We classified the different caustics
that occur in the system and computed the positions of the singular points. We
subsequently obtained accurate results for the position of the intensity maximum
using the leading-order Pearcey approximation. In particular, we showed its
dependence on the electron energy, the lattice orientation and the distance from
the source to the junction. It is important to note that, within the Pearcey approx-
imation, this position only depends on quantities that can be derived from the
classical action. We could therefore find the position of the intensity maximum
without computing the full amplitude of the wavefunction. In contrast, the full
amplitude is required if one wants to construct the uniform approximation.
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We believe that the results from chapters 3 and 4 are important when one
wants to use n-p junctions for electronic optics in graphene. The Dirac fermion
microscope [170], which we discussed in section 1.4.3, is an example of an
instrument for which our results would be important. In Ref. [170], most of the
simulations for this measurement device were performed within the framework
of a billiard model. However, it was also observed that quantum transport
calculations show additional features which arise from quantum interference
and which could be used to extract additional information about the target that
is being scanned. We observed the same effect in chapter 4, where we found
that the transmission curve obtained from tight-binding calculations shows an
additional maximum with respect to the transmission curve obtained from billiard
model simulations, which can be ascribed to interference effects. Initial sublattice
polarization, discussed in chapter 3, provides another example of a quantum
interference effect which could be relevant for the Dirac fermion microscope. On
the other hand, trigonal warping, discussed in chapter 4, is a purely classical
effect. The semiclassical theory that we have developed could help to understand
how both of these phenomena affect the intensity pattern that is observed in the
Dirac fermion microscope.
It would be interesting to study how the results of chapters 3 and 4 have to be
modified when we consider smooth junctions. Although the main conclusions
will most likely remain valid, some additional effects may occur, for instance
due to the reduced tunneling probability. One of these effects is transversal
broadening of the focusing spot, which was predicted for a Gaussian wavepacket
in Ref. [240]. In the tight-binding calculations in chapter 4, we also observed
smearing of the intensity peak in the longitudinal direction for a smooth potential.
We believe that Veselago lensing of massless Dirac fermions by smooth junctions
could be studied analytically by modifying the results from section 1.4, where
we expressed the wavefunction for a polarized point source in terms of two exact
solutions Ψ> and Ψ<. We could probably obtain a reasonable approximation for
the Green’s function for a smooth potential barrier by replacing these solutions
by the asymptotic solutions that we found in chapter 2. Another option could be
to use the exact solutions for a linear potential, as was done in Ref. [240].
Unfortunately, constructing a theory of Veselago lensing for smooth junctions in
the presence of trigonal warping is a far more complicated task. The main reason
for this is that the tunneling problem becomes much more complicated when we
add the trigonal warping correction. Since this correction introduces terms that
are quadratic in the momentum operators, we now obtain a fourth-order scalar
differential equation instead of a second-order. This means that we have to use a
different special function to describe the tunneling behavior. On the other hand,
we saw in our billiard model simulations that we could obtain very good results
by replacing the full transmission coefficient by the transmission coefficient for
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the Dirac equation. Perhaps one could therefore also use that approach in this
problem.
It would also be interesting to study how the results of chapter 2 change when
we consider potentials that are not strictly one-dimensional. Unfortunately, it
is currently not known how to study tunneling for two-dimensional potentials
with the semiclassical approximation. This excludes a semiclassical approach,
unless we consider potentials that are effectively one-dimensional. For instance,
when one considers radially symmetric potentials, one can use the the Langer
substitution [318], see also e.g. Refs. [193, 194], to construct a semiclassical theory.
Using this approximation, one could perhaps also study focusing within smooth,
radially symmetric n-p-n junctions. For sharp circular potentials, this focusing
was discussed in detail in Refs. [185, 187].
In chapters 5 and 6, we studied focusing by above-barrier scattering for two-
dimensional potentials and masses. By carefully studying the properties of the
Lagrangian manifold, we constructed the semiclassical wavefunction in regular
points as well as in the vicinity of singular points. We subsequently placed par-
ticular emphasis on the region near the cusp, where the intensity maximum is
located. In particular, we found that the semiclassical phase can have a large
influence on the position of this intensity maximum. The influence of the semi-
classical phase can especially be large when a mass term is present in the system.
Since this mass term naturally arises for graphene on hexagonal boron nitride,
we believe that the semiclassical phase could also play a role in real graphene
devices, such as the Dirac fermion microscope.
In chapter 6, we also saw that we could qualitatively understand the influence
of the semiclassical phase by incorporating the subprincipal symbol into the equa-
tions of motion. Although we did not derive the modified equations of motion
explicitly, we would like to remark that the theory discussed in chapter 5 naturally
leads to the derivation given in Ref. [93]. In this reference, the authors show how
the projection onto a single scalar eigenmode naturally leads to the modification
of the symplectic form through the introduction of new gauge-invariant variables
in phase space, see also Ref. [290]. This perspective is complementary to the
perspective that is usually taken in theoretical physics, see e.g. Ref. [117], where
the modified equations of motion are derived by considering the motion of a
wavepacket.
When comparing our semiclassical results for above-barrier scattering to the
results of tight-binding calculations, we also observed that trigonal warping has
a noticeable effect on the position of the intensity maximum. Combining this
observation with the results of chapter 4, we conjecture that trigonal warping
plays a significant role in all focusing problems. This is not only important for
graphene, but also for other materials that are described by the two-dimensional
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Dirac equation. Moreover, the higher-order corrections to the Dirac Hamiltonian
are typically much larger for these materials than for graphene.
It is worthwhile to note that we did not consider quantization conditions in
chapters 5 and 6. Unfortunately, it turns out that writing down a quantization
condition for a multicomponent spinor in more than one spatial dimension is
a difficult task, as explained for instance in detail in Ref. [93]. Using such a
quantization condition, one can for example determine the bound states or quasi-
bound states in the system. As we saw in chapter 2, see also e.g. Refs. [48, 50], the
latter determine the positions of the transmission resonances when we consider
resonant tunneling. We remark that the transmission resonances determined in
this way are only accurate when the classically forbidden region is sufficiently
large, which is for instance the case when the mass term is large. Instead, when
the classically forbidden region is small, one also needs to know the phase of the
transmission coefficient to accurately determine the positions of the transmission
resonances, as we saw in chapter 2. Finally, we mention that in Refs. [258, 264]
the Gutzwiller trace formulas were used to obtain the density of states from the
semiclassical Green’s function.
Throughout this thesis, we have only considered single-layer graphene ex-
plicitly. However, most of the results of chapters 2, 3, 5 and 6 were obtained
for the two-dimensional Dirac equation. Therefore, they are also valid for other
systems that are described by the same equation, such as those discussed in
section 1.2.7. The theory from chapter 4 cannot be directly applied to other Dirac
materials, since the trigonal warping correction to the Hamiltonian is only valid
for graphene. However, we believe that the theory could easily be adapted for
the higher-order corrections of other materials.
In chapter 2, we were able to construct a rigorous semiclassical theory for tun-
neling in graphene because we could reduce our system of equations to a linear
second-order differential equation. The Hamiltonians of other two-dimensional
materials typically have a more complicated dependence on the momentum,
which makes it very hard to generalize the theory from this chapter to these mate-
rials. An example of such a material is bilayer graphene, in which the low-energy
charge carriers have a quadratic dispersion, but are at the same time chiral. This
leads to very complicated tunneling behavior, which was discussed in detail in
Ref. [61].
On the other hand, the theory from chapters 5 and 6 can be extended to other
two-dimensional materials with more complicated Hamiltonians, as long as the
dispersion relation of their charge carriers only depends on the length of the
momentum vector. This means that we can, for instance, also treat above-barrier
scattering in bilayer graphene within our formalism. It may also be interesting
to extend the theory from chapters 5 and 6 to Weyl semimetals. Because these
materials are three-dimensional, the theory of Lagrangian singularities [228]
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states that new types of caustics can arise when we consider scattering. Besides
the swallowtail catastrophe A5, which we briefly mentioned in chapter 4, we
can encounter the hyperbolic umbilic catastrophe D+4 and the elliptic umbilic
catastrophe D−4 . The latter two singularities have corank two, which means that
the wavefunction for points in their vicinity has to be expressed in terms of a
double integral.
In this thesis, we have, in summary, presented a variety of semiclassical meth-
ods that can be used to systematically study scattering problems for matrix
Hamiltonians. While some of these methods are mainly applicable to graphene,
other ones can be used to study a much wider class of materials. We hope that
this thesis provides a useful introduction into these semiclassical methods and
gives a good overview of the difficulties involved when dealing with matrix
Hamiltonians.
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P O P U L A R S U M M A RY
In this thesis, we investigate the electronic properties of the material graphene.
Like diamond and graphite, graphene only consists of carbon atoms. In diamond,
these carbon atoms are arranged in a three-dimensional lattice, which causes
diamond to be very hard. Graphite, on the other hand, consists of stacked layers,
each of which has a thickness of one carbon atom. When we examine one of
these layers, we see that the carbon atoms are arranged in a honeycomb lattice.
Because the attractive force between the layers is weak, they easily slide off each
other. Since the inside of a pencil consists of graphite, we use this property every
time that we write with a pencil. A single layer of graphite is called graphene.
Although you could say that everyone who regularly writes with a pencil
has probably, at some point, produced a piece of graphene, graphene was only
produced in a controlled way in 2004. Researchers used scotch tape to make
a piece of graphite thinner and thinner, until there were only a few layers left.
After that, they used a microscope to search for areas in which the material had a
thickness of only a single layer. In this way they obtained graphene samples of
very high quality, which were very suitable for experiments. Because graphene is a
two-dimensional crystal, it can for instance be used to study the (thermodynamic)
properties of membranes.
In this thesis, we take a closer look at the electronic properties of graphene. The
electronic properties of a material are determined by the behavior of the particles
that transport the electric charge, called electrons. Soon after the discovery of
graphene, researchers showed that these electrons behave differently in graphene
than in most other materials. Consequently, the electronic properties of graphene
differ strongly from those of most semiconductors, like silicon.
One of the most peculiar properties of graphene is that its electrons are almost
unstoppable. Specifically, when we try to stop the electrons by creating a barrier
by means of an electric potential, then they are not bothered by it. Instead
of being reflected by the barrier, they move right through it. This has large
consequences for potential applications and means, for example, that we cannot
use the architecture of conventional transistors to create a transistor out of
graphene.
We cannot describe this peculiar behavior of the electrons using classical
mechanics. Within classical mechanics, objects are essentially described as billiard
balls. When no force is exerted on an object, it moves with a constant velocity in
a straight line. As soon as a force is exerted on an object, its velocity changes and
the object is for instance speeded up, slowed down or deflected. In particular,
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objects are reflected by a barrier, such as a wall. Classical mechanics describes
the behavior of objects that we can observe with the naked eye, and which are
typically larger than a few millimeters. Hence we cannot use classical mechanics
to describe the behavior of electrons, which are much smaller and which cannot
be observed with the naked eye.
In order to describe the behavior of these electrons, we have to use quantum
mechanics. According to this theory, small particles also have the properties of
waves. This implies that all kinds of new effects can occur, which are related to this
wave character. When we, for instance, focus a bundle of electrons, interference
occurs: there are regions with a higher intensity where the waves amplify each
other and regions with a lower intensity where the waves (partially) cancel each
other. The smaller the length scales we examine, the stronger this wave character
manifests itself. As we just concluded, the wave character does not play a role for
objects that we can observe with the naked eye. However, it is very important to
understand the peculiar behavior of the electrons in graphene.
In this thesis, we study in detail how electrons in graphene are scattered
by electric potentials. The starting point of our description is the quantum
mechanical equation that describes the motion of the electrons. Unfortunately, we
can only solve this equation exactly for a few specific potentials. In most cases,
we therefore have to make use of suitable approximation schemes.
In this thesis, we make use of a specific approximation, the so-called semi-
classical approximation. The main idea of this method is to take the classical
behavior of the electrons as our starting point. On top of that, we subsequently
build a description in terms of waves. In this way, we construct an approximation
to the exact solution. Of course, we cannot use this approximation when the
wave character of the particles is dominant. The semiclassical approximation
works best when the particles already exhibit wave-like properties, but when
the classical trajectories still give a lot of information about the motion, that is,
when we are on the border between quantum mechanics and classical mechanics.
It turns out that many experiments in graphene are performed in this regime.
However, because the electrons behave differently in graphene than in other mate-
rials, we cannot apply the semiclassical approximation in its regular formulation.
Therefore, a large part of this thesis is devoted to studying the building blocks of
this approximation, and to investigating how we can apply this approximation to
graphene.
In chapter 2, we examine how electrons behave when we try to stop them by
creating a barrier by means of an electric potential. As we said before, electrons
are not bothered by the presence of this barrier when they are normally incident
on it. This phenomenon, where the electrons move straight through the barrier, is
called Klein tunneling. When the electrons are incident on the barrier under a
certain angle, some of the electrons are transmitted, whereas others are reflected.
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It turns out that the probability to be transmitted strongly depends on the angle
under which the electron is incident on the barrier. We can express this in terms
of a probability distribution, which depends on the exact shape of the barrier. In
chapter 2, we use the semiclassical approximation to derive a formula with which
we can compute this probability distribution for a given shape of the barrier.
In the other chapters of this thesis, we study different ways to focus electrons
in graphene. Just as we can focus light rays with a magnifying glass or with
another type of lens, we can focus electrons in graphene by applying electric
potentials. Since these electrons behave as waves according to quantum mechanics,
interference occurs in this process: regions with higher and lower intensities arise
because the waves amplify and cancel each other. Nevertheless, we can gain a
good conceptual understanding of the focusing of electrons by looking at the
trajectories that these electrons follow according to classical mechanics. These
classical trajectories are comparable to the light rays that we use to describe
how light is focused by a lens. We subsequently use these classical trajectories to
construct a description in terms of waves, by which we gain more insight into
the effects of interference.
In chapters 3 and 4, we examine a special type of lens, a so-called Veselago lens.
We explain how we can focus electrons by means of a sudden transition from one
value of the electric potential to another. The electrons are refracted by this sudden
transition, in the same way as light rays are refracted in a material with a negative
refractive index. In chapter 3, we study whether we can accurately describe this
process using the semiclassical approximation. Thereafter, we investigate how the
peculiar behavior of the electrons in graphene affects the quantum mechanical
interference.
In chapter 4, we add a new term to our quantum mechanical equation of
motion and study how this affects the focusing of the electrons. We explain that
this term mainly affects the classical trajectories of the electrons. Because of this,
the position of the focus changes. We use computer simulations to show that this
has important consequences for experiments. After that, we use the semiclassical
approximation to compute in which point the electrons are focused.
In chapters 5 and 6, we discuss another way of focusing electrons. Instead of
using a one-dimensional potential barrier, we use a two-dimensional potential
well. Because electrons that move over this well are deflected, a parallel bundle
of electrons is focused in a point behind the well. To precisely compute in which
point the electrons are focused, we have to use a combination of semiclassical
techniques. In chapter 5, we carefully explain these techniques step by step. We
pay particular attention to the way in which the peculiar nature of the electrons
in graphene affects our description. In chapter 6, we subsequently compare our
predictions with numerical calculations.
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In this thesis, we thus carefully study how electrons in graphene are scattered
by electric potentials. Although this research is quite fundamental in nature, our
results are certainly more widely applicable. Recently, there has for instance been
a proposal to use graphene to construct a two-dimensional analog of a scanning
electron microscope. Our results could help to improve the accuracy of such a
microscope. Moreover, many of our results are not only valid for graphene, but
also for other materials in which the electrons are governed by the same equation
of motion. Finally, many new two-dimensional materials have been discovered
over the last years. Although most of our results are not directly applicable to
these materials, this thesis can hopefully provide more insight in how we can
study the electronic properties of these materials and the difficulties that are
involved.
P O P U L A I R E S A M E N VAT T I N G
In dit proefschrift onderzoeken we de elektronische eigenschappen van het mate-
riaal grafeen. Net als diamant en grafiet bestaat grafeen enkel uit koolstofatomen.
In diamant zijn deze koolstofatomen gerangschikt in een driedimensionaal roos-
ter, wat ervoor zorgt dat diamant heel hard is. Grafiet bestaat daarentegen uit
opeengestapelde lagen van één koolstofatoom dik. Als we één zo’n laag bekijken,
dan zien we dat de koolstofatomen een honingraatstructuur vormen. Omdat de
aantrekkingskracht tussen de lagen zwak is, schuiven ze gemakkelijk van elkaar
af. Aangezien de binnenkant van een potlood uit grafiet bestaat, gebruiken we
deze eigenschap elke keer dat we met een potlood schrijven. Een enkele laag
grafiet noemen we grafeen.
Hoewel je zou kunnen zeggen dat iedereen die regelmatig met een potlood
schrijft waarschijnlijk ooit grafeen heeft gemaakt, werd grafeen pas in 2004 voor
het eerst op een gecontroleerde manier geproduceerd. Dit deden de onderzoekers
door met plakband grafiet steeds dunner te maken, net zolang tot er nog maar
een paar lagen overbleven. Vervolgens zochten zij met een microscoop naar
gebieden waarin het materiaal nog maar één enkele laag dik was. Op deze
manier verkregen zij stukjes grafeen van zeer hoge kwaliteit, die heel geschikt
waren voor experimenten. Omdat grafeen een tweedimensionaal kristal is, kan
het bijvoorbeeld worden gebruikt om de (thermodynamische) eigenschappen van
membranen te bestuderen.
In dit proefschrift gaan we dieper in op de elektronische eigenschappen van
grafeen. De elektronische eigenschappen van een materiaal worden bepaald door
het gedrag van de deeltjes die elektrische lading vervoeren, elektronen genaamd.
Al snel na de ontdekking van grafeen bleek dat deze elektronen zich in grafeen
heel anders gedragen dan in de meeste materialen. Als gevolg hiervan heeft
grafeen heel andere elektronische eigenschappen dan de meeste halfgeleiders,
zoals silicium.
Een van de bijzondere eigenschappen van grafeen is dat de elektronen bijna
niet te stoppen zijn. Wanneer we namelijk proberen om de elektronen tegen te
houden door een barrière te creëren met behulp van een elektrische potentiaal,
dan trekken ze zich daar niets van aan. In plaats van weerkaatst te worden
door de barrière, bewegen ze er dwars doorheen. Dit heeft grote gevolgen voor
mogelijke toepassingen, en betekent bijvoorbeeld dat we de architectuur van
conventionele transistoren niet kunnen gebruiken om een transistor van grafeen
te maken.
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Dit bijzondere gedrag van de elektronen kunnen we niet goed beschrijven
met behulp van de klassieke mechanica. In de klassieke mechanica worden
objecten namelijk beschreven als een soort biljartballen. Als er geen kracht op een
voorwerp wordt uitgeoefend, beweegt het met constante snelheid in een rechte
lijn. Zodra er wel een kracht op een voorwerp wordt uitgeoefend, verandert de
snelheid en wordt het voorwerp bijvoorbeeld versneld, vertraagd, of afgebogen.
Wanneer voorwerpen tegen een barrière, zoals een muur, aankomen, worden ze
weerkaatst. De klassieke mechanica beschrijft het gedrag van objecten die we
kunnen waarnemen met ons menselijk oog, en die typisch groter zijn dan enkele
millimeters. Het gedrag van elektronen, die veel kleiner zijn en die we niet met
het menselijk oog kunnen waarnemen, kunnen we dus niet beschrijven met de
klassieke mechanica.
Om het gedrag van deze elektronen goed te kunnen beschrijven hebben we de
kwantummechanica nodig. Volgens deze theorie hebben kleine deeltjes ook de
eigenschappen van golven. Dit betekent dat er allerlei nieuwe effecten kunnen
optreden die met dit golfkarakter te maken hebben. Wanneer we een bundel
elektronen focusseren treedt er bijvoorbeeld interferentie op: er ontstaan plekken
met een hogere intensiteit waar de golven elkaar versterken en plekken met een
lagere intensiteit waar de golven elkaar uitdoven. Hoe kleiner de lengteschalen
zijn die we bekijken, hoe sterker dit golfkarakter aan het licht komt. Zoals we
net hebben geconcludeerd, speelt het golfkarakter geen rol voor objecten die we
met het menselijk oog kunnen waarnemen. Het is echter heel belangrijk om het
bijzondere gedrag van de elektronen in grafeen goed te kunnen begrijpen.
In dit proefschrift bestuderen we in detail hoe elektronen in grafeen verstrooid
worden door elektrische potentialen. Het startpunt van onze beschrijving is de
kwantummechanische vergelijking die de beweging van de elektronen beschrijft.
Helaas kunnen we deze vergelijking maar voor een paar specifieke potentialen
exact oplossen. In de meeste gevallen moeten we daarom gebruik maken van
benaderingsmethoden.
We maken in dit proefschrift gebruik van een specifieke benaderingsmethode,
de zogenaamde semi-klassieke benadering. De kern van deze methode is dat we
het klassieke gedrag van de elektronen als uitgangspunt nemen. Daar bovenop
bouwen we vervolgens een beschrijving in termen van golven. Op die manier
construeren we een benadering van de exacte oplossing. Natuurlijk kunnen
we deze benadering niet gebruiken wanneer het golfkarakter van de deeltjes
dominant is. De semi-klassieke methode werkt het beste wanneer de deeltjes al
wel golfeigenschappen hebben, maar de klassieke paden toch nog veel informatie
geven over de beweging, wanneer we ons dus als het ware in het grensgebied
tussen de kwantummechanica en de klassieke mechanica bevinden. Het blijkt dat
veel experimenten in grafeen zich precies in dit grensgebied afspelen. Maar omdat
de elektronen in grafeen zich anders gedragen dan in andere materialen kunnen
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we de semi-klassieke benadering niet zomaar toepassen. Een groot gedeelte van
dit proefschrift bestaat daarom uit het bestuderen van de bouwstenen van deze
benadering en het onderzoeken hoe we deze benadering kunnen toepassen op
grafeen.
In hoofdstuk 2 bekijken we hoe elektronen zich gedragen wanneer we ze
proberen tegen te houden door een barrière te creëren met behulp van een
elektrische potentiaal. Zoals we al eerder vermeldden, trekken de elektronen zich
niets aan van de barrière wanneer ze er loodrecht op afkomen. Dit fenomeen,
waarbij de elektronen dwars door de barrière heen gaan, wordt Klein tunneling
genoemd. Wanneer de elektronen onder een hoek op de barrière afkomen worden
sommige elektronen doorgelaten en andere teruggekaatst. Het blijkt dat de kans
om doorgelaten te worden sterk afhangt van de hoek waaronder het elektron
op de barrière afkomt. We kunnen dit uitdrukken in een kansverdeling, die
afhangt van de precieze vorm van de barrière. In hoofdstuk 2 gebruiken we
de semi-klassieke benadering om een formule op te stellen waarmee we deze
kansverdeling kunnen uitrekenen voor een gegeven vorm van de barrière.
In de andere hoofdstukken van dit proefschrift bestuderen we verschillende
manieren waarop we elektronen in grafeen kunnen focusseren. Net zoals we licht-
stralen kunnen focusseren met een vergrootglas of met een andere lens, kunnen
we elektronen in grafeen focusseren door elektrische potentialen aan te leggen.
Omdat deze elektronen zich volgens de kwantummechanica gedragen als golven,
treedt hierbij ook interferentie op: er ontstaan gebieden met hogere en lagere
intensiteit doordat de golven elkaar versterken of juist uitdoven. Desalniettemin
kunnen we het focusseren van elektronen conceptueel heel goed begrijpen door
te kijken naar de paden die deze elektronen volgens de klassieke mechanica
afleggen. Deze klassieke paden zijn vergelijkbaar met de lichtstralen die we ge-
bruiken om te beschrijven hoe licht wordt gefocusseerd door een lens. Vervolgens
gebruiken we de klassieke paden om een beschrijving in termen van golven te
construeren, waarmee we meer inzicht krijgen in de effecten van interferentie.
In hoofdstuk 3 en 4 bekijken we een bijzonder soort lens, een zogeheten
Veselago lens. We leggen uit hoe we elektronen kunnen focusseren door middel
van een plotselinge overgang van een waarde van de elektrische potentiaal naar
een andere. Door deze plotselinge overgang worden de elektronen afgebogen,
op dezelfde manier als lichtstralen worden afgebogen in een materiaal met
een negatieve brekingsindex. In hoofdstuk 3 onderzoeken we of we dit proces
nauwkeurig kunnen beschrijven met behulp van de semi-klassieke benadering.
Vervolgens bestuderen we hoe het bijzondere gedrag van de elektronen in grafeen
de kwantummechanische interferentie beïnvloedt.
In hoofdstuk 4 voegen we een nieuwe term toe aan onze kwantummechani-
sche bewegingsvergelijking en onderzoeken we welke invloed dit heeft op het
focusseren van de elektronen. We leggen uit dat deze term vooral invloed heeft
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op de klassieke paden van de elektronen. Hierdoor verandert de positie van de
focus. Met computersimulaties tonen we aan dat dit belangrijke gevolgen heeft
voor experimenten. Vervolgens gebruiken we de semi-klassieke benadering om
te berekenen in welk punt de elektronen gefocusseerd worden.
In hoofdstuk 5 en 6 bekijken we een andere manier om elektronen te focusseren.
In plaats van gebruik te maken van een eendimensionale potentiaalbarrière, ma-
ken we hier gebruik van een tweedimensionale potentiaalput. Omdat elektronen
die over deze put heen bewegen worden afgebogen, wordt een parallelle bundel
elektronen gefocusseerd in een punt achter de put. Om uit te rekenen in welk
punt de elektronen precies gefocusseerd worden voor een gegeven vorm van de
potentiaalput, hebben we een combinatie van semi-klassieke technieken nodig. In
hoofdstuk 5 leggen we deze technieken stap voor stap uit. We besteden daarbij
extra aandacht aan de manier waarop de bijzondere aard van de elektronen
in grafeen deze beschrijving beïnvloedt. In hoofdstuk 6 vergelijken we onze
voorspellingen vervolgens met computerberekeningen.
In dit proefschrift onderzoeken we dus nauwgezet hoe elektronen in grafeen
verstrooid worden door elektrische potentialen. Hoewel dit onderzoek vrij fun-
damenteel van aard is, zijn onze resultaten wel degelijk breder toepasbaar. Zo
is recentelijk voorgesteld om met behulp van grafeen een tweedimensionaal
equivalent van een rasterelektronenmicroscoop te bouwen. Onze resultaten zou-
den kunnen helpen om de nauwkeurigheid van een dergelijke microscoop te
vergroten. Daarnaast zijn veel van onze resultaten niet alleen geldig voor grafeen,
maar ook voor andere materialen waarin de elektronen dezelfde bewegingsverge-
lijking volgen. Tot slot zijn er in de laatste jaren veel nieuwe tweedimensionale
materialen ontdekt. Hoewel de meeste van onze resultaten niet direct toepasbaar
zijn op deze materialen, kan dit proefschrift hopelijk inzicht geven in hoe we de
elektronische eigenschappen van deze materialen kunnen bestuderen en welke
moeilijkheden daarbij een rol spelen.
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