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The importance of Lkx derives not only from its accuracy (in this respect
it is the optimal combination of f(x), f(x +t h)) but also from its stability. To test for stability one applies the difference operator to exponentials: Lkxeitxv = (I + irA sin th + r A2(1 -cos th)) etxv = Gx(th)eitxv.
Then stability requires that these amplification matrices G have uniformly bounded powers:
j(Gtx(th) The accuracy is unchanged, and now stability follows from (10) 2r2Xj(A2 + B2) < 1.
Again the scheme is not optimally stable; (9) is not sufficient for stability, though (10) may be more than sufficient. Burstein's preliminary verdict was that the improved stability of Sk(2) did not compensate for its increased complexity.
A third scheme, recommended very recently by Crowley [7] , may be written as As in the linear case, the product S will be strongly stable (on linearization) whenever the factors M and N are. And as before, the single operator Mk(t + k/2) can be substituted for the pair made up of Mk/2(t + k/2) at the end of one step and Mk/2(t + k) at the beginning of the next.
We shall discuss one specific application, to time-dependent inviscid flow in two dimensions, in more detail. The equations representing conservation of mass, the two momenta, and energy can be written in the divergence-free form ( We assume for the present that Sk is stable and that all relationships h = h(k) between mesh widths are fixed. In the hyperbolic problems discussed above, this means that r = k/h is fixed. We regard one difference scheme as better than another if, with an equal number of arithmetical operations, it yields a closer approximation to u. The analysis will be asymptotic, in that we assume smooth solutions and estimate the error by computing the leading term kV4(t) in its asymptotic expansion This function q measures the accuracy of the scheme. We have now to take into account the computing time Tk(t) required to achieve this accuracy, using the step k between the initial time t = 0 and the time t. For many schemes, T will be simply the product of the number of steps, t/k, and the computing time per step, say Tk . In an ordinary difference scheme, Tk is essentially a constant u-, which can be estimated either by faithfully counting all arithmetical operations, or, especially in the extension to nonlinear problems Ut say, in appropriate units. This determines k, and substituting into k04(t), we see that the normalized error is then
12)
Ut
E(t) = (_Vrdt) PI(l+dal)(t)t
Notice that E is independent of 1k. This is an essential property, because although we have spoken freely about the time step k6, it has been left undefined. In fact, it has no intrinsic definition; what constitutes a time step is simply a matter of convention. In many schemes with fractional steps (Runge-Kutta and alternating direction methods are typical) the appropriate convention is by no means obvious. The same is true for the schemes discussed in this paper; in Richtmyer's two-stage definition (13) 
E(t) = (at)PC tP+1
The constant C is discussed by Henrici, and cr is computed from the number of steps in the method, the number of applications of corrector formulas, and so forth. Our conclusion in this context is simply that the constant a-C furnishes a basis for the comparison of such schemes. The problem is less straightforward for difference analogues of the system Ut = Aux , since there is a parameter r to be chosen. Because the dimensions are correct, we may normalize V = 1, t = 1, and consider only the remaining coefficient c = o-(rA -r3A3)/6r2. If A were scalar, we could choose rA = 1, and the accuracy would be perfect: U u. In the matrix case, suppose A has been diagonalized and normalized, say by 11 A 11 = 1. Then the above coefficient c is a maximum at an eigenvalue for which 3r2X2 = 
