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Abréviation
ALS : Airborne laser Scanning.
BIM : Building Information Modeling/Model.
CAO : Conception Assistée par Ordinateur.
DTM : Digital Terrain Model.
ITE : Isolation Thermique par l’Extérieur.
LADAR : laser Detection and Ranging.
LASER : Light Amplification by Stimulated Emission of Radiation.
LIDAR : LIght Detection and Ranging.
MIT : Module d’Isolation Thermique.
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Notation
p : scalaire.
p : vecteur.
P : Matrice.
P : Ensemble de points.
P : critère d’évaluation / Fonction coût .
||p|| : Norme 2 d’un vecteur.
pT , PT : Transposé d’un vecteur, matrice.
|P| : Cardinal.
< v1,v2 > : Produit scalaire.
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Introduction
Contexte
Depuis plusieurs décennies, la croissance du niveau de vie et le développement des
infrastructures dans de nombreuses parties du monde induisent une compétition pour
l’accès aux matières premières et notamment aux ressources énergétiques fossiles, qui
sont actuellement la principale source d’énergie utilisée par l’Homme. Cette compétition
participe, avec des tensions géopolitiques, à une augmentation de leur coût et à une
incertitude sur la disponibilité d’énergie fossile abondante dans les décennies à venir. Alors
qu’une part importante des bâtiments existants a été conçue avec l’idée d’une énergie
indéfiniment peu chère, on constate un développement fort de la précarité énergétique des
particuliers, et plus généralement, des marges de manoeuvres financières réduites pour de
nombreuses structures en raison de frais énergétiques importants.
Outre la consommation énergétique, le fonctionnement des bâtiments induit une part
majeure des émissions de gaz à effet de serre (GAS) en France. Aussi, amener le parc
de bâtiments à un niveau de performance bien plus élevé est l’un des moyens les plus
efficaces de réduire ces émissions. Dans cette optique, la loi Grenelle 1 prévoit deux mesures
pour réduire la consommation sur les bâtiments neufs. La première consiste à limiter la
consommation énergétique à 50 kwh/m2/an en fin 2012. La seconde vise la construction
de bâtiments à énergie positive à l’horizon de l’année 2020. Or, le parc immobilier s’accroit
sans se renouveler [Fal13] comme en témoigne son taux de reconstruction 1 qui ne dépasse
pas 1.1% par an et le taux de renouvellement 2 qui ne dépasse pas 0.07%. Ainsi, la seule
limitation de la consommation énergétique pour les bâtiments neufs s’avère insuffisante
pour atteindre les objectifs fixés pour 2050 lors des accords de Kyoto de 1997 puisqu’à cette
date le parc immobilier sera composé d’environ deux tiers de bâtiments datant d’avant
l’an 2000. Devant cet impératif, un objectif de rénovation de 500.000 logement/an a été
fixé [Gou].
Dans ce contexte, de nombreux spécialistes de la performance énergétique mettent
en garde contre des rénovations partielles sans planification de la performance visée une
décennie plus tard car elles conduisent souvent à un coût de rénovation majoré. Ainsi,
il est préférable d’intervenir si possible de façon définitive sur un élément du bâtiment,
afin de ne pas viser une semi-performance qui imposerait de réitérer ces travaux moins
1. Le taux de reconstruction représente le ratio du nombre de bâtiments neufs sur le nombre de
bâtiments existants
2. Le taux de renouvellement représente le ratio du nombre de bâtiments démolis sur le nombre de
bâtiment existants
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Figure 1 – Processus de réhabilitation par modules ossatures bois rapportées [Woo08].
de vingt ans après. Les solutions techniques d’isolation utilisant des Modules Ossatures
Bois (MOB) rapportées sont employées de plus en plus fréquemment car elles impliquent
généralement une augmentation de l’isolation des murs accompagnée d’un changement
des menuiseries et de la ventilation. Elles passent souvent par un démontage des parois
préexistantes pour les remplacer ou ajouter des nouveaux volumes dans le prolongement
du bâtiment existant. Cette solution, illustrée par la figure 1, se compose de trois phases
principales.
– Acquisition de la géométrie du bâtiment. Cette phase est généralement conduite
par un géomètre expert. Elle consiste à prendre les dimensions réelles du bâtiment
à l’aide d’une station totale, par photogrammétrie ou par scanner laser terrestre
(SLT). Les données produites par ces instruments de mesure sont utilisées pour pro-
duire un modèle CAO tel que construit du bâtiment ; cette étape de reconstruction
est essentiellement manuelle.
– Conception des modules d’isolation en se fondant sur le modèle CAO tel que construit
du bâtiment. Les constructeurs procèdent au dimensionnement des modules d’isola-
tion, au choix du système de fixation et à leur positionnement, en prenant en compte
les spécificités, tant géométriques que structurelles, du bâtiment.
– Montage des modules. Les modules mis au point sont montés sur les parois ou la
structure du bâtiment. Généralement les constructeurs acceptent une marge d’erreur
de l’ordre du centimètre entre la conception et la réalisation des modules.
Ce mode d’isolation s’avère efficace. Cependant sa généralisation se heurte à des diffi-
cultés relatives au dimensionnement et à la fixation des modules sur la façade du bâtiment.
Les causes principales de ces difficultés sont liées d’une part à l’indisponibilité de passe-
relles logicielles entre entre les outils des différents intervenants de la conception : géo-
mètres, architectes, bureaux d’études structure, fluides, incendies. Des outils de conversion
ou des formats standardisés (notamment IFC) sont disponibles, mais ne sont pas ou peu
utilisés. D’autre part, les technologies de mesure de types station totale ou photogrammé-
trie s’avèrent insuffisantes en termes d’information sur la surface pour la première et en
terme de précision pour la seconde (voir figure (2). Les scanners laser terrestres (SLT)
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représentent un compromis entre les deux méthodes d’acquisition précédemment citées.
Ils délivrent un nuage de points discrétisant la géométrie des façades du bâtiments avec
une précision de l’ordre du millimètre. Ils permettent, en outre, de mettre en évidence ses
singularités géométriques telles que les défauts de planéité et/ou de rectitude. Cependant,
cette technologie est encore peu utilisée car le processus de reconstruction d’un modèle
CAO à partir du nuage de points reste manuel, long et fastidieux. Il nécessite entre 5 à 6
jours de modélisation par une seule personne qualifiée.
Figure 2 – Comparaison de méthodes d’acquisition de bâtiment pour réhabilitation
thermique par l’extérieur, effectuée dans le cadre du projet Européen [Woo08]
L’objectif de ce travail de thèse est de lever les freins limitant l’utilisation de la tech-
nologie des SLT par les entreprises de construction et de rénovation en proposant une
méthode de reconstruction automatique du modèle CAO de bâtiments à partir de nuages
de points. Ces travaux ont été menés dans le cadre d’une thèse CIFRE en partenariat
entre le Centre Régional d’Innovation et de Transferts Technologiques des industries du
Bois (CRITTBois) et le Centre de Recherche en Automatique de Nancy (CRAN). Le
CRITTBois est un centre de ressources pour les entreprises de la filière bois, installé de-
puis 1986 sur le campus de l’Ecole Nationale Supérieure des Technologies et Industries du
Bois (ENSTIB) à Epinal. A ce titre, une grande partie de ce travail a été orientée vers la
rénovation énergétique de bâtiments par structures bois rapportées. Cependant, les tech-
niques développées sont suffisamment générales par être appliquées à d’autres techniques
de rénovation et d’isolation de bâtiments.
Problématique
Les SLT ont connu un fort développement au cours de la dernière décennie. Ils per-
mettent la numérisation d’environnement 3D avec une précision de l’ordre du millimètre
3
Introduction
dans des temps records (un million de points/s). Ces avantages ne vont pas sans incon-
vénient. Les nuages de points issus de la numérisation sont de très grande taille (géné-
ralement plusieurs millions de points), ce qui rend les coûts liés à leur exploitation (i.e
stockage et traitement) très élevés. A ce titre, la reconstruction d’un modèle CAO à par-
tir du nuage de points peut être vue comme une approche permettant une réduction
importante du volume de données puisqu’elle consiste à représenter des sous-ensembles
du nuage de points par des primitives géométriques (plans, cylindres, sphères, ...) ou des
surfaces paramétriques (courbes de Bézier, Spline). Un certain nombre d’outils dédiés à
la modélisation du nuage de points ont été développés. Cependant, le temps de modé-
lisation manuelle reste fortement dépendant de la complexité géométrique du bâtiment,
ce qui peut induire des coûts de mains d’oeuvre conséquents. Des méthodes de recons-
truction semi-automatiques nécessitant une intervention limitée de l’utilisateur existent
([PV09], [BBH07], [FJZ05], [SA02]). Cependant, elles restent peu utilisées par l’industrie
de la construction et la rénovation. D’une part ces méthodes nécessitent un nombre de
paramètres conséquent et dont le niveau d’abstraction est souvent trop élevé pour l’utili-
sateur. D’autre part, la majorité des méthodes ne traitent pas l’aspect erreur du modèle
par rapport aux dimensions réelles du bâtiment.
Les méthodes de reconstruction de modèle de bâtiments utilisent principalement deux
approches pour la description de la géométrie d’un objet. La première, géométrie de
construction de solides (CSG pour Constructive Solid Geometry), consiste à décrire le
bâtiment par un ensemble de primitives géométriques liées entre elles par des opérateurs
booléens. La seconde, représentation par bordure (B-rep pour Boundary representation),
consiste à décrire le bâtiment par les frontières (bordures) des primitives géométriques, ou
par les arêtes d’un maillage. Bien que ces deux modèles permettent une réduction du vo-
lume des données, ils ne mettent pas en évidence les irrégularités de la surface, information
nécessaire pour le dimensionnement et le positionnement des structures rapportées.
En résumé, les principaux frein à l’utilisation de la technologie SLT dans l’industrie
de la construction et de la rénovation sont relatifs à :
– une modélisation nécessitant une intervention manuelle d’opérateurs qualifiés ;
– un nombre de paramètres conséquent avec des niveaux d’abstraction élevés ;
– des modèles CAO qui ne mettent pas en évidence les irrégularités sur la façade du
bâtiment.
Ce travail propose une méthode de reconstruction du modèle CAO 3D de bâtiments à
partir d’un nuage de points de SLT, visant à lever au moins en partie, les limitations
évoquées précédemment. Elle se compose de trois phases principales (voir le schéma bloc
figure 3) pour obtenir le modèle filaire dans un fichier CAO format dxf :
1. La segmentation du nuage de points consiste à chercher le plan ayant le nombre
de points consistant maximal. Cette étape est effectuée par une version modifiée de
l’algorithme RANSAC, en intégrant les données colorimétriques. Le but étant de
réduire la complexité algorithmique de RANSAC en ajoutant une étape préliminaire
de classification colorimétrique du nuage de points.
2. La modélisation du pas d’échantillonnage de la surface et l’extraction des
points contours. L’extraction des points contours est réalisée par l’algorithme
α-shape. La contribution de l’approche proposée consiste en l’amélioration de la
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fiabilité de l’algorithme d’extraction par l’utilisation d’un seuil dynamique déduit à
partir du pas d’échantillonnage de la surface. Pour cela une étape préliminaire de
modélisation du pas d’échantillonnage a été ajoutée.
3. La classification et la modélisation des éléments de façade. Les points
contours permettent de définir des zones qui peuvent représenter soit des éléments
de la façade ou des irrégularités de celle-ci. La classification des zones se fonde sur
deux critères relatifs à la région, à savoir la densité et l’aire. Les régions sont ainsi
classées en trois types : région d’éléments architecturaux, région de façade et régions
d’irrégularités.
Importation des nuages
Segmentation du nuage
Modélisation de la densité et
Classification et modélisation
de point des stations
extraction des points contours
Exportation
modèle filaire
des régions
1
2
3
de points
Figure 3 – Schéma de la méthode de reconstruction proposée.
Organisation du document
Ce manuscrit est organisé classiquement. Le premier chapitre dresse un panorama
des méthodes de reconstruction automatiques et semi-automatique de bâtiments à partir
d’un nuage de points. Le second chapitre détaille la méthode de segmentation proposée.
Le chapitre suivant présenté sous-forme de publication, décrit la méthode de modélisation
du pas d’échantillonnage de la surface ainsi que son apport pour l’extraction des points
de contours. Le dernier chapitre s’intéresse à la modélisation des différents éléments ar-
chitecturaux ainsi que des régions d’irrégularités. La principale contribution à ce niveau
tient dans l’approximation de l’erreur de modélisation et son intégration sur le modèle
CAO. Une conclusion sur ces travaux ainsi que des perspectives sont enfin présentées.
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1Acquisition et traitement des nuages
de points de SLT
Dans ce chapitre, nous nous intéresserons en particulier à la méthode d’acquisition par
scanner laser terrestre (SLT). La section 1.1 présente un état de l’art des technologies
de mesure. La section 1.3 présente les différentes méthodes de reconstruction de modèles
à partir de nuage de points. Afin de faciliter la suite de ce paragraphe, il est nécessaire
d’introduire les notations considérées pour la description des différentes données utilisées.
A l’issue du balayage de la scène, le SLT fournit un nuage de points. Chaque point est
défini par ses coordonnées géométriques pi = [xi, yi, zi], l’intensité du laser réfléchi ili, et
la couleur de la surface en ce point ci = [ri, vi, bi]. L’acquisition de la couleur est faite par
camera photographique montée sur le scanner. Le lecteur pourra se rapporter aux travaux
de [FK04],[BF12] sur la texturation du nuage de points par des images photographiques.
Dans la suite du manuscrit, on considère P l’ensemble de points définis dans le référentiel
géométrique et C l’ensemble de points définis dans le référentiel colorimétrique.
1.1 Numérisation d’un bâtiment par scanner laser
terrestre
Le principe de mesure 3D des SLT statiques est inspiré de celui du théodolite et la
station totale [PB07b]. La mesure des coordonnées tridimensionnelles de chaque point
de la scène se fait dans un système de coordonnées sphériques. Pour chaque point, le
SLT mesure la distance (ρ), l’azimuth (θ) et l’élévation (φ) (figure 1.1). On en déduit les
coordonnées Euclidienne selon (1.1).

xy
z

 = ρ.

cos(φ). sin(θ)cos(φ). cos(θ)
sin(φ)

 (1.1)
Ce système de mesure est composé de deux sous système, dont l’un mesure la distance
et l’autre mesure d’angle. Dans la suite, une présentation de chaque sous-système est
faite d’une manière plus explicite respectivement dans les paragraphes 1.1.1 et 1.1.2. Les
7
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propriétés de chaque système, à savoir la résolution ainsi que la précision de mesure sont
ensuite détaillées respectivement dans les paragraphes 1.1.3 et 1.1.4.
θ
φ
ρ
y
x
z
p
Figure 1.1 – Modèle géométrique d’un SLT.
1.1.1 Mesures de distance
Bien qu’on trouve dans la littérature plusieurs technologies de mesure de distance par
optique, les SLT ne font appel qu’à trois d’entre elles, à savoir : mesure par triangulation,
la mesure par différence de phase et la mesure par temps de vol.
– Par triangulation optique, la distance est mesurée par l’angle de l’émission ae du
faisceau laser et l’angle d’observation ao (figure 1.2) par :
ρ = l.
sin (ao)
sin (ae+ ao)
(1.2)
Ce principe de mesure permet une grande densité du nuage de points et une faible
erreur de mesure à courte distance. Ainsi les SLT qui se basent sur ce principe de
mesure sont souvent utilisés pour le contrôle de qualité et de conformité des pièces
industrielles [Bla04].
ae
ao
l
emetteur laser
CCD
ρ
Figure 1.2 – Principe de mesure de distance par triangulation.
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1.1. Numérisation d’un bâtiment par scanner laser terrestre
– Par différence de phase, la distance est obtenue par la comparaison le la phase du
signal émis et celle du signal reçus [PB07b]. Le SLT envoie une onde laser modulée
en amplitude vers l’objet. L’énergie réfléchie par la surface est ensuite captée par le
SLT (figure 1.3). La distance est déduite selon :
ρ =
λ
2
(
k +
δϕ
2pi
)
(1.3)
où k est le nombre de périodes de la porteuse émises avant l’interception du signal
réfléchi et λ la longueur d’onde. La précision de mesure par cette méthode dépend
en grande partie de la fréquence utilisée. Plus la fréquence est grande plus la mesure
est précise. Cependant, leur portée est généralement limitée à 120 m compte-tenu de
la faible intensité du signal modulé [Sch07b]. Ainsi, les SLT utilisant cette méthode
sont souvent réservés pour numériser des environnements industriels, monuments
historiques ainsi que l’architecture de bâtiment.
Figure 1.3 – Principe de mesure par différence de phase
– Par temps de vol, la distance est mesurée par le temps que prend un faisceau laser
pour effectuer un aller-retour entre le SLT et la surface de l’objet. Pour cela, un
compteur (Timer) est déclenché lors de l’émission du faisceau, et arrêté lorsque le
faisceau revient sur le capteur (figure 1.4). La distance ρ peut être déduite selon
l’équation (1.4).
ρ = c.
δt
2
(1.4)
où c représente la célérité dans le milieu de propagation.
émetteur LASER
récepteur
δt
ObjetPluse LASER
Figure 1.4 – Principe de mesure par temps de vol [Bou10].
1.1.2 Système de balayage et mesure d’angle
L’orientation du laser est obtenue par un système de déflexion dont la rotation ou
l’oscillation s’effectue selon deux axes de rotation perpendiculaires. D’après [FM04] le
champ de vision/balayage du SLT dépend de la structure du système de déflexion. En se
rapportant aux travaux de [Res09], ces systèmes peuvent être classés en trois catégories.
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– Déflexion par deux miroirs oscillants où la déflexion du rayon laser est effectuée par
deux miroirs oscillants synchronisés. Le premier est dédié à la déflexion horizontale
et le second à la déflexion verticale. La figure 1.5 présente une illustration de ce
système. Le champ de vision du SLT est limité par les angles maximaux d’oscillation
des miroirs. Généralement limité à 60˚ x60˚ , ce système est utilisé dans les SLT de
type caméra, majoritairement utilisés dans les SLT à longue portée.
Figure 1.5 – Système de déflexion par deux miroirs oscillants [Res09].
– Déflexion par un miroir oscillant où le faisceau laser est réfléchi par un miroir plat
oscillant ou un miroir de forme de polygonale en rotation selon un axe horizontal
(figure 1.6). Afin de numériser toute la scène, le SLT effectue une rotation horizon-
tale. Ainsi, le champ de vision est généralement limité à 360˚ x60˚ . Ce système de
balayage est dit hybride, car le champ de vision est limité en élévation par l’angle
d’oscillation maximal du miroir de déflexion.
Figure 1.6 – Système de déflexion : à gauche un miroir oscillant à droite, un miroir
polygonale en rotation [Res09].
– Déflexion par un miroir en rotation. Ce système est utilisé par les SLT à champ de
vision panoramique (généralement entre 360˚ x180 et 360˚ x310˚ ). Comme les systèmes
hybrides, le balayage de la scène se fait par un profilage vertical puis une rotation
horizontale du SLT. La différence, permettant un champ de vision plus grand, réside
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dans le système de déflexion. Celui-ci utilise un seul miroir plat en rotation selon
un axe horizontal (figure 1.7).
Figure 1.7 – Système de déflexion par miroir positionné à 45˚ en rotation sur un axe
horizontal [Res09]
Les angles d’orientation du faisceau laser sont mesurés par des codeurs -incrémentaux
ou binaires- positionnés sur les axes de rotation du système de déflexion. Sa rotation est
faite par des servomoteurs positionnés sur les axes de rotation ; le pas angulaire dépend
de la résolution souhaitée par l’utilisateur.
1.1.3 Résolution
La résolution d’un SLT se définit par sa capacité à distinguer les fins détails sur une
surface d’objet. [Bry] mesure la qualité de définition d’un détail sur la surface par :
Q = 1− s
sd
(1.5)
où sd est la taille du détail à numériser, et s le pas d’échantillonnage sélectionné par
l’utilisateur. Ce dernier est défini pour une surface plane et orthogonale au SLT à une
distance ρn. Le pas angulaire peut être déduit selon :
∆θ = arctan
(
s
ρn
)
(1.6)
D’après [LJ06], la résolution angulaire maximale dépend du pas angulaire minimal que
les codeurs peuvent mesurer. De plus, le pas angulaire ne doit pas être inférieur à la taille
de l’empreinte laser sur la surface de l’objet, ceci afin d’éviter le chevauchement de
deux empreintes laser sur la surface de l’objet. Bien que l’équation 1.5 reflète dans une
certaine mesure la qualité de détection des petits détails sur la surface d’un objet, celle-ci
ne prend pas en compte la résolution de mesure de distance. [WL99] définit la résolution
de mesure à temps de vol et à différence de phases respectivement par :
∆Rpuls =
c
2
.∆tl (1.7)
∆Rdf =
λshort
4 pi
.∆ϕ (1.8)
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où ∆tl et ∆ϕ représentent respectivement la résolution temporelle et la résolution
spatiale (longueur d’onde) que les systèmes de mesure de distance peuvent distinguer.
Il est à noter que la densité du nuage de points n’est pas uniforme. Celle-ci décroit en
fonction de la distance ainsi que l’angle d’incidence du faisceau laser sur la surface. Ce
point sera étudié en détail dans le troisième chapitre avec la proposition d’une méthode
de modélisation du pas d’échantillonnage de la surface.
1.1.4 Précision de mesure
Erreur de mesure de distance : la précision de mesure de distance dépend de plu-
sieurs facteurs intrinsèques (capteur du signal, bruit du capteur et système d’amplifica-
tion) et extrinsèques (milieux de propagation de l’onde laser, distance, réflectance de la
surface, angle d’incidence) au SLT. Dans ce paragraphe, un intérêt particulier a été porté
aux systèmes de mesure de distance, utilisés pour la numérisation d’un bâtiment, les SLT
à différence de phases et temps de vol.
Pour la triangulation optique, l’erreur de mesure de distance croit proportionnelle-
ment à la distance mesurée (dégénérescence du triangle de mesure). Cependant, pour les
mesures par différence de phases et temps de vol, la précision de mesure est inversement
proportionnelle à l’intensité du signal réfléchi par la surface et le temps de réponse du
capteur. Selon [WL99], l’erreur de mesure pour les deux technologies peut être approximée
respectivement par l’équation (1.9) et l’équation (1.10).
σρ = trise.
c
2
.
√
BPtv
Ilpic
(1.9)
σρ = trise.
λmin
4pi
.
√
BPdf
Ilmoy
(1.10)
où :
– BPtv et BPdf représentent la bande passante du bruit des capteurs ;
– Ilpic Intensité maximale du faisceau réfléchi ;
– Ilmoy Intensité moyenne de l’onde continue réfléchie.
Afin de réduire la dépendance au temps de réponse -trise- du capteur, la majorité des
SLT utilisent des capteurs de signal de type Photo-Diode à effet d’avalanche, connus pour
leur faible temps de réponse [Sch07b]. Cependant, l’intensité laser reste dépendante de
la réflectance de la surface de l’objet et le milieu de propagation de l’onde laser. Selon
[Jel92] et [HP07], la relation entre l’intensité du faisceau laser émise et l’intensité captée
peut être d’écrite par l’équation (1.11).
Il =
piIlE r cosα
(4 r2) rd ηAtm ηSys
(1.11)
où :
– r et rd représentent respectivement la réflectance de la surface et la réflectance de
la surface dans une direction donnée ;
– α angle d’incidence ;
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– ρ distance entre l’objet et le capteur ;
– IlE Intensité du laser émit ;
– ηAtm et ηSys représentent l’absorption par l’atmosphère et la transmission du sys-
tème ;
Dans cette équation, on suppose que l’objet est un réflecteur Lambertien parfait 3 et
que la surface de l’objet est supérieure à la taille de l’empreinte laser. Ainsi, l’énergie
réfléchie ne dépend que de la réflectivité de la cible et de l’angle d’incidence. [CR04] ont
développé des modèles de correction à partir de données issues de tests qui ont été menés
sur des surfaces de différentes couleurs et matériaux positionnés à différentes distances et
angles d’incidence.
Erreur de mesure d’angle : les causes induisant une erreur de mesure d’angle dé-
pendent de la technologie de balayage utilisée. Ce paragraphe se limite aux causes affectant
les systèmes de déflexion présentés. En se référant au travaux de [Res09], on recense les
causes suivantes :
– Erreur de synchronisation entre le système de mesure de distance et le système de
mesure d’angle. Cette erreur varie durant la période d’accélération du système de
rotation, et devient constante une fois le scanner atteint la vitesse nominale.
– Décalage entre l’angle nul # 0˚ $ du codeur et l’angle nul de l’axe de rotation du
miroir dédié à la déflexion verticale (mesure de l’élévation). Cette erreur peut être
issue d’un décalage au niveau du montage du codeur ou un décalage du convertisseur
analogique-numérique.
– Erreur d’echelle qui est linéairement dépendante de l’angle de mesure. Celle-ci peut
être causée par une déficience du codeur ou à une erreur de la loi de commande.
L’erreur issue des deux dernières causes peut être estimée par l’équation1.12 :
∆φ = φscan − φcorrec = φscan.δφ+ φ0 (1.12)
où :
– φscan angle mesuré ;
– φcorrec angle mesuré après correction ;
– φ0 erreur de décalage de l’angle nul ;
– δφ erreur d’échelle.
Erreur d’axes : l’assemblage des différentes composantes du SLT se fait manuellement,
induisant ainsi une erreur de positionnement des axes de rotation. Celle-ci se traduit par
des erreurs d’axes du modèle géométrique du SLT. En effet, dans le cas idéal, les axes
de rotation -horizontale et verticale- s’intersectent avec l’axe de collimation dans l’origine
du repère (illustré dans la figure 1.8). Cependant, les imperfections du montage manuel
induisent des erreurs sur les axes, engendrant ainsi une excentricité de l’origine du repère.
– Erreur d’axe vertical : elle peut être due à un décalage de l’axe de rotation vertical
par rapport au centre du repère ev et/ou à une inclinaison du SLT γv. Cette dernière
est corrigée par un compensateur d’inclinaison embarqué dans le SLT [MKL07].
3. Un réflecteur Lambertien est une surface parfaitement diffusante, où l’énergie réfléchie est également
distribuée dans toutes les directions
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– Erreur d’axe horizontal : en plus du décalage par rapport au centre du repère eh,
l’axe vertical peut avoir une erreur de non-orthogonalité représenté par l’axe de
rotation vertical. En supposant que les deux axes soient coplanaires, l’erreur de
non-orthogonalité des axes est calculée par l’angle γh, entre les deux axes dans le
plan vertical.
– Erreur de collimation : l’erreur de collimation est représentée par l’angle γc entre
le vecteur normal à l’axe de rotation horizontal, et l’axe de collimation du faisceau
laser dans le plan définit par la direction de l’axe horizontal et son vecteur normal.
γc
γh
γv
Figure 1.8 – Erreur de positionnement des axes de rotation et l’axe de collimation
La calibration d’un SLT consiste à mettre au point un modèle géométrique du SLT
prenant en compte les erreurs instrumentales, dites aussi systématiques. Dans cet objectif,
plusieurs méthodes de calibrations ont été proposées durant la dernière décennie : l’auto-
calibration, la calibration par traqueur laser, calibration par méthodes conduites par
les données ([Lic07],[LSTS00]). Cependant, la calibration reste limitée aux erreurs intrin-
sèques du SLT et reste peut effective pour les facteurs extrinsèques tels que le milieu de
propagation de l’onde laser et la réflectance de la surface de l’objet. De plus amples in-
formations sur ces erreurs sont présentées dans les travaux de calibration de SLT hybrides
et panoramiques de [Sch07b].
1.2 Recalage des nuages de points
Afin de garantir une densité suffisante du nuage de points et de remédier à l’effet d’oc-
clusion, l’objet est scanné à partir de plusieurs points de vues (ou stations ou positions).
Le nuage de points de chaque position est acquis dans le référentiel propre à la station
comme illustré dans la figure 1.9. Une procédure de recalage - on trouve aussi les désigna-
tions orientation et consolidation dans la littérature - permet d’exprimer l’ensemble des
points dans un même référentiel.
Il existe deux types de recalage :
– absolu où les nuages de points sont rapportés à un référentiel d’une des postions
d’acquisition ; ce type de recalage est utilisé dans la reconstruction de milieux in-
dustriels et la numérisation de bâtiment.
– géoréférencement : le nuage de points est geo-localisé de l’environnement scanné dans
le système de coordonnées terrestres. Pour cela, les nuages de points des différentes
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Figure 1.9 – Acquisition d’un objet par deux stations [Res09]
stations sont recalés dans un référentiel absolu, puis géoréférencé par recalage avec
un plan cadastral, ou à l’aide de coordonnés GPS de la position du SLT. Ce type
de recalage est utilisé lors de la réalisation de système d’information géographique.
Le recalage dans un repère absolu nécessite de calculer les paramètres de transformation
qui expriment le passage du référentiel de la station au référence au référentiel absolu. La
matrice de transformationM est composée de la matrice de rotationMr et du vecteur de
translation mt. pa représente les coordonnées du point ps dans le référentiel absolu après
transformation.
pa =M.ps (1.13)
⇔
(
pa
1
)
=
(
Mr mt
0 0 0 1
)
.
(
ps
1
)
Dans ce paragraphe, nous nous limitons aux méthodes les plus courantes. D’autres mé-
thodes ont été proposées permettant le recalage en utilisant des fonctions coût différentes,
dépendant du domaine d’application. Pour de plus amples informations sur cet aspect, le
lecteur peut se référer aux travaux de [SMFF07] et [SHA06]. Les méthodes de recalage
sont présentées selon deux points de vues. Le premier concerne les méthodes de recalage
par points homologues. Le second point de vue permet d’inclure de la connaissance à
priori en structurant les données sous la forme de forme de primitives géométriques.
1.2.1 Recalage par points homologues
Ces méthodes consistent à mettre en correspondance des points de contrôles définis sur
les deux nuages de points. La détermination des paramètres de la matrice de transforma-
tion se fait généralement par la méthode des moindres carrés. Pour cela, il faut considérer
six points homologues au minimum dans les deux référentiels. Ces derniers peuvent être
des centres de cibles (patchs plan, sphères) de recalage positionnées dans l’environnement
numérisé [BPPU02] (figure 1.10), ou des points caractéristiques (figure 1.11) définis ma-
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nuellement par l’utilisateur [Jac05] ou à l’aide d’algorithmes d’extraction des ces points
tel que l’opérateur de Harris [HS88].
(a) Cible de recalage plate (b) Centre estimé de la cible
Figure 1.10 – Exemple de cible de recalage
(a) Nuages de points dans leurs référentiels
respectifs
(b)Nuages de points recalées
Figure 1.11 – Exemple de recalage de nuages de points par points de contrôles [MGPG04]
Pour le recalage par cibles, l’erreur du recalage dépend en grande partie de l’estima-
tion du centre de la cible. pour réduire cette erreur, les cibles sont scannées avec une
grande densité [GL04]. La sélection des points de contrôle reste peu précise car la sélec-
tion des points homologues se fait manuellement, réduisant ainsi la probabilité de trouver
une transformation optimale [BMB03]. Afin de réduire cette dépendance à l’initialisa-
tion, [BM92] propose une méthode itérative de recalage : iterative closest point (ICP) qui
consiste à estimer les paramètres de transformation en étendant la recherche de points
homologues dans le voisinage des points de contrôle initialement définis par l’utilisateur.
Cette méthode reste dépendante de l’initialisation des points de contrôle. Afin de s’affran-
chir de ce problème, [CH99] propose une méthode de recalage se fondant sur l’algorithme
RANSAC (Random Sample Consensus). L’algorithme consiste à sélectionner de manière
aléatoire les points homologues dans les deux nuages de points, à partir desquels sont dé-
duits les paramètres de la matrice de transformation. L’ensemble des paramètres retenu
est celui maximisant le nombre de points superposés. Si cet algorithme est plus robuste
que les deux précédents, la qualité du recalage reste dépendante de la taille de la zone de
recouvrement.
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1.2.2 Recalage par surfaces et primitives géométriques
Il consiste à mettre en correspondance des primitives géométriques (courbe, plan, cy-
lindre, sphère...) ou des surfaces approximées à des sous-ensembles de points dans les
deux nuages, puis à chercher les paramètres de transformation permettant de minimiser
l’erreur entre l’ensemble des formes géométriques des deux nuages de points. [SRSD01]
propose une méthode de recalage d’images de distance, en cherchant les paramètres de
transformation maximisant l’appariement des courbes et/ou droites définies par des points
caractéristiques du nuage de points. [GA05] étend cette méthode aux surfaces en propo-
sant une méthode basée sur l’algorithme ICP. Celle-ci consiste à modéliser la surface du
nuage de points de référence, puis dans un second temps, à chercher les paramètres de
transformation minimisant la distance entre les points du nuage de points à transformer
et la surface modélisée. [RDvdHV07] propose une solution de modélisation de milieux
industriels en commençant par une segmentation du nuage de points par transformation
de Hough, puis dans un second temps, le recalage des primitives géométriques ainsi dé-
finies. Ces méthodes permettent des performances supérieures au recalage par points de
contrôle car l’approximation de surfaces et de droites réduit dans une certaine mesure l’er-
reur d’acquisition [Dev06]. Cependant, elles restent dépendantes de la diversité des formes
géométriques présentes dans le nuage de points. Ces méthodes sont recommandées pour
des applications de recalage des nuages de points des milieux industriels et monuments
historiques [Jac05].
Dans ces travaux, il a été choisi d’utiliser la méthode de recalage fournie avec le SLT.
Elle se base sur le principe de recalage par points homologues, ces derniers sont définis à
partir de cibles positionnées dans l’environnement scanné.
1.3 Reconstruction de modèle de bâtiments à partir
de nuages de points
La reconstruction de modèle géométrique de bâtiments à partir de nuage de points
la base sur laquelle plusieurs informations seront imbriquées selon le domaine d’applica-
tion, comme le : Building Information Modelling (BIM), le modèle de milieux urbains,
la thermographie 3D, la réalité augmentée, etc. D’après [Bre05], la géométrie d’un ob-
jet reconstruit à partir de nuage de points peut être décrite par trois représentations
géométriques [Jam95].
La géométrie de construction du solide (ou CSG pour Constructive Solide Geometry)
dite aussi modélisation volumique, consiste à décrire la géométrie de l’objet par un arbre
de primitives géométriques (plan, cylindre, sphère, cone et torus) liées entre elles par des
opérateurs booléens (intersection, union et soustraction). Cette représentation est utilisée
dans des applications ne faisant pas appel à des formes géométriques complexes où la
précision est exigée, comme la conception de pièces mécaniques.
La modélisation surfacique (B-rep pour Boundary representation) consiste à décrire
la surface de l’objet par un ensemble de facettes planes définies par leurs bordures. Cette
représentation peut être optimisée par la modélisation d’un ensemble de facettes adja-
centes par une surface paramétrique ou une décimation du maillage. Elle est utilisée dans
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des applications de reconstruction de formes géométriques complexes telles que les mo-
numents historiques. Elle est cependant moins performante en terme de compacité que la
représentation CSG.
La décomposition spatiale consiste à représenter la géométrie de l’objet par un en-
semble de cellules, voxels ou cubes sur une grille tridimensionnelle. Ce type de représen-
tation est utilisée dans des applications en imagerie médicale.
Le choix d’une représentation dépend en majeure partie du domaine d’utilisation. Dans
la littérature de reconstruction de bâtiments à partir de nuage de points, la majorité des
méthodes se base sur la représentation B-rep. Selon [PV09], ce choix est du à la taille
de la représentation B-rep qui est beaucoup plus petite que celle d’une représentation
par décomposition spatiale. Aussi, elle permet de modéliser des formes géométriques plus
complexes, contrairement à la représentation CSG, restreinte aux primitives géométriques
usuelles.
La suite de cette section présente différentes méthodes de reconstruction, ayant un
lien directe avec le bâtiment. Les méthodes de reconstruction peuvent être classées par
rapport à différents critères comme les données utilisées pour la reconstruction, le principe
de reconstruction ou le type de modèle reconstruit. Dans ce manuscrit, nous avons opté
pour cette dernière classification.
1.3.1 Méthodes de reconstruction par maillage
Dans le cas de la reconstruction par maillage, la façade du bâtiment est représentée par
un maillage composé de triangles. Il peut être obtenu par une triangulation de Delaunay
pour une image de profondeur (repère 2.5D), ou par l’algorithme α-shape [EM94] pour
un nuage de points dans un repère 3D. Nous détaillons ces méthodes dans le troisième
chapitre.
[SA02] propose une méthode de reconstruction de modèle volumique, où chaque façade
du bâtiment est représentée par un maillage texturé. Le modèle volumique du bâtiment est
reconstruit par extrusion du maillage des images de profondeurs des façades (voir figures
1.12-a et b). Le modèle est ensuite texturé par le recalage des images photographiques. Les
paramètres du recalage sont calculés par mise la en correspondance d’une part de lignes
caractéristiques des images photographiques et d’autre part des images de profondeurs.
Ces lignes caractéristiques pour les images photographiques sont estimées par régression
orthogonale de droites sur un sous-ensemble des points de contours connexes extraits
par l’algorithme de Canny [Can86]. Les lignes caractéristiques des images de profondeurs
représentent les intersections de surfaces planes segmentées par croissance de région. La
figure 1.12-c présente le modèle texturé résultant.
[FJZ05] introduit une méthode de reconstruction du milieu urbain à partir de nuages
de points acquis par scanner laser terrestre mobile (SLTM). La plate-forme de nu-
mérisation dispose d’un scanner laser et une caméra photographique. La méthode de
reconstruction se compose de trois étapes principales. Dans un premier temps, le nuage
de points est partitionné en sous-ensembles qui correspondent à des segments de droites
de la trajectoire du déplacement de la plate-forme d’acquisition. Les sous-ensembles de
points sont ensuite transformés en images de profondeurs, ou images de distances. Les
figures 1.13-a-b présentent respectivement un nuage de points et l’image de profondeur
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(a) (b) (c)
Figure 1.12 – Différentes étapes de la méthode de modélisation proposée dans [SA02] :
(a) Extrusion d’un maillage de surface ; (b) Modèle volumique dont les facettes sont
représentées par maillage ; (c) Modèle photo-réaliste du bâtiment
correspondante. Les points sont alors partitionnés en deux classes, les points d’objets pré-
sents dans la scène durant la numérisation (véhicules, arbre, ...) et les points de façade.
Les zones de façade occultées par les objets présents dans la scène sont remplies par inter-
polation de leurs points de bordures respectifs. Le modèle (présenté dans la figure1.13-c)
est alors construit par maillage de Delaunay, qui est texturé par les images prises lors de
la numérisation de la scène (figure 1.13-d).
Une méthode de reconstruction de modèle urbain à partir d’images stéréo géo-référencées
a été introduite par [PPPD05]. Dans un premier temps, le nuage de points représentant
la façade du bâtiment est déduit à partir des images de la façade qui sont transformées
en images de profondeurs (voir figure 1.14-b). Ces images sont calculées par appariement
des pixels de l’image référence avec les pixels des autres images de la façade. Le pixel ho-
mologue est celui qui permet une corrélation optimale avec le pixel de l’image référence.
L’image de profondeur résultante est optimisée en rejetant les pixels ayant un faible score
de corrélation et ceux ayant une faible texture 4. Le nuage de points de la façade est alors
reconstruit par orientation des images de profondeur dans un repère absolu. Finalement,
le modèle par maillage est reconstruit par application de la triangulation de Delaunay
(figure 1.14-c) avant sa texturation.
Les travaux de [BBH07] proposent une méthode de reconstruction à partir de nuage de
points de SLT et de plan cadastral. Dans un premier temps, le nuage de points est recalé à
un modèle volumique du bâtiment défini par le plan cadastral [SB05] (voir figure 1.15-a).
Le nuage de points est ensuite segmenté en sous-ensembles de points correspondants aux
façades du bâtiment. Une image raster pour chaque plan est alors déduite (figure 1.15-b).
Celle-ci représente la distance des points par rapport au plan défini par extrusion du plan
cadastral. Cette distance est alors interpolée sur le modèle volumique par la méthode de
Displacement mapping. Le plan correspondant au sous-ensemble est partitionné en des
cellules rectangulaires, une intrusion ou extrusion leur est alors appliquée en fonction de
la déviation des pixels de l’image raster. La figure 1.15-c présente le modèle résultant de
cette approche de reconstruction.
4. Un pixel est dit de faible texture si la variance de la vignette centrée sur ce pixel est inférieure à
un seuil prédéfini
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(a) (b)
(c) (d)
Figure 1.13 – Différentes étapes de la méthode de modélisation proposée dans [FJZ05] :
(a) Nuage de points ; (b) Image de profondeurs ; (c) Modèle par maillage ; (d) Modèle
texturé
(a) (b)
(c) (d)
Figure 1.14 – Différentes étapes de la méthode de modélisation proposée dans [PPPD05] :
(a) Image de façade ; (b) Image de profondeurs ; (c) Modèle par maillage ; (d) Modèle
texturé
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(a)
(b) (c)
Figure 1.15 – Différentes étapes de modélisation [BBH07] : (a) Nuage de points et
polygones recalés ; (b) Image raster, où l’intensité reflète la déviation de chaque point par
rapport au plan ; (c) Modèle par maillage rectangulaire ;
Le modèle issu de ces méthodes de reconstruction permet de décrire les détails fins de
la façade du bâtiment. Cependant ce type de modèle présente quelques inconvénients no-
tamment par rapport au volume des données qui reste conséquent. Le paragraphe suivant
présente des méthodes de reconstruction des modèles CAO plus compactes.
1.3.2 Méthodes de reconstruction par modèle paramétriques
La représentation du nuage de points par formes géométriques est beaucoup plus
grossière que la représentation par maillage. Le modèle CAO est constitué d’un ensemble
de formes géométriques représentant des sous-ensembles de points du nuage. Les méthodes
de reconstruction basées sur ce principe sont généralement constituées de deux phases, la
segmentation et la modélisation.
La segmentation vise à partitionner le nuage de points en des sous-ensembles consis-
tants avec des formes géométriques préalablement définies. Elle se fait avec des algorithmes
tels que la croissance de régions[Sch04], transformation de Hough [Hou62] et RANSAC
[FB81]. Le modèle reconstruit définit l’objet par un ensemble de lignes et/ ou courbes
caractéristiques qui représentent les intersections des surfaces extraites dans le nuage de
points ou leurs bordures. Ce type de méthodes est généralement utilisé dans la recons-
truction des milieux industriels et des bâtiments ayant une géométrie simple.
Dans la suite de ce paragraphe, nous nous sommes limités à quatre méthodes de
reconstruction. D’autres méthodes de segmentation ont été proposées, mais ne vont pas
jusqu’à la reconstruction complète du nuage de points.
[PV06] proposent une méthode de reconstruction de modèles 3D de bâtiments qui
segmente dans un premier temps le nuage de points en différentes surfaces planes par la
méthode de croissance de régions. La figure 1.16-b présente le résultat de la segmentation.
Les plans issus de cette phase de segmentation sont classés selon leurs topologies en
éléments architecturaux (fenêtres, toitures,...). Les points de contours sont ensuite extraits
par la triangulation de Delaunay. Les points contour de chaque élément de façade sont alors
assemblés en segments de droites par la transformation de Hough. Les intersections des
segments résultants représentent le polygone définissant l’élément de façade. Le modèle
volumique est ainsi reconstruit par projection des sommets sur le plan auquel ils sont
agrégés en fonction de leurs classification sémantique.
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(a) (b)
(c)
(d)
(e)
Figure 1.16 – Différentes étapes de la méthode de modélisation proposée dans [PV06] :
(a) Nuage de points ; (b) Nuage de points segmenté ; (c) Classification sémantique des
segments ; (d) Polygones reconstruit pour les différents segments ; (e) modèle CAO photo-
réaliste
[HBK06] propose une méthode de reconstruction du modèle CAO à partir du nuage
de points de scanner laser terrestre et aéroporté et de plan cadastral. Dans un premier
temps, un polygone représentant les façades du bâtiment est reconstruit par extrusion
du plan cadastral. Les nuages de points des deux scanners -terrestre et aéroporté- sont
ensuite recalés sur ce modèle (figure 1.17-a). Le nuage de points du SLT est segmenté par
rapport aux facettes du polygone extrudé. Un point est dit consistant avec une facette si
sa distance par rapport au plan de la facette est inférieure à un seuil préalablement défini.
Les points de bordures de chaque ensemble de points consistants sont extraits en se basant
sur la densité de points du voisinage. Une décomposition en cellule du plan de la façade
est alors effectuée en se basant sur les points de contours. Les cellules sont ensuite classées
en fonction de leur densité en cellule de façade ou cellule d’élément architectural (figure
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(a) (b)
(c)
(d)
Figure 1.17 – Différentes étapes de la méthode de modélisation proposée dans [HBK06] :
(a) Nuage de points et polygones recalés ; (b) Ensemble consistant avec une façade ; (c)
Décomposition en cellule de polygones de la façade ; (d) Modèle CAO après extrusion des
cellules correspondants aux éléments de la façade.
1.17-c). Une intrusion est alors appliquée à la cellule représentant l’élément de façade. Un
raffinement des fenêtres, utilisant des images photographiques est proposé dans [BH07].
La figure 1.17-d présente le modèle issu de cette méthode de reconstruction.
[Bou10] propose une méthode de reconstruction de modèle filaire de bâtiments à partir
de nuage de points de SLT. La phase de segmentation est constituée de deux étapes.
Dans un premier temps un plan est extrait par l’algorithme RANSAC. Le plan extrait
représente une coupe dans le nuage de points (figure 1.18-a), ainsi l’ensemble des points
consistants peut contenir des points appartenant à d’autres éléments architecturaux de
la façade. Afin d’éviter ce défaut, une étape de validation est ajoutée. Elle consiste à
définir des régions connexes dans l’ensemble des points consistants. Les régions de faibles
surfaces et les points isolés sont réintégrés dans le nuage de points initial. La figure 1.18-
b présente le plan segmenté. Ces deux étapes sont réitérées pour extraire les différents
plans de la façade et/ou les différentes façades du bâtiment. Le résultat de cette phase
est présenté dans la figure 1.18-c. La phase modélisation se compose quant à elle de trois
étapes. Dans un premier temps, les points de contours de chaque plan sont extraits par
triangulation de Delaunay. Ils sont ensuite segmentés en droites utilisant l’algorithme
RANSAC (voir figures 1.18-d et e). Les points consistants avec chaque droite sont à
leurs tours décomposés en segments dont les intersections permettent la reconstruction
des polygones représentants les éléments de la façade. Le modèle filaire, présenté dans la
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(a)
(b)
(c)
(d) (e) (f)
Figure 1.18 – Différentes étapes de la méthode de modélisation proposée dans [Bou10] :
(a) Segment plan ; (b) Segment plan après raffinement ; (c) Résultat de la segmentation
itérative ; (d) Points de bordures ; (e) Segment droit et arcs de bordures ; (f) modèle 3D
filaire résultant de la méthode
figure 1.18-f, est reconstruit par extrusion des différents polygones dans la façade.
1.4 Conclusion
Ce chapitre permet d’avoir une vue d’ensemble sur le processus de reconstruction de
modèle CAO de bâtiment à partir de nuage de points de scanner laser terrestre.
La première partie de ce chapitre présente les différents principes de numérisation
utilisés par les SLT ainsi que leurs domaines d’utilisation respectifs. Bien que les SLT
permettent une numérisation précise, plusieurs facteurs induisent des erreurs de mesures.
Ces facteurs peuvent être classés en deux types. D’une part les facteurs extrinsèques, dus
aux conditions environnementales lors de l’acquisition tels que la réflectance de la surface,
sa rugosité ainsi que le milieu de propagation de l’onde laser. D’autre part les facteurs
intrinsèques sont causés par des défaillances dans le SLT, tels que le bruit des capteurs,
le décalage entre les axes des rotations. Afin de tenir compte de ces erreurs, plusieurs
méthodes de calibration automatiques et semi-automatiques ont été développées, celle-ci
permettent de définir un modèle géométrique du SLT permettant la correction de ces
erreurs.
La seconde partie présente une synthèse des méthodes de recalage des nuages de points
acquis par le SLT. Elles consistent à calculer une matrice de transformation permettant
d’exprimer les coordonnées des points acquis dans différents référentiels propres aux sta-
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tions dans un seul référentiel. Ce dernier contenant tous les nuages de points représentants
l’objet numérisé. Ces méthodes se différencient dans les critères à minimiser, ainsi que les
primitives géométriques (points, droites, plans ...) considérés pour le calcul de la matrice
de transformation.
La dernière partie présente un panorama des méthodes de reconstruction de modèle
CAO de bâtiment à partir de nuage de points de SLT. On retrouve d’une part les méthodes
de reconstruction non-paramétriques dont l’avantage majeur et de mettre en avant les
détails fins de la surface numérisée. Cependant, le volume de données reste conséquent ce
qui rend la manipulation et l’interprétation du modèle difficile pour l’utilisateur. Un autre
inconvénient, de ce type de représentation est l’impossibilité d’imbriquer des informations
sémantiques sur le modèle, car aucune reconnaissance d’objets où de formes n’est réalisée.
D’autre part, les méthodes de reconstruction paramétriques qui permettent de faire
une reconstruction des éléments architecturaux par des primitives géométriques simples
(droites, plans, cylindre ...) et donc de réduire le volume de données, ainsi que d’imbriquer
des informations sémantiques sur le modèle CAO. Cependant, le résultat de modélisation
reste généralement dépendant du paramétrage des algorithmes utilisés dans chaque phase,
aussi cette reconstruction reste grossière, négligeant les fins détails de la surface.
Dans le domaine de la vision par ordinateur, le dilemme entre une reconstruction
grossière et fine de la surface est toujours d’actualité [BBH07]. Pour le domaine de ré-
habilitation thermique de bâtiment par l’extérieur, la conception des modules d’isolation
thermique se base sur les dimensions et les positions des éléments architecturaux. Ces
modules sont rigides et difficilement modifiables, ainsi leur conception doit prendre en
compte toutes les singularités de la surface sur laquelle ils seront fixés. Donc, le modèle
CAO idéal doit représenter un compromis entre les deux approches, fines et grossières de
la façade du bâtiment.
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2Segmentation du nuage de points
Une façon très générale de décrire le nuage de points correspondant à un bâtiment
est de le considérer comme la réunion d’ensembles de points appartenant à des plans
qui vont représenter les différentes parties du bâtiment (façade, plan de toiture, terrasse,
...) [BBTB11]. Chaque ensemble de points 3D extrait appartient à un plan donné si sa
distance par rapport au plan est nulle. En pratique, compte tenu des erreurs dues au bruit
de mesure, aux erreurs de modèle, à la granularité de la façade, un point appartient à
un plan donné si sa distance à ce plan est faible [BGTk07]. Il s’agit donc de trouver le
sous-ensemble de points de plus grande cardinalité dont la distance à un plan inconnu est
inférieure à un seuil. Il s’agit en fait d’un problème d’optimisation combinatoire nécessitant
C3N opérations où N est le nombre de points du nuage et 3 le nombre de points nécessaires
pour constituer un plan. Dès que la taille du nuage de points est importante (ce qui est le
cas dans notre application), la complexité de cette approche la rend totalement impossible
à implanter et il devient nécessaire de recourir à des méthodes sous-optimales.
Le problème de segmentation du nuage de points peut être vu comme un problème
de classification non-supervisée : l’objectif est de synthétiser les propriétés d’un sous-
ensemble de points (position, orientation, couleurs, ...) par un modèle. Chaque point est
affecté au modèle avec lequel il a le plus de similarités. Cette dernière est généralement
mesurée par une distance entre le point et le modèle.
Dans ce chapitre, nous proposons une approche multimodale de segmentation. Celle-
ci consiste à ajouter une phase de classification colorimétrique en amont de la phase
segmentation par l’algorithme RANSAC. Le but étant de regrouper les points en des
sous ensembles de points homogènes au niveau colorimétrique afin réduire la complexité
algorithmique de RANSAC.
La première section présente les algorithmes de classification considérés.. La section 2
présente la méthode de segmentation proposée dont les résultats sont présentés dans la
section 3.
2.1 Algorithmes de classification (clustering)
La classification consiste à partitionner l’ensemble de points en un ensemble de classes
disjointes, où chaque classe contient un ensemble de points homogènes. Ainsi chaque
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sous-ensemble de points peut alors être représenté par un modèle [XW+05]. Dans la
littérature des méthodes de classification, on peut distinguer deux types de méthodes.
La classification supervisée consiste à chercher parmi les classes déjà définies celle qui a le
plus de similarité avec l’individu (point). Ces classes sont définies en amont du processus
de classification par l’utilisateur ou à partir d’un processus d’apprentissage. Au contraire,
la classification non-supervisée ne nécessite aucun apprentissage des classes, les différentes
classes sont identifiées à partir de l’ensemble des données [Bou06].
Pour les deux types de méthodes -supervisée et non supervisée- la classification d’un
point est faite en fonction de la mesure d’une distance par rapport au modèle représentant
un sous-ensemble de points. Les paragraphes 2.1.1 et 2.1.2 présentent de manière générale
les algorithmes de classification utilisés.
2.1.1 K-means
K-means est un algorithme itératif de classification, il consiste à partitionner un en-
semble des points C en des sous-ensembles homogènes, où chaque sous-ensemble définit
une classe Cj satisfaisant les contraintes suivantes :
1. Cj &= ∅; avec, j = 1, ..., k ≤ n;
2. ∪kj=1Cj = C;
3. Cj ∩Cm = ∅, k,m = 1, ..., k; et l &= m ;
L’algorithme K-means se compose de trois étapes principales :
– L’initialisation des classes, qui consiste à partitionner l’ensemble des points de ma-
nière aléatoire puis de calculer le centre de chaque classe par l’équation (2.1).
µj =
1
|Cj|
|Cj |∑
i
ci (2.1)
– L’affectation des points, qui consiste à affecter chaque point à la classe dont le
centre est le plus proche. Pour cela, l’algorithme calcul la distance de chaque point
par rapport aux centres des classes. La métrique considérée dépend du domaine
d’application et des caractéristiques discriminantes, ici nous considérons la distance
Euclidienne (équation 2.2).
di = ‖ci − µj‖2 (2.2)
– L’actualisation des centres de classes, où chaque centre est calculé à partir des points
affectés à la classe.
Les deux dernières étapes sont répétées jusqu’à ce que les classes ne changent plus,
ou que le nombre d’itérations atteint par l’algorithme dépasse un nombre d’itérations fixé
par l’utilisateur.
2.1.2 RANSAC
RANSAC est un algorithme d’estimation robuste qui a été introduit en 1981 par
[FB81]. Il se compose essentiellement de trois étapes. Celles-ci seront décrites par rap-
port à la segmentation d’un ensemble de points P en plusieurs sous-ensembles de points
coplanaires.
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Figure 2.1 – Illustration des distances interclasse et intra-classe
1. Proposition : Dans cette étape, l’algorithme tire aléatoirement un échantillon E
(composé de trois points pour définir un plan) à partir de l’ensemble des données
P. Un modèle n est alors estimé à partir de cet ensemble.
2. Calcul de la fonction coût : Une fonction coût est calculée, qui représente le
critère que le modèle doit optimiser. En considérant que le critère représente le
nombre de points consistants avec un plan, l’expression du modèle optimal peut
être écrite comme suit :
nopt = argmax
n
J (P,n) (2.3)
3. Classement du modèle : Les modèles sont classés en fonction du nombre de points
consistants avec chaque modèle. Le modèle maximisant la fonction coût J (P,n) est
considéré comme le meilleur.
J (P,n) = |Pin| (2.4)
où |Pin| défini le cardinal de l’ensemble de points consistants.
Ces trois étapes sont itérées jusqu’à ce que la probabilité de trouver un meilleur modèle
devienne faible. En général, cela revient à définir un nombre d’itérations κ à partir duquel
on dit que le modèle le mieux classé est optimal.
Le nombre d’itérations est estimé en considérant q la probabilité de tirer un échantillon
non-contaminé par des outliers (equation 2.5), et donc (1 − q) la probabilité de tirer un
échantillon contaminé par au moins un outlier.
q =
C3NI
C3N
≈
(NI
N
)3
; (2.5)
où :
– NI proportion des inliers.
– N cardinalité de l’ensemble P.
– 3 cardinalité de l’ensemble E.
Si on effectue κ tirages successifs, la probabilité que les échantillons soient tous conta-
minés par au moins un outliers est (1 − q)κ. Ainsi, plus κ est grand plus cette quantité
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tend vers zéro. On considère un seuil de probabilité εth à partir duquel on estime que
l’échantillon minimal n’est pas contaminé :
(1− q)κ ≤ εth (2.6)
on est déduit le nombre d’itérations :
κ - . log(εth)
log(1− q)/ (2.7)
Plusieurs modifications ont été apportées à cet algorithme de façon à diminuer sa
complexité algorithmique. [Bou10] propose de calculer le nombre d’inliers (NI) de manière
dynamique. Cela revient à attribuer à NI la valeur maximale de la fonction coût (nombre
de points consistants avec le plan le mieux classé). [CM08] propose d’évaluer la pertinence
du modèle dans un premier test sur un sous ensemble de points défini aléatoirement, puis
de calculer la fonction coût par rapport à tout l’ensemble, si le premier test est validé. Bien
que cette méthode réduise considérablement la complexité algorithmique de RANSAC, elle
augmente le risque de rejeter un meilleur modèle dès le premier test. [MTN+02] propose de
réduire la complexité en effectuant une sélection de l’échantillon minimal de manière non
uniforme. L’idée repose sur l’hypothèse que les inliers sont proches géométriquement, ainsi
l’échantillon minimal est constitué à partir un ensemble de points voisins. En se basant
sur ce principe, [SWK07] propose une méthode de segmentation de nuage de points où
l’échantillon minimal est sélectionné à partir d’un ensemble de points dans un voxel d’une
grille oc-tree. Dans cette approche, le nombre d’itérations a été considérablement réduit
grâce à limitation du nombre de points présents dans le voxel Nvo (equation 2.8). Bien
que le nombre d’itérations soit réduit par la sélection non-uniforme, le temps de calcul
reste conséquent car il faut prévoir un partitionnement oc-tree en pré-traitement. De plus,
le partitionnement ne garantit pas d’avoir une seule forme géométrique par voxel, ce qui
augmente le risque d’une mauvaise segmentation.
pvo =
C3NI
C3Nvo
=
NI !(Nvo − 3)!
Nvo!(NI − 3)! ; 3 < Nvo < N ; (2.8)
Les méthodes de classification non-supervisées se distinguent par leur robustesse d’estima-
tion sur des données entachées de valeurs aberrantes. Cependant la complexité en terme
du temps de calcul de ces algorithmes reste conséquente.
Ce chapitre présente une méthode de classification géométrique se basant sur l’algo-
rithme RANSAC. Sa contribution majeure est la réduction de la complexité algorithmique
par l’intégration des données colorimétriques du nuage de points. La solution proposée
consiste à sélectionner l’échantillon minimal à partir d’une seule classe colorimétrique,
qui représente un sous-ensemble de points ayant des caractéristiques colorimétriques si-
milaires. Cette approche augmente la probabilité de sélectionner un échantillon minimal
appartenant à la même forme géométrique, entraînant ainsi la diminution du temps de
calcul par l’intégration des classes colorimétriques dans l’estimation du nombre d’itéra-
tions.
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P Points définis dans
le repère géométrique
Figure 2.2 – Méthode de segmentation proposée.
2.2 Prise en compte des données colorimétriques pour
la segmentation du nuage de points.
Cette section propose une méthode de segmentation géométrique du nuage de points
basée sur l’algorithme RANSAC. Son originalité majeure consiste à réduire la complexité
algorithmique de RANSAC sans pour autant diminuer sa robustesse. Pour cela, une clas-
sification colorimétrique en amont de la classification géométrique est introduite. Le but
étant de faire une sélection efficace de l’échantillon minimal ainsi que de réduire le nombre
d’itérations.
La figure 2.2 présente les différentes étapes de la méthode proposée, qui sont décrites
dans le paragraphe suivant.
2.2.1 Segmentation colorimétrique du nuage de points
Choix du repère colorimétrique
L’algorithme K-means vise à minimiser l’inertie intraclasse (Iintra) qui est une mesure
de la dispersion des points de la classe par rapport à son centre. Plus l’inertie intraclasse
est faible plus la classe est compacte donc plus homogène. Un autre critère qualitatif qui
peut être considéré est l’inertie interclasses (Iinter) qui est une mesure de la séparation
entre les classes [XW+05]. Elle représente la somme des distances entre les classes et le
centre de gravité du nuage de points. La figure 2.1 présente une illustration des distances
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à maximiser/minimiser pour une classification optimale.
Iintra = 1n
k∑
j=1
∑
i∈Cj
‖ci − µj‖2 (2.9)
Iinter = 1
n
k∑
j=1
‖µg − µj‖2 (2.10)
La qualité d’une classification dépend en grande partie des caractéristiques discriminantes
utilisées, qui doivent êtres choisies de façon à permettre la meilleure distinction entre les
classes [XW+05]. Dans cette optique, un plan d’expérience a été mené pour choisir les
variables du vecteur colorimétrique ci = [ili, ri, vi, bi] minimisant l’inertie intraclasse.
La couleur attribuée à chaque point est définie dans le repère RV B. Cependant les
composantes colorimétriques de ce repère ne sont pas indépendantes, ce qui réduit consi-
dérablement la distinction entre les éléments des classes [Kow90]. Pour ces raisons, la
Commission Internationale d’Eclairage (CIE) préconise d’utiliser d’autres repères pour
une comparaison de couleurs : CIEXYZ, CIELab CIELuv et CIETS. Les trois derniers
repères ont la particularité d’être uniformes, autrement dit, des couleurs similaires pour
un individu sont très proches dans l’espace de représentation[Sch07a].
Figure 2.3 – Résultat montrant les inerties intra et inter classes obtenues avec différentes
combinaisons de caractéristiques radio-métriques
Les tests ont été menés sur deux niveaux pour chaque repère colorimétrique. Le premier
consiste à prendre en compte l’intensité du laser réfléchi par la surface. Le second niveau
se limite à la couleur comme critère de comparaison. Afin de palier à l’aspect aléatoire
de l’algorithme K-means, la classification a été menée plusieurs fois sur chaque ensemble
de données. Ainsi, on considère les moyennes calculées sur 10 essais pour chaque vecteur
caractéristique comme indicateur de performance. La figure 2.3 présente les résultats
de classification en terme d’inerties. On constate que la limitation des caractéristiques
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(a) (b)
(c) (d)
Figure 2.4 – Interpolation des résultats de classification sur le nuage de points dans le
repère Cartésien : (a) nuage de points du bâtiment ; (b) classification utilisant le sous
ensemble des caractéristiques [L, a, b] ; (c) classification n’utilisant que l’intensité laser
il ; (d) classification utilisant l’ensemble de caractéristiques [il, L, a, b]
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discriminantes aux variables colorimétriques permet une bonne séparabilité des classes,
notamment dans le repère CIELab où on a une faible inertie intraclasse.
La prise en compte de l’intensité laser ne semble pas être intéressante car :
– L’intensité laser varie selon plusieurs critères : distance, angle d’incidence et ca-
ractéristiques de la surface (couleur, rugosité, matériau). La figure 2.4-c présente le
résultat d’une classification du nuage de points prenant l’intensité laser comme
seule caractéristique discriminante. Contrairement à la classification par couleurs
où les limites de classes sont strictes, celles-ci reste floues : la densité d’une classe
décroit alors que celle de la classe adjacente s’amplifie.
– La distance entre deux points dans un espace de dimension quatre (cas où la classi-
fication prend en compte l’intensité laser) est supérieure à leur distance dans une
dimension inférieure.
Même si la qualité des couleurs affectées aux points reste à améliorer dans les SLT, celle-ci
permet à terme un regroupement des points en des sous ensembles homogènes.
Algorithme de classification
La classification colorimétrique consiste à partitionner l’ensemble de points dans des
sous-ensembles ayant des caractéristiques colorimétriques proches. Cette classification est
réalisée en utilisant l’algorithme des K-means. Ici on considère le repère CIELab, défini
suite à l’étude détaillée dans la section 2.2.1. Ainsi, chaque point est détaillé par trois
composantes ci = [Li, ai, bi]. L’algorithme de classification est défini dans algorithme 1.
Il est à noter qu’on considère un nombre d’itérations maximal (maxIteration) qui est
un paramètre défini par l’utilisateur. Celui-ci permet d’arrêter l’algorithme au cas où
il n’arrive pas à converger vers une solution. Aussi, on définit P′ un sous-ensemble de
points coplanaires exprimés dans le référentiel géométrique et C′ son homologue dans le
référentiel colorimétrique.
C
′ = {ci|pi ∈ P′}.
De façon similaire, P′ est l’homologue dans le référentiel géométrique d’une classe C ∈ C
P
′ = {pi|ci ∈ C}.
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Entrées :
C = {c1, . . . , cN} (nuage de points définis dans l’espace colorimétrique CIELab)
k (nombre de classes)
maxIteration (nombre d’itérations maximal)
Sorties :
{C1, . . . ,Ck} (Classes colorimétriques)
changer : bool
iteration ← 0 : entier
Pour j de 1 à k faire
µj ← ci (Initialisation des centres de classes)
Fin Pour
Pour i de 1 à |C| faire
li ← argminj dist(ci, µj)
Fin Pour
Répéter
changer ← ’Faux’
Pour j de 1 à k faire
Actualiser(µj)
Fin Pour
Pour i de 1 à |C| faire
index← argminj dist(ci, µj)
Si (index &= li) Alors
li ← index
changer ← ’Vrai’
Fin Si
Fin Pour
iteration ← iteration +1
jusqu’à ce que (changer = ’Faux’ OU iteration > maxIteration )
Pour j de 1 à k faire
Cj ← {∀ci ∈ C|li = j} (Création des ensembles de points)
Fin Pour
Algorithme 1 – Algorithme de classification colorimétrique par K-means
2.2.2 Intégration dans l’algorithme RANSAC
Calcul du vecteur normal
Le vecteur normal ni de la surface en un point pi est déduit par l’analyse de cova-
riance d’un ensemble de points voisins à ce point [MNG04]. En effet, les vecteurs propres
(.e1, .e2, .e3) ainsi que les valeurs propres ( λ1, λ2, λ3) définissent l’ellipsoïde de corrélation,
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où les vecteurs propres représentent les directions principales de la surface en ce point, et
les valeurs propres leurs amplitudes (voir figure 2.5). Le vecteur normal à la surface en ce
point correspond au vecteur propre ayant la valeur propre minimale.
Figure 2.5 – Analyse de covariance d’un ensemble de points voisins
Algorithme de segmentation proposé
Afin de prendre en compte les classes colorimétriques, des modifications ont été ajou-
tées à l’algorithme RANSAC :
– Proposition : Pour d’augmenter la probabilité de prendre un échantillon minimal
non-contaminé par des outliers, une contrainte sur sa sélection a été introduite. Celle-
ci exige que les trois points de échantillon minimal soient extraits de la même classe
colorimétrique (équation 2.11). Durant la première itération l’échantillon minimal
est tiré à partir de l’ensemble P. Puis, dans les itérations suivantes, celui-ci est défini
à partir de l’ensemble des points P′ :
E = {pa|pa ∈ P′} ; (2.11)
avec P′ ensemble de points dans P tel que :
P
′ = {pi|ci ∈ Copt};
où Copt représente la classe majoritairement représentée dans l’ensemble de points
consistants avec le meilleur modèle (voir figure 2.7). Le vecteur normal est ensuite
déduit en se référant au travaux de [Bou10]. Les trois points constituant l’ensemble
E sont coplanaires. Pour qu’un point p appartient au même plan, il est nécessaire
que le determinant des trois vecteurs (p − p1, p − p2, p − p3) soit nul (équation
2.12) :
det
(
p− p1 p− p2 p− p3
)
= det

 x− x1 x2 − x1 x3 − x1y − y1 y2 − y1 y3 − y1
z − z1 z2 − z1 z3 − z1

 = 0 (2.12)
d’où on peut déduire les paramètres du plan :
n1 = det
(
y2 − y1 y3 − y1
z2 − z1 z3 − z1
)
n2 = det
(
x2 − x1 x3 − x1
z2 − z1 z3 − z1
)
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Figure 2.6 – Exemple d’une mauvaise segmentation : Régions 1 doivent appartenir au
plan des stores (Jaune).
n3 = det
(
x2 − x1 x3 − x1
y2 − y1 y3 − y1
)
d = −a.x1 − b.y1 − c.z1
avec [n1, n2, n3] représentent le vecteur normal au plan et d sa distance par rapport
à l’origine du repère.
– Recherche de l’ensemble consistant : la considération de la distance dist(pi,n)
comme seul critère de consistance induit à une fausse segmentation. En effet, les
plans issus d’une segmentation n’utilisant que la distance représentent des coupes du
nuage de points. Des points appartenant à d’autres éléments architecturaux peuvent
ainsi retenus comme points consistants (voir la figure 2.6). Cet inconvénient peut
être évité en prenant en compte l’orientation du vecteur normal dans la segmentation
du nuage de points. L’ensemble de points consistants avec le plan peut être défini
comme l’intersection de deux ensembles (équation 2.13). Le premier Pβ représente
l’ensenble de points ayant la même orientation que celle du plan proposé (équation
2.14). Le second Pδ représenté dans l’équation (2.15) définit l’ensemble de points
dont la distance au plan est inférieure au seuil de consistance (équation2.16).
Pin = Pβ ∩ Pδ (2.13)
Pβ = {∀pi ∈ P| arccos(< ni,n >) < β} (2.14)
Pδ = {∀pi ∈ P|di ≤ δ} (2.15)
où
di =
|axi + byi + czi + d|√
a2 + b2 + c2
(2.16)
– Classement du modèle : Le modèle est classé en fonction du nombre de points
consistants avec le modèle. Le modèle maximisant la fonction coût (J (P,n)) est
considéré comme le meilleur modèle tel que :
nopt = argmax
n
(J (P,n)) (2.17)
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où :
J (P,n) = |Pin| (2.18)
– Nombre d’itérations : Le nombre d’itération κ′ est défini prenant en compte les
classes colorimétriques, en se référant la section 2.1.2 :
κ′ =
log(εth)
log(1− q′) (2.19)
où :
q′ =
(
NIc
Nc
)3
; (2.20)
NIc représente la cardinalité de l’ensemble de points appartenant à la classe majo-
ritairement représentée Copt (voir figure 2.7) dans l’ensemble de points consistants :
NIc = |Copt ∩ C′|; (2.21)
avec :
Copt = argmax
C
(Cj ∩ C′); j = 1, . . . , k; (2.22)
où C′ représente l’ensemble de points consistants avec le meilleur modèle défini par
leur composante colorimétrique.
C
′ = {∀ci ∈ C|pi ∈ Pin}
Nc = |Copt| (2.23)
Cette phase de segmentation est suivie d’une étape de raffinement où le vecteur normal
du plan est ré-estimé à partir de l’ensemble de points consistants. Le vecteur normal
est défini par une analyse en composantes principales de l’ensemble Pin. Ce processus
de raffinement affecte aussi l’ensemble des points consistants, où de nouveaux points
deviennent consistants et d’autres sont rejetés. Une présentation explicite de cette phase
est donnée dans l’algorithme 2.
C1
C2
Copt
Figure 2.7 – Illustration d’un plan de façade composé de trois couleurs
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Entrées :
P (Ensemble de points dans le nuage)
Pin (Ensemble de points consistants)
δ (seuil de consistance)
β (seuil de consistance angulaire)
Sorties :
Pr (Ensemble de points consistants après raffinement)
nr (Vecteur normal après raffinement)
Algorithme :
changer : bool
P1 = Pin
changer ← ’Vrai’
t ← 2
Répéter
nt ← PCA(Pt−1)
P′β ← {∀pi ∈ P| arccos(< ni,nt >) < β}
P′δ ← {∀pi ∈ P|‖ < pi,nt > nt‖ ≤ δ}
Pt ← Pβ ∩ Pδ
Si (Pt \ Pt−1 = ∅) Alors
changer ← ’Faux’
Fin Si
t ← t+1
jusqu’à ce que (changer = ’Faux’)
Pr ← Pt
nr ← nt
Algorithme 2 – Algorithme de raffinement de la segmentation.
2.3 Évaluation des performances
Le premier paragraphe présente une évaluation du temps de calcul dans lequel une
comparaison est réalisée par rapport aux performances de la méthode de segmentation
par RANSAC. Le second paragraphe présente une évaluation qualitative des résultats en
fonction des paramètres de consistances.
Ces évaluations ont été réalisées sur un nuage de points de bâtiment acquis à partir
de six stations (figure 3.11). Le tableau 3.1 présente les caractéristiques de ce nuage de
points ainsi que les paramètres d’acquisition utilisés.
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Figure 2.8 – Building point cloud
Paramètres de numérisation
Pas d’échantillonnage angulaire 5 .10−4 rad
Pas d’échantillonnage de la surface 0.05 m
Distance nominal (dn) 100 m
Nombre de stations 6
Nombre de points total 36.325.675 points
Table 2.1 – Paramètres de numérisation du bâtiment.
2.3.1 Evaluation du temps de calcul
Pour évaluer l’apport de la classification colorimétrique, une comparaison des perfor-
mances de la méthode utilisant uniquement la classification géométrique par RANSAC
et celle utilisant la classification colorimétrique a été réalisée. On considère les valeurs de
paramètres de classification géométrique : seuil de distance δ = 2cm, seuil d’orientation
des vecteurs normaux β = 40˚ et k = 6 nombre de classes colorimétriques.
La figure 2.10 présente les courbes de convergence des deux méthodes pour les cinq
premiers plans extraits (voir figure 2.9), où la courbe bleue représente la convergence de
la solution proposée. Pour les quatre premiers plans, on constate que la solution utilisant
la classification colorimétrique converge plus rapidement. Aussi, le nombre d’itérations
est faible par rapport à la méthode de classification utilisant seulement RANSAC. Cet
écart décroit au fùr et à mesure que des plans sont retirés du nuage de points. En ef-
fet, plus des plans sont retirés du nuage de points, moins les classes sont compactes et
contiennent plus d’échantillons minimaux contaminés. La figure 2.10-e présente le cas où
la solution proposée converge moins rapidement que la solution classique. Ainsi, l’apport
de la colorimétrie décroit au fùr et à mesure qu’on retire des plans de façade. Le ta-
bleau 2.2 présente les résultats de cette comparaison de manière quantitative en terme
de nombre de points consistants, nombre d’itérations et l’erreur quadratique moyenne. Il
est à noter que l’ordre d’extraction est différent pour les deux solutions. En effet, pour la
méthode proposée, l’extraction des plans est conditionnée par les cardinalités des classes
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colorimétriques présentes dans l’ensemble de points consistant avec le meilleur modèle.
Figure 2.9 – Image des cinq premiers plans extraits.
méthode géométrique méthode colorimétrique + géométrique
Plan |Pin| κ MSE (109) Plan |Pin| κ′ MSE (109)
1 8.695.93 2603 2,64 1 8.695.54 956 2,71
2 2.769.70 35.65 5,33 4 2.747.23 16.36 8,18
3 2.314.52 43.01 9,76 2 2.313.68 4527 9,70
4 2.198.12 38.63 2,25 3 2.198.16 3016 2,17
5 1.970.44 39.61 3,70 5 1.970.46 2072 3,69
Table 2.2 – Comparaison des résultats de classification pour les deux méthodes en terme
de nombre de points consistant (|Pin|), nombre d’itérations (κ ; κ′) et erreur quadratique
moyenne (MSE)
Interprétation analytique des résultats Le temps de calcul de RANSAC dépend
de deux facteurs. Le premier est le nombre d’itérations suffisant pour avoir une solution
considérée comme optimale. Le second est le temps nécessaire pour évaluer la qualité du
modèle élaboré [CM08]. Ainsi, le temps nécessaire pour trouver une solution optimale
peut être écrit comme :
t = κ (tn + tJ .N) (2.24)
avec
– κ : Nombre d’itérations (équation 2.7).
– tn : Temps nécessaire pour élaborer un modèle. C’est le temps généralement requis
pour la sélection d’un EM ainsi que le calcul du vecteur normal.
– tJ : Temps nécessaire pour évaluer la consistance d’un point au modèle concerné.
– N : Nombre de points dans le nuage.
La réduction du nombre d’itérations par la prise en compte de la colorimétrie permet de
diminuer le temps nécessaire pour avoir une solution optimale. Ce paragraphe présente de
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(c) Extraction plan 3.
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(d) Extraction plan 4.
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(e) Extraction plan 5
Figure 2.10 – Courbes de convergence de l’algorithme RANSAC : nombre de points
consistants par rapport au nombre d’itérations (la courbe bleue représente la convergence
de la méthode de classification proposée).
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manière analytique l’apport de la classification colorimétrique en amont de la classification
géométrique.
On considère P un ensemble de points composé de deux sous-ensembles, le premier
Pin représente un ensemble de points consistants avec un plan, le second Pout représente
l’ensemble de points aberrants ou appartenant à d’autres plans de façade (figure 2.11) :
P = Pin ∪ Pout;
avec :
Pin ∩ Pout = ∅;
p
c
PinPout
Figure 2.11 – Illustration 2D de l’ensemble de points partitionné en sous-ensembles. c
représente la composante colorimétrique et p la composante géométrique.
Cette configuration est celle considérée par l’algorithme RANSAC, définissant ainsi le
nombre d’itérations par :
κ =
log(εth)
log(1− q) (2.25)
où :
q =
(
NI
N
)3
; (2.26)
avec, NI cardinalité de l’ensemble Pin. En intégrant la colorimétrie, les ensembles de
points Pin et Pout sont composés de sous-ensembles de points appartenant à différentes
classes colorimétriques (voir figure 2.12) :
P =
(
P
1
in ∪ P2in . . . ∪ Pjin . . .Pkin
)
∪
(
P
1
out ∪ P2out . . . ∪ Pjout . . .Pkout
)
tel que :
P
j
in = {∀pi ∈ Pin|ci ∈ Cj} ;
En supposant que l’ensemble de points P est majoritairement composé de points ap-
partenant à une seule classe colorimétrique Copt, le nombre d’itération est défini par :
κ′ =
log(εth)
log(1− q′)
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C1
C2
Pout Pin
P1in
P2in
Figure 2.12 – Illustration 2D du partitionnement d’un ensemble de points selon deux
modes, géométrique et colorimétrique.
où :
q′ =
(NIc
Nc
)3
;
NIc représente la cardinalité de l’ensemble P
opt
in et Nc la cardinalité de la classe Copt.
Pour que la classification colorimétrique aide à réduire la complexité de RANSAC, le
nombre d’itérations estimé en prenant en compte la colorimétrie doit être inférieur à celui
RANSAC qui se base essentiellement sur les coordonnées géométriques :
κ′ < κ ⇒ q′ > q
On en déduit la condition nécessaire pour réduire la complexité de RANSAC par
intégration de la colorimétrie
NIc
Nc
>
NI
N
(2.27)
Cette condition est satisfaite durant l’extraction des plans de façade car ils ont -pour
la majorité des bâtiments- une couleur unie, ce qui explique les courbes de convergence
de la figure 2.10. Au fur est à mesure que des plans sont retirés du nuage de points,
les classes deviennent moins denses, ainsi l’apport de la classification colorimétrique est
réduit. Deux cas sont envisageables. Le premier où les ratios de l’équation (2.27) sont
égaux, ce qui annule l’apport de la classification colorimétrique. Le second cas où la
classification colorimétrique augmente considérablement le nombre d’itérations à cause
de l’inversion de l’inégalité de l’équation (2.27).
2.3.2 Évaluation des paramètres de consistance
La condition de consistance d’un point avec un modèle (équation 2.13) fait appel à
deux paramètres. Le premier β représente le seuil de colinéarité du vecteur normal d’un
point avec le vecteur normal du plan. Le second δ définit la distance à partir de laquelle un
point est considéré comme appartenant au plan. Ces deux paramètres sont manuellement
définis par l’utilisateur, et influent sur la qualité de segmentation du nuage de points.
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La suite de cette section présente une étude de l’influence des seuils considérés pour la
segmentation. Afin d’observer l’impact d’un seuil, celui-ci est modifié, en gardant le second
seuil constant. L’impact de la variation du seuil est quantifié par l’erreur quadratique
moyenne (MSE) et le nombre de points consistants avec le plan (|Pin|).
Impact du seuil β Ce seuil permet de rejeter les points n’ayant pas la même orientation
que le plan estimé. L’étude de l’impact de ce seuil a été réalisée sur un intervalle angulaire
compris entre 10˚ et 75˚ , avec un seuil de distance δ = 2.9cm, considéré comme seuil
optimal pour ce plan du bâtiment.
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Figure 2.13 – Influence de la variation du seuil β sur l’erreur quadratique moyenne et le
nombre de points consistants.
La figure 2.13 présente l’évolution de l’erreur quadratique moyenne ainsi que le nombre
de points consistants en fonction de la variation du seuil. Sur l’intervalle gauche ([15˚ ; 35, 4˚ [),
on constate que la (MSE) évolue d’une manière presque aléatoire avant de tendre un mi-
nimum à la valeur 34, 5˚ . Ce comportement est du à la variance d’estimation du vecteur
normal à chaque fois que le seuil est élargi, d’autres points sont ajoutés à l’ensemble
consistant modifiant ainsi l’estimation du vecteur normal et par conséquent la MSE. Il est
à noter que cet aspect dépend aussi du biais d’estimation du vecteur normal de chaque
point, qui dépend de l’erreur de position des points ainsi que la taille du voisinage consi-
déré pour l’estimation du vecteur normal. Sur l’intervalle droit ([34, 5˚ ; 75˚ ]), des points
appartenant à d’autres éléments sont ajoutés à l’ensemble des points consistants, ce qui
augmente le biais d’estimation, et aboutit par conséquent à l’augmentation de la MSE.
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(a) (b)
(c) (d)
Figure 2.14 – Aperçu de l’influence du seuil β sur la segmentation du nuage de point.
La figure 2.14 donne un aperçu de l’impact du seuil β sur l’extraction du plan présenté
dans la figure 2.14-a. La figure 2.14-b présente un zoom sur la région 1, où les points en
bleu correspondent à l’ensemble de points consistants à un seuil β = 34, 5˚ et l’ensemble
des points en noir sont consistants à un seuil β = 75˚ . Sur ce dernier, on remarque que les
points appartenant au linteau sont considérés comme consistants avec le plan de façade.
La figure 2.14-c présente le cas contraire. Les points rouges représentent l’ensemble des
points extrait avec un seuil β = 10˚ . Sur cet ensemble, on constate que les points proches
des bordures sont rejetés, car les points voisins au niveau des bordures appartiennent à des
surfaces ayant des orientations différentes, ce qui biaise l’estimation du vecteur normal. La
dernière figure 2.14-d présente le cas où des points à l’intérieur de la surface sont rejetés.
Ceci est du au biais d’estimation du vecteur normal induit par le bruit d’acquisition, car
plus la région numérisée est distante du SLT, plus le bruit d’acquisition augmente.
Impact du seuil δ La définition du seuil de distance trop large induit à une sous-
segmentation du nuage de points, où des points appartenant à des plans parallèles sont
considérés comme coplanaires. Dans le cas contraire, un seuil trop bas conduit à une
sur-segmentation où un ensemble de points coplanaires sont segmentés en plusieurs plans
(voir l’illustration présenté dans la figure 2.15).
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Cas de sous-segmentation
Cas de sur-segmentation
Cas idéal
Nuage de points
Seuil de consistance δ
Figure 2.15 – Illustration 2D de l’impact du seuil δ sur la segmentation du nuage de
points.
Les figures 2.16-a et b présentent l’évolution du nombre de points consistants ainsi que
de l’erreur quadratique moyenne pour un seuil δ variant sur un intervalle entre 2 cm et
6,5 cm tout en gardant le seuil β constant à 34,5˚ . On constate que l’erreur quadratique
augmente proportionnellement au nombre de points consistants. Cependant, on remarque
un point d’inflexion de la courbe à la valeur de seuil 2,9cm. Cette valeur a été déduite
par une dérivation de la courbe MSE (voir figure 2.17-a). La considération d’un seuil
supérieur à cette valeur induit à une sous-segmentation où des points à appartenant à des
plans parallèles sont considérés comme consistants. La figure 2.17-b donne un aperçu sur
le plan, où les points en rouge appartiennent à des plans parallèles au plan de la façade.
(a) (b)
Figure 2.16 – Évolution du nombre de points consistants et de l’erreur quadratique
moyenne en fonction du seuil de consistance δ.
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Figure 2.17 – Impact du seuil δ : (a) Dérivée de l’erreur quadratique moyenne. (b) Points
consistants utilisant deux seuils 2,9 cm et 5,5 représentés respectivement par les points
bleus et rouges
2.4 Conclusion
Une méthode de segmentation du nuage de points a été proposée dans ce chapitre.
Son intérêt réside dans la diminution du temps de calcul de la phase segmentation par
RANSAC en prenant en compte la colorimétrie.
L’optimisation de la complexité algorithmique est réalisée sur deux niveaux. Le pre-
mier consiste à faire un tirage non-uniforme des points constituants l’échantillon minimal,
qui est sélectionné à partir d’une seule classe colorimétrique. Le second niveau, consiste à
réduire le nombre d’itérations. Pour cela, le calcul de la probabilité de tirer un échantillon
minimal non-contaminé par des outliers est limitée aux points dans la classe colorimé-
trique.
Les limites de cette méthode se manifestent lors de l’extraction itérative des plans de
façades. On constate que le nombre d’itérations nécessaires pour extraire les derniers plans
est plus grand que le nombre d’itérations effectué par la méthode classique. Cependant, en
comparant le nombre d’itérations total pour extraire tous les plans de façade, la méthode
proposée reste nettement plus performante.
Afin de minimiser les erreurs de segmentation, une condition sur l’orientation des
points consistants a été ajoutée, elle permet d’éviter que des points appartenant à d’autres
éléments architecturaux ne soient considérés comme des points de façade.
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3Modélisation de la densité du nuage
de points et extraction des points de
contours
3.1 Introduction
Over the last decade, environment and three dimensional object recording has became
easier due to the development of acquisition technologies : photogrammetry, total station,
terrestrial and airborne LIDAR. Terrestrial laser scanner (TLS) are generally used in
application such as building modeling, cultural heritage recording and deformation ana-
lysis ([RDvdHV07],[BH07], [Bre05], [PV09]) where highly resoluted point clouds of large
dimension objects are required.
The ability of a TLS to distinguish fine details is depending on the resolution of
its components [LJ06]). Firstly, the range resolution, corresponds to the ability of the
measurement system to distinguish object on the same line of sight. Second, the angular
resolution, depends on both the laser beamwidth and the distance to the object since the
beamwidth increases with the distance. It corresponds to the ability to distinguish two
fine adjacent details. In practice, TLS manufacturers are providing the angular resolution
for a given distance (generally 50 or 100 meters) which results in a minimum angular
sampling step. In fact, the angular sampling step implicitly supposes that the object
surface is orthogonal to the laser beam at a distance lower than the nominal distance for
which the angular resolution is defined [Sch07b].
Let us now define the surface sampling step as the spatial sampling step at the surface
of the object to be scanned. Having a constant surface sampling step imposes that the
object is always orthogonal to the laser beam which is impossible. In general, the angular
sampling step is kept constant for the whole scanning which results in a surface scanning
sampling steps varying with the distance and the orientation of the object.
To handle this problem, an option is proposed on some TLS allowing the user to
define highly resoluted regions, that is regions where the angular sampling steps is low.
However, a detailed analysis of the influence of the beamwidth on the scanner resolution
[LJ06] reveals that the angular sampling steps does not reflect the actual resolution of
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the TLS and that decreasing it does not necessarily result in an increased resolution. The
authors, then, introduce the so-called Effective Instantaneous Field Of View (EIFOV)
which better reflects the actual TLS resolution. Based on the EIFOV, [PTB11] proposes
a method to determine the optimal angular sampling steps considering the distance and
the detail size. However this method does not take into account the surface orientation
with respect to the TLS as the presented results only consider planar surface orthogonal
to the TLS.
The performances of algorithms for point cloud processing are highly depending of
the point cloud density. This point was already mentioned by [SA02] for point cloud
segmentation using a region growing approach ; their method consists in computing the
normal vector for each point and then to merge the points whose normal vectors are
similar and whose distance to seed surfaces is lower than a threshold. It is mentioned that
using a unique global threshold may lead either to over segmentation in regions with low
point cloud density or under segmentation in regions with a high point cloud density. This
is actually nothing but the consequence of having a varying surface sampling step which
results in a varying point density.
Another example of the influence of the point density can be found in feature and
boundary point extraction methods. A number of approaches are trying to determine if a
point is belonging to a boundary or surface features by examining the evolution of some
estimated geometrical features calculated over a neighborhood surrounding the considered
point. For example, [PKG03] uses the evolution of the variance evaluated on successive
neighborhood size, while [BL06] considers the distance of the point to the center of the
ellipsoid corresponding to a given neighborhood. [TTMM04] proposes a tensor voting
approach which basically consists in evaluating the normal directions of points in the
neighborhood of a given point. In [CWY+12], the approach of [TTMM04] is extended
by considering the evolution of the normal directions over successive neighborhoods. In
[PV09], [Bou10] the boundary point extraction of planar patches is performed by ordering
the edges of a Triangular Irregular Network (TIN) -as provided by Delaunay triangulation-
according to their lengths. TIN edge lengths are compared to a threshold. The Longest
edges vertices correspond to the boundary points. Assuming a uniform point cloud density
results in a global threshold. However, this may lead to wrong boundary point extraction
as the surface sampling step is varying with the distance to the surface and the angular
positions. In fact, all these approaches relies on the notion of neighborhood which appears
to be dependent on the point cloud density. Having a large point cloud density will result
in neighborhood covering a small spatial region while low point cloud density will yield
large spatial region. As a consequence, it appears that determining feature and boundary
points is strongly depending on the point density. In high density regions, it is possible to
detect fine boundaries while in low density regions only coarse boundaries can be detected.
The solution developed in this paper consists in adapting the triangle edge length
threshold to the local point density by deriving the surface sampling step and its appli-
cation to TIN based boundary point extraction. It is organized as follows : section 3.2
presents TIN based methods for boundarie point extraction, their limits and how they
can be improved by considering a varying surface sampling step. Section 3.3, proposes an
explicit method for surface sampling steps approximation. A special focus is given to the
use of this result for density approximation.The proposed method is finally evaluated on
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real data in section 3.4.
3.2 TIN based boundary point extraction
Building parametric model reconstruction from TLS point cloud is generally composed
of two main phases. Firstly the point cloud is segmented into smaller co-planar point
sets representing the building facades. Facade architectural features (windows, doors,
extrusion...) are then modeled by fitting geometric primitives to the boundary points of
the facade consistent point set. The modeling precision and the detail level of the building
facade model depends on the boundary point algorithm accuracy. In this work, we present
two algorithms for boundary point extraction based on Delaunay triangulation (defined
in the next paragraph) : Delaunay triangulation edges length (paragraphe 3.2.2) and α-
shape (paragraphe 3.2.3). We also discuss how the point cloud density is influencing the
results provided by these methods.
3.2.1 Delaunay triangulation
The Delaunay triangulation was introduced by Boris Delaunay [Del34]. The triangu-
lation D of a point set P is constructed such as no point of P lies inside circumcircle of
any triangle (see figure 3.1). The triangulation is widely used in surface reconstruction for
3D point set and boundary point extraction for 2D point sets.
(a) (b)
Figure 3.1 – Delaunay triangulation illustration : (a) point set ; (b) Delaunay triangula-
tion
3.2.2 Boundary points extraction considering Delaunay trian-
gulation edge lengths
The principle of this method is based on the triangle edges. The edges are ordered
according to their lengths. Boundary points correspond to the vertices of edges having
the higher lengths. As illustrated on figure 3.2, in the regular surface sampling case, the
maximum length corresponds to the hypotenuse of the blue triangle. Each edge whose
length is greater than this distance has vertices (red points) belonging to a boundary.
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Figure 3.2 – Illustraction of a Delaunay triangulation of a window corner point consi-
dering a uniform density. red point represent the boundary points extracted where green
edge length is supposed to be larger than the user defined threshold
3.2.3 α-shapes
The α-shape is a generalization of the convex hull of a point set. It can be defined as
polytope bounding the point set with the minimal surface area [EKS83]. The α-shape (Pα)
is composed by a set of straight lines segments called α-exposed. According to [EM94] :
a segment is said to be α-exposed if the circumcircle it belongs to is empty and it has a
radius α lower than a user defined threshold αth. The α-shape algorithm is composed of
three main steps :
1. Delaunay triangulation of the point set P.
2. The aim of the second step is to remove the edges which have a circumcircle radius
larger than αth. It result from this step a simplicial complex SCα composed of
vertices, free and attached edges and triangles. Figure 3.3-c presents the simplicial
complex of the point set, here we can distinguish two different sets as a small α is
considered.
3. In this third step, each triangle edge is classified into boundary and interior edge
(dashed segment in figure 3.3-a). An edge is considered as interior edge if the largest
circumcircle of the triangles it belongs to is not empty (see the illustration in figure
3.4-a). Otherwise, the edge is considered as a boundary point (figure 3.4-b). The
resulting edges are presented in figure 3.3-b, where the boundary points are the edge
vertices.
(a) (b)
Figure 3.3 – Alpha shape process illustration : (a) simplicial complexe (interior edges in
green) ; (b) Boundary edges.
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(a) (b)
Figure 3.4 – Illustration of triangle edge classification : (a) An edge classified as interior ;
(b) An edge classified as a boundary
Both of the presented methods consider a unique threshold, assuming a constant sur-
face sampling step. In real case this assumption is wrong, as illustrated in figure 3.5. The
surface sampling step vary with respect to the laser spot incidence angle. These fact
may lead to wrong boundary point extraction in most cases, i.e : a fine detail boundaries
may not be extracted considering a large threshold in a region with a small surface sam-
pling step. In order to improve the boundary point extraction reliability, both methods
should consider a varying threshold according to the local surface sampling steps. The
next section proposes an explicit method for surface sampling steps computation of a
planar patch.
∆v =?
∆v = 5cm
d = 100m
∆θ
∆θ
∆θ
y
z
x
TLS referential Planar surface
Figure 3.5 – Illustration of vertical surface sampling step (∆u) evolution. Here d repre-
sents the orthogonal distance of the TLS to the planar patch, and ∆φ a constant angular
sampling step
3.3 Local Surface Sampling Steps Estimation
3.3.1 Surface Sampling Function Approximation
Static TLS’s are based on the theodolite principle [PB07a], where the point coordinates
are measured in a spherical coordinate system representing the distance, the azimuth and
the elevation of the surface point. We consider a point cloud representing a scanned planar
surface as illustrated in figure 3.6, the point coordinates can be expressed in the spherical
coordinates as (ρ, θ,φ) by considering the azimuth and elevation in a referential (n,u,v)
attached to the plan, n represents the normal vector and u,v a 2D referential attached
to the plane. The distance ρ can be expressed by the equation(3.1) which defines a planar
surface in a spherical coordinates system.
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ρ = − d
a. cos θ. cosφ+ b. sin θ. cosφ+ c sin φ
(3.1)
Here d is the orthogonal distance of the TLS to the planar patch and [a, b, c] represents
the surface normal vector n coordinates. In the referential attached to the plan, the normal
vector is expressed as n = [−1, 0, 0], and thus equation (3.1) can be simplified to :
ρ =
d
cos θ. cosφ
(3.2)
⊗
v
n
u
yw xw
zw
∆φ
∆θ
θ
o′ pi
pj
λ
∆u(θ)
∆v(φ)
os
(PL)
Figure 3.6 – Calculation of λ according θ and φ.
The scanning is made by considering a user defined angular sampling steps ∆θ and∆φ.
This results in the surface sampling steps (∆u, ∆v) which depend on (ρ, θ,φ). To calculate
the surface sampling steps, we consider two points pi and pj , whose coordinates, defined
in the plan referential, are respectively (ni, ui, vi) and (nj, uj, vj). The relation between
the spherical coordinates and the Cartesian coordinates of the point pi is given by :

 niui
vi

 = ρi

 cos(θi). cos(φi)sin(θi). cos(φi)
sin(φi)

 (3.3)
Replacing ρi by its expression in equation (3.2) yields :

 niui
vi

 = d


1
tan θi
tan(φi)
cos(θi)

 (3.4)
As θj = θi +∆θ and φj = φi +∆φ, the coordinates of the point pj are :

 niuj
vj

 = d


1
tan(θj)
tan(φj)
cos(θj)

 = d


1
tan (θi +∆θ)
tan(φi+∆φ)
cos(θi+∆θ)

 (3.5)
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The surface sampling step can be approximated by considering a first order Taylor
expansion of each coordinate expression. Thus, the point pj coordinates can be expressed
by the equation :
(
uj
vj
)
= d
(
ui
vi
)
+ d
( ∂
∂θi
tan(θi).∆θ
∂
∂φi
tanφi ∆φcos(θi)
)
(3.6)
Therefore, the sampling function can be written as follows :
(
∆u(θi)
∆v(φi)
)
= d

 ∆θcos(θi)2
∆φ
cos(φi)2 cos(θi)

 (3.7)
Thus, as illustrated in figure 3.6, the distance λ between pi and pj can be written as :
λ =
√
∆u(θi)2 +∆v(φi)2 (3.8)
3.3.2 Low resolution approximation of the surface sampling steps
According to the previous section, it is possible to perform a low resolution approxi-
mation of the surface sampling steps. Basically, the idea is to define angular patches over
which the surface sampling functions will be considered as constant. Indeed, defining a
piecewise constant surface sampling steps corresponds to consider a linear approximation
of u(θ) and v(θ,φ). Let us consider the regular grid defined in the spherical coordinate
system (see figure 3.7-a). Each vertex of this grid is defined by it’s coordinates :
Sk,l =
(
kΘ
lΦ
)
The regular grid defined in (θ,φ) yields a curvilinear grid in the Cartesian coordi-
nate systems as shown in figure 3.7-b. Here Θ and Φ stand for the grid steps (intervals)
according -respectively- to θ and φ. whose vertices are given by :
Ck,l =
(
d tan(kΘ)
d tan(lΦ)cos(kΘ)
)
(3.9)
Rather than considering these curvilinear grid, we proposed to approximate each cur-
vilinear cell by a convex quadrilateral whose vertices are those of the corresponding cur-
vilinear cell. This results in the polyhedral grid of figure 3.7-c. As in each cell the surface
sampling function is considered as constant, we can evaluate the diagonal distance in each
cell by :
λk,l =
√
∆u(θ¯k)2 +∆v(φ¯l)2 (3.10)
where θ¯k,l and φ¯k,l correspond to the geometrical center of each cell of the regular grid
in (θ, φ) :
θ¯k =
2k + 1
2
Θ; and φ¯l =
2l + 1
2
Φ; (3.11)
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The values ∆u(θ¯k) and ∆v(φ¯l) are calculated according to equation (3.10). We note
that the value of λk,l corresponds to an "average value" (this is not the actual mean value
but rather a median value).
θ
φ
v
u
(a) (b)
v
u
(c)
Figure 3.7 – Grid transformations : (a) rectangular regular grid defined in the spherical
coordinate system. (b) Transformation of the rectangular grid in the Cartesian coordinate
system, which leads to a curvilinear grid. (c) Simplification of the curvilinear grid to
polyhedral grid.
3.3.3 Point cloud density approximation
To asses the quality of the surface sampling steps approximation, we propose to com-
pare the corresponding point cloud density to point cloud density estimated on the actual
data which will serve as ground truth. These densities will be referred as approximated
density and estimated density respectively. The estimated density is estimated on a grid 5
which does not necessarily match the polyhedral grid on which the surface sampling step
is calculated. To give an example, we can estimate the density on a rectangular grid whose
vertices are those defined by the rectangular grid in Θ and Φ. Thus, it is necessary to
match the polyhedral grid to the rectangular grid as illustrated in figure 3.8-c.
In the following, to simplify the notations, the dependence with respect to the indexes
of the rectangular cells is omitted. For each rectangular cell, they are R intersecting
polyhedral cells thus the rectangular cell surface satisfies A =
∑
r=iAr where Ar represents
the surface of the rth cell intersecting the rectangular cell.
(
∆u(θ˜k,l)
∆v(φ˜k,l)
)
= d
( ∑R
r=1∆u(θ¯r).wr∑R
r=1∆v(φ¯r).wr
)
r = 1, .., R; (3.12)
In equation (3.12), wr represents the weight affected to the rth surface sampling step.
This weight is obtained as the ratio of the rth polyhedral surface cell to the rectangular
5. Here for simplicity we only consider rectangular grid
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θ
φ
(a) (c)
v
u
(b)
v
u
Figure 3.8 – Polyhedral and rectangular grid superposition : (a) Regular grid in the
spherical coordinate system. (b) Rectangular grid. (c) Superposition of the rectangular
and polyhedral grids
A1
A2
A3
A
Figure 3.9 – Intersection of a rectangular cell A with polyhedral cells Ar
surface cell :
wr =
A
Ar
(3.13)
Thus, we define λk,l for each cell by equation (3.14), which represents an average
diagonal distance.
λk,l =
√
∆u(θ˜)2 +∆v(φ˜)2 (3.14)
To conclude this section, we address the problem of accounting for multiple point
clouds acquired from multiple stations. We suppose that these point clouds have been al-
ready properly registered. Thus all the coordinates of the points belonging to the different
clouds are expressed in a single referential.
The point cloud density is higher in overlapping areas, however the resolution im-
provement cannot be guaranteed. To give some insights into the understanding of these
point, let us consider the case of two overlapping point cloud having the same resolution.
Figure 3.10 illustrates the 3 possible cases in the overlapping regions. The case (a) repre-
sents the most favorable one where the resolution is doubled, while the case (b) shows a
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(a)
(b)
(c) × × × ×
Figure 3.10 – Illustration of overlapping region : red points belong to the first station
while the blue belong to a second station
Figure 3.11 – Building point cloud
non uniform resolution for which the proposed surface sampling approximation cannot be
extended straightforwardly. The case (c) corresponds to points of one station overlapping
with some of the other stations. This is the least favorable situation since in that case the
resolution remains that of the point cloud with highest resolution. To handle the case of
multiple point clouds, we adopt a simple strategy consisting in using the minimum surface
sampling which corresponds to the point cloud having the maximum density.
3.4 Experimental results
The accuracy of the proposed surface sampling approximation is evaluated on a buil-
ding point cloud acquired from 6 stations with a TLS Leica C10 (see figure 3.11). The
TLS specification and the recording parameters are given in table 3.1.
The accuracy of the surface sampling step approximation was evaluated according to
two aspects. The first one consists in comparing the corresponding approximated point
cloud density to the estimated point cloud density (section 3.4.2). The second one aims
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Range measurement :
Measurement principle Time of flight
Maximum range 300 m
Accuracy :
Position ± 6mm
Angle ± 60µrad
Range ± 4mm
Surface noise standard deviation 2mm
Recording parameters :
Angular sampling step 5 .10−4 rad m
surface sampling steps 0.05 m
Nominal distance (dn) 100 m
Table 3.1 – TLS Specification and recording parameters
at evaluating the interest of taking into account the local surface sampling step in a TIN
based edge points extraction methods (section 3.4.3). The evaluation is conducted on two
different plans. The first one is extracted from a single station point cloud, while the
second is extracted from overlapping point clouds.
3.4.1 Point cloud segmentation
The point cloud segmentation consists in decomposing the point cloud into plans.
The plans having the largest number of points correspond to the building facades. The
point cloud segmentation was performed using a RANSAC based algorithm proposed by
[AZDZ10].
The singular value decomposition of the planar consistent point set directly gives the
referential (n,u,v) attached to the plan and the coordinate of the points in this referential.
3.4.2 Density Comparison
The first way to asses the accuracy of the surface sampling step approximation consists
in comparing the approximated density to the density directly estimated from the actual
point cloud. In this evaluation, two cases of planar patches were considered ; the first
represents a planar patch acquired form a single point of view, while the second represents
a planar patch acquired from two points of view.
For the first case, the comparison process is composed of three main steps. First
an irregular rectangular grid (see section 3.3.2) is defined considering a regular spacing
δθ = δφ = 0.02rad. The second step consists in computing the approximated (D˜k,l) and
real density (Dk,l) for each patch of the grid using respectively the equations (3.15) and
(3.16). The density comparison is then made in the last step, where the density difference
quantified with the ratio of the estimated density divided by the approximated density
defined in equation (3.17).
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Figure 3.12 – Segmented point cloud
D˜k,l =
1
∆u(θ˜k,l).∆v(φ˜k,l).ak,l
(3.15)
Dk,l =
|Sk,l|
ak,l
.
1
ak,l
(3.16)
where ak,l denotes the aerea of the patch and Sk,l points set inside the patch.
R = Dk,l
D˜k,l
(3.17)
Figure 3.13 shows the results of each step according to the plan in figure 3.13-a repre-
senting the first case. Figure 3.13-b shows the real density, we can observe that the density
decreases according to distance of the patch to the point (0,0), which corresponds to the
orthogonal projection of the station referential origin on the plan. The same aspect can
be observed in figure 3.13-c representing the approximated density. Figure 3.13-d shows
the ratio of both densities, which is close to one in patches on façade region, and thus the
densities are similar on those regions.
For the second case -which represents a plan acquired from two points of view-, the
evaluation process is as follows. First, the approximated density is computed indepen-
dently for each point of view using the same process of the first case (plan acquired from
a single point of view). The resulting approximations for each point of view are then
combined on a regular rectangular grid, which represents a partition of the plan into a
regular square patches of 25 cm2. The approximated density of each square is equal to the
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(a) Planar patch consistent set
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Figure 3.13 – Density comparison of a planar patch acquired from one point of view
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sum of approximated densities of irregular patches it intersect with. Figure 3.14 shows
the results of the density comparison. Figure 3.14-a presents the considered planar patch
for the test, while the figure 3.14-b shows the real density of the regular square grid. Here
again the density is higher in the patches close the points of view projections than in
the farthest patches. The same observation can be made on Figure 3.14-c representing
the approximated density. Figure 3.14-d presents the ratio of both densities ; the ratio is
close to one, except in patches on edges and inside windows borders. For both cases, the
observed differences on patch on façade region are very small and can be attributed to the
limitation of the first order Taylor approximation and the quantification of the surface
sampling steps on the irregular grid.
3.4.3 Application to edge point extraction
In this work, we propose to consider a locally defined threshold for each point according
to the rectangular cells RCk,l. Considering only the threshold in equation (3.14) will
certainly leads to a wrong boundary point extraction because of two major reasons. The
approximated surface sampling steps are limited to the first order of Taylor expansion.
The approximation does not take into account the uncertainty of the point position, due
to the acquisition noise and surface irregularities. To take into account these factors, we
consider a user defined parameter γ. Therefore, the threshold affected for point subset
inside a rectangular cell is expressed as :
λ′k,l = γλk,l = γ
√
∆u(θ˜k,l)2 +∆v(φ˜k,l)2
The simplexe (a triangle or an edge) vertices may lies in different rectangular cells
and/or belong to different stations. In this case, the threshold considered for α-shape (cir-
cumcircle radius) corresponds to the maximal threshold affected for the triangle vertices.
In the same way, the threshold considered for boundary point extraction according to
triangulation edge lengths corresponds to the maximal threshold affected to its vertices.
To evaluate the edge point extraction considering local threshold reliability, the boun-
dary points sets automatically extracted (Ba) are compared to a manually extracted boun-
dary point set (Bm) considered as a ground truth. The extraction error (E) is quantified
by the equation (3.18), where the nominator represents the cardinality of the difference
between Ba and Bm and the denominator their intersection cardinality.
E = |Bm ⊕ Ba||Bm ∩ Ba| (3.18)
In order to make a reliable evaluation, the set Ba was extracted using γ optimal value
which minimize the error as follows :
γopt = argmin
γ
|Bm ⊕ Ba(γ)|
|Bm ∩ Ba(γ)| (3.19)
Also, to quantify the contribution of using local threshold instead of global threshold,
the extracted boundary set by each method using local threshold was compared to the
set extracted using optimal global threshold. These last defined as follows :
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(a) Planar patch consistent set
6 8 10 12 14 16 18
0
5
10
15
20
 
u
 
v
0 100 200 300 400 500 600 700 800 900
(b) Real density
6 8 10 12 14 16 18
0
5
10
15
20
 
u
 
v
200 300 400 500 600 700 800 900
(c) Approximated density
6 8 10 12 14 16 18
0
5
10
15
20
 
u
 
v
0 0.2 0.4 0.6 0.8 1
(d) Ratio of the both densities
Figure 3.14 – Density comparison of a planar patch acquired from two points of view
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Planar patches α-shapes Edges lengths
local threshold unique threshold local threshold unique threshold
First plan 1,37 1,6 3,51 3,41
second plan 0,67 0,97 0,96 1,51
Table 3.2 – Difference results by comparing the automatically extracted boundary points
sets to the manually extracted point set. The table shows the results for both algorithm
α-shape and Delaunay triangulation edges length
γgopt = argminγg
|Bm ⊕ Ba(γg)|
|Bm ∩ Ba(γg)| (3.20)
where :
λgopt = γgopt.λginit (3.21)
Here, λginit stands for an initial value of the global threshold γopt and γgopt, an optimal
parameter value for local and global threshold.
Figure 3.15 shows the curves of error evolution according to γ for the planar patch
acquired by one station (figure 3.15-a) and the planar patch acquired by two stations(figure
3.15-b). The red and black curves show -respectively- the error evolution considering
local threshold for boundary point extraction Delaunay triangulation edge length, while
green and blue curves shows the error evolution considering respectively local and global
thresholds. For both cases plan acquired with from a single point of view and plan acquired
from two points of view, the sets extracted using a local threshold show a smaller error
than the extracted sets using a global threshold. The table 3.2 resumes the minimal error
according to the manually extracted boundary point set.
Figures 3.16 and 3.17 show the differences between sets extracted using local thresholds
and unique thresholds for each method. Blue squars represent boundary points extracted
using local threshold considering (γopt) estimated for each method, while red points show
boundary points extracted using unique threshold optimal value (γgopt) for each method.
The differences are exposed across two different regions for each case (see zoomed regions
in figures 3.16 and 3.17). These regions were selected according to their respective positions
to the TLS. As expected the difference amount depends on the region location. While
in the regions close to the TLS show a big difference, the farthest regions show less
differences. These results are mainly caused by the non-uniform aspect of the density.
The unique threshold are usually defined to extract boundary points according to regions
with low density, which cause a loss of boundary points in region with a high density. The
consideration of a local threshold according to surface sampling step allows to define an
optimal threshold for each region, which reduce boundary point loss.
3.4.4 Discussion
Regular and irregular grid utilization for density comparison The aim of using
both types of densities stands for two reasons. Firstly, the generic application for facade
patch density approximation for classification of facade feature to architectural elements
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Figure 3.15 – Boundary point set difference evolution according to γ : (a) Test on the
plan acquired from one point of view ; (b) Test on the plan acquired from two points of
view.
(window,extrusion,doors,...) and/or zone of irregularity. The second reason is the results
rendering for the second case -planar patch acquired from two points of view-, where the
interpretation of two superposed irregular grid may be hard to interpret for the reader.
Boundary point extraction considering local threshold As it can be seen in fi-
gures 3.15, there are small differences between the sets of boundary points extracted by
the two algorithms considering local thresholds. However this comparison is made ac-
cording to optimal values parameter γ, which is hard to set manually. Also it is worth
mentioning that the boundary point extraction via α-shape algorithm considering either
local or unique thresholds allows a more economic cost than the algorithm considering
the triangles edge lengths.
3.5 Conclusion
Point cloud modeling algorithm reliability mostly depends on the point cloud density,
which evaluate according to the surface sampling steps. The main aim for this work
is to improve the parameters setting of the algorithm. The idea consists in defining a
local parameter for the algorithm according to the local point cloud density. Thus a
model for surface sampling step is proposed, where the surface sampling steps are defined
according to a regular grid patches in which we consider that the sampling steps are
constants. The model evaluation by comparing the approximated density with the model
to the actual point cloud density shows satisfying results. An application for boundarie
points extraction using local threshold is proposed. For the two considered algorithms,
α-shape and Delaunay triangulation edge length, an improvement induced was observed
by comparing the extracted boundary sets using a locally defined threshold to a manually
extracted set and to the sets extracted using a unique threshold.
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(a) Segmented plan acquired from a signle point of view.
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Figure 3.16 – Boundary point extraction for the planar patches : (a) planar patch ac-
quired from one point of view ; The rectangles show the zoomed positions where the
corresponding images are presented in figure (d) and (e)
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(a) Segmented plan acquired from two points of view.
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Figure 3.17 – Comparison of extracted boundary point set using local and global thre-
shold for a planar patch acquired from two points of view
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4Classification et modélisation des
zones d’intérêts
Le dimensionnement des Modules d’Isolation Thermique (MIT) est essentiellement
basé sur le modèle CAO. Les MIT sont rigides et difficilement modifiables, ainsi la phase de
conception doit tenir compte des zones d’irrégularités de la façade ainsi que de l’erreur du
positionnement des cotes des éléments architecturaux. Ces erreurs sont majoritairement
compensées par les systèmes de fixation des MIT (équerres, rails). Cependant, chaque
système a ses limites, et afin de prévoir la solution adéquate à la géométrie du bâtiment
une quantification de l’erreur sur le modèle CAO s’avère indispensable.
Ce chapitre propose une méthode de reconstruction de modèle filaire à partir des
points de contours extraits pour les différents plans. La méthode présentée dans la figure
4.1 se compose de trois phases principales. Dans un premier temps, les régions définies
par les points de contours sont classées en Régions d’Irrégularité (RI), Régions d’Eléments
Architecturaux (REA) et Région de Façade (RF). La seconde phase consiste à modéliser
ces différentes régions par un maillage de Delaunay pour les RI, et des polyèdres pour les
RF et REA. La dernière phase calcule une approximation de l’erreur sur le modèle.
La section 4.1 présente les différentes types de régions ainsi que leur méthode de
classification. La section 4.2 présente les méthodes de modélisation des régions. La section
4.3 propose une méthode d’approximation de l’erreur de modélisation des REA et des RF.
4.1 Classification des zones en zones d’irrégularités
et éléments architecturaux
Les simplexes extraits par l’algorithme α-shape (chapitre 3 section 3.2) représentent
les contours des régions sur le plan de la façade. Les informations nécessaires pour la
conception des MIT diffèrent en fonction du type de région définie par les contours. Pour
chaque REA, le concepteur fait appel à quatre informations : la hauteur, la largeur, la
profondeur (figure 4.2) et l’incertitude sur ces dimensions. Les régions représentant des
RI peuvent êtres représentées par un maillage ou une interpolation surfacique afin d’avoir
une représentation la plus fidèle que possible. Finalement, les contours extérieurs de la
façade peuvent êtres représentés par l’intersection des différents plans des autres façades
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Classification des régions en
Points de contours
REA, RF et RI.
Modélisation des régions
Calcul d’incertitude sur
la position des cotes
1
2
3
Figure 4.1 – Schéma bloc de la méthode de modélisation proposée.
ou plus simplement par une segmentation des points de contours extérieurs.
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Figure 4.2 – Informations nécessaires pour une fenêtre lors de la conception des MIT.
Afin de définir la méthode de modélisation à considérer pour une région, leur classifi-
cation est réalisée en amont de la phase modélisation. Dans cette optique, on fait appel
aux propriétés géométriques d’une région, à savoir : l’aire, la densité et le périmètre. Ces
dernières varient en fonction du seuil de consistance δ considéré pour la segmentation
du nuage de points, ainsi que du paramètre λ considéré pour l’extraction des points de
contours.
Le premier paragraphe de cette section présente la méthode de sélection de la proprié-
tée géométrique permettant une distinction facile et moins couteuse en temps de calcul
des régions. Le second paragraphe présente la méthode de classification considérée.
4.1.1 Évolution des propriétés géométriques des régions en fonc-
tions du paramètre de segmentation et d’extraction des
points de contours
Pour chaque type de région, on a fait varier un paramètre en gardant l’autre paramètre
constant.
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La variation du paramètre λ a un impact direct sur l’ensemble des points de contours
et affecte donc le périmètre et l’aire de la région. Cependant, les changements apportés
diffèrent en fonction du type de la région. Pour les RI, la considération d’une faible
valeur du paramètre λ élargit le périmètre de la région, et a tendance à partitionner
la région en régions plus petites. La considération d’un paramètre trop grand tend à
réduire le périmètre de la région, voire à en négliger une grande partie (voir figure 4.3-c).
Contrairement aux RI, les REA (voir figure 4.4) restent moins sensibles aux variations de
ce paramètre. Il est à noter que le changement du paramètre λ n’affecte pas la densité du
nuage des points à l’intérieur des régions.
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Figure 4.3 – Impact du changement du paramètre d’extraction des points des contours
sur les zones d’irrégularité.
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Figure 4.4 – Impact du changement du seuil des points de contours sur les contours
d’éléments architecturaux
L’étude de l’évolution due à la variation du paramètre de segmentation δ consiste à
mesurer le nombre de points dans la région pour chaque valeur du seuil. Sur la figure 4.5-c,
on remarque que pour une REA, la variation de la densité reste faible et son évolution
reste limitée par rapport aux changements du seuil de consistance. Au contraire, une RI
montre des variations de densité en relation avec la variation du seuil.
En comparant ces résultats, on constate que la considération de l’aire et/ou du péri-
mètre de la région montrent des résultats tout aussi satisfaisant que la considération de la
densité de points. Cependant, la mise en correspondance des régions reste très couteuse en
temps de calcul car la chaine de contours change en fonction du seuil. Aussi, l’utilisation
du seuil d’extraction des points de bordure semble peu fiable, car cela risque de définir des
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Figure 4.5 – Évolution de la densité des régions par rapport au seuil de consistance δ :
(a) Points dans une RI ; (b) Points dans une REA ; (c) courbes représentants l’évolution
de la densité dans les deux régions (RI : courbe bleue et REA courbe rouge).
régions à faible densité comme des RI. Ainsi, il a été choisi d’effectuer une classification
des régions en se basant sur l’aire et la variation de la densité de la région. Le paragraphe
suivant présente de manière détaillée l’algorithme de classification proposé.
4.1.2 Méthode de classification des régions
La méthode de classification se compose de trois étapes principales. La première définit
l’enveloppe concave de chaque région. Dans la seconde étape, on estime la densité du
nuage de points de chaque région pour une valeur du seuil de consistance supérieure à
celle considérée dans la phase segmentation. La dernière étape classe les différentes régions
en RF, RI et REA.
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Définition des enveloppes concaves des régions L’ensemble des points de contours
B extrait par l’algorithme α-shape définit les bordures des régions du plan de la façade. En
effet, les points de contours représentent les sommets d’arêtes (ek) des simplexes définis
par α-shape à partir de la triangulation de Delaunay (voir chapitre 3 section 2). L’objectif
de cette étape est de définir à partir de l’ensemble B et des arêtes ek des enveloppes
concaves (voir figure 4.6) qu’on notera R, représentant les différentes régions sur plan de
la façade.
Enveloppe convexe Enveloppe concave
pi
ek
el
pj
ph
u
v
u
v
Figure 4.6 – Enveloppe concave et enveloppe convexe d’un ensemble de points de
contours
La figure 4.7 présente les étapes de la méthode proposée pour définir les enveloppes
concaves des différentes régions, qui se compose de trois phases principales.
1. Initialisation : l’algorithme commence par définir le sommet de départ comme le
point le plus à gauche de l’ensemble B (voir figure 4.7-a).
2. Labellisation : la boucle de labellisation consiste à donner le même label aux som-
mets non-labellisés. Pour cela, on définit les sommets connexes au dernier point
labellisé comme sommets candidats. Le sommet suivant est celui dont l’arrête a
l’angle minimal avec le vecteur (−1, 0) (voir figure 4.7-b et c).
3. Arrêt : l’algorithme s’arrête lorsqu’on ne trouve aucun segment non-labellisé connecté
au dernier segment labellisé.
Ces trois étapes sont itérées jusqu’à ce que tous les segments de contours soient labellisés.
S’il reste des points de contours non-labellisés, on incrémente le label et on réitère ces
trois étapes.
(a) (b) (c)
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Figure 4.7 – Étapes de définition de l’enveloppe concave d’une région.
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Calcul de la densité L’objectif de cette phase est d’estimer la densité à l’intérieur de
la région. La méthode proposée, décrite dans l’organigramme de la figure 4.8 consiste à
définir une valeur du seuil de consistance δl = δ + ψ. Où ψ est défini par l’utilisateur.
On définit ensuite l’ensemble P′ des points consistants avec le plan n en considérant le
seuil δl. l’ensemble P′ permet ensuite de calculer la densité d’une région Rj par rapport
au seuil δl. On définit vd, le vecteur enregistrant la densité des différents régions tel que :
vd =


a1
...
aq

 ; (4.1)
où q est le nombre de régions et aj la densité de la région donnée par :
aj =
prj
aire (Rj)
(4.2)
avec prj cardinalité de l’ensemble de points à l’intérieur de la région, celui-ci est défini
par l’algorithme Edge Intersect [Shi62].
Début
Initialisation
Calcul de l’ensemble
j = j + 1 ;
P′
Calcul de ajl
j ≥ n
Fin
Figure 4.8 – Organigramme de la méthode de calcul de la densité.
Classification des régions Cette étape vise à classer chaque région en fonction de sa
densité et de son aire. Ainsi, les régions sont classées en 3 différentes catégories (RF, RI
et REA).
– Une RF est délimitée par les contours extérieurs du plan de la façade. Elle se carac-
térise par une forte densité et une très grande surface.
– Une RI est caractérisée par une forte densité ainsi qu’une surface généralement plus
petite que celle d’une RF.
– Contrairement aux types précédents, une REA se caractérise par une faible densité,
et par une surface plus petite que celle des régions de façade.
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Les trois classes de régions peuvent donc être distinguées selon deux variables : l’aire et
la variance de densité. On définit donc deux seuils : Ath le seuil de l’aire d’une région et
Dth le seuil de la densité. La figure 4.9 présente une illustration de l’espace de paramètres
définissant les différentes classes de régions. La figure 4.10 présente les différentes régions
labellisées : en rouge les RI, les REA en vert et les RF en bleu.
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Aire
Densité
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Figure 4.9 – Espace paramétrique représentant la classification des régions en fonction
du seuil de l’aire et la variation de la densité par rapport au seuil de consistance δ
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Figure 4.10 – Résultats de la classification des régions utilisant la variation de densité
par rapport au seuil de consistance comme propriété discriminante.
4.2 Modélisation des éléments de façade
Pour chaque type de régions, une approche de modélisation spécifique est considérée.
Les REA sont représentées par des polyèdres, les RF par des polygones et les RI par
des maillages triangulaires. La suite de cette section présente la méthode de modélisation
pour chaque type de régions.
75
Chapitre 4. Classification et modélisation des zones d’intérêts
4.2.1 Modélisation des éléments architecturaux
Les Éléments Architecturaux (EA) peuvent être généralement classés en deux caté-
gories, les intrusions telles que les fenêtres et les portes, et les extrusions telles que les
appuis de fenêtres et les balcons. Les intrusions et les extrusions se situent respectivement
en arrière et en avant du plan de la façade selon la normale à ce plan. Ces EA sont gé-
néralement composés de primitives géométriques simples, majoritairement planes dans le
cas de bâtiments dédiés aux logements sociaux. Ainsi, il a été choisi de représenter les EA
par les arêtes de polyèdres, où chaque arête est constituée par deux sommets (figure 4.11).
Chaque polyèdre est constitué d’un ensemble de polygones intérieurs (Pint) au niveau de
la profondeur de l’intrusion (i.e : cadre de fenêtre), et/ou polygone extérieurs Pext au
niveau de l’extrusion (rebord de fenêtre), des polygones latéraux (Pg et Pd) ainsi que des
polygones inférieurs et supérieurs (Pinf et Psup). La figure 4.12 présente une illustration
des différents polygones cités.
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Figure 4.11 – Représentation de fenêtre par un polyèdre
polygone latéral
polygone supérieur
polygone extérieur
polygone intérieur
polygone inférieur
polygone attaché au plan
Figure 4.12 – Illustration des différents polygones constituant un polyèdre représentant
une REA.
La méthode de modélisation définit les différents polygones constituant le polyèdre
de l’EA. Elle se compose de trois étapes principales. La première étape consiste à définir
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un polygone au niveau de la façade du bâtiment. La seconde étape définit le polygone
au niveau de l’intrusion/extrusion à partir du sous ensemble de points à l’intérieur du
polygone au niveau du plan de la façade. La dernière étape consiste à définir les polygones
latéraux ainsi que les polygones inférieurs et supérieurs à partir des polygones issus des
étapes 1 et 2.
Afin de faciliter l’explication des différentes étapes, on introduit les notation suivantes.
On notera un polygone V par :
V = [s1 . . . st . . . sk]
où st, représentes les sommets du polygone définit dans le référentiel attaché au plan, et
ordonnés dans le sens horaire.
st =

 ntut
vt

 (4.3)
Les paragraphes suivants décrivent les différentes étapes de la méthode de modélisation
d’un EA.
Définition du polygone attaché au plan de la façade Pour définir le polygone
attaché au plan de façade, la chaîne de contours représentant l’EA est segmentée en un
ensemble de droites de contours par la transformée de Hough [Hou62]. Les sommets du
polygone sont ensuite définis comme les intersections des droites de contours. La figure
4.13 présente les différentes phase de définition des polygones. La figure 4.13 présente
les plans segmentés (bleu, jaune et orange) ainsi que leurs chaines de contours (en noir).
Le résultat de leur segmentation présenté dans la figure 4.13-b et les intersections dans
la figure 4.13-c. La figure 4.13-d montre le résultat de la reconstruction des différents
polygones attachés aux plans de façades.
Définition des polygones intérieurs et extérieurs Les polygones Pint et Pext per-
mettent de situer les extrémités du polyèdre représentant l’EA. Ils sont définis à partir
de l’ensemble des points E, délimités par les sommets du polygone attaché au plan de
la façade. Une marge est introduite sur cet espace afin d’éviter une troncature des élé-
ments qui peuvent être liés à ce polygone (figure 4.14). Pour le calcul des coordonnées nt
des sommets du polygone Pint ou Pext, on suppose que le plan est vertical au niveau de
l’intrusion/extrusion, et que ses arêtes sont verticales et horizontales.
Pour placer les polygones, la méthode proposée consiste à définir un ensemble de
plans parallèles au plan de la façade à des intervalles prédéfinis. Chaque plan est situé
à une position nt par rapport à la normale au plan de façade. La figure 4.15 donne un
exemple pour une fenêtre où les plans sont espacés de 2cm. Pour chacun des plans, on
détermine l’ensemble des points consistants P′ (représenté pas une couleur différente sur la
figure 4.15), ainsi que l’ensemble B de points de contours correspondant par l’algorithme
α-shape.
La position en n des polygones Pint et Pext est déterminée à partir du rapport T du
nombre de points consistants sur le nombre de points de contours. On constate que ce
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Figure 4.13 – Résultats des différentes étapes. (a) Plans segmentés. (b) Segmentation
des châines de contours en droites. (c) Points d’intersections des droites segmentées pour
chaque chaîne de contours. (d) Polygone défini à partir des points d’intersections.
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Figure 4.14 – Marge M considérée pour la définition des points à l’intérieur du polygone.
Figure 4.15 – Évolution de la cardinalité de l’ensemble P′, points consistants avec les
plans verticaux.
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ratio T (équation 4.4) est élevé lorsque le plan considéré est situé au niveau d’un appui
de fenêtre ou linteau (extrusion) ou du cadre de la fenêtre (intrusion) (figure 4.16). On
définit alors la position de Pext comme la position en avant du plan de façade maximisant
le ratio T . De la même manière, on définit la position selon n dePint comme la position
en arrière du plan maximisant le même ratio (équation 4.5).
T = |P
′|
|B| (4.4)
nt = argmax
n
T (n); (4.5)
Figure 4.16 – Évolution du critère T
Les coordonnées ut et vt de chaque sommet sont ensuite déterminées à partir des
extréma de l’ensemble de points consistants avec le plan à la position nt.
Définition des polygones Pg, Pd, Pinf et Psup Nous utilisons deux méthodes pour
définir ces polygones. L’une est adaptée aux EA dont l’intrusion ou l’extrusion a une sur-
face importante (figure 4.17-a). L’autre est réservée au EA ayant des intrusions/extrusions
de petites dimensions (figure 4.17-b). Dans la première, les polygones latéraux, inférieur
et supérieur sont définis par chaînage des sommets du polygone attaché au plan de la
façade et ceux du polygone de l’intrusion ou l’extrusion. La seconde méthode est dédiée
aux polygones pour les extrusions ou intrusions de faible surface. Dans ce cas les poly-
gones latéraux, inférieur et supérieur sont définis par projection des sommets du polygone
au niveau de l’intrusion ou l’extrusion sur le plan de la façade. Un exemple de modèle
polyédrique est présenté dans la figure 4.18.
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Plan de façade
Polygone attaché au plan de la façade
Extrusions
s1
s6
s3
s4 s5
s7
s8
(a) (b)
Figure 4.17 – Illustration des deux méthodes de chainage des sommets du polygones
intérieur/extérieur et du polygone attaché au plan de la façade. (a) Chaîne par liaison
des sommets les plus proches. (b) Chainage par projection horizontale des sommets sur
le plan de la façade.
Figure 4.18 – Résultat de la reconstruction du modèle polygonal
81
Chapitre 4. Classification et modélisation des zones d’intérêts
u
21.6 21.7 21.8 21.9 22
v
-1.1
-1.05
-1
-0.95
-0.9
-0.85
-0.8
(a) Maillage des points dans la RI.
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(b) Maillage après raffinement.
Figure 4.19 – Modélisation d’une RI.
4.2.2 Modélisation des régions d’irrégularités
Afin de représenter les RI de façon fidèle, on utilise un maillage triangulaire des points
à l’intérieur de la région. La méthode de reconstruction des RI se compose de 3 étapes.
Dans un premier temps, on définit l’ensemble (P′) de points consistants avec le plan
considérant un seuil δl. On définit alors l’ensemble des points situés à l’intérieur de la
RI (E) par l’algorithme de [Shi62]. La seconde étape consiste à définir un maillage tri-
angulaire modélisant la surface de la RI. Le maillage contient l’ensemble des triangles
définis dans l’enveloppe convexe de la RI. La dernière étape consiste à raffiner ce résultat
en supprimant les triangles situés à l’extérieur de l’enveloppe concave. La figure 4.19-a
représente cette dernière étape, où les triangle rouges sont à l’extérieur du polygone défini
par l’enveloppe concave. La suppression se fait en comparant l’aire du triangle avec celle
de l’intersection du triangle avec le polygone défini par l’enveloppe concave de la RI. Si
l’aire de l’intersection est inférieure à celle du triangle, ce dernier est supprimé. La figure
4.19-b représente le maillage des points de la région après la phase raffinement.
4.2.3 Modélisation des régions de façades
La reconstruction des RF se compose de trois étapes principales. Les deux premières
visent la reconstruction polygonale des plans de façade et la troisième concerne l’inter-
section des plans des façades du bâtiment. Dans la première, les points de contours de
chaque région sont segmentés en droites de contours (voir figure 4.20-a et b). La seconde
étape consiste à définir des polygones à partir des intersections des droites de contours
(voir figure 4.20-c).
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(a) Points de contours des régions de façades.
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(b) Segmentation des points de contours en droites.
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(c) Polygones définissant des régions des façades (plans bleu, jaune et orange) à partir
des intersections des droites.
Figure 4.20 – Processus de définition des polygones des façades à partir des points de
contours.
La reconstruction de chaque polygone de RF est réalisée dans le référentiel attaché au
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plan indépendamment des aux autres plans des façades. Ce procédé conduit à des erreurs
de reconstruction au niveau des intersections des plans, une fois les polygones ramenés
dans le référentiel absolu. La figure 4.21-b présente un exemple d’erreur au niveau de
l’intersection. Pour corriger cette erreur, l’équation de la droite au niveau des intersections
des plans est calculée à partir de leurs équations cartésiennes. Les sommets des polygones
au niveau de l’intersection sont ensuite projetés sur la droite, la figure 4.21-c présente les
polygones des régions de façade après projection sur la droite d’intersection.
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(a) Polygones définissant des régions de façade.
(b) Intersection des polygones sans prise en compte de l’intersection des plans.
(c) Intersection des polygones avec prise en compte de l’intersection des plans de façades.
Figure 4.21 – Prise en compte des intersections entre plans.
A l’issue de ces étapes de modélisation, une représentation filaire des différentes façades
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est exportée en fichier CAO en format DXF. Les figures suivantes présentent le résultat
de l’exportation du modèle filaire du bâtiment. La figure 4.22 présente un modèle filaire
du bâtiment et la figure 4.23 représente des zooms sur des régions du type REA (figure
4.23-a) et RI (figure 4.23-b).
Figure 4.22 – Modèle filaire exporté sous format DXF (visualisation sur logiciel Autocad)
(a) Zoom sur une REA (b) Zoom sur une RI
Figure 4.23 – Exemple de reconstruction filaire de fenêtre (a) et d’une région d’irrégu-
larité (b)
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4.3 Erreur de modélisation
Bien que le modèle CAO reconstruit à partir de nuages de points reste plus fidèle aux
bâtiments que le modèle conceptuel, celui-ci contient des erreurs de reconstruction dues
à plusieurs facteurs. Les travaux de [Bou10] se sont penchés sur les causes d’erreur dans
le modèle CAO, qui peuvent êtres classées en deux catégories.
– Les erreurs d’acquisition : ce sont les erreurs résultants du processus d’acquisition.
On retrouve d’une part l’erreur de position 3D des points. Celle-ci peut être causée
par le système de mesure de distance, de mesure d’angle et/ou du processus de
recalage du nuage de points (voir chapitre 1 sections 1.1 et 1.2). D’autre part la
résolution de numérisation de la surface influence sur le positionnement des cotes des
éléments architecturaux. Plus le pas d’échantillonnage de la surface est petit, plus la
précision de positionnement est grande [LBG12]. Bien que l’utilisateur définisse une
haute résolution d’acquisition, celle-ci varie en fonction de la distance et de l’angle
d’incidence (voir chapitre 3 section 1). Ainsi la précision des cotes des éléments
architecturaux varie également en fonction de ces deux facteurs.
– Les erreurs résultants du paramétrage des algorithmes précédant la phase de modéli-
sation, la segmentation et l’extraction des points de contours. Le seuil de consistance
δ représente le paramètre principal de la segmentation par RANSAC. La considé-
ration d’un seuil très large conduit à une sous-segmentation, où plusieurs éléments
architecturaux sont vus comme coplanaires. A l’inverse, la considération d’un seuil
de consistance trop faible induit une sur-segmentation où des points coplanaires
sont segmentés en plusieurs plans. Le paramètre λ influence de la même manière
l’extraction des points de contours. Une valeur élevée définit les points à intérieurs
la surface comme points de contours, une valeur basse conduit à l’omission des
éléments architecturaux et des régions d’irrégularités ayant une faible surface.
Les différents polygones sont reconstruits à partir d’un ensemble de sommets dont les
coordonnées sont entachées des erreurs citées précédemment. Ces erreurs sont présentées
dans la figure 4.24, où ξn le biais d’estimation du plan par rapport au plan réel, dépend
en majeure partie du seuil de consistance choisi, de la rugosité de la surface, ainsi que du
bruit d’acquisition. Les erreurs ξu et ξv dépendent quant à elles en majeure partie du pas
d’échantillonnage de la surface ainsi que du seuil d’extraction des points de contours αth.
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ξn
Polygone estimé
Bordure réelle
Points de contours
n
v
(a) Erreur selon l’axe la normal par rapport au plan.
Bordure réelle
Points de contours avec différents pas d’échantillonnage
u
v
ξu
Polygone estimé à partir des points de contours
ξv
(b) Erreurs selon les directions principales du plan u et v
Figure 4.24 – Erreurs de modélisation
Ces erreurs représentent le biais d’estimation d’un sommet par rapport au sommet
réel (s¯t). Ainsi, l’erreur d’estimation de la position d’un sommet peut être exprimée par
l’équation (4.6).
|s¯t − st| ≤
√
ξ2n + ξ2u + ξ2v (4.6)
4.3.1 Approximation de l’erreur selon les axes principaux du
plan
Les erreurs sur les coordonnées par rapport à chaque axe u et v sont majorées par le
pas d’échantillonnage. Comme illustré dans la figure 4.24, plus le pas d’échantillonnage
est petit, plus les points de contours s’approchent des bordures réelles de l’élément archi-
tectural [Bou10]. Ainsi, la somme des erreurs sur la position du sommet est généralement
inférieure au pas d’échantillonnage du SLT. On peut définir l’expression de l’erreur de
position selon chaque axes par :{
ξu = |u¯t − ut| ≤ ∆u(θt)
ξv = |v¯t − vt| ≤ ∆v(φt) (4.7)
où θt et φt représentent respectivement l’azimut et l’élévation par rapport à la station la
plus proche du sommet.
Afin d’approximer cette erreur, la méthode consiste à superposer le modèle polygonal
et la grille polyèdrique estimée dans le chapitre 3 (voir figure 4.25). Pour chaque patch de
la grille, on dispose d’une valeur moyenne du pas d’échantillonnage de la surface. Ainsi
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l’erreur de chaque sommet du polygone sera calculée en fonction du patch dans lequel il
se trouve. L’erreur de chaque coordonnée peut donc être approximée par :
{
ξu = |u¯t − ut| ≤ ∆u(θ¯r)
ξv = |v¯t − vt| ≤ ∆v(φ¯q) (4.8)
où ∆u(θ¯r) et ∆u(φ¯q) représentent respectivement le pas d’échantillonnage selon l’axe u et
l’axe v de la surface mesurée aux centres des patchs polyédraux r et q.
u
v
**
* *
Figure 4.25 – Illustration de superposition du polygone et de la grille polyédrique.
4.3.2 Intégration de l’erreur sur le modèle CAO
La prise en compte de l’erreur sur le modèle permet de prévoir les systèmes optimaux
de fixation et de compensation de l’erreur, ainsi que l’amplitude d’intervention sur le chan-
tier de pose des MIT. L’intégration de l’erreur de modélisation est généralement plus facile
sur les maquettes numériques (BIM-CAD au standard IFC) car les objets architecturaux
sont représentés sous forme de structure permettant d’intégrer plusieurs informations sé-
mantiques. Cependant, l’intégration de cette information sur un fichier CAO de bas niveau
reste moins évidente car le fichier ne permet d’intégrer que les informations géométriques
et la texture de surface.
Dans ces travaux, il a été choisi comme solution d’intégration de l’erreur d’exporter
deux modèles sur le même fichier. De manière plus explicite, le fichier CAO représentant la
façade de bâtiment sera composé de deux calques superposés. Le premier calque contiendra
le modèle filaire estimé directement à partir des points de contours des façades, alors
que le second modèle représente les modèles prenant en compte l’erreur d’estimation.
Un exemple de cette exportation est présenté dans la figure 4.26, qui présente les deux
modèles filaires d’une fenêtre, où les polyèdres en rouge représentent le modèle intégrant
l’erreur de modélisation.
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Figure 4.26 – Superposition des deux modèles avec et sans prise en compte de l’erreur
de modélisation, respectivement rouge et blanc.
Conclusion
Ce chapitre présente une méthode de reconstruction de modèles filaires de façade
de bâtiments. Celle-ci se compose de trois étapes principales. Tout d’abord, les régions
définies sont classées en trois types REA, RF et RI. Les REA sont modélisées par des
polyèdres, les RF par des polygones et les RI par un maillage triangulaire des points dans
la région. La dernière étape consiste à approximer et intégrer l’erreur de modélisation sur
le modèle CAO, en la limitant aux régions représentant des éléments architecturaux.
Les limites de cette méthode sont généralement liées au processus d’acquisition. En
effet, la fiabilité de détection des EA reste fortement liée au pas d’échantillonnage de la
surface. Un exemple de ce cas est présenté dans la figure 4.27-a où l’appui de la fenêtre à
droite n’est pas détecté. Aussi la reconstruction du polyèdre correspondant reste fortement
liée à l’effet d’occlusion. Un exemple de ce cas est présenté dans la figure 4.27-b où on
remarque que le polyèdre représentant la fenêtre est réduit à la partie non occultée.
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(a) Défaut de détection de linteau sur la
fenêtre à droite.
(b) Erreur de reconstruction de polyèdre
due à l’occlusion de la fenêtre.
Figure 4.27 – Défauts de reconstruction liées à la phase d’acquisition.
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Les travaux menés dans le cadre d’une collaboration entre le CRITTBois et le CRAN
ont permis de développer une méthode automatique de modélisation 3D d’un bâtiment à
partir de nuages de points obtenus par Scanner laser Terrestre (SLT). L’objectif était de
réaliser une reconstruction du modèle filaire de façades de bâtiments pour des applications
de rénovation ou réhabilitation thermique par l’extérieur.
Le premier chapitre présente un état de l’art du domaine concerné. Celui-ci a été axé
sur trois phases principales du processus de reconstruction, à savoir l’acquisition, le reca-
lage des nuages de points et les méthodes de reconstruction. Plusieurs technologies sont
utilisées par les SLT pour l’acquisition. Chaque combinaison entre un système de mesure
de distance et de balayage angulaire est dédiée à un domaine en particulier (topogra-
phie, numérisation d’objets de petites tailles, numérisation des milieux industriels.etc).
Bien qu’ils offrent plusieurs avantages par rapport à l’acquisition par stations totales et
la photogrammétrie en terme de temps d’acquisition et de precision de mesure, les SLT
sont limités par l’effet d’occlusion. Cet effet peut être réduit par l’acquisition à partir de
plusieurs points de vue. Les nuages de points résultants sont ensuite ramenés dans un
même référentiel par une procédure de recalage. Une phase de reconstruction peut être
alors réalisée selon deux types. Le premier concerne les méthodes de reconstruction non-
paramétriques visent à représenter le bâtiment par un maillage triangulaire. L’avantage
majeur de ce type de représentation est de mettre en avant les détails fins de la surface
numérisée. Cependant, le volume de données reste conséquent ce qui rend la manipula-
tion et l’interprétation du modèle difficile pour l’utilisateur. Un autre inconvénient de ce
type de représentation est l’impossibilité d’imbriquer des informations sémantiques sur le
modèle, car aucune reconnaissance d’objets ou de formes n’est réalisée. Le deuxième type
inclut les méthodes de reconstruction paramétriques. Ces méthodes permettent de faire
une reconstruction des éléments architecturaux par des primitives géométriques simples,
ce qui réduit le volume de données, et permet l’imbrication d’informations sémantiques sur
le modèle CAO. Cependant, les modèles issus de ces méthodes de reconstruction restent
trop grossiers et contiennent peu de détails sur la surface des objets.
La méthode de reconstruction proposée dans ce manuscrit représente un compromis
entre les deux méthodes citées précédemment. Elle consiste à adapter la méthode de
modélisation des régions dans le nuage de points en fonction du niveau de détails recherché
pour chaque type de région. La méthode se compose de trois phases principales.
La première phase qui fait l’objet du chapitre 2, consiste à segmenter le nuage de points
en un ensemble de plans représentant les plans de façade du bâtiment. La contribution
majeure de la méthode proposée réside dans la diminution du temps de calcul par prise en
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compte de la colorimétrie dans la segmentation par RANSAC. Pour cela, la réduction de
la complexité algorithmique est réalisée sur deux niveaux. Le premier consiste à faire un
tirage non-uniforme des points constituant l’échantillon minimal sélectionné à partir d’une
seule classe colorimétrique. Le second niveau, consiste à réduire le nombre d’itérations.
Pour cela, le calcul de la probabilité de tirer un échantillon minimal non-contaminé par
des outliers est limité aux points de la classe colorimétrique considérée.
Le chapitre 3 présente la seconde phase, qui consiste à modéliser le pas d’échantillon-
nage de la surface et à extraire les points de contours des différents éléments de façade. La
principale difficulté que notre méthode vise à lever tient dans le fait que les algorithmes
d’extraction des points de contours existants utilisent un seuil global, alors que le pas
d’échantillonnage de la surface varie en fonction de la distance et de l’angle d’exposition
de la surface par rapport au SLT. La considération d’un seuil défini manuellement sans
prendre en compte l’évolution du pas d’échantillonnage réduit considérablement la fiabilité
de détection des points de contours. Afin de remédier à ce problème une approximation
du pas d’échantillonnage de la surface a été proposée. Le but est de réduire les erreurs
d’extraction des points de contours en considérant un seuil local, déduit de l’approxima-
tion du pas d’échantillonnage. L’intérêt d’utiliser un seuil local a été montré par des tests
comparant les ensembles de points de contours extraits en considérant un seuil global et
ceux extraits en utilisant un seuil local.
La dernière phase décrite dans le chapitre 4 consiste à modéliser les différents éléments
de façade représentés par leurs points de contours. Cette phase est composée de trois
étapes. La première consiste à classer les régions définies par les points de contours en
trois types de régions REA, RF et RI. Ensuite, chaque région est modélisée de manière à
fournir les informations nécessaires pour l’utilisateur. Ainsi, les REA sont représentées par
des polyèdres, les RF par des polygones et les RI par un maillage triangulaire des points
à l’intérieur de la région. La dernière étape consiste à intégrer l’erreur de modélisation
des REA sur le modèle CAO, permettant ainsi à l’utilisateur de prévoir la marge d’erreur
nécessaire lors de la conception des modules d’isolation thermique.
Ces travaux se sont concrétisés par une application développée sous Matlab, de niveau
TRL 6, permettant de répondre aux exigences fixées par les industriels. Un projet de
maturation a été financé par l’université de lorraine ainsi que BPI-France afin de produire
une application indépendante développée en C++ et Qt atteignant un niveau TRL 8.
En terme de perspectives, la méthode peut être étendue pour traiter des architec-
tures plus complexes en intégrant plusieurs primitives géométriques (cylindres, cône,
sphères,etc.) dans l’algorithme de RANSAC. Cet enrichissement peut aussi être apporté
dans la phase de modélisation en utilisant la transformation de Hough généralisée pour
la détection de formes géométriques arbitraires.
Une texturation peut être apportée sur le modèle géométrique en réalisant un reca-
lage entre des images photographiques et le modèle CAO du bâtiment. Aussi, le modèle
géométrique représente une base fiable sur laquelle peuvent être intégrées des informa-
tions sémantiques sur les REA. Une phase d’attribution d’informations sémantiques pour
chaque REA en fonction de sa topologie peut être considérée. Les informations séman-
tiques ne peuvent être imbriquées sur un fichier du type dxf, ainsi il faudra prévoir une
exportation du modèle CAO sous un standard STEP ou IFC.
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