In this paper, we consider the problem of estimating the sinusoidal frequencies in presence of additive white noise. The additive white noise has mean zero but it may not have ÿnite variance. We propose to use the least-squares estimators or the approximate least-squares estimators to estimate the unknown parameters. It is observed that the least-squares estimators and the approximate least-squares estimators are asymptotically equivalent and both of them provide consistent estimators of the unknown parameters. We obtain the asymptotic distribution of the least-squares estimators under the assumption that the errors are from a symmetric stable distribution. We propose di erent methods of constructing conÿdence intervals and compare their performances through Monte Carlo simulations. We also discuss the properties of the estimators if the errors are correlated and ÿnally we discuss some open problems.
Introduction
One of the most important problem of the time series analysis has proved to be the estimation of frequencies in presence of an additive noise. This problem may occur in several discipline in a variety of ways. Suppose we observe a sequence of observations from the following time series model:
(A j cos(! j t) + B j sin(! j t)) + e(t):
(1.1)
Here y(t)'s are observed values at the equidistant time points, for t = 1; : : : ; n; ! j 's are unknown frequencies and lying between (0; ); A j 's and B j 's are amplitudes and they are unknown real numbers. The additive errors {e(t)}'s are independent and identically distributed (i.i.d.) random variables with mean zero but they may not have ÿnite variances. The problem is to estimate the unknown parameters namely A j 's, B j 's and ! j 's and study their properties assuming p is known. The estimation of the parameters of the model (1.1) is a fundamental problem in signal processing (Kay, 1988) and time series analysis (Brillinger, 1987) . There is a vast amount of literature exists regarding the estimation procedures as well as the theoretical behavior of the di erent estimators if the error random variables have ÿnite variances or when the errors are from a stationary sequence. The asymptotic theory of the least-squares estimators (LSEs) of this model has a long history. Whittle (1953) obtained some of the earlier results. More recent results are by Hannan (1971) , Walker (1971) , Rice and Rosenblatt (1988) , Kundu (1993 Kundu ( , 1997 and Kundu and Mitra (1996) . The main aim of this paper is to consider the case when the error random variables have heavier tails. A heavy tail distribution is one whose extreme probabilities approach zero relatively slowly. The non-existence of ÿnite variance is an important criterion for heavy tailedness as noted by Mandelbrot (1963) . In fact, Mandelbrot (1963) deÿned distributions as heavy tailed if and only if the variance is inÿnite. We are using the same deÿnition of Mandelbrot (1963) . It can be shown that under the assumption E|e(t)| 1+ ¡ ∞ for some ¿ 0 on the error random variables, the LSEs and the ALSEs both provide consistent estimators of the unknown parameters. Furthermore, if we assume that e(t)'s are from a symmetric stable distribution, then the asymptotic distribution of the LSEs or ALSEs is multivariate stable. Using this asymptotic distribution it is possible to construct asymptotic conÿdence intervals of the unknown parameters.
The rest of the paper is organized as follows. We introduce the LSEs and the ALSEs in Section 2 and prove the consistency results in this section. The asymptotic distribution of the LSEs or the ALSEs is provided in Section 3. Construction of the conÿdence intervals are discussed in Section 4. Some numerical results are presented in Section 5. Finally we conclude our paper and discuss some open problems in Section 6.
Least-squares estimators and approximate least-squares estimators
In this section, we study the properties of the most intuitive estimators, namely the LSEs and the most used estimators, namely the ALSEs. For brevity, we assume p = 1, although the results can be established for any integer p along the same line. In this section, we mainly consider the following model:
For the model (2.1), the LSE of Â = (A; B; !), sayÂ = (Â;B;!) can be obtained by minimizing
with respect to Â. We represent Â 0 = (A 0 ; B 0 ; ! 0 ), the true value of Â and throughout we assume that Â 0 is an interior point of the parameter space. The ALSE of ! of the model (2.1) can be obtained by maximizing the periodogram function
with respect to !. If! maximizes I (!), then! is called the ALSE of !. Following the approach of Walker (1971) or Hannan (1971) , we deÿne the ALSEs of A and B, sayÃ andB, respectively, asÃ = 2 n n t=1 y(t) cos(!t);B = 2 n n t=1 y(t) sin(!t): (2.4)
For the motivation of usingẪ = (Ã;B;!) as estimator of Â, see Hannan (1971 ) or Walker (1971 . Although in case of i.i.d. errors, the LSEs are the most intuitive estimators, but for the model (1.1), the most popular estimators of the unknown parameters are the ALSEs. Note that the LSEs can be easily deÿned for the model (1.1) and the ALSEs of !'s can be deÿned as the local maximums of I (!) instead of the global maximum. Once ! j is estimated the corresponding ALSEs of A j 's and B j 's can be obtained using (2.4). The following two theorems give strong consistency for both the LSE and ALSE. We defer the proofs of these two results to Appendix A, at the end of the paper. Theorem 1. IfÂ is the LSE of Â of the model (2.1) and e(t)'s are i.i.d. random variables with mean zero and E|e(t)| 1+ ¡ ∞ for some 0 ¡ ¡ 1; thenÂ is a strongly consistent estimator of Â.
Theorem 2. IfẪ is the ALSE of Â of the model (2.1) and e(t)'s are same as in Theorem 1; theñ Â is a strongly consistent estimator of Â.
Asymptotic distributions of the LSEs and ALSEs
In this section, we obtain the asymptotic distributions of the LSEs and ALSEs under the assumption that the errors are from a symmetric stable distribution. Before progressing any further, ÿrst we deÿne a symmetric -stable (S S) distribution as follows: Deÿnition 1. A symmetric (around 0) random variable X is said to have S S distribution; with scale parameter ; and stability index ; if the characteristic function of the random variable X is
For detailed treatments of the di erent S S distributions the readers are referred to the book of Samorodnitsky and Taqqu (1994) . From now on we always take 1 + ¡ ¡ 2.
Consider (2.2), we use the following notations:
and Q (Â) is the 3 × 3 matrix of the second derivatives of Q(Â). Now expanding Q (Â) around Â 0 by multivariate Taylor series, we obtain
where Â is a point on the line joiningÂ and Â 0 . Suppose D 1 and D 2 are two diagonal matrices of order 3 × 3 each and they are as follows:
Since Q (Â) = 0, therefore, (3.1) can be written as
as D 2 Q ( Â)D 1 is invertible almost surely for large n. It can be easily seen that
Now ÿrst we show that [Q (Â 0 )D 1 ] converges to a three-dimensional multivariate stable distribution. Let us consider
Therefore, if t = (t 1 ; t 2 ; t 3 ), then the joint characteristic function of (X n ; Y n ; Z n ) is
where
Although we could not prove it theoretically but it is observed by extensive numerical computations that as n tends to ∞; (1=n) n j=1 |K t (j)| converges. Assuming that (1=n) n j=1 |K t (j)| converges, it can be proved that (see Appendix B) it converges to a non-zero limit for t = 0. Suppose
then, from (3.5) it is clear that any linear combination of X n ; Y n and Z n is a S S distribution. Also
t (A0;B0;!0; ) (3.7)
indicates that any linear combination of X n ; Y n and Z n even if n → ∞ is also a S S distribution. Now using the result (Theorem 2.1.5) of Samorodnitsky and Taqqu (1994) that a random vector is symmetric stable in R 3 if and only if any linear combination is symmetric stable distribution in R 1 , it immediately follows that:
converges to a symmetric stable random vector in R 3 , which has the characteristic function
and u is deÿned through (3.6) replacing t by u. Here u = (u 1 (t 1 ; t 2 ; t 3 ; A 0 ; B 0 ); u 2 (t 1 ; t 2 ; t 3 ; A 0 ; B 0 ); u 3 (t 1 ; t 2 ; t 3 ; A 0 ; B 0 )) and 2 converges to a multivariate stable distribution; which has a characteristic function as deÿned in (3.9). Now to show that the asymptotic distributions of the LSEs and the ALSEs are same observe the following facts. By simple calculations (similarly as Hannan, 1971 or Walker, 1971 it can be shown thatÂ
Here O p (m) indicates that the term goes to zero in probability and also mO p (m) is bounded in probability. (3.10) immediately implies that the asymptotic distributions of (Â − Â 0 )D are same. This result can be extended for the general model (1.1). Observe that for the general model, (Â i ;B i ;! i ) and (Â j ;B j ;! j ) will be asymptotically independent for i = j, therefore the joint characteristic function can be easily obtained.
Individual conÿdence intervals
In the previous section, we saw that although we know the characteristic function of the joint distribution ofÂ = (Â;B;!) but it is not very easy to obtain the joint distribution of (Â;B;!) from that. In this section we obtain the marginal distributions ofÂ;B and! by inverting the corresponding characteristic functions. The marginal characteristic functions of n
respectively, where respectively, where a (A 0 ; B 0 ; ! 0 ; ), b (A 0 ; B 0 ; ! 0 ; ) and w (A 0 ; B 0 ; ! 0 ; ) are deÿned as (3.6) replacing t by a; b and w, respectively. Now to construct the asymptotic 100(1 − ÿ)% conÿdence intervals of the individual parameters (say for ! 0 ), we use the inversion formula of the characteristic function (see Chung, 1974) . Find x w , such that
where w (−x; x) is the probability measure which corresponds to e − |u| 2 w (A0; B0; !0; ) :
We do not have the explicit expression of w (A 0 ; B 0 ; ! 0 ; ), but numerically we can estimate w (Â;B;!; ) using (3.6) sayˆ w (Â;B;!; ) and then we estimate x w by minimizing |ˆ w (−x; x) − (1 − ÿ)|, whereˆ w (−x; x) is the probability measure corresponding to the characteristic function e − |u| 2 ˆ w (Â;B;!; ) : Here A = B = 1:5 and ! = 2:5. In each box, the ÿrst row represents the average estimates and the corresponding mean absolute deviations are reported within brackets below.
The conÿdence intervals of A and B can be obtained exactly in the same manner. We also consider two Bootstrap conÿdence intervals, percentile Bootstrap (Boot-p) and Bootstrap-t (Boot-t) conÿdence intervals similarly as Mitra and Kundu (1997) . Their performances are compared in the next section.
Numerical experiments
In this section, we present some experimental results to see how the LSEs and the ALSEs behave for ÿnite samples. We consider the following model:
(5.1)
We took A = B = 1:5 and ! = 2:5. We consider e(t)'s to be i.i.d. S S random variable with mean zero and 1 ¡ ¡ 2. We want to see how the LSEs and the ALSEs behave for di erent values of and for di erent sample sizes. We consider = 1:2; 1:4; 1:6; 1:8 and n = 20, 25 and 30. In all the cases the scale parameter = 0:25. For each combination of and n, we compute the LSEs and ALSEs of the unknown parameters and obtain the average estimates and the mean absolute deviations (MADs) over 500 replications and the results are reported in Tables 1-3. In each table the ÿrst ÿgure represents the average estimates and the corresponding MADs are reported in the bracket. For computing the LSEs and the ALSEs we used the optimization routines of Press et al. (1992) .
We also computed the conÿdence intervals of the di erent parameters using the asymptotic distribution and also by the two Bootstrap methods. The exact numerical procedures for the di erent methods are as follows. For a given data set, ÿrst we estimate A; B and !, sayÂ;B and!, respectively. Then computeˆ a (Â;B;!; ),ˆ b (Â;B;!; ) andˆ w (Â;B;!; ) using the ÿrst 500 terms of the corresponding series as deÿned in (3.6). Finally we obtained the 95% conÿdence intervals of A; B Here A = B = 1:5 and ! = 2:5. In each box, the ÿrst row represents the average estimates and the corresponding mean absolute deviations are reported within brackets below. Here A = B = 1:5 and ! = 2:5. In each box, the ÿrst row represents the average estimates and the corresponding mean absolute deviations are reported within brackets below. and !. We also obtained the corresponding Boot-p and Boot-t conÿdence intervals for the di erent parameters. We present the results for = 1:2; 1:4; 1:6 and 1.8, n = 25 and for ! only. The results for A and B are quite similar in nature therefore they are not provided here. The results are reported in Table 4 . In each box the ÿrst ÿgure represents the average coverage percentages and in the bracket the average length of the conÿdence intervals are reported over 500 replications.
Some of the points are very clear from the numerical results. From Tables 1-3 it is observed that as the sample size n increases the biases decrease in general and also the MADs decrease, it veriÿes the consistency property of both the LSEs and the ALSEs for all the parameters. It is also observed that as increases the biases and the MADs decrease. It indicates that for heavier tail it is more di cult to estimate the unknown parameters. In all the cases for both the methods, the MADs of the frequencies are signiÿcantly smaller than the corresponding MADs of the amplitudes. It veriÿes that the rate of convergence of the frequencies is more compared to the rate of convergence Table 4 The coverage percentages and the average conÿdence lengths of the frequency obtained by di erent methods when the sample size is 25. In each box, the ÿrst ÿgure represents the coverage percentages and the corresponding average conÿdence lengths are reported within brackets next to it. of the amplitudes. Comparing the LSEs and the ALSEs, it seems although they are asymptotically equivalent, LSEs behave marginally better than the ALSEs in terms of the minimum MADs for most of the cases considered and for all the parameters. But computationally ALSEs are much easier to compute than the LSEs at least for large p. Therefore, if p is large we recommend to use the ALSEs but if p is small LSEs are preferable.
Methods
From Table 4 , some of the points are very clear. For all the methods as increases the length of the conÿdence intervals decrease and also as the sample size increases the length of the conÿdence intervals decrease (not reported here). For both the Bootstrap methods the coverage percentages gradually decrease but for the asymptotic method the coverage percentages gradually increase as increases. Between the Bootstrap conÿdence intervals for ÿxed , Boot-t conÿdence intervals have higher coverage probability compared to Boot-p conÿdence intervals and also the length of the Boot-t conÿdence intervals are larger than those of Boot-p. For both the Bootstrap procedures the coverage percentages generally vary between 90% and 94%. On the other hand the coverage percentages of the asymptotic method vary between 90% and 97%, although the length of the conÿdence intervals are much smaller than the corresponding Bootstrap conÿdence intervals. Moreover, to compute the asymptotic conÿdence intervals, we need to know the value of , which is not required to compute the Bootstrap conÿdence intervals. Comparing all the points, we recommend to use the Boot-p conÿdence bounds for the unknown parameters if is not known and if is known and it is close to 2, we should use asymptotic conÿdence bounds. As one of the referee has suggested, we are providing a comparison between the simulation based distribution and the bootstrap distributions based on histograms. The histograms are based on one thousand replications. We are providing the results when = 1:8, others are quite similar in nature so they are not provided here. We provide three histograms, in Figs. 4 -6. Fig. 4 represents simulation-based histogram and Figs. 5 and 6 represent the histograms based on Boot-t and Boot-p, respectively. One point is very clear that the shapes are quite similar in nature but the dispersions are less for the bootstrap samples.
We provide a graph (Fig. 1 ) of a particular realization of the model (5.1) with = 1:5 and = 0:5. From the plot it may not be very clear that the data has inÿnite variance, but if we look at the plot (Fig. 3) n vs. Var{y(1); : : : ; y(n)}, it clearly gives an indication that the variance is not ÿnite. We plot the periodogram function in Fig. 2 and from the periodogram function it is clear that p = 1. We estimate the di erent parameters and also obtain the 95% conÿdence bounds for all the parameters. They are provided below.Â = 1:73579;B = 1:19572,! = 2:49620; 
Conclusions
In this paper, we consider the sum of sinusoidal model under the assumptions of additive heavy tail i.i.d. errors. Although, we considered only i.i.d random variables but the results can be extended even when the errors are moving average type. One important question we did not address in this paper, namely estimation of p, the number of sinusoidal components. We may need to use some information theoretic criteria to estimate p. More work is needed in this direction. Proof. We prove the result for cos(tÂ); the result for sin(tÂ) follows similarly. Let Z t =X t I [|Xt |6t 1=(1+ ) ] . Then
Therefore Z t cos(tÂ) → 0 a:s:
Thus; we only need to show that (1 + 2Ch 1+ ) 6 2e −hn +2nCh
1+ :
Choose h = 1 2n 1=(1+ ) ; then for large n;
Let K = n 2 ; choose Â 1 ; : : : ; Â K ; such that for each Â ∈ (0; 2 ); we have a Â j satisfying |Â j − Â| 6 2 =n 2 . Note that
Therefore; for large n; we have
Since ∞ n=1 n 2 e −( =2)n =(1+ ) ¡ ∞; therefore (A.1) is proved by using Borel Cantelli lemma.
Now with the help of Lemmas 1 and 2, we will prove Theorem 1.
Proof of Theorem 1. In this proof only we denoteÂ byÂ n =(Â n ;B n ;! n ) to emphasize thatÂ depends on the sample size. IfÂ n is not consistent for Â 0 ; then either Case I: for all sub-sequences {n k } of {n};
But asÂ n k is the LSE of Â 0 at n = n k , Note that the second; fourth and sixth terms of (A.9) converge to zero using Lemmas 6 and 5; third term vanishes because of the trigonometries identity and the ÿfth term vanishes because of Lemma 2.
Similarly it can be shown thatB is a consistent estimator of B.
Proof of Theorem 2. Combining Lemmas 4 and 7; the result follows.
Appendix B
The proof that 1 n n j=1 |K t (j)| converges to a non-zero limit for t = 0. Note that |K t (j)| 6 |t 1 | + |t 2 | + |t 3 |(A 0 + B 0 ) = M (say) for all j and n, 1 6 j 6 n; n = 1; 2; : : : : Thus |K t (j)=M | 6 1, hence |K t (j)| ¿ (M =M 2 )|K t (j)| 2 for 0 ¡ 6 2 and for all j = 1; 2 : : : : Therefore, It proves the result.
