This paper proposes an efficient method of combining modelling to forecast day-ahead electricity price. The basic idea of this method is to develop a robust technique to select the proper combining weights of individual models according to their historical performance on similar circumstances. Firstly individuals were trained and validated separately, and then self-organising map neural network (SOM) was applied to cluster the circumstance into multiple categories. For day-ahead price forecasting, the circumstances of the coming day were compared with those of past days and then clustered into the same category by SOM. The combining weights of individual models for next-day price forecasting were determined by their performances in same category in the past. The final forecast was a weighted sum of the individual predictions with the time-varying weights obtained above. An experimental study indicated that the proposed method outperforms other price-forecasting techniques with high efficiency more robustness.
Introduction
Recent years various techniques have been developed for model price analysis and forecasting in electricity market. Among these techniques, stochastic time series modelling and artificial intelligence (AI) modelling are most commonly used.
Time-series modelling exploits information contained in historical electricity prices to mine the linear or nonlinear map relations between the future price and International Symposium on Computers & Informatics (ISCI 2015) historical prices [1] . However, this technique pays less attention to external influences. AI modelling is a powerful method for inferring hidden mapping in data [2] , but its performance relies on the tuneable parameters or inputs. On the other hand, efforts have been made to combine the forecasts by the two methods [3] .
Researchers have made progress on different aspects of the technique and can make full use of the forecasting ability of diversification models [4, 5] . These techniques include liner combining, such as simple average (SA) and nonlinear combining [6] . Among these techniques, SA with equal weights is the simplest, and most of time it outperforms individual models, even other sophisticated combining methods. It is suggested that SA is preferred for combining [7, 8, 9] .
The combining weights in the modelling of traditional combining techniques are usually obtained according to the overall historical performance of the individuals.
Nevertheless the performance of the individual model fluctuates under different circumstances, sometime one model outperforms others, and sometime it performs worse. Thus, the generalization abilities of the models cannot be represented by fixed weights usually.
The combining with varying weights according to the historical performances under similar circumstance can be expected better than that with the fixed weights.
The problem is how to find out the historical similar circumstances among numerous data for a target hour. Self-organizing map neural network (SOM) is a classic clustering artificial neural network (ANN) that has been widely applied for pattern recognition [10] . In [11] , SOM was applied to cluster the input data set into several subsets in which a group models were used to fit and forecast separately.
Inspired by [11] we use SOM to classify the historical input data set into multiple patterns, and then analyse the forecasting abilities of the individual models 
APPROACH OF COMBINING FORECASTS WITH SOM
SOM is a classic unsupervised algorithms used to classify patterns automatically.
The network interconnected processing units competes to learn the input vectors by changing their weights to be closer in value to the inputs. The principles of SOM will not be discussed in detail here because they have been described in other reports [10] .
Suppose that there are m individual forecasts by model set; we want to combine them to obtain a more reliable prediction. We use external information, such as historical prices and historical loads, to cluster the circumstances. The weights of individual models to be combined are determined according to their historical performances under similar circumstances. The hourly price varies from hour to hour, and therefore, 24 models were built to forecast the hourly prices in this study.
We will take one hour as an example to discuss the modelling approach below.
The relative error and mean absolute percentage error are used to evaluate the performances of the model.
There are eight steps in the combining modelling procedure:
Step 1.
Initiation. Selecting the individual candidate models.
Step 2. Classification. Classifying the data into the training, validation and test sets.
Step 3.
Training. Training the candidate models with the training data set.
Step 4. Validation and Testing. Input the validation and test sets into the trained models to obtain the validation error e ijk and forecasting price P ijk .
Step 5. Clustering. Clustering the data into different categories of similar days with SOM.
Step 6. Selecting the combining weights. For any hour of the next day in which the price is to be forecasted, we search for a similar circumstance among the historical data and then calculate MAPE of the similar days to obtain the combining weights w k , which are calculated by the harmonic mean (which is typically used to calculate the average rate) of MAPEk, as described by (1).
where MAPEk is the MAPE by the k th model of similar days determined, k=1, 2, m.
For any hourly price of the next day, if there is no identical circumstance category, equal weights will be adopted for the combining forecasting.
Step 7.
Combining forecasts. The forecasts from different candidates are combined to get the final forecast yij for the ith hour of the jth day with the weights determined in Step 6, as (2) shows.
ORIGINAL DATA FOR THE EXPERIMENT
In this paper, peak price in August of the PJM day-ahead electricity market in 2010 were used in the experiments. The data from the previous two months served as training and validation sets, respectively.
In this section, the individual modelling part of the modelling process. Firstly, the data for the experiment are analyzed and divided into training, validation and test sets as discussed in Section 3; and then the candidate models are trained and validated. Ultimately, the validation errors, predicted prices and test errors are DA modelling, which is a direct genre of modelling, is adopted to alleviate the correlation of the candidate individuals. In this model, the price of the target hour on the previous day is taken as the forecast price with consideration of weekly seasonality. Table 1 presents the parameters of the individual modes. With the parameters selected in Table I , we build the individual models with the training set and then obtain the validation error, The MAPE of validation by the above four models are 8.54%, 11.60%, 12.65% and 13.55% respectively, showing that SVM has the best performance. 
COMPARISON BETWEEN combing model AND THE

INDIVIDUAL MODELS
In this section, a combining model with SOM clustering algorithm is was not considered here. Further study will focus on how to improve the accuracy of the combining forecast while keeping its robustness.
