Abstract Three kinds of effective error bounds of the quadrature formulas with multiple nodes that are generalizations of the well known Micchelli-Rivlin quadrature formula, when the integrand is a function analytic in the regions bounded by confocal ellipses, are given. A numerical example which illustrates the calculation of these error bounds is included.
Introduction
We consider the quadrature formula with multiple nodes 
for calculating the Fourier-Chebyshev coefficients of an analytic function f (n ∈ N, s ∈ N), with respect to the Chebyshev weight function of the first kind ω(t) = 1/ √ 1 − t 2 . Tn is the Chebyshev polynomial of the first kind of degree n, introduced in [10] . Micchelli and Rivlin [10] considered a quadrature formula of the highest algebraic degree of precision for the Fourier-Chebyshev coefficients an(f ),
Tn(t)f (t)ω(t) dt,
which is based on the divided differences of f ′ at the zeros of the Chebyshev polynomial Tn. For more details on this subject see [1] , [2] , [3] , [11] , [13] .
In [16] we considered the error bounds of the Micchelli-Rivlin quadrature formula for analytic functions. In this paper we will consider the corresponding error bounds of its generalizations (1) (s > 1).
2 Error bounds of the quadrature formula (1) for analytic functions 
where ℓ i,ν are the fundamental polynomials of the Hermite interpolation and Ωn,s(z) = n ν=1 (z − xν) 2s .
If we choose xν to be the zeros of the Chebyshev polynomial of the first kind, i. e., xν = ξν , after multiplying by (2) with ω(t)Tn(t), where ω(t) = 1/ √ 1 − t 2 , and integrating in t over (−1, 1), we get a contour integral representation of the remainder term in (1) .
We get the representation
where the kernel is given by
and
From (3) we obtain the error bound
where ℓ(Γ ) is the length of the contour Γ .
More in general, if we apply the Hölder inequality to (3), we get
where 1 ≤ r ≤ +∞, 1/r + 1/r ′ = 1 and
In the case r = +∞, r ′ = 1, the estimate (7) reduces to
which leads to the error bound (6) (see, e. g., [5] , [19] , [9] , [17] ). We refer to it as the L ∞ -error bound.
On the other side, for r = 1 (r ′ = +∞) the estimate (7) reduces to
which is evidently stronger than (6) because of the inequality
We refer to (9) as to the L 1 -error bound.
In this paper we take Γ = Eρ, where the ellipse Eρ is given by
The 
where we used (see, e. g., [5] )
we get
With the usual notation (see [5] )
when u = ρe iθ , we have
Let us denote by A, B, C the values of a, b, c at θ = 0, respectively. Now we can formulate the main statement.
Proof. This condition is equivalent to
i. e.
for each ρ greater than some ρ 0 on the domain (1, +∞). The member with the highest degree of ρ in this expression is
and it is obviously negative for each θ ∈ (0, π]. ⊓ ⊔ The empirical results show that we can take ρ 0 = 1 in almost all the cases.
Error bounds based on an expansion of the remainder term
If f is an analytic function in the interior of Eρ, it has the expansion
where α k are given by
The series (15) converges for each z in the interior of Eρ. The prime in the corresponding sum denotes that the first term is taken with the factor 1/2.
where
Proof. We know that if x ∈ C, |x| < 1, then
Using this fact and (12), with
Proof. It is obvious that we have the same situation with those coefficients as in [12] and the statement directly follows from [15] .
⊓ ⊔ Now, substituting (16) and (20) in (4), we obtain
Theorem 2 The remainder term Rn,s(f ) can be represented in the form
where the coefficients ǫ
n,k are independent on f . Furthermore, if f is an even function then ǫ n,2j+1 = 0 (j = 0, 1, ...).
Proof. By substituting (15) and (21) in (3) we obtain
Applying Lemma 5 from [8] , this reduces to (23) with
When k is odd, since ω(t) = ω(−t) it follows from (22) and Lemmas 1 and 2 that ω 
Error bounds based on the estimation of the coefficients
In general, the Chebyshev-Fourier coefficients α k in (15) are unknown. However, Elliot [4] described a number of ways of estimating or bounding them. In particular, under our assumptions
By using (17) , (20), (22), if and only if k = 2jn, j ∈ N 0 , we have
The last sum can be rewritten in the form
Now we can formulate and prove the following statement.
Lemma 3 For each t ∈ N 0 , it holds
Proof. We will prove this using the mathematical induction principle over t. For t = 0 we need to prove
which is obvious.
If we suppose that (28) holds for some t ∈ N 0 and we want to deduce that it holds for t + 1, we have to confirm the identity We can directly confirm this identity, but we can also do it in a little bit shorter way. Namely, the left-hand side presents the polynomial in t and its degree is less than 3 (there, no power of t higher than 3 appears, and the corresponding coefficient is equal to (−1) 
Using the obtained results, we get
where x = ρ −n (hence, x ∈ (0, 1)) and 
Proof. We have that
With the aim of showing that the last is equal to 
L 1 -error bounds
According to (9) we study now the quantity
where |Kn,s(z)| can be obtained from (14) . Since z = (u + u −1 )/2, u = ρe iθ , and |dz| = (1/ √ 2) · √ a 2 − cos 2θ dθ (see [8] ), the quantity Ln,s(Eρ) reduces to
Applying Cauchy inequality to the last expression, we obtain
where a, c are given in (14) . We have a = 2s + 1 i
and 
Numerical example
We consider the calculation of the integral
by using the quadrature formula (1) , where the function
is entire. We tested the derived bounds for some values of n, s and ω > 0. Since f 0 is an entire function, the different estimations hold for Eρ, with ρ ∈ (1, ∞). It is easy to see that max 
The corresponding bounds (|Rn,s(f )| ≤ r i (f ), i = 1, 2, 3) have the form
(ρ 0 is defined in Theorem 1) where from (6) and (14) I 0 , I l are given by (34), (35) respectively, and a j by (13) . The corresponding results are displayed in Table 1 . In Table 1 are also displayed the actual (sharp) errors "Error" and the values of the integrals Iω.
On the basis of displayed results in Table 1 we conclude the all three kind of considered error bounds are of the same range, they are also very close to the actual error. In order to find a quadrature sum Qn,s(f ) = n ν=1 2s−1 i=0 A i,ν f (i) (ξν) in (1) one has to calculate 2sn values f (i) (ξν ). An error bound of Qn,s(f ) in Table 1 is of the n, s, ω r 1 (f 0 ) r 2 (f 0 ) r 3 (f 0 ) Error Iω 8, 1, 1 Table 1 The values of the derived bounds r 1 (f 0 ), r 2 (f 0 ), r 3 (f 0 ), the actual (sharp) errors, and the values of the integrals Iω, for some values of n, s, ω.
form C · 10 −l (1 ≤ C < 10). It is clear from Table 1 that if we fix ω (the integrand) and n (the number of nodes), then the error bounds of the same kind decrease. So, if we instead of Qn,s(f ) calculate Q n,s+1 (f ), the amount of computations of f (i) (ξν ) increases in 2n, and the corresponding error bound decreases in dependance on the integrand.
