1 -Electromyography (EMG) has been popularly used as interface command to achieve a natural control for myoelectric prosthetic-hands. Traditional EMG-based recognition methods always only focus on the classification of target motion classes that were defined in the training phase, but have no ability to reject outlier motion interferences that did not present before. In this paper, a hybrid classifier that combines one one-class Gaussian classifiers and a multi-class LDA was constructed to achieve EMG-based motion classification, in which Gaussian classifiers were used to reject outlier interferences, while LDA was used to classify target motion samples. The robust hybrid classifier is easily built and has low run-time complexity. Extensive experiments were conducted to verify the performance of the proposed hybrid classifier, where 91.6% of target motion recognition accuracy and 96.5% of outlier motion rejection accuracy were respectively obtained. Finally, the hybrid classifier was involved to achieve a robust and real-time control of a myoelectric prosthetic-hand.
INTRODUCTION
Surface electromyography (sEMG) is a collection of the electrical activity produced by skeletal muscles and contains a wealth of information associating with human's motion intents. The sEMG, which can be readily and non-invasively measured on the skin by electrodes, has been frequently used as control command to realize a friendly human-robot interface (HRI) [1] . The most commonly seen application for such a HRI is the myoelectric prosthetic-hand [2] . The key technique in constructing a myoelectric hand system is to distinguish different hand motions from sEMG, which generally involves two steps: 1) extracting features from sEMG; 2) classifying different motions based on the selected feature set [3] . For sEMG-based recognition, normal sEMG features include integral absolute value (IAV), zero crossing (ZC), waveform length (WL), auto regression coefficient (ARC), and wavelet 1 (packet) transform coefficients (WPTc), etc [4] [5] . With a selected feature set, many classification algorithms, including K-nearest neighbor (KNN), artificial neural network (ANN), Gaussian Mixture Model (GMM) and Support Vector Machine (SVM), have been tested in order to recognize more hand motions or enhance recognition accuracy [6] [7] [8] [9] . The existing myoelectric prostheses have shown different level of success. However, there are still problems that potentially limit their wide clinical applications for amputees [10] . One important issue is how to guarantee the safety and stability of myoelectric control under non-ideal conditions. In [11] , an extended full-dimensional GMM was proposed to handle data missing in sEMG recognition, and 75% of motion recognition accuracy can be obtained even missing 50% of sEMG features, which enhance the robustness of myoelectric prosthetic hand. In [12] , multiclass extensions of common spatial filtering were applied on high-density sEMG for reducing the effect of sensor noise.
Another disadvantage significantly affecting the stability of myoelectric control is outlier data interference. The sEMG used for offline training recognition models for myoelectric prostheses are only a small part relative to the true sEMG collected in practice. Thus, those trained models can only classify limit target sEMG patterns, while the much more outlier sEMG patterns that have not presented before would definitely interfere in the control of myoelectric prostheses. In [13] , a selective multiclass 1-vs-1 classification scheme based on ULDA (uncorrelated linear discriminant analysis) was proposed to reject unknown (outlier) sEMG patterns. The scheme outperforms nine traditional classifiers in sEMG recognition accuracy under outlier motion interference. However, the scheme has too many threshold parameters that need to be manually set, which makes it inflexible for performing multiple-motion recognition. In [14] , a boostingbased EMG classification scheme was developed for robustness enhancement. The scheme was capable of rejecting untrained (outlier) classes. But the accuracies for recognizing trained classes and rejecting untrained classes are only 80%, which are relatively low for practical uses. In [10] , the oneclass support vector data description (SVDD) was introduced to filter non-target (outlier) EMG patterns, and a high-stability EMG recognition system was constructed by combing SVDDs and two-class SVMs. However, the decision functions of SVDD and SV would be expanded with training-data increasing, which may result in a great run-time complexity for the prosthesis control.
In this work, a hybrid classifier that combines one-class Gaussian classifier and multi-class LDA was proposed to reject outlier sEMG interference and obtain stable recognition results. The hybrid classifier is easily trained and has relatively low run-time complexity, which make is more suitable for applying on practical myoelectric prostheses. Extensive experiments were conducted to verify the performance of the proposed method. Finally, a platform of myoelectric prosthetic-hand was also constructed by involving the hybrid classifier.
II. METHODS
In the hybrid classification framework, one-class Gaussian classifiers were employed to distinguish target patterns from outlier patterns, while the LDA was used to classify different target patterns. Refer to [10, 15] , suppose 1 2 , , , K to be K classes. If a sample pattern x belongs to one of the K classes, then x is called a target pattern; otherwise it is an outlier pattern. 
A. One-class Gaussian Classifier
where N i is the number of samples in X i , To avoid the singularity, a revision for i is introduced,
where j (j=1,2,…,N i ) are the diagonal elements of i ; l is the sample dimension, is a tiny constant, and here 0.001 . To avoid numerical instability of density estimation, one-class Gaussian classifier just uses the Mahalanobis distance [15] ,
where z is a new sample pattern. Here, the prior maximum distance is set as the decision threshold, i.e.,
where i is a manually set constant. Then, the classifier to reject outlier pattern is defined as, 1,
If 1 i h z , z belongs to the class i , so z is a target pattern;
otherwise, z is an outlier pattern with respect to i . Therefore, after having built an independent Gaussian classifier for each known target class i (i =1,2,…,K), we can class any new sample z as to a target pattern or an outlier pattern by using the K Gaussian classifiers.
There are two issues that need to be explained. One is why not use just one single Gaussian distribution to model all target class patterns. Gaussian distribution normally encloses all patterns to form a compact region. Thus, just one Gaussian distribution would enclose too much irrelevant region relative to target classes, as illustrated in Fig. 1(a) . The other issue is why not use a GMM to model all target patterns. GMM can describe each target class via its component. But building GMM should focus on the overall data characteristics of all classes instead of individual data characteristics of each class, which may reduce the recognition performance of GMM, as illustrated in Fig. 1(b) . Besides, the training and calculation of GMM is more complex than that of one-class Gaussian classifiers. With the ensemble of one-class Gaussian classifiers {h 1 , h 2 …, h K }, we can determine a new sample to be a target or outlier pattern. Since each one-class classifier is able to describe the distribution of a specific target, it is a normal idea to use the ensemble of one-class classifiers to perform the classification task directly, i.e., as long as a new sample z falls inside the hypershere of h i , it belongs to i . However, different hyperspheres of classifiers may have an overlapping region, as illustrated in Fig. 2 , which would cause ambiguous classifications for some patterns. Here, we use a multi-class LDA to achieve the recognition task for the target patterns.
In the LDA, a dimension-reduced matrix W is first calculated; then the original sample x will be projected into a low-dimensional space to make the between-class scatter maximum and within-class scatter minimum in the projected space [16] .
The within-class covariance matrix of K classes in the original space is given by,
where N i is the number of samples in X i , and i was given in Eq.
(1). The between-class covariance matrix can be calculated,
where i is given in Eq. (1), and is the mean of total sample set,
Thus, in the projected space, the within-class covariance matrix s W and between-class covariance matrix s B are given by,
A criterion of maximizing the between-class scatter s B and minimize within-class scatter s W is introduced, S S that corresponded to the q largest eigenvalues, where the largest q is (K-1).
For a new sample z, the distances between z and each class center in the projected low-dimensional space are computed,
where i =1,2…, K. Thus, the final classification result for the new sample pattern z is determined by,
III. EXPERIMENTS
In this section, EMG-based recognition of hand motions was conducted to test the performance of the proposed hybrid classifier. Afterwards, a robust myoelectric hand was constructed by involving the hybrid classifier.
A. Experimental Protocol
In our work, we are interested in eight kinds of hand motions (gestures), including snooze (snz), grasping/opening hand (grp/opn), pinching the index/middle/ring finger (idx/mid/rng), and flexing/extending wrist (flx/ext), as shown in Fig. 3 . Four channels of surface electrodes were used to respectively measure the sEMG signals from the flexor digitorum superficialis, flexor carpi radialis, flexor carpi ulnaris, and extensor digitorum, which are the main muscles concerned with regarded hand motions (see Fig. 4 ). A wireless myoelectric acquisition system (Delsys, Trigno) was used to measure raw sEMG signals with a frequency of 2000Hz from an able-bodied male subject; then, a Butterworth bandpass filter with cut-off frequencies of 10Hz and 500Hz was used to pre-process raw sEMG. In our experiment, twelve measurement sessions were conducted. In each session, one motion was performed for 4 s and then switched to another motion in the order of grp, opn, idx, mid, rng, fle, and ext; whereas two motions were separated by a snz of 4 s, and the whole process repeats twice. The sEMG signals of the first three sessions were used for training recognition models, whereas the remaining nine sessions were used for the performance evaluations.
B. Feature Extraction and Motion Recognition
An overlapping 250 ms time window, which was spaced 100 ms apart, was used to extract the sEMG features. In per time window, seven features, including the mean absolute value (MAV) and the six-order cepstrum coefficients (Ceps) [4] , were extracted from each of the four sEMG channels and then concatenated into a single feature vector as one sample, which would be then provided to classifiers. The gestures of snz were recognized through a threshold judgment, and the classifiers were built for recognizing other remain motions. Two circumstances were discussed in our work: 1) the target classes are grp/opn/idx/mid/rng, and the outlier classes are flx/ext; 2) the target classes are grp/idx /flx/ext, and the outlier classes are opn/mid/rng. With respect to each case, we calculated the accuracies of classifiers for recognizing target class patterns and rejecting outlier class patterns.
C. Control of a Myoelectric Hand
Now, the hybrid classifier was involved into the control scheme of a myoelectric hand. The framework of myoelectric control is shown in Fig. 5 . One-class Gaussian classifiers are first used to determine an online sample to be a target or outlier pattern, and then LDA is used to identify the specific classification result for a target pattern. Further, the recognition result is coded to be control command of the prosthetic-hand. If an outlier pattern occurs, the prosthetic-hand would hold the motion of the last time. 
IV. EXPERIMENTAL RESULTS

A. Results of Motion Recognition
With respect to the two circumstances presented in section III-B, we respectively built a hybrid classifier to complete the task of motion recognition. By using all test data, we extracted 720 samples for each motion class (except rst). All test samples were input to the trained classifier to recognize the specific motion class that they belonged to. The recognition results for the two cases were respectively listed in Tables I and II, Table III . As can be seen from the Tables I and II , most of target samples had been correctly classified, and part of them were classified to rst or outlier class. The decision thresholds in Eq. (5) were relative small, which caused more target samples were rejected, especially for ext in Table II . The mean accuracy of recognizing target class is 91.6% (see Table III ), which is higher than that presented in previous researches (only 80% in [14] , and 87% in [10] ). Meanwhile, 96.5% outlier samples have been rejected by the one-class classifier, so the outlier motion inferences have been largely reduced to enhance the robustness of the myoelectric recognition. In Table I , 65 samples of ext that should be outlier patterns were misclassified to opn, but we found that 34 misclassified samples were from the test data of the same one session, which suggests that the motion of ext or the measurements of sEMG in that session may have problem. A set of raw sEMG and the recognition results were presented in Fig. 6 . As can be seen, the results were correct and stable in the steady phases of motions, while misclassifications mainly occurred at the transient-phase of different motions. A feasible approach to reduce misclassifications is applying the major-vote decision on recognition results [17] . 
B. Results of Myoelectric Control
A myoelectric hand system was constructed by involving the proposed hybrid classifier, where the prosthetic-hand has 8 active degrees of freedom driven by motors (one for each finger, and three for the wrist). Fig. 7 shows an online experimental result of the myoelectric hand control, where the target motions (classes) included grp/opn/idx/mid/flx, and rng/ext were defined as the outlier motion interference. A snz was used as the transient-state from one motion to another.
Here, we also evaluated the online processing time of each phase for the myoelectric hand control. The program codes were in matlab language, and ran on a Core-i5 PC with a main frequency of 3.3 GHz. Table IV listed the average time of each process, from which we can see that the total processing time was 66.1 ms and less than window increment of 100 ms. Thus, the myoelectric hand system can satisfy the requirement of real-time control.
snz grp opn idx rng mid ext flx Fig. 7 . A set of experiment on the online control of the myoelectric hand, where grp/opn/idx/mid/flx were target class, and rng/ext were outlier class. A snz was used as the transient-state from one motion to another. 
V. CONCLUSION
In this paper, we have studied how to reject the outlier motion-data interferences in EMG recognition. A hybrid classifier combining one-class Gaussian classifiers and a multiclass LDA was proposed to perform the recognition task, in which the one-class Gaussian classifiers were employed to reject outlier motion-data and LDA classified target samples to a specific class. Experimental results show that the hybrid classifier can effectively remove outlier motion interferences and further enhance the robustness of EMG recognition systems. A platform of myoelectric hand was also constructed by involving the hybrid classifier. The real-time control experiment shows the practical potentials of the built myoelectric hand.
