Keywords: Nonlinear dynamic panels Incidental parameter bias Integrated likelihood method Profile likelihood method Female labour force participation a b s t r a c t Fixed effects estimation of nonlinear dynamic panel models is subject to the incidental parameter issue, leading to a biased asymptotic distribution. While this problem has been studied extensively in the literature, a general analysis allowing for both serial and cross-sectional dependence is missing. In this paper we investigate the large-N, T theory of the profile and integrated likelihood estimators, allowing for dependence across both dimensions. We show that under stronger dependence types the asymptotic bias disappears, but a O p (1/T ) small-sample bias remains. We provide bias correction and inference methods, and also obtain primitive conditions for asymptotic normality under various dependence settings. √ NT convergence. In other words, the incidental parameter bias ceases to be an asymptotic bias, and instead remains a O p (T −1 ) small-sample bias. As for this small-sample bias, its composition remains the same unless dependence is strong enough to yield √ T convergence. In that case, the first-order bias contains two extra terms which arise due to the reduced convergence rate. The key factor that determines the rate of convergence is the strength of cross-section dependence. We therefore study in substantial detail three general dependence settings that cover a variety of possibilities. We also propose bias-corrected estimators using the split-panel jackknife method, and prove that the resulting estimators are asymptotically normal and correctly centred. The paper also develops a valid inference method. Importantly, neither bias correction nor inference requires knowledge of the underlying dependence structure. This is an important advantage as this information is rarely available. Finally, we consider the empirical application of female labour force participation decision, using PSID data.
Introduction
Estimation of panel data models with both common and individual-specific parameters generally suffers from an asymptotic bias under large-N large-T asymptotics. To illustrate, let x it (i = 1, . . . , N and t = 1, . . . , T ) be the data and L iT (θ , λ i ) = L(θ , λ i ; x i1 , . . . , x iT ) be the marginal likelihood function, where λ i is an individual-specific parameter and θ is the common parameter. Let ℓ iT (θ , λ i ) = ln L iT (θ , λ i ) and θ 0 be the true value of θ. Assuming independence across strata, the profile likelihood estimator of θ 0 is given bŷ
whereλ i (θ ) = arg max λ i ℓ iT (θ , λ i ). Intuitively, the estimation error in eachλ i (θ ) vanishes as T → ∞. However, at the same time the number of individual-specific parameters approaches infinity as N → ∞, and the accumulated error grows. This latter effect dominates, leading to a wrongly centred likelihood function in (1), and bias inθ . This is an instance of the well-known incidental parameter issue (Neyman and Scott (1948) ; see Lancaster (2000) for a survey). This problem manifests itself in two ways: as a small-T bias and as a non-vanishing bias in the asymptotic distribution. To illustrate, generally
where the O(T −1 ) term A θ 0 /T is known as the first-order bias. This small-T bias is not necessarily a problem in itself, as long as T is large enough. The main issue, however, is that under the standard √ NT rate of convergence,
where β is an asymptotic bias term and Ω is the asymptotic variance. As such the bias remains even as T → ∞. The typical solution is to theoretically derive the bias ofθ (or of the likelihood function or of the score), and then correct this bias analytically or by the split-panel jackknife method; see, e.g., Kuersteiner (2002, 2011) , Woutersen (2002) , Sartori (2003) , Hahn and Newey (2004) , Carro (2007) , Hansen (2009), Fernández-Val (2009) , Dhaene and Jochmans (2015) , Arellano and Hahn (2016) and Fernández-Val and Weidner (2016) . Arellano and Hahn (2007) provide a survey. Arellano and Bonhomme (2009) take a different route and consider the integrated likelihood method, which is based on the maximisation of
where π i (λ i |θ) is some weight function. This method encompasses some well-known estimation approaches, including fixed effects, random effects and Bayesian. 1 The issues in (2) and (3) beset this method, as well. As an alternative solution method, Arellano and Bonhomme (2009) propose using robust weight functions, designed to remove the bias of the score of ℓ I iT (θ ), and prove that this yields bias-corrected estimators. Cross-section dependence is typically assumed away in the bias-correction literature, except for a few studies that focus on particular models rather than a generic likelihood estimation problem (e.g. Phillips and Sul (2007) and Bai (2009) ). However, many interesting datasets can potentially be subject to some type of cross-section dependence. Bai (2009) , for example, suggests different scenarios for macro, micro and financial data that would cause factor-type dependence. Spatial and network dependence are other possibilities. An important question is whether cross-section dependence leads to changes in (2) and (3), in which case the available correction methods will not be appropriate anymore. Furthermore, cross-section dependence also poses technical problems since the joint likelihood function will have a more complicated form than
). In the case of multivariate normality, for example, there will be O(N 2 ) additional parameters from the covariance matrix, posing both computational and statistical difficulties when N is large.
Nevertheless, as long as one is interested in estimating θ and λ i only, under certain conditions it would be sufficient to
) as approximations to the joint likelihood function.
This paper extends the bias-correction literature to dependence across both panel dimensions. Using ideas from the composite likelihood literature (Cox and Reid (2004) ), we base our analysis on
we call the composite integrated likelihood and composite profile likelihood functions, respectively. Under large-N large-T asymptotics, we analyse the bias of the resulting integrated likelihood and profile likelihood estimators, allowing for serial and cross-section dependence.
Our main results and contributions are as follows: we derive the first-order bias of the integrated and profile likelihood estimators, and find that the asymptotic distributions of both estimators become bias-free unless dependence is weak enough to yield 2. Main concepts and notation Let x it be the data, indexed by individuals and time (i = 1, . . . , N and t = 1, . . . , T , respectively), and ℓ(θ, λ i ; x it ) be the correctly specified marginal log-likelihood function. Let θ be a P-dimensional vector-valued parameter and λ i be a scalar individual-specific parameter. The corresponding true parameter values are given by θ 0 and λ i0 . The variable
x it can be defined flexibly. For example, Arellano and Hahn (2016) consider a conditional likelihood setting where ℓ(θ, λ i ; x it ) = ℓ(θ , λ i ; y it |y i,t−1 , . . . , y i,t−q ), implying x it = (y it , y i,t−1 , . . . , y i,t−q ). Under cross-section independence and weak serial dependence, the estimator (θ ,λ 1 , . . . ,λ N ) = arg max
would be fixed-N large-T consistent for (θ 0 , λ 10 , . . . , λ N0 ) as in Hahn and Kuersteiner (2011) (referred to as HK11 henceforth) .
Under cross-section dependence, neither the objective function in (4) nor ∑ N i=1 ℓ I iT (θ ) corresponds to the joint likelihood function anymore, as they neglect dependence. The obvious option is to use the full joint likelihood function. However, estimation of such models for panels with large cross-sections is likely to suffer from statistical and computational issues. Instead, we use the composite likelihood approach, which is based on approximating the joint density by using combinations of lower dimensional marginal densities (Lindsay (1988) and Cox and Reid (2004) ). Under crosssection dependence, this approximation will obviously lead to a misspecified joint likelihood function. This is the only type of misspecification allowed in this study.
The composite likelihood function can be constructed using combinations of, e.g., bivariate or trivariate marginal likelihoods. This approach would be suitable for applications which are concerned with modelling dependence, as this preserves some of the dependence structure. While we are interested in the behaviour of panel estimators under dependence, we are not interested in estimating the dependence structure itself. For that reason, we consider the most basic composite likelihood function which is the equally weighted average of all univariate marginal likelihoods. This yields the objective function in (4) or, for integrated likelihood estimation,
We next introduce the different likelihood functions used in the theoretical analysis. In what follows ℓ it (θ , λ i ) = ℓ(θ, λ i ; x it ), ℓ iT (θ , λ i ) = T −1 ∑ T t=1 ℓ it (θ, λ i ) and ℓ NT (θ , λ 1 , . . . , λ N ) = N −1 ∑ N i=1 ℓ iT (θ , λ i ). The familiar profile likelihood function is given by ℓ iT (θ ,λ i (θ )) whereλ i (θ ) = arg max λ i ℓ iT (θ , λ i ).
Next, the benchmark least favourable target likelihood function is given by ℓ iT (θ ,λ iT (θ )), whereλ iT (θ ) = arg max
Note that here and elsewhere all moments are with respect to the true underlying density evaluated at (θ 0 , λ 10 , . . . , λ N0 ). The target likelihood is maximised at θ 0 and the expected information at θ 0 is the same as the partial expected information (hence the 'least favourable' property). The curve ( θ,λ iT (θ ) ) is such that, by definition,λ iT (θ 0 ) = λ i0 . Crucially, the target likelihood function guarantees orthogonality of the score for θ, to the plane spanned by the scores for (λ 1 , . . . , λ N ), which leads to unbiased estimation of θ 0 (see Severini and Wong (1992) , Severini (2000, Section 4.6) and Pace and Salvan (2006) ). Notice that this is an infeasible benchmark as it is based on E[ℓ it (θ , λ i )].
Finally, the integrated likelihood function is given by
The integrated likelihood estimator offers the possibility to obtain a first-order unbiased estimator by choosing the weight/prior function, π i (λ i |θ), carefully. While this prior function can be chosen based on subjective judgement, our approach to this problem is frequentist. In particular, we follow Arellano and Bonhomme (2009) (referred to as AB09 henceforth), who derive the analytical specification of such a bias-correcting robust prior under time-series and cross-section independence.
The composite integrated likelihood and composite profile likelihood estimators are then given bŷ
respectively. To avoid cumbersome definitions, henceforth we will refer to these as the integrated and profile likelihood estimators.
In the rest of the paper we use the following notation: When a function is evaluated at (θ ,λ iT (θ )), the argument will usually omitλ iT (θ ); e.g., ℓ it (θ ) = ℓ it (θ ,λ iT (θ )), ℓ NT (θ ) = ℓ NT (θ ,λ 1T (θ ), . . . ,λ NT (θ )) etc. For partial derivatives with respect to λ, we use the following convention:
etc.
Total derivatives with respect to θ are denoted by d θ , d θθ , d θθθ , . . .. For example,
and similarly for other derivatives. We also define V λλ
. Furthermore, S = d θ ℓ NT (θ 0 ), H = d θ θ ℓ NT (θ 0 ) and ν = E [H] . S is also referred to as the projected score, given by
, where the superscript θ denotes partial differentiation with respect to θ. Finally, letting p ∈ {1, . . . , P}, 
Assumption 3.3. Let k = (k 0 , k 1 , . . . , k P ) be a vector of P + 1 non-negative integers and let |k| =
. Then, for any k such that |k| ≤ 7,
is an α-mixing sequence in the sense that lim m→∞ α i (m) = 0 and the mixing coefficients are such that sup i ∑ ∞ m=1 α i (m) 1/r 1 −1/r 2 < ∞ where r 1 = (10 + 10q)/(1 − 10v) + ϵ/2, r 2 = r 1 + ϵ/2, and q and v are defined as before.
Assumption 3.5.
) and let k be as in Assumption 3.3. Then,
Assumption 3.7. There is some 0 ≤ ρ c ≤ 1 for c ∈ {1, 2, 3}, such that as N, T → ∞, (i)
Assumption 3.8. Letθ be such thatθ p → θ 0 . The integrated likelihood function (5) is such that
A substantial portion of the above assumptions is similar to those of HK11, who discuss the validity of their assumptions for the probit, logit and tobit models. The main differences arise due to the presence of cross-section dependence and our focus on the integrated likelihood estimator. Assumptions 3.5 and 3.8, for instance, would not be required for the analysis of the profile likelihood estimator.
Assumption 3.1 formalises the large-N large-T asymptotics and contains other standard conditions. The uniqueness ofλ i (θ ) is required for the existence of the Laplace approximation to the integrated likelihood function. 3 The concavity conditions of Assumption 3.1(iv) are similar to e.g. Assumption 4.1(v) of Fernández-Val and Weidner (2016) or Conditions 5-7 of HK11. Assumption 3.2 yields identification of θ 0 andλ iT (θ ). This ensures that we obtain |λ i (θ ) −λ iT (θ )| p → 0, uniformly over both i and θ. This stronger convergence result is required in proving the consistency ofθ IL . Assumption 3.3 is almost identical to Condition 4 of HK11, except that we require the same assumptions for higher order derivatives, due to our focus on the integrated likelihood function. Assumption 3.4 establishes the mixing characteristics of data and is slightly weaker than HK11's Condition 3(iii). Smoothness assumptions on the prior/weight function are contained in Assumption 3.5, which are required for the existence of asymptotic expansions.
The two terms in Assumption 3.6 determine the rate of the incidental parameter bias. They also appear in HK11's first-order bias term. Under cross-section independence these terms are O p (T −1 ) without further assumptions. Once cross-section dependence is allowed, obtaining the same rate requires more structure on the nature of dependence.
Assumption 3.7 is a similarly high-level assumption, where the particular values of ρ 1 , ρ 2 and ρ 3 are closely related to the nature of cross-section dependence. Usually, ρ 1 = ρ 2 = ρ 3 = 1 in the case of cross-section independence. On the other hand, ρ c = 0 for all c implies that dependence is so strong that cross-section variation does not make any information contribution. In Section 5 we will provide primitive conditions for these two assumptions, under various dependence settings.
Assumption 3.8 is a high-level smoothness condition, which ensures that the remainder in the third-order expansion
about θ 0 is well-behaved. One possibility for proving this condition via earlier assumptions is to use the fourth-order derivative of the Laplace expansion for ℓ I iT (θ ), in order to analyse the behaviour of d θθθθ ℓ I iT (θ ) in terms of the familiar likelihood derivatives. For this approach to work, the fourth-order derivative of the remainder of the Laplace expansion should be o(1). The difficulty with this approach is that the Laplace expansion itself consists of multiple linear expansions; as such, the analysis of the remainder and its derivatives becomes complicated very quickly.
A better option would be to verify this assumption on a case-by-case basis, by investigating d θθθθ ℓ I iT (θ ) directly for the model of interest. The proof of the first result follows standard steps. For the second result, we utilise a Laplace expansion to prove the asymptotic equivalence of the integrated and profile likelihood functions. This and a uniform convergence result for the profile likelihood function allow us to obtain a uniform convergence result for the integrated likelihood function. This uniform convergence result, coupled with the identification condition of Assumption 3.2(ii), yields consistency ofθ IL .
Consistency and asymptotic expansions

Integrated likelihood
In obtaining the asymptotic expansion forθ IL − θ 0 we follow the same steps as AB09: First, we obtain an asymptotic expansion for the difference between the integrated and target likelihoods (Theorem 4.2). This captures the O p (T −1 ) incidental parameter bias of the integrated likelihood function and reveals the specification of the bias-correcting prior.
Building up on this we then obtain an asymptotic expansion forθ IL − θ 0 (Theorem 4.3).
Theorem 4.2. Let Assumptions 3.1, 3.2(i), 3.3-3.5 hold. Then,
uniformly over i and θ as N,
Notice that Theorem 4.2 implies that
) .
This is the same result as in Theorem 1 of AB09, up to a negligible remainder. As such, the prior specification which yields a first-order unbiased score is also identical to theirs (see Section 6). Unlike in AB09, Theorem 4.2 is obtained under serial dependence. We also formally prove that the remainder term's rate is valid uniformly over i as N, T → ∞, which is crucial for investigating the asymptotic behaviour of
. Theorem 4.2 is based on the Laplace expansion, which we formally prove for our particular case in Lemma S1.20 in the Supplementary Appendix, closely following the approach of Kass et al. (1990) . We also obtain the asymptotic rates of the remainder of this expansion and its first three derivatives with respect to θ, as these are used in proving later results.
To the best of our knowledge these technical results on the remainder term are novel, and could be of use to studies utilising the Laplace expansion. 
Profile likelihood
As mentioned previously, some of the Assumptions 3.1-3.8 are too strong or unnecessary for the analysis ofθ . In particular, Assumptions 3.5 and 3.8 are not needed. Moreover, we will also use the following modified versions of Assumptions 3.1-3.3. Assumption 4.1. Same as Assumption 3.1(i), (ii) and (iv).
Assumption 4.3. Same as Assumption 3.3, except that |k| ≤ 5.
As the Laplace expansion is only required for the integrated likelihood estimator, Assumption 4.1 retains Assumption 3.1 except for part (iii). Assumption 4.2 corresponds to Condition 1 of HK11, which is not surprising since they also consider the profile likelihood estimator. Finally, the smoothness condition on the likelihood function is now imposed up to the fifth-order derivative as in HK11. 
as N, T → ∞ where A NT , C NT and D NT are the same as in Theorem 4.3, and
The consistency result of Theorem 4.4 is standard and follows from the same arguments as in Theorems 3 and 4 of HK11. Theorem 4.5 reveals that the asymptotic expansions forθ andθ IL are nearly identical, except for B NT and B ′ NT . The difference arises from the presence of the prior function in the integrated likelihood.
Remarks
Theorems 4.3 and 4.5 characterise the first-order bias of the integrated and profile likelihood estimators. B NT and B ′ NT are the standard incidental parameter bias terms. C NT and D NT , on the other hand, are novel. These two terms capture the effect of cross-section dependence onθ IL andθ . Under cross-section independence where ρ 1 = ρ 2 = 1, these terms would be subsumed in the remainder term. However, under dependence they can have an order as large as O p (T −1 ). 4 Assuming that a central limit theorem (CLT) applies to A NT , the rate of convergence of the two estimators will be equal to √ N ρ 1 T by Assumption 3.7. This implies that the incidental parameter bias ceases to be an asymptotic bias, unless dependence is weak enough to yield ρ 1 = 1. This is because, under any scenario where ρ 1 < 1 the terms
(1) -consequently, the asymptotic distributions will be centred at zero. When dependence is weak enough to yield ρ 1 = 1, on the other hand, we return back to the same result as under independence, where p lim N,T →∞ √ NT B NT and p lim N,T →∞ √ NT B ′ NT become the O(1) non-vanishing bias terms in the asymptotic distribution. The main message of these observations is that if one is only worried about bias in the asymptotic distribution ofθ IL orθ , one need not take any action unless dependence is absent or weak enough to yield √ NT convergence. 5
Concerning the small-sample bias ofθ IL andθ (given by the leading O p (T −1 ) portions ofθ IL −θ 0 andθ −θ 0 ) Theorems 4.3 and 4.5 imply that as long as ρ 1 > 0, these bias terms will consist only of B NT and B ′ NT . In the extreme case of strong dependence with ρ 1 = ρ 2 = 0, on the other hand, the O p (T −1 ) bias will be given by
Therefore, the presence of dependence can lead to a change in the composition of the O p (T −1 ) small-sample bias. Standard bias correction approaches in the literature are designed to deal with the terms B NT and B ′ NT (e.g. AB09 and HK11), but not with C NT and D NT . As such, when correcting the O p (T −1 ) small-sample bias is of interest and strong dependence is a likely scenario, novel correction methods will be required that can deal with all bias terms. This task will be considered in Section 6.
These remarks are of course tentative as they rely on the existence of some CLT. Moreover, the asymptotic expansions are based on the high-level Assumptions 3.6 and 3.7. In Section 5 we will consider three relevant dependence scenarios and obtain Assumptions 3.6 and 3.7, as well as appropriate CLTs, under primitive conditions.
Particular types of cross-section dependence
In this part we focus on three dependence settings that cover a wide variety of scenarios. For each case we provide (i) a theorem which provides primitive conditions for Assumptions 3.6-3.7, and determines the rates of B NT , B ′ NT , C NT , D NT and of their expectations; (ii) a theorem that obtains an appropriate CLT; and (iii) a corollary that provides the asymptotic distribution of the integrated and profile likelihood estimators. In what follows, we letν ∞ = lim N,
Note that although S it,T depends on T , this is due to expectation terms. Hence, T does not affect the random behaviour of S it,T .
Weak dependence
We first consider weak dependence in the form of mixing random fields (Conley, 1999; Kelejian and Prucha, 2007; Bester et al., 2011) . In this setting, although any two observations are assumed to be dependent, the magnitude of dependence approaches zero as the distance between them increases. This type of dependence is relevant for, in particular, networks. For example, Goldsmith-Pinkham and Imbens (2013) mention that if individuals exhibit homophily in some covariates, then the network can be characterised by a weak dependence setting based on mixing assumptions, very much like the case considered here. See also Chandrasekhar and Lewis (2016) .
Our spatial setting is similar to Jenish and Prucha (2009) and Bester et al. (2011) . Formally, the location indices j = (i, t) are assumed to be located on an integer lattice D ⊆ Z 2 . The distance between two locations j ′ and j ′′ is measured by
Let |A| be the cardinality of a finite set A. We use the following definition for the α-mixing coefficient for random fields.
4 An earlier study of the bias of nonlinear estimators in a non-panel setting is by Rilstone et al. (1996) . The result in (8) is similar to their Lemma 3.1. In particular, letting θ be scalar and noting that in their case S is given by T −1 ∑ T t=1 (dℓ t (θ )/dθ )| θ =θ 0 , we observe that C NT and D NT correspond (but are not exactly equivalent) to their −QVa −1/2 and −(1/2)Q H 2 [a −1/2 ⊗ a −1/2 ]. They do not have a counterpart for B NT , as an incidental parameter is not present. Note that their notation differs from ours. 5 It must be underlined that the absence of asymptotic bias is not a consequence of neglecting cross-section dependence in estimation. Indeed, the profile and integrated likelihood estimators are still asymptotically biased under weak dependence (see Corollary 5.1).
Definition 5.1. Let D NT be a finite subset of D. For D ′ ⊆ D NT and D ′′ ⊆ D NT , define the respective σ -algebras generated by the random field Y j as A NT = σ (Y j : j ∈ D ′ ) and B NT = σ (Y j : j ∈ D ′′ ). Then, the α-mixing coefficient for random fields is given bỹ
This definition differs from the standard time-series version in that it depends on the cardinalities of D ′ and D ′′ , as well. Intuitively, given a fixed distance between two sets, the dependence between larger sets will be at least as high as the dependence between smaller sets, due to accumulation of dependence. Hence,α k,l,N,T (m) is non-decreasing in k and l. Note that since the location set D NT depends on N and T , it makes sense to define the mixing coefficient dependent on these as well. We will not worry about this in the remainder since the focus will be onα k,l (m) = sup N,Tαk,l,N,T (m) . Then, the underlying random field is α-mixing if lim m→∞αk,l (m) = 0.
The behaviour of the individual terms in Theorems 4.3 and 4.5 is investigated in Theorem 5.1 , which also obtains the conditions of Assumptions 3.6 and 3.7 (as well as the values of ρ 1 , ρ 2 , ρ 3 ) under primitive conditions. This is followed by Theorem 5.2 which provides a CLT for this dependence setting. 
Theorem 5.2. Suppose the following assumptions hold:
, as N, T → ∞.
In Sections 5.2 and 5.3 we will provide similar theorems for strong-and cluster-dependence scenarios, with similar types of assumptions. We therefore briefly discuss the assumptions of Theorems 5.1 and 5.2: The only novel conditions in Theorem 5.1 are the summability conditions on the mixing coefficients, which determine the panel dependence structure. Assumption 4.3 is sufficient here to obtain the desired results for both the integrated and profile likelihood estimators.
Also, as a quick look to the theorem's proof reveals, Assumption 3.5 is only needed to obtain the rates of B NT and E[B NT ].
Theorem 5.2 is based on applying a suitable mixing CLT (Theorem 5.20 of White (2001)) on a properly normalised version of the sequence N −1/2 ∑ N i=1 S it,T , t = 1, . . . , T . As such, this result is based on typical conditions for CLTs: (i)-(ii) determine the dependence structure of the panel, (iii) is a standard moment assumption which holds under Assumption 4.3, whereas (iv)-(v) impose positive definiteness of the variance of the score and the existence of its limit, which are also standard. 6 Notice that assumptions (ii)-(iii) of Theorem 5.2 are already implied by the assumptions of Theorem 5.1. The next corollary summarises the implications of Theorems 4.3, 4.5, 5.1 and 5.2. 
Hence, under the considered weak dependence settingθ IL andθ converge at rate √ NT , and are subject to the non-vanishing asymptotic bias B ι . This mimics the well-known behaviour of these estimators under cross-section independence.
Strong dependence
The next setting allows dependence to decrease with distance across time but not across cross-section. To illustrate, consider the normalised cross-sectional sum of covariances for some random variable x it at some point in time:
, assuming that all covariances are finite. If data are crosssectionally mixing or independent, then under standard conditions α = 1. The other extreme where α = 0 is what we consider as strong cross-section dependence. 7 The magnitude of dependence between any two observations across time is assumed to depend on the time distance only, |t − s|, for all i, j, s, t. To illustrate, let r A,t and r B,t be the daily equity returns for two firms A and B, respectively, on day t. Then, for example, Cov(r A,t , r B,t+m ) and Cov (r B,t , r B,t+m ) are assumed to be of the same order of magnitude. This setting would make sense for financial variables, especially during financial downturns when such variables exhibit increased correlation. To formalise these ideas, let
measures the dependence between m-period apart observations on individuals i and j. On the other hand, α ijk,l (m) measures the dependence between m-period apart observations that belong to (i) the sigma-algebra generated by individuals i, j, k together and (ii) the sigma-algebra generated by individual l. Such coefficients are useful for controlling the behaviour of terms such as Cov(x it x jt x kt , x l,t+m ). Notice that, by definition, α ii,j = α i,j .
While assumptions on these mixing coefficients determine the magnitudes of serial and non-contemporaneous crosssection dependence, the strength of contemporaneous dependence is left unspecified. Hence, unlike in the mixing random field setting, accumulation of dependence across strata is not ruled out. This is the source of strong dependence.
. . , N, for some δ > 0, then the conditions of Assumption 3.6 hold, and also B NT and B ′
Theorem 5.4. Suppose the following assumptions hold:
Similar to Theorem 5.2, the proof of this result is based on applying Theorem 5.20 of White (2001) to the sequence
. . , T . However, due to the stronger type of dependence the convergence rate drops to √ T . As before, Assumptions (ii) and (iii) are already contained in the Assumptions of Theorem 5.3. The structure of the assumptions for Theorems 5.3 and 5.4 is similar to those of Theorems 5.1 and 5.2, and the comments made there apply here, as well. 
This confirms that under strong dependence bothθ IL andθ obtain the rate
, the asymptotic distribution is free of any non-vanishing bias.
Clusters
Finally, we consider clustered samples; see, e.g., Wooldridge (2003) , Bertrand et al. (2004) , Hansen (2007) and Cameron and Miller (2011) . Let the data consist of G N = O(N α ) groups/clusters where 0 ≤ α ≤ 1. We define G g as the index set for group g, where g = 1, . . . , G N . Let, furthermore, L g,N be the number of members of group g. For simplicity, we let L g,N = L N for all g. Hence, L N = N/G N . By following the standard convention, we assume dependence within clusters and independence between clusters. In particular, within-cluster dependence is assumed to be as in Section 5.2.
Theorem 5.5. Let Assumptions 3.1(i), 3.1(iv), 4.3 and 3.5 hold. Suppose that for some δ > 0, ∑ ∞ m=1 α i (m) δ/(2+δ) < ∞ uniformly over i. Suppose that the data can be grouped into G N clusters of size L N , where G N = O(N α ). Assume also: (i) x is and x jt are independent for all s, t when they are in different clusters; (ii) the dependence structure between x is and x jt is determined by the Assumptions of Theorem 5.3 whenever they are in the same cluster. Then, the conditions of Assumption 3.7 hold with 
Not surprisingly, the orders of the extra bias terms depend on α. Since L N = O(N 1−α ), α = 1 implies that as N → ∞ the group size remains bounded while the number of groups tends to infinity. Consequently, cross-section dependence vanishes asymptotically (similar to weak dependence). When α = 0, the number of groups remains bounded while group size inflates with N, leading to accumulation of cross-section dependence (similar to strong dependence). Any other α will yield something in between.
Theorem 5.6. Suppose that the following assumptions hold: (i) S it,T , t = 1, . . . , T , is a (k×1) α-mixing sequence. (ii) Data have a cluster structure across the cross-section, with G N clusters of size L N where L N G N = N. Let G g be the index set containing the cross-section indices for group g, g = 1, . . . , G N . The cluster setting is such that S is,T and S jt,T are independent whenever i ∈ G g , j ∈ G h and h ̸ = g. Moreover, for i, j, k and l that belong to the index set of the same cluster,
This time we exploit the independence between clusters, rather than weak serial dependence. Therefore, the CLT is based on an application of the Lindeberg-Feller CLT. As before, the structure of the assumptions of Theorems 5.5 and 5.6 is similar to that of Theorems 5.1 and 5.2.
Corollary 5.3. Letθ 1 =θ IL ,θ 2 =θ. Suppose the conditions of Theorems 4.3, 4.5, 5.5 and 5.6 hold. LetW ∞ be as defined in Theorem 5.6. Let 0 < α < 1. Then for ι = 1, 2,
Hence, not surprisingly, the incidental parameter bias again ceases to be a non-vanishing asymptotic bias, thanks to rate of convergence dropping below √ NT .
Bias correction
We now consider bias correction forθ IL andθ . Our focus will be on both the bias of the asymptotic distribution and the O p (T −1 ) small-sample bias. While the terms B NT and B ′ NT have already been dealt with in the literature, C NT and D NT are novel. This requires a new correction method which can deal with all bias terms. We propose the split-panel jackknife (SPJ) method of Dhaene and Jochmans (2015) (referred to as DJ15 henceforth).
Profile likelihood estimator
Letθ ,θ T 1 andθ T 2 be the profile likelihood estimators based on the full sample, first half-sample and second half-sample, respectively. 8 The SPJ-corrected profile likelihood estimator is then given byθ j .
The Assumptions of Theorems 5.5 and 5.6 hold, andW ∞ = lim N,T →∞ Var(
The stationarity assumption is a standard requirement for SPJ estimation. Notice that under stationarity S it,T becomes S it as it does not depend on T anymore. Theorem 6.1 confirms that the asymptotic distribution ofθ j is unbiased under all three dependence settings considered here. The asymptotic expansion forθ j − θ 0 provides further information about the small-sample behaviour ofθ j , which we will further discuss in Section 6.2.
Integrated likelihood estimator
Our result in Eq. (7) is identical to Theorem 1 of AB09 (up to a negligible remainder). As such, the specification of the bias-correcting robust prior π R i (λ i |θ) remains the same. Sample versions of two robust prior specifications are provided by AB09 in their Eqs. (12) and (14):
whereÊ
Now, let
Then, by AB09's definition of robust priors, Π NT based on a robust prior will yield
Letθ IL ,θ IL,T 1 andθ IL,T 2 be the integrated likelihood estimators (with the weight functionπ R i (λ i |θ)) based on the full sample, first half-sample and second-half sample, respectively. Then, the SPJ-corrected robust integrated likelihood estimator is given byθ
Theorem 6.2. Let the following conditions hold: (1) Assumptions 3.1-3.5, and 3.8 hold.
(2) There exists someπ R
Then, the integrated likelihood estimator based onπ R
Suppose that, in addition, x it , i = 1, . . . , N and t = 1, . . . , T , is stationary across t for all N and T . Then in all three cases, as N,
where ρ and β NT are as defined in Theorem 6.1 for cases (i)- (iii) .
}| θ =θ 0 , the classical approach is to use a HAC-type estimator (e.g. Newey and West (1987) ). As an alternative, HK11 suggest truncation-based estimation of spectral expectations, which is known to yield better results in analytical bias correction. One reason for this is that, unlike HAC-type estimators, this approach is not restricted to yield positive definite estimates. Notice that calculation of (10) requires a positive value forÊ{[ℓ λ iT (θ , λ i )] 2 }. So, for this specification HAC estimation is the only option.
Theorems 6.1 and 6.2 prove that all three bias-corrected estimators (θ j ,θ IL ,θ j IL ) have correctly centred asymptotic distributions, regardless of the dependence setting. Furthermore, the asymptotic expansions confirm that under weak and cluster dependence all methods are free of any O p (T −1 ) terms. Under strong dependence, a O p (T −1 ) term remains in the asymptotic expansions of all three estimators. However, for the SPJ-corrected estimatorsθ j andθ j IL this term is zero-mean and so it does not make any contribution to
In other words, a second-step SPJ correction is required for correct centering ofθ IL in small samples under strong dependence. This suggests that, under strong dependence,θ j and θ j IL may be more reliable in small samples. For sake of completeness, we note that this discussion on bias hinges directly on the relative rates of N, T . While the assumption that N, T diverge at the same rate is standard, a change in the relative rates would, naturally, lead to different outcomes. For example, if N/T 2 = O(1) then a higher-order analysis would be called for.
Inference
The asymptotic variance matrix for bothθ IL andθ has the sandwich formν −1 
where the exact value of ρ depends on which one of Theorems 5.2, 5.4 and 5.6 is in effect. Let R be some (Q × P) matrix of rank Q , and r be some
Hence, a valid confidence interval can be constructed given a consistent estimatorŴ NT of the asymptotic variance. Using the same idea as in Driscoll and Kraay (1998) and Gonçalves (2011) , this can be obtained using a HAC variance estimator, by observing the following: since all the settings considered in Section 5 assume mixing-type serial dependence,
is also α-mixing for all N, T , with the same mixing coefficient as for the underlying data x it , independent of the nature of cross-section dependence. As such, T −1 ∑ T t=1 S t,NT is the sample average of a mixing sequence, which makes it possible to obtain a suitable HAC estimator for Var
Unfortunately, standard estimators, such as Newey and West (1987) , are not directly applicable here since the estimation problem involves an incidental parameter. Below we provide a modified version of the Newey-West HAC estimator which takes estimation of the incidental parameter into account. 
This is essentially the same estimator as in Newey and West (1987) , except that it also applies to the incidental parameter setting. The only new condition here is the mixing size of (4 + 2r)/r. 10 As for the required convergence rates, by Theorems 6.1 and 6.2, all estimators under consideration are O p (1/
In addition, that max 1≤i≤N |λ i (θ 0 ) −λ iT (θ 0 )|= o p (T −2/5 ) holds in our setting is shown in the Proof of Lemma S1.17 in the Supplementary Appendix. Finally, Assumption 3.3 is strong enough to imply bound conditions similar to those of Theorem 2 in Newey and West (1987) .
Notice that the strong dependence setting with ρ = 0 contains the weak and cluster dependence settings (and virtually many other dependence settings) as special cases. Therefore,Ŵ NT as defined in Theorem 7.2 is a valid, though not necessarily optimal, variance estimator for all the three dependence settings. Knowledge of the true value of ρ would certainly lead to a better estimator but this quantity is rarely, if at all, known to the econometrician. The estimator of Theorem 7.2 can therefore be considered as a robust alternative in the absence of such information.
Simulation analysis
The setting
We compare the performances of four estimators: the profile likelihood estimator without correction (ML), SPJ applied to ML (SPJ) as in Theorem 6.1, the integrated likelihood estimator based on the robust prior (IntL) as in the first part of Theorem 6.2, and SPJ applied to IntL (SPJ_IntL) as in the second part of Theorem 6.2.
We consider four dependence settings for the error term ε it : weak, cluster, strong-factor and strong. In what follows, the first two of these will be referred to as 'weaker' types of dependence, whereas the last two will be called 'stronger' types of dependence. Throughout, γ = 0.5 and η it are i.i.d. draws from N (0, 1). Then: Under weak dependence
Next, under strong-factor dependence
where φ t and ξ it are i.i.d. draws from N (0, 1), implying a contemporaneous correlation of 81% between the error terms.
Under strong dependence and cluster dependence, we have
is an adjacency matrix, with A ii = 0. In the case of strong dependence A ij = 1 ∀i ̸ = j, whereas for cluster dependence A ij = 1 if i and j belong to the same cluster, and A ij = 0, otherwise. The number of groups for cluster dependence is given by
N is the number of group members. Notice that strong dependence is a special case of cluster dependence with only one cluster.
In Sections 8.2 and 8.3 we consider the dynamic AR(1) and dynamic probit models. For each dependence setting, we report the estimation bias, root-mean squared error (RMSE), ratio of the estimated standard errors to the simulation standard deviation (SE/SD) and the 95% confidence interval coverage rates (CI). To measure the effect of dependence on bias, we also report the estimation bias under cross-section independence. Variance and confidence interval estimations are based on Theorems 7.1 and 7.2. For the SPJ and SPJ_IntL estimators, we use the same convention as DJ15 and obtain variance estimates by taking the average of the estimated variances for each half-sample.
Dynamic AR(1) model
We consider the dynamic autoregressive panel model of order one,
The simulation analysis is based on 500 replications of this model where T ∈ {10, 24, 50, 100}, N = 100 and θ 0 = 0.5. For each replication λ i are i.i.d. draws from N (0, 1).
Simulation results are presented in Tables 1 and 2. Results in columns 2-6 of Table 1 reveal that there is a clear difference in bias between weaker and stronger dependence settings, especially for ML. Importantly, all correction methods are successful in removing a large portion of bias (and in many cases almost all of it). Interestingly, at T = 10 the integrated likelihood estimator yields better results compared to any jackknife-based approach. At this sample size, the relative performance of SPJ_IntL against IntL worsens dramatically as the magnitude of dependence increases. However, notice that for jackknife-based estimators, which utilise half-samples, this case corresponds to 5 time observations. Moreover, under stronger dependence types, the time-series dimension is the only source of information, which makes the situation even worse for jackknife-based estimators. Nevertheless, SPJ and SPJ_IntL pick up quickly as T increases.
In terms of RMSE (columns 7-10 of Table 1), IntL is always the best performer though the margin of difference narrows when dependence is of weaker type and/or T is large. Again, this is due to utilisation of T /2 time observations by SPJ-based methods, which leads to higher variance. Turning to the 95% confidence interval coverage rates (columns 15-18 
, where A ij = 1 if i and j belong to the same cluster (i, j = 1, . . . , N), and A ii = 0 for all i. There are 10 clusters of equal size 10.
(3) Strong dependence (Str): ε it has the same structure as in cluster dependence but A ij = 1 ∀i ̸ = j. (4) Strong-Factor dependence (Fact): ε it = 0.9φ t + √ 1 − 0.9 2 ξ it where φ t and ξ it are i.i.d. draws from N (0, 1). Column 2 reports the bias under cross section independence (Ind), 3-6 report the bias under the dependence settings, 7-10 report the root-mean squared error (RMSE), 11-14 report the ratio of estimated standard errors to the simulation standard deviation of estimated parameters (SE/SD), and 15-18 report the coverage rates of 95% confidence intervals (CI). All results are based on 500 replications. of Table 1 ) we note that, at small T the coverage rates for ML improve dramatically as the magnitude of cross-section dependence increases. This is in line with our theoretical result that the bias of the asymptotic distribution disappears under convergence rates below √ NT . In general, coverage rates improve with T for any dependence setting and estimation method.
The ratios of estimated standard errors to simulation standard deviation (SE/SD) are given in columns 11-14 of Table 1 . These suggest that the variance estimator works reasonably well, and tends to improve with T . Also, variance is almost always underestimated. The case T = 10 is an exception, with some cases of significant overestimation. However, at such small sample sizes the variance estimator is subject to significant estimation error.
In this application, it is possible to obtain closed-form expressions for the bias terms B ′ NT , C NT and D NT . Indeed, as derived in Section S3.1 in the Supplementary Appendix,
We note that D NT is equal to zero because it depends on the third-order partial derivatives of the log-likelihood, which are all equal to zero due to the linear structure of the model. As such, D NT acts as a non-linearity bias which is absent here.
The closed-form expressions (12)-(14) allow us to directly calculate the population values of the bias terms. In Table 2 we reproduce the sample bias of ML, along with the actual values of B ′ NT and C NT . We also report the difference between the sample bias and the population bias B ′ NT + C NT . Not surprisingly, B ′ NT generally remains fixed across dependence types, as it is generated by the error in estimating λ i0 , where cross-section dependence is of no consequence. As expected, C NT is virtually equal to zero under weaker dependence types. Importantly, under the setting "strong", the ratio of C NT to B NT jumps to about 2/3, whereas under the "strong-factor" setting this becomes 1/2. These ratios remain the same across different T . Hence, especially when T = 10, the extra bias term C NT is of a significant magnitude relative to the incidental parameter bias. Finally, the difference between the sample and population biases is quite small, and disappears almost completely at T = 24, which confirms the validity of the theoretical expressions for B ′ NT and C NT .
Dynamic probit model
We next consider the dynamic probit model with an exogenous explanatory variable:
Our setting mimics Section 3.3 of DJ15; in particular, ϵ it and λ i are i.i.d. draws from N (0, 1). Simulation results are based on 500 replications of the above model for N = 500, T ∈ {8, 16, 24, 50}, δ 0 = 0.5 and θ 0 ∈ {0.5, 1}. The results are presented in Tables 3-6 ; on each table, columns 2-6 report bias, 7-10 report RMSE, 11-14 present SE/SD, while the last four columns report the 95% confidence interval coverage rates.
We first consider estimation of δ 0 . Clearly, stronger types of dependence lead to a substantial change in the magnitude of bias for all estimators. All correction methods are successful in reducing a substantial portion of the bias, with SPJ and SPJ_IntL being the clear winners. Importantly, augmenting integrated likelihood with the SPJ method (SPJ_IntL) leads to significant reduction in bias across all dependence types when T = 8. We continue to observe the same under stronger types of dependence, even as T increases. As for RMSE, the results are clearly in favour of SPJ under weaker dependence types, whereas IntL delivers better results under stronger dependence types. Again, the likely cause for this is that the SPJ-based methods utilise T /2 time observations only. Accordingly, the effect of this diminishes as T increases. As for confidence intervals, SPJ and in some cases SPJ_IntL perform best under weaker types of dependence, whereas IntL is the clear choice under stronger dependence types, again for similar reasons. For a given estimation method and dependence type, the coverage rates generally tend to improve with T . In terms of variance estimation, we observe that IntL almost always delivers the best results. Overall, variance is almost always underestimated.
The results for θ 0 are similar. Stronger types of dependence cause a shift in the bias ofθ , although interestingly this is not observed with the same intensity for ML. SPJ_IntL almost always leads to improvement over IntL across all T . Unlike forδ, this observation is valid even under weaker dependence types. As before, as far as bias is concerned, the best options seem to be SPJ and SPJ_IntL. In terms of RMSE, SPJ is to be preferred under weaker dependence types, while IntL is the clear choice under stronger forms of dependence. We see the same clear distinction between SPJ/SPJ_IntL and Table 3 Simulation results for estimation of θ 0 = 0.5 in the dynamic probit model of Section 8.3. See Table 1 for more information on the notation and the dependence settings considered here. All results are based on 500 replications. Table 4 Simulation results for estimation of δ 0 = 0.5 in the dynamic probit model of Section 8.3. See Table 1 for more information on the notation and the dependence settings considered here. All results are based on 500 replications. IntL for confidence interval estimation. It must be underlined that, as in the dynamic AR(1) application, the confidence interval coverage rates for ML improve dramatically (for both parameters) as the magnitude of dependence increases. This again confirms our theoretical findings. Finally, in terms of variance estimation IntL is mostly the better option, with the exception of some cases under weaker dependence types. As noted previously, following DJ15 we estimate the variances for the SPJ and SPJ_IntL estimators by taking the average of the variance estimates for each half-panel. However, given that both SPJ-methods have the same asymptotic variance as the maximum likelihood estimator, it is also fine to estimate the variance directly, using the full sample. We note Table 5 Simulation results for estimation of θ 0 = 1 in the dynamic probit model of Section 8.3. See Table 1 for more information on the notation and the dependence settings considered here. All results are based on 500 replications. Table 6 Simulation results for estimation of δ 0 = 0.5 in the dynamic probit model of Section 8.3. See Table 1 for more information on the notation and the dependence settings considered here. All results are based on 500 replications. 
iT (θ ) are correctly-specified likelihood functions. Then, by the information equality, the asymptotic variance becomes equal to the inverse Hessian. This object is much easier to estimate than the sandwich-type asymptotic variance matrix under dependence. In addition, under independence the cross-section still carries significant information. Therefore, the inverse sample Hessian based on the half-panels will still be a reasonably accurate estimator. Under dependence, however, the situation is more difficult: one has to obtain both a sample Hessian and a HAC estimator. In addition, it is likely that the cross-section dimension delivers little information. As such, variance estimates based on half-panels can potentially be Dhaene and Jochmans (2015) ) -these results have been replicated from Tables 3-6 . Results for SPJ* and SPJ_IntL* are based on the variance estimated using the full-sample. See Table 1 for more information on the notation and the dependence settings considered here. All results are based on 500 replications. misleading. To investigate this, we also estimate the variances and confidence intervals for the SPJ-based methods using the full panel: in Table 7 we present a comparison of the confidence interval coverage rates (the full set of results is in Tables S.1 and S.2 in Section S3.2 in the Supplementary Appendix). Clearly, using the full-sample variance estimator always leads to better coverage rates forδ, across all dependence types. As forθ , the coverage rates improve under stronger dependence types, while the situation is ambiguous for cluster dependence. This suggests that in empirical studies there may be a point in employing both approaches. 11
Empirical example
We consider the empirical application of female labour force participation decision, which has previously been studied in the bias-correction literature (e.g. Carro (2007 ), Fernández-Val (2009 and DJ15). We revisit this application using the new methods proposed in this paper, and compare these to previously obtained results in the literature. As discussed below, it is possible that this application is subject to cross-section dependence of some form. Indeed, estimation results fit a pattern associated with this scenario.
We consider the same setting as in DJ15. In particular, the model of interest is
where ε it are standard normal innovations, y it is a binary variable which equals 1 if individual i is in the labour force at time t, λ i0 is an individual fixed effect, and x it is a vector of covariates. The covariates are (i) the number of children between the ages of 0-2, (ii) the number of children between the ages of 3-5, (iii) the number of children between the ages of 6-17, (iv) log of husband income (in thousands of 1995 US Dollars), (v) age, and (vi) the square of age. As in the mentioned previous studies, we use waves 13-22 of Panel Study of Income Dynamics (PSID), which covers the period 1979-1988. The sample contains 1461 women, whose ages were between 18 and 60 in 1985, and who were married to a husband who was in the labour force for the entire sample period. We consider only those individuals who changed their participation status at least once within the sample period. This yields a final dataset of 664 individuals.
The typical assumption here is that ε it are cross-sectionally independent. However, it is not difficult to think of factors which can cause arbitrary patterns of dependence between individuals. For instance, the same labour market shock can 11 Confidence interval construction involves both bias-correction and variance estimation, which are affected by the numerical/computational properties of the underlying estimators. Our results suggest that other variance estimation approaches can potentially yield better coverage rates, especially for SPJ-based methods. Two prominent alternatives are the bootstrap approach as in Gonçalves (2011) and the t-statistic based approach of Ibragimov and Müller (2010) . Investigation of these options is left to future work.
affect individuals with different levels or fields of education, or working in different industries, differently. Furthermore, individuals living in particular states or groups of states may exhibit common behaviour. If such factors are not already accounted for by the covariates, they can lead to cluster-type dependence. These factors will not necessarily be absorbed by additive individual fixed effects either, as individuals may move between states, education levels, industries etc. The same will also hold if, e.g., the effect of education depends on age, implying the presence of some interaction effect. It is worth noting that such scenarios can generate intricate dependence patterns where cluster membership varies from wave to wave. We also note that economy-wide macroeconomic shocks can act as common factors, causing (possibly strong) cross-section dependence.
The results of Section 6 suggest that under weaker types of dependence SPJ, IntL and SPJ_IntL should exhibit similar behaviour, as all these estimators are free of a O p (T −1 ) term. While under strong dependence there remains a O p (T −1 ) term, for SPJ and SPJ_IntL this term is zero-mean and so makes no
This is not the case for IntL. Therefore, employing either SPJ-based method seems to be the safe option, even when the econometrician cannot be sure of the existence or nature of dependence. All remaining methods (including IntL), on the other hand, are likely to be subject to a non-centred O p (T −1 ) term since these methods are not designed to deal with the extra bias terms. This also suggests that the presence of sufficiently strong cross-section dependence can manifest itself as systematically different results by SPJ-based vs non-SPJ-based estimators. Estimation results are presented in Table 8 : the top panel provides the results by ML, IntL, SPJ and SPJ_IntL. In the estimation of the SPJ-based methods, we follow DJ15 and consider the T 1 /T 2 = 4/5 and T 1 /T 2 = 5/4 partitions, and then take the average of the resulting SPJ estimates. Asymptotic variance can be estimated similarly, by taking the weighted average of the estimated variances from the four sub-samples. This is the case for SPJ and SPJ_IntL. However, following the discussion in Section 8.3 we also consider variance estimation based on the full sample. Indeed, SPJ* and SPJ_IntL* are the same as SPJ and SPJ_IntL, respectively, except that their variance estimates are based on this latter approach. For all the cases on the top panel, standard errors are calculated usingν −1
andŴ NT is the HAC estimator of Theorem 7.2. The bottom panel reproduces the results presented in Table 11 of DJ15 for reference. HK is the correction method of HK11, FV is the method of Fernández-Val (2009), SPJ_mlike is the SPJ method of DJ15 applied to the likelihood function, AH is the method of Arellano and Hahn (2016) , and C is the method of Carro (2007) . 12 SPJ and SPJ_IntL generally yield highly similar results. Moreover, especially for lagged participation and the first four covariates, there is a clear pattern of difference between SPJ/SPJ_IntL and the remaining correction methods. As noted before, systematically different results for SPJ-based estimators would certainly be the case under strong crosssection dependence. However, it would be rash to reach a conclusion at this stage. As mentioned in DJ15, the model at hand is potentially misspecified and subject to non-stationarity in covariates, which are other possible reasons for obtaining different results under different methods. While our results point to an interesting possibility, a full analysis is unfortunately beyond the scope of this paper. Interestingly, despite being an SPJ-based method, SPJ_mlike does not exhibit the same behaviour as other SPJ-based estimators (in fact, for # Children 0-2, # Children 6-17 and log husband income, SPJ_mlike and IntL yield almost identical results). However, we have not studied this estimator and so it is not clear whether it is also capable of removing the extra bias terms.
Regarding statistical significance, it is interesting that SPJ* and SPJ_IntL* yield identical results, while SPJ and SPJ_IntL largely disagree. This resonates with our discussion in Section 8.3, where it was observed that SPJ* and SPJ_IntL* are more reliable in inference. Looking across all methods, there is almost unanimous agreement that lagged participation, # Children 0-2, # Children 3-5, and log husband income are all relevant variables. Also, the significance results of IntL largely overlap with those of earlier correction methods. Whether age and its square are indeed irrelevant, as suggested by SPJ* and SPJ_IntL*, is difficult to say, especially as almost all the other methods suggest otherwise.
Conclusion
This paper studied the bias of the composite integrated likelihood and composite profile likelihood methods in nonlinear dynamic panel models, under dependence across both time and cross-section. Our results show that (i) the asymptotic distribution becomes free of the classical incidental parameter bias under dependence, unless dependence is sufficiently weak; and (ii) the O p (T −1 ) small-sample bias includes two new terms when dependence is sufficiently strong. In addition, we provide bias correction and inference methods which do not require the econometrician to have knowledge of the underlying dependence structure. Modelling female labour force participation decision. Estimation results are based on the probit model with
where ε it are standard normal innovations, y it is a binary variable which equals 1 if individual i is in the labour force at time t, λ i0 is an individual fixed effect, and x it is vector of covariates, which consist of (i) the number of children between the ages of 0-2, (ii) the number of children between the ages of 3-5, (iii) the number of children between the ages of 6-17, (iv) log of husband income, (v) age, and (vi) the square of age. The considered methods are maximum likelihood (ML), integrated likelihood (IntL), SPJ applied to ML (SPJ), SPJ applied to IntL (SPJ_IntL), the SPJ method of Dhaene and Jochmans (2015) applied to the likelihood function (SPJ_mlike), as well as the correction methods of Hahn and Kuersteiner (2011) given by [A i,j ]. In the case at hand, θ = [θ p ] where p = 1, . . . , P. In the following, we will drop the brackets whenever the meaning is clear from the context. To make the likelihood notation less cumbersome, we will omit the arguments of functions whenever they are evaluated at (θ 0 ,λ iT (θ 0 )) = (θ 0 , λ i0 ). We also let
where (r, s) ∈ {1, . . . , P} 2 , and similarly for higher order derivatives and the integrated likelihood function ℓ I iT (θ ). Moreover, we use
, E i (θ ) and Π i (θ ) with respect to θ are defined in the same way as for the other likelihood terms. For example,
In what follows, when [ν r,s ] is concerned superscripts indicate the corresponding entry of the inverse of [ν r,s ]. Then, the rowr and columns entry of the inverse of [ν r,s ] is given by ν¯r ,s . Lastly, δ r = (θ IL − θ 0 ) r , the rth entry of the (P × 1) vector (θ IL − θ 0 ). We also use the Einstein summation convention. To illustrate, let p = 1, . . . , P, q = 1, . . . , Q and consider ∑ P p=1 x p y p,q
where [x p ] is a (P × 1) vector while [y p,q ] is a (P × Q ) matrix. Using the Einstein notation, this summation would be written as x p y p,q , making the summation across p implicit. The main idea is that, whenever an index appears twice in a product of arrays, it is to be implicitly understood that the product is summed across this index. Indices that are not repeated within the same term are called free indices, and the number of these indices determines the dimension of the resulting array. Indices that are repeated, on the other hand, are called dummy indices. As such, x p y p,q is a vector (one free index, q), while x p,r,s,t y p,q z r,t = ∑ P p=1 ∑ R r=1 ∑ T t=1 x p,r,s,t y p,q z r,t is a two-dimensional matrix (two free indices, q and s). Note that the letters assigned to different indices can be changed freely as long as their relationship is left intact. For example, x p,q y q,r is identical to x q,p y p,r , which is equal to xy in standard notation; however, x p,q y p,r is equal to x ′ y. Under the maintained assumptions we can invoke Lemmas S1.2, S1.18, S1.19 and S1.20 (notice from the first part of the Proof of Theorem 4.1 that Assumption 3.2(ii) is not needed for obtaining max 1≤i≤N sup θ∈Θ |λ i (θ )− λ iT (θ )| p → 0). By Lemmas S1.18 and S1.20 we obtain
Using Lemma S1.19, this yields
where the o p (T −2/5 ) rates follow from Lemma S1.2 and Assumptions 3.1, 3.3 and 3.5. The stated result follows. ■ Remark A.1 (Remark on the Proof of Theorem 4.3). The standard approach for obtaining an asymptotic expansion for (θ IL − θ 0 ) r is to expand N −1 ∑ N i=1 ℓ I i;r (θ IL ) aboutθ IL = θ 0 , and rearrange the resulting expansion to obtain an asymptotic representation for (θ IL − θ 0 ) r . The difficulty with this approach is that, unlike the profile likelihood, the asymptotic behaviour of the derivatives of the integrated likelihood is not easily obtainable. However, one can approximate the integrated likelihood function by the target likelihood function, which can be dealt with more conveniently. This is done in Lemmas A.1 and A.2. The Proof of Theorem 4.3 combines these results to obtain the desired result. 3.1 and 3.3-3.5 hold. Then, for any (r 1 , r 
) . 
Switching to index notation and using Lemmas S1.21 and S1.22, we get
) and ℓ I r 1 ,r 2 ,r 3 = ℓ r 1 ,r 2 ,r 3 + O p
where (r 1 , r 2 , r 3 ) ∈ {1, . . . , P} 3 . By Theorem 4.1 , δ r = o p (1) for all r ∈ {1, . . . , P}. Also, by Assumption 3.8, for anyθ such thatθ p → θ 0 , ℓ I r 1 ,r 2 ,r 3 ,r 4 (θ ) is asymptotically bounded for any (r 1 , r 2 , r 3 , r 4 ) ∈ {1, . . . , P} 4 . Then, expanding
whereθ is some mean value betweenθ IL and θ 0 . Substituting the asymptotic approximations for ℓ I r 1 , ℓ I r 1 ,r 2 and ℓ I r 1 ,r 2 ,r 3 yields the stated result. ■ Lemma A.2. Let Assumptions 3.1-3.8 hold. Then, for any (a, b, c, d, e, m) 
Proof of Lemma A.2. Notice that ℓ I r 1 (θ IL ) = 0 by definition for all r 1 ∈ {1, . . . , P}. Using ℓ r 1 ,r 2 = ν r 1 ,r 2 + H r 1 ,r 2 and ℓ r 1 ,r 2 ,r 3 = ν r 1 ,r 2 ,r 3 + H r 1 ,r 2 ,r 3 , and rearranging (15), we obtain −δ r 2 ν r 1 ,r 2 = ℓ r 1 
as N, T → ∞. The orders of individual terms follow from Assumptions 3.3, 3.5-3.7. The next step is to invert (16), in order to obtain an expansion for δ m which is not a function of itself. To do this, first δ m has to be isolated on the left-hand side. This cannot be done simply by replacing r 2 by m as δ m appears on both sides of (16). However, notice that if x −1 = [x rs ] is the inverse of x = [x rs ], then x rs x st = κ r t , where κ r t = 1 if r = t, and κ r t = 0 otherwise (this is also known as Kronecker delta). Hence,
Then, multiplying both sides of (16) by ν r 1 ,m ,
Define the following copies of (17): 
) , independent of the particular values of ρ 1 , ρ 2 and ρ 3 . Remember that since we are using the Einstein summation notation, whenever an index appears twice in an expression, it is to be understood that the expression is summed across that index. Now, ℓ a is row a of the (P × 1) vector S while ν a,m is the row a column m entry of ν −1 . Therefore, ℓ a ν a,m = ∑ P a=1 ℓ a ν a,m = (ν −1 ) ′ S = ν −1 S, since ν −1 is symmetric, by definition. Consider now ℓ a ν a,b ℓ c ν c,d ν e,b,d ν e,m . Notice that ν e,b,d is a three dimensional array of the expectations of third-order derivatives of ℓ NT . Now, let P b and P ′ d be the row b entry of ν −1 S and column d entry of S ′ ν −1 , respectively. Also, fix e toē. Then, νē ,b,d becomes a (P × P) matrix and The proof strategy is similar to that of the Proof of Lemma A.2. Letδ r be the rth entry of (θ − θ 0 ). By expanding ℓ i;r 1 (θ ,λ i (θ )) aroundθ = θ 0 and averaging both sides of the expansion over i, we obtain
whereθ is some mean value. 13 Remember that, by definition, N −1 ∑ N i=1 ℓ i;r 1 (θ ,λ i (θ )) = 0. Then, using Lemma S1.23 in (18), and rearranging the resulting expression we obtain
where the orders of individual terms follow from Lemma S1.2 and Assumptions 4.3, 3.6 and 3.7, as in the Proof of Lemma A.2. Using the same methods as for the integrated likelihood estimator, we next invert this result to obtain an expansion forδ q . As explained before, we have ν r 1 ,r 2 ν r 1 ,qδ r 2 =δ q , by definition of Kronecker's Delta. Then, multiplying both sides of (19) by ν r 1 ,q , using the same inversion idea as in the Proof of Lemma A.2, and finally redefining the indices we obtain
which yields the stated result (see the Proof of Theorem 4.3 for conversion of the terms above from index notation to matrix notation). ■ A.3. Theorems 5.1-5.6
Proof of Theorems 5.1, 5.3 and 5.5. The proofs of the three theorems are given together as they follow exactly the same steps.
We start with proving the conditions of Assumption 3.7, under the setting of Theorem 5.1. Consider the following:
let X it = f (x it , φ i ) be some measurable zero-mean function of the random variable x it , where x it is subject to the mixing assumptions of the first part of Theorem 5.1. Then we can invoke Lemma S1.4 to obtain that for any ε > 0,
. This result is sufficient to prove that the conditions of Assumption 3.7 hold. This is because, the three terms under consideration in Assumption 3.7 are all zero-mean and inherit the mixing properties of the underlying data. Hence, replacing
]}, one obtains the rate O p (1) for each of these terms. This implies that under the conditions of the first part of Theorem 5.1, Assumption 3.7 holds with ρ 1 = ρ 2 = ρ 3 = 1. The same approach can be used to prove the corresponding results in Theorems 5.3 and 5.5. In particular, under the conditions of Theorem 5.3, one can invoke Lemma S1.5 and prove that Assumption 3.7 holds with ρ 1 = ρ 2 = ρ 3 = 0. Finally, under the conditions of Theorem 5.5, Lemma S1.6 can be used to prove that Assumption 3.7 holds with ρ 1 = ρ 2 = ρ 3 = α. Observe
13 Note that the derivative ℓ i;r 1 ,r 2 ,r 3 ,r 4 (θ ,λ(θ )) requires the existence of fifth-order partial derivatives of the likelihood. To see this, first remember that, by definition, for any θ we have ℓ λ iT (θ ,λ i (θ )) = 0. Then, d θ ℓ λ iT (θ ,λ i (θ )) = 0. At the same time, d θ ℓ λ iT (θ ,λ i (θ )) = ℓ λθ iT (θ ,λ i (θ )) +ℓ λλ iT (θ ,λ i (θ ))d θλi (θ ). Hence, d θλi (θ ) = −ℓ λθ iT (θ ,λ i (θ ))/ℓ λλ iT (θ ,λ i (θ )). Now, d θ ℓ iT (θ ,λ i (θ )) = ℓ θ iT (θ ,λ i (θ )) + ℓ λ iT (θ ,λ i (θ ))d θλi (θ ) and so, due to the term d θλi (θ ), d θ ℓ iT (θ ,λ i (θ )) requires the existence of second-order partial derivatives. By using the same steps, one can show that the same pattern will hold for higher-order derivatives.
Then, given that Assumption 3.7 holds, it directly follows that C NT and D NT are both O p (N −ρ T −1 ), where ρ = 1, ρ = 0 and ρ = α under the conditions of ,b,d ν e,m , in index notation. The orders of these terms are again determined by Lemmas S1.4-S1.6. In particular, (i) under the assumptions of c,b ] and E[ℓ a ℓ c ] are both O(N −α T −1 ) by Lemma S1.6.
Finally, we consider the analysis of B ′ NT and B NT . In index notation, these are given by
.
Under the assumptions of Theorems 5.1, 5.3 or 5.5, Lemma S1.14 can be invoked to prove that the conditions of Assumption 3.6 hold, and consequently that 1
Also, ν a,m exists by Assumption 3.1(iv). This proves that B ′ NT = O p (T −1 ) under each of the three dependence settings. Moreover, as mentioned before, E i;a , E i and Π i;a are all uniformly bounded. Hence, we also obtain that B NT = O p (T −1 ) under each of the three dependence settings. ■ Proof of Theorems 5.2, 5.4 and 5.6. The proofs of these three theorems use similar notation. In particular, throughout λ is some (k × 1) real vector such that λ ′ λ = 1 -this must not be confused with the incidental parameter. Also, K is some generic positive finite constant, which can be scalar or matrix-valued, depending on the context. Part I -Proof of Theorem 5.2: First, notice that by Assumptions (ii) and (iii) we can invoke Lemmas S1.4 and S1.8 to obtain
as N, T → ∞, where the rates in (20) and (22) hold uniformly over t. Now, let Z t,
. . , T , is a zero-mean α-mixing sequence for any N and T , with the same mixing coefficients (and size) as S it,T . Since min κ,N,T e κ,N,T > 0 by assumption,
where the second inequality follows from Lütkepohl (1996) , if A and B are both (m × n), then ⏐ ⏐ tr(A ′ B) ⏐ ⏐ ≤ ||A|| ||B||. Then, using this result and Hölder's inequality, one can show that (23) is bounded from above by
which is finite for all t, T and N, by the assumption that max i,t,T E
] < ∞ for some ε > 0. Moreover by (22),
< ∞ for all t, T and N (note that by exactly the same arguments and using (20), one can prove the same for Var(v t,NT )). Finally,
Var
(
By the results obtained so far and by the assumed mixing size of −(2 + δ)/δ, we can apply Theorem 5.20 of White (2001) 
→ N (0, 1). Since this holds for any λ defined as above, by the Cramér-Wold device we have
Part II -Proof of Theorem 5.4: First, notice that by Assumptions (ii) and (iii), we can use Lemma S1.5 to obtain
as N,
Then, v t,NT , t = 1, . . . , T , is a zero-mean and α-mixing sequence for any N and T . As in the Proof of Theorem 5.2, since min κ,N,T e κ,N,T > 0 by assumption, λ ′ (W NT ) −1 λ ≤ 1 min κ,N,T e κ,N,T < ∞, and so ⏐ ⏐ ⏐
where the second, third and fifth inequalities follow from 
< ∞ uniformly over t, T and N as N, T → ∞. By the same arguments it can also be shown that Var(v t,NT ) < ∞ uniformly over t, T and N as N, T → ∞. Next,
Hence, under the results obtained so far and by the assumed α-mixing uniform coefficient rate of −(2 + δ)/δ for some δ > 0, we can invoke Theorem 5.20 of White (2001) 
→ N (0, 1), and since this holds for any λ as defined above, by the Cramér-Wold device we have
Part III -Proof of Theorem 5.6: We drop the subscript N from L N and G N , to keep the notation concise. Using Assumptions (ii) and (iii), we invoke Lemmas S1.5 and S1.9 to obtain
respectively, which both hold uniformly over i, j, k and l as N,
and v g,GLT = λ ′ Σ −1/2 GLT Z g,LT . Then v g,GLT ( g = 1, . . . , G) is a sequence of independently distributed and zero-mean variables, for any G, L and T . Since min κ,N,T e κ,N,T > 0 by assumption, we have λ ′ Σ −1 GLT λ ≤ 1 min κ,N,T e κ,N,T ≤ K , and so
Now, for any ε > 0,
] .
Notice that
uniformly over g as N, T → ∞, by (26). Then, by (27) and (28), for any ε > 0 we have
, and so,
which confirms that the Lindeberg condition holds for v g,GLT (notice that G −1 ∑ G g=1 Var(v g,GLT ) = 1). We can therefore apply Theorem 5.6 of White (2001) 
→ N (0, 1). Since this holds for any λ defined as above, by the Cramér-Wold device we obtain 
. Under any of the three cases (i)-(iii), the conditions of Assumptions 3.6 and 3.7 are obtained. Therefore, all assumptions of Theorem 4.5 hold, which we invoke to obtain the expansion (9). Then,
where ρ = 1 under weak dependence, ρ = 0 under strong dependence, and ρ = α under cluster dependence. Here, the rates of E[C NT ] and E[D NT ] follow from Theorems 5.1, 5.3 and 5.5 under weak, strong and cluster dependence settings, respectively. Moreover, the rates ofB ′ NT ,C NT andD NT follow from Lemmas S1.14 and S1.15, which can be invoked under the assumptions of any of the three cases. Before moving on to the analysis ofθ j , we note that under the stationarity
Similarly, S it,T becomes
Hence, under stationarity
where we have used T 1 = T 2 = T /2. Then, noting that A NT 1 + A NT 2 = 2A NT , we obtain
This result is important since it implies that the SPJ estimator will still be subject to the same CLT as the uncorrected estimator.
We now consider the behaviour ofθ j under each dependence scenario. Under (i) we have weak dependence, where ρ = 1. Then, (29) becomeŝ
The same expansion is also valid forθ T 1 andθ T 2 , after adjusting for the size of the time dimension:
where we have used (31). This confirms that β NT is identically equal to zero in this case. Moreover, by Theorem 5.2 √
whereW ∞ is as defined in the conditions of case (i).
Next, we consider strong dependence, which corresponds to case (ii). Since ρ = 0, (29) becomeŝ
and similarly,
Then, using (31) as before, and remembering that T 1 = T 2 = T /2, one obtainŝ ) ,
whereW ∞ is as defined in the conditions of case (ii).
Finally, we consider case (iii) which is cluster dependence. We have ρ = α with 0 < α < 1, so (29) yieldŝ
Therefore, θ j − θ 0 = A NT + o p (T −1 ), which confirms that β NT is identically equal to zero in this case. Finally, by Theorem 5.6 √ 
. Then, it follows that
and notice that N ρ W −W ∞ = o (1) as N, T → ∞. Also,ν NT − ν = o p (1)
andŴ NT − W = o p (1) by assumption. Moreover, ν −ν ∞ = o (1). Therefore, ) and h t,NT = h t,NT ( θ 0 ,λ 1T (θ 0 ), . . . ,λ NT (θ 0 ) ) .
Notice thatS NT , S NT ,ĥ t,NT and h t,NT are akin toS T , S T ,ĥ t and h t of NW, respectively. Let K be some generic nonnegative and finite constant, the exact value of which may change from usage to usage. Now, by Assumption 3.3
we have sup θ ,λ i |ℓ θ it (θ , λ i )|≤ d(x it ) and sup θ ,λ i |ℓ λ it (θ , λ i )|≤ d(x it ). In addition, let
Next, using
] , and utilising the same arguments as for S it,T (θ, λ i ) one can also show that
As a direct result of (33) and (34), we have ] < ∞. These last two results, along with (35) and (36) are counterparts of the conditions of assumption (ii) of NW. Notice also that, since S it,T (θ, λ i ) is a measurable function of x it , it is also α-mixing with the same size properties. Then, since the mixing coefficient size is uniform over i, N −1 ∑ N i=1 S it,T (θ, λ i ), t = 1, . . . , T , is a sequence of α-mixing random variables for any (θ , λ 1 , . . . , λ N ) with coefficients of size (4 + 2r)/r, for all N and T . NW's proof is based on decomposing ⏐ ⏐S NT − S NT ⏐ ⏐ as a sum of four terms, and proving that all these terms converge to zero. This decomposition is given in their equation (9). Since this is an algebraic result, the same decomposition also holds for ⏐ ⏐S NT − S NT ⏐ ⏐ , with appropriately modified notation. In NW's proof, the last three terms of this decomposition are shown to converge to zero by using results for mixing processes. Since h t,NT satisfies the same properties as NW's h t , we can obtain convergence to zero for these three terms by the same approach. In particular, the second term converges to zero by Lemma 6.19 of White (2001) , whereas the third term can be dealt with by using an appropriate covariance inequality (e.g. Corollary 6.17 of White (2001) ) and the same reasoning as in NW. Finally, the fourth term can be shown to converge to zero by using the same technique as in the last part of the Proof of Lemma 6.6 of Gallant and White (1988) . This leaves the first term, which is given by
As in NW, we will deal with this term by using asymptotic expansions. However, unlike in NW, h t,NT (θ, λ 1 , . . . , λ N ) is a function of both common and individual-specific parameters. As such, NW's expansions are not valid here. This is the main difference between the two proofs. Now,
S it,T (θ 0 ,λ iT (θ 0 )) + P t,NT ,
where
d θ S it,T (θ ,λ i (θ ))(θ * − θ 0 ).
