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Introduction and summary of the
main results
Many classical results of Harmonic Analysis are devoted to estimating the norms
of certain operators on the spaces Lp. We say that a linear or sublinear operator T ,
defined a priori over regular functions, is bounded on Lp(Rn, dµ) if there exists a
constant Cp so that
‖Tf‖Lp(Rn,dµ) ≤ Cp‖f‖Lp(Rn,dµ), (1)
for every f in the domain of T . One also says that T is weakly bounded on Lp(dµ)
(or of weak type Lp(dµ)) if there exists a constant cp so that
µ({x ∈ Rn : |Tf(x)| > λ})1/p ≤ cp
λ
‖f‖Lp(Rn,dµ), (2)
for all f in the domain of T .
This kind of estimates are crucial in the development of many theories in anal-
ysis. Just to mention a few applications, they ensure, for instance, that the action
of these operators can be defined over all Lp under some mild additional con-
ditions, guarantee the pointwise convergence of certain sequences of operators
and provide arguments for the existence, control and regularity of the solutions of
partial differential equations.
For many of the most important operators in Harmonic Analysis like the Fou-
rier transform, the Hardy-Littlewood and the spherical maximal operators, Riesz
transforms, maximal operators associated to semi-groups, etc it is known for cer-
tain values of p that there exist Cp or cp so that (1) or (2) hold independently of
the dimension n considered.
These results led to the following question, can this uniformity in the dimen-
sion be related to an infinite dimensional phenomenon? That is, can one build a
reasonable Harmonic Analysis over an infinite dimensional space showing this
uniformity as a natural reflection? One may also wonder if the limits when
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n → ∞ of the aforementioned operators and their uniform bounds have some
reasonable meaning.
As far as we are concerned, these questions are not solved yet. It seems that
if we want to have a better idea of what is going on in this setting more work
is needed to study the behaviour in high dimensions of these operators. This is
the topic of this thesis. Although we will briefly comment some uniformity re-
sults for some other important operators, most part of our work is devoted to the
Hardy-Littlewood maximal operator and its variants when changing the integra-
tion measure.
This thesis is divided into five chapters. In the first one we recall some uniform
bounds with respect to the Lebesgue measure for important operators of Harmonic
Analysis. We focus on three tools that have been quite successful in order to
prove uniform bounds with respect to the dimension: Fourier transform, general
theory of semi-groups and the method of rotations. For example the general semi-
group theory applies to the Ornstein-Uhlenbeck maximal operator proving that
it is uniformly bounded on Lp with p > 1, (the uniform weak boundedness on
L1 remains an open problem). As an example for the method of rotations we
choose the proof by J. Duoandikoetxea and J.L. Rubio de Francia [28] that Riesz
transforms are bounded in Lp(Rn) with a constant independent of n. Also, using
this general principle, we show that for the universal maximal Kakeya operator
it is possible to give a uniform weak type bound on Ln(Rn) when the action is
restricted to radial functions (Theorem 1.4).
In this chapter too, we present some results concerning upper bounds for the
operator norms of maximal functions in Rn for large n. First we treat the case of
average means over Euclidean balls. In this case the maximal operator acting on
radial functions has a weak type dimension-free bound (Theorem 1.9), this was
proved in [54]. When the action is restricted to radially decreasing functions the
constant for the weak type bound is 1 in every dimension (Theorem 1.10), this
was proved by J.M. Aldaz and J. Pe´rez-La´zaro in [5]. Concerning the maximal
operator applied to general functions in L1, E.M. Stein and J.O. Stro¨mberg proved
in [74] that the constants in the weak bounds grow at most like O(n) as n → ∞
(Theorem 1.8). We show the argument that E.M. Stein ([70], [71] and [74]) used
to obtain Lp bounds uniform in the dimension for the maximal operator (Theorem
1.13).
The situation is more complicated when considering maximal functions as-
sociated to the balls given by general norms. Thus, for the constants in the L1
weak type bounds, E.M. Stein and J.O. Stro¨mberg [74] established that they can-
not grow faster than O(n log n) as n → ∞ (Theorem 1.16). J. Bourgain [10]
3proved that the action on L2 can be bounded independently of n and the norm
(Theorem 1.17). Then, he (see [11], [12]) and, independently, A. Carbery [17]
proved that this result could be extended to Lp for any p > 3/2. Dimension inde-
pendent bounds on Lp for all p > 1 were proved by D. Mu¨ller in [61] for maximal
functions associated to the balls given by the `q norms in Rn with 1 ≤ q < ∞
(Theorem 1.28), although in this case these constants depend on q. We show that
the technique used in [17] gives a different proof for Theorem 1.17.
Chapter 2 is devoted to lower bounds for the weak type operator norm of
maximal functions. The first step in this direction is due to M. de Guzma´n [42],
who showed that the weak boundedness of a maximal convolution operators on
L1 is equivalent to the weak boundedness over finite sums of Dirac deltas. M.T.
Mena´rguez and F. Soria [53] pointed out that in both cases the operator norms
must be the same (Theorem 2.1), and this discretisation technique provides a
method to compute lower bounds for them. In this same article some lower bounds
are given for the weak type operator norms of maximal function associated to
cubes. This method was exploited by many researchers trying to compute the ex-
act value of the weak type norm of the one-dimensional maximal operator. This
was finally achieved by A. Melas in [48] and [49]. Turning back to the high-
dimensional problems, the next important step was presented by J.M. Aldaz in
[3]. He showed that the weak type operator norms of maximal functions asso-
ciated to cubes grow to infinity with the dimension (Theorem 2.3). G. Aubrun
proved in [7] that this growth is at least of the order of C(log n)1−ε for any ε > 0.
We present in Theorem 2.9, an extension of this last result to Orlicz spaces. More
precisely, it is showed that the weak operator norms on some Orlicz spaces, of
maximal operator associated to cubes, also grow to infinity with the dimension.
We give a lower bound for this growth related to the Young function defining the
Orlicz space.
In the rest of the chapters we look at a modification of the problem. It is also
possible to define maximal functions with an underlying measure µ different of
Lebesgue measure:
Mµf(x) = sup
µ(B(x,r))>0
1
µ(B(x,R))
ˆ
B(x,R)
|f(y)| dµ(y).
Since we are considering centred operators, the boundedness of these operators
is an easy consequence of Besicovitch covering Lemma. Then, we may ask our-
selves if the operator norms for these bounds are uniformly bounded in dimension.
It makes sense to focus on measures with a radial density, since they can be de-
fined for every dimension. Some answers for this question are given in Chapters
3, 4 and 5.
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In Chapter 3 we consider the case that µ is a finite measure. Using the dis-
cretisation method, J.M. Aldaz proved in [2] that if µ is a finite measure with a
bounded radial density the weak L1(µ) operator norm of Mµ grows exponentially
to infinity, with a lower bound only depending on n and not on µ (Theorem 3.3).
In Theorem 3.4 we give the following extension of this last result. If µ is a finite
measure with a bounded and radially decreasing density, then the Lp(µ) operator
norm of Mµ grows exponentially to infinity with a lower bound independent of µ
for a small range of p near 1 (1 ≤ p ≤ 1.005). This unboundedness in dimension
occurs no matter if restricting the action to radially decreasing functions. J.M.
Aldaz and J. Pe´rez-La´zaro [4] proved independently the same for a slightly larger
range of p near one (1 ≤ p ≤ 1.0378) and a wider class of measures in the sense
that some unbounded densities and infinite measures are allowed. In both cases
the method fails to produce general unboundedness results for significantly larger
values of p, as we will see in some examples.
Chapter 4 gives a complete picture of the situation in two particular examples.
These are the Lebesgue measure restricted to the unit ball and the Gaussian mea-
sure. Considering µ as the Lebesgue measure restricted to the unit ball, we show
that for 1 ≤ p < 2 the Lp(µ) operator norm of Mµ grows exponentially to infin-
ity as n → ∞, even for radially decreasing functions (Theorem 4.1). However,
if p > 2 we show that for these functions there exist uniform bounds in Lp(µ)
(Theorem 4.3). With respect to the Gaussian density, in Theorem 4.11 we prove
that no uniform bounds on Lp for any p ≥ 1 can be given for its associated max-
imal operators (except when p = ∞). This result is also extended to families of
measures given by densities with exponential decay or double exponential decay
(Theorems 4.12 and 4.13).
Last, in Chapter 5 we study the case that µ is a measure with certain doubling
properties. We show that some of the classical results given in Chapter 1 can be
extended to a more general setting. Our model example will be the power weights,
that is, the measures over Rn given by the densities | · |α with α > −n. We will
also deal with measures µ defined in general metric measure spaces. Briefly, we
say that µ is n-micro-doubling if dilation by the factor (1 + 1/n) of a ball gives
a ball of comparable measure. We say that µ is weakly regular if the measure of
two intersecting balls with the same radius is comparable. Finally, we say that
a family of measures is uniformly weakly regular or n-micro-doubling if these
constants can be bounded uniformly throughout all the family. We will see that
power weights satisfy these properties. When µ belongs to a family of uniform
n-micro-doubling and weakly regular measures, A. Naor and T. Tao showed in
[63] that Mµ has a weak L1 bound smaller thanO(n log n). This is reminiscent of
what Theorem 1.16 by Stein and Stro¨mberg says. The result is obtained through a
5localisation principle of which we present a different proof based on geometrical
arguments, rather than on probabilistic methods (see Theorem 5.4).
The second main result in this chapter is given in Theorem 5.9. Here we
show that there are families of measures (that include the power weights) whose
associated maximal operators satisfy uniform Lp bounds for each p > 1.
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Introduccio´n y resumen de
resultados y conclusiones
Muchos resultados cla´sicos del Ana´lisis Armo´nico estiman la norma de ciertos
operadores en Lp(Rn, dµ). Se dice que un operador lineal o sublineal T , definido
a priori sobre funciones regulares, esta´ acotado en Lp(Rn, dµ) si existe una cons-
tante positiva Cp de modo que la desigualdad
‖Tf‖Lp(Rn,dµ) ≤ Cp‖f‖Lp(Rn,dµ), (3)
se cumple para toda f en el dominio de T . Tambie´n decimos que el operador T
esta´ de´bilmente acotado en Lp(dµ) (o que es de tipo de´bil Lp(dµ)) si existe una
constante positiva cp tal que
µ({x ∈ Rn : |Tf(x)| > λ})1/p ≤ cp
λ
‖f‖Lp(Rn,dµ), (4)
para toda f en el dominio de T .
Este tipo de desigualdades es crucial en el desarrollo de muchas teorı´as en
Ana´lisis. Por poner algunos ejemplos de su utilidad, estas acotaciones garanti-
zan que la accio´n de estos operadores se pueda definir sobre todo Lp, aseguran la
convergencia puntual de ciertas sucesiones de operadores y dan lugar a argumen-
tos que implican la existencia, control o regularidad de soluciones de ecuaciones
diferenciales.
De muchos de los operadores ma´s importantes del Ana´lisis Armo´nico como la
Transformada de Fourier, el operador maximal de Hardy-Littlewood, el operador
maximal esfe´rico, las transformadas de Riesz o los operadores maximales asocia-
dos a semigrupos, se sabe que para algunos valores de p existen Cp o cp de modo
que (3) o (4) son va´lidas en todas las dimensiones n.
Estos resultados llevaron a que se planteasen las siguientes preguntas. ¿Este
comportamiento uniforme respecto de la dimensio´n esta relacionado con un feno´-
meno en infinitas dimensiones? Es decir, ¿puede construirse un Ana´lisis Armo´nico
7
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sobre un espacio de dimensio´n infinita con resultados en los que se vea reflejada
esta uniformidad? Tambie´n podemos preguntarnos si se les puede dar algu´n sen-
tido razonable a los lı´mites de dichos operadores y sus cotas cuando n→∞.
Que sepamos, estas cuestiones esta´n muy lejos de responderse de manera sa-
tisfactoria. Parece que para intentar comprender mejor el sentido de estas pre-
guntas se necesita todavı´a estudiar mejor el comportamiento de estos operadores
en dimensiones altas. Este es el problema que tratamos en esta tesis. La mayor
parte de ella esta dedicada al estudio del operador maximal de Hardy y Littlewood
y algunas de sus variantes, aunque brevemente comentamos algunas acotaciones
uniformes para otros operadores importantes.
Esta memoria se divide en cinco capı´tulos. En el primero recogemos algunas
acotaciones independientes de la dimensio´n respecto de la medida de Lebesgue
para distintos operadores habituales en Ana´lisis Armo´nico. Nos centramos en
ejemplificar tres herramientas que se han demostrado u´tiles para obtener acota-
ciones uniformes: la transformada de Fourier, la teorı´a general de semigrupos y el
me´todo de rotaciones. Entre otras cosas, veremos que la teorı´a general de semi-
grupos puede aplicarse al operador maximal de Ornstein-Uhlenbeck para probar
acotaciones uniformes en Lp con p > 1 (la acotacio´n de tipo de´bil L1 con cons-
tantes independientes de la dimensio´n es un problema abierto). Como ejemplo del
me´todo de rotaciones, escogemos la prueba con la que J. Duoandikoetxea y J.L.
Rubio de Francia [28] demostraron que las transformadas de Riesz esta´n acotadas
en Lp(Rn) con constantes independientes de la dimensio´n. Tambie´n usando este
principio general del me´todo de rotaciones, probamos que el operador universal
de Kakeya actuando sobre funciones radiales satisface una acotacio´n de tipo de´bil
restringido Ln(Rn) con constantes que no dependen de la dimensio´n (Teorema
1.4).
Tambie´n en este capı´tulo, comenzamos nuestro trabajo sobre el operador ma-
ximal de Hardy-Littlewood. Comentaremos algunos de los resultados ma´s im-
portantes que intentan acotar la norma del operador de forma independiente de la
dimensio´n. Primero nos ocupamos del operador maximal sobre medias en bolas
euclı´deas. Cuando este operador actu´a sobre funciones radiales tiene cotas de tipo
de´bil L1 independientes de la dimensio´n (Teorema 1.9), como se probo´ en [54].
Cuando la accio´n se restringe a las funciones radiales y decrecientes la constante
en este tipo de´bil es 1 en todas las dimensiones (Teorema 1.10). Esto lo probaron
J.M. Aldaz y J. Pe´rez-La´zaro en [5]. Cuando se aplica a funciones integrables
generales, E.M. Stein y J.O. Stro¨mberg probaron en [74] que las constantes en
la acotacio´n de tipo de´bil L1 crecen como mucho con la tasa O(n) as n → ∞
cuando n→ n (Teorema 1.8). Finalmente, tambie´n recogemos el argumento em-
9pleado por E.M. Stein ([70], [71] and [74]) para obtener cotas independientes de
la dimensio´n para este operador maximal en Lp para p > 1. (Teorema 1.13).
La situacio´n es ma´s complicada cuando consideramos operadores maximales
con medias sobre cuerpos convexos arbitrarios, que siempre podemos interpretar
como bolas definidas por cierta norma. E.M. Stein y J.O. Stro¨mberg [74] de-
mostraron que las constantes en la desigualdad de tipo de´bil crecen como mucho
como O(n log n) cuando n → ∞ (Teorema 1.16). J. Bourgain [10] probo´ que
la accio´n sobre L2 se puede acotar independientemente de la dimensio´n n y de
la norma escogida (Teorema 1.17). Ma´s tarde e´l (ver [11],[12]) e independien-
temente, A. Carbery [17] probaron que este resultado tambie´n se extiende a las
cotas en Lp con p > 3/2 (Teorema 1.18). D. Mu¨ller [61] demostro´ que hay cotas
independientes de la dimensio´n en Lp para p > 1 para los operadores maximales
asociados a las bolas provenientes de las normas `q en Rn con 1 ≤ q < ∞ (Teo-
rema 1.28). Aunque en este caso las constantes dependen de q. Veremos co´mo los
argumentos de [17] dan una prueba ma´s sencilla del Teorema 1.17.
El capı´tulo 2 esta´ dedicado a las cotas inferiores para el comportamiento
asinto´tico de las constantes en las cotas de tipo de´bil L1 del operador maximal.
El primer paso en esta direccio´n fue el de M. de Guzma´n [42], que demostro´ que
la acotacio´n de´bil en L1 de un operador maximal de convolucio´n es equivalente
a la acotacio´n sobre sumas finitas de deltas de Dirac. M.T. Mena´rguez y F. Soria
[53] sen˜alaron que en ambos casos las constantes deben ser las mismas (Teorema
2.1). Esta te´cnica de discretizacio´n da un me´todo para buscar cotas inferiores de
las constantes. De este modo en [53] se dan algunas cotas inferiores de constantes
del operador unidimensional y del operador asociado a cubos. Este me´todo ha sido
seguido por los muchos investigadores que intentaron hallar el valor exacto de la
constante del operador en una dimension. Volviendo a nuestro problema en altas
dimensiones, el siguiente paso importante fue dado por J.M. Aldaz en [3] para el
operador maximal asociado a cubos. Demostro´ que las constantes en la desigual-
dad de tipo de´bil L1 crecen a infinito con la dimensio´n (Teorema 2.3). G. Aubrun
probo´ en [7] que este crecimiento es al menos tan ra´pido como C(log n)1−ε para
todo ε > 0. Nosotros presentamos el Teorema 2.9, que es una extensio´n de este
u´ltimo resultado para acotaciones en espacios de Orlicz. Demostramos que las
constantes en estas desigualdades para ciertos espacios de Orlicz tambie´n crecen
hacia infinito con la dimensio´n y damos cotas inferiores de este crecimiento rela-
cionadas con la funcio´n de Young que define el espacio.
En el resto de los capı´tulos consideraremos modificaciones de los problemas
tratados anteriormente. Nos centraremos en operadores maximales asociados a
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medidas que no son la de Lebesue:
Mµf(x) = sup
µ(B(x,r))>0
1
µ(B(x,R))
ˆ
B(x,R)
|f(y)| dµ(y).
Como consideramos operadores centrados, su acotacio´n es una consecuencia sen-
cilla del lema de recubrimiento de Besicovitch. Entonces podemos preguntarnos
si las normas de operador de estas funciones maximales esta´n acotadas indepen-
dientemente de la dimensio´n. Tiene sentido que nos centremos en medidas con
una densidad radial, ya que esas son medidas que se pueden definir en todas las
dimensiones. En los Capı´tulos 3, 4 y 5 intentamos dar algunas respuestas a estas
preguntas.
En el Capı´tulo 3, consideramos el caso en el que µ es una medida finita. Usan-
do el me´todo de discretizacio´n J.M. Aldaz probo´ in [2] que si µ es una medida
finita con una densidad radial y acotada, entonces la norma como operador de tipo
de´bil L1(µ) de Mµ crece exponencialmente con la dimensio´n, con una cota infe-
rior para ese crecimiento que solo depende de la dimensio´n n y no de µ (Teorema
3.3). En el Teorema 3.4 presentamos la siguiente extensio´n a Lp de este resultado.
Si µ es una medida finita con una densidad acotada y radialmente decreciente, en-
tonces la norma deMµ como operador enLp(µ) para algunos valores de p cerca de
uno (1 ≤ p ≤ 1.005) crece exponencialmente hacia infinito con la dimensio´n, con
una cota que no depende de µ incluso si se restringe la accio´n a funciones radiales
decrecientes. J.M. Aldaz y J. Pe´rez-La´zaro [4] probaron independientemente el
mismo resultado para un rango de p ligeramente mayor (1 ≤ p ≤ 1.0378) y clases
ma´s generales de medidas (el me´todo funciona para algunas con densidades no
acotadas). En ambos casos esta´ demostrado que el me´todo no proporciona resul-
tados generales de no acotacio´n para valores de p que no sean cercanos a 1, como
veremos en unos ejemplos.
El Capı´tulo 4 se da una descripcio´n completa de la situacio´n para los ope-
radores maximales asociados a dos medidas con densidades radialmente decre-
cientes y acotadas. Estas son la medida de Lebesgue restringida a la bola unidad
y la medida gaussiana. Cuando µ es la medida de Lebesgue restringida a la bola
unidad, demostramos que no hay acotaciones uniformes en Lp(µ) si 1 ≤ p < 2.
Las constantes crecen exponencialmente aun cuando se considera la accio´n so-
bre funciones radiales decrecientes (Teorema 4.1). Sin embargo, si p > 2 de-
mostramos que hay cotas uniformes en Lp(µ) para Mµ cuando actu´a sobre fun-
ciones radialmente decrecientes (Teorema 4.3). La otra familia de medidas que
tomamos como ejemplo es la que viene dada por la densidad gaussiana. En el
Teorema 4.11 probamos que el operador maximal asociado no esta´ (de´bilmente)
acotado uniformemente en Lp para ningu´n p ≥ 1 (excepto p =∞). Este resultado
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tambie´n se puede extender a familias de medidas con densidades con decaimiento
de tipo exponencial o doble exponencial (Teoremas 4.12 y 4.13).
Por u´ltimo, en el Capı´tulo 5 estudiamos el caso en el que µ es una medida con
cierta propiedad doblante. Demostramos que algunos de los resultados cla´sicos
tratados en el Capı´tulo 2 se pueden extender a un contexto ma´s general. Nuestro
ejemplo modelo sera´n los pesos potencia, que son las medidas sobre Rn dadas
por las densidades de tipo | · |α dx con α > −n. En algu´n caso trabajaremos
con medidas µ definidas en espacios me´tricos de medida generales. Brevemente
recordamos que µ es n-microdoblante si la dilatacio´n de una bola por el factor
(1 + 1/n) da otra bola de medida comparable. La medida µ es de´bilmente regular
si cualesquiera dos bolas secantes con el mismo radio tienen medidas compara-
bles. Decimos que una familia de medidas es uniformemente n-microdoblante
o de´bilmente regular si las constantes en dichas comparaciones se pueden acotar
uniformemente en toda la familia. Como veremos, los pesos potencia satisfacen
estas condiciones de uniformidad. Si µ pertenece a una familia de medidas uni-
formemente n-microdoblantes y de´bilmente regulares, A. Naor and T. Tao pro-
baron en [63] que Mµ satisface una desigualdad de tipo de´bil L1 con una cons-
tante que como mucho es O(n log n). Esto es reminiscente del Teorema 1.16 de
Stein y Stro¨mberg. El resultado se obtiene mediante un principio de localiza-
cio´n (Teorema 5.3) para el que daremos una nueva prueba basada en argumentos
geome´tricos en vez de en me´todos probabilı´sticos (ver Teorema 5.4).
El otro resultado principal de este capı´tulo es el Teorema 5.9. Demostramos
que existen familias de medidas (incluyendo los pesos potencia) cuyos operadores
maximales asociados satisfacen cotas independientes de la dimensio´n en Lp para
todo p > 1.
12 INTRODUCCIO´N
Notation and common facts.
As usual the symbol |·|will denote different things depending on the context. For a
complex number a, |a|will denote its absolute value; for x ∈ Rn, |x|will stand for
the norm of x and ifE ⊂ Rn is measurable, |E|will denote the Lebesgue measure
of the set. We will write the k-dimensional Hausdorff measure of A ⊂ Rn as |A|k
for 0 < k ≤ n.
ByB(x,R) we will denote the ball in Rn centred at x ∈ Rn with radiusR > 0
with the special notation BR := B(0, R) for balls centred at the origin. The unit
sphere in Rn will be denoted by Sn−1. We will write σn−1 when referring to the
measure that Lebesgue measure induces over Sn−1 (this measure coincides with
| · |n−1). We will also use the notation ωn−1 := σn−1(Sn−1). Recall that
ωn−1 = σn−1(Sn−1) =
2pin/2
Γ(n/2)
,
where Γ is the Euler Gamma function defined for x > 0 by
Γ(x) =
ˆ ∞
0
sx−1e−s ds.
We will use the well known identities
Γ(a)Γ(b)
Γ(a+ b)
=
ˆ 1
0
ua−1(1− u)b−1 du, (5)
for a, b > 0, and ˆ ∞
0
e(−a+bi)s
sα
ds =
Γ(1− α)
(a− bi)1−α , (6)
for a ≥ 0 and b ∈ R (with the exception b = a = 0). We recall here that by the
log-convexity of Γ one has√
n− 2
2pi
≤ ωn−2
ωn−1
≤
√
n− 1
2pi
. (7)
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Last, we use the usual agreement that c and C denote positive constants that
might have different values even in the same line. Subscripts will make explicit
the dependence on a parameter, for example Cx,y,z expresses that C might depend
on x, y and z.
Chapter 1
Dimension-free bounds for classical
operators arising in Harmonic
Analysis.
As a motivation for the main results presented in this work, we analyse the be-
haviour of some classical operators that arise in Harmonic Analysis. Perhaps the
simplest one to start with is the Fourier transform, which is defined for every in-
tegrable function f as
Ff(ξ) =
ˆ
Rn
f(x)e−2pii〈x,ξ〉 dx.
It is easy to see that ‖Ff‖L∞(Rn) ≤ ‖f‖L1(Rn) and, for functions in L1 ∩ L2, one
has Plancherel’s identity
‖Ff‖L2(Rn) = ‖f‖L2(Rn).
This allows to extend F to the entire space L2 and, by interpolation, to other Lp
spaces as well as to the class of distributions. Moreover, the Hausdorff-Young’s
inequality says that
‖Ff‖Lp′ (Rn) ≤ ‖f‖Lp(Rn) for 1 ≤ p ≤ 2. (1.1)
Observe that these estimates work in any Euclidean space Rn independently of
the dimension n. Now, while the first two are sharp, the last one for 1 < p < 2
is not, in the sense that the exact norm of F as an operator mapping Lp(Rn) into
Lp
′
(Rn) is smaller than 1. The sharp constant for the inequality (1.1) to hold was
found by W. Beckner in [8]. The precise estimate says that
‖Ff‖Lp′ (Rn) ≤
(
p1/p
(p′)1/p′
)n/2
‖f‖Lp(Rn).
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In particular, the operator norm ofF depends on the dimension. What is important
here, nevertheless, is to realise that these constants remain uniformly bounded as
n goes to infinity. This is the main goal of our present work, to determine not the
exact norm of our operators but rather whether these norms can be bounded above
independently of the underlying space.
The examples that we consider initially, ergodic and semigroup maximal op-
erators, the Mehler transform, some singular integrals, the Kakeya and the Hardy-
Littlewood maximal functions, among others, represent only a small portion of
what has been studied in this area in recent years. We hope that they will provide
a flavour of the kind of question and problems that we are trying to address in this
work.
1.1 General Semigroups.
One of the most powerful tools in the field of abstract harmonic analysis is given
by the general theory of semi-groups. As we will see, some important semigroups
satisfy maximal inequalities independent of the dimension. For others the ques-
tion remains open, at least in the extremal cases.
The theory of semigroups can be developed in more abstract settings (see
[68]), but for the sake of clarity, we will stick to the case when the integration
space is Rn equipped with a Radon measure µ. A semi-group is a family of linear
operators {Tt}t≥0 mapping measurable functions on Rn onto themselves, satisfy-
ing the following properties. Given s, t ≥ 0 one has Ts ◦ Tt = Ts+t and T0 = I .
Suppose that L is a differential operator in the variable x and that the initial
value problem
(A)
{
∂
∂t
u(x, t) = Lu(x, t) for (x, t) ∈ Rn × (0,∞),
u(x, 0) = f(x),
has a unique solution u for each f ∈ L2, such that u(·, t) ∈ L2 for each t > 0 and
u(x, t)→ f as t→ 0 inL2. Then the operators Tt : f 7→ u(·, t) is a semigroup. To
see that Tt◦Ts = Tt+s, given f ∈ L2 call g(x) = u(x, s) = Tsf(x) and call v to the
solution of (A) with initial datum g. By uniqueness we have v(x, t) = u(x, t+ s)
and so we get
Tt+sf(x) = Ttu(x, s) = Ttg(x) = v(x, t) = u(x, t+ s) = Tt+sf(x).
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The action of the semigroup can be written formally as Ttf = etLf , which is
a formal solution to (A) and also formally satisfies the semigroup conditions.
We are interested in Lp bounds for the maximal operator f 7→ supt>0 |Ttf |
since it would imply pointwise convergence of the solutions to initial data in Lp.
For instance if we look at the heat equation
(B)
{
∂
∂t
u(x, t) = ∆u(x, t) for (x, t) ∈ Rn × (0,∞),
u(x, 0) = f(x),
we know that for a L2 initial datum f , the solution u(x, t) is given by the convo-
lution Ht ∗ f(x), where
H(x) =
1
(4pi)n/2
e−|x|
2/4,
is called the heat kernel andHt(x) = t−n/2H(x/
√
t). The semigroup Ttf = Ht∗f
is known as the heat semigroup.
Another important semigroup given by a convolution formula is the Poisson
semigroup. In this case we take the Poisson kernel
P (x) =
cn
(1 + |x|2)(n+1)/2 ,
where cn = Γ((n + 1)/2)/pi(n+1)/2 is chosen so that ‖P‖L1 = 1, and its dilations
are Pt(x) = t−nP (x/t). Define the action of the semigroup by Ttf = Pt ∗ f . The
best way to see that the semigroup conditions are fulfilled in L2 is to check them
on the Fourier side, since Pˆt(ξ) = e−2pit|ξ|. By a standard density argument we
have the same in Lp with 1 ≤ p ≤ ∞. Finally let us recall that Pt ∗ f is the formal
solution of the initial value problem
(C)
{
∂2
∂t2
u(x, t) + ∆u(x, t) = 0 for (x, t) ∈ Rn × (0,∞),
u(x, 0) = f(x).
In order to get the desired maximal inequalities for semigroups we have to
require some additional properties. For all f ∈ L2 we will always require Ttf ∈
L2 for each t ≥ 0 and Tt → f as t→ 0 in L2. We say that a semigroup {Tt}t>0 is
contractive if
(I) ‖Ttf‖Lp ≤ ‖f‖Lp for all f ∈ Lp and 1 ≤ p ≤ ∞.
We say that {Tt}t>0 is symmetric if
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(II) Tt is self-adjoint on L2.
In our examples these properties are satisfied trivially. The convergence Ttf
t→0−→ f
in L2 is easy on the Fourier side, (I) derives from the Young inequality for convo-
lutions and (II) from Parseval identity.
Given a semigroup {Tt}t≥0, the associated maximal operator over ergodic
means is given by
MTf(x) = sup
t>0
(
1
t
ˆ t
0
Tsf(x) ds
)
.
The Hopf–Dunford–Schwartz Theorem (see [26]) ensures that this operator is
bounded on Lp for p > 1 and weakly bounded in L1 with absolute constants
(in particular they do not depend on the dimension n).
Theorem 1.1. [Hopf-Dunford-Schwartz ergodic theorem] Let {Tt}t≥0 be a mea-
surable and contractive semigroup. Then one has ‖MTf‖Lp ≤ Cp‖f‖Lp for
1 < p ≤ ∞ and µ({x ∈ Ω : MTf(x) > λ}) ≤ cλ‖f‖L1 , where Cp and C
are absolute constants (only depending on p).
By adding the symmetry hypothesis, not only the sup over mean values can
be bounded, but also the pointwise sup. This is stated in the following
Theorem 1.2. [Maximal theorem] Let {Tt}t≥0 be a measurable, contractive and
symmetric semigroup. Then∥∥∥sup
t>0
|Ttf |
∥∥∥
Lp
≤ Cp‖f‖Lp ,
for 1 < p ≤ ∞. As a consequence if f ∈ Lp and 1 < p <∞ one has
Ttf(x)
t→0−→ f(x) a.e.
Observe that the case p = 1 is excluded in this second theorem.
Another important operator related to general semigroups is the Littlewood-
Paley function defined by
g1(f)(x) =
(ˆ ∞
0
t
∣∣∣ ∂
∂t
Ttf(x)
∣∣∣2 dt)1/2 . (1.2)
The following theorem is due to E.M. Stein [68] and gives the uniform bound on
L2 for this operator.
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Theorem 1.3. If {Tt}t≥0 is a measurable semigroup, contractive in Lp and sym-
metric, one has
‖g1(f)‖L2 ≤ c‖f‖L2 ,
where c is an absolute constant.
E.M. Stein [73] also proved that in the special case that Tt is the Poisson
semigroup one gets the bound
‖g1(f)‖Lp ≤ Cp‖f‖Lp , (1.3)
for all the range 1 < p ≤ 2, with Cp independent of n.
1.2 The Mehler kernel.
When we replace the Lebesgue measure by the Gaussian measure dγn in Rn, the
usual Laplacian ∆ is not a self-adjoint operator on L2(γn) any more. Taking the
Gaussian density γn(x) = e−pi|x|
2 it is easy to see that the adjoint operator for ∂xi
on L2(γn) is (∂xi)
∗ = −∂xi + 2pixi. Hence to obtain a symmetric substitute for
the Laplacian in this setting we can consider
L =
1
2
n∑
i=1
δ∗xiδxi = −
1
2
∆ + pi〈x,∇〉,
a priori defined for test functions. Indeed L has a self-adjoint closure in L2 and is
a positive operator (in the sense that 〈Lf, f〉 ≥ 0).
If we consider the initial value problem
(?)
{
Lu(x, t) = −∂tu(x, t) for (x, t) ∈ Rn × (0,∞),
u(x, 0) = f(x) for x ∈ Rn,
note that u(x, t) = e−Ltf is a formal solution, at least for test functions. We can
consider the Hermite semigroup {e−Lt}t≥0 defined by e−Lt : f 7→ u(·, t).
For f ∈ L2(γn) there exist an explicit expression for e−Ltf (see [67], [77] or
[64]) it is known that the solution of (?) is given by
u(x, t) =
ˆ
Rn
Mt(x, y)f(y) dγn(y),
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where
Mt(x, y) =
e
−pi|y−e−pitx|2
1−e−2pit
(1− e−2pit)n/2 .
By the change of integration variable z = pi(y−e
−pitx)2
1−e−2pit we obtain the dimension
free formula:
e−Ltf(x) =
1
(1− e−2pit)n/2
ˆ
Rn
e
−pi|y−e−pitx|2
1−e−2pit f(y) dy
=
ˆ
Rn
f(e−pitx+
√
1− e−2pitz)e−pi|z|2 dz.
As before, it is interesting to know whether the maximal operator
M∗f(x) = sup
t≥0
|e−tLf(x)|,
is bounded on Lp, since this ensures that e−tLf(x) t→0−→ f(x) for a.e.x. Given
that the Hermite semigroup is a contractive and symmetric diffusion semigroup,
Theorem 1.2 implies that for each p > 1
‖M∗f‖Lp(γn) ≤ Cp‖f‖Lp(Rn),
where Cp is a constant only depending on p.
A weak-type bound on L1 was obtained by B. Muckenhoupt [58] in dimension
1. P. Sjo¨gren [66] proved the weak-type bound in arbitrary dimension, but with
constants growing to infinity with the dimension. A different proof for this result
was produced by M.T. Mena´rguez, S. Pe´rez and F. Soria in [52], see also [37] and
[67]. The question of whether dimension free weak-type bounds can be obtained
remains an open problem.
One can also define Riesz transforms of arbitrary order in this setting. A re-
lated problem is the one of finding bounds for them. These Riesz transforms have
been proved to satisfy dimension-freeLp estimates for p > 1 with different proofs,
see [59], [39], [78], [65], [40], [41]. First and second order Riesz transforms are
weakly bounded on L1, see [59], [33], [34], but it is unknown if uniform esti-
mates in dimension can be achieved. Third and higher order Riesz transforms are
not even weakly bounded on L1, see [34], [37], [51], [64].
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1.3 The method of rotations.
The method of rotations allows to transfer one-dimensional boundedness results to
larger dimensions producing dimension-free estimates. The most simple examples
are the unidirectional operators in Rn. Given a vector u ∈ Rn every x ∈ Rn can
be written as x = x1 +x2 where x1 = su for some s ∈ R and 〈x2, u〉 = 0. If T is a
bounded operator T on Lp(R), for some p ∈ [1,∞], we can define the directional
operator Tu on Lp(Rn) by Tuf(x) = T (f((·)u+ x2))(s).
Examples of this kind of operators are the unidirectional Hilbert transforms
Huf(x) =
1
p
p.v.
ˆ
R
f(x− su)
s
ds,
or the unidirectional Hardy-Littlewood maximal operators
Muf(x) = sup
r>0
1
2r
ˆ r
−r
|f(x+ su)| ds. (1.4)
It is easy to show that if Cp is the operator norm of T on Lp(R), then Tv is
bounded on Lp(Rn) with at most the same norm
‖Tu‖pLp(Rn) =
ˆ
Rn
|Tu(x)|p dx =
ˆ
u⊥
ˆ
Ru
|T (f((·)u+ x2))(s)|p ds dx2
≤ Cp
ˆ
u⊥
|f(su+ x2)|p ds dx2 = Cp‖f‖pLp(Rn).
We will bound Riesz transforms in Lp by writing them as a convex combina-
tion of unidirectional operators. Recall that for j = 1, . . . , n the Riesz transforms
are defined by
Rjf(x) = an p.v.
ˆ
Rn
yj
|y|n+1f(x− y) dy = an limε→0+
ˆ
|y|>ε
yj
|y|n+1f(x− y) dy,
where an = Γ((n+ 1)/2)pi−(n+1)/2 is chosen so that
(Rjf)
∧(ξ) = −iξj|ξ| fˆ(ξ).
From the last expression it is obvious that Rj is bounded on L2(Rn) with operator
norm 1 for every n. For other values of p > 1 we apply the aforementioned
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method of rotations. To integrate in polar coordinates call y′ = y/|y| ∈ Sn−1 and
σn−1 to the measure on Sn−1 induced by Lebesgue measure on Rn, then
Rjf(x) = an lim
ε→0+
ˆ
|y|>ε
y′j
|y|nf(x− y) dy
= an lim
ε→0+
ˆ
Sn−1
y′j
ˆ ∞
ε
f(x− sy′)
s
ds dσn−1(y′)
= anpi
ˆ
Sn−1
y′jHy′f(x) dσn−1(y
′), (1.5)
where the last equality is a consequence of the fact that the truncated operators
Hεf(x) =
1
pi
ˆ
|y|>ε
f(x− y)
y
dy.
converge to the Hilbert transform H in Lp (see [30] for example).
From (1.5) we can now obtain a dimension-free estimate for Riesz transforms:
‖Rjf‖Lp(Rn) = anpi
∥∥∥ˆ
Sn−1
y′jHy′f(·) dσn−1(y′)
∥∥∥
Lp(Rn)
≤ anpi
ˆ
Sn−1
|y′j|‖Hy′f‖Lp(Rn) dσn−1(y′)
≤ anpi
ˆ
Sn−1
|y′j| dσn−1(y′)‖f‖Lp(Rn).
Now we only have to see that the constant can be bounded uniformly in n. First
we calculate
ˆ
Sn−1
|y′j| dσn−1(y′) = 2
ˆ pi/2
0
sin βσn−2(cos βSn−2) dβ
= 2σn−2(Sn−2)
ˆ pi/2
0
sin β cosn−2 β dβ =
2σn−2(Sn−2)
n− 1 .
And finally the operator norm of Rj on Lp with p > 1 is bounded by
anpi
2σn−2(Sn−2)
n− 1 =
Γ((n+ 1)/2)
pi(n+1)/2
4pi(n−1)/2
Γ((n− 1)/2)(n− 1) = 2.
Still stronger results can be reached. If we define the vector valued operator
Rf(x) = (R1(x), . . . , Rn(x)),
1.3. THE METHOD OF ROTATIONS. 23
one also has for p > 1
‖|Rf |‖Lp(Rn) ≤ Cp‖f‖Lp(Rn),
where Cp only depends on p. Applying Fourier transform it is trivial that one has
the isometry ‖|Rf |‖L2 = ‖f‖L2 . For other values of p we again use the method
of rotations. Fix x ∈ Rn, there exist v ∈ Sn−1 so that |Rf(x)| = 〈v,Rf(x)〉, and
then one has
|Rf(x)| = anpi
∑
j
vj
ˆ
Sn−1
y′jHy′f(·) dσn−1(y′)
= anpi
ˆ
Sn−1
〈v, y′〉Hy′f(·) dσn−1(y′)
≤ cnpi
(ˆ
Sn−1
|〈v, y′〉|p′ dσn−1(y′)
)1/p′ (ˆ
Sn−1
|Hy′f(x)|p dσn−1(y′)
)1/p
.
where the last step comes from Ho¨lder’s inequality. Now we have that by rotation
invarianceˆ
Sn−1
|〈v, y′〉|p′ dσn−1(y′) =
ˆ
Sn−1
|y′1|p
′
dσn−1(y′)
= 2
ˆ pi/2
0
sinp
′
βσn−2(cos βSn−2) dβ
= 2σn−2(Sn−2)
ˆ pi/2
0
sinp
′
β cosn−2 β dβ.
By the change of variables sin2 β = t one has
ˆ pi/2
0
sinp
′
β cosn−2 β dβ =
1
2
ˆ 1
0
t(p
′−1)/2(1− t)(n−3)/2 dt
=
Γ((p′ + 1)/2)Γ((n− 1)/2)
2Γ((p′ + n)/2)
.
Since∥∥∥(ˆ
Sn−1
|Hy′f |p dσn−1(y′)
)1/p∥∥∥
Lp
=
(ˆ
Sn−1
ˆ
Rn
|Hy′f(x)|p dx dσn−1(y′)
)1/p
≤ bp
(
σn−1(Sn−1)
)1/p ‖f‖Lp ,
where bp is the Lp operator norm of the Hilbert transform, one has
‖|Rf |‖Lp ≤ Cn,p‖f‖Lp .
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Now we have to prove that Cn,p can be bounded from above independently of n
Cn,p = pibpcn
(
2σn−2(Sn−2)
Γ(p
′+1
2
)Γ(n−1
2
)
2Γ(p
′+n
2
)
)1/p′ (
σn−1(Sn−1)
)1/p
= pibp
Γ(n+1
2
)
pi(n+1)/2
(
2pi(n−1)/2Γ(p
′+1
2
)
Γ(p
′+n
2
)
)1/p′ (
2
pin/2
Γ(n
2
)
)1/p
.
By applying Ho¨lder’s inequality to its definition Γ is log-convex and then Γ((n+
1)/2) ≤ Γ((p′ + n)/2)1/p′Γ(n/2)1/p. This implies
Cn,p ≤ 2pi1/2p′bp.
Here we followed the scheme of the proof given in [28]. This result had been
previously proved by E.M. Stein [73] using the Littlewood-Paley function. For a
probabilistic approach see also [55].
1.4 Kakeya maximal function.
Fixed N > 0, we denote by RN the family of all parallelepipeds in Rn with edge
lengths h × h × · · · × h × hN , where h > 0 is arbitrary. The Kakeya maximal
operator is defined by
KNf(x) = sup
x∈R∈RN
1
R
ˆ
R
|f(y)| dy.
It is easy to prove that KNf(x) ≤ N (n−1)Mf(x) where Mf is here the usual
maximal function over all rotated cubes. One just has to replace R ∈ RN by
the smallest cube that contains it. Then KN is weakly bounded on L1(Rn) with a
constant growing with N at most at the rate Nn−1. By interpolation with the L∞
case the operator norm on Lp(Rn) grows at most like N (n−1)/p for 1 < p < ∞.
However, it is conjectured that for p = n it grows no faster than CεN ε for each
ε > 0.
In the extremal case, where the eccentricity N is infinity, Kakeya’s maximal
operator is given by
Kf(x) = sup
u∈Sn−1
Muf(x),
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where Mu is the directional maximal operator defined by (1.4). This universal
Kakeya controls all the above KN but turns out to be unbounded on every Lp,
except for p =∞ (see [42]).
A. Carbery, E. Herna´ndez and F. Soria [19] proved that the conjecture on every
KN holds for radial functions and more than this, that K : Ln,1rad → Ln,∞rad (see
footnote1). This means that the estimates forKN are independent ofN on Lp(Rn),
if p > n. Later J. Duoandikoetxea, V. Naibo and O. Oruetxebarria [27] found a
more geometrical proof of this result which extended to a wider class of maximal
operators. The key of this proof was to compare the action of K with respect to
the maximal operator over centred rings, A, defined by
Af(x) = sup
x∈Aa,b
1
|Aa,b|n
ˆ
Aa,b
|f(y)| dy,
where Aa,b = {x ∈ Rn : a ≤ |x| ≤ b} is a ring. Although not related to N the
obtained estimates were strongly dependant on n. We show here however that it
is possible to useA to obtain dimension-free estimates for K. This is presented in
the next theorem.
Theorem 1.4. Let f be a radial function over Rn, then
‖Kf‖Ln,∞(Rn) ≤ 4n
n− 1‖f‖Ln,1(Rn).
We will first see that K is controlled pointwise by A over characteristic func-
tions of radial sets.
Lemma 1.5. LetE be a radial subset ofRn. Then one has the pointwise inequality
KχE(x) ≤ 2(AχE(x))1/n.
To conclude then, it is enough to find dimension-free estimates for A.
Lemma 1.6. For all f ∈ L1(Rn)
|{x ∈ Rn : Af(x) > λ}| ≤ 2
λ
‖f‖L1(Rn).
1The definition of the Lorentz spaces Ln,1, Ln,∞, and its norms ‖ · ‖Ln,1 , ‖ · ‖Ln,∞ and quasi-
norms ‖ · ‖∗Ln,1 , ‖ ·‖∗Ln,∞ , respectively, can be found in the book by E.M. Stein and G. Weiss [75].
See also Chapter 4 for a brief introduction to the spaces Lp,q .
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Assuming these two lemmas for the moment, we provide a proof of the above
theorem.
Proof of Theorem 1.4. By density, we just need to prove the result for a simple
function of the form
f(x) =
J∑
j=1
cjχEj(x),
where E1 ⊃ . . . ⊃ EJ are radial sets and c1, . . . , cJ are positive reals. In view of
the two lemmas, for a characteristic function of a radial set E one has
|{x ∈ Rn : KχE(x) > λ}| ≤ |{x ∈ Rn : 2AχE(x)1/n > λ}|
= |{x ∈ Rn : AχE(x) > (λ/2)n}| ≤
(
2
λ
)n
|E|.
Hence
‖KχE‖∗Ln,∞ = sup
λ>0
λ|{x ∈ Rn : KχE(x) > λ}|1/n ≤ 2|E|1/n,
and to prove the result for f we follow the standard argument
‖Kf‖∗Ln,∞ ≤ ‖Kf‖Ln,∞ ≤
J∑
j=1
cj‖KχEj‖Ln,∞
≤ n
n− 1
J∑
j=1
cj‖KχEj‖∗Ln,∞ ≤
2n
n− 1
J∑
j=1
cj|Ej|1/n
=
2n
n− 1‖f‖
∗
Ln,1 .
We continue with the proof of Lemma 1.6, which is similar to the way one
proves the weak L1 boundedness of the one dimensional uncentred maximal op-
erator.
Proof of Lemma 1.6. Fix f ∈ L1(Rn) (without loss of generality we can assume
f ≥ 0), λ > 0 and call Eλ := {x ∈ Rn : Af(x) > λ}. We have to prove that
|Eλ| ≤ 2λ‖f‖L1 .
Since it makes no difference forA, here we will assume that the rings Aa,b are
open. If Af(x) > λ, there exist an open ring Ax 3 x such that 1|Ax|
´
Ax
f(y) dy >
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λ. Then Ax ⊂ Eλ and |Ax| < 1λ
´
Ax
f(y) dy. Hence Eλ =
⋃
x∈Eλ Ax is an open
and radial set. By the usual one dimensional argument we can select a numerable
covering {Axj}j∈J⊂N such that at most two coronas overlap at each point, that is
Eλ =
⋃
j∈J Axj and
∑
j∈J χAxj ≤ 2. Thus
|Eλ| ≤
∑
j∈J
|Axj | ≤
1
λ
∑
j∈J
ˆ
Axj
f(y) dy =
1
λ
ˆ
Rn
∑
j∈J
χAxj (y)f(y) dy
≤ 2
λ
ˆ
Rn
f(y) dy.
Proof of Lemma 1.5. Given a radial set E ⊂ Rn and a point x ∈ Rn we need to
show that for any one dimensional segment S of length L containing x one has
|S ∩ E|1
|S|1 ≤ 2AχE(x)
1/n.
We need some notation, call w, z to the extremal points of S, we will always
assume that |w| ≤ |z|, and call y to the point in S which is closest to the origin.
We will consider as the closed ring A = A|y|,|z|. Note that A is the minimal ring
that contains the segment S. Finally we write ` = |S ∩ E|1. It will be enough to
prove that
`
L
≤ 2
( |A ∩ E|n
|A|n
)1/n
.
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A|y|,|z|
w=y
z
0
S
E∩A|y|,|z|
E ∩ S
We will work on three cases separately and the following three step scheme
for each of them:
First step Defining E0 as the the smallest radial set such that |E0 ∩ S|1 = `,
we will see that E0 is a ring of the form E0 = A|y|,|u| with u ∈ S such that
|y| ≤ |u| ≤ |z|. We will also prove that |E0|n = |A ∩ E0|n ≤ |A ∩ E|n. So
proving the result for E0 is enough because then we would have
`
L
=
|S ∩ E0|1
|S|1 ≤ 2
( |A ∩ E0|n
|A|n
)1/n
≤ 2
( |A ∩ E|n
|A|n
)1/n
.
Second step We will show that the result is true when n = 2, that is we will
prove the inequality
`
L
≤ 2
( |E0|2
|A|2
)1/2
= 2
( |z|2 − |y|2
|u|2 − |y|2
)1/2
.
Third step Finally we will show that it suffices to prove the result for n = 2
because then for n ≥ 2 one has( |E0|n
|A|n
)1/n
=
( |z|n − |y|n
|u|n − |y|n
)1/n
≥
( |z|2 − |y|2
|u|2 − |y|2
)1/2
. (1.6)
1.4. KAKEYA MAXIMAL FUNCTION. 29
CASE 1: y = w. We wantE0 to be the the smallest radial set such that |E0∩S|1 =
`. We claim that E0 = A|y|,|u|, where u is the point in S so that |y − u| = `. It is
obvious that |A|y|,|u| ∩ S| = `, there is left to see that |A|y|,|u||n ≤ |E ∩ A|n. Call
γ to the angle determined by the origin, y and z. By the cosine law for any v ∈ S
we have
|v|2 = |v − y|2 + |y|2 − 2|v − y||y| cos γ.
In particular for u this means
|u|2 = `2 + |y|2 − 2`|y| cos γ.
0 y
z
u
γ
A|y|,|z|
E0
S∩E0
Define the set of the possible radii in E ∩ A as T = {|v| : v ∈ E ∩ A} and
the set T ? = {|y − v| : v ∈ S ∩ E}, then |T ?|1 = `. By the change of variables
t = (s2 + |y|2 − 2s|y| cos γ)1/2 one has
|E ∩ A|n = ωn−1
ˆ
T
tn−1 ds
= ωn−1
ˆ
T ?
(s2 + |y|2 − 2s|y| cos γ)n/2−1(s− 2|y| cos γ) ds.
The first integral represents the volume of E∩A as the result of integrating spher-
ical caps along the way from y to |z||y|y. The second one corresponds to integrating
spherical caps along S (from y to z). Note that pi/2 ≤ γ ≤ pi, so cos γ ≤ 0 and the
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function in the last integral is increasing in s. Therefore recalling that |T ?|1 = `
we have
ωn−1
ˆ
T ?
(s2 + |y|2 − 2s|y| cos γ)n/2−1(s− 2|y| cos γ) ds
≥ ωn−1
ˆ `
0
(s2 + |y|2 − 2s|y| cos γ)n/2−1(s− 2|y| cos γ) ds
= ωn−1
ˆ |u|
|y|
tn−1 dt = |A|y|,|u||.
This finishes the first step. To fulfill the second one we have to prove
`2
L2
≤ |z|
2 − |y|2
|u|2 − |y|2 =
`2 − 2`|y| cos γ
L2 − 2L|y| cos γ ,
where the equality comes from the cosine law. This is equivalent to
`
L
≤ `− 2|y| cos γ
L− 2|y| cos γ ,
which is obviously truth since ` ≤ L and cos γ ≤ 0.
The third step is the same for all the cases. Dividing by |y| in (1.6) and re-
naming α = (|z|/|y|)2 and β = (|u|/|y|)2, the inequality that we have to prove
is (
αn/2 − 1
βn/2 − 1
)1/n
≥
(
α− 1
β − 1
)1/2
,
or equivalently
(α− 1)n/2(αn/2 − 1) ≥ (β − 1)n/2(βn/2 − 1),
which is true for α > β ≥ 1 since s 7→ (s−1)n/2(sn/2−1) is clearly an increasing
function for s ≥ 1.
CASE 2: y 6= w and |y − w| ≥ `/2.
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z
w
0
y
A|y|,|z|
In this case we choose u in the part of S between y and z and so that |y −
u| = `/2. In the part of S between y and w there is another point u′ such that
|y − u′| = `/2. Call S0 to the segment joining u and u′. Obviously |S0|1 = ` and
A|y|,|u| ∩ S = S0. To be done with the first step we need to prove that the volume
of A|y|,|u| is smaller than that of A ∩ E.
z
w
0
y
u
u′
A|y|,|z|
E0
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By orthogonality for every point v ∈ S we have |v|2 = |v− y|2 + |y|2. By the
change of variables t = (s2 + |y|2)1/2
|E ∩ A|n = ωn−1
ˆ
T
tn−1 ds = ωn−1
ˆ
T ?
(s2 + |y|2)n/2−1s ds,
where T and T ? are defined as before. The second integral again corresponds to
calculating the volume of E ∩ A by integrating spheres along a path from y to z.
We are integrating an increasing function and claiming that |T ?|1 ≥ |u − y| we
have
ωn−1
ˆ
T ?
(s2 + |y|2)n/2−1s ds ≥ ωn−1
ˆ |u−y|
0
(s2 + |y|2)n/2−1s ds
= ωn−1
ˆ |u|
|y|
tn−1 dt = |A|y|,|u||n.
Now we have to justify our claim that |T ?|1 ≥ |u − y|. We prove this by
contradiction. Call S1 to the segment joining w and y and S2 to the one joining y
and z. Obviously S = S1∪S2 is a disjoint union and |S1∩E|1 = |T ?|1. Supposing
|T ?|1 < |u− y| leads us to the contradiction.
` = |S ∩ E|1 = |S1 ∩ E|1 + |S2 ∩ E|1 ≤ |T ?|1 + |S2|1
< |u− y|+ |y − u′| = |u− u′| = `.
The second step in this case is easy since
2
( |u|2 − |y|2
|z|2 − |y|2
)1/2
= 2
(
(`/2)2
|z − y|2
)1/2
=
`
|z − y| ≥
`
L
.
CASE 3: y 6= w and |y − w| < `/2.
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z
w
0
y
A|y|,|z|
In this case u is the point in S (more precisely between y and z) such that
|w − u| = `. Note that |u − y| = |u − w| − |y − w| ≥ `/2. Calling S0 to the
segment whose extremal points w and u, we have that A|y|,|u| ∩ S = S0 and that
|S0|1 = `. To complete the first step we have to prove that |A|y|,|u||n ≤ |E ∩ A|n
and this is can be done exactly as in the preceding case.
z
w
0
y
u
A|y|,|z|
E0
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For the second step we use again that u− y and z − y are orthogonal to y and
hence
2
( |u|2 − |y|2
|z|2 − |y|2
)1/2
= 2
|u− y|
|z − y| ≥ 2
|u− w| − |w − y|
|z − w| ≥
`
L
.
Remark 1.7. The constant 2 in this Lemma is optimal. To see this, take a segment
S in R2 to be in the second case of the proof of the Lemma and let E = E0 =
A|y|,|u| be in such a way that u′ = w.
z
w = u′
0
y
u
|z − w| = L
|u− w| = `
A|y|,|z|
E
Note that by orthogonality
AχE(z) = sup
|y|≤t≤|u|
|At,|z| ∩ E|
|At,|z|| = sup|y|≤t≤|u|
|At,|u||
|At,|z|| = sup|y|≤t≤|u|
|u|2 − t2
|z|2 − t2
=
|u|2 − |y|2
|z|2 − |y|2 =
|u− y|2
|z − y|2 =
(`/2)2
(L− `/2)2 .
Let C > 0 be a constant such that
KχE(z) ≤ CAχE(z)1/2 = C `/2
L− `/2 . (1.7)
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We also have
KχE(z) ≥ |S ∩ E|1|S|1 =
`
L
,
and then inequality (1.7) implies
C ≥ 2L− `/2
L
.
Since ` can be taken as small as wanted, necessarily C ≥ 2.
1.5 Maximal functions in high dimensions.
The remaining part of this chapter is devoted to the dimension dependence of
operator norms of centred maximal functions associated to general convex bodies.
By B we will denote a bounded, convex body in Rn which is symmetric with
respect to the origin, in the sense that if x ∈ B, then also−x ∈ B. Note that given
any norm | · | in Rn and a radius r > 0, the ball B(0, r) with respect to the norm
is a bounded and convex set in Rn. It is also symmetric with respect to the origin.
Conversely, given an open, bounded, convex and symmetric set B, the function
x 7→ |x| := inf{r > 0 : x ∈ rB},
defines a norm in Rn, called Poincare´’s norm. Observe that B is B(0, 1) with
respect to this norm.
Fixed B, or equivalently a norm in Rn, the maximal operator associated is
defined by
Mf(x) = MBf(x) = sup
r>0
1
|rB|
ˆ
rB
|f(x+ y)| dy,
for each locally integrable function f . Sometimes if necessary we will use the
notation MB instead of M in order to make the dependence on B explicit.
It is trivial to prove that ‖Mf‖L∞(Rn) ≤ ‖f‖L∞(Rn), another example of a
dimension-free bound.
It is also a well-known fact that although Mf is only integrable if f ≡ 0, one
has the weak-type bound
|{x ∈ Rn : Mf(x) > λ}| ≤ c1,n
λ
‖f‖L1(Rn), (1.8)
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for certain constant c1,n independent of f and λ > 0. After that it is standard to
obtain via real interpolation the Lp(Rn) bounds
‖Mf‖Lp(Rn) ≤ Cp,n‖f‖Lp(Rn).
for 1 < p <∞.
As for the size of the constants involved, the usual proofs of (1.8) using either
Vitali’s or Besicovitch’s covering Lemmas or the Caldero´n-Zygmund decompo-
sition give constants C1,n growing exponentially with n (see Chapter 3). This
causes that the values for Cp,n obtained by interpolation may also have an expo-
nential growth.
We consider here the problem of determining if these are the smallest possible
constants, and if not, the question of deciding if the smallest possible constants
will grow to infinity with the dimension. In this chapter we present some of the
most important results giving upper bounds for these constants.
Note that if we have with respect to the dimension a uniform (weak) Lp0 bound
for certain p0, by interpolation with the L∞ case we have indeed uniform Lp
bounds for all p > p0.
1.6 The case of Euclidean balls.
This section is devoted to some important results concerning the asymptotic be-
haviour as n → ∞ of maximal functions associated to Euclidean balls. Here we
have the advantage that Euclidean balls are rotation invariant, and that we can
compare their characteristic functions with radial kernels for which good bounds
are known.
1.6.1 A weak type L1 inequality: the “n result”.
By comparing the maximal operator with the heat semigroup, E.M. Stein and
J.O. Stro¨mberg obtained in [74] a much better estimate than the one obtained via
Vitali’s or Besicovitch’s covering lemmas.
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Theorem 1.8. There exists an absolute constant C > 0 such that for all n ∈ N
and all f ∈ L(Rn) one has
|{x ∈ Rn : Mf(x) > λ} ≤ Cn
λ
‖f‖L1(Rn). (1.9)
We must say at this point that the problem of determining whether the weak
type L1 norm of M grows or not to infinity with the dimension is still open.
Proof. The idea of the proof is that the mean value of f over a ball is not very
different from the convolution with the heat kernel and so, the maximal ergodic
theorem can be applied. We will control Mf by the maximal operator
H∗f(x) = sup
t>0
1
t
ˆ t
0
|Gs ∗ f(x)| ds,
whereG denotes the heat kernelG(x) = (4pi)−n/2e|x|2/4, andGs(x) = s−nG(x/s)
= (4pis)−n/2e|x|2/(4s). By Theorem 1.1 we know that
|{x ∈ Rn : H∗f(x) > λ}| ≤ 1
λ
‖f‖L1(Rn).
In view of this, all we need to show is that there exist a constantA > 0 independent
of n and f such that Mf ≤ AnH∗f . Of course it is enough to do so for a non-
negative f , since otherwise we can separate f as a linear combination the positive
and negative parts of its real and imaginary parts. Note that
1
t
ˆ t
0
Gs ∗ f(x) ds = H t ∗ f(x),
where H t(x) = 1/t
´ t
0
Gs(x) ds. Let x be an arbitrary point in Rn, we have to see
that for each R > 0 there exist a t > 0 so that
1
|BR|χR ∗ f(x) ≤ AnH
t ∗ f(x).
Since we are assuming that f is non-negative it is enough to check that
1
|BR|χR(y) ≤ AnH
t(y),
for all y ∈ Rn. Actually, we just need to prove this for R = 1, i.e.
1
|B1|χ1(y) ≤ AnH
t(y), (1.10)
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since dilating both sides of this inequality by an arbitrary R > 0 we get
1
|BR|χR(y) ≤ AnH
t
R(y) =
An
Rn
H t(y/R) = AnH tR
2
(y).
Note that (1.10) is trivial when |y| > 1. If (1.10) is true when |y| = 1, for
|y| < 1, calling y′ = y/|y| one also has
1
|B1|χ1(y) =
1
|B1|χ1(y
′) ≤ AnH t(y′) ≤ AnH t(y),
since H t is radially decreasing. Thus we only need to prove (1.10) when |y| = 1,
i.e.
1
|B1| ≤
An
t
ˆ t
0
1
(4pis)n/2
e−1/4s ds. (1.11)
To estimate the integral on the right hand side we make the change of variables
1/4s = u to obtain
ˆ t
0
1
(4pis)n/2
e−1/4s ds =
1
4pin/2
ˆ ∞
1/4t
un/2−2 e−u du
=
1
4pin/2
(ˆ ∞
0
un/2−2 e−u du−
ˆ 1/4t
0
un/2 e−u du
)
=
1
4pin/2
(
Γ(n/2− 1)−
ˆ 1/4t
0
h(u) du
)
,
where h(u) = un/2−2 e−u. It is simple to see that h′(u) > 0 if u ∈ (0, n/2 − 2).
Then h increases in that interval and assuming 1/4t < n/2− 2 one can estimate
ˆ 1/4t
0
h(u) du ≤
ˆ 1/4t
0
h(1/4t) du =
(
1
4t
)n/2−1
e−1/4t.
Thus taking t = 1/n (which is allowed since 1/4t = n/4 < n/2− 2) we obtain
1
t
ˆ t
0
1
(4pis)n/2
e−1/4s ds ≥ 1
4tpin/2
(
Γ(n/2− 1)−
(
1
4t
)n/2−1
e−1/4t
)
=
n
4pin/2
(
Γ(n/2− 1)−
(n
4
)n/2−1
e−n/4
)
≥ CnΓ(n/2− 1)
pin/2
. (1.12)
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The last inequality is justified because(n
4
)n/2−1
e−n/4 = o (Γ(n/2− 1)) ,
which is easy to see in view of the Stirling’s formula:
Γ(t) =
√
2pi
t
(
t
e
)t
(1 +O(1/t)),
On the other hand we have
1
|B1| =
n
2
Γ(n/2)
pin/2
=
n
2
(n
2
− 1
) Γ(n/2− 1)
pin/2
,
and this together with (1.12) imply (1.11).
1.6.2 Radial functions.
The problem about uniform bounds is completely solved if we restrict our at-
tention to radial functions. In [54], M.T. Mena´rguez and F. Soria obtained the
following dimension-free estimate.
Theorem 1.9. If f is a radial function over Rn one has
|{x ∈ Rn : Mf(x) > λ}| ≤ 4
λ
‖f‖L1(Rn).
We will not give the proof of this theorem here, since in Chapter 5 we will
prove a more general result containing this as a particular case. Instead, we will
focus on a related result.
As pointed out by J.M. Aldaz and J. Pe´rez La´zaro [5], the constant in the
previous inequality is 1 if we restrict further to positive and radially decreasing
functions.
Theorem 1.10 (J.M Aldaz, J. Pe´rez La´zaro). Let f be a non-negative and radially
decreasing function, then
|{x ∈ Rn : Mf(x) > λ}| ≤ 1
λ
‖f‖L1(Rn).
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Note that this result is sharp in the sense that the constant 1 cannot be replaced
by anything smaller.
We will prove Theorem 1.10 using essentially the same arguments as in [5].
We start comparing the action of M on radially decreasing functions with the one
of the Hardy operator. We define the Hardy operator as
Hf(x) := 1|B|x||
ˆ
B|x|
|f(x)| dx,
for a locally integrable function f . Theorem 1.10 is an immediate corollary of the
following Lemmas.
Lemma 1.11. Given an integrable function f over Rn one has
|{x ∈ Rn : Hf(x) > λ}| ≤ 1
λ
‖f‖L1(Rn).
Lemma 1.12. For any integrable and radially decreasing function f one has
Mf ≤ Hf .
Proof of Lemma 1.11. Consider the set Eλ = {x ∈ Rn : Hf(x) > λ}. For each
x ∈ Eλ there exist a ball Bx centred at the origin such that
1
|Bx|
ˆ
Bx
|f(x)| dx > λ.
Note that Bx ⊂ Eλ and that
|Bx| ≤ 1
λ
ˆ
Bx
|f(x)| dx ≤ 1
λ
‖f‖L1(Rn).
SinceEλ = Ux∈EλBx, we have thatEλ is a ball centred at the origin, i.e. Eλ = BR
for certain radius R ≥ 0. By monotonicity
|Eλ| = |BR| ≤ 1
λ
‖f‖L1(Rn).
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Proof of Lemma 1.12. Given a radially decreasing and integrable function f it is
enough to prove that for each x ∈ Rn and r > 0 one has
1
|B(x, r)|
ˆ
B(x,r)
f(x) dx ≤ 1|B|x||
ˆ
B|x|
f(x) dx.
By a density argument, it is enough to prove this for a simple function of the
form f =
∑N
i=1 ciχBi , where ci > 0 and Bi is a ball centred at the origin for i =
1, . . . , N . In order to do so, by linearity, it suffices to check it for the characteristic
function of a ball centred at the origin. Taking f = χBR for some R ≥ 0, x ∈ Rn
and r > 0, we want to prove
|B(x, r) ∩BR|
|B(x, r)| ≤
|B|x| ∩BR|
|B|x|| .
If |x| < R this inequality is trivial because the right hand side equals 1. If |x| >
r + R the inequality is also trivial because the left hand side is 0. Assuming that
R < |x| < r + R, the case that r > |x| is also easy because then also r > R and
we have
|B(x, r) ∩BR|
|B(x, r)| ≤
|BR|
|Br| ≤
|BR|
|B|x|| =
|B|x| ∩BR|
|B|x|| .
For the remaining case consider the minimal ballB(z, s) containingB(x, r)∩BR.
It is enough to prove that
|B(z, s)|
|B(x, r)| ≤
|BR|
|B|x|| ,
or equivalently that
s|x| ≤ rR.
Note that S := ∂B(x, r) ∩ ∂BR ⊂ ∂B(z, s) is an n− 2-dimensional sphere. We
take w1 and w2 to be two points diametrically opposed in S.
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0
z
x
w1
w2
s
r
α
R
B|x|
BR
B(x, r)
B(z, s)
Then, s|x| = |w1 − z||x| is the 2-dimensional area of the quadrilateral A
whose vertices are 0, w1, z and w2. We call α to the angle determined at w1 by the
segments joining this point with x and with the origin. The area of A can also be
expressed as |w1||w1 − x| sinα = Rr sinα. Hence, we have s|x| = Rr sinα ≤
Rr.
1.6.3 Lp for p > 1.
E.M. Stein was the first one to realise that theLp constants of the maximal operator
associated to Euclidean balls do admit a bound independent of the dimension.
This was announced in [70] and the details were given in [74]. He used a method
of rotations combined with previous results on the spherical maximal operator to
prove the following.
Theorem 1.13. Let p > 1. Then there exists a universal constant Cp only depend-
ing on p such that
‖Mf‖Lp(Rn) ≤ Cp‖f‖Lp(Rn), (1.13)
for every f ∈ Lp(Rn).
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As we have just said, the spherical maximal operator will arise in the proof
of this Theorem. Let us briefly introduce it. Let n ≥ 2, for a suitable smooth
function we can define a maximal function where the means are taken over n− 1-
dimensional spheres instead of solid balls:
Mnf(x) = sup
r>0
1
ωn−1
ˆ
Sn−1
|f(x+ ry)| dy.
This is called the spherical maximal function. We will employ the following re-
sult, proved by E.M. Stein [69] in the case n ≥ 3 and by J. Bourgain [13] for
n = 2.
Theorem 1.14. Let n ≥ 2 and p > n/(n− 1), then one has
‖Mnf‖Lp(Rn) ≤ An,p‖f‖Lp(Rn),
for every f ∈ S(Rn), with An,p > 0 a constant that only depends on n and p.
This allows to define the maximal spherical operator over functions in Lp(Rn)
with p > n/(n− 1).
We will also use the following technical lemma. Roughly speaking, it asserts
that an integral mean over a ball in Rn can be transformed into an integral mean
over a ball in Rk combined with all possible rotations in Rn.
Lemma 1.15. Let k < n be natural numbers. For each x = (x1, . . . , xn) ∈ Rn we
call x1 = (x1, . . . , xk) ∈ Rk and x2 = (xk+1, . . . , xn) ∈ Rn−k. By abuse of the
language we will write x = (x1, x2). For any positive and measurable function f
on Rn one has
´
|x|<R f(x) dx´
|x|<R dx
=
´
SO(Rn)
´
|x1|<R f(τ(x1, 0))|x1|n−k dx1´
|x1|<R |x1|n−k dx1
,
where SO(Rn) = {τ ∈ Mn×n(R) : ∃τ−1 = τ t}, i.e. the special orthonormal
group in Rn.
First we show how to prove Theorem 1.13 using Lemma 1.15, then we will
prove the Lemma.
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Proof of Theorem 1.13. Take p > 1 and k > p
p−1 , which is equivalent to p >
k/(k − 1). We shall see first that the mean value of |f | can be bounded in terms
of a spherical maximal function. By Lemma 1.15
Mf(x) = sup
R>0
1
BR
ˆ
BR
|f(x− y)| dy
= sup
R>0
´
SO(Rn)
´
|y1|<R |f(x− τ(y1, 0))| |y1|n−k dy1 dτ´
|y1| |y1|n−k dy1
.
For a function g : Rn → R, we define gx2 : Rk → R for each x2 ∈ Rn−k as
gx2(x1) = g(x1, x2). With this notation
Mf(x) = sup
R>0
´
SO(Rn)
´
|y1|<R |(f ◦ τ)τ−1(x)2(τ−1(x)1 − y1)| |y1|n−k dy1 dτ´
|y1|<R |y1|n−k dy1
,
and changing to the polar coordinates of Rk Mf(x) can be written as
sup
R>0
ˆ
SO(Rn)
´ R
0
´
Sk−1 |(f ◦ τ)τ−1(x)2(τ−1(x)1 − ry′1) dσk−1(y′1)rn−1 dr
ωk−1
´ R
0
rn−1 dr
dτ
≤ sup
R>0
ˆ
SO(Rn)
´ R
0
Mk(f ◦ τ)τ−1(x)2(τ−1(x)1)rn−1 dr´ R
0
rn−1 dr
dτ
=
ˆ
SO(Rn)
Mk(f ◦ τ)τ−1(x)2(τ−1(x)1) dτ. (1.14)
In order to estimate the Lp norm of Mf we will use Minkowski’s inequality
‖Mf‖Lp ≤
ˆ
SO(Rn)
(ˆ
Rn
|Mk(f ◦ τ)τ−1(x)2(τ−1(x)1)|p dx
)1/p
dτ
=
ˆ
SO(Rn)
(ˆ
Rn
|Mk(f ◦ τ)y2(y1)|p dy1 dy2
)1/p
dτ,
and since k > p
p−1 we can also apply Theorem 1.14 in order to get
‖Mf‖Lp ≤
ˆ
SO(Rn)
(ˆ
Rn−k
Apk,p
ˆ
Rk
|(f ◦ τ)y2(y1)|p dy1 dy2
)1/p
dτ
= Ak,p‖f‖Lp .
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Proof of Lemma 1.15. By a density argument it is enough to prove the result for
functions of the type f(x) = F (|x|)g(x′). For such a function one has
´
|x|<R f(x) dx´
|x|<R dx
=
n
Rnωn−1
ˆ R
0
F (r)rn−1 dr
ˆ
Sn−1
g(x′) dσn−1(x′),
and on the other hand´
SO(Rn)
´
|x1|<R f(τ(x1, 0))|x1|n−k dx1´
|x1|<R |x1|n−k dx1
,
equals
n
Rnωk−1
ˆ R
0
F (r)rn dr
ˆ
SO(Rn)
ˆ
Sk−1
g(τ(x′1, 0)) dσk−1(x
′
1) dτ.
So we just have to show that
1
ωn−1
ˆ
Sn−1
g(x′) dσn−1(x′) =
1
ωk−1
ˆ
SO(Rn)
ˆ
Sk−1
g(τ(x′1, 0)) dσk−1(x
′
1).
(1.15)
This equality holds for characteristic functions of measurable sets on Sn−1, since
given a measurable A ⊂ Sn−1, both
 
Sn−1
χA(x
′) dσn−1(x′) and
ˆ
SO(Rn)
 
Sk−1
χA(τ(x
′
1, 0)) dσk−1(x
′
1),
define a unitary and rotation invariant measure on Sn−1, which is known to be
unique. So, by linearity, (1.15) holds for simple functions and by density for
general functions.
1.7 Maximal operators associated to general convex
bodies.
Now we turn to the case of maximal operators associated to general convex bodies.
We assume B to be a bounded, convex body in Rn that is symmetric with respect
to the origin and we consider the associated maximal operator MB. The goal is to
bound the Lp operator norm of MB independently of n and if possible of B.
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1.7.1 A weak type L1 inequality: the “n log n result”.
The following result, due to E.M. Stein and J.O. Stro¨mberg [74], gives an estimate
for the weak type L1 that substantially improves the one obtained through the
Besicovitch covering lemma.
Theorem 1.16. For every f ∈ L1(Rn),
|{x ∈ Rn : Mf(x) > λ}| ≤ Cn log n
λ
‖f‖L1(Rn), (1.16)
where C > 0 is an absolute constant not depending on the dimension n, neither
on the underlying norm.
Later on, M.T. Mena´rguez and F. Soria [54] gave a different proof, based on
the following principle: M is bounded by the supremum of at most O(n log n)
operators each of them satisfying a dimension-free weak type L1 estimate. In
Chapter 5 we will follow this method to prove a generalization of Theorem 1.16
as well as an extension of a recent result by A. Naor and T. Tao [63].
1.7.2 Lp bounds for p > 1
The first complete result for general convex bodies was presented by J. Bourgain in
[10]. His result states that MB is uniformly bounded on L2(Rn). More precisely,
we have the following
Theorem 1.17. Let B be an open, convex and symmetric body. There exists an
absolute constant C independent of the dimension and B, such that
‖MBf‖L2(Rn) ≤ C‖f‖L2(Rn),
for every f ∈ L2(Rn).
This result was extended by J. Bourgain in [11], [12] and, independently, by
A. Carbery in [17] to Lp whenever p > 3/2.
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Theorem 1.18. Let B be an open, convex and symmetric body. Let f ∈ Lp(Rn),
with p > 3/2. Then
‖MBf‖Lp(Rn) ≤ Cp‖f‖Lp(Rn),
where the constant Cp might depend on p but not on n or B.
The main tools used to prove these results are Fourier analysis, geometry of
convex bodies and fractional calculus. In this thesis we will present a proof of
Theorem 1.17 using arguments inspired by the approach in [17]. To be more
precise we will use a general principle appeared in [17] to prove the L2 bound-
edness of a maximal convolution operator and some estimates from [10]. The
proof of Theorem 1.18 requires some extensions of these results, together with a
semi-orthogonality principle for maximal operators.
To begin with, we will need some preliminaries on geometrical properties of
the body B, on the function N = χB and its Fourier transform as well as some
concepts on fractional calculus. This will be presented in the following two tech-
nical sections.
1.7.3 Fractional Calculus.
We want to develop a differential calculus that includes arbitrary orders of differ-
entiation for functions. Although there are many ways to do this, let us briefly in-
troduce the approach based on the Fourier transform. In order to define derivatives
of an arbitrary order recall the nice relation between derivatives and Fourier trans-
forms. It is well-known that if f is a good function, for instance in the Schwartz
class, one has (
d
dx
f
)∧
(ξ) = 2piiξfˆ(ξ),
and in general for any positive integer n((
d
dx
)n
f
)∧
(ξ) = (2piiξ)nfˆ(ξ).
It seems natural for α ∈ R with α > 0 to define the derivative of order α by((
d
dx
)α
f
)∧
(ξ) = (2piiξ)αfˆ(ξ). (1.17)
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In this way, we will say that f ∈ L2 has α derivatives if | · |αfˆ ∈ L2, and if needed
define Sobolev spaces of fractional order. Of course the order α does not have to
be a fractional number, but the name fractional has been kept historically.
We are also interested in defining the inverse operator of the fractional deriva-
tive, that will be called by obvious reasons the fractional integral. Consider a
function f ∈ S(R), integrating by parts repeatedly we obtain
f(x) = −
ˆ ∞
x
d
dt
f(t) dt =
ˆ ∞
x
(t− x)
(
d
dt
)2
f(t) dt
= −
ˆ ∞
x
(t− x)2
2
(
d
dt
)3
f(t) dt = · · ·
=
(−1)n
(n− 1)!
ˆ ∞
x
(t− x)n−1
(
d
dt
)n
f(t) dt.
Thus, over regular functions the operator In defined by
Inh(x) =
(−1)n
(n− 1)!
ˆ ∞
x
(t− x)n−1h(t) dt,
and called the integral of order n inverts the derivative of order n. Then it seems
natural to define Iα, the fractional integral of order α, as
Iαh(x) =
(−1)α
Γ(α)
ˆ ∞
x
(y − x)α−1h(y) dy,
that is, as the convolution with the function
ϕ(x) =
(−1)α(−x)α−1+
Γ(α)
=
{
(−1)α|x|α−1/Γ(α) if x < 0,
0 if x ≥ 0.
Since the definition of fractional derivative based on the Fourier transform is
not easy to handle when considering concrete cases, we will give an alternative
definition. We will focus on the case that the order α is between 0 and 1. We then
define the fractional derivative of order α as the result of integrating with order
1− α and then apply the usual derivative, that is(
d
dt
)α
f(t) =
d
dt
I1−αf(t) =
(−1)1−α
Γ(1− α)
d
dt
ˆ ∞
t
f(s)
(s− t)α ds. (1.18)
This definition has sense for bounded f with the decay |f(t)| ≤ C|t|α−1−ε for
an ε > 0. By using identity (6) it is easy to see that for regular functions this
definition and the one given by (1.17) coincide.
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Next we check that for regular functions the fractional integral is the inverse
of the fractional derivative defined this way.
Lemma 1.19. Let f : R→ R be differentiable and such that f and f ′ are bounded
and |f(x)| ≤ C/|x|1−α+ε for some ε > 0 and |f ′(x)| ≤ C/|x|. Then we have
Iα
(
d
dx
)α
f(x) = f(x).
The proof is easy using formulas (5) and (6).
We shall introduce now another fractional differential operator as an extension
of the operator 〈∇, ·〉f(x)〈∇f(x), x〉. Note that
〈∇f(x), x〉 = d
dt
f(tx)
∣∣∣
t=1
=
ˆ
Rn
2pii〈x, ξ〉 fˇ(ξ) e−2pii〈x,ξ〉 dξ.
At first for α ∈ [0, 1] and f ∈ S(Rn) we define 〈∇, ·〉α by
〈∇, ·〉αf(x) =
(
d
dt
)α
f(tx)
∣∣∣
t=1
=
ˆ
Rn
(−2pii〈x, ξ〉)αfˇ(ξ) e−2pii〈x,ξ〉 dξ. (1.19)
It is easy to see that the last equality holds employing (6).
We will still use another different expression for this operator when acting on
differentiable functions:(
d
dt
)α
f(tx)
∣∣∣
t=1
=
1
Γ(1− α)
d
dt
ˆ ∞
t
f(sx)
(s− t)α ds
∣∣∣
t=1
=
1
Γ(1− α)
d
dt
ˆ ∞
0
f((r + t)x)
rα
dr
∣∣∣
t=1
=
1
Γ(1− α)
ˆ ∞
0
〈∇f((r + t)x), x〉
rα
dr
∣∣∣
t=1
=
1
Γ(1− α)
ˆ ∞
1
〈∇f(sx), sx〉
(s− 1)sα ds. (1.20)
The third inequality is justified by dominated convergence. To see this note that
for f ∈ S , one has that |〈∇f(x), x〉| ≤ |∇f(x)|1/2 |x|1/2 is uniformly bounded
and so ∣∣∣〈∇f((r + t)x), x〉
rα
∣∣∣ ≤ C
(r + t)rα
,
that is integrable uniformly in t for t near 1.
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1.7.4 Convex and symmetric bodies.
Recall that we are takingB as a convex body, symmetric with respect to the origin
and such that |B| = 1. In this section we will give bounds for the function χˆB and
its derivatives.
We have the following invariance by linear transformations. Note that if τ ∈
SL(Rn) and B = τ(B′), then MB and MB′ have the same Lp(Rn) operator norm.
To see this just make the change z = τ−1(y) in the definition of MBf to obtain
MBf(x) = sup
R>0
ˆ
B
f(x+Ry) dy = sup
R>0
ˆ
B′
f(x+Rτ(z)) dy = MB′f(τ(z)),
since det τ = 1. Thus
‖MBf‖Lp(Rn) = ‖MB′f ◦ τ‖Lp(Rn) = ‖MB′f‖Lp(Rn).
We say that a convex body B is isotropic if there exists a constant L > 0 such
that
L2 =
ˆ
B
|x · ξ|2 dx (1.21)
for every ξ ∈ Sn−1. Usually L is referred to as the isotropy constant. From now
on we will assume that B is isotropic with constant L, this may seem a strong
assumption but every convex body can be transformed into an isotropic one via a
linear transformation with determinant 1.
Lemma 1.20. Let B′ be a symmetric and convex body in Rn. There exists a linear
transformation τ ∈ SL(Rn) = {τ ∈ Mn×n : Rn → Rn with det(τ) = 1} so
that B = τ(B′) is isotropic.
Proof. We will show that for some τ ∈ SL(Rn) and L > 0 we have
ˆ
τ(B′)
|〈x, ξ〉|2 dx = L2|ξ|2,
for each ξ ∈ Rn. This is equivalent to or equivalently
ˆ
B′
|〈τ(y), ξ〉|2 dy =
ˆ
B′
|〈y, τ t(ξ)〉|2 dy = L2|ξ|2,
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for every ξ. Writing τ ∗(ξ) = z, we have to show thatˆ
B′
|〈y, z〉|2 dy = L2|(τ t)−1(z)|2.
for every z. This equality is possible since both sides define non-degenerate
quadratic forms for z, and we can choose τ ∈ SL(Rn) so that they agree up
to a constant.
It will be useful to know some properties of the intersections of B and n− 1-
dimensional hyperplanes. Fixed a unit vector ξ, we define these intersections with
the hyperplanes orthogonal to ξ as the sets Dt = Dtξ = {x ∈ B : x · ξ = t} for
t ∈ R.
Consider the function ϕ(t) = ϕξ(t) := |Dt|n−1, where | · |n−1 denotes n− 1-
dimensional Hausdorff measure. It is obvious that ϕ is a pairwise function overR,
moreover ϕ1/(n−1) is concave in its support. Let a, b > 0 such that ϕ(a), ϕ(b) > 0
and 0 ≤ α ≤ 1, since B is convex one has that αDa + (1− α)Db ⊂ Dαa+(1−α)b,
then by Brunn’s Theorem
ϕ(αa+ (1− α)b) 1n−1 = ∣∣Dαa+(1−α)b∣∣ 1n−1
n−1 ≥ |αDa + (1− α)Db|
1
n−1
n−1
≥ |αDa|
1
n−1
n−1 + |(1− α)Db|
1
n−1
n−1
= αϕ(a)
1
n−1 + (1− α)ϕ(b) 1n−1 .
It is also easy to see that ϕ is radially decreasing. If 0 < a < b, take α ∈ (0, 1) so
that α(−b) + (1− α)b = a. As B is convex, αD−b + (1− α)Db ⊂ Da. Then by
Brunn’s Theorem again
ϕ(a)1/(n−1) = |Da|1/(n−1)n−1 ≥ |αD−b + (1− α)Db|1/(n−1)n−1
≥ α|D−b|1/(n−1)n−1 + (1− α)|Db|1/(n−1)n−1 = ϕ(b)1/(n−1).
Thus, ϕ is differentiable almost everywhere.
We will use the following lemmas appeared in [10]. The first one gives an
upper bound for the decay of ϕξ independent of ξ, n and B.
Lemma 1.21. Let n ≥ 2 and B ⊂ Rn be a convex body as above, then for every
ξ ∈ Sn−1 and t ∈ R one has ϕξ(t) ≤ eϕξ(0) eφ(0)|t|/e.
The second one asserts that the size of the n − 1-dimensional sections of the
body B containing the origin is controlled by the inverse of isotropy constant:
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Lemma 1.22. There exist constants a,A > 0 independent of ξ, n and B so that
0 < a ≤ Lϕξ(0) ≤ A <∞, (1.22)
for every ξ ∈ Sn−1.
The following set of estimations is derived from the previous lemmas in [10].
Lemma 1.23. If N = χB, for every non-zero ξ ∈ Rn one has
i) |Nˆ(ξ)| ≤ C|ξ|L ,
ii) |Nˆ(ξ)− 1| ≤ C|ξ|L,
iii) |〈∇Nˆ(ξ), ξ〉| ≤ C,
where C always denotes an absolute constant.
We introduce the following extension of part iii) for the fractional operator
〈∇, ·〉α.
Lemma 1.24. If N = χB, and 0 ≤ α ≤ 1 for every non-zero ξ ∈ Rn one has
|〈∇, ·〉αNˆ(ξ)| ≤ C min{(L|ξ|)α, (L|ξ|)α−1},
where C > 0 is an absolute constant.
Proof. First we write
〈∇, ·〉αNˆ(ξ) =
ˆ
B
(2pii〈x, ξ〉)αe−2pii〈x,ξ〉 dx = C|ξ|α
ˆ ∞
−∞
tαϕ(t)e−2pii|ξ|t dt,
where we called t = 〈x, ξ′〉 and as a consequence 〈x, ξ〉 = |ξ|t. On the one hand
|〈∇, ·〉αNˆ(ξ)| ≤ C|ξ|α
ˆ ∞
0
tαϕ(t) dt = C|ξ|α
ˆ ∞
0
tαϕ(0)e−ϕ(0)t/e dt
= C
|ξ|α
ϕ(0)α
ˆ ∞
0
uαe−u du ≤ C(L|ξ|)α.
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On the other one, integrating by parts
ˆ ∞
−∞
tαϕ(t)e−2piit|ξ| dt =
ˆ ∞
−∞
(αtα−1ϕ(t) + tαϕ′(t))
e−2piit|ξ|
2pii|ξ| dt.
Then, recalling that the sign of ϕ′ remains constant over (0,∞), since ϕ is a
decreasing function there, and that ϕ is pairwise, we take absolute values to find
|〈∇, ·〉αNˆ(ξ)| ≤ C|ξ|α−1
ˆ ∞
0
(αtα−1ϕ(t)− tαϕ′(t)) dt
= C|ξ|α−1
ˆ ∞
0
tα−1ϕ(t) dt,
the last equality justified by integrating by parts again. Then, by Lemmas 1.21
and 1.22,
|〈∇, ·〉αNˆ(ξ)| ≤ C|ξ|α−1
ˆ ∞
0
tα−1ϕ(0)eϕ(0)t/e dt
= C
|ξ|α−1
ϕ(0)α−1
ˆ ∞
0
uα−1e−u du ≤ C
(L|ξ|)1−α .
1.7.5 A proof for Theorem 1.17.
This section is devoted to giving a proof of Theorem 1.17. We will combine the
arguments in [10] and in [17]. The main tool that we will use is the following
principle appeared in [17].
Proposition 1.25. Let K ∈ L1 be a convolution kernel such that Kˆ(sξ)/s verifies
the hypothesis of Lemma 1.19 as a function of s. Then we have
‖ sup
r>1
|K ∗ f | ‖L2(Rn) ≤ sup
ξ∈Sn−1
(ˆ ∞
0
|mαu(ξ)|2
du
u
)1/2
‖f‖L2(Rn),
where mαs (ξ) = s
1+α(d/ds)α(Kˆ(sξ)/s).
We will apply this result to the kernel K = N − PL, where P is the Poisson
kernel, to obtain the bound
‖ sup
t>0
|Kt ∗ f |‖L2(Rn) ≤ C‖f‖L2(Rn),
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with C an absolute constant. Then we can apply the triangle inequality and get
‖ sup
t>0
|Nt∗f |‖L2(Rn) ≤ ‖ sup
t>0
|Kt∗f |‖L2(Rn)+‖ sup
t>0
|PLt∗f |‖L2(Rn) ≤ C‖f‖L2(Rn),
because the Poisson maximal operator is known to be bounded in L2 indepen-
dently of n.
We will also need the following estimates, whose proof we leave for the end
of the section.
Lemma 1.26. Let K = N −PL, where P is the Poisson kernel. Then we have the
following:
i) |Kˆ(ξ)| ≤ C min(L|ξ|, (L|ξ|)−1),
ii) |〈∇Kˆ(ξ), ξ〉| ≤ C min(L|ξ|, 1),,
iii) |〈∇, ·〉αKˆ(ξ)| ≤ C min((L|ξ|)α, (L|ξ|)α−1), for 0 < α < 1.
It is clear that we would be done with Theorem 1.17 if we are able to bound
sup
η∈Sn−1
ˆ ∞
0
|mαs (η)|2
ds
s
= sup
η∈Sn−1
ˆ ∞
0
∣∣∣sα+1( d
ds
)α(
Kˆ(sη)
s
)∣∣∣2 ds
s
,
independently of the dimension. For this let us first find an expression for mαs
without fractional derivatives
mαs (ξ) = u
α+1
(
d
du
)α(
Kˆ(uξ)
u
)
=
uα+1
Γ(α)
d
du
ˆ ∞
u
Kˆ(tξ)
t(t− u)α dt
=
uα+1
Γ(α)
d
du
ˆ ∞
1
Kˆ(usξ)
s(s− 1)αuα ds
=
1
Γ(α)
ˆ ∞
1
〈∇Kˆ(usξ), usξ〉 − αKˆ(usξ)
s(s− 1)α ds.
The last equality is justified by dominated convergence since in view of Lemma
1.26 ∣∣∣∣∣〈∇Kˆ(usξ), usξ〉 − αKˆ(usξ)s(s− 1)α
∣∣∣∣∣ ≤ Cs(s− 1)α ,
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that is integrable over (0,∞). From (1.20) we have now that
mαs (ξ) = 〈∇, ·〉αKˆ(sξ)−
α
Γ(α)
ˆ ∞
1
Kˆ(stξ)
t(t− 1)α dt. (1.23)
Then by (1.23), and the triangle inequality(
sup
η∈Sn−1
ˆ ∞
0
|mαs (ξ)|2
ds
s
)1/2
≤ I1 + I2,
where
I1 =
(
sup
η∈Sn−1
ˆ ∞
0
∣∣∣〈∇, ·〉αKˆ(sξ)∣∣∣2 ds
s
)1/2
I2 =
α
Γ(α)
(
sup
η∈Sn−1
ˆ ∞
0
∣∣∣ˆ ∞
1
Kˆ(stξ)
t(t− 1)α dt
∣∣∣2 ds
s
)1/2
.
Using part iii) of Lemma 1.26 we can bound I1 in the following way:
I1 ≤
(
C
ˆ 1/L
0
(Ls)2α
ds
s
+ C
ˆ ∞
1/L
1
(Ls)2−2α
ds
s
)1/2
≤ C.
To bound I2 we use Minkowski inequality and then part i) of Lemma 1.26
I2 ≤ C
ˆ ∞
1
(ˆ ∞
0
|Kˆ(stξ)|2 ds
s
)1/2
dt
t(t− 1)α
≤ C
ˆ ∞
1
(ˆ 1/Lt
0
(Lst)2
ds
s
+
ˆ ∞
1/Lt
1
(Lst)2
ds
s
)1/2
dt
t(t− 1)α ≤ C.
This finishes the proof of Theorem 1.17. It remains yet to provide the proofs of
Lemma 1.26 and Proposition 1.25. We finish this section with them.
Proof of Proposition 1.25. On the Fourier side, by Lemma 1.19
(Kr ∗ f)∧(ξ) = Kˆ(rξ)fˆ(ξ) = rKˆ(rξ)
r
fˆ(ξ)
=
r(−1)α
Γ(α)
ˆ ∞
r
1
(s− r)1−α
(
d
ds
)α(
Kˆ(sξ)
s
)
ds fˆ(ξ).
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Then we can write
Kr ∗ f(x) = r(−1)
α
Γ(α)
ˆ ∞
r
1
(s− r)1−αsαP
α
s f(x)
ds
s
, (1.24)
where (Psf)∧(ξ) = mαs (ξ)fˆ(ξ). By Ho¨lder inequality
|Kr ∗ f(x)| ≤ r
Γ(α)
(ˆ ∞
r
∣∣∣ 1
(s− r)1−αsα
∣∣∣2 ds
s
)1/2(ˆ ∞
r
|Pαs f(x)|2
ds
s
)1/2
≤ Cα
(ˆ ∞
0
|Pαs f(x)|2
ds
s
)1/2
,
with the last inequality coming from the following. By the change of integration
variable s = ru we have
r
Γ(α)
(ˆ ∞
r
1
(s− r)1−αsα
ds
s
)1/2
=
1
Γ(α)
(ˆ ∞
1
1
(u− 1)2−2αu2α+1 du
)1/2
≤ Cα,
where Cα is a constant that only depends on α. For this integral to be finite it has
been necessary the hypothesis α > 1/2.
Thus, taking L2 norms and using Fubini Theorem
‖ sup
r>0
|Kr ∗ f | ‖L2(Rn) ≤ Cα
∥∥∥∥∥
(ˆ ∞
0
|Pαs f(x)|2
ds
s
)1/2∥∥∥∥∥
L2(Rn)
= Cα
(ˆ r
0
ˆ
Rn
|Pαs f(x)|2 dx
ds
s
)1/2
.
Now we apply Plancherel’s identity and Fubini Theorem again to get
ˆ r
0
ˆ
Rn
|Pαs f(x)|2 dx
ds
s
=
ˆ r
0
ˆ
Rn
|(Pαs f)∧(ξ)|2 dξ
ds
s
=
ˆ
Rn
ˆ ∞
0
|mαs (ξ)|2
ds
s
|fˆ(ξ)|2 dξ. (1.25)
Recalling (1.23) we have
mαs (ξ) = 〈∇, ·〉αKˆ(s|ξ|ξ′)−
α
Γ(α)
ˆ ∞
1
Kˆ(st|ξ|ξ′)
t(t− 1)α dt,
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and the change |ξ|s = u gives
ˆ ∞
0
|mαs (ξ)|2
ds
s
=
ˆ ∞
0
|mαu(ξ′)|2
du
u
≤ sup
η∈Sn−1
(ˆ ∞
0
|mαu(η)|2
du
u
)
.
By plugging this into (1.25), we obtain:
ˆ r
0
ˆ
Rn
|Pαs f(x)|2 dx
ds
s
≤
ˆ
Rn
sup
η∈Sn−1
(ˆ ∞
0
|mαu(η)|2
du
u
)
|fˆ(ξ)|2 dξ
= sup
η∈Sn−1
(ˆ ∞
0
|mαu(η)|2
du
u
)
‖f‖2L2(Rn).
Proof of Lemma 1.26. In view of Lemma 1.23, part i), and recalling that PˆL(ξ) =
e−2piL|ξ| we have
|Kˆ(ξ)| ≤ |Nˆ(ξ)|+ |e−2piL|ξ|| ≤ C
L|ξ| ,
and
|Kˆ(ξ)| ≤ |Nˆ(ξ)− 1|+ |1− e−2piL|ξ|| ≤ CL|ξ|.
This proves part i) of the Lemma. For ii) note that 〈∇PˆL(ξ), ξ〉 = −2piL|ξ|e−2piL|ξ|.
From this we get easily
|〈∇Kˆ(ξ), ξ〉| ≤ |〈∇Nˆ(ξ), ξ〉|+ |〈∇PˆL(ξ), ξ〉|
= |〈∇Nˆ(ξ), ξ〉|+ |2piL|ξ|e−2piL|ξ|| ≤ C min(L|ξ|, 1).
Finally,
〈∇, ·〉αPˆL(ξ) = 1
Γ(1− α)
ˆ ∞
1
〈∇PˆL(sξ), sξ〉
(s− 1)αs ds
=
−2piL|ξ|
Γ(1− α)
ˆ ∞
1
e−2piL(s−1)|ξ|
(s− 1)α ds e
−2piL|ξ|
= −(2piL|ξ|)α e−2piL|ξ|,
which together with Lemma 1.24 yields easily part iii).
58 CHAPTER 1. CLASSICAL OPERATORS.
1.7.6 Back to Lp boundedness for p > 1.
Although we will not enter into the details of the proof of Theorem 1.18, let us
remark here that if we apply the reasonings in Proposition 1.25 and Theorem 1.17
for p < 2, then we would only obtain the following
Lemma 1.27. Let p > 3/2, then
sup
j∈Z
∥∥∥ sup
2j≤r≤2j+1
|Kr ∗ f |
∥∥∥
Lp(Rn)
≤ Cp‖f‖Lp(Rn), (1.26)
where the constant Cp might depend on p but not on n and B.
It is obvious that (1.26) is weaker than the bound we need:
‖ sup
r>0
|Kr ∗ f | ‖Lp(Rn) ≤ Cp‖f‖Lp(Rn),
with Cp only depending on p. The proof of this last estimate follows from (1.26)
and a stronger L2 bound via a semi-orthogonality principle.
We want to finish this section with yet another positive result on Lp. D. Mu¨ller
proved in [61] that for certain families of convex bodies B the associated maxi-
mal operators MB admit uniform boundedness on Lp(Rn) for every p > 1. The
constant in this case may depend on the family of convex bodies. Let us briefly
describe this approach.
Two new quantities related to B are to be considered. Given ξ ∈ Sn−1 we
denote by piξ the orthogonal projection onto the hyperplane ξ⊥. Define
Q := max{|piξ(B)|n−1 : ξ ∈ Sn−1}.
This quantity is linearly invariant, that is, if ν ∈ SL(Rn), then Q(B) = Q(ν(B))
because ν preserves volumes. Then applying the adequate transformation ν we
may always assume that B is isotropic with constant L.
With a much subtler study of the boundedness of 〈∇, ·〉αKˆ as an Lp multiplier
D. Mu¨ller proved the following.
Theorem 1.28. Let p > 1. There exist a constant Cp,L,Q such that
‖MBf‖Lp(Rn) ≤ Cp,L,Q‖f‖Lp(Rn),
for every f ∈ Lp(Rn). The constant Cp,L,Q only may depend on p, L and Q and
not on the dimension n and might grow with L and Q.
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If 1 ≤ q < ∞ and we consider the family of `q norms in Rn for each n ∈ N
it is easy to check (see [61] for details) that L and Q are uniformly bounded in
n for each q. So Theorem 1.28 ensures dimension-free bounds on Lp(Rn) for
the family of maximal operators associated to the balls given by the `q for each
1 ≤ q <∞. When considering cubes, that are the balls given by the `∞ norm, Q
grows to infinity with n at the rate
√
n. Therefore Theorem 1.28 does not solve the
question of uniformity with respect to the dimension in this case. It is still an open
and important problem to determine if it is possible to bound the maximal function
associated to cubes on Lp(Rn) independently of the dimension for 1 < p < 3/2.
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Chapter 2
High dimensional weak type bounds
for maximal functions associated to
cubes.
In this chapter, we will focus on the maximal operator associated to cubes. Recall
that for a locally integrable function f on Rn we define it by
Mnf(x) = sup
R>0
1
|Q(x,R)|
ˆ
Q(x,R)
|f(y)| dy,
where Q(x,R) is the cube of edge length R, centred at x. The operator Mn
satisfies a weak L1 estimate:
|{x ∈ Rn : Mnf(x) > λ}| ≤ C
λ
‖f‖L1(Rn).
We denote by C1,n the best constant in this inequality. By the Stein and Stro¨mberg
[74] result C1,n = O(n log n) when n grows to infinity. This chapter is devoted
to the most significant results giving lower bounds for this constant. Let us first
summarise them briefly.
The starting point in this study was the idea of discretisation set up by M. de
Guzma´n in [42]. He realised that convolution operators act very similarly on L1
functions and on Dirac deltas. Indeed, assuming mild conditions, he proved that
weak L1 boundedness of maximal functions associated to integrable convolution
kernels is equivalent to boundedness on finite sums of Dirac deltas. Later on, M.T.
Mena´rguez and F. Soria [53] pointed out that the best constant in the weak type
inequality for integrable functions and for Dirac deltas must be exactly the same.
They used this fact to produce lower bounds for C1,n. This approach is treated in
the next two sections.
61
62 CHAPTER 2. MAXIMAL FUNCTIONS ASSOCIATED TO CUBES
Departing from the ideas of these results, J.M. Aldaz [3] proved that C1,n
grows to infinity with the dimension n, solving the long time open question stated
in [74]. The proof is elementary but gives no lower bounds for the growth of the
constant.
With far more sophisticated tools, G. Aubrun [7] gave a shorter proof of Al-
daz’s result. We will deal with this in Section 2.3.
Also in [7] G. Aubrun showed that C1,n has a growth faster than (log n)1−ε
for any ε > 0. In Section 2.4, we present an extension of this last result to Orlicz
spaces. Roughly speaking, we prove that if Φ(t) = o(t(log log t)1−ε) for some
ε > 0 then the best constant CΦn in the L
Φ weak inequality grows to infinity with
the dimension n. For this growth we give a lower bound related to the function Φ
defining the space.
2.1 The discretisation idea.
Let {Kj}j∈N be a discrete family of integrable functions on Rn. For an integrable
function f , we define the associated maximal operator by
K∗f(x) = sup
j∈N
|Kj ∗ f(x)|.
We can also define the action of this maximal operator on finite sums of Dirac
deltas. Let {xi}i=1,...,I ⊂ Rn, and consider the discrete measure
µ =
I∑
i=1
δxi . (2.1)
Since K ∗ δx0(x) = K(x− x0) for an integrable K, we have
K∗µ(x) = sup
j∈N
|Kj ∗ µ(x)| = sup
j∈N
∣∣∣∣∣
I∑
i=1
Kj(x− xi)
∣∣∣∣∣ .
We will say that K∗ is weakly bounded over finite sums of Dirac deltas if for each
measure µ of the form (2.1) one has
|{x ∈ Rn : K∗µ(x) > λ}| ≤ C
λ
µ(Rn) =
C
λ
I,
where C > 0 is an absolute constant.
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M. de Guzma´n [42] proved that if the Kj are integrable, then K∗ is weakly
bounded over integrable functions if and only if it is weakly bounded over finite
sums of Dirac deltas. The observation that the constant must be the same in both
cases if in addition every Kj is non-negative, is due to T. Mena´rguez and F. Soria
[53].
Theorem 2.1. Let {Kj}j∈N be a sequence of positive integrable functions on
Rn. For an integrable function f , we define the associated maximal operator
as K∗f(x) = supj |Kj ∗ f(x)|. Given a constant A > 0 the following statements
are equivalent
(a) for every integrable function f over Rn one has |{x ∈ Rn : K∗f(x) > λ}| ≤
A
λ
‖f‖L1 .
(b) for any measure µ of the form µ =
∑I
i=1 δxi , with {xi}i=1,...,I different points
in Rn, one has |{x ∈ Rn : K∗µ(x) > λ}| ≤ A
λ
I .
Proof. Let us first prove “(a) ⇒ (b)”. Take a measure µ of the aforementioned
form. Calling K∗Jf(x) = supj≤J |Kj ∗ f(x)| and EJ = {x ∈ Rn : K∗Jµ(x) > λ}
it is enough to prove that for each J we have |EJ | ≤ Aλ I . Then, by monotonicity,
since EJ is an increasing sequence of sets
|{x ∈ Rn : K∗(x) > λ}| =
∣∣∣∣∣
∞⋃
J=1
EJ
∣∣∣∣∣ = limJ→∞ |EJ | ≤ Aλ I.
We approximate µ by functions of the form
fR(x) =
1
Rn
I∑
i=1
χQ(xi,R)(x),
with R small enough so that the cubes Q(xi, R) are pairwise disjoint. Fix λ > 0.
By assumption the level sets FR = {x ∈ Rn : K∗fR(x) > λ}, satisfy |FR| ≤
A
λ
´
fR(x) dx =
A
λ
I . For each j and for almost every x one has
lim
R→0
Kj ∗ fR(x) = lim
R→0
I∑
i=1
1
Rn
ˆ
Q(xi,R)
Kj(x− y) dy =
I∑
i=1
Kj(x− xi)
= Kj ∗ µ(x),
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by Lebesgue differentiation theorem. Hence limR→0K∗JfR = K
∗
Jµ and χEJ =
limR→0 χFR almost everywhere. Finally, by monotonicity
|EJ | =
∣∣∣∣∣⋃
T>0
⋂
R≥T
FR
∣∣∣∣∣ = limT→∞
∣∣∣∣∣ ⋂
R≥T
FR
∣∣∣∣∣ ≤ limT→0 |FT | ≤ Aλ I.
Now we show “(b) ⇒ (a)”. Since K∗f ≤ K∗|f | it is enough to prove the
result only for non-negative functions. This is the only place where we use that
the Kj are non-negative. Moreover, by a density argument, it is enough to prove
it for positive linear combinations of characteristic functions of dyadic cubes. We
do it in three steps.
STEP 1. First we check that if µ =
∑I
i=1 niδxi , where the ni are positive integers,
then
|{x ∈ Rn : K∗J(x) > λ}| ≤
A
λ
µ(Rn) =
A
λ
I∑
i=1
ni,
for any J . For each i = 1, . . . , I take ni points x`i , with ` = 1, . . . , ni, all of them
different but close to xi in a way that we will precise later. Consider the measure
ν =
I∑
i=1
ni∑
`=1
δx`i .
We will use ν as an approximation to µ. Whenever 0 < ε < λ we have
|{x ∈ Rn : K∗Jµ(x) > λ}| ≤ |E1|+ |E2|,
where
E1 = {x ∈ Rn : K∗Jν(x) > λ− ε},
E2 = {x ∈ Rn : K∗J(µ− ν)(x) > ε}.
By assumption
|E1| ≤ A
λ− εν(R
n) =
A
λ− εµ(R
n).
On the other hand
|E2| ≤ 1
ε
ˆ
sup
j≤J
∣∣∣∣∣
I∑
i=1
ni∑
`=1
(Kj(x− xi)−Kj(x− x`i))
∣∣∣∣∣ dx
≤ 1
ε
∑
j≤J
I∑
i=1
ni∑
`=1
ˆ
|Kj(x− xi)−Kj(x− x`i)| dx ≤ ε,
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if we choose each x`i so thatˆ
|Kj(x− xi)−Kj(x− x`i)| dx ≤
ε2
Jµ(Rn)
.
With this choice
|{x ∈ Rn : K∗Jµ(x) > λ}| ≤
A
λ− εµ(R
n) + ε,
as ε is arbitrary, by letting it go to zero, we are done with step 1.
STEP 2. We are going to see now that K∗ is weakly bounded on real positive
linear combinations of Dirac deltas. From the previous step, by homogeneity it is
easy to see that K∗ is weakly bounded over rational positive linear combinations
of Dirac deltas. Define the measure
µ =
I∑
i=1
riδxi ,
with ri positive real numbers. For each i = 1, . . . , I take a rational qi close to ri
in a way that will be determined later. We approximate µ by the measure
ν =
I∑
i=1
qiδxi .
For any ε ∈ (0, λ)
|{x ∈ Rn : K∗Jµ(x) > λ}| ≤ |E1|+ |E2|,
with
E1 = {x ∈ Rn : K∗Jν(x) > λ− ε},
E2 = {x ∈ Rn : K∗J(µ− ν)(x) > ε}.
The measure ν is a positive rational linear combination of Dirac deltas, and by the
comment above
|E1| ≤ A
λ− εν(R
n) =
A
λ− εµ(R
n).
We also have
|E2| ≤ 1
ε
ˆ
sup
j≤J
∣∣∣∣∣
I∑
i=1
(ri − qi)Kj(x− xi)
∣∣∣∣∣ dx
≤ 1
ε
∑
j≤J
I∑
i=1
|ri − qi|
ˆ
|Kj(x− xi)| dx ≤ ε,
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whenever the choice of the qi is such that |ri − qi| ≤ ε
2
JI supj≤J ‖Kj‖L1
.
STEP 3. We conclude by proving that K∗J is weakly bounded over non-negative
functions that are constant over dyadic cubes. Consider
f(x) =
I∑
i=1
riχQi ,
where the Qi are pairwise disjoint dyadic cubes and the ri, positive real numbers,
i = 1, . . . , I . Since the result is independent of the number of cubes I , by subdi-
viding the bigger cubes we may assume that the edge length of every Qi is 2k for
a certain integer k. Take a measure
µ = 2−kn
I∑
i=1
riδxi ,
where xi is the centre of the cube Qi. Let ε be such that 0 < ε < λ. One has
|{x ∈ Rn : K∗Jµ(x) > λ}| ≤ |E1|+ |E2|,
where
E1 = {x ∈ Rn : K∗Jν(x) > λ− ε},
E2 = {x ∈ Rn : K∗J(µ− ν)(x) > ε}.
Since µ is a positive linear combination of Dirac deltas
|E1| ≤ A
λ− εµ(R
n) =
A
λ− ε ‖f‖L1 .
Now by Chebychev and Minkowski inequalities
|E2| ≤ 1
ε
ˆ
sup
j≤J
∣∣∣∣∣
I∑
i=1
(ˆ
Qi
riKj(x− y) dy − 2−knriKj(x− xi)
)∣∣∣∣∣ dx
≤ 1
ε
ˆ ∑
j≤J
∣∣∣∣∣
I∑
i=1
ri
ˆ
Qi
(
Kj(x− y)−Kj(x− xi)
)
dy
∣∣∣∣∣ dx
≤ 1
ε
∑
j≤J
I∑
i=1
ri
ˆ
Qi
‖Kj(· − y)−Kj(· − xi)‖L1 dy ≤ ε.
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To have the last inequality choose k such that ‖z − w‖ ≤ 2k guarantees that
‖Kj(· − z)−Kj(· − w)‖ ≤ ε
2
2knJ
∑I
i=1 ri
,
for all j = 1, . . . , J . Summarising, we have obtained
|{x ∈ Rn : K∗Jf(x) > λ}| ≤
A
λ− ε ‖f‖L1 + ε,
for an arbitrary ε. Letting ε go to zero we get precisely what we need. This
finishes step 3.
We are interested in maximal operators of the following kind. Let K ∈
L1(Rn). For t > 0 we define Kt(x) = t−1K(x/t) and for f ∈ L1(Rn) the asso-
ciated maximal operator as K∗f(x) = supt>0 |Kt ∗ f(x)|. The previous theorem
asserts that
f 7→ K∗Qf = sup
t>0,t∈Q
|Kt ∗ f |,
is weakly bounded on L1 if and only if it is weakly bounded over finite sums of
Dirac deltas. Is the same true for K∗, where the supremum is taken over all real
t? The following example shows that the answer to this question is negative in
general.
Take K as the Dirichlet function K(x) = χQ(x), i.e. K(x) = 1 if x ∈ Q and
K(x) ≡ 0 for x ∈ R \ Q. For each f ∈ L1 given, K∗f = 0 because for each
t > 0 one has Kt ∗ f ≡ 0. Then K∗ is weakly bounded on L1. Nevertheless when
considering its action over Dirac deltas we find the following. Given an N > 0,
for each x ∈ R take a ∈ Q such that a/x > N . Then Kx/a ∗ δ0(x) = Kx/a(x) =
a/xK(a) > N . Thus K ∗ δ0 ≡ ∞ and K∗ cannot be weakly bounded over Dirac
deltas.
However, the equivalence works for the Hardy-Littlewood maximal operator
MB, with B a convex body symmetric with respect to the origin. In this case
K = χB and by the regularity of Lebesgue measure, MB = K∗ = K∗Q, with this
equalities understood both over functions and over finite sums of Dirac deltas.
Further information and extensions of these results can be found in [42] and
[20].
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2.2 First lower bounds. The best one-dimensional
constant.
By Theorem 2.1 and the last comment of the previous section, we may study the
value of the constants C1,n in the weak type L1 inequality of the operator Mn by
looking at the action of this operator over finite sums of Dirac deltas. This was
first used by M.T. Mena´rguez and F. Soria [53] for giving lower bounds of C1,n.
They proved the following
Proposition 2.2. C1,n ≥
(
1 + 21/n
2
)n
for every n ∈ N.
Proof. For each N ∈ N consider the discrete measure µN consisting in placing a
Dirac delta at each point with integer coordinates in the cube [0, N ]n ⊂ Rn, i.e.
µN =
∑
z∈[0,N ]n∩Zn
δz.
Write θn = infx∈[0,1]nMnµ1(x). It is obvious that whenever x ∈ [0, N ]n, one has
MnµN(x) ≥ θn. Hence
C1,n ≥ sup
N≥1
θn|{x ∈ Rn : MnµN(x) > θn}|
µN(Rn)
≥ sup
N≥1
θn |[0, N ]n|
(N + 1)n
= θn sup
N≥1
(
N
N + 1
)n
= θn.
Now we have to show just that θn =
(
1 + 21/n
2
)n
. Fix an x ∈ [0, 1]n and take
s = infz∈Zn ‖x − z‖∞. It is clear that s ∈ [0, 1/2] and that µ1(Q(x, 2s)) ≥ 1. It
is also easy to see that the cube Q(x, 2(1− s)) grabs at least two Dirac deltas and
so µ1(Q(x, 2(1− s))) ≥ 2.
x0 1
Q(x, 2s)
x0 1
Q(x, 2(1− s))
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Then we have that
Mnµ1(x) ≥ max
(
1
(2s)n
,
2
(2(1− s))n
)
= F (s).
Since 1/(2s)n is decreasing in s and 2/(2(1 − s))n is increasing in s one, F (s)
attains its minimal value for s ∈ [0, 1/2] when 1/(2s)n = 2/(2(1 − s))n, that is
when s = (1 + 21/n)−1 =: s0. Then for all x ∈ [0, 1]n
Mnµ1(x) ≥ min
0≤s≤1/2
F (s) = F (s0) =
(
1 + 21/n
2
)n
.
We have proved that θn ≥
(
1+21/n
2
)n
and in fact this is all that we need for the
proof the theorem. However, it is easy to obtain the reverse inequality. Just taking
x = (s0, 0, . . . , 0) one hasMnµ1(x) =
(
1 + 21/n
2
)n
, because µ1(Q(x, 2s0)) = 1,
µ1(Q(x, 2(1− s0))) = 2 and µ1(Q(x, 2)) = 2n but |Q(x, 2)| = 2n.
Observe that the lower bound obtained ((1+21/n)/2)n is decreasing and tends
to
√
2 when n tends to infinity.
The best one dimensional constant For the one-dimensional operator the bound
obtained in Theorem 2.2 is C1,1 ≥ 3/2. It is easy to see that C1,1 ≤ 2 (see [30],
[38] or [53]). To know the exact value of C1,1 became an important problem, to
which much effort was devoted. Let us summarise the main advances. The value
3/2 for C1,1 was proposed by A. Carbery in [14]. J.M. Aldaz [1] disproved this
conjecture by showing that 1.541 ∼ 37/24 ≤ C1,1 ≤ (9 +
√
41)/8 ∼ 1.925,
improving both the known upper and lower bounds. This also answered the ques-
tion asked in [53] of whether the constant in the centred and uncentred case could
be the same. J. Manfredi and F. Soria [46] improved Aldaz’s lower bound show-
ing that C1,1 ≥ 5/3 − 2
√
7/3 sin(arctan(3
√
3)−1/3) ∼ 1.555 with an iterative
argument conforming a dynamical system. A. Melas further sharpened previous
bounds in [47] obtaining 1.567 ∼ (11 + √61)/12 ≤ C1,1 ≤ 5/3 = 1.6. With a
new covering argument in [48], he showed that C1,1 ≤ 1 + 1/
√
3 ∼ 1.577, and
finally proved in [49] that C1,1 = (11 +
√
61)/12, thus settling completely the
problem of finding the best constant. As far as we know, no best bounds have
been found in greater dimensions.
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2.3 Maximal function associated to cubes in high di-
mensions. Weak type for L1.
The next step in the study of dimension dependence of the constants C1,n was the
work of J.M. Aldaz and J.L Varona [6] where it was established that C1,n is an
increasing sequence in n. However, it was still unknown whether the sequence
was bounded or not. This question was finally solved by J.M. Aldaz [3] who
proved
Theorem 2.3. C1,n grows to infinity with the dimension n.
The proof takes as starting point a equally distributed configuration of Dirac
deltas
µ =
∑
z∈Zn
δz
like the ones considered in Proposition 2.2. It is based on a better estimation
of the size of the maximal function and its levels sets, and the introduction of a
probabilistic point of view that allows to use the Central Limit Theorem. Here we
will follow the shorter, despite not so elementary, proof given in [7].
First we observe that the mean values µ(Q(x, t))/|Q(x, t)| ≤ (t+ 1)n/tn tend
to 1 when t tends to infinity. Thus for estimating Mnµ we can disregard means
taken over big cubes. Indeed
sup
t≥s
µ(Q(x, t))
|Q(x, t)| ≤ supt≥s
(t+ 1)n
tn
= sup
t≥s
(
1 +
1
t
)n
≤
(
1 +
1
s
)n
≤ en/s. (2.2)
This allows us to reduce to the unit cube [0, 1]n in the following sense.
Lemma 2.4. C1,n ≥ supλ>0 λ|{x ∈ [0, 1]n : Mnµ(x) > λ}|.
Proof. The idea of the proof is similar to the one used for Theorem 2.2. ForR > 0
write µR to denote µ restricted to the cube [0, R]n.
C1,n ≥ sup
λ>0
sup
R>0
λ|{x ∈ Rn : MnµR > λ}|
|µR|
≥ sup
s>0
sup
N∈N
en/s|{x ∈ Rn : MnµN+2s(x) > en/s}|
|µN+2s| .
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In view of (2.2)
Es := {x ∈ Rn : MnµN+2s(x) > en/s}
⊃ {x ∈ [0, N ]n : sup
0<t<s
µN+2s(Q(x, t))
tn
> en/s}
= {x ∈ [0, N ]n : sup
0<t<s
µ(Q(x, t))
tn
> en/s}
= {x ∈ [0, N ]n : Mnµ(x) > en/s}.
Since the behaviour of Mnµ is the same in every cube of the grid Zn, we have
|Es| = Nn|{x ∈ [0, 1]n : Mnµ(x) > en/s}|.
Hence
C1,n ≥ sup
s>0
sup
N∈N
en/s|Es|
|µN+2s|
≥ sup
s>0
en/s|{x ∈ [0, 1]n : Mnµ(x) > en/s}| sup
N∈N
Nn
(N + 2s+ 1)n
= sup
s>0
en/s|{x ∈ [0, 1]n : Mnµ(x) > en/s}|
= sup
λ>0
λ|{x ∈ [0, 1]n : Mnµ(x) > λ}|.
Now we see that for almost every point in the unit cube, Mnµ is greater than
any prescribed bound, provided that the dimension n is big enough.
Proposition 2.5. For each λ > 0 one has
|{x ∈ [0, 1]n : Mnµ(x) > λ}| n→∞−→ 1.
Once we have proved this, Theorem 2.3 is a simple consequence of Lemma
2.4.
The rest of the section is devoted to the proof of Proposition 2.5. With this
in mind, we will obtain a lower bound for Mnµ(x) related to the relative position
of x with respect to the grid Zn. For each x ∈ [0, 1]n, consider the Euclidean
coordinates x = (x1, . . . , xn). We will say that a coordinate xi is centred, with
respect to a parameter τ ∈ (0, 1), if xi ∈ (τ/2, 1 − τ/2). We shall see in the
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following lemma that for high dimensions Mnµ takes ‘large’ values at the points
with a ‘large’ enough amount of centred coordinates. This principle appeared
originally in [3], but the way it is presented here is closer to [7].
Before stating this lemma we need to introduce a probabilistic point of view.
Considering the interval [0, 1] as a probability space, the random variable
Uτ (y) :=
{
0 if y is centred,
1 if y is not centred,
follows a Bernoulli distribution of parameter τ . Thinking of [0, 1]n as the proba-
bility space product of n copies of [0, 1], the number of non-centred coordinates
for a point x = (x1, . . . , xn) ∈ [0, 1]n, is the sum of n independent Bernoulli vari-
ables of parameter τ , so it is a random binomial variable of parameters n and τ ,
Vn,τ . To be more precise
Vn,τ (x) := Uτ (x1) + . . .+ Uτ (xn).
The expectation of Vn,τ is τn and its typical deviation, σn,τ =
√
τ(1− τ)n.
We consider the normalised random variable αn,τ (x) = (Vn,τ (x) − τn)/σn,τ and
for each T > 0 the set ETn,τ = {x ∈ [0, 1]n : αn,τ (x) ≤ −T}. For large dimen-
sions Mnµ will be bounded by below in this set.
Lemma 2.6. Let δ > 0, there exists an A > 0 such that for each x ∈ ETn,τ the
condition σn,τ/T > A implies
µ(Q(x, t))
|Q(x, t)| ≥ e
(1−δ)T 2/2,
for a certain t <
√
n/2T . As a consequence
ETn,τ ⊂ {x ∈ [0, 1]n : Mnµ(x) > e(1−δ)T
2/2},
whenever σn,τ/T > A.
Proof. Let us first make a one-dimensional reasoning. For each s ∈ N and y ∈
[0, 1] consider the interval I = [y− (s− τ/2), y+ (s− τ/2)]. If y is centred with
respect to τ , the interval I contains 2s integers, if y is not centred, I contains at
least 2s − 1 integers. Let x ∈ [0, 1]n have k centred coordinates. By the product
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structure of the cubes, the cube Q(x, 2s − τ) contains at least (2s)k(2s − 1)n−k
points of Zn. If x ∈ ETn,τ then k > ` := n− τn+ Tσn,τ , and
Mdµ(x) ≥ µ(Q(x, 2s− τ))|Q(x, 2s− τ)| ≥
(2s)k(2s− 1)n−k
(2s− τ)n
≥ (2s)
`(2s− 1)n−`
(2s− τ)n =: H(s),
for each integer s ≥ 1.
Considering now H(s) defined by the above formula over all positive real s,
we find that
d
ds
logH(s) =
`
s
+
2(n− `)
2s− 1 −
2n
2s− τ ,
is positive for s < sn, negative for s > sn and equals 0 at s = sn, where
sn =
τ`
2(`− (1− τ)n) =
τ((1− τ)n+ Tσn,τ )
2Tσn,τ
=
σn,τ
2T
+
τ
2
.
Therefore H attains its maximum at s = sn. This maximal value is
max
s>0
H(s) = H(sn) =
(2sn)
`
(2sn − 1)`
(2sn − 1)n
(2sn − τ)n
=
(
1 +
τT
σn,τ
)`(
1− (1− τ)T
σn,τ
)n−`
= (1 + h1)
`(1− h2)n−`.
To estimate this quantity we will use the numerical estimates for 0 < h < 1
e1−h/2 ≤ (1 + h)1/h ≤ e1−h/2+h2/(2+2h),
e1+h/2 ≤ (1− h)−1/h ≤ e1+h/2+h2/(2−2h).
From above it is clear that if 0 < h < 1/2 one has (1− h)1/h ≥ e−1−h/2−h2 . Then
H(sn) ≥ e(1−h1/2)h1` e−(1+h2/2+h22)h2(n−`).
Writing ` = (1−τ)n+Tσn,τ and after some calculations the last quantity becomes
exp
(
T 2
2
+
(2τ − 1)T 3
2σn,τ
+
(1− τ)3T 4
σ2n,τ
)
≥ exp
(
T 2
2
− T
3
2σn,τ
)
.
Recall that, as far as we know, the comparison Mg(x) > H(s) works only if
s is an integer. However, H(bsnc) does not differ too much from H(sn). If
bsnc ≤ s ≤ sn, then
2s ≥ 2s− τ ≥ 2s− 1 ≥ 2bsnc − 1 ≥ 2sn − 3 ≥ σn,τ
T
− 3.
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and consequently∣∣∣∣ dds logH(s)
∣∣∣∣ = ∣∣∣∣2s((1− τ)n− `) + τ`2s(2s− 1)(2s− τ)
∣∣∣∣ = ∣∣∣∣σ2n,τ − (2s− τ)Tσn,τ2s(2s− 1)(2s− τ)
∣∣∣∣
≤ σ
2
n,τ
(σn,τ/T − 3)3
+
Tσn,τ
(σn,τ/T − 3)2
.
Then by the mean value theorem
logH(bsnc) ≥ logH(sn)− sup
bsnc≤s≤sn
∣∣∣∣ dds logH(s)
∣∣∣∣ (bsnc − sn)
≥ T
2
2
− T
3
2σn,τ
− σ
2
n,τ
(σn,τ/T − 3)3
− Tσn,τ
(σn,τ/T − 3)2
=
T 2
2
(
1− 1
σn,τ/T
− σ
2
n,τ/T
2
(σn,τ/T − 3)3
− σn,τ/T
(σn,τ/T − 3)2
)
.
If σn,τ/T > A for an appropriate A the quantity in brackets is greater than 1− δ,
and so
H(bsnc) ≥ e(1−δ)T 2/2.
Finally, note that t = 2sn − τ = σn,τ/T ≤
√
n/2T .
In order to estimate the measure (or probability) of the sets ETn,τ , we will
apply the following multivariate Central Limit Theorem (see [31]) to the random
variables αn,τ .
Theorem 2.7. Let {Xk}k∈N a sequence of independent and identically distributed
random vectors in RJ , i.e. Yk = (Y 1k , . . . , Y Jk ) where the X
j
k are random vari-
ables. Call m := E(Xk) and Γji := E(X
j
kX
i
k) < ∞, noting that both the vector
m and the matrix Γ = (Γji) are independent of k. Then the random vector
Sn =
1√
n
n∑
k=1
Xk,
as n tends to infinity, converges in distribution to a random vector Z, following a
multivariate normal distribution with expectation m and covariances given by Γ.
For k = 1, . . . , n take Xk,τ as a copy of the normalised (Uτ − τ)/
√
τ(1− τ).
Then Xk,τ has mean 0 and variance 1. Both αn,τ and
Sn,τ =
1√
n
∑
k=1
Xk,τ ,
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have the same distribution. By the Multivariate Central Limit Theorem, as n tends
to infinity the vector (αn,τ1 , . . . , αn,τD), with τ1, . . . , τD ∈ (0, 1), converges in
distribution to a normal vector Z = (Zτ0 , . . . , ZτD) with mean 0 and covariances
E(ZsZt) = E(UsUt)
=
ˆ 1
0
(χ(0,s/2)∪(1−s/2,1)(x)− s)(χ(0,t/2)∪(1−t/2,1)(x)− t)√
st(1− s)(1− t) dx
=
min(s, t)− st√
st(1− s)(1− t) . (2.3)
The Brownian motion will appear as the limit of αn,τ as n goes to infinity
(note that αn,τ can be interpreted as a random walk of n steps). We briefly recall
the definition and most important properties of the Brownian motion. Given a rich
enough probability space (Ω, P ), we say that {Wt}t≥0 defines a Brownian motion
if for each t ≥ 0 Wt is a real random variable enjoying the following properties:
1. W0(ω) = 0 for all ω ∈ Ω.
2. Wt(ω) is continuous with respect to t almost surely.
3. For any choice s, t, u, v ≥ 0 the increments Wt − Ws and Wu − Wv are
independent random variables.
4. if t ≥ s the increment Wt −Ws follows a Gaussian distribution centred at
the origin with typical deviation t− s.
A standard result ensures that conditions 3 and 4 are equivalent to
3’. Wt follows a Gaussian distribution and E(Wt) = 0.
4’. E(WtWs) = min{s, t}.
This and many other related results about the Brownian motion and other stochas-
tic processes can be found in [57] or [31].
Proof of Proposition 2.5. Given L > 0, take T > 0 so that eT 2/4 > L. Set
τd = d/(d + 1) for d ∈ N. By Lemma 2.6, there exists A > 0 such that if√
τD(1− τD)n > AT for a D ∈ N, then
{x ∈ [0, 1]n : Mnµ(x) > L} ⊃ {x ∈ [0, 1]n : Mnµ(x) > eT 2/4} ⊃
D⋃
d=1
ETn,τd .
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By definition,
D⋃
d=1
ETn,τd =
D⋃
d=1
{x ∈ [0, 1]n : αn,τd(x) ≤ −T}
= {x ∈ [0, 1]n : min
d=1,...,D
αn,τd(x) ≤ −T}.
By the observation made before this proof, given ε > 0 and provided n is large
enough
|{x ∈ [0, 1]n : min
d=1,...,D
αn,τd(x) ≤ −T}| ≥ P ({ min
d=1...,D
Zτd ≤ −T})−
ε
2
,
where (Zτ1 , . . . , ZτD) = Z is a multivariate Gaussian random vector with covari-
ances for i > j
E(ZτiZτj) =
min(τi, τj)− τiτj√
τiτj(1− τi)(1− τj)
=
√
j
i
.
Consider the Brownian motion Wt for t > 0. We claim that the vectors Z and
(W1,W2/
√
2, . . . ,WD/
√
D) coincide in distribution. Indeed, as both are multi-
variate Gaussian vectors, all we have to check is that they share the same covari-
ances. For i > j
E
(
Wi√
i
Wj√
j
)
=
E(WiWj)√
ij
=
min{i, j}√
ij
=
√
j
i
,
and our claim is justified. Since lim infd→∞ Wd√d ≤ −T is a tail event, the Blumen-
thal 0 -1 law (see [57]) ensures that
P
({
lim inf
d→∞
Wd√
d
≤ −T
})
= 0 or 1.
By monotonicity, we have that
P
({
lim inf
d→∞
Wd√
d
≤ −T
})
= P
( ∞⋂
d=1
∞⋃
j=d
{
Wj√
j
≤ −T
})
= lim
d→∞
P
( ∞⋃
j=d
{
Wj√
j
≤ −T
})
≥ lim
d→∞
P
({
Wd√
d
≤ −T
})
= P ({W1 ≤ −T}) > 0.
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The last identity comes from the dilation invariance property:
P
({
Wd√
d
≤ −T
})
=
ˆ −T√d
−∞
e−pix2/d√
d
dx =
ˆ −T
−∞
e−piy
2
dy = P ({W1 ≤ −T}).
Hence,
P
({
lim inf
d→∞
Wd√
d
≤ −T
})
= 1.
Finally, given ε > 0, if D is large enough (only depending on ε and T )
|{x ∈ [0, 1]n : Mnµ(x) > L}| ≥ P ({ min
d=1...,D
Zτd ≤ −T})−
ε
2
= P
({
min
d=1,...,D
Wd√
d
≤ −T
})
− ε
2
≥ 1− ε,
for all large enough n (which we chose depending on D, ε and T ). Since ε > 0 is
arbitrary, the proposition is proved.
2.4 Quantitative bounds for the constants. Weak
Orlicz type inequalities.
In the previous section it was shown that C1,n grows to infinity with n, but no
estimates of the speed of the growth were given. A first and quite naı¨v look on
the original proof by J.M. Aldaz [3], replacing the Central Limit Theorem by the
Berry-Esse´en bounds, gives C1,n >
√
log n/ log log n. G. Aubrun [7] gave the
much sharper bound contained in the next theorem.
Theorem 2.8. For every ε > 0, there exists a constant Cε > 0 such that C1,n ≥
Cε(log n)
1−ε.
In this section we present an extension in the form of failure of the maximal
operator to be bounded on certain Orlicz spaces. Let us first define these spaces,
which are a generalization of Lp spaces. We will focus on the fact that they build
an intermediate scale between L1 and Lp with p > 1.
The Orlicz space LΦ(Rn) = LΦ consists of the measurable functions f for
which ˆ
Rn
Φ(|f(x)|) dx <∞, (2.4)
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where Φ : [0,∞) −→ [0,∞) is a convex and increasing function such that Φ(0) =
0 and for certain C > 0 one has Φ(2t) ≤ CΦ(t) for each t > 0. The integral in
(2.4) does not define a norm. However Orlicz spaces are Banach spaces with the
Luxembourg’s norm
‖f‖LΦ = inf
{
a > 0 :
ˆ
Rn
Φ
( |f(x)|
a
)
dx ≤ 1
}
.
We will use the notation ϕ(t) = Φ(t)/t. Note that ϕ is an increasing function.
To see this, suppose the converse, i.e. that there exist positive real numbers x and
y such that x < y but ϕ(x) > ϕ(y). By the convexity of Φ in [0, y] we have
Φ(t) ≤ (1− t/y)Φ(0) + (t/y)Φ(y) = tϕ(y) for each t ∈ [0, y]. If we take t = x
we arrive to the contradiction
Φ(x) ≤ xϕ(y) < xϕ(x) = Φ(x).
A typical example of an Orlicz space is the L logL space, which is an in-
termediate space between L1 and Lp with p > 1. Its associated function is
Φ(t) = t log+ t, with log+(x) = log x for x ≥ e and log+(x) = 1 for 0 ≤ x < e.
The usual example of a function in this space is
f(x) =
1
x log3(1/x)
χ(0,1/2)(x).
This function is integrable but does not belong to any Lp with p > 1. However
this function enjoys a better integrability than just being in L1 since f ∈ L logL,
i.e. ˆ
R
f(x) log+ f(x) dx <∞.
Given Φ as described above the operator Mn is known to be of weak type LΦ.
That means that for each f ∈ LΦ(Rn),
|{Mnf > λ}| ≤ A
ˆ
Rn
Φ
( |f(x)|
λ
)
dx, (2.5)
where A > 0 is a constant that does not depend on λ. We can prove the weak LΦ
boundedness from the weak L1 boundedness using Jensen Inequality as follows
|{Mnf > λ}| = |{Φ(Mnf/λ) > Φ(1)}| ≤ |{MnΦ(f/λ) > Φ(1)}|
≤ C1,n
Φ(1)
ˆ
Φ
( |f(x)|
λ
)
dx.
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The weak type LΦ constant, CΦn , is the least A > 0 for which (2.5) holds. Alter-
natively, CΦn can be defined as:
CΦn := sup
 |{Mnf > λ}|´
Rn Φ
(
|f(x)|
λ
)
dx
: f ∈ LΦ(Rn), λ > 0
 . (2.6)
Our result shows that for certain Orlicz spaces LΦ, the constants CΦn grows to
infinity with the dimension, and gives a lower bound for this growth related to the
function Φ defining the space.
Theorem 2.9. Let Φ be a function as above and write ϕ(t) = Φ(t)/t. If for some
ε > 0
ϕ(nn) = o
(
(log n)1−ε
)
, (2.7)
as n −→ ∞, then there exists a constant C > 0 only depending on ε such that
CΦn ≥ C
(log n)1−ε
ϕ(nn)
.
Remark 2.10. It is easy to check that the condition (2.7) is equivalent to
ϕ(n) = o
(
(log log n)1−ε
)
.
Roughly speaking, the result asserts that there is no dimension-free bound for the
weak type L(log logL)1−ε of the centred maximal operator associated with cubes,
for any ε > 0.
The proof of Theorem 2.9 is a generalization of the one of Theorem 2.8 given
in [7]. Instead of Dirac deltas we use approximations of the identity in the form
of characteristic functions of small cubes divided by their measures. Consider the
L∞(Rn) function
g =
∑
z∈Zn
L−nn χQ(z,Ln),
where 0 < Ln < 12 will be fixed later. The function g is an approximation to the
measure µ used previously.
The following lemma gives a method to obtain lower bounds for the growth of
CΦn .
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Lemma 2.11. Suppose that {an}n∈N is a positive sequence increasing to infinity
and that there exists a constant K ∈ (0, 1) such that
|{x ∈ [0, 1]n : Mng(x) > an}| ≥ K, (2.8)
for all n. Then if ϕ(nn) = o(an) as n → ∞, the constant CΦn grows to infinity
with the lower bound
CΦn ≥ K
an
ϕ(nn)
.
Theorem 2.9 will follow from the fact that an = (log n)α satisfies (2.8) for
each α < 1.
Proof of Lemma 2.11. For each N > 0 consider the function gN = gχ[−n,N+n]n .
By (2.6) we have the bound
CΦn ≥ sup
N∈N
|{x ∈ Rn : MngN(x) > an}|´
Rn Φ
(
|gN (x)|
an
)
dx
. (2.9)
For the denominator we have
ˆ
Rn
Φ
( |gN(x)|
an
)
dx = (N + 2n)n
ˆ
[−Ln/2,Ln/2]n
1
Lnnan
ϕ
(
1
Lnnan
)
dx
= (N + 2n)n
1
an
ϕ
(
1
Lnnan
)
.
We can take Ln = Q/(na
1/n
n ) with 0 < Q < 1 to be determined later and then
ϕ
(
1
Lnnan
)
= ϕ(Qnn) ≤ ϕ(nn).
As usual we can reduce the problem to the unit cube, as we can see in the
following
Lemma 2.12. Let λ > e, then
|{x ∈ Rn : MngN(x) > λ}| ≥ Nn|{x ∈ [0, 1]n : Mng(x) > λ}|.
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In view of the last Lemma, if an > e we obtain from (2.9)
CΦn ≥ sup
N∈N
Nn
(N + 2n)n
|{x ∈ [0, 1]n : Mng(x) > an}|
ϕ(nn)
≥ K sup
N∈N
Nn
(N + 2n)n
an
ϕ(nn)
.
Since supn∈NNn/(N + 2n)n = 1 we have
CΦn ≥ K
an
ϕ(nn)
.
Proof of Lemma 2.12. Fix N ∈ N. It it obvious that
{x ∈ Rn : MngN(x) > λ} ⊃ {x ∈ [0, N ]n : sup
0<t<n
ﬄ
Q(x,t)
gN > λ}.
In order to replace gN by g, note that mean values of g in very big cubes are close
to 1. Indeed, similarly as in (2.2) we have
sup
t≥s
 
Q(x,t)
g(x) dx ≤ sup
t≥s
(t+ 1)n
tn
= sup
t≥s
(
1 +
1
t
)n
≤
(
1 +
1
s
)n
≤ en/s.
(2.10)
Taking s = n
{x ∈ [0, N ]n : sup
0<t<n
ﬄ
Q(x,t)
gN > λ} = {x ∈ [0, N ]n : sup
0<t<n
ﬄ
Q(x,t)
g > λ}
= {x ∈ [0, N ]n : Mng(x) > λ}.
Since Mng is a Zn-periodic function
|{x ∈ [0, N ]n : Mng(x) > λ}| = Nn|{x ∈ [0, 1]n : Mng(x) > λ}|.
As we said before, to prove Theorem 2.9 we just need to check that an =
(log n)α with α < 1 satisfies estimate (2.8). The remaining of this chapter is de-
voted to that purpose. For this we will study the level sets of Mng in a similar way
as we did with the ones of Mnµ using Lemma 2.6. We begin with an arbitrary se-
quence {an}n∈N of positive numbers growing to infinity. Additional assumptions
will be added when needed.
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By the translation invariance of the underlying setting we can assume that
x ∈ [0, 1]n. Fix τ ∈ (0, 1), we shall say that a coordinate xi ∈ [0, 1] is ‘congruent’
with respect to the parameter τ if for each s ∈ N and k ∈ Z the intersection of the
intervals Q(xi, 1− τ) and Q(k, Ln) is either full or empty. Note that restricting to
s = 1 and k = 0, 1 does not change this definition.
0 1
Ln Ln
xi
Q(xi, 1−τ)
xi is ‘congruent’
0 1
Ln Ln
xj
Q(xj, 1−τ)
xj is ‘incongruent’
We will denote by Dn the subset of [0, 1]n with at least one ‘incongruent’
coordinate. In order to estimate |Dn|, note that if xj is ‘incongruent’ then xj ∈
[τ/2− Ln
2
, τ/2 + Ln
2
] ∪ [1− τ/2− Ln
2
, 1− τ/2 + Ln
2
]. Thus
|Dn| = 1− |[0, 1]n \Dn| ≤ 1− (1− 2Ln)n ≤ 2nLn, (2.11)
where the last inequality was obtained via Bernoulli’s inequality: (1 + x)k ≤
1 + kx, valid for each x ≥ −1 and k ∈ N.
Now we are ready to state the following analogue of Lemma 2.6
Lemma 2.13. Let δ > 0, there exists an A > 0 such that if x ∈ ETn,τ \ Dn and
σn,τ/T > A then
1
|Q(x, t)|
ˆ
Q(x,t)
g(x) dx ≥ e(1−δ)T 2/2,
for a certain t <
√
n/4T . This implies that
ETn,τ \Dn ⊂ {x ∈ [0, 1]n : Mng(x) > e(1−δ)T
2/2},
whenever σn,τ/T > A.
Proof. Consider x ∈ [0, 1]n \Dn, and s a positive integer. As x has only ‘congru-
ent’ coordinates, the cube Q(x, 2s − τ) contains exactly 2s mass cubes of g for
each given centred coordinate and at least 2s− 1 mass cubes for each non-centred
coordinate of x. Assuming that x has k centred coordinates, we haveˆ
Q(x,2s−τ)
g(x) dx ≥ (2s)k(2s− 1)n−k.
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If x ∈ Eτ,T , then k > ` = (1− τ)n+ Tσn,τ and
Mng(x) ≥ 1|Q(x, 2s− τ)|
ˆ
Q(x,2s−τ)
g(x) dx ≥ (2s)
k(2s− 1)n−k
(2s− τ)n
≥ (2s)
`(2s− 1)n−`
(2s− τ)n = H(s).
And now everything goes on exactly as in the proof of Lemma 2.6.
In view of Lemma 2.13, given a δ > 0 there exist an A > 0 such that
σn,τ0 > AT, (2.12)
guarantees that
ETn,τ0 \Dn ⊂ {x ∈ [0, 1]n : Mng(x) > e(1−δ)T
2/2},
Fix τ0 ∈ (0, 1/2). If τ0 ≤ τ ≤ 1 − τ0, then σn,τ ≥ σn,τ0 > AT , and then (2.12)
implies ⋃
τ0≤τ≤1−τ0
ETn,τ \Dn ⊂ {x ∈ [0, 1]n : Mng(x) > e(1−δ)T
2/2}.
Taking T = T (n) in such a way that
e(1−δ)T
2/2 ≥ an, (2.13)
we have ⋃
τ0≤τ≤1−τ0
ETn,τ \Dn ⊂ {x ∈ [0, 1]n : Mng(x) > an}.
All we need to show now is that for certain choices of τ0 = τ0(n) and T =
T (n) compatible with (2.12), (2.13) and an = (log n)α with α < 1, one has∣∣∣∣∣ ⋃
τ0≤u≤1−τ0
ETn,τ
∣∣∣∣∣ = P
(
inf
τ0≤τ≤1−τ0
αn,τ ≤ −T
)
> K, (2.14)
for some K > 0 not depending on n.
To see this, observe that by (2.11)
|{x ∈ [0, 1]n : Mng(x) > an}| ≥
∣∣∣∣∣ ⋃
τ0<τ<1−τ0
ETn,τ \Dn
∣∣∣∣∣
≥ K − 2nLn ≥ K − 2Qa−1/nn ≥ K/2,
84 CHAPTER 2. MAXIMAL FUNCTIONS ASSOCIATED TO CUBES
with an appropriate choice of Q, because an > 1 for large enough n.
To prove (2.14) we will use that αn,τ is an empirical process, and because of
this, it converges to a Brownian bridge as n tends to infinity. Let us explain briefly
the meaning of all these probabilistic concepts.
Let X1, X2, . . . be a sequence of independent and identically distributed ran-
dom variables. The associated empirical distribution function is defined for τ ≥ 0
by
Fn(τ) =
]{k : Xk ≤ τ}
n
=
1
n
n∑
k=1
Ik,τ ,
where Ik,τ = χ{Xk≤τ}. This variable follows a Bernoulli distribution of parameter
F (τ) for certain F (τ) independent of k. An empirical process is a process of the
form
Gn,τ =
√
n(Fn(τ)− F (τ)).
By the Central Limit Theorem Gn,τ converges in distribution to a normal variable
with expectation 0 and variance F (τ)(1 − F (τ)). Indeed, as we will later see,
Gn,τ converges to a process related to the Brownian motion.
The relation to our problem is easy to see. Recall that
√
τ(1− τ)αn,τ =
√
n
(
1
n
n∑
k=1
Uk,τ − τ
)
,
where each Uk,τ is an independent copy of Uτ , that follows a Bernoulli distribu-
tion of parameter τ . Taking X1, X2, . . . uniformly distributed over the interval
[0, 1], we would have that each Ik,τ coincides in distribution with Uk,τ and that
F (τ) = τ . Hence,
√
τ(1− τ)αn,τ and Gn,τ =
√
n(Fn(τ) − τ) also share the
same distribution.
Now we define the Brownian bridge. Let {Wt}t≥0 be the standard Brownian
motion. We call Brownian bridge the process defined by
Bt := Wt |W1 = 0,
for 0 ≤ t ≤ 1. This means that we consider only the realisations of the Brownian
motion with value 0 at the time-point 1. The Brownian bridge can be represented
in terms of the Brownian motion by
Bt = Wt − tW1,
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for 0 ≤ t ≤ 1. For the same range of t another possible representation is
Bt = (1− t)Wt/(1−t). (2.15)
Then Bt is almost surely continuous on t. Moreover, for each t ≥ 0 the variable
Bt has a normal distribution, E(Bt) = 0 and for each s ≥ 0 one has E(BsBt) =
min{s, t} − st. See [15] or [57] for more details.
Donsker Theorem [24] (see also [9] or [79]) roughly asserts that an empirical
process of the form Gn,τ converges in distribution as n tends to infinity towards
the process given by BF (τ), where B denotes the Brownian bridge. Hence αn,τ
converges in distribution to the process Bτ/
√
τ(1− τ). However Donsker The-
orem needs some subtle considerations and does not contain any bound of the
speed of convergence. We will employ instead the quantitative version of the the-
orem due to J. Komlo´s, P. Major and G. Tusna´dy [45], in the form presented by J.
Bretagnolle and P. Massart in [16]:
Theorem 2.14. Let {Xk}k∈N be a sequence of independent random variables uni-
formly distributed over the interval [0, 1]. For each τ ∈ [0, 1] and k ∈ N consider
Ik,τ = χ{Xk≤τ}. For each n ∈ N call
Gn,τ :=
1√
n
n∑
k=1
(Ik,τ − τ).
For each n there exist a Brownian bridge {Bn,τ}0≤τ≤1 such that for any x > 0
P
(
sup
0≤τ≤1
|Gn,τ −Bn,τ | ≥ x+ 12 log n√
n
)
≤ 2 e−x/6.
We will take βn,τ = Bn,τ/
√
τ(1− τ) where Bn,t for 0 ≤ t ≤ 0 is the Brown-
ian bridge given by the previous theorem. Writing T = a − b where a and b will
be chosen later one has
P0 := P
(
inf
τ0≤τ≤1−τ0
αn,τ ≤ −T
)
= P
(
inf
τ0≤τ≤1−τ0
αn,τ − βn,τ + βn,τ ≤ b− a
)
≥ P
({
sup
τ0≤τ≤1−τ0
αn,τ − βn,τ ≤ b
}
∩
{
inf
τ0≤τ≤1−τ0
βn,τ ≤ −a
})
≥ P1 − P2,
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where
P1 = P
(
inf
τ0≤τ≤1−τ0
βn,τ ≤ −a
)
,
P2 = P
(
sup
τ0≤τ≤1−τ0
|αn,τ − βn,τ | ≥ b
)
.
By Theorem 2.14 taking
b =
x+ 12 log n√
nτ0(1− τ0)
,
we have
P1 ≤ P
(
sup
τ0≤τ≤1−τ0
|Gn,τ − Bn,τ |√
τ(1− τ) ≥
x+ 12 log n√
nτ0(1− τ0)
)
≤ P
(
sup
τ0≤τ≤1−τ0
|Gn,τ − Bn,τ | ≥ x+ 12 log n√
n
)
≤ 2 e−x/6,
which we can make as small as needed just by taking x large enough. We estimate
the other term with the following version of the iterated logarithm law appeared
in [7].
Lemma 2.15. Let Bt for 0 ≤ t ≤ 1 be a Brownian bridge. If 0 < η < 2, there
exists a positive constant Cη so that for whenever 0 < t0 < 1/ee,
P
(
sup
t0≤t≤1−t0
Bt√
t(1− t) ≥
√
η log log(1/t0)
)
> Cη.
Then, taking a =
√
η log log 1/τ0 we get
P2 = P
(
sup
τ0≤τ≤1−τ0
βn,τ ≥ a
)
= P
(
sup
τ0≤τ≤1−τ0
Bτ√
τ(1− τ) ≥
√
η log log(1/τ0)
)
≥ Cη.
To finish, we have to choose carefully the values of the several parameters in-
volved.
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Given 1 < η < 2 (which we are interested in taking very close to 2), the value
of Cη is determined. We first choose x large enough for 2e−x/6 ≤ Cη/2 to hold.
In this way we get ∣∣∣∣∣ ⋃
τ0≤τ≤1−τ0
ETn,τ
∣∣∣∣∣ > Cη2 .
But we have to be careful to restrict ourselves to large enough values of n in order
to make b small and have a− b close to a in the sense that
a− b ≥
√
γ log log 1/τ0,
where γ = 2η− 2 (in general we could take any γ such that γ < η and that γ → 2
as η → 2). It is necessary that a − b ≥ T and that condition (2.13) holds. The
latter is equivalent to
T ≥
√
2
1− δ log an.
It would be enough if we could choose a− b and T so that
a− b ≥
√
γ log log 1/τ0 ≥ T ≥
√
2
1− δ log an.
For this it is necessary that
√
γ log log 1/τ0 ≥
√
2
1− δ log an,
or equivalently that
τ0 ≤ exp(−a2/γ(1−δ)n ).
On the other hand, since τ0 ∈ (0, 1/2), condition (2.12) is equivalent to
τ0 ≥ C log an
n
,
for some absolute constant C > 0. Thus, the sequence {an} has to verify
C
log an
n
≤ τ0 ≤ exp(−a2/γ(1−δ)n ). (2.16)
This will determine the maximal growth for {an}. If an = (log n)α for some
α > 0 we have
exp(−a2/γ(1−δ)n ) = exp(−(log n)2α/γ(1−δ)−1 log n) = n−`n ,
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where `n = (log n)2α/γ(1−δ)−1. Now (2.16) reads
Cα
log log n
n
≥ n−`n ,
and holds for large enough n if and only if `n = (log n)2α/γ(1−δ)−1 < 1. This
implies that 2α/γ(1− δ)− 1 < 0, i.e.
α <
γ(1− δ)
2
.
This means that α < 1 necessarily, but we can make it as close to 1 as wanted by
taking γ and δ close enough to 2 and to 0 respectively.
This finishes de proof of Theorem 2.9.
Chapter 3
On centred maximal functions
associated to general measures.
Throughout the remaining part of this work we will mostly study maximal func-
tions on Euclidean balls when the underlying measure is not that of Lebesgue.
To that end, let us define for a Radon measure µ in Rn its associated maximal
function as
Mµg(x) := sup
R>0
µ(B(x,R))>0
1
µ(B(x,R))
ˆ
B(x,R)
|g(y)| dµ(y).
Since we are considering centred maximal operators, the boundedness on Lp(µ)
for p > 1 and the weak boundedness on L1(µ) are out of the question. Very little
is known about the dependency with the dimension of these bounds. In fact, by
using the standard Besicovitch covering Lemma to prove these estimates we can
only ensure that the growth of this constants is at most exponential.
We will restrict our attention to maximal operators associated to rotation in-
variant measures. When µ is the Lebesgue measure, we know by work of M.T.
Mena´rguez and F. Soria [54] (see also Chapter 1) that the action of the maximal
function on radial functions is weakly bounded on L1 independently of the di-
mension. If µ is a radially increasing measure (in the sense that µ(B(x,R)) ≤
µ(B(y,R)) if |x| ≤ |y|) the argument applies and the same can be proved. This
was pointed out by A. Infante [44].
For finite measures µ with a bounded density J.M. Aldaz proved that the weak
L1(µ) norm of Mµ grows exponentially with n with a lower bound independent
of µ. Here we present an extension of this last result.We show that, if in addition
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the density of µ is radially decreasing, for a small range of p above 1 (1 < p < p0
with p0 ≈ 1.005), the Lp(µ) norm of Mµ grows exponentially to infinity with
lower bounds independent of µ. This is true even when restricting the action to
radially decreasing functions.
It is natural to ask ourselves how sharp the value of p0 is. We will see that
the same technique applied to some concrete families of measures gives the result
for slightly higher values of p0. The study of these measures shows however the
limitation of the method since, as we will see, the values of p0 that one can obtain
in this way cannot exceed 1.049.
3.1 Besicovitch covering lemma and the bounded-
ness of centred maximal functions.
This section deals with some general facts concerning maximal operators associ-
ated to some given measures. Let µ be a Radon measure in Rn. With the above
notation it is obvious to see that
‖Mµg‖L∞(µ) ≤ ‖g‖L∞(µ). (3.1)
For 1 ≤ p <∞ we have the following
Theorem 3.1. Let µ be a Radon measure in Rn and Mµ the associated maximal
operator. Then we have the following bounds
µ ({y ∈ Rn : Mµg(y) > λ}) ≤ c
λ
‖g‖L1(µ), (3.2)
‖Mµg‖Lp(µ) ≤ C‖g‖Lp(µ), for 1 < p <∞, (3.3)
This is a consequence of the following lemma due to Besicovitch. We say that
a family F of balls is a Besicovitch covering of a set E ⊂ Rn if each point of E
is the centre of a ball of F .
Theorem 3.2 (Besicovitch covering Theorem). Let n ∈ N and E be a bounded
subset of Rn. There exists an integer bn only depending on n, such that if F is
a Besicovitch covering of E, one can cover E with at most bn subfamilies of F ,
namely A1, . . . , Abn , each one consisting of pairwise disjoint balls.
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An elegant proof of this result can be found in [43]. Theorem 3.1 follows from
this in a standard way.
Denote by cµ,1 andCµ,p, respectively, the best constants in (3.2) and in (3.3). A
natural question in this context is that of determining whether there are bounds in-
dependent of the dimension for these constants. In the proof of Theorem 3.1 by the
Besicovitch covering lemma one gets cµ,1 ≤ bn. Z. Fu¨redi and P.A. Loeb proved
that for balls given by arbitrary norms bn ≤ (2.691 + o(1))n; in the particular case
of Euclidean balls it was obtained by J.M. Sullivan [76] that bn ≤ (2.641+o(1))n.
This settles that c1,µ grows at most exponentially with the dimension.
The same can be said for the constants Cµ,p for 1 < p < ∞, since by the
Marcinkiewicz interpolation Theorem
Cµ,p ≤ 2
(
p
p− 1
)1/p
c
1/p
µ,1 ≤ 2
(
p
p− 1
)1/p
b1/pn .
In the sequel, it will be very convenient to consider instead of (3.3) the weak
Lp(µ) bounds
µ {(y : Mµg(y) > λ)}1/p ≤ c
λ
‖g‖Lp(µ), λ > 0.
The best constant in this inequality, cµ,p, satisfies
Cµ,p ≥ cµ,p ≥ λ µ({y ∈ R
n : Mµg(y) ≥ λ})1/p
‖g‖Lp(µ) , (3.4)
for all λ > 0 and all g ∈ Lp(µ), with g 6= 0. We will bound Cµ,p from below by
means of these two inequalities. Although Cµ,p might be significantly larger than
cµ,p, they cannot have a very different behaviour with respect to the dimension.
Indeed, if cµ,p is bounded uniformly in the dimension, then by real interpolation
Cµ,q is also bounded with respect to the dimension for all q > p.
The upper bound cµ,p ≤ b1/pn is obtained from Jensen inequality as follows
µ {(y : Mµg(y) > λ)} = µ {(y : Mµg(y)p > λp)}
≤ µ {(y : Mµ(gp)(y) > λp)}
≤ bn
λp
‖gp‖L1(µ) = bn
λp
‖g‖pLp(µ).
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3.2 Maximal operators associated to finite and radi-
ally decreasing measures
In this section we will present negative results for the uniform bound of the weak
Lp constants of maximal operators, as the dimension goes to infinity. We start
with the following result by J.M. Aldaz [2]:
Theorem 3.3. Let µ be a finite measure in Rn with a bounded density. Then one
has
cµ,1 ≥ C
(
2√
3
)n/6
,
where C > 0 is an absolute constant depending neither on µ nor on the dimension
n.
This says that the best constants in the weak L1 bounds grow exponentially to
infinity with the dimension and so, roughly speaking, Besicovitch covering lemma
gives the best result we can hope. In particular, we see that Theorem 1.16 by E.M.
Stein and J.O. Stro¨mgerg is not valid in this context. We present the following
extension of Theorem 3.3 to the weak type Lp for values of p greater than 1, that
originally appeared in [21].
Theorem 3.4. There exists a p0 > 1 such that for each p in the range 1 ≤ p < p0,
we can find a constant ap > 1, depending only on p so that for each finite measure
µ in Rn with a bounded and radially decreasing density one has
cµ,p ≥ anp .
Obviously, since Cµ,p ≥ cµ,p, we have the same bound for the best constants
in the strong Lp(µ) bounds. This shows that Theorem 1.13 by E.M. Stein does not
hold for general measures.
Denote by Br the ball with radius r centred at the origin, and let χr = χBr be
its characteristic function. The starting point in the proof of Theorem 3.4 is the
following proposition.
Lemma 3.5. Let µ be a rotation-invariant Radon measure in Rn. Then for each
x ∈ Rn and r, R > 0 such that µ(B(x,R)) > 0, we have that
cµ,p ≥Mµχr(x)
(
µ(B|x|)
µ(Br)
)1/p
≥ µ(B(x,R) ∩Br)
µ(B(x,R))
(
µ(B|x|)
µ(Br)
)1/p
=: Tµ,p(x, r).
(3.5)
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In order to show this proposition we will use the following result, valid for a
general measure µ.
Lemma 3.6. Let µ be a Radon measure on Rn. Then the maximal function Mµχr
is decreasing on each ray from the origin. That is, for any x ∈ Rn and y = αx
with 0 < α < 1 we have that
Mµχr(x) ≤Mµχr(y). (3.6)
Proof that Lemma 3.6 implies Lemma 3.5. The first inequality in (3.5) follows if
we let g = χr and λ = Mµχr(x) in (3.4), since Lemma 3.6 implies thatMµχr(y) ≥
Mµχr(x) for any y ∈ B|x|. and as a consequence B|x| ⊂ {y : Mµχr(y) ≥
Mµχr(x)}. For the second inequality, just realise that Mµχr(x) is greater than or
equal to any integral mean around x.
Proof of Lemma 3.6. First we discard the trivial case when y ∈ Br, since then
Mµχr(y) = 1 and we always have Mµχr(x) ≤ 1. Assume that y and (conse-
quently) x are not in Br. It would be enough to show that for each R > 0 we can
find a T > 0 such that
µ(B(x,R) ∩Br)
µ(B(x,R))
≤ µ(B(y, T ) ∩Br)
µ(B(y, T ))
.
Take T so that B(y, T ) is the minimal ball centred at y containing B(x,R) ∩ Br.
We call
A = µ(B(y, T ) \B(x,R)), B = µ(B(x,R) ∩Br),
C = µ(B(y, T ) \Br), D = µ(B(x,R) \B(y, T )).
0
x
y
A
B
C
D
Br
B(x,R)
B(y, T )
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Now it is clear that
µ(B(x,R) ∩Br)
µ(B(x,R))
=
B
B + C +D
≤ B
B + C
≤ A+B
A+B + C
=
µ(B(y, T ) ∩Br)
µ(B(y, T ))
.
Remark 3.7. In order to obtain lower bounds for cµ,p using Lemma 3.5, there is
no point in considering the case |x| ≤ r, since it will never lead to a lower bound
greater than 1. If |x| ≤ r, the inclusions Br ⊂ B(x, |x| + r) and B|x| ⊂ Br lead
to
Tµ,p(x, r) =
µ(Br)
µ(B(x, |x|+ r))
(
µ(B|x|)
µ(Br)
)1/p
≤ 1.
Proof of Theorem 3.4. Consider r > 0 and x ∈ Rn so that |x| > r. It is obvious
that
Mµχr(x) ≥ µ(B(x, |x|+ r) ∩Br)
µ(B(x, |x|+ r)) =
µ(Br)
µ(B(x, |x|+ r)) .
Then, by Proposition 3.5 we have
cµ,p ≥ Tµ,p(x, r) = µ(Br)
µ(B(x, |x|+ r))
(
µ(B|x|)
µ(Br)
)1/p
=
µ(B|x|)
µ(B(x, |x|+ r))
(
µ(Br)
µ(B|x|)
)1−1/p
.
By hypothesis, we can write dµ(y) = f(|y|) dy, where f is a decreasing function
along [0,∞). Hence, setting λ := r/|x|,
µ(B|x|)
µ(Br)
=
´ |x|
0
f(s)sn−1 ds´ r
0
f(s)sn−1 ds
= 1 +
´ |x|
r
f(s)sn−1 ds´ r
0
f(s)sn−1 ds
≤ 1 +
´ |x|
r
f(r)sn−1 ds´ r
0
f(r)sn−1 ds
= 1 +
|x|n − rn
rn
= λ−n. (3.7)
Now we compare the µ measures of B(x, |x| + r) and B|x|. For this, we split
B(x, |x|+ r) into two disjoint pieces
D := B(x, |x|+ r) ∩B|x|,
E := B(x, |x|+ r) \B|x|,
and work on them separately.
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0
x
Br
B|x|
B(x, |x|+ r)
βλ
|x|+ r |x|
|x|
We denote by βλ, the angle between the segment that connects the origin with
x and the one that connects the origin with any point in ∂B(x, |x| + r) ∩ δB|x|.
The cosine law applied to the triangle whose vertices are the origin, x and a point
in ∂B(x, |x|+ r) ∩ ∂B|x| yields
cos βλ = 1− (1 + λ)
2
2
.
The notation βλ is very convenient because λ (conversely to |x| or r) will be an
invariant respect to n.
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0
x
Br
B|x|
B(x, |x|+ r)
βλ
z
ρ
|x|
z = cos βλ x,
ρ = sin βλ |x|.
B(z, ρ)
Observe that the maximal diameter of D is |x| sin βλ and that D is contained
in B(x cos βλ, |x| sin βλ). Then, using that µ is radially decreasing we have
µ(D) ≤ µ(B(x cos βλ, |x| sin βλ)) ≤ µ(B|x| sinβλ). (3.8)
The function u : s 7→ µ(Bs sinβλ)/µ(Bs) tends to 1 as s tends to infinity and by
Lebesgue differentiation Theorem
lim
s→0
u(s) = lim
s→0
´
Bs sinβλ
f(y) dy
|Bas sinβλ |
|Bs sinβλ|
|Bs|
|Bs|´
Bs
f(y) dy
= f(0)(sin βλ)
n 1
f(0)
= (sin βλ)
n.
As u is continuous, it is possible to find an s so that u(s) = (sin βλ)kn for a
k ∈ (0, 1) that will be determined later. So there exists an x ∈ Rn such that
µ(B|x| sinβλ) = (sin βλ)
knµ(B|x|). (3.9)
For E we proceed as follows. We impose λ <
√
2 − 1 in order to have
cos βλ > 0. We define the cone F = {y ∈ Rn : 〈x, y〉 ≥ cos βλ |x||y|} ⊃ E.
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0
x
Br
B|x|
B(x, |x|+ r)
βλ
Integrating in spherical coordinates
µ(E) ≤ µ(F ∩B2|x|+r \B|x|) =
ˆ 2|x|+r
|x|
∣∣∣F ∩ ∂Bs∣∣∣
n−1
f(s) ds
=
ˆ 2|x|+r
|x|
ωn−2
ˆ βλ
0
(s sin θ)n−2s dθf(s) ds
≤ ωn−2
cos βλ
ˆ 2|x|+r
|x|
ˆ βλ
0
(sin θ)n−2 cos θ dθ f(s)sn−1 ds
=
ωn−2
cos βλ
(sin βλ)
n−1
n− 1
ˆ 2|x|+r
|x|
f(s)sn−1 ds.
Using inequality (7) the last quantity above is less than or equal to
1√
2pi(n− 2)
(sin βλ)
n
sin βλ cos βλ
µ(B2|x|+r \B|x|).
As 0 < sin βλ < 1, for
γ = − log(2 + λ)
log sin βλ
,
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we have (sin βλ)−γ|x| = 2|x| + r. We can assume that |x| is the maximal radius
for which (3.9) holds, and then writing ` = dγe
µ(B2|x|+r) = µ(B|x|(sinβλ)−γ ) ≤ µ(B|x|(sinβλ)−`) ≤ (sin βλ)−`knµ(B|x|).
Summarising, we have obtained
µ(E) ≤ 1√
2pi(n− 1)
(sin βλ)
n(1−`k)
sin βλ cos βλ
µ(B|x|),
which together with (3.8) and (3.9) gives
µ(B|x|)
µ(B2|x|+r)
≤ µ(B|x|)
µ(D) + µ(E)
≤ 1
Q(sin βλ)n(1−`k) + (sin βλ)nk
,
where Q = (
√
2pi(n− 1) sin βλ cos βλ)−1 n→∞−→ 0. The last quantity in the previ-
ous inequality attains its maximal growth with respect to n when the two terms in
the denominator are of the same exponential size, that is when 1 − `k = k. This
fixes k = 1/(1 + `), and consequently |x| is fixed too by the condition of being
the maximal radius for which equality (3.9) is verified. Now
cµ,p ≥ Tµ,p(|x|, r) = µ(B|x|)
µ(B(x, |x|+ r))
(
µ(Br)
µ(B|x|)
)1/p′
≥ 1
1 +Q
(
λ1/p
′
(sin βλ)k
)n
.
Observe that, although |x| (and consequently r) can change with the dimension
(see remark 3.9) and with µ, it is possible to choose a universal λ so that none
of k, ` or βλ depend on n. The constant cµ,p will grow exponentially with the
dimension if
λ1/p
′
(sin βλ)k
> 1,
and this is equivalent to
p′ >
log λ
k log sin βλ
.
Thus, we are done by taking p0 so that
p′0 = inf
0<λ<
√
2−1
log λ
k log sin βλ
.
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The analytic computation of p0 is rather complicated. By a numerical estimate
via MATLAB we obtained p0 ≈ 1.005274.
Remark 3.8. Note that in the previous proof the finiteness of µ was only used
to ensure that lims→∞ u(s) = 1, and that the boundedness of the density f was
only necessary to have lims→0 u(s) = (sin βλ)n. It is natural to think that these
assumptions can be replaced by milder ones with the same effect. This was men-
tioned in [2], and used explicitly in [4]. We will comment in more detail the results
of this last paper at the end of this section and in the following ones.
Remark 3.9. It is interesting to make the following observations about the radii
chosen above. Let f : R+ → R+ be a decreasing function such that all the
measures dµn = f(|x|) dx are finite on Rn. Fixing λ and taking βλ as in the
previous proof, we take xn ∈ Rn as one of the vectors x with maximal modulus
for which (3.9) holds for µn in Rn. The observation is that this modulus does not
shrink to 0 as the dimension grows. In fact, given R > 0 such that f(R) > 0,
using that f is decreasing
µ(BsinβλR)
µ(BR)
=
´ sinβλ
0
f(s)sn−1 ds´ R
0
f(s)sn−1 ds
≤ f(0)
´ R sinβλ
0
sn−1 ds
f(R)
´ R
0
f(s)sn−1 ds
=
f(0)
f(R)
(sin βλ)
n,
and this last amount is smaller than (sin βλ)nk for large n. Thus, for (3.9) to hold
in Rn for such n, it is necessary to take |xn| > R. In particular, if f has compact
support, then
lim inf
n→∞
|xn| ≥ max
R∈suppf
R;
and, if the support of f is unbounded, then limn→∞ |xn| =∞.
Another observation is that f(|xn|) decreases exponentially. To see this, ob-
serve that by the definition of xn and the decreasing property of f
(sin βλ)
nk =
µ(Bsinβλ|xn|)
µ(B|xn|)
≤ f(0)
f(|xn|)(sin βλ)
n.
Hence, we obtain f(|xn|) ≤ f(0)(sin βλ)n(1−k) as wanted.
Remark 3.10. Note that since the chosen test functions are of the form χr, we
have proved indeed that, for 1 ≤ p < p0, the best constants in the weak-type
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Lp(µ) are unbounded even when restricting the action to radially decreasing func-
tions. Recall that the centred maximal operators on Euclidean balls associated to
Lebesgue measure admits dimension-free weak L1 estimates when acting on ra-
dial functions, as was shown by M.T. Mena´rguez and F. Soria in [54] (see Chapter
1). With the arguments of [54], A. Infante [44] has shown that Mµ has the same
behaviour on radial functions when µ is given by a radial non-decreasing density.
3.3 Concrete examples. The scope of the method.
The bound of p0 obtained (p0 ≥ 1.005274) in the proof of Theorem 3.4 for general
measures is rather disappointing. One would expect that better estimates may
hold for concrete families of measures. This will be exploited in the next Chapter.
Before doing that, it is worth pointing out that with the arguments reflected in
Theorem 3.4 there is little room for improvement.
In order to see this, recall that the starting point in our reasoning was the bound
cµ,p ≥ Tµ,p(x, r).
Then for p ∈ [1, p0) and each n ∈ N we can find xn ∈ Rn and rn so that
Tµ,p(xn, rn) grows to infinity as n → ∞. We will show, in the two examples
that follow in this section, that is not true in general for slightly larger values of p.
3.3.1 The Gaussian measure.
Consider γn as the Gaussian measure over Rn, given by the density γn(x) =
e−pi|x|2 .
Proposition 3.11. Set Tn :=
√
(n− 1)/2pi. Then, there exist exponents p1 >
p0 > 1, with approximate values p0 ≈ 1.011871 and p1 ≈ 1.049427 such that
(i) for each p ∈ [1, p0) there exists an ap > 1 only depending on p and se-
quences {xn}n∈N, {rn}n∈N such that cγn,p ≥ Tγn,p(xn, rn) ≥ anp .
(ii) for each p > p1, given any choice of xn ∈ Rn and rn > 0, one has
Tγn,p(xn, rn) ≤ Cp for some Cp > 0 depending only on p.
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Part (i) of the proposition shows a better estimate of the exponent p for γn
with regards to the one obtained in Theorem 3.4. Part (ii), on the other hand,
shows that the method used so far has a strong limitation. This will be clarified in
Chapter 4.
Before proving this result we will comment on some properties of the Gaus-
sian measure that will be used here and in the next chapter.
By an integration in polar coordinates the Gaussian measure of a centred ball
BR can be written as
γn(BR) = ωn−1
ˆ R
0
e−pis
2
sn−1 ds.
An elementary study of the functionG(s) := e−pis2sn−1 yields thatG is increasing
in the interval (0, Tn) and decreasing in (Tn,∞), where T =
√
(n− 1)/2pi.
Lemma 3.12. Letting 0 < R < Tn, we have
e−piR
2|BR| ≤ γn(BR) ≤ ne−piR2|BR|.
Proof. The first inequality is very easy
γn(BR) =
ˆ
BR
e−pi|y|
2
dy ≥
ˆ
BR
e−piR
2
dy = e−piR
2|BR|.
For the second one we write the γn measure of BR as the integral of G and use
that G is decreasing in (0, Tn)
γn(BR) = ωn−1
ˆ R
0
G(s) ds ≤ ωn−1
ˆ R
0
G(R) ds
= ωn−1e−piR
2
Rn = ne−piR
2|BR|.
Moreover it is also easy to see that G is concave in the interval (T−n , T
+
n ) and
convex in (0, T−n ) and in (T
+
n ,∞), where
T±n =
√
2n− 1±√8n− 7
4pi
.
An essential part of the mass of γn is concentrated around the sphere of radius Tn.
Indeed we have
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Lemma 3.13. For n large enough, we have that γn(BTn \BT−n ) > 1/5.
Proof. Since G(s) = e−pis2sn−1 is decreasing in (0, Tn)
γn(BTn \BT−n ) = ωn−1
ˆ Tn
T−n
G(s) ds ≥ ωn−1
ˆ Tn
T−n
G(T−n ) ds
= ωn−1G(T−n ) (Tn − T−n ).
It is enough to see that
lim
n→∞
ωn−1G(T−n )(Tn − T−n ) ≥ 1/5.
We can calculate
Tn − T−n =
T 2n − (T−n )2
Tn + T−n
=
1 +
√
8n− 7
4pi√
n− 1
2pi
+
√
2n− 1√8n− 7
4pi
n−→∞−→ 1
2
√
pi
.
Using the Stirling Formula
Γ(t) =
√
2pi
t
(
t
e
)t
(1 +O(1/t)),
it follows that
ωn−1 =
2pin/2
Γ(n/2)
= (1 +O(1/n))
√
2e
e−(n−1)/2(
2pi
n
)(n−1)/2 .
Note that
e−(n−1)/2 e−pi(T
−
n )
2
= e(−1+
√
8n−7)/4.
We write
(T−n )
n−1( n
2pi
)(n−1)/2 = (1− 1 +√8n− 72n
)(n−1)/2
= (1− h)n/2−1/2,
where
h =
1 +
√
8n− 7
2n
.
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Recall that if h > 0, then
e1+h/2 ≤ (1− h)−1/h ≤ e1+h/2+h2/(2−2h).
If 0 < h < 1/2 this implies that (1−h)1/h ≤ e−1−h/2−h2 . Hence, for large enough
n we have
(1− h)n/2 ≥ exp
(
−1 +
√
8n− 7
4
− (1 +
√
8n− 7)2
16n
− (1 +
√
8n− 7)3
16n2
)
.
Thus,
lim
n→∞
ωn−1G(T−n ) ≥
(
2
e
)1/2
.
and putting everything together we have
lim
n→∞
ωn−1G(T−n ) (Tn − T−n ) ≥ (2epi)−1/2 > 1/5.
Now we are prepared to demonstrate Proposition 3.11.
Proof of Proposition 3.11. First, let us show why the only case that we have to
study is the one that 0 < rn < |xn| ≤ Tn and λ = rn/|xn| <
√
2 − 1. In
view of Remark 3.7 there is no point in considering rn ≥ |xn|. Moreover, taking
|xn| > Tn implies no worthy improvement compared with the choice |xn| = Tn.
Assume that |xn| > Tn and call yn = Tnxn/|xn|. In view of Lemma 3.13, for large
n we have γn(B|yn|) ≤ 1 ≤ 5γn(BTn). This and the inclusion B(xn, |xn|+ rn) ⊃
B(yn, |yn|+ rn) imply
Tγn,p(xn, rn) =
γn(Brn)
γn(B(xn, |xn|+ rn))
(
γn(B|xn|)
γn(Brn)
)1/p
≤ 51/p γn(Brn)
γn(B(yn, |yn|+ rn))
(
γn(B|yn|)
γn(Brn)
)1/p
= 51/pTγn,p(yn, rn).
If λ ≥ √2 − 1, then βλ ≥ pi/2. This means that B(xn, |xn| + rn) contains more
than half of B|xn|, and so γn(B(xn, |xn| + rn)) ≥ γn(B|xn|)/2, which together
with Brn ⊂ B|xn| gives
Tγn,p(xn, rn) =
γn(B|xn|)
γn(B(xn, |xn|+ rn))
(
γn(Brn)
γn(B|xn|)
)1/p′
≤ 2.
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Hence, we assume that |xn| = ξTn and rn = rTn for certain 0 < r < ξ ≥ 1
satisfying λ = r/ξ <
√
2− 1. We begin showing (ii). By Lemma 3.12, fixing λ,
we have
γn(Brn)
γn(B|xn|)
≤ n e
−pir2n|Brn|
e−pi|xn|2 |B|xn||
= ne(ξ
2−r2)(n−1)/2λn
≤ Cn
(
e(ξ
2−r2)/2λ
)n
≤ Cn
(
e(1−λ
2)/2λ
)n
(3.10)
We call F the cone in Rn with axis direction xn and angle βλ, i.e. F = {y ∈ Rn :
〈xn, y〉 ≥ cos βλ|xn||y|}. We have B|xn| ∩ F ⊂ B(xn, |xn| + rn). Integrating in
spherical caps where the density is constant
γn(B(xn, |xn|+ rn)) ≥ γn(B|xn| ∩ F )
=
ˆ |xn|
0
e−pis
2
ˆ βλ
0
ωn−2(s sin θ)n−2s dθ ds
≥ ωn−2
ˆ |xn|
0
ˆ βλ
0
(sin θ)n−2 cos θ dθ e−pis
2
sn−1 ds
=
ωn−2
n− 1
(sin βλ)
n
sin βλ
ˆ |xn|
0
e−pis
2
sn−1 ds
≥ 1√
2pi(n− 1)
(sin βλ)
n
sin βλ
γn(B|xn|), (3.11)
where for the last inequality (7) was used. Now using (3.10) and (3.11) we have
Tγn,p(xn, rn) =
γn(B|xn|)
γn(B(xn, |xn|+ rn))
(
γn(Brn)
γn(B|xn|)
)1/p′
≤
√
2pi(n+ 1) sin βλn
1/p′
(
(e(1−λ2)/2λ)1/p′
sin βλ
)n
.
We can ensure the uniform boundedness of this last term for a fixed λ ∈ (0,√2−
1) if we had
(e(1−λ2)/2λ)1/p′
sin βλ
< 1.
This condition is equivalent to
p′ <
(1− λ2)/2 + log λ
log sin βλ
.
Then for every p > p1, where p1 is such that
p′1 = inf
0<λ<
√
2−1
(1− λ2)/2 + log λ
log sin βλ
,
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there exists a constant Cp > 0 so that Tγn,p(xn, rn) < Cp. A numerical estimate
using MATLAB yields p1 ≈ 1.04942.
Now we turn to the proof of (i). We will bound from below
Tγn,p(xn, rn) =
γn(B|xn|)
γn(B(xn, |xn|+ rn))
(
γn(Brn)
γn(B|xn|)
)1/p′
.
By Lemma 3.12 we have
γn(Brn)
γn(B|xn|)
≥ e
−pir2nrnn
n e−pi|xn|2|xn|n = e
(ξ2−r2)(n−1)/2λn ≥ C
n
(
e(ξ
2−r2)/2λ
)n
. (3.12)
For B(xn, |xn| + rn) we consider the same partition as we did in the proof of
Theorem 3.4:
D = B(xn, |xn|+ rn) ∩B|xn|,
E = B(xn, |xn|+ rn) \B|xn|.
With the same reasoning that led to (3.8) together with Lemma 3.12 we obtain
that
γn(D) ≤ γn(B|xn| sinβλ) ≤ n e−pi(|xn| sinβλ)
2
(|xn| sin βλ)n|B1|
= ωn−1 e(ξ sinβλ)
2/2
(
Tn e−(ξ sinβλ)
2/2 ξ sin βλ
)n
. (3.13)
Recall that for the cone F defined before
E ⊂ B2|xn|+rn \B|xn| ∩ F.
Integrating in spherical caps
γn(E) ≤ γn(F ∩B2|xn|+rn \B|xn|) =
ˆ 2|xn|+rn
|xn|
|∂Bs ∩ F |n−1 e−pis
2
ds.
We have
|∂Bs ∩ F |n−1 = sn−1
∣∣Sn−1 ∩ F ∣∣
n−1 = s
n−1
ˆ βλ
0
∣∣sin θSn−2∣∣
n−2 dθ
= ωn−2sn−1
ˆ betaλ
0
(sin θ)n−2 dθ
≤ ωn−2s
n−1
cos βλ
ˆ betaλ
0
(sin θ)n−2 cos θ dθ
=
ωn−2sn−1
cos βλ
(sin βλ)
n−1
n− 1 =
ωn−1(s sin βλ)n−1√
2pi(n− 1) sin 2βλ
.
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Then, using that G(s) = e−pis2sn−1 attains its maximum at the point Tn
γn(E) ≤ ωn−1(sin βλ)
n−1√
2pi(n− 1) sin 2βλ
ˆ 2|xn|+rn
|xn|
e−pis
2
sn−1 ds
≤ ωn−1(sin βλ)
n−1√
2pi(n− 1) sin 2βλ
(|xn|+ |rn|)G(Tn)
=
e1/2(ξ +R)ωn−1(e−1/2Tn sin βλ)n−1√
2pi(n− 1) sin 2βλ
(3.14)
The value of ξ for which the quantities raised to the power n in (3.13) and in (3.14)
are the same is the solution to the transcendental equation ξ e−(ξ sinβλ)2/2 = e−1/2.
We use the approximate solution ξ = e−(cosβλ)2/2. Since ξ < 1 we have
ξ e−(ξ sinβλ)
2/2 = e−(cosβλ)
2/2 e−(ξ sinβλ)
2/2 ≥ e−1/2.
This means that with our choice of ξ, for large enough dimensions γn(E) will be
much smaller than γn(D). As a consequence
γn(B(xn, |xn|+ rn)) ≤ 2γ(E) ≤ C√
n− 1 ωn−1
(
e−(ξ sinβλ)
2/2ξTn sin βλ
)n
.
(3.15)
By Lemma 3.12
γn(B|xn|) ≥ e−pi(ξTn)
2
(ξTn)
n|B1| = eξ2/2(e−ξ2/2ξTn)nωn−1
n
,
and we have then
γn(B|xn|)
γn(B(xn, |xn|+ rn)) ≥
C√
n
e−ξ2/2
sin βλe−(ξ sinβλ)
2/2
=
C√
n
e−(ξ cosβλ)
2/2
sin βλ
.
Now we can estimate Tγn,p(x, r) using all the previous calculations
Tγn,p(x, r) ≥
C
n3/2
e−(ξ cosβλ)
2/2
(sin βλ)n
(
eξ
2(1−λ2)/2λ
)(p−1)/p
,
which will grow to infinity with the dimension only if
e−(ξ cosβλ)
2/2
sin βλ
(
eξ
2(1−λ2)/2λ
)1/p′
> 1.
This is equivalent to
p′ >
ξ2(1− λ2)/2 + log λ
(ξ cos βλ)2/2 + log sin βλ
.
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So we can take
p′0 := inf
0<λ<
√
2−1
ξ2(1− λ2)/2 + log λ
(ξ cos βλ)2/2 + log sin βλ
.
A numerical estimation via Matlab yields the approximative value p0 ≈ 1.011871.
3.3.2 Lebesgue measure restricted to the unit ball.
If we consider the radial measure νn, given by Lebesgue measure restricted to the
unit ball of Rn, that is dνn(x) = χ1(x) dx, there is a more direct way to estimate
Tνn,p(x, r). As in the case of the Gaussian measure, we will obtain unbounded-
ness of cνn,p with respect to the dimension for slightly larger values of p than in
Theorem 3.4. We can show that the method is optimal, in the sense that no bigger
exponent p can be reached. This is the content of next proposition.
Proposition 3.14. There exists a p0 > 1 with approximate value p0 ≈ 1.03946
such that
(i) for each p ∈ [1, p0) there exist a constant ap > 1 only depending on p such
that Tνn,p(x, r) ≥ anp , for some 0 < r <
√
2 − 1, and where x is any unit
vector in Rn.
(ii) for each p > p0, there exist a constant Cp > 0 such that for any choice of
x ∈ Rn and r > 0 one has Tνn,p(x, r) < Cp.
Proof. Let us begin by showing that in order to study the boundedness of Tνn,p(x, r)
it is enough to concentrate on the case when |x| = 1 and 0 < r < √2− 1. First,in
view of Remark 3.7 we discard the choice r ≥ |x|. We also can remove the case
r > 1, which implies Tνn,p(x, r) = 1. Taking |x| > 1 is no better than |x| = 1.
To see this, just note that increasing |x| over 1 will only make νn(B(x, |x| + r))
bigger, and that makes Tνn,p(x, r) decrease. If |x| < 1, calling y = x/|x| and
λ = r/|x| as usual
Tνn,p(x, r) =
|B|x||
|B(x, |x|+ r) ∩B1|
( |Br|
|B|x||
)1/p′
≤ |B|x|||B(x, |x|+ r) ∩B|x||
( |Br|
|B|x||
)1/p′
=
|B1|
|B(y, 1 + λ) ∩B1|
( |Bλ|
|B1|
)1/p′
= Tνn,p(y, λ),
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where the equality before the last one was obtained by homogeneity, by applying
the dilation of factor 1/|x| to all the balls appearing on the left hand side. Thus,
we can assume from now on that x is a unit vector and that λ = r. There is only
left to show that we can restrict ourselves to r = λ <
√
2 − 1. This can be done
exactly in the same way as we did in the proof of Proposition 3.11.
Consider a unit vector x ∈ Rn, an exponent p ≥ 1 and a radius r ∈ (0,√2−1],
we shall estimate
Tνn,p(x, r) =
|B1|
|B(x, 1 + r) ∩B1|
( |Br|
|B1|
)1/p′
=
|B1|
|B(x, 1 + r) ∩B1|
(
λ1/p
′
)n
,
where we recall that λ = r/|x| = r. Denote by F the cone with aperture βλ whose
ax direction is given by x, that is F = {y ∈ Rn : 〈x, y〉 ≥ cos βλ|y|}. Since we
have the inclusion B(x, 1 + r) ∩B1 ⊃ F ∩B1 we can integrate in spherical caps
to obtain
|B(x, 1 + r) ∩B1| ≥ |F ∩B1| =
ˆ 1
0
ˆ βλ
0
ωn−2(s sin θ)n−2s dθ ds
≥
ˆ βλ
0
(sin θ)n−2 cos θ dθ
√
n− 2
2pi
ωn−1
ˆ 1
0
sn−1ds
=
√
n− 2
2pi
1
(n− 1) sin βλ (sin βλ)
n|B1|
≥ C√
n
(sin βλ)
n|B1|,
since sin βλ ≥ sin β0 =
√
3/2. On the other hand, B(x, 1 + r) ∩ B1 is contained
in B(cos βλx, sin βλ) and this provides us the upper bound
|B(x, 1 + r) ∩B1| ≤ |B(cos βλx, sin βλ)| = (sin βλ)n|B1|.
Summarising we have
C√
n
(sin βλ)
n|B1| ≤ |B(x, 1 + r) ∩B1| ≤ (sin βλ)n|B1|,
whence (
λ1/p
′
sin βλ
)n
≤ Tνn,p(x, r) ≤ C
√
n
(
λ1/p
′
sin βλ
)n
.
These three quantities will tend to infinity as n → ∞ if ap := λ1/p′/ sin βλ > 1.
This is equivalent to p′ < log λ/ log sin βλ. So, for p > p0 with
p′0 = inf
0<λ<
√
2−1
log λ
log sin βλ
,
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we have an ap > 1 such that Tνn,p(x, r) > anp . This proves (i). By a numerical
estimation using MATLAB one can obtain p0 ≈ 1.03946.
To prove (ii), note that for a fixed λ ∈ (0,√2−1) we have Tνn,p(x, r) bounded
independently of n if λ1/p′/ sin βλ < 1− ε for some ε > 0. This condition can be
rewritten as
p′ <
log λ
log((1− ε) sin βλ) .
Calling
p′ε = inf
0<λ<
√
2−1
log λ
log((1− ε) sin βλ) ,
for each p > pε we have a Cp such that Tνn,p(x, r) < Cp. And we are done
because, by continuity,
inf
0<ε<1/4
pε = p0.
3.4 Final remark.
Most of the results in this chapter appeared in the publication [21]. When prepar-
ing the manuscript, we learned from J.M. Aldaz that he and J. Pe´rez La´zaro were
working on the same problem, the extension to Lp of the result in [2]. Their ap-
proach is presented in [4]. In this last work they obtained, among other results,
a better estimate for p0 (p0 ≥ 1.0378). Moreover they showed that the finiteness
of µ and the boundedness of its density are not strictly necessary. The precise
statement of the result is the following (see Theorem 3.4 in [4]):
Theorem 3.15. Fix n ∈ N and let µ be a radial measure over Rn with a radially
decreasing density. Let u =
√
2/3, if µ is such that
sup
R>0
µ(Br)
µ(Bur)
≥ u−( 6 log 2−log 553 log 3−3 log 2)n =
(
64
55
)n/6
≥ lim sup
R→∞
µ(Br)
µ(Bur)
,
then for each p such that 1 ≤ p < 6 log 2/ log 55 ≈ 1.0378, we have
cµ,p ≥ 1
4 + C/
√
n
(
21/p
551/6
)n
,
with 21/p/551/6 > 1.
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Chapter 4
Two examples of non-doubling
measures and their associated
maximal functions.
In this chapter we further study the two families of measures treated in Chapter 3.
Here we give a more precise answer to the problem of finding bounds independent
of the dimension for the associated maximal operators. For νn, Lebesgue measure
restricted to the unit ball of Rn, we show that cνn,p, the best constants in the weak
Lp(νn) bounds for Mνn , tend to infinity with the dimension for all 1 ≤ p < 2, no
matter if we restrict the action just to radially decreasing functions. The situation,
however, is completely different for p ≥ 2. As we will see, this maximal operator
admits a dimension-free L2(νn) bound on radially decreasing functions. We will
also study the relation between Mνn and a modified Hardy operator, which gives
better information on Lp(νn) bounds of Mνn when p > 2.
On the other hand, for γn, the Gaussian measure in Rn, we will prove that
Mγn does not admit weak Lp(γn) bounds independent of the dimension for any
p ∈ [1,∞). The counterexamples are given again by radially decreasing func-
tions. The same will be proved for measures with exponential decay and double
exponential decay.
4.1 Lebesgue measure restricted to the unit ball
Our first result asserts that the best constants in the weak Lp(νn) inequalities for
Mνn grow exponentially with the dimension if 1 ≤ p < 2.
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Theorem 4.1. If 1 ≤ p < 2, there exist constants ap > 1 and cp > 0 such that for
all n
cνn,p > cp a
n
p .
As a consequence, this shows that the operator norms of Mνn are not uniformly
bounded with respect to the dimension on Lp(νn), for any p < 2.
To obtain this result, we will look at the action of the maximal operators on
characteristic functions of balls centred at the origin. However, for p ≥ 2 these
functions cannot be used to find a counterexample; indeed, we will show that the
action of Mνn on them has weak Lp(νn) bounds independent of the dimension:
Proposition 4.2. Let p ≥ 2 and r > 0. Then
‖Mνnχr‖∗Lp,∞(νn) ≤ 22/p‖χr‖Lp(νn).
Before going on, let us recall some basic facts about Lorentz spaces Lp,q and
their norms and quasi-norms. Let µ be a Radon measure in Rn. Given a measur-
able function f , we denote by f ∗ its non-increasing rearrangement with respect
to µ. Let 1 ≤ p < ∞. The quasi-norm of f in the Lorentz space Lp,q(µ) with
1 ≤ q <∞ is defined by
‖f‖∗Lp,q(µ) =
(
q
p
ˆ ∞
0
[s1/pf ∗(s)]q
ds
s
)1/q
,
and for q =∞ by
‖f‖∗Lp,∞(µ) = sup
s>0
s1/pf ∗(s) = sup
λ>0
λµ({|f | > λ})1/p,
with the usual agreement that ‖f‖∗L∞,∞(µ) = ‖f ∗‖L∞(R) = ‖f‖L∞(µ). In most of
the cases this is not a norm, since the triangle inequality may fail. However, the
spaces Lp,q(µ) admit a norm denoted ‖ · ‖Lp,q(µ) for 1 < p ≤ ∞ and 1 ≤ q ≤ ∞.
Denoting mf (s) = 1s
´ s
0
f ∗(t) dt, the norm of f in the Lorentz space Lp,q(µ) with
1 < p <∞ and 1 ≤ q <∞ is defined by
‖f‖Lp,q(µ) =
(
q
p
ˆ ∞
0
[s1/pmf (s)]
q ds
s
)1/q
,
and for q =∞ by
‖f‖Lp,∞(µ) = sup
s>0
s1/pmf (s).
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As before ‖f‖L∞,∞(µ) = ‖mf‖L∞(R) = ‖f ∗‖L∞(R) = ‖f‖L∞(µ).
As quasi-norms, ‖ · ‖∗Lp,q(µ) and ‖ · ‖Lp,q(µ) are equivalent in the sense that
‖f‖Lp,q(µ) ≤ ‖f‖∗Lp,q(µ) ≤
p
p− 1‖f‖Lp,q(µ),
for any 1 < p <∞ and 1 ≤ q ≤ ∞. For more details, see Chapter V, §3 of [75].
As a consequence of Proposition 4.2 we obtain the following inequality for
radially decreasing functions.
Theorem 4.3. Let g be a radial, decreasing function in Rn. Then for p ≥ 2
‖Mνng‖∗Lp,∞(νn) ≤
p
p− 12
2/p‖g‖∗Lp,1(νn).
One can check that the proof of the Marcinkiewicz theorem for Lorentz spaces
(see [75], page 197) is also valid when restricting the action of the operator to
radially decreasing functions. This allows us to interpolate between the case p = 2
of Theorem 4.3 and the L∞(νn) inequality to obtain
Theorem 4.4. Let g be a radially decreasing function. One has for p > 2
‖Mνng‖∗Lp,∞(νn) ≤ 21/p
5p− 2
p− 2 ‖g‖Lp(νn),
‖Mνng‖Lp(νn) ≤ 21/p
5p− 2
p− 2 ‖g‖Lp(νn).
However, as we will show in the next section, there is a more direct way to
obtain these estimates.
Before turning to the proofs of the results stated above, we need to introduce
solid spherical caps and some properties of them. Given a ball Bρ and a vector
y 6= 0 in Bρ, consider the hyperplane y + y⊥, which divides the ball into two
closed sets. We focus on the one of these sets which does not contain the origin.
Its diameter is 2L = 2
√
ρ2 − |y|2. We denote this set by Aρ(L), and any set
congruent with it will be called a solid spherical cap. The height h of this cap is
given by the function
h(ρ, L) = ρ−
√
ρ2 − L2. (4.1)
114 CHAPTER 4. TWO EXAMPLES
0
y
ρ
L
h
Aρ(L)
Bρ
The Lebesgue measure of the cap Aρ(L) is
|Aρ(L)| =
ˆ ρ
|y|
ωn−2
n− 1(ρ
2 − s2)n−12 ds = ωn−2
n− 1
ˆ L
0
tn√
ρ2 − t2 dt,
where the last equality comes from the change of variables t =
√
ρ2 − s2. Since√
ρ2 − L2 <√ρ2 − t2 < ρ, we obtain that
ωn−2
n2 − 1L
n+1 1
ρ
≤ |Aρ(L)| ≤ ωn−2
n2 − 1L
n+1 1√
ρ2 − L2 . (4.2)
We turn now to the proof of Theorem 4.1.
The following lemma explains why both in this proof and in the one of Propo-
sition 4.2 it is enough to concentrate on the situation where |x| = 1.
Lemma 4.5. For any r < 1 and each x ∈ B1 we have that
Mνnχr(x) ≤Mνnχr/|x|
(
x
|x|
)
.
Proof. For any R > 0
|B(x,R) ∩Br|
|B(x,R) ∩B1| ≤
|B(x,R) ∩Br|
|B(x,R) ∩B|x|| =
|B
(
x
|x| ,
R
|x|
)
∩B r|x| |
|B
(
x
|x| ,
R
|x|
)
∩B1|
,
and, taking the supremum in R > 0, the lemma is proved.
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Proof of Theorem 4.1. Let x ∈ B1 and 0 < r < 1. Lemma 3.5 asserts that
cνn,p ≥Mνnχr(x)
(
νn(B|x|)
νn(Br)
)1/p
= Mνnχr(x)
( |x|
r
)n/p
.
In view of Lemma 4.5,
Mνnχr(x)
( |x|
r
)n/p
≤Mνnχr/|x|(x/|x|)
(
1
r/|x|
)n/p
,
thus, we can assume that x is a unit vector. With this assumption we have
cνn,p ≥Mνnχr(x)
( |x|
r
)n/p
≥ |B(x,R) ∩Br||B(x,R) ∩B1|
(
1
r
)n/p
, (4.3)
for R, r > 0. With r < 1 and 1− r < R < r, we shall choose r close to 1 and R
small.
We split the intersection of two balls into two solid spherical caps and con-
clude from (4.2) that
|B(x,R) ∩B1| = |AR(L)|+ |A1(L)|
≤ ωn−2
n2 − 1L
n+1
(
1√
R2 − L2 +
1√
1− L2
)
, (4.4)
where L =
√
R2 −R4/4. The last factor can be bounded as follows
1√
R2 − L2 +
1√
1− L2 =
2
R2
+
1
1− R2
2
≤ 2
R2
+ 2.
The calculation of L is elementary from the equations{
1 = L2 + (1− u)2,
R2 = L2 + u2,
obtained by orthogonality (see figure below).
L
B(x,R)
B1 0
xu
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In the same fashion
|B(x,R) ∩Br| = |AR(`)|+ |Ar(`)| ≥ ωn−2
n2 − 1`
n+1
(
1
R
+
1
r
)
, (4.5)
with ` =
√
R2 − (R2 − r2 + 1)2/4 = √r2 − (r2 −R2 + 1)2/4. And as R <
r < 1 one has
1
R
+
1
r
≥ 2.
`
B(x,R)
Br 0
x
Putting estimates (4.4) and (4.5) together, we obtain
|B(x,R) ∩Br|
|B(x,R) ∩B1| ≥ β
(
`
L
)n+1
,
where β = β(r, R) > 0 is independent of n. We set
φr(R) =
(
`
L
)2
=
4R2 − (R2 − r2 + 1)2
4R2 −R4 .
Inequality (4.3) implies now
cνn,p ≥ β φr(R)(n+1)/2 r−n/p.
It is enough to show that r and R can be chosen so that φr(R)1/2 r−1/p > 1. This
is equivalent to
p <
2 log r
log φr(R)
.
By setting t = 1− r2, we obtain
φr(R) = 1− 2R
2t+ t2
4R2 −R4 ,
and with the choice R = t1/4 one has
φr(t
1/4) = 1− 2t− t
3/2
4− t1/2 = 1−
t
2
+ o(t),
4.1. LEBESGUE MEASURE RESTRICTED TO THE UNIT BALL 117
as t −→ 0. Now Theorem 4.1 is proved, because
lim
r→1−
2 log r
log φr(t1/4)
= lim
t→0+
log(1− t)
log(1− t/2 + o(t)) = 2.
Now we devote ourselves to prove Proposition 4.2. It will be an easy task with
the help of the following geometrical result, whose proof we postpone until the
end of this section.
Proposition 4.6. Given x 6= 0 in Rn, 0 < r ≤ 1 and R > 0, one has
|B(x,R) ∩Br|
|B(x,R) ∩B1| ≤ 2
( |Br|
|B|x||
) 1
2
. (4.6)
Equivalently, for each x ∈ Rn and 0 < r ≤ 1, one has
Mνnχr(x) ≤ 2
(
r
|x|
)n
2
.
Remark 4.7. It may be the case that the best constant in (4.6) is 1 rather than 2,
but we have not succeeded in computing its exact value.
Proof of Proposition 4.2. The result is trivial when r ≥ 1. We just have to show
that given 0 < r < 1, for each x ∈ Rn,
Mνnχr(x) νn({y ∈ Rn : Mνnχr(y) > Mνnχr(x)})1/p ≤ 21/p|Br|1/p.
Since Mνnχr(x) ≤ 1, by Proposition 4.6
Mνnχr(x) ≤Mνnχr(x)2/p ≤ 22/p
(
r
|x|
)n/p
.
In view of Lemma 3.6
{y ∈ Rn : Mνnχr(y) > Mνnχr(x)} ⊂ B|x|.
Hence,
Mνnχr(x) νn({y ∈ Rn : Mνnχr(y) > Mνnχr(x)})1/p ≤ 22/p
(
r
|x|
)n/p
|B|x||1/p
= 22/p|Br|1/p.
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Before presenting the proof of Proposition 4.6, let us show that Proposition
4.2 implies Theorem 4.3.
Proof of Theorem 4.3. By a density argument it is enough to prove the result for a
simple function of the form g =
∑N
i=1 ciχBi , where B1 ⊃ · · · ⊃ Bi ⊃ · · · ⊃ BN
are balls centred at the origin and ci, i = 1, . . . , N are positive real numbers. We
can assume that the radius ofB1 is less than or equal to 1. SinceMνn is a sublinear
operator, we have for such a function g
‖Mνng‖∗Lp,∞(νn) ≤ ‖Mνng‖Lp,∞(νn) ≤
N∑
i=1
ci‖MνnχBi‖Lp,∞(νn)
≤ p
p− 1
N∑
i=1
ci‖MνnχBi‖∗Lp,∞(νn).
By Proposition 4.2
N∑
i=1
ci‖MνnχBi‖∗Lp,∞(νn) ≤ 22/p
N∑
i=1
ci ‖χBi‖Lp(νn) = 22/p
N∑
i=1
ci νn(Bi)
1/p
= 22/p‖g‖∗Lp,1(νn).
To see this last equality, note that writingBN+1 = ∅, if |Bi+1| < s ≤ |Bi|, then the
decreasing rearrangement of g at s is given by g∗(s) =
∑i
j=1 cj for i = 1, . . . , N .
Thus,
‖g‖∗Lp,1(νn) =
1
p
ˆ ∞
0
s1/pg∗(s)
ds
s
=
1
p
N∑
i=1
i∑
j=1
cj
ˆ |Bi|
|Bi+1|
s1/p−1 ds
=
N∑
i=1
i∑
j=1
cj
(|Bi+1|1/p − |Bi|1/p) = N∑
i=1
ci νn(Bi)
1/p.
We finish this section by proving Proposition 4.6.
Proof of Proposition 4.6. It is enough to prove the result in the case when |x| = 1,
because once we have that, for any other x Lemma 4.5 gives
Mνnχr(x) ≤Mνnχ r|x| (x/|x|) ≤ 2
(
r
|x|
)n/2
.
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So, assuming that |x| = 1, we want to prove that for eachR > 0 and 0 < r ≤ 1
|B(x,R) ∩Br|
|B(x,R) ∩B1| ≤ 2r
n/2. (4.7)
The case where R ≤ 1− r is trivial since then |B(x,R)∩Br| = 0. From now on
we assume R > 1 − r. Using the same notation as in the proof of Theorem 4.1,
we have that
|B(x,R) ∩Br| = |AR(`)|+ |Ar(`)|, (4.8)
|B(x,R) ∩B1| = |AR(L)|+ |A1(L)|. (4.9)
We first prove the inequality `/L ≤ r1/2. The equivalent statement `2 ≤ L2r
can be rewritten as −R4 + 2R2(1 − r) − (1 − r)(1 + r)2 ≤ 0. This is a second-
degree polynomial in t = R2, whose maximal value, assumed at t = 1 − r, is
(1− r)2 − (1− r)(1 + r)2 ≤ 0 for each r in [0, 1].
We divide the proof of (4.7) into three cases:
CASE 1: R ≤ r. Using (4.8) and (4.9) we have that
|B(x,R) ∩Br| ≤ 2|AR(`)|,
|B(x,R) ∩B1| ≥ |AR(L)|.
Dilating by the factor `/L ≤ 1, we get `
L
AR(L) = A `
L
R(`). This implies that
|AR(`)| ≤ |A `
L
R(`)| = (`/L)n|AR(L)|. So we have
|B(x,R) ∩Br|
|B(x,R) ∩B1| ≤
2|AR(`)|
|AR(L)| ≤ 2
(
`
L
)n
≤ 2rn/2.
CASE 2: r < R ≤ √1 + r2. In this situation (4.8) implies
|B(x,R) ∩Br| ≤ 2|Ar(`)|.
Here we dilate Ar(`) by the factor r−1/2 instead: r−1/2Ar(`) = Ar1/2(`/r1/2).
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0 x
= Ar(`) = Ar1/2(`/r
1/2)
r
r1/2
B(x,R)
Br
B1
We claim that a set congruent withAr1/2(`/r1/2) is contained inB(x,R)∩B1.
This would give the bound |Ar1/2(`/r1/2)| ≤ |B(x,R)∩B1|, and as a consequence
|B(x,R) ∩Br|
|B(x,R) ∩B1| ≤
2 |Ar(`)|
|B(x,R) ∩B1| = 2
rn/2 |Ar1/2(`/r1/2)|
|B(x,R) ∩B1| ≤ 2 r
n/2. (4.10)
Thus we only have to justify the claim. For this we regard B(x,R) ∩ B1 as
the union of two solid spherical caps A˜1(L) and A˜R(L) congruent with A1(L)
and AR(L), respectively. Consider the unique hyperplane parallel to the planar
boundary of A˜R(L) whose intersection with A˜R(L) is a circular disc D of radius
`/r1/2. This disc divides A˜R(L) into two sets. One of them, A˜R(`/r1/2), is con-
gruent with AR(`/r1/2). Call A˜r1/2(`/r1/2) the cap congruent with Ar1/2(`/r1/2)
such that A˜R(`/r1/2) ∩ A˜r1/2(`/r1/2) = D.
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h(R,L) h(1, L)
h(r1/2, `/r1/2) h(R, `/r1/2)
B(x,R)
B1
= A˜r1/2(`/r
1/2)
To see that A˜r1/2(`/r1/2) is contained in A˜1(L) ∪ A˜R(L) \ AR(`/r1/2), and
thus in B(x,R) ∩ B1, it is enough to compare the heights of four caps and verify
that
h(r1/2, `/r1/2) ≤ h(1, L) + h(R,L)− h(R, `/r1/2).
In view of the definition (4.1) of h, it is not difficult to see that h(1, L)+h(R,L) =
R, and the above inequality becomes
r1/2 −
√
r − `2/r ≤
√
R2 − `2/r.
We can multiply by r1/2 on both sides and use that `2 = r2 − ((r2 −R2 + 1)/2)2
to get the equivalent statement
r − r
2 −R2 + 1
2
≤
√
R2r − r2 +
(
r2 −R2 + 1
2
)2
.
Here the left-hand side is positive since R > 1 − r, and one obtains by squaring
the equivalent inequality
−r(1− r)2 ≤ 0,
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which holds since 0 < r ≤ 1. The claim follows.
CASE 3: R >
√
1 + r2. In this case, the ball B(x,R) contains more than half of
the ball Br and we have
|B(x,R) ∩Br|
|B(x,R) ∩B1| ≤
|Br|
|B(x,√1 + r2) ∩B1|
=
2|Ar(r)|
|B(x,√1 + r2) ∩B1|
.
Now we can use (4.10) in the special case that R =
√
1 + r2 and ` = r to get
2|Ar(r)|
|B(x,√1 + r2) ∩B1|
≤ 2 rn/2.
4.2 Relation of Mνn with a Hardy type Operator.
This section presents a different method to obtain weak-type Lp bounds for Mνn
acting on radially decreasing functions. The resulting bounds are better than the
ones given in Theorem 4.4. The main idea is to control Mνn by a Hardy type
operator. Defining the modified Hardy operatorA for a locally integrable function
g in Rn as
Hg(x) = 1|B|x||
ˆ
B|x|
|g(y)| dy,
we have the following estimate.
Proposition 4.8. Given a radially decreasing function g, one has for p > 2
Mνng(x) ≤
p+ 2
p− 2 (Hg
p(x))1/p ,
for each x ∈ Rn.
This is useful, because we can bound the operator g 7→ (Hgp)1/p as follows.
Proposition 4.9. If g is a radially decreasing function in Rn and p ≥ 1, then
‖(Hgp)1/p‖∗Lp,∞(νn) ≤ ‖g‖Lp(νn).
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As an immediate consequence of Propositions 4.8 and 4.9, we have the fol-
lowing weak Lp(νn) bound for Mνn , sharper than the one in Theorem 4.4.
Theorem 4.10. Let g : Rn −→ R be a radial, decreasing function. For each
p > 2 one has
‖Mνng‖∗Lp,∞(νn) ≤
p+ 2
p− 2‖g‖Lp(νn).
The proof of Proposition 4.8 is based on Proposition 4.6.
Proof of Proposition 4.8. We fix x ∈ Rn. By homogeneity we can assume that
the radially decreasing function g satisfiesHgp (x) = 1. Given t > 0, the level set
{y : g(y) > t} is the ball Br(t) for a certain r(t) > 0. Thus
Mνng(x) = sup
R>0
1
|B(x,R) ∩B1|
ˆ
B(x,R)∩B1
g(y) dy
=
1
|B(x,R) ∩B1|
ˆ ∞
0
|{y ∈ B(x,R) ∩B1 : g(y) > t}| dt
=
1
|B(x,R) ∩B1|
ˆ ∞
0
|B(x,R) ∩Br(t) ∩B1| dt
=
ˆ 1
0
|B(x,R) ∩Br(t) ∩B1|
|B(x,R) ∩B1| dt+
ˆ ∞
1
|B(x,R) ∩Br(t) ∩B1|
|B(x,R) ∩B1| dt.
The first term on the last line is clearly bounded by 1. For the second one, we can
use Proposition 4.6 to get
Mνng(x) ≤ 1 + 2
ˆ ∞
1
|Br(t)|1/2
|B|x||1/2 dt ≤ 1 +
2
|B|x||1/2
ˆ ∞
1
|{y : g(y) > t}|1/2 dt.
The hypothesisHgp(x) = 1 implies g(x) ≤ 1, so for g(y) > t > 1 it is necessary
that y ∈ B|x|. Then, by the Tchebychev inequality applied to the above expression
we have
Mνng(x) ≤ 1 +
2
|B|x||1/2
ˆ ∞
1
1
tp/2
(ˆ
B|x|
g(y)p dy
)1/2
dt
= 1 +
4
p− 2
(
1
|B|x||
ˆ
B|x|
g(y)p dy
)1/2
= 1 +
4
p− 2 .
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The proof of Proposition 4.9 follows a standard argument. We give the details
for the sake of completeness.
Proof of Proposition 4.9. If g is radially decreasing, so is (Hgp)1/p, and its level
sets are balls centred at the origin. So given λ > 0
{y : (Hgp)1/p(y) > λ} = Br(λ),
for some r(λ) > 0. Hence(
1
|Br(λ)|
ˆ
Br(λ)
g(y)p dy
)1/p
≥ λ,
which we can rearrange as
∣∣{y : (Hgp)1/p(y) > λ}∣∣ = ∣∣Br(λ)∣∣ ≤ 1
λp
ˆ
Br(λ)
g(y)p dy.
4.3 The Gaussian measure revisited.
We will now concentrate on the study of the Gaussian measure, given by dγn(x) =
e−pi|x|2 dx. In this case we will prove that the associated maximal function does
not admit dimension-free bounds on Lp(γn) for every 1 ≤ p <∞:
Theorem 4.11. There exist absolute constants a > 1 and c > 0 such that for
every p in the range 1 ≤ p <∞,
cγn,p ≥ c an/p.
This result can be extended to the case in which the density is given by fα(|x|) =
e−|x|α , with α > 0. The same is true for the density e−e|x| .
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Theorem 4.12. Let dγα,n be the measure given for α > 0 by dγα,n(x) = e−|x|
α
dx.
Then, there exist constants a = a(α) > 1 and cα > 0 such that the corresponding
weak Lp(γα,n) constant satisfies
cγα,n,p ≥ cα an/pα ,
for every n and 1 ≤ p <∞.
Theorem 4.13. Denote by µn the measure on Rn whose density is f(x) = e−e
|x|
.
Then, there exist constants a > 1 and c > 0 so that
cµn,p ≥ c an/p,
for every n and 1 ≤ p <∞.
4.3.1 Proof of Theorem 4.11
The idea of the proof of Theorem 4.11 is the following. From Lemma 3.5 we
know that for any xn ∈ Rn and rn > 0
cγn,p ≥Mγnχrn(xn)
(
γn(B|xn|)
γn(Brn)
) 1
p
. (4.11)
Since
Mγnχrn(xn) ≥
γn(B(xn, Rn) ∩Brn)
γn(B(xn, Rn))
,
for each Rn > 0, we only need to prove the following lemma.
Lemma 4.14. There exist sequences {xn}, {rn} and {Rn} with xn ∈ Rn and
rn, Rn > 0 for n ∈ N, such that
γn(B(xn, Rn) ∩Brn)
γn(B(xn, Rn))
≥ c√
n
, (4.12)
γn(B|xn|)
γn(Brn)
≥ c an, (4.13)
for some absolute constants a > 1 and c > 0.
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Proof of Lemma 4.14. We start with statement (4.13). Following Remark 3.7, we
will only consider the situation that |xn| > rn. Taking |xn| > Tn does not yield
any worthy improvement in (4.11) compared with the choice |xn| = Tn, as we
saw in the proof of Proposition 3.11.
Let us assume that xn = ξTnx′n, with 0 < ξ ≤ 1 and x′n a unit vector in
Rn. In order to make the quotient |xn|/rn independent of n, set rn = rTn, with
0 < r ≤ ξ. Lemma 3.12 implies that
γn(B|xn|)
γn(Brn)
≥ e
−piξ2T 2n |BξTn|
ne−piξ2T 2n |BrTn|
=
e
ξ2−r2
2
n
(
e
r2−ξ2
2
ξ
r
)n
.
We want the quantity raised to the power n to be greater than 1. Write ξ = sr, with
s > 1. Then e
r2−ξ2
2
ξ
r
= e
(1−s2)
2
r2s =: h(s). It is elementary to see that h(1) = 1,
and that h is increasing in the interval (1, 1
r
). So, for the sake of optimality, we
will take s = 1
r
which means ξ = 1. Summarising, we obtained
γn(BTn)
γn(Brn)
≥ e
1−r2
2
n
(
e
r2−1
2
1
r
)n
, (4.14)
where e
r2−1
2
1
r
> 1. This proves (4.13).
We now turn to the proof of (4.12). Take Rn = RTn, with 1− r < R < 1. To
calculate γn(B(xn, Rn)), we will integrate over spherical caps where the density
e−pi|x|2 is constant. We get
γn(B(xn, Rn)) =
ˆ Tn+Rn
Tn−Rn
∣∣∣∂Bρ ∩B(xn, Rn)∣∣∣
n−1
e−piρ
2
dρ
= T nn
ˆ 1+R
1−R
∣∣∣∂Bs ∩B(x′n, R)∣∣∣
n−1
e−
n−1
2
s2 ds,
where | · |n−1 denotes (n − 1)-dimensional Hausdorff measure, and the second
equality is justified by the change of variables ρ = Tns. Call βs the angle de-
termined by the segment that joins the origin with x′n and the one that connects
the origin with any point in ∂Bs ∩ ∂B(xn, Rn). By the cosine law applied to the
triangle whose vertices are given by the origin, x′n and any y ∈ ∂Bs ∩ ∂B(x′n, R),
one obtains
cos βs =
1 + s2 −R2
2s
,
and consequently
sin βs =
(
1−
(
1 + s2 −R2
2s
)2) 12
.
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The maximal value of βs occurs when ∂Bs and ∂B(x′n, R) meet perpendicularly,
and then sin βs = R. Thus one always has cos βs ≥
√
1−R2. We compute the
surface measure of the spherical caps in the following way∣∣∣∂Bs ∩B(x′n, R)∣∣∣
n−1
=
ˆ βs
0
ωn−2(s sin θ)n−2s dθ. (4.15)
For the last integral we have the bounds
ˆ βs
0
sinn−2 θ dθ ≤
ˆ βs
0
cos θ
cos βs
sinn−2 θ dθ =
1√
1−R2
sinn−1 βs
n− 1 .
and ˆ βs
0
sinn−2 θ dθ ≥
ˆ βs
0
cos θ sinn−2 θ dθ =
sinn−1 βs
n− 1 , (4.16)
We start with the upper bound for γn(B(xn, Rn)). Calling F (s2) = sin2 βss2e−s
2 ,
we have
γn(B(xn, Rn)) ≤ ωn−2 T
n
n
(n− 1)√1−R2
ˆ 1+R
1−R
1
cos βs
F (s2)
n−1
2 ds.
With the change s2 = t we get
γn(B(xn, Rn)) ≤ ωn−2 T
n
n
(n− 1)√1−R2
ˆ (1+R)2
(1−R)2
F (t)
n−1
2
dt
2
√
t
,
where F (t) =
(
t−
(
1+t−R2
2
)2)
e−t.
It is easy to check that F ((1−R)2) = F ((1+R)2) = 0 and that F is increasing
in the interval ((1−R)2, t0) and decreasing in (t0, (1+R)2), where t0 = 2+R2−√
1 + 4R2 is the maximum point. So we can estimate
γn(B(xn, Rn)) ≤ ωn−2 T
n
n
(n− 1)√1−R2
ˆ (1+R)2
(1−R)2
F (t0)
n−1
2
dt
2
√
t
=
2ωn−2 T nn R
(n− 1)√1−R2F (t0)
n−1
2 .
Next, we obtain a lower bound for γ(Brn ∩B(xn, Rn)). As above we have
γ(Brn ∩B(xn, Rn)) =
ˆ rn
Tn−Rn
∣∣∣(∂Bρ ∩B(xn, Rn)∣∣∣
n−1
e−piρ
2
dρ,
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and by (4.15) and (4.16)
γ(Brn ∩B(xn, Rn)) ≥
ωn−2
n− 1T
n
n
ˆ r
1−R
F (s2)
n−1
2 ds
=
ωn−2T nn
n− 1
ˆ r2
(1−R)2
F (t)
n−1
2
dt
2
√
t
.
Since R < 1, we have that t0 < 1, and it will be very convenient to choose
r2 = t0. As F is a smooth function, we can write F (t) = F (t0) +
F ′′(τt)
2
(t− t0)2,
with τt a point between t and t0. We denote by M the maximum value of |F ′′| in
the interval [(1−R)2, (1 +R)2]. So if 0 < δ < t0 − (1−R)2
ˆ t0
(1−R)2
F (t)
n−1
2
dt
2
√
t
≥
ˆ t0
t0−δ
(
F (t0) +
F ′′(τt)
2
(t− t0)2
)n−1
2 dt
2
√
t
≥ F (t0)n−12
ˆ t0
t0−δ
(
1− M
2F (t0)
δ2
)n−1
2 dt
2
√
t
,
the last inequality provided δ is small enough to make the last parenthesis positive.
Choosing δ =
√
4F (t0)
(n−1)M , we will have (1 − M2F (t0)δ2)
n−1
2 > c0 > 0 for n large
enough. Hence, the last expression is greater than or equal to
c0
ˆ t0
t0−δ
dt
2
√
t
F (t0)
n−1
2 ≥ c0F (t0)n−12 δ
2
√
t0
.
Putting together all the estimates, we conclude
γn(B(xn, Rn) ∩Brn)
γn(B(xn, Rn))
≥ c√
n− 1 .
where c > 0 may depend on R and r, but not on n. Observe finally that r is
determined by R via t0, and that R can be chosen arbitrarily in (0, 1).
4.3.2 Proof of Theorem 4.12
The proof of Theorem 4.12 follows the same scheme as the previous one, so we
just hint the main steps. It is enough to show the following analogue of Lemma
4.14:
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Lemma 4.15. There exist sequences {xn}, {rn} and {Rn}, with xn ∈ Rn and
rn, Rn > 0 for n ∈ N such that
γα,n(B(xn, Rn) ∩Brn)
γα,n(B(xn, Rn))
≥ c√
n
, (4.17)
and
γα,n(B|xn|)
γα,n(Brn)
≥ c an, (4.18)
for some a = a(α) > 1.
Proof. We first deal with the proof of (4.18). The measure of a centred ball is
γα,n(Bρ) = ωn−1
´ ρ
0
fα,n(t) dt, where fα,n(t) = e−t
α
tn−1. This function attains
its maximum at the radius Tα,n = ((n− 1)/α)1/α, around which an essential part
of the mass is concentrated. For ρ < Tα,n we have as well that
e−ρ
α|Bρ| ≤ γα(Bρ) ≤ n e−ρα |Bρ|. (4.19)
Take rn = rTα,n and xn = Tα,nx′n with r < 1 and x
′
n a unit vector. Inequalities
(4.19) imply that
γα,n(B|xn|)
γα,n(Brn)
≥ e
−Tαα,n |BTα,n|
n e−rαTαα,n rn |BTα,n |
=
e(1−rα)/α
n
(
e(r
α−1)/α 1
r
)n
.
It is easy to see that e(rα−1)/α/r > 1 by applying the inequality ex > 1 + x to
er
α−1.
To prove (4.17) take Rn = RTα,n with 1− r < R < r. Following the steps of
the proof of (4.12), we have
ωn−2 T nα,n
n− 1
ˆ (1+R)2
(1−R)2
Fα(t)
n−1
2
dt
2
√
t
≤ γα,n(B(xn, Rn))
≤ ωn−2T
n
α,n
(n− 1)√1−R2
ˆ (1+R)2
(1−R)2
Fα(t)
n−1
2
dt
2
√
t
,
where Fα(t) =
(
t−
(
1+t−R2
2
)2)
e−2tα/2/α. This function attains its maximum
at a point tα < 1. This is a consequence of the following facts: Fα((1 − R)2) =
Fα((1 + R)
2) = 0, Fα(t) > 0 for (1 − R)2 < t < (1 + R)2, and F ′α(t) < 0
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whenever 1 ≤ t < (1 + R)2. To see the last assertion, write the derivative of Fα
as
∂
∂t
Fα(t) =
{
1− 1 + t−R
2
2
− tα/2−1
(
t−
(
1 + t−R2
2
)2)}
e−2t
α/2/α
=: Gα(t)e−2t
α/2/α.
Now it is clear that for α > 0 and 1 < t < 1 +R2
Gα(t) < G0(t) = t
−1
(
1 + t−R2
2
)2
− 1 + t−R
2
2
< 0.
All this was done to justify that we can take r =
√
tα < 1. Now we just follow
the same steps as in the proof of Lemma 4.15 to estimate
γα,n(B(xn, Rn) ∩Brn)
γα,n(B(xn, Rn))
≥ c√
n− 1 ,
where the constant c may depend on r, R and α but not on n.
4.3.3 Proof of Theorem 4.13
Consider µn to be the measure on Rn given by dµn(x) = e−e
|x|
dx. Similarly as
we did before it is possible to show for each p ≥ 1 that cµn,p grows exponentially
with n.
Given r > 0 and x ∈ Rn, Lemma 3.5 gives
cµn,p ≥Mµnχr(x)
(
µn(B|x|)
µn(Br)
)1/p
.
So we only need to prove the following
Lemma 4.16. There exist sequences {xn}, {rn} and {Rn} with xn ∈ Rn and
rn, Rn > 0 such that
Mµnχrn(xn) ≥
µn(B(xn, Rn) ∩Brn)
µn(B(xn, rn))
≥ c√
n− 1 , (4.20)
and
µn(B|xn|)
µn(Brn)
≥ c an, (4.21)
for some a > 1.
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Before proving the lemma we will study how the measure µn acts on centred
balls. For R > 0
µn(BR) =
ˆ
BR
e−e
|x|
dx ≥
ˆ
BR
e−e
R
dx = e−e
R |BR|.
Also integrating radially gives
µn(BR) =
ˆ
BR
e−e
|x|
dx = ωn−1
ˆ R
0
e−e
s
sn−1 ds.
Differentiating one sees that there exists a Tn > 0 such that the function s 7→
e−e
s
sn−1 grows for s ∈ (0, Tn) and decreases for s ∈ (Tn,∞) and that Tn is the
solution of the transcendental equation ses = n − 1. So if additionally R ≤ Tn
one also has
µn(BR) =
ˆ
BR
e−e
|x|
dx = ωn−1
ˆ R
0
e−e
s
sn−1 ds
≤ ωn−1
ˆ R
0
e−e
R
sn−1 ds = ne−e
R |BR|.
We have proved:
Lemma 4.17. If 0 ≤ R ≤ Tn one has
e−e
R |BR| ≤ µn(BR) ≤ ne−eR |BR|.
We give a possible way of approximating Tn. Applying logarithms to the
equation defining Tn we obtain that Tn + log Tn = log(n − 1) which implies
Tn ≤ log(n − 1). This upper bound yields a lower one, since Tn = log(n −
1)− log Tn ≥ log(n− 1)− log log(n− 1). Thus, Tn behaves asymptotically like
log(n− 1) in the sense that Tn/ log(n− 1) −→ 1 as n→∞.
Proof of Lemma 4.16. As previously, scaling by Tn will simplify calculations.
Since it is not possible to compute Tn exactly we will scale by log(n − 1). Let
r, R, x > 0 and take rn = r log(n−1),Rn = R log(n−1) and xn = x log(n−1)e1.
Our (possibly not optimal but sufficient) choice is R = 1/4, x = 1/2, but most
of the times we will not explicit it in order to preserve the formal analogy with
Lemmas 4.14 and 4.15. The value of r is to be choosen later.
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To prove (4.21) we use Lemma 4.17 to get
µn(B|xn|)
µn(Brn)
≥ e
−(n−1)ex|B|xn||
ne−(n−1)er |Brn|
=
ee
x−er
n
(
ee
r−ex x
r
)n
.
Now it would to check that with our choice of r and x one has.
ee
r−ex x
r
> 1. (4.22)
We turn to (4.20). Similarly as in the proofs of Lemmas 4.14 and 4.15 we find
that
µn(B(xn, Rn)) ≤ ωn−2√
1− R2
x2
(log(n− 1))n
n− 1
ˆ x+R
x−R
F (t)(n−1)/2 dt.
where
F (t) =
(
t2 −
(
x2 + t2 −R2
2x
)2)
e−2e
t
.
The function F is continuous, F (x − R) = F (x + R) = 0 and F (t) > 0 if
x−R < t < x+R. Then F attains its maximum on [x−R, x+R] at an interior
point t0 of the interval and we have
µn(B(xn, Rn)) ≤ cωn−2 (log(n− 1))
n
n− 1 F (t0)
(n−1)/2.
In an analogous way
µn(B(xn, Rn) ∩Brn) ≥ ωn−2
(log(n− 1))n
n− 1
ˆ r
x−R
F (t)(n−1)/2 dt.
By Taylor’s expansion if t ∈ (x−R, x+R) and |t− t0| < δ
F (t) = F (t0) +
F ′′(τ)
2
(t− t0)2 ≥ F (t0)− M
2
δ2,
where M = maxτ∈[x−R,x+R] |F ′′(τ)|. At the end we will see that t0 < x, hence
we can take r = t0 and δ = (2F (t0)/M(n− 1))1/2 for a large to haveˆ r
x−R
F (t)(n−1)/2 dt ≥
ˆ t0
t0−δ
F (t)(n−1)/2 dt
≥
ˆ t0
t0−δ
(
F (t0)− M
2
δ2
)(n−1)/2
dt
= δ
(
1− 2
n− 1
)(n−1)/2
F (t0)
(n−1)/2
≥ c√
n− 1 F (t0)
(n−1)/2.
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Thus we have reached the desired bound
µn(B(xn, Rn) ∩Brn)
µn(B(xn, Rn))
≥ c√
n− 1 .
In order to finish the proof of (4.20) we have to justify that t0 < x. It is enough
to see that in F ′ < 0 in the interval [x, x + R] = [1/2, 3/4]. Using that x = 1/2
and R = 1/4 it is easy to see that F ′(t) < 0 if and only if(
5
4
t− 4t3
)
−
(
5
4
t2 − 2t4 − 9
128
)
et < 0.
For t > 0 one has et > 1 + t, then we just need to show that
P (t) =
(
5
4
t− 4t3
)
−
(
5
4
t2 − 2t4 − 9
128
)
(1 + t) < 0,
for t ∈ [1/2, 3/4]. This can be done by checking that P (1/2) = −13/256 < 0
and that P ′(t) < 0 for t ∈ [1/2, 3/4].
To finish the proof of (4.6) there is left to check that (4.22) holds for our choice
of r and x. Observe that it is equivalent to
xe−e
x
> re−e
r
,
But this follows from the fact that the function
s 7→ se−es ,
increases in the interval [0, 1/2].
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Chapter 5
Doubling measures.
In this last chapter we will deal with maximal operators associated to measures
satisfying certain doubling or regularity conditions. We will see that some of
the known results for the Lebesgue measure can be carried out to this general
situation. Although our model example will be that of the power weights (the
measures with densities of the form |x|α) over Rn, we will give some results that
are generalizable to a more abstract setting.
Recently, A. Naor and T. Tao [63] extended Theorem 1.16 (the “n log n” result
of Stein and Stro¨mberg) to the context of strong n-microdoubling metric measure
spaces. They proved that this result could be obtained as a corollary of a general
localisation principle. The techniques used by Naor and Tao are of a probabilis-
tic nature and include martingale theory and Doob’s maximal theorem. We will
present here a different approach to this principle using geometric arguments and
covering lemmas. These arguments are similar to those justifying Theorem 1.16
in the alternative proof given by M.T. Mena´rguez and F. Soria in [54]. In addition,
we will prove too that Theorem 1.9 holds for radial, uniformly weakly regular
measures in Rn (see Theorem 5.5). As we will see, these measures are all dou-
bling, at least for large n. This is in a clear contrast with the situation of the
measures considered in Chapters 3 and 4.
The other main result in this section is concerned with the extension of Stein’s
Theorem 1.13. We will show that the same result on uniform Lp bounds holds
for the maximal operators associated to certain radial measures, including those
given by the power weights.
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5.1 Micro-doubling and weakly regular measures.
In this section we deal with maximal operators defined in a more abstract setting,
that we explain now. We say that (X, d, µ) is a metric measure space if (X, d) is
a separable metric space and µ a Radon measure on it. We denote by B(x, r) the
ball centred at x with radius r with respect to the metric d, that is
B(x, r) = {y ∈ X : d(x, y) ≤ r}.
We will assume that the measure µ is not degenerate, that means that any ball with
positive radius has positive and finite measure. Given T ⊂ (0,∞), for any locally
integrable function f over X we can define the following maximal operator
MTf(x) = sup
r∈T
1
µ(B(x, r))
ˆ
B(x,r)
|f(y)| dµ(y).
When T = (0,∞), MT is the Hardy-Littlewood maximal operator.
We will require the measure µ to satisfy a doubling property, i.e. that the
measure of a ball is comparable to the measure of certain dilation of this ball. In
the classical doubling property the dilation factor is 2. That is, we say that µ is
doubling if there exists a constant K > 0 so that for each x ∈ X and R > 0
one has µ(B(x, 2R)) ≤ Kµ(B(x,R)). We will use instead what is called the
n-micro-doubling condition, in which the dilation factor is (1 + 1/n). Given a
natural number n we will say that µ is n-micro-doubling if there exists a constant
K > 0 such that for each x ∈ X and R > 0 one has
µ(B((x, (1 + 1/n)R)) ≤ Kµ(B(x,R)).
We will refer to K as the micro-doubling constant. It is trivial that Lebesgue
measure over Rn is n-micro-doubling, and moreover since
|B((x, (1 + 1/n)R)| =
(
1 +
1
n
)n
|B(x,R)| ≤ e|B(x,R)|,
we can take K = e for all dimensions.
We will also need a regularity condition. A measure µ is regular if the mea-
sure of two balls with the same radius is comparable. We will only require weak
regularity. That will mean that the measure of two intersecting balls with the same
radius is comparable. That is, there exists a constant K > 0 such that for each
x ∈ X , R > 0 and y ∈ B(x,R) one has
µ(B(y,R)) ≤ Kµ(B(x,R)).
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Following the terminology of A. Naor and T. Tao in [63], we will say that a
measure µ is strong n-micro-doubling if it is n-micro-doubling and weakly reg-
ular. Alternatively we can say that µ is strong n-micro-doubling if there exist a
constant K > 0 so that for each x ∈ X , R > 0, and y ∈ B(x,R) one has
µ(B(y, (1 + 1/n)R)) ≤ Kµ(B(x,R)).
It is easy to see the equivalence of these two definitions.
A measure µ over Rn is called a power weight if its density is of the form
|x|α for some α, that is, dµ(x) = |x|α dx. Since we will make n tend to infinity
there is no problem in assuming α > −n, which is necessary for |x|α to be locally
integrable. We finish this section by proving that power weights are strong n-
micro-doubling measures over Rn equipped with the Euclidean distance. This
will be easy, once the following result is established.
Lemma 5.1. Let µ be the measure overRn with densityw(|x|), wherew : [0,∞)→
[0,∞] satisfies the following properties.
i) w(| · |) is locally integrable,
ii) w is essentially constant on dyadic intervals, i.e. there exist constants β > 0
and ak, for k ∈ Z, such that for each k ∈ Z, if 2k ≤ |x| ≤ 2k+1, then
1
β
ak ≤ w(|x|) ≤ β ak,
and
1
β
ak ≤ ak+1 ≤ β ak.
iii) there exists η > 0 such that if |x| ≤ 4R one has
1
η
w(R)|BR| ≤ µ(B(x,R)) ≤ η w(R)|BR|.
Then µ is strong n-micro-doubling with a constant that only depends on β and η.
Now we are going to see that power weights fulfil the hypothesis of the Lemma.
Indeed these hypothesis are satisfied for all w so that
i’) w(| · |) is locally integrable
ii’) w is essentially constant on dyadic intervals with constant β,
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iii’) w is monotone,
iv’) w satisfies the following “Hardy condition”: there exists η > 0 such that for
every R > 0 one has
1
η
w(R)|BR| ≤ µ(BR) ≤ η w(R)|BR|.
Let us show that iii’) and iv’) imply condition iii) of the Lemma. We will do it for
a decreasing w, the proof for an increasing w is analogous. Assume that |x| ≤ 4R.
Since w is decreasing then we have that
µ(B(x,R)) ≤ µ(B(0, R)) ≤ η w(R) |BR|
and also that
µ(B(x,R)) ≥ µ(B(4Rx′, R)) ≥ w(3R) |B(x,R)|.
Then we are done because w is essentially constant on dyadic intervals and if
2k ≤ R ≤ 2k+1, then
w(3R) ≥ w(4R) ≥ 1
β
ak+2 ≥ 1
β3
ak ≥ 1
β4
w(R).
Now it is elementary to check that if w(t) = tα then condition ii′) holds with
β = max(2α, 2−α). Also, one has in this case µ(BR) = n/(n + α)w(R)|BR|.
Therefore, condition iv”) holds for both, α positive and negative, with η = 2 if
we take, say, n ≥ 2|α|.
Proof of Lemma 5.1. Let x ∈ Rn, R > 0 and y ∈ B(x,R), we have to prove that
µ(B(y, (1 + 1/n)R)) ≤ Kµ(B(x,R)),
withK > 0 only depending on β and η. We distinguish the situation that |x| ≥ 3R
and the one that |x| ≤ 3R.
Let |x| ≥ 3R, then
2
3
|x| ≤ |x| −R ≤ |y| ≤ |x|+R ≤ 4
3
|x|.
Therefore |y| is at most one dyadic interval away from |x| and we have w(|y|) ≥
β−3w(|x|). As a consequence,
µ(B(x,R)) =
ˆ
B(x,R)
w(|y|) dy ≥ 1
β3
w(|x|) |BR|.
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If z ∈ µ(B(y, (1 + 1/n)R)), assuming n ≥ 2 we have
1
6
|x| ≤ |y| − (1 + 1/n)R ≤ |z| ≤ |y|+ (1 + 1/n)R ≤ 11
6
|x|.
Hence, |z| lies at most 3 dyadic intervals away from |x|, which implies that
w(|z|) ≤ β5w(|x|). Thus,
µ(B(y, (1 + 1/n)R)) =
ˆ
B(z,(1+1/n)R)
w(|z|) dz
≤ β5w(|x|) |B(z, (1 + 1/n)R)|
≤ eβ5w(|x|) |BR|,
and we finished with this case.
Assume now that |x| ≤ 3R, by iii) we obtain
µ(B(x,R)) ≥ 1
η
w(R) |BR|.
In this situation |y| ≤ |x| + R ≤ 4R ≤ 4(1 + 1/n)R. Then we can finish by
applying iii) again to get
µ(B(y, (1 + 1/n)R)) ≤ η w((1 + 1/n)R)|B(1+1/n)R| ≤ eηβ3w(R)|BR|.
5.2 Weak type estimates and a localisation princi-
ple.
The main result in this section is that Theorem 1.16 is valid in a strong n-micro-
doubling measure metric space. We will be interested in the maximal operators
associated to the following subsets of (0,∞). A sequence {ak}k∈Z ⊂ (0,∞) is
lacunary if there exist a > 1 so that ak+1 > aak. If a = n in this setting of n-
micro-doubling measures, we will say explicitly that the sequence is n-lacunary.
Theorem 5.2. Let (X, d, µ) be a measure metric space, with µ a strong n-micro-
doubling measure with constant K. Then we have the following weak type esti-
mates
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i) if T ⊂ (0,∞) is an n-lacunary sequence, then
µ({x ∈ X : MTf(x) > λ}) ≤ CK
λ
‖f‖L1(µ),
ii) if T ⊂ (0,∞) is a lacunary sequence with constant a, then
µ({x ∈ X : MTf(x) > λ}) ≤ CK log n
λ
‖f‖L1(µ),
iii) if T = (0,∞) so that M = MT is the Hardy-Littlewood maximal operator,
then
µ({x ∈ X : Mf(x) > λ}) ≤ CKn log n
λ
‖f‖L1(µ),
where Ck are constants only depending on K and, additionally in ii), on a.
Note that part iii) is a generalization of Theorem 1.16 by E.M. Stein and J.O.
Stro¨mberg [74]. This result was proved by M.T. Mena´rguez and F. Soria in [54] in
the n-dimensional Euclidean space case and, with the generality presented here,
by A. Naor and T. Tao in [63].
A metric measure space (X, d, µ) is said to be Ahlfors-David n-regular if there
exists a constant K > 0 so that
1
K
Rn ≤ µ(B(x,R) ≤ KRn,
for all x ∈ X and R > 0. It is easy to see that this property implies the strong n-
micro-doubling condition. A. Naor and T. Tao showed in [63] that the O(n log n)
bound is optimal even in this setting, by constructing a sequence of Ahlfors-David
n-regular spaces (Xn, dn, µn) so that
‖Mµn‖L1(µn)→L1,∞(µn) ≥ Cn log n.
In [63] Theorem 5.2 is shown as a corollary of the following localisation prin-
ciple for maximal operators.
Theorem 5.3. Let (X, d, µ) be a metric measure space and let µ be n-micro-
doubling with constant K. If T ⊂ (0,∞) and p ≥ 1, then we have the following
localisation property for the weak Lp operator norms of the associated maximal
operator
‖MT‖Lp→Lp,∞ ≤ CK + CK sup
k∈Z
‖Mk‖Lp→Lp,∞ ,
where Mk = MT∩(nk,nk+1] and CK is a constant only depending on K.
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The proof given by Naor and Tao of this result is probabilistic and relies on
random martingales and Doob-type maximal inequalities. We present here (see
Theorem 5.4 below) a more geometrical proof based on covering lemmas and
selection processes that is closer in spirit to the arguments in [74]. Before doing
that, we show hoy to obtain Theorem 5.2 from Theorem 5.3 through the following
chain of implications: Theorem 5.3 ⇒ i) ⇒ ii) ⇒ iii). We do each step
separately.
Proof that Theorem 5.3⇒ i). If T = {ak}k∈Z is an n-lacunary sequence then
each interval of the form [nk, nk+1] contains at most one element of T . Theorem
5.3 implies then that
‖MT‖L1→L1,∞ ≤ CK sup
k∈Z
‖M{ak}‖L1→L1,∞ .
We only have to show now that M{ak} is bounded independently of k. Since
M{ak}f(x) =
1
µ(B(x, ak))
ˆ
B(x,ak)
|f(y)| dµ(y),
by the weak regularity of µ and Fubini Theorem we have
‖M{ak}f‖L1 =
ˆ
X
1
µ(B(x, ak))
ˆ
X
χB(x,ak)(y)|f(y)| dµ(y) dµ(x)
≤
ˆ
X
ˆ
X
K
µ(B(y, ak))
χB(y,ak)(x)|f(y)| dµ(y) dµ(x)
=
ˆ
X
K
µ(B(y, ak))
ˆ
B(y,ak)
dµ(x) |f(y)| dµ(y) = K‖f‖L1 .
This says, in particular, that each M{ak} is bounded on L
1 with operator norm
bounded by K.
Now we are going to see that i) ⇒ ii) and that ii) ⇒ iii). The idea is to
show that a lacunary operator is controlled byO(log n) operators, each associated
to an n-lacunary sequence, and that the Hardy-Littlewood maximal function is
controlled by n operators, each associated to a lacunary sequence.
Proof that i)⇒ ii). Let α = {αk}k∈Z be a lacunary sequence, and let a > 1 be
such that αk+1 ≥ aαk for each k > 1. Fix J ∈ N, for j = 1, . . . , J we define the
sequences βj = {βjk}k∈Z by βjk = αJk+j . Note that
βjk+1 = αJ(k+1)+j ≥ aJαJk+j = aJβjk.
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Hence if aJ > n (which can be achieved taking J = 1 + blog n/ log ac) each of
the sequences βj is n-lacunary. Given a locally integrable function then we have
that
Mαf(x) = sup
j=1,...,J
Mβjf(x).
This is all we needed to prove, since each of the operators Mβj satisfies a weak
type estimate with constants only depending on K. In this case, the constant may
also depend linearly on the value of 1/ log a.
Proof that ii)⇒ iii). Consider the lacunary sequence α = {2k}k∈Z. For j =
0, . . . , n− 1 the dilates αj = {2k+j/n}k∈Z are also lacunary sequences.
We consider the ball B(x,R) and assume that k and j are such that
αjk = 2
k+j/n ≤ R ≤ 2k+(j+1)/n = αj+1k .
Note that αj+1k /α
j
k = 2
1/n ≤ 1 + 1/n. Then by the micro-doubling condition we
have
µ(B(x, αj+1k )) = µ(B(x, 2
1/nαjk)) ≤ µ(B(x, (1 + 1/n)αjk))
≤ Kµ(B(x, αjk)) ≤ Kµ(B(x,R)).
Therefore,
1
µ(B(x,R))
ˆ
B(x,R)
|f(y)| dµ(y) ≤ K
µ(B(x, αj+1k ))
ˆ
B(x,αj+1k )
|f(y)| dµ(y)
≤ KMαj+1f(x).
Hence, we have that
Mαf(x) = sup
j=0,...,n−1
Mαjf(x).
This finishes the proof, because for each j = 0, . . . , n − 1 the sequence αj
is lacunary and by ii) the weak L1(µ) operator norm of Mαj is controlled by
CK log n.
The remaining part of this section is devoted to proving Theorem 5.3. Our
proof relies on yet a new localisation theorem and avoids technical arguments
from probability theory. The statement is the following:
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Theorem 5.4. Let (X, d, µ) be a metric measure space and let µ be n-micro-
doubling with constant K. If T ⊂ (0,∞) and p ≥ 1, for each locally integrable
function f overX and each λ > 0 one can find a disjoint collection of measurable
sets {Ak}k∈Z such that
µ({x ∈ X : λ < MTf(x) ≤ 2λ})
≤ C1
(
1
λp
‖f‖pLp(µ) +
∑
k∈Z
µ({x ∈ X : Mk(fχAk)(x) > C2λ})
)
,
where C1 and C2 are constants that only depend on K.
Before proving it, let us see that this result implies Theorem 5.3.
Proof that Theorem 5.4 implies Theorem 5.3. Given a locally integrable f and λ >
0 we write
Eλ = {x ∈ X : MTf(x) > λ},
Fλ = {x ∈ X : λ < MTf(x) ≤ 2λ}.
We have to prove that
µ(Eλ) ≤ CK
λp
(
1 + sup
k∈Z
‖Mk‖pLp→Lp,∞
)
‖f‖pLp(µ).
Note that by the disjointness of the collection {Ak}k∈Z we have∑
k∈Z
µ({x ∈ X : Mk(fχAk)(x) > C2λ}) ≤
Ck
λp
∑
k∈Z
‖Mk‖pLp→Lp,∞
ˆ
Ak
|f |p dµ
≤ Ck
λp
sup
k∈Z
‖Mk‖pLp→Lp,∞
ˆ
X
|f |p dµ.
Then, by Theorem 5.4
µ(Fλ) ≤ CK
λp
(
1 + sup
k∈Z
‖Mk‖pLp→Lp,∞
)
‖f‖pLp(µ).
This implies
µ(Eλ) = µ
( ∞⋃
j=0
F2jλ
)
=
∞∑
j=0
µ(F2jλ)
≤
∞∑
j=0
CK
(2jλ)p
(
1 + sup
k∈Z
‖Mk‖pLp→Lp,∞
)
‖f‖pLp(µ)
=
CK
λp
(
1 + sup
k∈Z
‖Mk‖pLp→Lp,∞
)
‖f‖pLp(µ).
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We finish this section proving Theorem 5.4.
Proof of Theorem 5.4. Given a locally integrable f and λ > 0 we write
Fλ = {x ∈ X : λ < MTf(x) ≤ 2λ}.
Once we determine what the sets Aj are, we will have to prove that
µ(Fλ) ≤ C1V fλ,p,
where we have used the notation
V fλ,p =
1
λp
‖f‖pLp(µ) +
∑
k∈Z
µ({x ∈ X : Mk(fχAk)(x) > C2λ}).
Note first that it is enough to prove the result for p = 1. To see this, given a
function f in Lp(µ) we consider f = fλ + fλ where
fλ = fχ{|f |>λ} ∈ L1(µ),
fλ = fχ{|f |≤λ} ∈ L∞(µ).
Since
MTf(x) ≤MTfλ(x) +MTfλ(x) ≤MTfλ(x) + λ,
for MTf(x) > 2λ to hold it is necessary that MTfλ(x) > λ. Hence,
F2λ ⊂ {x ∈ X : λ < MTfλ(x) ≤ 4λ} = G1 ∪G2,
with
G1 = {x ∈ X : λ < MTfλ(x) ≤ 2λ},
G2 = {x ∈ X : 2λ < MTfλ(x) ≤ 4λ}.
Then since fλ ∈ L1(µ) we apply the result for p = 1 to G1 and G2 to obtain
µ(F2λ) ≤ 2 max(µ(G1), µ(G2))
≤ C
(
C1
ˆ
X
|fλ|
λ
dµ+
∑
k∈Z
µ({x ∈ X : Mk(fλχAk)(x) > C2λ})
)
≤ C
(
C1
ˆ
X
|fλ|p
λp
dµ+
∑
k∈Z
µ({x ∈ X : Mk(fχAk)(x) > C2λ})
)
,
for each p ≥ 1. Since λ is arbitrary the result is proved for any p ≥ 1.
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Now we prove the result in the case that p = 1, that is
µ(Fλ) ≤ C1V fλ,1
We consider the following collections of balls
B = {B(x,R) : x ∈ X, R ∈ T},
Bk = {B(x,R) : x ∈ X, R ∈ T ∩ [nk, nk+1)}.
Given a ball B ∈ B we denote by zB its centre and by RB its radius. We define
the collection
A =
{
B ∈ B : λ < 1
µ(B)
ˆ
B
|f | dµ ≤ 2λ
}
.
For each B ∈ A one can find a concentric ball B˜ so that RB/(1 + 1/n) ≤ RB˜ <
RB and
1
µ(B)
ˆ
B˜
|f | dµ > λ.
We will write B0 = B(zB, RB −RB˜). Since
Fλ ⊂
⋃
B∈A
B0,
it suffices to prove that
µ
(⋃
B∈A
B0
)
≤ C1V fλ,1.
It is not difficult to see (see the argument preceding (5.5) below) that ∪B∈AB0
is contained in a level set of MR and, as a consequence, has finite µ-measure.
Therefore, by monotonicity there exists A′ ⊂ A with ]A0 <∞ such that
µ
( ⋃
B∈A′
B0
)
≥ 1
2
µ
(⋃
B∈A
B0
)
.
Hence, it is enough to show that
µ
( ⋃
B∈A′
B0
)
≤ C1V fλ,1,
with C independent of A′. Writing
Ak := {B ∈ A′ : B ∈ Bk},
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we have that A′ = A1 ∪ A2 with
A1 =
⋃
k odd
Ak,
A2 =
⋃
k even
Ak.
Assume that µ(
⋃
B∈A1 B
0) ≥ µ(⋃B∈A2 B0) (if not, interchange the names), then
µ(
⋃
B∈A1 B
0) ≥ 1
2
µ(
⋃
B∈A′ B
0) and we just need to prove that
µ
( ⋃
B∈A1
B0
)
≤ C1V fλ,1.
For the sake of simplicity in the notation we rename A = A1.
Now we want to write the set
⋃
B∈AB
0 as the union of disjoint sets. Observe
that A = {Bj}j=1,···,J for certain J . We define DB1 = B01 , and if DB1 , · · · , DBm
are already defined, we take
DBm+1 = Bm+1 \
m⋃
j=1
B0j .
Then, we have
µ
(⋃
B∈A
B0
)
= µ
(⋃
B∈A
DB
)
.
We also define the functions
gB(x) =
µ(DB)
µ(B)
χB˜(x)
for B ∈ A and
Gk(x) =
∑
B∈Ak
gB(x).
We start a selection process. Take k1 as the largest k ∈ Z with Ak 6= ∅, then
we take G˜k1 = Gk1 and A˜k1 = Ak1 . Once G˜k1 , · · · , G˜km are determined we take
km+1 as the largest k < km so thatAk 6= ∅. We say that B ∈ A˜km+1 if B ∈ Akm+1
and
m∑
j=1
G˜kj ≤ 1
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on B. Then we define
G˜km+1(x) =
∑
B∈Akm+1
gB(x).
SinceA is finite this process ends in a finite number of steps, and we have obtained
G˜k1 , · · · , G˜kM for certain M . We call
A˜ =
M⋃
m=1
A˜km ,
and claim that
µ
(⋃
B∈A
DB
)
≤ (1 +K)
∑
B∈A˜
µ(DB). (5.1)
To prove this claim note that if A ∈ Akm \ A˜km , then there exists z ∈ A such
that
m−1∑
j=1
G˜kj(z) > 1.
Note that if A ∩ B˜ 6= ∅ for some B ∈ A˜kj with j < m, then A ⊂ B? :=
B(xB, (1 + 1/n)RB). Thus for all z ∈ A we have
m−1∑
j=1
G∗kj(z) :=
m−1∑
j=1
∑
B∈A˜kj
µ(DB)
µ(B)
χB∗(z) ≥ 1.
Then, by Tchebychev inequality
µ
 ⋃
B∈A\A˜
DB
 ≤ µ({z ∈ X : M∑
j=1
G∗kj(z) > 1}
)
≤
M∑
j=1
ˆ
X
G∗kj(z) dµ(z) =
M∑
B∈A˜
µ(DB)
µ(B)
µ(B∗)
≤ K
∑
B∈A˜
µ(DB).
Now that the claim is justified we only need to prove∑
B∈A˜
µ(DB) ≤ C1V fλ,1.
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By the definition of B˜ we have
∑
B∈A˜
µ(Db) ≤ 1
λ
∑
B∈A˜
1
µ(B)
ˆ
B˜
|f | dµ µ(Db) = 1
λ
ˆ
X
|f |
(
M∑
j=1
G˜kj
)
dµ. (5.2)
For each j = 1, · · · ,M we define A˜j := supp G˜kj . We now take AM = A˜M
and
Aj = A˜j \
M⋃
`=j+1
A˜`.
If z ∈ Am we have G˜kj(z) = 0 if j > m, and then, by the way we selected G˜km
M∑
j=1
G˜kj(z) = G˜km(z) +
m−1∑
j=1
G˜kj(z) ≤ G˜km(z) + 1.
Then we have that
M∑
j=1
G˜kj ≤
M∑
j=1
G˜kjχAj + 1,
which combined with (5.1) and (5.2) yields
∑
B∈A˜
µ(DB) ≤ 2K
λ
(ˆ
X
|f | dµ+
M∑
j=1
ˆ
X
|f |χAjG˜kj dµ
)
. (5.3)
In order to bound the last sum note that
2K
λ
M∑
j=1
ˆ
X
fχAjG˜kj dµ =
2K
λ
M∑
j=1
∑
B∈A˜kj
1
µ(B)
ˆ
B˜
|f |χAj dµ µ(DB)
Given B ∈ A˜kj , we say that B ∈ A˜?kj if
1
µ(B)
ˆ
B˜
|f |χAj dµ ≤
λ
4K
.
Hence, we have
2K
λ
M∑
j=1
∑
B∈A˜?kj
1
µ(B)
ˆ
B˜
|f |χAj dµ µ(DB) ≤
1
2
∑
B∈A
µ(DB)
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and this term can be absorbed in the left hand side of (5.3).
On the other hand note that if B ∈ A
1
µ(B)
ˆ
B˜
|f |χAj dµ ≤
1
µ(B)
ˆ
B
|f |χAj dµ ≤ 2λ. (5.4)
We claim that if z ∈ B0, then B˜ ⊂ B(z,RB) ⊂ B?. The n-micro-doubling con-
dition implies then that µ(B) ≥ µ(B?)/K ≥ µ(B(z,RB))/K and consequently
if B ∈ A˜kj \ A˜?kj
λ
4K
<
1
µ(B)
ˆ
B˜
|f |χAj dµ ≤
K
µ(B(z, RB))
ˆ
B(z,RB)
|f |χAj dµ
≤ K Mkj(fχAj)(z).
Thus, for such B,
B0 ⊂
{
x ∈ X : Mkj(fχAj)(x) >
λ
4K2
}
. (5.5)
Therefore, using (5.4) we have
2K
λ
M∑
j=1
∑
B∈A˜kj \A˜?kj
1
µ(B)
ˆ
B˜
|f |χAj dµ µ(DB)
≤ 4K
M∑
j=1
∑
B∈A˜kj
µ(DB)
≤ 4K
M∑
j=1
µ
({
x ∈ X : Mkj(fχAj)(x) >
λ
4K2
})
.
This finishes the proof, provided we justify the last claim.
In order to do so, suppose that y ∈ B˜, then
|y − z| ≤ |y − zB|+ |zB − z| ≤ RB˜ + (RB −RB˜) = RB,
which means that y ∈ B(z, RB). Assume now that y ∈ B(z,RB)
|y − zB| ≤ |y − z|+ |z − zB| ≤ RB +RB/n = (1 + 1/n)RB,
hence y ∈ B?. The claim is proved.
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5.3 Radial functions and the weak type L1
In this section we will focus on the Euclidean space equipped with a weakly reg-
ular, rotation invariant measure. In this setting we have the following extension of
Theorem 1.9.
Theorem 5.5. Let µ be a rotation invariant measure over Rn that is absolutely
continuous with respect to Lebesgue measure. If µ is weakly regular with constant
K and f is a radial function we have
µ({x ∈ X : Mf(x) > λ}) ≤ 4K
λ
‖f‖L1(µ).
For the proof, we will mostly follow [54]. Next lemma, from which Theorem
1.9 derives easily, uses the following key ingredient: associated to a weight v on
R we define the non-centred maximal function
M˜vF (x) = sup
a≤x≤b
1
v([a, b])
ˆ
[a,b]
|F (t)|v(t) dt,
for each locally integrable F (with respect to v). Then, independently of the
weight v one has
v({r ≥ 0 : M˜vF (r) > λ}) ≤ 2
λ
ˆ
R
|F (r)|v(r) dr. (5.6)
A simple proof of this well-known fact can be found in [60], [38] or [50].
Lemma 5.6. Let µ be a radial measure over Rn as above, with density w(|x|).
Given a radial function f over Rn, that can be written as f(x) = F (|x|) for
certain F : [0,∞) −→ R, one has
Mf(x) ≤ (1 +K)M˜vF (|x|),
where v(t) = w(t)tn−1.
Proof of Theorem 1.9. Writing f(x) = F (|x|) and using Lemma 5.6 we have
{x ∈ Rn : Mf(x) > λ} ⊂
{
x ∈ Rn : M˜vF (|x|) > λ
1 +K
}
.
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Integrating in polar coordinates we have
µ
({
x ∈ Rn : M˜vF (|x|) > λ
1 +K
})
= ωn−1
ˆ
{r≥0 : M˜vF (r)>λ/(1+K)}
v(t) dt
= ωn−1 v
({
r ≥ 0 : M˜vF (r) > λ
1 +K
})
.
By (5.6) the last is bounded by
2(1 +K)
λ
ωn−1
ˆ ∞
0
|F (t)| v(t) dt = 2(K + 1)
λ
ˆ
Rn
|f(x)| dµ(x).
In order to prove Lemma 5.6 we need the following geometric definition.
Given a measurable set E ∈ Rn we define its projection onto the sphere Sn−1
by
ΣE = {θ ∈ Sn−1 : rθ ∈ E for some r > 0}.
We claim that
Lemma 5.7. For each ball B(x,R) ∈ Rn there exists a set D such that
(i) B(x,R) ⊂ D,
(ii) ΣD = ΣB(x,R),
(iii) for each θ ∈ ΣD there exist 0 ≤ aθ ≤ bθ such that rθ ∈ D if and only if
aθ ≤ r ≤ bθ,
(iv) |x|θ ∈ D for each θ ∈ σD (this means aθ ≤ |x| ≤ bθ),
(v) µ(D) ≤ (1 +K)µ(B(x,R)).
Using this, we prove Lemma 5.6
Proof of Lemma 5.6. By conditions (i) and (v)
1
µ(B(x,R))
ˆ
B(x,R)
|f(y)| dµ(y) ≤ µ(D)
µ(B(x,R))
1
µ(D)
ˆ
D
|f(y)| dµ(y)
≤ 1 +K
µ(D)
ˆ
D
|f(y)| dµ(y).
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Now we integrate along each ray coming from the origin and use conditions (ii)–
(iv)
ˆ
D
|f(y)| dµ(y) =
ˆ
ΣD
ˆ bθ
aθ
|F (t)|v(t) dt dσn(θ)
=
ˆ
ΣD
v([aθ, bθ])
v([aθ, bθ])
ˆ bθ
aθ
|F (t)|v(t) dt dσn(θ)
≤
ˆ
ΣD
v([aθ, bθ]) M˜vF (|x|) dσn(θ).
Note that
ˆ
ΣD
v([aθ, bθ]) dσn(θ) =
ˆ
ΣD
ˆ bθ
aθ
v(t) dt dσn(θ) = µ(D),
Hence we have proved that
1
µ(B(x,R))
ˆ
B(x,R)
|f(y)| dµ(y) ≤ (1 +K)M˜vF (|x|),
and since R is arbitrary the lemma is proved.
It remains to give the proof of Lemma 5.7.
Proof of Lemma 5.7. If the origin is contained in B(x,R), then |x| ≤ R and
ΣB(x,R) = Sn−1. We can take D = B(x, r) ∪ B|x|, which obviously fulfils condi-
tions (i)–(iv). For condition (v) note that by the weak regularity
µ(B|x|) ≤ µ(BR) ≤ Kµ(B(x,R)).
If |x| > R, the origin is not contained in B(x,R) and ΣB(x,R) 6= Sn−1. For
each θ ∈ ΣB(x,R) let
aθ = inf{r > 0 : rθ ∈ B(x,R)}.
It easy to see that aθ < |x|. Note that the maximal value of aθ occurs when the
line directed by θ is tangent to B(x,R). If the tangency point is y, then aθ =
|y|. Looking at the rectangle triangle whose vertices are x, y and the origin it is
obvious that |x| > |y| = aθ.
Then we take
D = B(x,R) ∪ {rθ : aθ ≤ r ≤ |x| and θ ∈ ΣB(x,R)},
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that is easily checked to satisfy conditions (i)–(iv). To see that condition (v) is
fulfilled, by the weak regularity, it is enough to see that there exist a point z ∈
B(x,R) so that D ⊂ B(x,R) ∪ B(z,R). For this it will suffice to prove that
D \B(x,R) ⊂ B(z,R).
0
w
y
z
x
β
Let θ ∈ Sn−1 be such that the line directed by θ is tangent toB(x,R), and let y
be the tangency point as before. We take z as the orthogonal projection of y onto
the line passing through x and the origin. Note that the maximal distance from a
point in D \ B(x,R) to z is attained at w = |x|θ ∈ D. Therefore it is enough
to prove that w ∈ B(z,R), i.e. that |w − z| ≤ R. For this, note that the triangle
whose vertices are x, y and the origin is congruent with the one with vertices and
z, w and the origin, therefore |w − z| = |x− y| = R.
Remark 5.8. Note that the weak regularity of µ has been used only for proving
part (v) of Lemma 5.7. Note also that if µ is a radial and radially increasing
measure in the sense that µ(B(x,R)) ≥ µ(B(y,R)) whenever |x| ≥ |y|, the
proof of Lemma 5.7 is also valid with K = 1. This was observed by A. Infante in
[44].
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5.4 Measures with dimension free estimates on Lp,
p > 1.
In this section we will use some of the previous ideas to prove Lp bounds inde-
pendent of the dimension for maximal operators associated to certain families of
radial and doubling measures that include the power weights. The main result is
the following one.
Theorem 5.9. Let µ be a radial measure over Rn of the form dµ(x) = w(|x|) dx.
Assume that w is such that
i) w(| · |) is locally integrable,
ii) w is essentially constant on dyadic intervals with constant β,
iii) there exists η > 0 such that if |x| ≤ 2R one has
1
η
w(R)|BR| ≤ µ(B(x,R)) ≤ η w(R)|BR|.
iv) We have, for the usual Hardy-Littlewood maximal operator, the weighted in-
equalities
‖Mf‖Lp(w(|.|)) ≤ A1 ‖f‖Lp(w(|·|)),
‖Mf‖Lp(w(|.|)1−p) ≤ A2 ‖f‖Lp(w(|·|)1−p).
Then one has
‖Mµf‖Lp(µ) ≤ C‖f‖Lp(µ),
where the constant C only depends on β, η, A1 and A2.
Theorem 5.9 follows from the following lemma.
Lemma 5.10. Let µ be a radial measure over Rn of the form dµ(x) = w(|x|) dx.
Assume that w is such that
i) w(| · |) is locally integrable,
ii) w is essentially constant on dyadic intervals with constant β,
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iii) there exists η > 0 such that if |x| ≤ 2R one has
1
η
w(R)|BR| ≤ µ(B(x,R)) ≤ η w(R)|BR|.
Then we have the following pointwise inequality
Mµf(x) ≤ C
(
Mf(x) +
1
w(|x|)M(fw(| · |))(x) +Hµf(x)
)
,
where C depends only on β and η and
Hµf(x) = sup
R≥|x|
1
µ(BR)
ˆ
BR
|f(y)| dµ(y).
Proof of Theorem 5.9. By the Lemma
‖Mµf‖Lp(µ) ≤ C
(
‖Mf‖Lp(µ) +
∥∥∥∥M(fw(| · |))w(| · |)
∥∥∥∥
Lp(µ)
+ ‖Hµf‖Lp(µ)
)
,
where the constant C depends only on β and η.
By assumption iv) of the Theorem we have
‖Mf‖Lp(µ) ≤ A1‖f‖Lp(µ).
We also would like to have∥∥∥∥ 1w(| · |)M(fw(| · |))
∥∥∥∥
Lp(µ)
≤ C‖f‖Lp(µ).
Taking g = fw(| · |) this is equivalent to
‖Mg‖Lp(w(|.|)1−p) ≤ C‖g‖Lp(w(|·|)1−p),
which we know true by assumption iv), with C = A2.
For the last term we use the standard argument for Hardy type operators. It
is obvious that Hµ is bounded on L∞(µ) with constant 1. We will show that it is
also weakly bounded on L1(µ) with operator norm 1. Then by real interpolation
it is bounded on Lp(µ) with operator norm controlled by an absolute constant.
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To see the weak type inequality take λ > 0 and consider Eλ = {x ∈ Rn :
Hµf(x) ≥ λ}. If x ∈ Eλ there exists Rx > |x| so that
1
µ(BRx)
ˆ
BRx
|f(y)| dµ(y) ≥ λ.
Note that then BRx ⊂ Eλ, and that
Eλ =
⋃
x∈Eλ
BRx .
Then Eλ = BR for certain R > 0 and by monotonicity
µ(Eλ) = µ(BR) ≤ sup
x∈Eλ
µ(BRx) ≤ sup
x∈Eλ
1
λ
ˆ
BRx
|f(y)| dµ(y)
≤ 1
λ
ˆ
Rn
|f(y)| dµ(y).
Proof of Lemma 5.10. We will bound the mean value over certain ball B(x,R).
Fixing x and R, we consider different cases.
If |x| ≥ 2R and y ∈ B(x,R) then
1
2
|x| ≤ |x| −R ≤ |y| ≤ |x|+R ≤ 3
2
|x|,
and since w is essentially constant in dyadic intervals β−3w(|x|) ≤ w(|y|) ≤
β3w(|x|). Hence
1
µ(B(x,R))
ˆ
B(x,R)
|f(y)|w(|y|) dy
≤ β
6
w(|x|)µ(B(x,R))
ˆ
B(x,R)
|f(y)|w(|x|) dy
≤ β6Mf(x).
In the case that R ≤ |x| ≤ 2R we use assumptions iii) and ii) to see that
µ(B(x,R)) ≥ 1
η
w(R) |B(x,R)| ≥ 1
η β3
w(|x|) |B(x,R)|.
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Therefore we have
1
µ(B(x,R))
ˆ
B(x,R)
|f(y)|w(|y|) dy
≤ η β
3
w(|x|)|B(x,R)
ˆ
B(x,R)
|f(y)|w(|y|) dy
≤ η β
3
w(|x|)M(fw(| · |))(x).
Last, we consider 0 ≤ |x| ≤ R. By assumption iii) we have
µ(B(x,R)) ≥ 1
η
w(R) |BR| ≥ 1
η2
µ(BR).
We split the ball B(x,R) into two disjoint pieces
E = B(x,R) ∩BR,
F = B(x,R) \BR,
and integrate over then separately. For the first one
1
µ(B(x,R))
ˆ
E
|f(y)| dµ(y) ≤ η
2
µ(BR)
ˆ
BR
|f(y)| dµ(y) ≤ η2Hµf(x).
For the second one note that if y ∈ F then R ≤ |y| ≤ 2R and then w(|y|) ≤
β3w(R). Hence
1
µ(B(x,R))
ˆ
F
|f(y)| dµ(y) ≤ η β
3
w(R) |BR|
ˆ
B(x,R)
|f(y)|w(R) dy
≤ η β3Mf(x).
Remark 5.11. Both, Theorem 5.9 and Lemma 5.10 do not require µ to be radial.
For the applications, however, this requirement is the most natural in order to
define µ and Mµ simultaneously in all dimensions and to study whether or not
there are uniform bounds as n −→∞.
With respect to Theorem 5.9, we already know that there are some families
of measures, for example power weights with a fixed exponent, for which β and
158 CHAPTER 5. DOUBLING MEASURES.
η can be bounded independently of the dimension. Now we want to see if the
same is possible for A1 and A2 in hypothesis iv). The following result by J.
Duoandikoetxea and L. Vega which appeared in [29], shows that if hypothesis iv)
is true in Rk then it holds in Rn for each n ≥ k with the same values of A1 and
A2.
Proposition 5.12. Let w be a nonnegative function on [0,∞), so that w(| · |) ∈
Ap(Rk), then w(| · |) ∈ Ap(Rn) for all n ≥ k and moreover
‖Mf‖Lp(w(|·|)) ≤ C‖f‖Lp(w(|·|)),
where the constant C might depend on p and w but not on n.
For our model example, the power weights, we know that | · |α ∈ Ap(Rn) if
and only if −n < α < p(n − 1) (see for example [36]). Then, given α ∈ R and
p ≥ 1 for condition iv) to hold we need both
−n < α < p(n− 1),
−n < α(1− p) < p(n− 1).
As a consequence of all this, we obtain the following result
Theorem 5.13. Let dµ(x) denote the measure |x|α dx in Euclidean spaceRn, with
n > −α. Then for p > 1 there exists a constant Cα,p, that depends only on α and
p, so that
‖Mµf‖Lp(µ) ≤ Cα,p‖f‖Lp(µ),
uniformly in dimension n and on f ∈ Lp(µ).
5.5 Families of measures changing with the dimen-
sion
As we have seen in the preceding section, maximal operators associated to power
weights have Lp operator norms bounded with respect to the dimension. An in-
teresting observation by J.M. Aldaz and J. Pe´rez La´zaro in [4] showed that given
an exponent p (as large as wanted) there exist families of power weights such that
the Lp bounds of the associated maximal operators grow to infinity as n −→ ∞.
The twist here is that the powers change from one dimension to another. To be
more precise they considered measures να,n given by the densities |x|−αn over Rn
with 0 < α < 1. Their result is the the following (see Theorem 3.12 in [4]).
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Theorem 5.14. Given p0 ∈ [1,∞), there exist α0 ∈ (0, 1) and a > 1 such that for
all p ∈ [1, p0] and all α ∈ [α0, 1) one has
cνα,n,p ≥
a(1−α)n
6
.
It is implicit in the proof given in [4] that α0 −→ 1 as p0 −→∞. This leads to
the question of whether, fixing α, Mνα,n may satisfy a uniform Lp bound for large
p. We can apply the method used in Theorem 4.11 for the Gaussian measure to
show that this is not the case when α > 1/2.
Theorem 5.15. For each α ∈ (1/2, 1) there exists a constant a > 1 such that for
all p ∈ [1,∞)
cνα,n,p ≥ can/p,
even if the action is restricted to radially decreasing functions.
Another consequence of this result is that the constants for the n-micro-doubling
and the weakly regularity conditions grow to infinity with the dimension in these
families of measures (see Theorems 5.2, 5.5 and 5.9).
Thus, the maximal operators associated to families of power weights may have
different behaviour depending on the choice of the family. The conclusion is that
in order to get uniform bounds for the associated maximal functions in a family of
power weights of the form |x|γn for n ∈ N, then we must take γn bounded below
away from −n.
We finish with the proof of Theorem 5.15. In view of Lemma 3.5 we only
need to prove the following
Lemma 5.16. Given α ∈ (1/2, 1), there exist ξ, r, R > 0 such that if x ∈ Rn is
such that |x| = ξ one has
Mνα,nχr(x) ≥
να,n(B(x,R) ∩Br)
να,n(B(x, r))
≥ c√
n
, (5.7)
and
να,n(Bξ)
να,n(Br)
≥ an, (5.8)
for some a > 1 that might depend on α.
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Proof. It is easy to prove (5.8). Given ρ > 0 one has
να,n(Bρ) = ωn−1
ˆ ρ
0
s−αnsn−1 ds =
ωn−1
(1− α)nρ
(1−α)n.
Then it is obvious that for any ξ > r > 0 one has
να,n(Bξ)
να,n(Br)
=
((
ξ
r
)1−α)n
,
where (ξ/r)1−α > 1.
As for the proof of (5.7), let ξ > r > 0 and ξ − r < R < ξ, then
να,n(B(x,R) =
ˆ ξ+R
ξ−R
|∂Bs ∩B(x,R)|n−1 s−αn ds.
Denote by βs the angle determined at a point of ∂Bs ∩ ∂B(x,R) by the two
segments joining this point with origin and with x. We have
|∂Bs ∩B(x,R)|n−1 =
ˆ βs
0
∣∣s sin θSn−2∣∣
n−2 s dθ
= ωn−2sn−1
ˆ βs
0
sinn−2 θ dθ.
We can estimate this last integral by
ˆ βs
0
sinn−2 θ dθ ≤ 1
cos βs
ˆ βs
0
sinn−2 θ cos θ dθ =
1
cos βs
sinn−1 βs
(n− 1) .
By the cosine law we can calculate
cos βs =
s2 + ξ2 −R2
2ξs
.
It is easy to see that this quantity is minimal when ∂Bs and ∂B(x,R) meet perpen-
dicularly, and hence by orthogonalityR2 = s2+ξ2. Then for any s ∈ (ξ−R, ξ+R)
cos βs ≥ cos β√ξ2−R2 =
√
ξ2 −R2
ξ
.
Summarising we obtained
να,n(B(x,R)) ≤ ωn−2
n− 1
ξ√
ξ2 −R2
ˆ ξ+R
ξ−R
(s1−α sin βs)n−1
ds
sα
=
ωn−2
n− 1
ξ√
ξ2 −R2
ˆ ξ+R
ξ−R
F (s)(n−1)/2
ds
sα
,
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where
F (s) = s2−2α sin2 βs = s2−2α = s2−2α
(
1−
(
s2 + ξ2 −R2
2ξs
)2)
= s−2α
(
s2 − (s
2 + ξ2 −R2)2
2ξ
)
.
Following the same reasoning for the intersection with Br we have
να,n(B(x,R) ∩Br) =
ˆ r
ξ−R
|∂Bs ∩B(x,R)|n−1 s−αn ds
= ωn−2
ˆ r
ξ−R
ˆ βs
0
sinn−2 θ dθs(1−α)(n−1)
ds
sα
.
Since ˆ βs
0
sinn−2 θ dθ ≥
ˆ βs
0
sinn−2 θ cos θ dθ =
sinn−1 βs
(n− 1) ,
we have
να,n(B(x,R) ∩Br) ≥ ωn−2
n− 1
ˆ r
ξ−R
F (s)(n−1)/2
ds
sα
.
We claim that if α > 1/2 there exist an appropriate choice for ξ and R so that F
attains its maximum at a point s = s0 < ξ. Then we have that
να,n(B(x,R)) ≤ ωn−2
n− 1
ξ√
ξ2 −R2
ˆ ξ+R
ξ−R
ds
sα
F (s0)
(n−1)/2
=
ωn−2
n− 1
ξ√
ξ2 −R2
2R
(ξ −R)α F (s0)
(n−1)/2.
On the other hand for a small δ > 0, if s ∈ (s0 − δ, s0 + δ) we have that
F (s) = F (s0) +
F ′′(τ)
2
(s− s0)2,
for certain τ between s0 and s. Writing M = maxs∈[ξ−R,ξ+R] |F ′′(s)| one has
F (s)(n−1)/2 ≥
(
F (s0)− M
2
δ2
)(n−1)/2
= F (s0)
(n−1)/2
(
1− Mδ
2
2F (s0)
)(n−1)/2
.
If we choose
δ ≤
√
2F (s0)
(n− 1)M ,
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then (
1− Mδ
2
2F (s0)
)(n−1)/2
≥
(
1− 2
n− 1
)(n−1)/2
≥ 3−3/2 > 0,
for n ≥ 4. Our claim that s0 < ξ allows us to take r = s0 and then we have
να,n(B(x,R) ∩Br) ≥ ωn−2
n− 1
ˆ s0
s0−δ
F (s)(n−1)/2
ds
sα
≥ 3−3/2 ωn−2
n− 1
ˆ s0
s0−δ
ds
sα
F (s0)
(n−1)/2
≥ 3−3/2 ωn−2
n− 1
δ
sα0
F (s0)
(n−1)/2. (5.9)
Hence, recalling that by its definition δ ≤ C/√n− 1 we have
να,n(B(x,R) ∩Br)
να,n(B(x,R))
≥ Cδ ≥ C√
n− 1 ,
where C depends on ξ, R and α but not on n.
To finish we have to justify the claim that for certain ξ and R we have s0 < ξ
if α > 1/2. To do so, notice that it is equivalent and easier to calculate the point
t0 where
G(t) = F (
√
t) = t−α
(
t− (t+ ξ
2 −R2)2
2ξ
)
,
attains its maximum over [(ξ−R)2, (ξ+R)2] and check that t0 < ξ2. An elemen-
tary study of G yields that the maximum in the mentioned interval occurs at the
point
t0 =
(1− α)(ξ2 +R2) +√(1− α)2(ξ2 +R2)2 + α(2− α)(ξ2 −R2)2
2− α .
Now it is easy to see that the inequality t0 < ξ2 holds if and only if
2ξ2
4ξ2 −R2 < α < 2.
For each α ∈ (1/2, 1) there are adequate choices for ξ andR so that this inequality
holds.
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