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Die Mitte der siebziger Jahre von Dietrich Dörner im
deutschsprachigen Raum initiierte Forschung zum ,,Kom-
plexen Problemlösen" hat verschiedene Ausformungen
erhalten. Während sich die sogenannte ,,Bamberger
Schule" mit der Konstruktion semantisch komplexer
Umwelten ohne besondere Rücksicht auf deren formale
Struktur beschäftigte, hat sich die ,,Bonner Schule" vor
allem den formal einheitlich konstruierten Systemen ohne
große Rücksicht auf deren Semantik gewidmet. Dieser
Beitrag befaßt sich mit komplexen hoblemstellungen, die
unter Zuhilfenahme des Formalismus der linearen
Gleichungssysteme konstruiert wurden.
Wie sieht ein solches System ftir einen Problemlöser
konkret aus? Typischerweise wird den Problemlösern als
Einführung erklärt, da8 sie in einem System Variablen
(sog. Eingangsvariablen) verändern können, die dann
andere Variablen beeinfl ussen (sog. Ausgangsvariablen).
Die Struktur für ein derartiges einfaches lineares System
ist in Abbildung I dargestellt.
Dic Vorbcreitungen zu diesem Anikel wurden von der Deutschcn
Forschungsgcrrinschaft gcförden durch ein Stipendium an Regina
Vollnreyer (Vo 514/l) und durch Srchminetbeihilfen an Regina
Vollmcyer und Falko Rhcinbcrg (Vo 5lrl/5) sowic an Joachim Funkc
(Fu l73ll). Für Kommentarc zu eincr Ersrfcsung bcdankcn wir uns
bci Johannes Engelkamp und Burkhard Müllcr.
AbbiWung /. Struktur eines einfachen linearen Systems
mit zwei Eingangsvariablen A und B sowie zwei Aus-
gangsvariablen Y und Z, die gemäß der angegebenen Kan-
ten und Gewichte verknüpft sind.
Hier sind A und B die Eingangsvariablen, die auf die
Ausgangsvariablen Y und Z wirken. Die Zahlen an den
Pfeilen geben Gewichte an, mit denen die jeweilige
Eingangsvariable auf die Ausgangsvariable wirkt. Formal
ist das System durch zwei Gleichungen beschreibbar,
nämlich:
Y , * r  =  2 '4
Z r * t = 3 ' 4 - 2 ' B ,
( l )
(2)
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Dabei gibt der tiefer gestellte Index jeder Variablen
den jeweil igen Ze itpunkt (r bzw. r+ /) des Systems an, der
in diskreten Stufen getaktet wird. Aus Gleichung (l) er-
gibt sich also, daß der Wert der Variable Y zum Zeirpunkt
l+/ sich ergibt aus dem Wert der Variable A zum Znit-
punkt I, multipliziert mit 2.
Meistens wird so ein System am Computer darge-
boten, wobe i durch die Darbietung erkennbar ist, welche
Variablen manipuliert werden können. Nicht erkennbar
ist, ob und welche Eingangsvariable welche Ausgangs-
variable/n beeinflu8t. In manchen Systemen wirken sogar
manche Ausgangsvariablen auf andere Ausgangs-
variablen (sog. Nebenwirkungen) oder eine Ausgangs-
variable verändert sich konstant, auch wenn das System
nicht manipuliert wird (sog. Eigendynamik). Durch
Verwendung solcher Systemmerkmale können beliebig
komplexe lineare Gleichungssysteme konstruiert werden.
Nach dieser ersten Beschreibung, was wir unter
linearen Systemen verstehen, und bevor wir mit unserem
kurzen Überblick über bereits vorliegende empirische
Befunde beginnen, sind einige Abgrenzungen und Defini-
tionen nötig.
Probleme versus Aufgaben. Dörner (1987, S. l0)
unterscheidet zwischen Problemen und Aufgaben, wobei
Aufgaben geistige Anforderungen sind, frir deren Bewäl-
tigung Methoden bekannt sind. Während bei Aufgaben
reproduktives Denken eingesetzt wird, mu8 bei Proble-
men etwas Neues entstehen. Dieser Unterscheidung
wollen wiraus zwei Gründen nicht nachgehen und nur von
Systemen reden: Der erste Grund ist eher pragmatisch,
nämlich in der angloamerikanischen Literatur wird diese
Unterscheidung nicht getroffen. Dort gibt es nur tasrts.
Der zweite Grund ist, daß die Unterscheidung darauf hin-
ausläuft, daß vor dem Einsatz eines Systems für die be-
treffende Stichprobe untersucht werden müßte, ob die
Probanden Methoden zur Bearbeitung kennen oder nicht.
Da die linearen Systeme längere Tnit zur Lösung bean-
spruchen, sollte bei erfolgreicher Bearbeitung aus dem
Problem eine Aufgabe werden. Der von uns hier präfe-
rierte Begriff ,,System" vermeidet derartige Unklarheiten.
In der Kybernetik sind Systeme Maschinen oder Organis-
men, die Eingangs- und Ausgangsvariablen haben,
welche miteinander vernetzt sind. Für den vorliegenden
Überbtict wolten wir unter dem Begriff des Systems auch
solche Aufgabenstellungen zulassen, die jeweils nur eine
Ausgangsvariable haben, wie z. B. den Wert einer Aktie
bestimmen (Earley, Connolly & Ekegren, 1989). Auch
solche Aufgaben, die nur aus einer Gleichung bestehen,
sind Cegenstand ieses Überblicks und werden im folgen-
den als Systeme bezeichnet.
Linear versus nicht-linear. Um den Überblick einzu-
schränken, werden wir nur Ergebnisse von Systemen mit
l inearen Gleichungen berücksichtigen. Ausgeschlossen
werden daher Aufgaben zum Hypothesentesten, wie z. B.
die Teile eines elektrischen Regelkreises (Schauble,
Glaser, Raghavan & Reiner, 1992), die Funktion einer
Taste (Klahr & Dunbar, 1988) oder Regeln zur Joghurt-
produktion (Schoppek, 1997) herauszufinden. Auch eher
realistische Systeme, die z. B. das Landen von Flugzeugen
(Kanfer & Ackerman. 1989) oder Umschiffen von Minen
(Gordon & Subramanian, 1997) simulieren. werden aus-
geschlossen, obwohl eine Theorie des Problemlösens. die
die ldentifikation und Kontrolle linearer Systeme erklärt,
grundsätzlich auch für diesen Aufgabenryp gühig sein
sollte.
Die Einschränkung auf Systeme, denen lineare Srruk-
turgleichungen zugrunde liegen, mag auf den ersten Blick
verwundern. Bei genauerem Hinsehen wird allerdings
deutlich, daß natürlich mit linearen Systemen sehr wohl
nichtlineare Entwicklungen über die Zeit hinweg model-
liert werden können. Die enorme Potenz linearer
Cleichungssysteme erkennt man u. a. daran, da8 fast




Wenn wir schon den Überblick über Ergebnissc anm
Problemlösen durch den verwendeten Aufgabentyp ein-
schränken, so wollen wir für die Darstellung der Befunde
diese pragmatische Sichtweise aufgeben. Die Ergebnisse
mit diesem Aufgabentyp werden daher nach Themcn
unterteilt berichtet. Dabei kann untersucht werden, wie
gut Probanden die Zusammenhänge in dem System
identifizieren können (Wissenserwerb) und ob sie es so
kontrollieren können, daß ein vorgegebener Zielzustand
erreicht wird (Wissensanwendung).
Motivation, Sel bstwi rksa mkeit
Alltagspsychologisch würde man annehmen, da8 Motiva-
tion das Kontrollieren eines linearen Systems beeinflu8t,
und zwar sollten Hochmotivierte mehr Wissen übcr die
Struktur des Systems erwerben und/oder genauer den
Zielzustand erreichen. Wie jedoch läßt sich Motivation
erfassen? Möglich ist, Motivation wie ein Persönlichkeis-
merkmal vor der Aufgabenbearbeitung zu erfassen und
mit Leistung zu korrelieren. Dies hat Süß (1996) getan,
indem er Selbst*'irlcsamkeitserwartang (Schwarzer &
Jerusalem, 198 | ) sowie Leistungsorientierung und Bean-
spruchung (Fahrenberg, Hampel & Selg, 1984)gemessen
hat, bevor er das lineare System Tomaten bearbeiten lie8.
Die Korrelationen gehen zwar in die erwartete Richtung,
aber nur einige haben eine geringe bis mittlere Effekt-
stärke mit verschiedenen Leistungsmaßen.
Bandura und Kollegen (Bandura & Wood, 1989;
Wood & Bandura, 1989; Wood, Bandura & Bailey, t99O)
betonen dagegen, daß nicht die generalisierte Selbstwirk-
samkeit das relevante Maß ist, sondern vielmehr die
während der Aufgabenbearbeitung entstehende Selbst-
wirksamkeit. Daher bitten sie ihre Probanden zu mehre-
ren Meßzeitpunkten einzuschätzen, wie sicher sie sich
sind, bestimmte Werte zu eneichen. Die Aufgabe der
Probanden bestand darin, als Manager einer Möbelfabrik
fünf Arbeiter Unterproduktionen zuzuweisen, um eine
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gute Produktion der Firma zu erreichen. Da in den Expe-
rimenten mchrere Meßzeitpunkte vorlagen, konnte in
Pfadanalysen gezei-el werden, daß eine aktuelle hohe
Selbstwirksamkeit dazu führt, daß analvrischere Strate-
gien gewählt werden- Diese analytischen Srrategien und
die hohe Selbsrwirksamkeir direkt führren zu einer guten
Leistung.
Die Motivation während der Aufgabenbearbeitung
kann jedoch davon abhängen, ob jemand Erfolg oder Miß-
erfolg erlebt und dadurch seine Fähigkeir einschätzen
kann. Vollmeyer und Rheinberg (1998) gehen in ihrem
kognitiv-motivationalen Prozeßmodell daher davon aus.
daß die Motivation (vier Komponenten: Erfolgszuver-
sichtlichkeit, Mißerfolgsbefürchtung, Inreresse, Heraus:
forderung) nach dem Lesen der Aufgabenbeschreibung,
aber noch vor der Aufgabenbearbeitung die relevante
Motivarion ist. Ahnlich wie bei Banduri und Koltegen
wird betonr, daß die Motivation auch indirekr über Strate-
gien und Motivation während der Aufgabenbearbeitung
auf den Lernproze$ wirken kann. Erste Studien dazu mit
der linearen Aufgabe Biologl. Laä bestärigen das Modell
(Vollmeyer, Rollett & Rheinberg, t997). lnsgesamr kann
also von einem EinfluB von Motivation auf das Problem-
lösen mit linearen Aufgaben ausgegangen werden.
Obwohl den Themen Motivation und Metakognirion
unterschiedliche Theorieansätze zugrunde liegen, so
werden sie zum Teil ähnlich definiert und operationa-
lisiert (Weinert, 1984). Metakognition beim Lernen eines
komplexen Systems wurde in einer Studie von Vollmeyer
und Rheinberg (in press) mit Hilfe des Lauten Denkens
untersucht.
intelligenz
Neben der Motivation könnte als Personenmerkmal auch
die Intelligenz ein Prädiktor für die Leistung beim Be-
arbeiten linearer Aufgaben sein. Da es bereits einen über-
blick über ältere Srudien gibt (Beckmann & Guthke,
1995; Süß, 1996) und H.-M. Süß in diesem Themenheft
eine aktuelle Übersicht gibt; wird hier auf eine Darstel-
lung verzichtet.
Strategien
Tschirgi ( I 980) idenrifi zierre verschiedene Strategien, um
den Einfluß von mehreren Eingangsvariablen auf eine
oder mehrere Ausgangsvariablen zu untersuchen. Will
man z. B. herausfinden, was einen Kuchen besser macht(mehr Butter, weniger Eier), so ist es eine sehr systema-
tische/analytische Strategie, nur eine Variable zu ver-
ändern, und dagegen eine sehr unsystematische, alle
Variablen auf einmal zu verändern. Solche Strategien
lassen sich besonders bei linearen Aufgaben festmachen
(Bandura & Wood, 1989; Preußler, 1998; Putz-Osterloh,
1993; Vollmeyer, Burns & Holyoak, t996; Wood &
Bandura, 1989; Wood. Bandura & Bailey, 1990). In allen
Studien zeigte sich der Befund, daß systematischere
Strategien zu einer besseren Leistung führen.
Semant ische Eink le idung
Während die ersten drei Themen (Motivation, Iritell igenz
und Strategien) Personenvariablen si d, handelt es sich
bei den nachfolgenden Themen um Aufgabenmerkmale.
In Funkes (t995) Überbticl über komplexes problem-
lösen wird bereirs die Srudie von Beckmann (1994)
erwähnt, bei der das isomorphe lineare System entweder
als Szenario Kirschbaum oder als Maschine vorgegeben
wurde. Während bei der abstrakten Maschine Wissen
über die Struktur des Systems erworben wurde, ternten
die Probanden bei der Daöietung des strukturgleichen
Systems Kirschbaum wenig über die Struktur, di sie die
Komplexität der Struktur nicht reduzieren konnten.
Leider liegen zu wenige kontrollierte Experimente zu
dieser Thematik vor, so daß eine Theorie und Replika-
tionen nötig sind, um vorherzusagen, wie die Semantik
auf den Wissenserwerb und die Kontrolle bei linearen
AufgaÜren wirkt.
Zielspezifität
Ein in der Arbeits- und Organisationspsychologie häufig
untersuchtes Aufgabenmerkmal ist die Zielspezifität
(s. eine Metaanalyse von Ttibbs, 1986). Eine rypische
Manipulation dieser Variable ist, daß einer Gruppe ein
spezifisches Ziel gegeben wird (,"Eneiche den Wert 20!"),
einer anderen ein unspezifisches (,,Gib Dein Bestes!..).
Ubertragen auf lineare Systeme bedeutet dies, daß in der
Bedingung mit spezifischem Ziel die Zielwerte, auf die
das System gebracht werden soll, bekannt sind, während
das unspezifische Ziel lautet: ,,Versuche herauszufinden,
wie die Eingangs- mit den Ausgangsvariablen verknüpft
sind!" In den meisren Studien, die in älteren überblicken
(Funke, 1991, 1995) referiert wurden, isr nur die Be-
dingung mit spezifischemZiel realisiert. Erst in neueren
Experimenten mit linearen Systemen wird diese Unter-
scheidung als relevant für den Wissenserwerb erachtet.
Eine erste Serie von drei Experimenten liegt von
Earley, Connolly und Ekegren (1989) vor. Hier sollten
Probanden den Aktienpreis für insgesamt hundert Firmen
vorhersagen, der aus immer der gleichen linearen Formel
berechnet werden kann. Die Gruppe mit spezifischem Zel
soll maximal eine Abweichung von nur $ l0 von dem tat-
sächlichen Wert haben, während die Gruppe mit dem
unspezifischen Ziel ihr Bestes geben sollte. Diese Varia-
tion der Versuchsbedingungen bewirkte, daß die G-ppe
mit spezifi sch em Ziel schlechtere Preisschätzungen geben
konnte als die Cruppe mit dem unspezifischen Ziel.
Mit dem weiter oben erwähnten System, in dem die
Probanden Manager einer Möbelfabrik sind, manipulier-
ten Cervone, Jiwani und Wood (1991) Zielspezifität.
Einer Gruppe wurde ein konkretes Ziel vorgegeben
(mittlere oder hohe Schwierigkeit), während die andere
Gruppe keinen Zielwert erhielt, sondern einfach ihr
Bestes geben sollte. Diese Manipulation hatte keinen
Effekt auf Leistung, sie moderierre allerdings die selbst-
regulatorischen Prozesse: für Probanden mit einem spezi-
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fischen Ziel waren motivationale Variablen wie Selbsr
wirksamkeit, Selbstbewertun_e und Höhe der selbstgesetz-
ten Ziele gute Prädiktoren, für Probanden mit einem
unspezifischen Ziel waren sie nicht effektiv.
Mit einem typischeren linearen System als dem soeben
genannten, dem erwähnten Biology Lab, varüerten Voll-
meyer, Burns und Holyoak (1996) die Zielspezi{ität wie
folgt: In einer Explorationsphase kannte die Cruppe mit
spezifischem Ziel (SZ) bereits die Zielwerte, die in einer
Anwendungsphase zu erreichen waren. In der An-
wendungsphase erhielt dann auch die Gruppe mit un-
spezifischem Ziel (UZ) die Zielwerte. Es folgte eine
Transferphase, in der das gleiche System auf neue Ziel-
werte gebracht werden sollte. In der Explorationsphase
lernte die UZ-Gruppe mehr über die Verbindungen
zwischen den Eingangs- und Ausgangsvariablen als die
SZ-Gruppe. In der Anwendungsphase gab es keinen
Unterschied darin, wie genau die Zielwerte eneicht
wurden. Das heißt, die UZ-Gruppe konnte ihr gutes
Wissen erfolgreich einsetzen, die SZ-Cruppe hat dagegen
gelernl mit weniger Wissen über die Struktur des Systems
die Zielwerte zu erreichen. In der Transferphase neichte
die UZ-Cruppe die neuen Zielwerte besser als die SZ-
Gruppe, da sie transferierbares Wissen erworben hatte.
Eine ähnliche Aufgabe verwendeten Ceddes und
Stevenson (1997), nämlich die Interaktionsaufgabe von
Berry und Broadbent (1984), in der die Probanden mit
der Computerperson Clegg kommunizierten und sie
deren Zustand durch Eingaben, wie rude, cool, usw. ver-
ändern konnten. In diesem Experiment gab es drei ver-
schiedene Gruppen, die Gruppc mit spezifischem Ziel
(SZ), die Clegg in einen bestimmten Zustand versetzen
sollte, die Gruppe mit unspezifischem Ziel (UZ), die das
Muster in Cleggs Reaktionen herausfinden sollte, sowie
eine Gruppe mit beiden Zielen. Die Aufgabenbearbeitung
war in jeweils 30 Explorations- und Transferdurchgänge
(neues Ziel für alle Gruppen) aufgeteilt. Zusätzlich wurde
das Wissen über das System erhoben. Auch hier fand sich
das Ergebnis, daß die UZ-Gruppe das meiste Wissen über
das System hatte und in den Transferdurchgängen die
meisten Durchgänge richtig machte.
Zusammenfassend läBt sich sagen, daß es bei linearen
Systemen zentral darauf ankommt, wie das Ziel formu-
lierr wird. Liegt ein spezifisches Ziel vor, versuchen die
Probanden, das Ziel zu eneichen, ohne über die dem
System zugrundeliegenden Regeln nachzudenken. Daher
haben sie ein geringeres Wissen als Probanden, die ein
unspezifisches Ziel hatten. Die SZ-Cruppe kann dieses
ungenügende Wissen auch nicht auf neue Ziele über-
tragen.
Hypothesentesten
Eng verbunden mit der Frage nach den verwendeten
Strategien, der semantischen Einkleidung und der Ziel-
spezifität ist die, ob Hypothesen getestet werden: Eine
systematische Strategie sollte ein Indikator dafür sein, daß
der Proband eine Hypothese formuliert hat (2. B. die Ein-
gangsvariable A wirkt auf Ausgangsvariable X); die
semantische Einkleidung liefert Hinweise darauf, wie Ein-
gangs- und Ausgangsvariablen zusammenhängen könnren
(2. B. Licht und Kirschen im Szenario Kirschbaum von
Beckmann, 1994); bei einem unspezifischen Ziel sucht
der Proband nach derartigen Systemzusammenhängen.
Wenn Probanden also Hypothesen formulieren, anstatt
Ziele zu erreichen oder unsystematisch Variablen zu ver-
ändern, sollte mehr Wissen erworben und folglich das
System besser kontrolliert werden. Dies wurde von Voll-
meyer und Burns ( l996) überprüft. In zwei Experimenten
gaben sie einer Cruppe eine Hypothese, einer anderen
Cruppe nicht. Im ersten Experiment war die Hypothesc
über eine sehr leichte Verbindung in dem System, so daß
die Probanden nicht zusätzlich Informationen erhieltcn,
im zweiten Experiment war die Hypothese sogar falsch-
Sogar mit falscher Hypothese erwarb die Cruppe mit
Hypothese mehr Wissen über das System, was zeigt, daß
es für das Lernen wichtig ist, bei linearen Aufgabcn
expl izit Hypothesen zu formulieren.
Wissensenverb
Das am häufigsten untersuchte Thema ist, ob und wic
beim Kontrollieren linearer Systeme Wissen erworben
wird. Das Thema läßt sich in drei spezifische Fragestel-
lungen unterteilen:
l. Wie modelliert man den Wissenserwerb am besten?
2. Was wird durch Beobachten ohne eigenes Ein-
greifen gelernt?
3. Wird implizites oder explizites Wissen erworben?
Modellierung des Wissensem'erbs. Bevor man eine
Computersimulation des Wissenserwerbs vornehmen
kann, ist es nötig, ein tbeoretisches Modell des Lern-
proz€sses zu haben. Beckmann (1994) legt seincm
Modell den Ansatz multinomialer Modellierung (Riefer
& Batchelder, 1988) zugrunde. Mit Hilfe dieses Modells
überprüft Beckmann, warum bei zwei isomorphen
Systemen (Maschine, Kirschbaum) einmal Wissen er-
worben wurde, das andere Mal nicht. Es gelingt ihm dabei
zu zeigen, daß der ProzeB des Wissenserwerbs nicht der
gleiche war.
Die wohl am weitesten verbreitete Lerntheorie ist
die ACT-R-Theorie von Anderson (1993; Anderson &
Lebiere, 1998). Ein erster Versuch, den Wissenserweö
und das Kontrotlieren eines linearen Systems mit diesem
Modell zu beschreiben. wurde von Schoppek (1998)
unternommen. Auch bei Wallach (1998) findet sich ein
derartiger Formalisierungsversuch für ein dynamisches
System.
Beobachten vs. Eingreifen Bereits 1988 lie&n Funke
und Müller eine Gruppe das Sirlns-S1'slenl kontrollieren,
während eine zweite Gruppe sie dabei beobachtete. Ob-
wohl einem Probanden-Paar, bestehend aus einem Ein-
greifer und einem Beobachter, die gleichen Daten vorla-
gen, korrelierten die l,eistungen des Paares nicht. Die Pro-
banden, die in das System eingreifen konnten, lernlen
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mehr daniber, welche Eingangs- und Aus-eangsvariablen
zusammengehören. Dagegen wußten die Beobächtereher,
wie stark der Einfluß zwischen den Variablen isr.
_ 
Berry (t99 l) untersuchre benfalls die Leisrung von
Eingreifern und Beobachrern und fand, daß Eingieifer
bessere Resultate erbrachten. Sie inrerpretierte dies der_
art, daß das aktive Handeln sich förderlich auf die
Leisrung auswirkt .
_ 
Komplizierter sind die Annahmen von Stevenson.
Geddes, Sumner und Travis (1999). Sie gehen von einer
Interaktion von Zielspezifirät (s. o.) und üeobachten aus.
In einem Experiment zeigten sie, daß, wenn Beobachter
ein-unspezifisches Ziel hatten (nämlich das System zu ver_
stehen), sie genauso gut waren wie probanden, die in das
System eingreifen konnten. Dies Experimenr ve rdeutlicht
wieder, wie wichtig es ist zu wissen, welches Ziel die Be-
arbe iter der linearen Systeme verfolgen.
_ ,lmplizites vs. explizites Wissen. Seit der Studie von
Berry und Broadbent (1984), die keinen Zusammenhang
zwischen Wissen und Steuerleistung fanden, wird unter_
sucht, ob implizites, d. h. nicht veöalisierbares Wissen
beim Kontrollieren linearer Systeme erworben wird (für
einen Überblick: Buchner, t$iZ;Seger, t994; SüS, t996).
lm folgenden werden wir nur auf Studien eingehen, die
neueren Datums sind.
Süß (1996) unrersuchte den Zusammenhang von Wis_
scn und_-Steuerungsleistung bei dem Systei Tomaten,
wobei Wissen so erfaßt wurde, daß die hobanden
während des Explorierens die Verbindungen zwischen
den Eingangs- und Ausgangsvariablen in e'in Diagramm
einzeichneten. Zwischen dem Vorwissen und dem
während_des Explorierens gemessenen Wissen gab es
-keinen Zusammenhang, dagegen konelierte letzteres '
- 
hoch mit der Sreuerungsleistüng.
-__. 
heu8ler (1996) argumentiert, da$ die Methode, das
lvrssen zu erfassen, indem man Diagramme vorgibt, das
Fxplorieren eines linearen SysteÄ verändert. Diese
Methode bewirke, daß expliziigelernr wird. Sie schlägt
vor,_.für explizites Wissen einJpaar-Aufgabe, und für
implizites Wissen eine lexikatische EnsJheidungsauf-
gabe einzusetzen. An ihrem System Linas erzielresie das
Ergebnis,daß das explizite Wissen kein prädiktor für das
zrcterretchen war. Dagegen hatten diejenigen probanden,
dre rn der lexikalischen Entscheidungsaufgabe gut waren,
einen Vorteil bei den leichten Variablen dis Sistems.
_ 
In einer Nachfolgeuntersuchung untersuchte preußler(1998), ob tatsächlich eine explizite Wissensvermitrlung
zu einer besseren Transferleistung führt. Dazu wurde der
Experimentalgruppe während einer übungsphase das
Strukturwissen vermitrelt (Experiment t) ojei die Kon-
trolf gruppe bekam zusäqzlich ein spezifisch esZiel (Ziel_
spezifität, s. o.) in der übungsphaie (Experimenr 2). In
b-eid-en Experimenten lernte die Experimentalgruppe in
der,Lernphase mehr über die ZusamÄenhänge iä S'ystem
und konnte dieses Wissen besser auf eine ainliche Auf_gabe übertragen.
Eine weitere Dissoziation von ldentifikation und Kon_
trolle eines l inearen Systems fand preußler (1997) bei
Probanden, die neben den Variablen, die sie zur Zieler_
reichung benötigten, noch zuglcich inelevante Variablen
erhielten. Wurde das l i las-system dagegen auf i l ie re-
levanten Variablen reduziert, zeigte sich ein Zusammen-
hang zwischen dem Wissen über die Strukrur des Sysrems
und der Steuerleistung.
Um auf die vielen hier nichr aufgeführten Ergebnisse
zu dieser Fragestellung zu generalisieren, iväre äs nötig,
eine Metaanalyse zu berechnen. Darauf habe n wir hiir
verzichtet. Unser Eindruck isr, daß be i einfacheren Svste_
men (ohne Znitverzögerung, ohne Nebenwirkungeni die
noch dazu.in eine Explorations- und Anwendungsphase
unterteilt sind, das Wissen über die Zusammenhinge im
System die Steuerleistung vorhersagt.
Integration in ein Rahmenmodell
Nachdem wesentliche Ergebnisse, die mit linearen Syste_
men gewonnen wurden, dargestellt sind, stellt sich die
Frage, ob sie in ein Rahmenmodelt integriert werden
können und dadurch eine theoretische Erktärung bekom_
men. Die Forschung mit linearen Systemen begann unter
dem Begriff Komplexes Problemlösen, folglich müßte
eine Theorie des hoblemlösens die Ergcbniise erklären.
Vanlrhn (1989) stellte in seinem übeiblicksartikel zum
Problemlösen allerdings fest, da8 seit dem klassischen
Modell von Newell und Simon (1972t kein neues Modell
aufgestellt wurde. Newell und Simons Modell beschreibt,
wie Personen hobleme lösen. problemlösen wird als
S uche i n einem P ro b le nt ra u m gesehen. Der problemraum
eines Problems besteht aus drei Komponenten: l. dem
Anfangszustand, 2. den Operatoren, mit denen die Zu-
stände transformiert werden können, und 3. einem Test,
ob der Zielzustand erreicht ist. Darauf baut der Ansatz des
Zwei-Räume-Modells von Simon und Lea (1924) auf,
die den Probtemraum in einen Regelraum und einen
Instanzenraurn unterteilen. Im Regelraum sind alle
möglichen Regeln einer Aufgabe enthalten, im Instanzen_
raum die möglichen Zustände. Am Beispiel linearer
Sy:t"lne sind die Regeln alle möglichen Verbindungen
und Gewichte zwischen den Eingangs- und Ausgangs-
variablen. Die Zusrände sind alle möglichen Werte, äie
die Ausgangsvariablen einnehmen können. Die Opera-
toren sind die Werte, die man den Eingangsvariablen zu_
weisen kann.
Klahr und Dunbar (1988) griffen den Ansarz des
Zwei-Räume-Modells auf. Sie enrwickelren das SDDS-
Modell (,Jcientific Discovery as Dual .Search..), um
wissenschaftliche Entdeckungen zu erklären. In diesem
Modell ist der Instanzenraum ähnlich dem Experimente-
raunt und der Regelraum ist ähnlich dem Hypothesen-
raunt.lm Hypothesenraum werden Hypothesen über z. B.
Verbindungen zwischen Eingangs- und Ausgangsvaria-
blen generiert, modifiziert und verworfen. Im Experi-
menteraum werden dagegen Experimente geplant, wie die
generierten Hypothesen überprüft werden können oder
wie die Operatoren anzuwenden sind. Dazu müssen beide
Problemräume (wie schon bei Simon & Lea, 1974) inrer-
agieren; Aktivitäten im Hypothesenraum lösen Operatio-
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nen im Experimenteraum aus. Es gibt auch die umge-
kehrte Einflußrichtung: Wenn keine Hypothese über
Beobachtungen zu dem System aufgesrellt wird (Suche im
Hypothesenraum), ist es nämlich möglich, Operatoren
anzuwenden (Suche im Experimenteraum). Durch Beob-
achtung der Ergebnisse dieser Experimente können dann
Hypothesen abgeleitet werden.
Mit dem Zwei-Räume-Modell lassen sich die Ergeb-
nisse zu den Strategien, der semantischen Einkleidung,
der ZielspezifiUt, dem Hypothesentesten und dem
Wissenserwerb erklären. In vielen Untersuchungen
wurde nicht zwischen einer Explorations- und Anwen-
dungsphase unterschieden, d. h. die Probanden kannten
von Anfang an die Zielwerre oder den Zielzustand ihres
Systems (spezifisches Ziel). Damit läßt sich diese Auf-
gabe auch so lösen, daß Personen mit einer Mittel-Ziel-
Analyse versuchen, das Ziel anzusteuern (Suche im
Instanzenraum), ohne Hypothesen zu formulieren. Sie
erwerben dadurch kein Wissen über das System, lernen
aber, wie das Ziel zu erreichen ist (implizites Wissen). So
haben u.a. Geddes und Stevenson ( 1997) die Dissoziation
von Wissen und Zielerreichen erklärt. Wenn explizites
Wissen erworben wird, dann liegt Hypothesengenerie-
rung und -testung vor (Suche im Regelraum). Die Suche
im Regelraum kann dadurch gefördert werden, daß eine
systematische Strategie verwendet wird (Strategie) und
keine Zielwerte vorgegeben werden (Zielspezifität). Eine
semantische Einkleidüng sowie das Vorgeben einer
Hypothese haben zurFolge, daß Hypothesen gerestet wer-
den und somit die Suche im Regelraum gefördert wird.
Mit Hilfe des Zwei-Räume-Modells lassen sich die
Ergebnisse interpretieren und es wird einsichtig, warum
bei manchen Aufgaben etwas gelernt wurde und bei ande-
ren nicht. Dennoch gibt es Befunde, die nun wiederum
eine Erweiterung des Modells nötig machen. Ein solcher
Befund ist, daß manchmal ein spezifisches Ziel zu besse-
ren lristungen führt und zwar dann, wenn die Probanden
ein nicht passendes Modell der Aufgabe haben (Burns &
Vollmeyer, 1996). Neben einer Erweiterung des Modells
gibt es auch Alternativerklänrngen fiir die Befunde, wie
Zielspezifität das Lernen beeinflussen kann (Nhouyvanis-
vong & Koedinger, 1998). Bcsonders dieses Thema
scheint eine gute Schnittstelle ftir Theorieentwicklung und
Empirie zu sein.
Fazit
Aufgrund ihrer klaren formalen Struktur eignen sich
lineare Systeme ausgezeichnet für die systematische
Manipulation von Aufgabencharakteristika. Die hier-
durch wie auch durch andere (die Personencharakteristika
betreffende) experimentelle Mani pulationen nachgewie-
senen Effekte erlauben den Aufbau eines Wissensfundus
zu diesem Bereich komplexen Problemlösens, der durch
einfache theoretische Annahmen über die Vorgänge im
Problemraum modelliert werden kann. Auch wenn diesen
Untersuchungen gelegentlich der,,Flair" komplexer
Problemlöseforschun-9 zu fehlen scheint, wie er von Groß-
Szenarien wie Lohhausen (Dörner, Kreuzig, Reither &
Sräudel, 1983) seinezeit ausging; Wichrig erscheint
uns, da8 zum einen mit diesem Ansatz die wesentlichen
Charakteristika des Phänomenbereichs (Komplexirär,
Vernetztheit, Intransparenz, Polytelie, Dynamik) abge-
bildet werden können, zum anderen gerade durch die
Überschaubarkeit der Szenarien eine theoriegeleitete
Modellierung ablaufender Problemlöseprozesse erleich-
tert wird.
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