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Abstract
The task of action recognition or action detection in-
volves analyzing videos and determining what action or
motion is being performed. The primary subject of these
videos are predominantly humans performing some action.
However, this requirement can be relaxed to generalize over
other subjects such as animals or robots. The applications
can range from anywhere between human-computer inter-
action to automated video editing proposals. When we con-
sider spatio-temporal action recognition, we deal with ac-
tion localization. This task not only involves determining
what action is being performed, but also when and where it
is being performed in said video. This paper aims to sur-
vey the plethora of approaches and algorithms attempted to
solve this task, give a comprehensive comparison between
them, explore various datasets available for the problem,
and determine the most promising approaches.
1. Introduction
Spatio-temporal action recognition, or action localiza-
tion [1], is the task of classifying what action is being per-
formed in a sequence of frames (or video) as well as localiz-
ing each detection both in space and time. The localization
can be visualized using bounding boxes or masks. There
has been an increased interest in this task in recent years
due to the increased availability of computing resources as
well as new advances in convolutional neural network ar-
chitectures.
There are several approaches to tackle this task. Most
of the approaches revolve around the following approaches:
discriminative parts [2, 3], figure-centric models [4, 5, 6],
deformable parts [1], action proposals [7, 8, 9, 10], graph-
based [11, 12], 3D convolutional neural networks [13], and
more. We examine each approach, list out advantages and
disadvantages, and explore common subset of techniques
used between many approaches. We then explore the vari-
ous datasets available for this task and how they are a suffi-
cient metric to evaluate this problem. Finally, we comment
on which methods are promising going forward. The term
spatio-temporal action recognition and action localization
will be used interchangeably in this text as they refer to the
same task. We should not confuse action localization with
the similarly framed problem of temporal action detection
which deals with determining only when an action occurs in
a large video.
2. Problem Definition
We can broadly define the problem as: given a video
X = {x1, x2, ..., xn}where xi is the ith frame in the video,
determine the action label ai ∈ A, where A is the set of
action labels in the dataset, for that ith frame as well as a
set of {x1, x2, y1, y2} coordinates of the bounding box of
the classified action ai.
An alternative formulation given by Weinzaepfel et al.
[10] defines action localization as: given a video of T
frames {It}t=1..T and a class c ∈ C where C is the set
of classes, the task involves detecting if action c occurs in
the video and if yes, when and where. The output of a suc-
cessful algorithm should output {Rt}t=tb..te with tb the be-
ginning and te the end of the predicted temporal extent of
action c and Rt the detected region in frame It.
Every paper contains a slightly different formulation of
the problem depending on the approach they have taken.
We shall swiftly explore those definitions to see how this
one task can be approached in different viewpoints (graphs,
optical flow, etc).
3. Challenges
Spatio-temporal action recognition faces the usual chal-
lenges in faced in action recognition such as tracking the
action throughout the video, localizing the time frame when
the action occurs, and more. However, there are an addi-
tional set of challenges such as but not limited to:
• Background clutter or object occlusion in video
• Spatial complexity in scene with respect to number of
candidate objects
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• Linking actions between frames in presence of irregu-
lar camera motion
• Predicting optical flow of action
However, there is a more fundamental problem to con-
sider with the traditional approach to action localization.
We cannot treat the problem in a linear way of just clas-
sifying an action. Even object detection algorithms require
region proposals to classify [14]. This can be made worse
by the introduction of the temporal dimension. This would
cause an exponential increase in the number of proposals
which would render any such approach impractical for use.
4. Action Proposal Models
4.1. Action localization with tubelets from motion
Jain et al. [9] propose a method for spatio-temporal ac-
tion recognition by proposing a selective search sampling
strategy for videos. Their approach uses super-voxels in-
stead of super-pixels. In this way, they directly obtain the
2D + t sequences of bounding boxes which is called as
tubelets. This removes the issue of linking bounding boxes
between frames in a video. In addition to this, their method
explicitly incorporates motion information by introducing
independent motion evidence as a feature to characterize
how the action’s motions deviates from background motion.
The pipeline of this method starts with super-voxel seg-
mentation which is done through a graph-based method
[15], iterative generation of additional tubelets, descriptor
generation (BOW representation), and finally classification
using BOW histograms of tubelets.
Super-voxel generation. Initial super-voxels are ag-
glomeratively merged together based on similarity mea-
sures. We can imagine the merging as a tree with the in-
dividual super-voxels being the leaf of the tree and being
merged all the way up to the root. This procedure produces
n− 1 additional super-voxels.
Tubelets Wherever super-voxels appear, they are tightly
bounded by a rectangular bounding box. A sequence of
these bounding boxes produces what is known as a tubelet.
The algorithm, thus, produces 2n− 1 tubelets.
4.1.1 Merging
Merging of super-voxels is based on five criterias that are
sectioned into two parts: color, texture, motion:
ht =
Γ(ri)× hi + Γ(rj)× hj
Γ(ri) + Γ(rj)
(1)
where hi is the `1-normalized histogram for super-voxel ri
(similarly for rj) and Γ(ri) is the number of super-voxels in
ri. The second part is size, fill:
sΓ(ri, rj) = 1− Γ(ri) + Γ(rj)
Γ(video)
(2)
where Γ(video) is the size of the video (in pixels). The
merging strategies can vary with any number of combina-
tions of these criterias. An example of the merge operations
is illustrated in Figure 1.
4.1.2 Motion features
The authors defined independent motion evidence (IME) as:
ξ(p, t) = 1−$(p) (3)
where $(p) is the ratio φ(rθˆ(p,t))rθˆ(p,t) normalized between [0,
1]. More details are available in their paper.
4.1.3 Results
The authors evaluated their model with ROC curve compar-
isons with other methods. The graphs can be found in their
paper. They also recorded mean precision for the MSR-II
dataset [16] with results shown in Table 1.
Method Boxing Handclapping Handwaving
Cao et al. 17.5 13.2 26.7
SDPM 38.9 23.9 44.7
Tubelets 46.0 31.4 85.8
Table 1. Results for Jain et al. [9]. Average precisions for MSR-II.
4.2. Tube Convolutional Neural Network (T-CNN)
for Action Detection in Videos
Hou et al. [17] introduce a new architecture called tube
convolutional neural networks or T-CNN which is a gen-
eralization of R-CNN [18] from 2D to 3D. Their approach
first divides the videos into clips with 8 frames in each clip.
This allows them to use a fixed-sized ConvNet architecture
to process clips while mitigating the cost of GPU memory.
As an input video is processed clip by clip, action tube pro-
posals with various spatial and temporal sizes are generated
for various clips. They need to be linked into a tube pro-
posal sequence.
The authors introduce a new layer called Tube-of-
Interest (ToI) pooling layer. This is a 3D generalization of
Region of Interest (RoI) pooling layer of R-CNN. ToI lay-
ers are used to produce fixed length feature vectors which
solves the problem of variable length feature vectors. More
details about ToI layers can be found in there paper.
4.2.1 Tube Proposal Network
The TPN consists of 8 3DConv layers, 4 max-pooling lay-
ers, 2 ToI layers, 1 point-wise convolutional layer, and 2
fully-connected layers. The authors use a pre-trained C3D
model [19] and fine-tune it for each dataset they used in ex-
periments. When generalizing R-CNN, instead of using the
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Figure 1. An example of Running action class where the first two images depict a video frame and initial super-voxel segmentation. The
other four images represent segmentation after various merge operations.
Figure 2. Tube proposal network with all modules.
9 hand-picked anchor boxes, they decided to use K-Means
clustering on training set to select 12 anchor boxes which
is better adapted to different datasets. Each bounding box
is assigned an ”actionness” probability determining if a box
corresponds to an action or not (binary label). A positive
bounding box proposal is determined by an Intersection-
over-Union (IoU) overlap of more than 0.7.
4.2.2 Linking Tube Proposals
The primary problem of linking tube proposals is not ev-
ery consecutive tube proposal may capture the entire action
(think of occlusion or noise in middle clips). To solve this,
the authors used two metrics when linking tube proposals:
actionness and overlap scores. Each video proposal (link of
tube proposals) is assigned a score defined as:
S =
1
m
m∑
i=1
Actionnessi+
1
m− 1
m−1∑
j=1
Overlapj,j+1 (4)
where Actionnessi denotes the actionness score of tube
proposal from i-th clip, Overlapj,j+1 measures the over-
lap between two linked proposals from clips j and (j + 1),
and m is the total number of clips.
4.2.3 Action Detection
The input to the action detection module is a set of linked
tube proposal sequences of varying lengths. This is where
the ToI layer comes into action. The output of the ToI
layer is atteched to two fully-connected layers and a dropout
layer. The dimension of the last fully-connected layer is N
+ 1 (N action classes and 1 background class).
4.2.4 Results
Hou et al. [17] evaluated and verified their approach on
three trimmed video datasets (UCF-Sports [20], J-HMDB
[21], UCF-101 [22]) and one un-trimmed video dataset –
THU-MOS’14 [23]. The results for the UCF-Sports dataset
is outlined in Table 2
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There are many more approaches related to action pro-
posal models that we did not get into detail of. These in-
clude Finding Action Tubes by Gkioxari and Malik [7],
Fast action proposals for human action detection and
search by Yu and Yuan [8], Learning to track for spatio-
temporal action localization by Weinzaepfel et al. [10],
and Human Action Localization with Sparse Spatial Su-
pervision by Weinzaepfel et al. [24].
5. Figure-Centric Models
5.1. Discriminative figure-centric models for joint
action localization and recognition
Lan et al. [5] approach spatio-temporal action recogni-
tion by combining bag-of-words style statistical represen-
tation and a figure-centric structural representation which
mainly works like template matching. They treat the posi-
tion of the human as a latent variable in a discriminative la-
tent variable model and infer it while simultaneously rec-
ognizing an action. In addition, instead of simple bounding
boxes, they actually learn discriminative cells within boxes
for more robust detection. Due to the latent variable model,
exact learning and inference is intractable. Thus, efficient
approximate learning and inference algorithms are devel-
oped.
5.1.1 Figure-Centric Video Sequence Model
The model jointly learns the relationship between action la-
bel and location of the person performing the action in each
frame. The standard bounding box is divided into R cells
where each cell is either turned ”on” or ”off” depending on
if it contains an action.
Each video I has an associated label y. Suppose video I
contains τ frames represented as I = (I1, I2, ..., Iτ ), where
Ii denotes the i-th frame of said video. Furthermore, the
authors define the bounding box for each video as L =
(l1, l2, ..., lτ ). The i-th bounding box li is a 4-dimensional
tensor representing (x, y) coordinates, height, and width of
bounding box. The extracted feature vector λ(li; Ii) is a
concatenation of three vectors: i.e. λ(li; Ii) = [xi; gi; ci].
xi and gi represent the appearance feature which is defined
as the k-means quantized HOG3D descriptors [26] and spa-
tial locations of interest in bounding box li. ci denotes the
color histogram.
The authors use a scoring function inspired by the latent
SVM model [27] which is defined as:
θ>Φ(z, L, y, I) =
∑
i∈ν
α>φ(li, zi, y, Ii)
+
∑
i,i+1∈ε
β>ψ(li, li+1, zi, zi+1, Ii, Ii+1)
+ γ>η(y, I)
(5)
The definition of the unary potential function, pairwise
potential function, and global action potential function can
be found in the paper.
5.1.2 Learning
Given N training samples 〈In, Ln, yn〉(n = 1, 2, ..., N), the
authors optimize over model parameter θ. They adopt the
SVM framework for learning as:
min
θ,ξ≥0
1
2
‖w‖2 + C
N∑
n=1
ξn
s.t.fθ(yn, Ln, In)− fθ(y, L, In) ≥
∆(y, yn, L, Ln)− ξn,∀n, ∀y,∀L
(6)
5.1.3 Inference
The inference is simply solving the following optimization
problem:
max
y
max
L
fθ(L, y, I) = max
y
max
L
max
z
θ>Φ(z, L, y, I)
(7)
For a fixed y ∈ Y , we can maximize L and z as:
max
L
max
z
θ>Φ(z, L, y, I) (8)
5.1.4 Results
The authors evaluate their model on the UCF-Sports dataset
[20]. They achieved a 83.7% accuracy beating out previ-
ous methods. The complete results for with mean per-class
action recognition accuracies can be found in Table 3
The other two closely related Figure-Centric approaches
are Human focused action localization in video by Kla¨ser
et al. [4] and Explicit modeling of human-object interac-
tions in realistic videos by Prest et al. [6].
6. Deformable Parts Models
6.1. Action recognition and localization by hierar-
chical space-time segments
Ma et al. [2] introduce a new representation called hier-
archial space-time segments where the space-time segments
4
Diving Golf Kicking Lifting Riding Run SkateB. Swing SwingB. Walk mAP
Weinzaepfel et al. [10] 60.71 77.55 65.26 100.0 99.53 52.60 47.14 88.88 62.86 64.44 71.9
Peng and Schmid [25] 96.12 80.47 73.78 99.17 97.56 82.37 57.43 83.64 98.54 75.99 84.51
Hou et al. [17] 84.38 90.79 86.48 99.77 100.00 83.65 68.72 65.75 99.62 87.79 86.7
Table 2. Results for Hou et al. [17]. mAP for each class of UCF-Sports. The IoU threshold α for frame m-AP is fixed to 0.5.
Figure 3. Pipeline for hierarchial video frame segments extraction. [2]
Method Accuracy
global bag-of-words 63.1
local bag-of-words 65.6
spatial bag-of-words with ∆0/1 63.1
spatial bag-of-words with ∆joint 68.5
latent model with ∆0/1 63.7
Lan et al. [5] 73.1
Table 3. Results for Lan et al. [5]. Mean per-class action recogni-
tion accuracies.
of videos are organized into two-level hierarchy. The first
level comprises the root space-time segments that may con-
tain the whole human body. The second level comprises
space-time segments that contain parts of the root. They
present an unsupervised algorithm designed to extract time
segments that preserve both static and non-static relevant
space time segments as well as their hierarchial and tem-
poral relationships. Their algorithm consists of three major
steps:
1. Apply hierarchical segmentation on each video frame
to get a set of segment trees, each of which is consid-
ered as a candidate segment tree of the human body.
2. Prune the candidates by exploring several cues such as
shape, motion, articulated objects structure and global
foreground color.
3. Track each segment of the remaining segment trees in
time both forward and backward.
Finally, using a simple linear SVM on the bag of hier-
archial space-time segments representation, they achieved
better or comporable perforamnce on previous methods.
6.1.1 Video Frame Hierarchial Segmentation
On each video frame, the authors compute the boundary
map as described by [29] using three color channels and five
motion channels including optical flow, unit normalized op-
tical flow, and optical flow magnitude. The boundary map
is then utilized to compute Ultrametic Contour Map (UCM)
as described by [30]. By traversing the UCM, certain seg-
ments are removed to reduce redundancy. Then, the authors
remove the root of the segment tree and get a set of segment
trees τ t where t is the frame index. Each T tj ∈ τ t is con-
sidered a candidate segment tree of a human body and we
denote T tj = s
t
ij where each s
t
ij is a segment and s
t
0j is the
root segment.
6.1.2 Pruning Candidate Segment Trees
The pruning step should only prune irrelevant static seg-
ments. The decision to prune a candidate segment is made
with information from all segments of the tree and not just
local information. Thus, pruning is done at candidate level.
The two methods used to perform tree pruning are with
shape and color cues and using foreground map. De-
tailed representations are available in the original paper.
6.1.3 Extracting Hierarchial Space-Time Segments
After pruning, there is a set τˆ t containing remaining can-
didate segment trees. To capture temporal information, for
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Figure 4. Example of action localization results on UCF-Sports [20] and High-Five [28] datasets. [2]
each T tj ∈ τˆ t, the authors track every segment stij ∈ T tj
to construct a space-time segment. The authors then pro-
pose a non-rigid region tracking method. The method re-
volves around predicting the region of next frame by flow
and computing a flow prediction map Mf as well as color
prediction map Mc. If a point b′ ∈ B (where B is the
bounding box of next frame inside region R′) has color cb′ ,
then Mc(b′) = h(cb′) and Mf (b′):
Mf (b
′) =

2 b′ ∈ R′
1 b′ ∈ Bˆ ∧ b′ /∈ R′
0 otherwise
(9)
The combined map M is then scaled and quantized to
contain integer values in range [0, 20]. By settings thresh-
olds δm of integer values between 1 to 20, we get 20 binary
maps. The size of every connected component is computed
and one with most similar size toR is selected as candidate.
These space-time segments may contain same objects. To
exploit this dense representation, we can group space-time
segments together if they overlap over some threshold (au-
thors used 0.7). Finally, for each track (groups of segments),
bounding boxes are calculated on all spanned frames.
6.1.4 Action Recognition and Localization
For action recognition, a one-vs-all linear SVM is trained
on all training videos’ BoW representations for multiclass
classification resulting in the following rule:
y = argmax
y∈Y
(
wry
wpy
)
(xrxp) + by (10)
where xr and xp are BoW representations of root and part
space-time segments of test video respectively, wry and wpy
and entries of trained separation hyperplane for roots and
parts respectively, by is the bias term, and Y is set of action
class labels.
For action localization, we find space-time segments that
have positive contribution to classification of the video.
Given a test video and set of root space-time segments
Sp = spa and set of part space-time segments Sp = s
p
b ,
denote Cr = crk and Cp = c
p
k as set of code words corre-
sponding to positive entries of wry and wpy respectively. We
compute set U as:
U = {sˆr : sˆr = argmax
sra∈Sr
h(sra, c
r
k),∀crk ∈ Cr}
∪{sˆp : sˆp = argmax
spb∈Sp
h(spb , c
p
k),∀cpk ∈ Cp}
(11)
where function h measures similarity between two space-
time segments. Finally, the tracks are output which have at
least one space-time segment in set U as action localization
results.
6.1.5 Results
Ma et al. [2] experimented on the UCF-Sports [20] and High
Five [28] datasets. In action localization performance, they
had an average of 10% increase in average IOU compared
to previous methods.
6.2. Spatiotemporal Deformable Part Models for
Action Detection
Tian et al. [1] extend the concept of deformable parts
model from 2D to 3D similar to Ma et al. [2] but with
some differences. The main difference is that this approach
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subset of frames all frames
[31] [32] [5] Ma [31] [32] [5] Ma
dive 16.4 36.5 43.4 46.7 22.6 37.0 - 44.3
golf - - 37.1 51.3 - - - 50.5
kick - - 36.8 50.6 - - - 48.3
lift - - 68.8 55.0 - - - 51.4
ride 62.2 68.1 21.9 29.5 63.1 64.0 - 30.6
run 50.2 61.4 20.1 34.3 48.1 61.9 - 33.1
skate - - 13.0 40.0 - - - 38.5
swing-b - - 32.7 54.8 - - - 54.3
swing-s - - 16.4 19.3 - - - 20.6
walk - - 28.3 39.5 - - - 39.0
Avg. - - 31.8 42.1 - - - 41.0
Table 4. Results for Ma et al. [2]. Action localization results mea-
sured as average IOU on UCF Sports dataset.
searches for a 3D subvolume considering parts both in space
and time. SDPM also includes an explicit model to capture
intra-class variation as a deformable configuration of parts.
Finally, this approach shows effective resuls on action de-
tection within a DPM framework without resorting to global
BoW information, trajectories, or video segmentation.
The primary problem of generalizing DPM to 3D is that
an action in a video may move spatially as frames progress.
This is not a difficult problem in 2D as a static bounding box
would cover most of the action parts. However, in videos,
actions may move and a static learned bounding box will
fail to cover the action across time. A naive approach would
be to encapsulate the action with a large spatiotemporal box.
However, that would drastically decrease the IOU of the
prediction. The secondary problem is the difference be-
tween space and time. As the authors rightly point out, if an
action size changes due to distance from camera, that does
not mean the duration of the action changes as well. Thus,
their feature pyramids employ multiple levels in space but
not in time. Finally, they employ HOG3D feature d[26] for
their effectiveness. The HOG3D descriptors are based on
a histogram of oriented spatiotemporal gradients as a volu-
metric generalization of the HOG [33] descriptor.
6.2.1 Root filter
Following the DPM paradigm, the authors select a single
bounding box for each video enclosing one cycle of given
action. Volumes of other actions are treated as negative ex-
amples. Random volumes drawn from different scales of
video are also added to negative samples to better discrimi-
nate action from background. The root filter is responsible
for capturing the overall information of the action cycle by
applying a SVM on the HOG3D features. An important as-
pect is to decide how to divide an action volume. Too few
cells will decrease the overall discriminative power of the
features while too many cells will prevent each cell from
containing enough information to make it useful. The size
of the spatial dimension in the root filter can be determined
empirically. The authors used a 3x3xT size. This cannot
be done for temporal dimension as an action may vary from
a 5-30 seconds. Thus, the size of this filter must be de-
termined automatically depending on the distribution of the
action in the training set.
6.2.2 Deformable parts
The authors observed that extracting HOG3D features from
part models at twice the resolution and with more cells in
space enabled the learned parts to capture important details.
A point to note is that parts selected by this model are al-
lowed to overlap in space. After SVM, subvolumes with
higher weights (more discriminative power for a given ac-
tion type) are selected as parts. The authors divided ac-
tion cells into 12x12xT cells to extract HOG3D features
and each part occupies 3x3x1 cell. Then, they greedily se-
lected N parts with highest weights that fill 50% of action
cycle volume. Parts weights initialization is corresponding
to the cell weights containted inside them. An anchor posi-
tion (xi, yi, ti) for i-th part is also determined. To address
intra-class variation, the authors use a quadratic function to
allow parts to shift within a certain spatiotemporal region.
6.2.3 Action detection with SDPM
Given a test video, SDPM builds a spatiotemporal feature
pyramid by computing HOG3D features at different scales.
Template matching during detection is done using a slid-
ing window approach. Score maps for root and part filters
are computed at every level of the pyramid using template
matching. For level l, the score map S(l) of each filter can
be obtained by correlation of filter F with features of test
video volume φ(l),
S(l, i, j, k) =
∑
m,n,p
F (i, j, k)φ(i+m, j+n, k+p, l) (12)
At level l in feature pyramid, score of detection volume
centered at (x, y, t) is sum of the score of root filter on this
volume and scores from each part filter on best possible sub-
volume:
score(x, y, t, l) = F0 · α(x, y, t, l)+∑
i≤i≤n
max
(x′,y′,t′)∈Z
[Fi · β(x′i, y′i, t′i, l)− ε(i,Xi)] (13)
where F0 is the root filter and Fi are part filters. α(x, y, t, l)
and β(x, y, t, l) are features of a 3x3xT volume centered
at (x, y, t) and 3x3x1 volume centered at part location
7
Figure 5. SDPM for Lifting in UCF-Sports dataset with parts learned in each temporal stage. There are total of 24 parts in this SDPM.
(x′, y′, t′) respectively, at level l of feature pyramid. Z is
the set of all different possible part locations and ε(i,Xi) is
corresponding deformation cost. Highest score is chosen at
the end based on a threshold. A scanning search algorithm
is employed instead of exhaustive search.
6.2.4 Results
The authors present their results on Weizmann [34], UCF
Sports [20], and MSR-II [16] datasets. Without much sur-
prise, SDPM achieves 100% accuracy on the Weizmann
dataset as the challenge is easy (9 actions on static back-
ground). On the UCF-Sports dataset, the authors achieved
an average classification accuracy of 75.2% which is higher
than Ma et al. [2] (73.1%) but lower than Raptis et al. [35]
(79.4%). On the MSR-II dataset, they outperformed model
without parts as well as baselines.
7. Graph-Based Models
7.1. Action localization in videos through context
walk
Soomro et al. [12] take a different approach to action lo-
calization. As a brief summary, they over-segment videos
into supervoxels, learn context relationships (background-
background and background-foreground), estimate proba-
bility of supervoxel belonging to an action for each super-
voxel to create a conditional distribution of an action over
all supervoxels, use a Conditional Random Field (CRF)
to find action proposals in video, and use a SVM to obtain
confidence scores. This context walk eliminates the need to
use a sliding window approach and do an exhaustive search
over an entire video. This is useful because most videos
have under 20% of frames with actions in them.
7.1.1 Context Graphs for Training Videos
Assuming index of training videos for action c = 1...C is
between range n = 1...Nc, where Nc is number of training
videos for action c, the i-th supervoxel in the n-th video is
represented by uin, i = 1...In, where In is number of super-
voxels in video n. Each supervoxel either belongs to fore-
ground action or background. The authors now construct a
directed graph Gn(Vn,En) for each training video across
all action classes. Nodes in the graph are represnted by su-
pervoxels while edges eij emanate from all nodes belonging
to foreground.
Let each supervoxel u be represented by its spatiotem-
poral centroid, uin = (xin, yin, tin). The features associated
with uin are given by Φin = (1φin,2 φin, ...,F φin), where F
is total number of features. Graphs Gn and Φin∀n = 1...Nc
are represented by composite graph Hc which contains all
information necessary for action localization.
7.1.2 Context Walk in Testing Video
The model obtains about 200-300 supervoxels per video.
The goal is to visit each supervoxel in sequence, referred
to as a context walk. The initial supervoxel is selected ran-
domly and similar supervoxels are found by nearest neigh-
bor algorithm. The following function ψ(·) generates a con-
ditional distribution over all supervoxels in testing video
given only current supervoxel vτ , features Φτ , and com-
posite graph H:
ψ(v|vτ ,Φτ ,H,wψ) =
Z−1
Nc∑
n=1
In∑
i=1
∑
j|eij∈En
Hσ(Φ
τ ,Φin; wσ)
·Hσ(v,vτ ,uin,ujn;wδ)
(14)
where Hσ computes similarity between features of cur-
rent supervoxel in testing video. Skipping ahead to infer-
ence, the supervoxel with highest probability is selected in
next step of context walk:
vτ+1 = argmax
v
Ψτ (v|Sτv,SτΦ,H,w) (15)
7.1.3 Measuring Supervoxel Action Specificity
The authors quantify discriminative supervoxels based on
an action specificity score. If ξ(kc) represents the ratio of
number of supervoxels from foreground of action c in clus-
ter kc to all supervoxels from action c in cluster, then, given
appearance/motion descriptors d, if supervoxel belongs to
cluster kc, its action specificity Hχ(vi) is quantified as:
Hχ(v
i) = ξ(kc) · exp(
∥∥di − dkc∥∥
rkc
) (16)
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where dkc and rkc are center and radius of k-th cluster, re-
spectively.
7.1.4 Inferring Action Locations using 3D-CRF
Once we have conditional distribution ΨT(·), we can merge
supervoxels belonging to actions to create a continuous flow
of supervoxels without any gaps. The authors use CRFs
for this purpose. They minimize the negative log likelihood
over all supervoxel labels a in the video:
− log(Pr(a|G,Φ,ΨT ;wγ)) =
∑
vi∈V
(Θ(ai|vi,ΨT )+
∑
vj |eij∈E
γ(ai, aj |vi,vj ,Φi,Φj ;wγ))
(17)
where Θ(·) captures unary potential and depends on condi-
tional distribution after T steps and action specificity mea-
sured above. Both are normalized between 0 and 1.
7.1.5 Results
The approach is evaluated on UCF-Sports [20], sub-
JHMDB [21], and THUMOS’13 [23] datasets. The biggest
advantage of this method is the complexity. While SDPM
by Tian et al. [1] and Tubelets by Jain et al. [9] have com-
plexitiesO(n4) andO(n2) respectively, this work has com-
plexityO(c) where c is the number of classifier evaluations.
Method UCF-Sports sub-JHMDB
Wang et al. [36] 47% 36%
Wang et al. [36] (iDTF+FV) - 34%
Jain et al. [9] 53% -
Tian et al. [1] 42% -
Lan et al. [5] 38% -
Soomro et al. [12] 55% 42%
Table 5. Soomro et al. [12]. Comparison of methods at 20% over-
lap.
7.2. Spatial Temporal Graph Convolutional Net-
works for Skeleton-Based Action Recognition
Besides optical flow and traditional pixel level informa-
tion, there is a class of representations based on human
skeleton and joints. These form conceptual graphs that can
be used to classify actions. This paper by Yan et al. [11]
uses those features to classify and localize actions.
Graph neural networks are a recent paradigm that gen-
eralize convolutional neural networks to graphs of arbi-
trary structures. They have shown to perform well on tasks
such as image classification, document classification, and
semi-supervised learning. [11] extend the idea of graph
neural networks to Spatial-Temporal Graph Convolutional
Networks (ST-GCN) which attempt to model, localize, and
classify actions. The graph representation contains spatial
edges that conform to natural connectivity of joints and tem-
poral edges that connect to same joints across consecutive
time steps. Besides ST-GCN, the authors also introduce
several principles to design convolution kernels in ST-GCN.
Finally, they evaluate their models on large scale datasets to
demonstrate the approach’s effectiveness as we shall see.
7.2.1 Spatial Temporal Graph ConvNet
The overall pipeline expects skeleton based data obtained
from a motion-capture device or pose estimation algorithm
from videos. For each frame, there will be a set of join co-
ordinates. Given these sequences of body joints, the model
constructs a spatial temporal graph with joints as graph
nodes and natural connectivities in both human body struc-
tures and time as graph edges.
7.2.2 Skeleton Graph Construction
The authors create an undirected spatial temporal graph
G = (V,E) on a skeleton sequence with N joints and T
frames feature both intra-body and inter-frame connection.
The node set V = vti|t = 1, ..., T, i = 1, ..., N includes all
joints in skeleton sequence. As ST-GCN’s input, feature
vector on node F (vti) consists of coordinate vectors as well
as estimation confidence on i-th join on frame t. The con-
struction of the graph is divided into two steps: The joints
within one frame are connected with edges according to hu-
man body structure. Then, each joint is connected to the
same joint in the consecutive time step’s graph. Connec-
tions are naturally made without manual intervention. This
also provides generalization capabilities with respect to dif-
ferent datasets. Formally, the edge set E is composed of
two subsets: ES = vtivtj|(i, j) ∈ H consisting of intra-
skeleton connection at each frame where H is set of natu-
rally connected human body joints. The second subset con-
sists of inter-frame edges connecting same joints in consec-
utive frames and is expressed as EF = vtiv(t+1)i.
7.2.3 Spatial Graph Convolutional Neural Network
Let us just consider graph CNN model within one sin-
gle frame. At a single frame at time τ , there will be
N joint nodes Vt along with skeleton edges ES(τ) =
vtivtj|(i, j) ∈ H . Given a convolution operator with ker-
nel size K × K, and input feature map fin with number
of channels c, the output value of single channel at spatial
location x can be written as:
fout(x) =
K∑
h=1
K∑
w=1
fin(p(x, h, w) ·w(h,w)) (18)
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Figure 6. Pipeline for method proposed by Soomro et al. [12].
where sampling function p : Z2 × Z2 → Z2 enumerates
neighbors of location x. The weight function w : Z2 →
Rc provides weight vector in c-dimensional real space for
computing inner product with sampled input feature vector
of dimension c. Standard convolution on image domain is
achieved by encoding a rectangular grid in p(x). Please re-
fer to the original paper for reformulation of sampling and
weight functions on 2D image domains. Now, we can write
a graph convolution as:
fout(vti) =
∑
vtj∈B(vti)
1
Zti(vtj)
fin(vtj) ·w(lti(vtj)) (19)
where normalizing term Zti(vtj) = |vtk|lti(vtk) = lti(vtj)
equals cardinality of corresponding subset. To model the
temporal aspect of this graph, we simply use the same sam-
pling function and labeling map lST . Because temporal axis
is well-ordered, we directly modify label map for spatial
temporal neighborhood rooted at vti to be:
lST (vqj) = lti(vtj) + (q − t+ bΓ/2c)×K (20)
where lti(vtj) is label map for single frame case at vti.
7.2.4 Implementing ST-GCN
The implementation of graph convolution is the same as in
Kipf and Welling [37]. The intra-body connections are rep-
resented by an adjacency matrix A and identity matrix I.
Thus, in the single frame case,
fout = Λ
− 12 (A + I)Λ−
1
2 finW (21)
where Λii =
∑
j(A
ij + Iij).
In the multiple subset case,
fout =
∑
j
Λ
− 12
j ΛjΛ
− 12
j finWj (22)
where similarity Λiij =
∑
k(A
jk
j )+α. Here, the authors set
α = 0.001 to avoid empty rows in Aj .
The input is first fed to a batch normalization layer to
normalize data. The ST-GCN model is composed of 9 lay-
ers of spatial temporal graph convolution operations. The
first three layers have 64 output channels, second three lay-
ers have 128 channels, and last three layers have 256 output
channels. These layers have 9 temporal kernel size. The
ResNet mechanism is applied to each of these layers. There
is also a random dropout of 0.5 after each layer to prevent
overfitting. The 4-th and 7-th layer have strides 2 for pool-
ing. Then, a global pooling is performed to achieve a 256
dimension feature tensor for each sequence. Lastly, the fea-
ture vector is fed to a Softmax layer for classification. The
model is optimized using stochastic gradient descent with
a learning rate of 0.01 and decayed by 0.1 after every 10
epochs.
7.2.5 Results
The authors tested the model on Kinetics human action
dataset [38] and NTU-RGB+D [39] dataset. On the Ki-
netics dataset, ST-GCN achieved a 10.4% and 12.8% in-
crease in Top-1 and Top-5 accuracies when compared to
frame based methods. On the NTU-RGB+D dataset, they
achieved a 1.9% and 3.5% increase on X-Sub and X-View
accuracies when compared to all previous methods.
Top-1 Top-5
RGB Kay et al. [38] 57.0 77.3
Optical Flow Kay et al. [38] 49.5 71.9
Feature Enc. Fernando et al. [40] 14.9 25.8
Deep LSTM Liu et al. [41] 16.4 35.3
Temporal Conv. Kim and Reiter [42] 20.3 40.0
ST-GCN 30.7 52.8
Table 6. Results for Yan et al. [11]Action recognition performance
on skeleton based models on Kinetics dataset. The first two meth-
ods are frame based methods.
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8. 3D Convolutional Neural Networks
8.1. A Closer Look at Spatiotemporal Convolutions
for Action Recognition
Let us look into an approach which completely uses con-
volutional neural networks without any special feature rep-
resentations. The paper by Tran et al. [43] introduces an
even more advanced approach to action recognition with a
demonstration of a new form of convolution. The method
is aimed for action recognition only. However, it can be
supplemented with additional features to enable action lo-
calization.
The authors mainly focus on the domain of residual
learning for action recognition. They explore the existing
types of 3D convolutions and namely introduce two new
types of convolution. The first new convolution is a mixed
convolution where early layers of the model perform 3D
convolutions while later layers perform spatial or 2D con-
volutions over the learned features. This is called the MC
or mixed convolution. The second new convolution is a
complete decomposition of the 3D convolution into sepa-
rate 2D spatial convolution and 1D temporal convolution.
This is called the R(2+1)D convolution. This decomposi-
tion brings in two advantages. Firstly, the decomposition
introduces an additional nonlinear rectification between two
operations. This means, you double the number of nonlin-
earities compared to a network using full 3D convolutions
for same number of parameters. Secondly, this facilitates
optimization leading to lower training loss and lower testing
loss. Let us now explore the various types of convolutions
for videos.
8.1.1 Convolutional residual blocks for video
Within the framework of residual learning, there are several
spatiotemporal convolution variants available. Let x denote
input clip of size 3 × L × H ×W , where L is number of
frames in clip, H and W are frame height and width, and 3
refers to the RGB channels. Let zi be tensor computed by
i-th convolutional block. Then, the output of that block is:
zi = zi−1 + F(zi−1; θi) (23)
where F(; θi) implements composition of two convolutions
parameterized by weights θi and application of ReLU func-
tions.
R2D: 2D convolutions over the entire clip. 2D CNNs
for video ignore temporal ordering and treat L frames inde-
pendently of channels. This is basically reshaping the input
4D tensor x into a 3D tensor of size 3L×H ×W . The out-
put zi of i-th block is also a 3D tensor. Each filter is 3D and
has size Ni−1 × d × d, where d denotes spatial width and
height. Even tho filter is 3D, it only convolves in 2D over
the spatial dimensions. All temporal information of video
is collapsed into single-channel feature maps. This prevents
any sort of temporal reasoning.
f-R2D: 2D convolutions over frames. Another 2D
CNN approach involves processing independently the L
frames via a series of 2D convolutional residual block.
Same filterers are applied to all L frames. No tempo-
ral modeling is performed on the convolutional layers and
global spatiotemporal pooling layer at the end simply fuses
information extracted independently from the L frames.
This architecture variant is referred to as f-R2D (frame-
based R2D).
R3D: 3D convolutions. 3D CNNs [19] preserve tem-
poral information and propagate it through the layers of
the network. The tensor zi is 4D in shape and has size
Ni × L × Hi × Wi, where Ni is number of filters used
in i-th block. Each filter is 4-dimensional and has size
Ni−1× t×d×d where t denotes the temporal extent of the
filter (the authors used t = 3).
MCx and rMCx: mixed 3D-2D convolutions The intu-
ition behind MC layers is that in early layers, motion mod-
eling may be important while in later layers, motion or tem-
poral modeling is not necessary. In the authors’ experiments
of a 5 layer residual block, two variants come out where first
three layers are 3D convolutions while last two are 2D. The
other variant is just the opposite of it.
8.1.2 R(2+1)D: (2+1)D convolutions
Another hypothesis proposed by the authors is that full 3D
convolutions can be more conveniently approximated by a
2D convolution followed by a 1D convolution. Thus, they
designed a R(2+1)D architecture where the Ni 3D convo-
lutional filter of size Ni−1 × t × d × d is replaced with a
(2+1)D block consisting of Mi 2D convolutional filters of
size Ni−1×1×d×d and Ni temporal convolutional filters
of size Mi × t × 1 × 1. The hyperparameter Mi deter-
mines dimensionality of intermediate sub-space where sig-
nal is projefcted between spatial and temporal convolutions.
The authors choose Mi = b td
2Ni−1Ni
d2Ni−1+tNi
c so that number of
parametrs in the block approximately equal to the 3D vari-
ant. This spatiotemporal decomposition can be applied to
any 3D convolutional layer.
8.1.3 Results
The authors experimented their new architecture on the Ki-
netics [38] and Sports-1M [44] datasets. They also pre-
trained the models on these two datasets and then finetuned
them to UCF-101 [22] and HMDB51 [45] datasets.
The networks experimented with are the ResNet-18 and
ResNet-34 network architectures. Frame input size is 112×
112. The authors use one spatial downsampling of 1×2×2,
and three spatiotemporal downsampling with convolutional
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Figure 7. Residual network architectures for video classification. (a) R2D are 2D ResNets; (b) MCx are ResNets with mixed convolutions;
(c) rMCx use reversed mixed convolutions; (d) R3D are 3D ResNets; and (e) R(2+1)D are ResNets with (2+1)D convolutions.
striding of 2 × 2 × 2. For training, L consecutive frames
are randomly sampled. Batch normalization is applied to
all convolutional layers and batch size is set to 32 per GPU.
The initial learning rate is set to 0.01 and is decayed by 0.1
every 10 epochs. The R(2+1)D layer architecture reported
an average 3% improvement from previous methods.
9. Action Localization Datasets
Let us explore common datasets used for action localiza-
tion. This can help us understand what sort of features and
data is available to explore algorithms and models upon.
We shall explore seven datasets that are of different sizes,
domains, and contain different features.
9.0.1 Kinetics Dataset
The first dataset we explore is the Kinetics dataset by Kay
et al. [38]. The dataset is sourced from YouTube videos to
encourage variation between videos in same and different
action classes. There are 400 actions, minimum 400 video
clips per action, and contains 306,245 videos in total. The
way the dataset was built was through first curating action
classes by merging different previous dataset action classes.
Secondly, the videos were sourced from YouTube corpus.
To collect the best videos, an aggregation of relevance feed-
back scores were used with multiple queries. Finally, hu-
man tagging was used to manually annotate the videos for
accuracy and consistent.
9.0.2 Weizzman Dataset
The Weizzman dataset by Blank et al. [34] contains 90
low-resolution video sequences (180×144, 50fps) consist-
ing of 10 different action classes. Some actions are: run-
ning, walking, jumpingjack, jumping-forward-on-two-legs,
jumping-in-placeon-two-legs, galloping-sideways, waving-
two-hands, waving-one-hand, bending.
9.0.3 UCF-101 Dataset
The UCF-101 by Soomro et al. [22] is arguably one of the
most famous datasets for action recognition and action lo-
calization. As its name implies, it consists of 101 action
classes, 13,320 clips, 4-7 clips per group, a mean clip length
of 7.21 seconds, total duration of 1600 minutes, frame rate
of 25 fps, and resolution of 320 × 240. The source of the
videos is the YouTube corpus. It is an extension of the UCF-
50 dataset.
9.0.4 UCF-Sports Dataset
The UCF-Sports dataset by Rodriguez et al. [20] is an video
dataset containing 10 actions primarily in the sports domain.
There are 150 clips, mean clip length of 6.39s, frame rate of
10fps, total duration of 958s, and at a resolution of 720 ×
480. The maximum and minimum number of clips per class
are 22 and 6 respectively. The videos are sourced through
BBC and ESPN video corpus.
9.0.5 THUMOS’14 Dataset
Jiang et al. [23] released the THUMOS’14 dataset which
contains 101 actions, 13,000 temporally trimmed videos,
over 1000 temporally untrimmed videos, over 2500 neg-
ative sample videos, and bounding boxes for 24 action
classes.
9.0.6 HMDB Dataset
Jhuang et al. [21] introduce the HMDB dataset containing
51 actions, 6849 clips, and each class contains at least 101
12
clips. Actions include laughing, talking, eating drinking,
pull up, sit down, ride bike, etc.
9.0.7 Activity Net Dataset
Caba Heilbron et al. [46] curated the Activity Net dataset
which contains 200 action classes, 100 untrimmed videos
per class, 1.54 activity instances per video on average, and
a total of 38,880 minutes of videos. This dataset was hosted
as a challenge at CVPR 2018.
9.0.8 NTURGB-D Dataset
Finally, we look at the NTURGB-D dataset by Shahroudy
et al. [39]. The dataset contains 56,880 action samples dis-
tributed across 60 actions with each video containing the
following data:
1. RGB videos
2. depth map sequences
3. 3D skeletal data
4. infrared videos
Video samples are of resolution 1920×1080, depth map and
IR videos have resolution 512 × 424, and 3D skeletal data
have three dimensional locations of 25 major body parts.
10. Conclusion
In conclusion, we explored eight approaches to action
localization. There are many more methods and techniques
that are used to solve this problem. However, majority of
them rely upon clever usage of the same types of features
including RGB pixel values, optical flow, skeleton graphs,
etc. Action proposal networks are effective but they are ex-
pensive and usually need an exhaustive search of the en-
tire video. If the video length is large (e.g. CCTV camera
footage spanning over several hours), these approaches turn
out to be computationally infeasible. Figure centric models
try to solve this problem. However, they require too much
of manual feature construction to be automated on a large
scale. Deformable parts models actually solve the problem
of selective sampling and extracting segments for action lo-
calization. There is room for improvement there too. Graph
based models also lower the amount of search and classi-
fication operations with optimizations. However, they re-
quire skeletal data which means a pose estimation algorithm
is required as a pre-processing step. The accuracy of the
pose estimation algorithm can also create bias towards the
training and inference of the model. Finally, spatiotemporal
convolutions provide an interesting proposition and possi-
bly we can extend this technique while incorporating more
features to solve the problem of action localization.
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