This paper estimates the quadratic convergence reduction of scaled iterates by J -symmetric Jacobi method [Numer. Math. 64 (1993) 241]. Although, the method is well defined for a general definite pair (H, J ), H = H T , J = diag(I m , I n−m ), the paper considers the most important case when H is positive definite. In that case the method is an accurate floating point eigensolver for the pair (H, J ). As such, it is used in a compound algorithm for accurate floating point computation of eigenvalues and eigenvectors of a non-singular indefinite symmetric matrix. The new result is proved for scaled diagonally dominant matrices in the general case of multiple eigenvalues. It uses Frobenius norm of the off-diagonal part of symmetrically scaled iteration matrix, and a relative gap in the spectrum of (H, J ). It can be effectively used in connection with stopping criterion of the method, especially with its one-sided version.
Introduction
In this paper we prove a quadratic convergence estimate of scaled iterates by J -symmetric Jacobi method (see [21] ) for solving matrix eigenproblem H x = λJ x with H symmetric positive definite and J = diag(I m , −I n−m ). Here I k denotes the identity matrix of order k. Although the previous quadratic convergence result for this method [5] reveals its asymptotic behavior, recent important applications of the method (e.g. accurate floating point computation of eigenvalues and eigenvectors of symmetric indefinite matrices) require another approach which uses scaled iterates and relative gaps in the spectrum. Let us shortly explain it.
There exist symmetric indefinite matrices which behave nicely with respect to eigenvalue perturbation. If H is a non-singular indefinite symmetric matrix and H a symmetric perturbation, then "well-behaved" H would satisfy (see [23] where λ i is the ith eigenvalue of H and λ i the perturbation of λ i coming from perturbing H by H . In particular, the class of well-behaved non-singular indefinite symmetric matrices includes scaled diagonally dominant matrices (see [2] ) and matrices for which min D |DH D| 2 D √ H −2 D 2 is not large (see [23] ). Here the minimum is taken over positive definite diagonal matrices D. These two types of wellbehaved symmetric indefinite matrices determine well the corresponding eigenvectors with respect to the relative gaps between eigenvalues. Note that matrix perturbations described above are somewhat special (pointwise relatively small with respect to unperturbed elements), but they appear in practice, e.g. when storing matrix elements in the computer.
If a well-behaved indefinite symmetric matrix is given, not all methods will compute all its eigenvalues and eigenvectors to high relative accuracy. In particular, the fastest methods like divide and conquer and QR which use tridiagonalization as preliminary step, are not accurate.
In recent works [16, 17, [19] [20] [21] 23] Veselić and Slapničar proposed a new method for accurate floating-point computation of eigenvalues and eigenvectors of some indefinite symmetric matrices. The method consists of two stages.
In the first stage indefinite symmetric matrix H is decomposed as
where r is rank of H and G is n × m full column rank matrix. This algorithm is similar to the one of Bunch and Parlett [3] and its stability properties are proved in [17] . Now, H x = λx can be written as G 0 J G T 0 x = λx with G 0 = P G. This implies G T 0 G 0 z = λJ z, z = J G T 0 x. The eigenvalues of the pair (G T 0 G 0 , J ) are the non-singular eigenvalues of H , while an orthonormal basis for the null-subspace of H can be obtained from the last n − r columns of an orthogonal Q from the QR factorization of G 0 . In [16, 17] Slapničar has proved favorable stability properties of this factorization when using floating point arithmetic. This has been the basis for using it in the first stage of the compound eigenvalue method. Note also the new results [18] on the relative perturbations for the J -symmetric eigenvalue problem.
In 1992 Veselić [21] proposed a method for computing the eigenpairs of (H 0 , J ), where H 0 is symmetric and the pair (H 0 , J ) is definite. It uses J -orthogonal plane matrices U (0) , U (1) , U (1) , . . . (which leave J invariant, i.e. U (k) T J U (k) = J for all k) in such a way that
Details of the method are given in Section 2. In [16, 19] Slapničar has proved its relative accuracy when H 0 is positive definite. Note that after the first stage H 0 = G T 0 G 0 is positive definite. Therefore, this J -symmetric Jacobi method can be used in the second stage of the proposed compound eigenvalue method.
While the first stage of the method consists of at most n − 1 steps, the second stage is an iterative algorithm. Hence, the question of a proper measure for advancing of the algorithm arises, provided the accuracy of the output data is predominant.
Let
ii − λ i )/λ i | for all i, in the final phase, we have to consider the so called scaled diagonally dominant pairs of Hermitian matrices (see [2, 7] ). For these introductory considerations, we assume simple eigenvalues. Then by [7] (see also the relation (4.8) here), we have
where · F stands for the Frobenius norm (similar, · denotes the Euclidean vector norm), γ = min i γ i and
are the relative gaps in the spectrum of (H 0 , J ). We see that if we expect to compute even the tiniest eigenvalues to high accuracy, we have to monitor the decrease of
is the kth scaled iterate of the method. Note also that γ can be large (meaning close to one) even if the eigenvalues cluster around zero. If δ denotes the minimum absolute distance between two different eigenvalues of the pair (H (0) , J ), the previous quadratic convergence result for the serial Jsymmetric method from [5, Theorem 3.7] , based on the techniques from [24] and [6] , has form 2) where N = n(n − 1)/2 is the number of all steps and M = m(n − m) is the number of "hyperbolic" steps (see Section 1) within one sweep. The new result, based on the techniques from [9] [10] [11] has form α N 5 2
We see, if the eigenvalues cluster around the origin, δ is tiny, and the previous result either cannot be used or cannot predict accurately the number sweeps till convergence. Exactly in this case γ can be large and the new result can be very applicable for predicting the number of needed sweeps. Similar results have already been proved for the Kogbetliantz method (see [8, 13] ). If the initial H 0 is given in factored form, like in our case: H 0 = G T 0 G 0 , the two-sided method can be modified (cf. [22] ), as one-sided method, to become more efficient and in general more accurate (cf. [4] ). For these reasons, one-sided method is used in the second stage of the compound method for solving the eigenproblem for the initial symmetric indefinite H . Its form
is very suitable for vector and parallel processing. If eigenvectors are wanted, onesided method requires just one half of the memory needed to run the two-sided method. With clever use of an additional vector (containing the diagonal elements of
which can cheaply be updated using the formulas (2.5) and (2.6)), the parameters of each U (k) can be computed using just one dot product of columns of G (k) , thus reducing the overall cost. Further reduction in floating point operations (flops) can be achieved by using fast-scaled rotations (see [1, 14] ). In addition to these nice properties, it has been shown in [16, 17] , that one-sided method is in general more accurate than the two-sided method. The remaining problem is to decrease the number of flops associated with the termination of the process. Note that the proper measure for stopping the process
requires n(n − 1)/2 dot products which amounts to n 3 flops. In double precision arithmetic, usually 6-8 sweeps are needed until convergence, and usually α k is computed after each completed sweep to check for convergence. This means that only checking for convergence can cost as much as two complete sweeps. At this point the new quadratic convergence result might help.
When the matrix becomes scaled diagonally dominant, it is easy and cheap (see [12] ) to compute sharp lower bounds of all γ i and thus of γ , from the vector of diagonal elements of H (k) . It is then sufficient to compute α k just once and use it together with the new asymptotic convergence result to obtain yet needed number of sweeps till convergence (see the final section in this paper). For this purpose it is important for the new result to be sharp, otherwise it could predict more sweeps till convergence than necessary.
The paper is organized as follows. In Section 2, the serial two-sided J -symmetric Jacobi method is briefly described. In Section 3 some auxiliary results associated with J-orthogonal transformations are proved. They enable that some complicated and lengthy proofs become identical to the corresponding ones for simple Jacobi method from [11] . In Section 4, scaled diagonally dominant pair (H, J ) with symmetric positive definite H is considered. The relative gaps are defined therein. In Section 5, asymptotic assumptions are formulated and the main result is proved. Finally, in Section 6, some matrix examples are provided to show how the new result can be used in practice.
J -symmetric Jacobi method
As we have mentioned, J -symmetric Jacobi method of Veselić [21] is a diagonalization method for solving the generalized eigenvalue problem H x = λJ x, with H ∈ R n×n symmetric and
It uses congruence transformations, 
where ϕ (k) is parameter (or angle) of hyperbolic or trigonometric rotation. The param-
and tanh 2ϕ
, we obtain the following transformation formulae for one "trigonometric iteration step":
Obviously, trigonometric step is just the Jacobi step for the symmetric matrix H (k) .
Using the same notation for hyperbolic functions, we obtain the following formulae for one "hyperbolic step":
The way of choosing pivot pair is called pivot strategy. We assume the reader is acquainted with serial (i.e. the row-and column-cyclic) strategies (see for example [5, 21] or [11, Section 3] ). Each cycle of a serial J -symmetric method consists of
rotations (iterations or steps). Among them there are m(n − m) hyperbolic and N − m(n − m) trigonometric steps. Under the serial strategies the method is globally [21] and quadratically [5] convergent. Let U be any accumulation point of the sequence
Since for any given J , J orthogonal matrices make a closed subgroup of the multiplicative group of non-singular matrices of order n, U is J -orthogonal and satisfies U T H U = and U T J U = J . We conclude that diagonal elements of J are the eigenvalues and the columns of U are the corresponding eigenvectors of the pair (H, J ).
In this paper we assume that H is positive definite. Hence, all generated matrices H (k) together with the limit are also positive definite. If in computation one makes use of the LAPACK routine SLAEV2 (DLAEV2 in double precision) in trigonometric steps, the final diagonal matrix will have diagonal elements ordered non-increasingly within first m and last n − m positions. Namely, SLAEV2 tries to order the eigenvalues in non-increasing ordering by moduli. This motivates us to assume that the limit matrix
Taking into account the relations (2.1) and (2.5), the eigenvalues of (H, J ) are given byλ
Hence, the eigenvalues of (H, J ) satisfỹ
This ordering will be later assumed in our asymptotic analysis.
As each H (k) is positive definite, scaled iterates defined by (1.1) are well defined. In our estimates we shall mostly work with the off-diagonal part of the scaled iterate
and its Frobenius norm (the so called off-
Note that the diagonal elements of each
lr ) are zeroes, while the off-diagonal elements are given by
Basic estimates for the hyperbolic transformation
Here we provide some estimates for the norm of A (k) when one or several hyperbolic steps are applied. We note that similar estimates for trigonometric steps are already proved in [9] [10] [11] and they will be used in this paper.
Lemma 3.1. Let H = (h rp ) be a positive definite matrix of order n. Suppose H is obtained from H by applying a single hyperbolic Jacobi step which annihilates the element h ij . Let A = (a rp ) and A = ( a rp ) be defined by
A= H S − I, H S = D −1/2 H D −1/2 , D = diag(H ), A= H S − I, H S = D −1/2 H D −1/2 , D = diag( H ). Then (i)ã 2 il +ã 2 jl = a 2 il + a 2 jl − 2a ij a il a jl 1 − a 2 ij a 2 il + a 2 jl 1 − |a ij | , l ∈ {i, j }, (ii) A 2 F − A 2 F |a ij | A 2 F − 2|a ij | 1 − |a ij | .
If in addition
Proof. (i) Using the relations (2.6) and (2.13) we obtain
where s = sinh ϕ and c = cosh ϕ. Let t = s/c. Using the relations (2.4) and (2.6), we obtain
h ii h jj + h 2 ij t (t − 2 coth 2ϕ)
In a similar way we obtain
Using the above expressions we obtain
which yields the equality in our assertion. Since H S is positive definite with ones on diagonal, we have |a ij | < 1. The second part of the assertion follows from the inequality 2|a ij a il a jl | |a ij |(a 2 il + a 2 jl ).
(iii) This assertion follows from the assumption A F > A F and the assertion (ii).
Comparing Lemma 3.1 with [11, Lemma 2] we can see that we have obtained the same bounds as for the standard trigonometric Jacobi step. The consequence of this fact is that for the J -symmetric Jacobi method we have the same upper bound for the sequence α 0 , α 1 , . . . , 
Proof. See [11, Lemma 3] and the proof of [10, Lemma 3].
We can now estimate the angle parameter in a hyperbolic transformation. 
Proof.
To simplify the notation we omit the superscript k.
(i) Using the relation (2.4) we have
(ii) The relation tanh ϕ = tanh 2ϕ
together with (i) yields the first inequality. Using Lemma 3.2 and the assumption α 0 1/6n, n 3, we obtain
which yields the second inequality.
(iii) Note that
.
Using the relation
2 , x 0 and the assertion (i), we obtain
which together with the relation (3.1) yields
(iv) Since | sinh ϕ| = | tanh ϕ| · | cosh ϕ|, we just combine the assertion (ii) and the relation (3.2).
Scaled diagonally dominant pair (H, J )
Here we assume that symmetric positive definite H from the pair (H, J ), where J is given by (2.1), is in some sense almost diagonal. Let the eigenvalues of (H, J ) be ordered as noted in the relations (2.8)-(2.10). Since we allow for multiple eigenvalues, we can assume
where s w = m, s p = n and p is the number of distinct eigenvalues of (H, J ). For each i, 1 i p, n i = s i − s i−1 (s 0 = 0) is the multiplicity ofλ s i where each eigenvaluẽ λ i of the pair (H, J ) is given by the relation (2.9). Since H is positive definite, we must have m = n 1 + · · · + n w for some 1 w < p. We also define sets of indices
which make a partition of the set {1, 2, . . . , n}.
We assume (that rows and columns of H are so permuted-see the paragraph just before (2.8)) that for the diagonal elements of H holds if 1 i < j w or w + 1 i < j p then h ll > h tt for all l ∈ N i and for all t ∈ N j .
( 4.3)
Note that the assumption (4.3) is a generalization of the more usual condition
According to the partition n = n 1 + n 2 + · · · + n p , we define for any n × n matrix X, the block partition
In the sequel we use the following notation (cf. [7] ):
For 1 i p we also define
. For H we have defined the scaled matrix H S (or shorter, the scaled H ) by the relation (1.1). Note that H S has ones on diagonal. If (H S ) α < 1, then H is said (see [2] ) to be α-scaled diagonally dominant (α-s.d.d.) matrix with respect to the given norm · . Since H is positive definite, H is also referred to as α-
The relative gap function rg of two real arguments is defined by (see [7] )
Using the ordering (4.1), one can define the relative gap ofλ s i in the spectrum of (H, J ) by 
Proof. Note that (ii) can be written as 
which will be used later. We see that for a positive definite α-s.d.d. matrix satisfying (4.6), the off-diagonal elements of diagonal blocks which are affiliated with the same eigenvalue are quadratically small with respect to τ (H S ) F . The same is true for the relative distance |λ s i − h jj |/h jj , j ∈ N i . This structure has impact on the rate of convergence of scaled iterates in Jacobi method.
Quadratic convergence of scaled iterates
Here we derive the quadratic convergence bound for the scaled iterates by Jsymmetric Jacobi method. In the proof we use the technique from [11] and [10] . Since the major portion of the proof just follows the proof for the serial symmetric Jacobi method from [11] , we present here only the differences which arise due to hyperbolic steps. In [10] ( [11] ) the reader can find all details of the proof for the case of simple (multiple) eigenvalues.
Asymptotic assumptions
As in [11] , the following assumptions are sufficient to prove the quadratic convergence of scaled iterates: Note that w and p − w in the asymptotic assumption (A2) are numbers of distinct positive and negative eigenvalues, respectively. We assume the non-increasing ordering of the positive eigenvaluesλ s 1 , . . . ,λ s w and the non-decreasing ordering of the negative eigenvaluesλ s w+1 , . . . ,λ s p in accordance with (2.10). The assumptions (A1) and (A2) imply that for each 1 r p the diagonal elements h ll , l ∈ N r , are affiliated with the eigenvalueλ s r of (H, J ) as is indicated by the relation (4.7).
According to Lemma 3.2, almost diagonality defined by the assumption (A1) is retained (up to factor 1.001) during the whole cycle. The following lemma shows that the same is true for the ordering of the diagonal elements.
Lemma 5.1. Let H (0) = H, H (1) , . . . , H (N) be as in Lemma 3.2. In addition, let H (0) satisfy the asymptotic assumptions (A1) and (A2). Then each H (k) , 1 k N, satisfies the asymptotic assumption (A2).

Proof. We shall prove that
where
Since the intervals from {D r : 1 r w} and from {D r : w + 1 r p} are not necessarily disjoint, we definẽ
where −D r = {−z : z ∈ D r }. Let us show that D r , 1 r p, are mutually disjoint. To this end we bound |x − y| from below, where x ∈ D l , y ∈ D r and l < r.
If r w or l > w, then λ s l > λ s r > 0, hence using the definition (4.4) of γ , we obtain
If 1 l w < r p, then
So, for the distance between any two sets D l and D r , we have
Next, we prove (5.1). Note that by Lemma 3.2, we have
Hence Theorem 4.1 can be applied to every pair (H (k) , J ), 0 k N . By the relation (4.7), for each 0 k N , there is a J-orthogonal permutation matrix P k such that for the diagonal elements of
for every 1 r p. This implies 
This J -symmetric matrices have eigenvaluesλ s r , 1 r p, and for their diagonal elements, the relation (5.5) takes form
We see that for each k, 0 k N , the diagonal elementsh
tt , t ∈ N r , are affiliated with the eigenvalueλ s r . As is indicated in (5.6), each D r contains exactly n r = s r − s r−1 diagonal elements of H (k) . Theorem shall be proved if we show that
holds for all 0 k N . This means that each P k can be taken identity.
The relation (5.7) is proved by induction with respect to k. The induction base is obvious, since for k = 0, the asymptotic assumption (A2) implies (5.7). Suppose that (5.7) holds for some k, 0 k < N. In the induction step, it suffices to prove that
( 5.8) According to the relations (2.5) and (2.6), in the step k, only two diagonal elements, h (k) ii and h (k) jj are changed. So, the relation (5.8) is obvious for t ∈ {1, . . . , n} \ {i, j }. Suppose
If l / = r, then we have two alternatives:
Using the relations (2.5), (2.6), (5.9), (5.2), (5.4) and the inequality linking the geometric and the arithmetic mean, we obtain ( D r and D l ) . Therefore, the relation (5.10) and consequently the relation (5.8) holds. This completes the induction step and the proof of the relations (5.7) and (5.1).
The main theorem
Here we state and prove the main result. We note that theorem holds for any pivot strategy which is equivalent to the columncyclic strategy.
Proof of Theorem 5.2
According to relations (2.1)-(2.10), there is a natural block-partition
Hyperbolic transformations are used to annihilate the elements in the block H 12 (and consequently H 21 ) while trigonometric transformations annihilate the off-diagonal elements in the blocks H 11 and H 22 . In the proof we use a cyclic strategy which is equivalent to the column-cyclic one (cf. [15] ); more details on how it is used in the proof, see [11, Lemma 7] . In this strategy, first the elements in the block H 11 are annihilated by columns (using m(m − 1)/2 trigonometric rotations), then the elements in block H 12 are annihilated by columns (using m(n − m) hyperbolic rotations) and finally the elements in the block H 22 are annihilated by columns (using (n − m)(n − m − 1)/2 trigonometric rotations).
In [10, 11] one can find all the results which are needed in the proof, concerning trigonometric rotations. The asymptotic assumption (A2) and Lemma 5.1 ensure that the diagonal elements of H 11 and of H 22 are ordered "non-increasingly by blocks", what is used in the proof (see [11] ).
Let us derive the needed estimates involving hyperbolic transformations. We start by considering carefully the hyperbolic rotations which annihilate m elements of column t, belonging to the block H 12 . Note that 
Proof. Within the proof we shall shift each superscript by −ν and after that, we shall omit the zero superscripts. 
Here the empty product of hyperbolic cosines (when r = k) is considered one. Using Lemma 3.3(iii), Lemma 3.3(i) and the inequality
, whenever x r > 0,
we obtain 
Combining the relations (5.14) and (5.15), we obtain [11, Lemma 8] ; in the proof of [11, Lemma 10] we use [11, Lemma 8(iv) and Lemma 9] ; in the proof of [11, Lemma 11] we use [11, Lemma 8(ii) and Lemma 9(i)] etc. Thus, the proof of [11, Theorem 6] is actually completed, once we have proved [11, Lemmas 8 and 4] .
The same can be done here. Instead of [11, Lemma 8] we have here Lemma 5.5. Its proof is given because due to hyperbolic transformations it differed from the proof of [11, Lemma 8] . However, there are no more differences in the rest of the proof. In particular, [11, Lemma 4] holds here, with exactly the same proof, because it is derived from Lemma 3.1(i) (in [11] from [11, Lemma 2(i)]). So, to finish the proof of Theorem 5.2, we continue with Lemma 5.5 and [11, Lemma 4] and proceed in the same way as in [11] .
Note that in this whole process, we just accumulate, step by step, the contributions caused by trigonometric and hyperbolic transformations. The basic estimates are given in Lemma 5.5 and [11, Lemma 4] . However, since the upper bounds in Lemma 5.5 are larger than those in [11, Lemma 8] , the later bounds in subsequent lemmas, are also increased. This leads to the final constant 3.5 in Theorem 5.2 (compared to √ 5/2 in [11, Theorem 6]).
Numerical examples
We have performed some numerical tests. Test matrices have been generated in several ways and here we describe the simplest one. We have used Digital Visual Fortran compiler (Professional Edition 6.0, Windows platform). The code has been written in double precision; LAPACK and BLAS 1 routines have been frequently used.
For given n, and the initial integer seed vector (11, 382, 1466, 3289), we have used LAPACK 2.0 auxiliary routine DLARND to produce random numbers from the uniform distribution in the interval (0, 1). These numbers have filled the upper triangle of n by n upper-triangular matrix B. The starting matrix H is then generated as D We present here characteristic behavior of the quantities
is given by (1.1) and N = n(n − 1)/2. We also discuss how well the previous and the new result predict the number of sweeps till convergence.
Before doing that, we briefly explain how the J -symmetric Jacobi method is coded. A denotes the array which contains the floating point approximation of the iteration matrix H (k) and V the array containing approximate eigenvectors. DROTH is a subroutine very similar to BLAS 1 routine DROT, however it uses hyperbolic sine and cosine. DHLEV2 has similar role for hyperbolic step as has the LAPACK auxiliary routine DLAEV2 for trigonometric step. The integer variables I and J define the pivot position at each step of the column-cyclic strategy. Although, we have coded in FORTRAN 77, we use here semicolon to denote the new-line character, in order to save some vertical space. Here is the essential part of the code In a more sophisticated version of DHLEV2, we check if the computed (annihilated) element at (I,J) position can be neglected with respect to the updated diagonal elements. If yes, it is set zero. If not, then hyperbolic rotation has large condition and we use additional hyperbolic rotation to "fine tune" the first one (two successive hyperbolic rotations are applied to pivot submatrix).
INFO is used (beside the usual checking of the input parameters) to alarm that hyperbolic transformation is not applicable (DABS(ZETA)< 1). In that case the diagonalization is aborted. Note that using DLAEV2 ensures that at the end of the process, the first M and the last N-M diagonal elements of A (that is H (k) ) are ordered non-increasingly.
In all performed diagonalizations, the quantity α (k) has decreased as expected, smoothly quadratically, while in less than 10% cases, β (k) has decreased pretty irregularly.
Say, for N=20, M=10, E1=6, E2=-6, E3=-8, we have obtained the array A whose first and last four diagonal elements are given in Table 1 . We also display the corresponding (computed) eigenvalues so that one can estimate the condition of the initial matrix and can have better insight in spectral properties. Our program has computed the minimum absolute and relative gap (δ and γ ) a posterior, from the computed eigenvalues.
Since γ δ, one can expect that the scaled iterates behave more regularly than the ordinary iterates. We see that due to tiny δ, the quantity β (k) behaves strange: strong reduction in the first three sweeps and no further quadratic reduction in the subsequent sweeps. On the contrary, due to large γ , α (k) exhibits sound quadratic reduction after the second sweep.
The clue for the strange behavior of β (k) lies in the fact that the previous result (1.2) ensures the quadratic convergence of (H (kN) ) F /δ and not just of (H (kN) ) F alone, provided that the former expression is smaller than δ/(3M). However, if δ is tiny like, say 10 −10 and n = 200, the previous result can be applied provided the current β (k) is smaller than 1/3 × 10 −14 which can be at the moment when the process has already been terminated. If for that case γ is large, we can rely on Theorem 5.2 which detects the quadratic convergence much sooner and which can be safely used in predicting the number of yet needed sweeps till convergence.
Not only that α (k) reduces quadratically, but its value gives a lower bound on the number of sure digits in each diagonal element viewed as approximation of the (modulus of the) corresponding eigenvalue. This gives us information when to compute lower bounds for the relative gaps. Note, when α (k) < γ /3, Theorem 4.1 holds and there are simple and cheap ways to compute the needed lower bounds of all γ i , 1 i p, and hence of γ (see [12] ). Once these bounds are computed, they can be used in the relations (4.7)-(4.10) to get yet sharper estimates for the eigenvalues and relative gaps. We end the paper by another two examples of matrices. For each diagonalization process we display a table with relevant data.
Note the behavior of β (k) in Table 3 . First it "suggests" quadratic convergence, but in the 5th sweep it slows down, and till the end one is not sure whether the quadratic convergence has started again or not. In the same time α (k) converges regularly quadratically as it should by Theorem 5. 2. Similar behavior is seen from Table 4 .
