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We performed a resting-state functional connectivity study to
investigate directly the functional correlations within the perisylvian
language networks by seeding from 3 subregions of Broca’s complex
(pars opercularis, pars triangularis, and pars orbitalis) and their right
hemisphere homologues. A clear topographical functional connec-
tivity pattern in the left middle frontal, parietal, and temporal areas
was revealed for the 3 left seeds. This is the first demonstration that
a functional connectivity topology can be observed in the perisylvian
language networks. The results support the assumption of the
functional division for phonology, syntax, and semantics of Broca’s
complex as proposed by the memory, unification, and control (MUC)
model and indicated a topographical functional organization in the
perisylvian language networks, which suggests a possible division of
labor for phonological, syntactic, and semantic function in the left
frontal, parietal, and temporal areas.
Keywords: Broca’s complex, functional organization, pars opercularis (BA
44), pars orbitalis (BA 47), pars triangularis (BA 45)
Introduction
It has been suggested, based on Broca and Wernicke’s classical
clinical observations and many subsequent studies, that there is
a neural loop that is involved in language processing (Ojemann
1991) located around the lateral sulcus (also known as the ﬁssure
of Sylvius). This is located in the dominant hemisphere (the left for
most people), connected by the arcuate fasciculus. Broca’s area
lies at the rostral end of this loop;Wernicke’s area is situated at the
other end (in the superior posterior temporal lobe). The inferior
parietal lobule, also knownas ‘‘Geschwind’s territory’’ (Catani et al.
2005), has also been implicated in language processing by recent
neuroimaging studies. For example, several diffusion tensor
imaging (DTI) studies showed that the inferior parietal lobule is
connectedby large bundlesofnerve ﬁbers tobothBroca’s area and
Wernicke’s area (Catani et al. 2005; Parker et al. 2005; Powell et al.
2006). Thus, besides the frontal and temporal language areas, the
parietal lobe is now also thought to play an important role in the
perisylvian language networks.
In the perisylvian language networks, Broca’s area is the ﬁrst
area of the brain to have been associated with language
function (Broca 1861) and is crucial in all classical and newly
developed neurobiological models of language (see review by
Price 2000). For a long time, Broca’s area was taken as 1 single
unit for language processing (Nishitani et al. 2005). However,
its anatomical and functional segregation has recently become
a focus of attention.
Traditionally, Broca’s area comprises Brodmann’s cyto-
architectonic areas (BA) 44 and 45, which occupy the left
pars opercularis (l-oper) (BA 44) and left pars triangularis (l-tri)
(BA 45) of the inferior frontal gyrus. Owing to its fundamental
role in language processing, especially in semantic processing
(Bookheimer 2002; Devlin et al. 2003; Hagoort et al. 2004), left
BA 47 (which occupies the left pars orbitalis [l-orb] of the
inferior frontal cortex) has recently been included as a new
member of ‘‘Broca’s complex.’’ Thus, in this paper, we will use
Broca’s complex to refer to the left inferior frontal language
area (including BA 44, 45, and 47) following the proposal of
Hagoort (Hagoort 2005a).
The anatomical parcellation of Broca’s complex has been
described in several cytoarchitectonic and DTI studies re-
cently. BA 44 contains a thin layer IV of small granular cells
with pyramidal cells from deep layer III and upper layer V
intermingled with those of layer IV (dysgranular); BA 45 has
densely packed granular cells in layer IV (granular) (Amunts
et al. 2004). BA 47 is suggested to be, like BA 45, part of the
heteromodal component of the frontal lobe, known as the
granular cortex (Hagoort 2005b). The subregions in Broca’s
complex were also found to have distinct external anatomical
connections. Anwander et al. (2007) employed diffusion tensor
magnetic resonance (MR) imaging to parcellate Broca’s area by
identifying cortical regions with mutually distinct and in-
ternally coherent connectivity patterns. Three subregions were
discernible that were identiﬁed as putative BA 44, BA 45, and
the deep frontal operculum. The connectivity-based separa-
tions were found to be aligned with the macroanatomically
identiﬁed boundary.
A corresponding functional division inside Broca’s complex
was suggested by the functional neuroimaging studies employ-
ing language processing tasks. In his memory, uniﬁcation, and
control (MUC) model (see Hagoort 2005b), Hagoort proposed
that 3 functional components are the core of language
processing: memory, uniﬁcation and control, and the contri-
bution of Broca’s complex to language processing can be
speciﬁed in terms of uniﬁcation operations. Broca’s complex
recruits lexical information, mainly stored in temporal lobe
structures that are known to be involved in lexical processing,
and uniﬁes them into overall representations that span multi-
word utterances. Based on the meta-analysis in Bookheimer
(2002), Hagoort (2005b) suggested a functionally deﬁned
anterior ventral to posterior dorsal gradient in the left inferior
frontal gyrus (LIFG). That is to say, BA 44 and parts of BA 6 have
a role in phonological processing; BA 44 and BA 45 contribute
to syntactic processing; and BA 47 and BA 45 are involved in
semantic processing. LIFG is thus suggested to be involved in at
least 3 different domains of language processing with a certain
level of specialization in different LIFG subregions.
However, direct and comprehensive evidence for the
functional parcellation of Broca’s complex has not been
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demonstrated to date. Very recently, several DTI studies
examined the functional division within Broca’s complex
and the perisylvian language networks by investigating the
anatomical connections in this network (Catani et al. 2005;
Glasser and Rilling 2008). Unfortunately, it is very difﬁcult
to relate the ﬁbers unequivocally to a given area in the
cerebral cortex because DTI tracks nerve ﬁbers (white
matter), and the current limitation of the resolution of DTI
technique makes it very hard to locate the end point in the
gray matter.
In the present research, we performed a resting-state
functional connectivity study to directly investigate the
functional correlations within the perisylvian language net-
works by seeding from 3 subregions of Broca’s complex and
their homologues in the right hemisphere. Resting-state
functional connectivity magnetic resonance imaging (fcMRI)
detects temporal correlations in spontaneous blood oxygen
level--dependent signal oscillations at low frequency ( <0.1 Hz)
while subjects rest quietly in the scanner (Biswal et al. 1995;
Gusnard and Raichle 2001). Other than the DTI technology,
which investigates ﬁbers in white matter, the resting-state
ﬂuctuations are well localized in gray matter and can be used
for detecting functional coherence in the cerebral cortex.
Distinct resting-state networks have been related to vision,
language, executive processing, and other sensory and cogni-
tive domains (Greicius et al. 2008). Furthermore, a recent
comparison of resting-state brain activity in humans and
chimpanzees found that humans differ from chimpanzees in
showing higher levels of left-lateralized activity in frontal,
temporal, and parietal regions involved in language and
conceptual processing. This result suggested that resting-state
activity can reﬂect the strengthened language function in
human brain (Rilling et al. 2007).
To our knowledge, this is the ﬁrst systematic resting-state
connectivity study on the functional division of Broca’s com-
plex (including pars orbitalis) and perisylvian language net-
works. Our results show a clear topographical functional
organization in Broca’s complex along with left middle frontal,
parietal, and temporal areas.
Materials and Methods
Subjects
Twelve right-handed healthy subjects (6 females, age range 27--37 years)
were scanned, according to institutional guidelines of the local ethics
committee (CMO protocol region Arnhem-Nijmegen, The Netherlands).
MR Imaging
Subjects underwent 1 functional magnetic resonance imaging (fMRI)
resting-state scan on a 3-T Siemens Trio scanner, using an 8-channel
phased array head coil (Invivo 8 Channel Head Array). Resting-state
data were acquired by using gradient-echo echo planar imaging (EPI)
with the following imaging parameters: time repetition (TR) = 1400 ms,
ﬂip angle = 67 to conform to the Ernst angle for this TR, time echo = 30
ms, 21 slices, slice thickness 5 mm (slice gap = 1 mm), matrix size 64 3
64, resolution 3.5 3 3.5 3 5.0 mm, 1030 volumes, bandwidth 1815 Hertz
per pixel, scan time 25 min. A longer scan time (roughly 4 times longer
than the settings commonly reported in the literatures on resting-state
connectivity study) was adopted to improve the sensitivity of signals.
During the resting-state scans, subjects were required to stay awake
with their eyes closed while avoiding any structured mental operation.
All subjects were asked to conﬁrm that they had not fallen asleep
during the investigation.
Resting-State Connectivity Analyses
Of the original 1030 fMRI volumes, the initial 6 were discarded to allow
for T1 relaxation effects. All the subsequent volumes were coregistered
to each other and normalized to the EPI template using routines from
SPM5 (Wellcome Department of Imaging Neuroscience, University
College London, UK). Non-brain structures were removed from these
volumes by the BET brain extraction function in FSL (fMRIB’s Software
Library, http://www.fmrib.ox.ac.uk/fsl). Finally, spatial smoothing was
applied by using a Gaussian kernel of 5 mm full width at half maximum.
Six frontal regions (l-oper/right pars opercularis [r-oper], left/right pars
triangularis [l-tri/r-tri], and l-orbi/right pars orbitalis [r-orbi]) were taken
as regions of interest (ROIs) for seeding. To avoid any inﬂuence of the
size of seed on the correlation results, seed regions of equal size were
selected in each ROI using the 3D-VOI function of Mricron (http://
www.sph.sc.edu/comd/rorden/mricron/index.html). Based on the auto-
mated anatomical labeling template, the seed pixels were selected by
drawing 3 spheres (each with a radius of 2 mm) as close as possible to
the center of each ROI in the Montreal Neurological Institute (MNI)
standard space. The 3 spheres are adjacent to each other without overlap
and together make 1 ROI with continuous space. The reason for using 3
spheres rather than 1 single volume of interest (VOI) for each ROI is that
irregularities in the form of the anatomical regions can be better
accommodated in this way. The mean time course of each seed region
(i.e., from all 3 spheres) was computed. Then we correlated these time
courses with all the voxels in the brain to see the functional connectivity
pattern arising from each ROI. Signiﬁcance corrections for multiple
comparisons were performed using a false discovery rate (FDR)
correction (P < 0.05) (Genovese et al. 2002). Resting-state fMRI data
are known to be dominated by very low--frequency ﬂuctuations. Hence,
we ﬁltered the time courses with a ‘‘Butterworth ﬁlter’’ (band pass: 0.01--
0.1 Hz) prior to the correlation analysis.
The correlation analyses were conducted using a random effects
model in a general linear model (GLM) framework in SPM5. We also
included in the model the mean signal time course of the brain to
exclude drift effects and the 6 motion parameters to avoid motion
artifacts.
Quantitative Analysis on the Topology and Laterality of the
Connectivity Pattern
Based on individual data, the average connectivity (with standard
errors) of each of the 3 left seeds to each of the 3 regions that
constituted the observed topographical connectivity pattern in the left
middle frontal, parietal, and temporal lobes (see Fig. 2 and Results)
was computed. Using the 3D-VOI function of Mricron (http://
www.sph.sc.edu/comd/rorden/mricron/index.html), the regions were
deﬁned as a sphere (radius: 3 mm) centered around their peak voxels
(the voxel with the strongest connectivity). The connectivity strength
was represented by the b coefﬁcient of the GLM regressor of the seed.
A follow-up 1-way analysis of variance and post hoc comparisons were
performed to evaluate if the difference in the connectivity strength
among the 3 seeds in 1 region was signiﬁcant. The same set of statistics
was performed for the 3 right seeds and the right homologous regions
in the right middle frontal, parietal, and temporal areas to inspect if
a similar connectivity pattern existed in the right hemisphere. A
Bonferroni correction with a threshold of P < 0.05 was applied to
adjust for multiple comparisons.
A comparison of connectivity strength between left and right
hemispheres was then performed by quantifying the laterality of the
topographical connectivity pattern. First, the connectivity strength of
each left seed (i.e., l-oper, l-tri, or l-orbi) to each ‘‘connected region’’ in
the left hemisphere (i.e., left middle frontal gyrus [MFG], left parietal
lobe, or left temporal lobe) was calculated for each subject. Note that
here the connectivity strength of each seed to each connected region
was represented by the strongest connectivity between the seed and
the connected region. For example, the connectivity strength of l-oper
to left temporal lobe was represented by the connectivity strength of
l-oper to left superior temporal gyrus. Second, the connectivity
strength of each right seed (i.e., r-oper, r-tri, or r-orbi) to each
‘‘homologous region’’ in the right hemisphere (i.e., right MFG, right
parietal lobe, or right temporal lobe) was also calculated for each
subject in the same way. Then the connectivity strength of each left
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seed to each left connected region was contrasted with the
connectivity strength of each right seed to each homologous region
at group level by performing paired 2-tailed t-tests.
Results
General Connectivity Pattern of the 6 Seed Regions
All subjects conﬁrmed that they did not fall asleep during the
whole session of scanning. Upon connectivity analysis, signif-
icant correlations in the brain were found for all 6 seed regions.
Figure 1 shows the connectivity maps of the 6 seeds. Table 1
(for l/r-oper), Table 2 (for l/r-tri), and Table 3 (for l/r-orbi) give
the anatomical locations and MNI coordinates of the clusters
showing signiﬁcant correlations.
Of the 6 seeds, l-oper and r-oper have similar connectivity
patterns throughout the brain. Both of them connected
signiﬁcantly with a large number of clusters in the frontal,
parietal, occipital, and temporal lobes. L-tri and r-tri were
found to have overlapping connectivity in both hemispheres
(l-oper/r-oper/precentral gyrus, left posterior middle tempo-
ral gyrus [pMTG]/posterior inferior temporal gyrus [pITG],
left insula, and right supramarginal gyrus [SMG]/postcentral
gyrus), but l-tri showed signiﬁcant correlation with many
more and larger brain areas (as can be seen in Fig. 1 and Table 2).
L-orbi was found to be correlated with many areas, including
r-orbi, bilateral pars opercularis/triangularis, bilateral MFG, left
angular gyrus (AG), left inferior parietal lobule, bilateral
pITG, left temporal pole, left insula, bilateral putamen, and
left supplementary motor area (SMA). However, areas con-
nected with l-orbi appeared much smaller than those con-
nected with l-oper or l-tri. R-orbi only correlated with bilateral
pars orbitalis and right MFG/superior frontal gyrus and
caudate/putamen.
The Observed Topographical Connectivity Pattern of the 3
Left Seed Regions
When the connectivity maps of all the 6 seed regions were
overlaid in 1 window, a structured gradient topography of the
connectivity pattern of the 3 left seeds was found in left MFG,
left temporal lobe, and left parietal lobe. But no topographical
connectivity pattern was found for the 3 right seeds at the
current threshold. Figure 2 shows the topographical gradient in
the left frontal seed regions (around l-oper, l-tri, and l-orbi), left
MFG, temporal, and parietal lobes.
Around the seeding area, all 3 left seeds show strong
connectivity with the ROIs from which they originated (this is
also indicated in Tables 1, 2, and 3). Overlap among the 3
connectivity maps was found in all 3 seed regions. Particularly,
a substantial overlap between the connectivity maps of l-oper
and l-tri was found inside pars triangularis.
In left MFG (approximately BA 8/6/46), l-oper shows
signiﬁcant correlation with the posterior superior part
Figure 1. Resting-state connectivity pattern of 6 frontal seed regions across the whole group of subjects (P # 0.05 FDR corrected), overlaid on SPM5 standard brain in MNI
space. L-oper, l-tri, l-orbi, r-oper, r-tri, and r-orbi represent the connectivity pattern to l-oper, l-tri, l-orbi, r-oper, r-tri, and r-orbi, respectively.
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(approximately BA 8/6), whereas l-orbi exhibits a signiﬁcant
correlation with the anterior inferior part (approximately BA
46). The area connected with l-tri lies between areas
connected with l-oper and l-orbi and has a large overlap with
the region connected with l-oper and small overlap with the
region connected with l-orbi.
In left parietal lobe, 1-oper correlates with the superior and
anterior parts of the superior and inferior parietal lobules, SMG,
and postcentral gyrus. L-orbi correlates with the posterior and
inferior parts of the superior and inferior parietal lobules
(adjacent to and overlapping with AG). The area connected
with l-tri lies right between the connectivity maps of l-oper and
l-orbi in the superior and inferior parietal lobules, with a large
overlap with the area connected with l-oper.
In left temporal lobe, l-oper correlates largely with the
posterior superior temporal gyrus (pSTG) and the superior part
of the pMTG and also extends to pITG. L-tri correlates with
pMTG and extends to pSTG and pITG, which overlaps with
and is somewhat inferior to those areas connected with l-oper.
L-orbi only correlates with pITG, which lies in the most inferior
part of the temporal region.
A sketch of the topographical connectivity pattern can be
seen in Figure 3a.
The Quantitative Topology and Laterality of the
Topographical Connectivity Pattern
In Figure 3b, the average connectivity (with standard errors) of
each of the 3 left seeds to each of the 3 regions that constituted
the observed topographical connectivity pattern in the left
middle frontal, parietal, and temporal lobes is presented.
Signiﬁcant differences in the connectivity strength between
l-oper and each of the other 2 left seeds were found in T1
(pSTG and superior pMTG). Similar signiﬁcant differences were
found between l-orbi and each of the other 2 left seeds in T3
(pITG). In M1 (the anterior inferior part of MFG), P1 (superior
and anterior part of the superior and inferior parietal lobules),
M3 (the posterior superior part of MFG), and P3 (area adjacent
to and overlapping with AG), signiﬁcant differences were
Table 1
Specification of clusters connected with l-oper/r-oper
L-oper R-oper
MNIp Tp MNIp Tp
Left hemisphere
Pars opercularis 50, 13, 18 20.18 52, 15, 8 5.53
Pars triangularis 41, 36, 19 6.53 44, 37, 22 8.19
Pars orbitalis 45, 43, 14 4.33
Precentral gyrus 45, 10, 39 6.08 54, 10, 36 8.82
MFG (BA 8/6) 27, 9, 59 6.71 33, 47, 28 5.82
SMG/postcentral gyrus 47, 33, 58 7.98 63, 39, 35 8.21
SMG/superior temporal gyrus 63, 18, 17 8.38 59, 30, 10 19.05
Superior/inferior parietal lobule
(BA 7/40)
38, 46, 56 6.13 32, 49, 50 5.49
Posterior temporal lobe
(BA 39/37/21/22)
53, 64, 17 9.35 59, 59, 3 4.50
Temporal pole 50, 16, 16 5.75 52, 16, 13 5.12
Insula/putamen 38, 7, 3 5.05 35, 0, 2 5.76
Right hemisphere
Pars opercularis 49, 18, 33 6.85 54, 15, 13 20.64
Pars triangularis 52, 27, 29 6.44 40, 28, 25 4.11
Pars orbitalis 52, 40, 4 4.67 42, 46, 5 5.00
Precentral gyrus 50, 10, 48 7.09 49, 6, 43 5.73
MFG (BA 46) 40, 8, 56 5.16 45, 42, 26 9.47
Postcentral gyrus 57, 8, 30 5.39 19, 33, 64 4.35
SMG/postcentral gyrus 49, 31, 49 4.47 59, 32, 45 9.35
Superior/inferior parietal lobule
(BA 7/40)
38, 49, 59 4.42 42, 52, 56 9.24
Occipital lobe cuneus (BA 19) 40, 74, 25 3.44 36, 79, 36 3.50
pSTG/pMTG 67, 42, 12 6.43
pITG/pMTG (BA 37) 60, 51, 12 3.46 63, 55, 6 4.87
aSTG (BA 21) 60, 2, 8 5.74 58, 9, 1 4.40
Insula/putamen 43, 6, 1 3.70 37, 17, 10 9.18
SMA 6, 15, 52 6.44 2, 17, 55 7.48
Note: For each cluster, the MNI coordinate (MNIp) and T value (Tp) of the peak voxel and the
anatomical location are given. The threshold used is P\ 0.05, FDR corrected (cluster criterion: 5
voxels). aSTG, anterior superior temporal gyrus.
Table 2
Specification of clusters connected with l-tri/r-tri
L-tri R-tri
MNIp Tp MNIp Tp
Left hemisphere
Pars triangularis 48, 30, 20 19.43 43, 28, 19 6.44
Pars opercularis 41, 13, 34 8.36 55, 15, 8 6.46
Precentral gyrus 49, 14, 38 6.64
Pars orbitalis 46, 41, 4 5.60
MFG (BA 6) 38, 5, 53 6.00
MFG (BA 8/9) 26, 12, 61 5.00
SMG/postcentral gyrus 45, 30, 51 5.07
Superior/inferior parietal lobule
(BA 7/40)
50, 47, 49 7.13 56, 41, 48 7.43
pMTG/pITG (BA 37/21) 57, 48, 6 5.64 62, 56, 9 6.67
Insula 31, 25, 0 4.80
Putamen 20, 1, 2 4.34 13, 8, 3 5.38
Right hemisphere
Pars triangularis 55, 33, 24 7.81 52, 30, 18 17.71
Pars opercularis 43, 15, 36 7.93 43, 15, 34 5.73
Precentral gyrus 47, 10, 51 7.69
MFG (BA 8/6) 36, 4, 57 6.00
Pars orbitalis 29, 28, 14 5.0
SMG/postcentral gyrus 62, 42, 36 4.19
Lateral middle/temporal gyrus
(BA 20/21)
64, 44, 2 5.60
pMTG (BA 37) 60, 44, 5 4.54
Caudate/putamen 17, 7, 12 4.85
SMA 4, 30, 57 5.90 8, 16, 63 7.30
Note: For each cluster, the MNI coordinate (MNIp) and T value (Tp) of the peak voxel and the
anatomical location are given. The threshold used is P\0.05, FDR corrected (cluster criterion:
5 voxels).
Table 3
Specification of clusters connected with l-orbi/r-orbi
L-orbi R-orbi
MNIp Tp MNIp Tp
Left hemisphere
Pars orbitalis 35, 41, 4 12.09 34, 38, 7 6.00
Pars opercularis/triangularis
(BA 44/45/48)
32, 26, 26 5.78
MFG (BA 46) 31, 37, 19 6.19
MFG (BA 8) 30, 21, 31 7.23
AG 38, 54, 34 5.57
pITG (BA 37/20) 46, 47, 4 5.06
Temporal pole 36, 27, 24 4.48
Caudate/putamen 15, 17, 16 7.24
Right hemisphere
Pars orbitalis 38, 40, 5 5.61 34, 38, 3 20.87
MFG/SFG (BA 48/46) 31, 45, 7 7.78
MFG (BA 46) 21, 19, 31 4.79
pMTG (BA 37) 41, 28, 3 4.76
Caudate/putamen 19, 14, 7 5.01 15, 6, 10 6.04
SMA 2, 30, 61 5.42
Note: For each cluster, the MNI coordinate (MNIp) and T value (Tp) of the peak voxel and the
anatomical location are given. The threshold used is P\ 0.05, FDR corrected (cluster criterion:
5 voxels). SFG, superior frontal gyrus.
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detected between l-oper and l-orbi. Although all the other
comparisons were not signiﬁcantly different, the average
connectivity of each seed to those regions showed a gradient
consistent with the topographical connectivity pattern shown
in Figure 2 and depicted in Figure 3a. In M3, P1, and T1, l-oper
shows the highest average connectivity; l-tri shows less; and
l-orbi is the lowest. In M1, P3, and T3, on the contrary, l-orbi
shows the highest average connectivity; l-tri shows less; and
l-oper is the lowest. While in M2 (the MFG area between M1
and M3), P2 (the area between P1 and P3 in the superior and
inferior parietal lobules), and T2 (inferior pMTG), l-tri shows
the highest average connectivity; l-oper shows less; and l-orbi is
the lowest.
In the right hemisphere (see Fig. 4), a similar gradient of the
average strength was observed only in M3, P1, and T3.
Signiﬁcant differences were detected between r-oper and each
of the other 2 right seeds in M3 and P1.
The results of the comparison of the connectivity strength
between left and right hemispheres are shown in Table 4. The
connectivity between pars opercularis and posterior temporal
lobe (to be more precise, pSTG and the superior part of
pMTG) and the connectivity between pars orbitalis and
parietal lobe (adjacent to and overlapping with AG) in the
left hemisphere are signiﬁcantly stronger than those in the
right hemisphere.
Discussion
Explanation for General Connectivity Patterns
Seeding from Broca’s complex, signiﬁcant correlations were
found to many brain regions including, but not exclusively,
the traditional perisylvian language loop (see Tables 1, 2,
and 3). Broca’s area has been suggested to have a central
role in coordinating time-sensitive perceptual and motor
functions underlying verbal and nonverbal communication
and is involved in various functions (see review by Judas
and Cepanec 2007). Thus, it is not surprising to ﬁnd
signiﬁcant connectivity not only to previously suggested
phonological, syntactic, and semantic areas (such as pSTG/
pMTG/pITG, SMG, AG, and insula) but also to the sensory/
motor areas (such as pre/postcentral gyrus, SMA, and
caudate/putamen).
The Left Topographical Connectivity Pattern and Its
Functional Division
What is most interesting among the present results is the
topographical connectivity pattern of Broca’s complex within
the left middle frontal, parietal, and temporal areas. This
functional connectivity result is consistent with the results of
previous functional language studies.
Figure 2. The topographical connectivity pattern in frontal, temporal, and parietal lobes of the 3 left seeds. L-oper, l-tri, and l-orbi represent the connectivity pattern to l-oper, l-tri,
and l-orbi, respectively. ‘‘&’’ Indicates the overlapping connectivity pattern to the 2 or 3 seeds. Above each image, the MNI coordinate index is shown in blue. For the sake of
a better presentation, the threshold for the connectivity map of seeding area is set to P\ 0.02 FDR corrected, which is a little bit more conservative than the threshold used for
the connectivity map of left MFG, temporal lobe, and parietal lobe (P\ 0.05 FDR corrected).
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We used Broca’s complex (including pars orbitalis) instead
of the traditional Broca’s area as our seed regions in the present
study because pars orbitalis has been found to play an
important role in language (especially semantic) processing.
As reviewed by Hagoort et al. (forthcoming), the activation
of BA 47 and BA 45 has been consistently found to be activated
across semantic studies employing different design paradigms.
These studies either compared sentences containing
semantic/pragmatic anomalies with their correct counterparts
(Kuperberg et al. 2000, 2003, 2008; Ni et al. 2000; Newman
et al. 2001; Friederici et al. 2003; Hagoort et al. 2004;
Ruschemeyer et al. 2005) or compared sentences with and
without semantic ambiguities (Hoenig and Scheef 2005; Rodd
et al. 2005; Davis et al. 2007; Zempleni et al. 2007).
Figure 3. a) The topographical connectivity pattern in the perisylvian language networks. Connections to l-oper (oper), l-tri (tri), and l-orbi (orbi) are shown with blue, green, and
red arrows, respectively. The solid arrows represent the highest connectivity, and the dashed arrows represent the overlapping connections. Brain areas assumed to be mainly
involved in phonological, syntactic, and semantic processing are shown in light blue, light green, and light red circles, respectively (for details on the function and interaction of
these brain areas, refer to the Discussion). (b) The average connectivity (with standard errors) of each of the 3 left seeds to each of the 3 regions that constituted the observed
topographical connectivity pattern in the left middle frontal, parietal, and temporal lobes. M1, the anterior inferior part of MFG; M3, the posterior superior part of MFG; M2, the
MFG area between M1 and M3; P1, superior and anterior part of the superior and inferior parietal lobules; P3, area adjacent to and overlapping with AG; P2, the area between P1
and P3 in the superior and inferior parietal lobules; T1, pSTG and superior pMTG; T2, inferior pMTG; T3, pITG. Oper, Tri, or Orbi represent each of the 3 left seeds. ‘‘*’’ Indicates
significant difference (P\ 0.05 Bonferroni corrected) in the connectivity strength between 2 seeds in that brain region.
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As mentioned in the Introduction, the MUC model sug-
gested an anterior ventral to posterior dorsal functional
gradient in Broca’s complex: BA 44 for phonological pro-
cessing, BA 44 and BA 45 for syntactic processing, and BA
47 and BA 45 for semantic processing. The assumption was
mainly based on the recent meta-analysis of neuroimag-
ing language studies by Bookheimer (2002). However, the
observation of similar results in language studies is not
new. Poldrack et al. (1999) conducted a literature search
in an attempt to ﬁnd all brain imaging studies employing
task comparisons designed to isolate semantic, phonological,
or lexical processing. They characterized each task com-
parison in terms of several different categories: semantic
decision (e.g., living--nonliving decision), semantic produc-
tion (e.g., verb generation), lexical retrieval (i.e., word/
nonword decision and word-stem completion), phonological
processing (e.g., phoneme monitoring or nonword process-
ing), overt speech (e.g., word repetition or naming), and
silent viewing of words. Their review demonstrated that
the posterior and dorsal regions of the left inferior frontal
cortex (corresponding to BA 44/45) were specialized for
phonological processing, and the ventral and anterior regions
of the left inferior frontal cortex (approximating to BA 47/
45) were preferentially active during the performance of
tasks requiring overt semantic processing. Besides these
brain imaging studies, direct cortical stimulation of area 44 in
patients undergoing surgical removal of the epileptic focus
disrupts phoneme monitoring even when patients were not
Figure 4. The average connectivity (with standard errors) of each of the 3 right seeds to each of the 3 right homologous regions in the right middle frontal, parietal, and temporal
lobes. M1, the anterior inferior part of MFG; M3, the posterior superior part of MFG; M2, the MFG area between M1 and M3; P1, superior and anterior part of the superior and
inferior parietal lobules; P3, area adjacent to and overlapping with AG; P2, the area between P1 and P3 in the superior and inferior parietal lobules; T1, pSTG and superior pMTG;
T2, inferior pMTG; T3, pITG. Oper, Tri, or Orbi represent each of the 3 right seeds. ‘‘*’’ Indicates significant difference of the connectivity strength between 2 seeds in that brain
region.
Table 4
The contrasts of connectivity between left and right hemisphere
Middle frontal Posterior temporal Parietal lobe
T P T P T P
Oper 0.24 0.82 3.58* 0.004 2.02 0.07
Tri 1.96 0.08 0.38 0.71 0.31 0.76
Orbi 0.42 0.68 1.34 0.21 2.85* 0.02
Note: T and P represent the T value and P value of the 2-tailed paired t-test, respectively. A
positive T value indicates stronger connectivity in the left hemisphere than in the right
hemisphere. A negative T value means weaker connectivity in the left hemisphere than in the
right hemisphere.
*Significant results (P\ 0.05).
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required to articulate (Ojemann and Mateer 1979). Another
study using chronically implanted depth electrodes in BA 47
found greater activity in that region related to semantic
decision relative to a perceptual decision (Abdullaev and
Bechtereva 1993). Existing results on the study of syntactic
processing highlight the role of pars triangularis for syntax.
Musso et al. (2003) reviewed the studies on syntactic pro-
cessing in their discussion and concluded that pars triangu-
laris has an ‘‘indisputable and essential’’ function for the
processing of syntactic aspects of language. Because activa-
tion in pars triangularis in syntactic processing was found to
be independent of the language (English, Chinese, German,
Italian, or Japanese) of subjects (Hahne and Friederici 1999;
Embick et al. 2000; Friederici et al. 2000; Ni et al. 2000;
Sakai et al. 2002), they suggested that this brain region is
specialized for the acquisition and processing of hierarchical
(rather than linear) structures, which represents the com-
mon character of every known grammar. Furthermore, a
meta-analysis of functional neuroimaging studies of syntactic
processing (Indefrey 2004) reported that the most replicable
ﬁnding related to syntactic parsing across imaging techni-
ques, presentation modes, and experimental procedures was
the activation localized in left BA 44 and BA 45, consistent
with what is known from brain lesion data (Caramazza and
Zurif 1976; Friederici 2002).
Thus, by seeding from the 3 subregions of Broca’s complex
in this study, we expected to discover a connectivity pattern
that is consistent with these previous results: pars opercularis
(corresponding to BA 44) mainly correlates with brain areas for
phonological processing and also extends to brain regions for
syntactic processing, pars triangularis (corresponding to BA 45)
mainly correlates with brain areas for syntactic processing and
also extends to brain regions for phonological and semantic
processing, whereas pars orbitalis mainly correlates with brain
regions involved in semantic processing. Our results are indeed
consistent with those assumptions. Details are given in the
following paragraphs.
In left temporal lobe, l-oper correlates largely with pSTG and
the superior part of pMTG and also extends to pITG. L-tri
correlates with pMTG and extends to pSTG and pITG, which
overlaps with and is somewhat inferior to those areas connected
with l-oper. L-orbi only correlates with pITG. In functional neuro-
imaging studies, activations related to phonological/phonetic
properties have been mostly reported for the central to posterior
STG extending into the superior temporal sulcus (Binder 1997;
Binder et al. 2000; Cannestra et al. 2000; Castillo et al. 2001;
Jancke et al. 2002; McDermott et al. 2003; Scott and Johnsrude
2003; Aleman et al. 2005; Indefrey and Cutler 2005; Papanicolaou
et al. 2006) and activations related to semantic information have
been mostly found to be distributed in the left middle and
inferior temporal gyri (Damasio et al. 1996; Vandenberghe et al.
1996; Binder 1997, 2000; Saffran and Sholl 1999; Cannestra et al.
2000; Price 2000; Billingsley et al. 2001; Castillo et al. 2001;
Hickok and Poeppel 2004; Poeppel et al. 2004; Gitelman et al.
2005; Indefrey and Cutler 2005). Although the neural substrates
of syntactic processing within the temporal lobe have not been
consistently located, pMTG has been shown to be activated in
syntactic tasks and supports processing of sentence structure
(Stowe et al. 1998; Cooke et al. 2002; Constable et al. 2004;
Snijders et al. 2008). Besides, activation of pSTG has also been
found in relation to syntactic complexity (Constable et al. 2004)
and grammatical violation (Embick et al. 2000).
Recently, Hagoort et al. (forthcoming) suggested an in-
teresting distinction of function between superior temporal
and inferior frontal areas. The superior temporal gyrus was
observed to have a higher activation level in response to a
congruent sound and image/letter combination as compared
with an incongruent combination (Beauchamp et al. 2004; Van
Atteveldt et al. 2004; Hein et al. 2007), whereas inferior frontal
area showed a stronger response when matching incongruent
sounds and images/letters (Hein et al. 2007). It was argued that
these results suggested a possible division of labor between
inferior frontal and superior temporal areas, with a stronger
contribution to integration for superior/middle temporal
cortex and a stronger role for the inferior frontal cortex in
uniﬁcation. Integration occurs when different sources of in-
formation converge to a common memory representation. This
part of the cortex is more strongly involved in conditions with
a congruent input, resulting in converging support for a pre-
stored representation. Uniﬁcation refers to a constructive
process in which a semantic or syntactic representation is con-
structed that is not already available in memory. This is always
harder for more complex or incongruous input (Hagoort et al.
forthcoming). Combining these previous functional neuroimag-
ing results and the present connectivity results, we suggest that
the uniﬁcation component for each linguistic modality (phonol-
ogy, syntax, or semantics) in the inferior frontal cortex has
a corresponding integration/memory component in the poste-
rior temporal cortex, and these 2 corresponding components
are highly correlated with each other. To summarize, pos-
terior superior/middle temporal cortex and pars opercularis
(mainly)/triangularis for phonological integration and uniﬁca-
tion, respectively; posterior middle temporal cortex and pars
triangularis (mainly)/opercularis for syntactic integration and
uniﬁcation, respectively; posterior inferior (mainly)/middle tem-
poral cortex and pars orbitalis (mainly)/pars triangularis for
semantic integration and uniﬁcation, respectively. This connec-
tivity pattern is illustrated in Figure 3a.
In left parietal lobe, 1-oper was found to be correlated with
both SMG and the postcentral gyrus. L-orbi mainly correlated
with the brain regions adjacent to and overlapping with AG.
The area connected with l-tri lies right between the con-
nectivity maps of l-oper and l-orbi in the superior and (mainly)
inferior parietal lobules. Patients with left parietal lesions have
been noted to have deﬁcits in auditory short-term memory
(Warrington and Shallice 1969; Saffran and Marin 1975). Func-
tional imaging studies have implicated the same area in tasks
accessing the phonological store in working memory (Jonides
et al. 1998; Cabeza and Nyberg 2000). Particularly, the function
of left parietal lobe for phonological processes (e.g., mapping
orthography to phonology, phonological recoding, rhyme de-
tection, etc.) seems mainly to involve SMG (Demonet et al.
1992, 1994; Paulesu et al. 1993; Price 1998; Pugh et al. 2001;
Seghier et al. 2004). In contrast, AG has been observed to be
mostly involved in semantic processing (Demonet et al. 1993,
1994; Binder 1997; Lurito et al. 2000; Price 2000; Binder et al.
2005; Sabsevitz et al. 2005). Lesion studies of patients with
alexia have proposed that the posterior portion of the read-
ing network in the left cerebral hemisphere involves functional
links between AG and extrastriate areas in occipital and
temporal cortices associated with the visual processing of
letter and word-like stimuli. AG is also thought to have
functional links with posterior language areas (e.g., Wernicke’s
area) and is presumed to be involved in mapping visually
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presented inputs onto linguistic representations (see review by
Horwitz et al. 1998). Few reports have been published on the
syntactic function of the parietal lobe. However, a parietal area
responsible for the omission of syntactic--morphological
markers has been consistently identiﬁed in 2 patients in
a cortical electrical stimulation mapping study (Bhatnagar et al.
2000). This parietal area is presumably in the region between
SMA and AG (see Figs 1 and 2 in Results of Bhatnagar et al.
2000), though the authors did not precisely name it in their
report. A functional neuroimaging study (Embick et al. 2000)
also found a so-called ‘‘AG/SMG’’ region, which was more
activated by ungrammatical sentences than sentences contain-
ing spelling errors. The coordinates reported by the authors for
the center of this AG/SMG region lie right inside the parietal
area connected with l-tri in the present study. Combining
previous research with our functional connectivity results
again shows the similar topographical connectivity pattern in
left parietal lobe: l-oper is mainly correlated with brain areas for
phonological processing (SMG) and l-orbi is correlated with
brain regions for semantic processing (AG). Based on the
reports from the cortical electrical stimulation mapping and
neuroimaging studies, we hypothesize that the areas connected
with l-tri in the superior and inferior parietal lobules may have
a function in syntactic processing. Further precisely designed
studies are needed to test this hypothesis.
The topographical connectivity pattern and its functional
division in the parietal lobe suggest a different explanation for
the Geschwind’s territory that was discovered by Catani et al.
(2005) in their DTI study on perisylvian language connectivity.
Beyond the classical arcuate pathway connecting Broca’s and
Wernicke’s areas directly, they found an indirect pathway
passing through a region of inferior parietal cortex, which they
called the Geschwind’s territory. Catani et al. (2005, 2007)
interpreted the indirect pathway and the Geschwind’s territory
as subserving semantic processing. However, their ﬁgures
(mainly Fig. 2) show that the focus of the so called Geschwind’s
territory is in SMG, which in the present results, along with
pSTG, shows a very strong connectivity to l-oper. Thus, the
present results suggest that the Geschwind’s territory is more
likely to be involved in phonological rather than semantic
processing.
In left MFG, l-oper has signiﬁcant connectivity with the
posterior superior part (approximately BA 8/6), l-orbi shows
signiﬁcant correlation with the anterior inferior part (approx-
imately BA 46), whereas l-tri mainly reveals strong connectivity
in the middle part (between areas connected with l-oper and
l-orbi). MFG (approximately BA 8/6/46) is also known as the
dorsolateral prefrontal cortex (DLPFC) and has been associated
with aspects of executive control. Activations of this area
are typically observed in tasks that require maintenance and
manipulation of information in working memory (for a review,
see Miller 2000). In the language domain, it has been found to
be involved in verbal action planning and intentional control
(Roelofs and Hagoort 2002) and the control of language
switching in bilinguals (Abutalebi et al. 2008; van Heuven et al.
2008). However, little is known about the functional division of
MFG from language studies. Based on the connectivity pattern
in the left temporal and parietal lobes, our results tentatively
suggest that MFG is also topographically organized and displays
a gradient of functional organization in which the posterior
superior MFG is more involved in phonological control, the
anterior inferior MFG is more involved in semantic control, and
the middle part between the 2 areas is more involved in
syntactic control. In spite of sparse evidence from language
research, the functional division of MFG has been mainly
studied in researches on cognitive control. Based on the
research results in this ﬁeld, Koechlin et al. (2003) proposed
a cascade model on the architecture of cognitive control in the
lateral prefrontal cortex (LPFC). This model postulated that the
LPFC was organized as a hierarchy of representations and
processed distinct signals involved in controlling the selection
of appropriate stimulus--response associations. Speciﬁcally, it
hypothesized that cognitive control involved at least 3 nested
levels of processing, implemented in distinct LPFC regions.
Interestingly, the topographical connectivity pattern in MFG in
the present study reveals a similar corresponding hierarchical
anatomy as the suggested architecture in LPFC for the 3 levels
of cognitive control in the cascade model. This may indicate a
close correspondence between the general cognitive function
and the speciﬁc language processing in MFG. Given that
fcMRI can probe connectivity, but not function, we do not wish
to make any speciﬁc claims regarding the functional division
of MFG.
It should be noticed that there is much overlap between the
connectivity patterns of the 3 seed regions, even though the
foci of the connectivity maps are separable. In the present
results, overlap of the connectivity pattern can be found inside
Broca’s complex itself and also in the left middle frontal,
parietal, and temporal lobes where the topographical connec-
tivity pattern was found. This is consistent with previous results
of functional imaging studies. Bookheimer (2002) has con-
cluded in her review article that the subregions of the inferior
frontal gyrus form a network of unique but highly interactive,
compact modules, which give rise to the tremendously
complex language processing of which humans are capable.
The MUC model also claims that the overlap of activations for
the 3 different types of information is substantial and suggests
the possibility of interactive concurrent processing in which
various types of processing constraints are incorporated as
soon as they become available. Particularly, in the topograph-
ical connectivity pattern found in the present study, the
connectivity pattern of l-tri was always found to have a large
overlap with that of l-oper, which suggests substantial func-
tional interactions between these 2 regions. Several DTI studies
consistently report that both l-oper and l-tri connect with
parietal and temporal association cortices by a dorsal pathway
via the arcuate and the superior longitudinal fasciculi (Catani
et al. 2005; Anwander et al. 2007). However, l-orbi seems to be
connected to temporal cortex by a ventral pathway via the
uncinate fascicle (Anwander et al. 2007). Figure 3a summarizes
the topographical connectivity pattern and those interactions
in Broca’s complex, MFG, parietal lobe, and temporal lobe.
It is also interesting to notice that the main ﬁndings of the
present study can be interpreted within the framework of
the MUC model (Hagoort 2005b). As being mentioned in the
Introduction, the MUC model suggested 3 functional compo-
nents to be the core of language processing: memory,
uniﬁcation and control Broca’s complex is proposed as the
‘‘uniﬁcation area’’ and is thought to be at the heart of the
combinatorial nature of language. Uniﬁcation refers to the
integration of lexically retrieved information into a representa-
tion of multiword utterances and the integration of meaning
extracted from nonlinguistic modalities. The memory compo-
nent refers to the different types of language information
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stored in long-term memory and the retrieval operations,
which includes the phonological/phonetic properties of
words, their syntactic features, and their conceptual speciﬁca-
tions. The left temporal lobe was suggested to be the ‘‘memory
area.’’ The control component was assumed to account for the
fact that the language system operates in the context of
communicative intentions and actions and was suggested to
have a neural base in MFG (DLPFC) and anterior cingulate
cortex. In the present research, we do discover a strong
correlation to the memory area and the ‘‘control area’’ (MFG in
the present study) by seeding from the uniﬁcation area. And
the connectivity pattern in the memory area and the control
area is consistently topographically and functionally organized
according to the subregions we seeded in the uniﬁcation area.
This is also consistent with the functional division as what has
been suggested in the model itself. However, our results
revealed that the parietal lobe also correlated strongly with the
uniﬁcation area, but its involvement in the language processing
is not yet described by the MUC model.
The Different Strength of the Connectivity Pattern
In both hemispheres, the largest connectivity pattern was
observed for pars opercularis and the smallest connectivity
pattern was seen for pars orbitalis. Pars triangularis showed less
connectivity than pars opercularis but more than that of pars
orbitalis. This difference in connectivity strength is not likely to
be caused by the size of seed regions because equal seed
regions were selected in each region in the present research.
The percentage of white/gray matter included in the seed
regions also is not likely to affect the results because we chose
the seeds from the central region of each ROI and computed
the mean time courses of each seed region for the correlation
analysis. Thus, this difference in connectivity strength seems to
reﬂect the intrinsic differences in the strength of the functional
connections in the perisylvian language networks. Consistently,
it is interesting to notice that several recent DTI studies on
language networks discovered strong anatomical connections
among SMG, Broca’s area, and Wernicke’s area (Catani et al.
2005; Parker et al. 2005), which could well correspond to our
connectivity pattern for pars opercularis (maybe also partly
correspond to the connectivity pattern for pars triangularis
because there is great overlap between the connectivity
pattern of pars opercularis and pars triangularis). However, to
our knowledge, no such report on the connection among pars
orbitalis, AG, and pITG has been made.
The Laterality of the Connectivity Pattern
When the connectivity maps of all the 6 seed regions were
overlaid in 1 window, the structured gradient topography of
the connectivity pattern was only found in the left hemisphere.
No such topographical connectivity pattern was found in the
right hemisphere at the threshold we used (FDR corrected P <
0.05). Further comparisons of the strength of the topographical
connectivity pattern between the 2 hemispheres revealed
several signiﬁcant differences. The connectivity between pars
opercularis and the temporal lobe (particularly, pSTG) and the
connectivity between pars orbitalis and the parietal lobe
(particularly, AG) in the left hemisphere were signiﬁcantly
stronger than those in the right hemisphere. Greater fronto-
temporal connectivity on the left has been found by Powell
et al. (2006) when they used MR tractography to demonstrate
the structural connections of the cortical regions activated by
expressive and receptive language tasks. They proposed that
this structural asymmetry reﬂects the left-sided lateralization of
language function in the human brain.
As a whole, the left-lateralized topographical connectivity
pattern probably suggests that the left hemisphere layout
follows a more functionally parcellated segregation of language
function than the right hemisphere.
Conclusion
We used fcMRI to infer the functional organization of Broca’s
complex and the perisylvian language networks by investigating
their functional correlations. A clear topographical functional
connectivity pattern in the left middle frontal, parietal, and
temporal areas was revealed when seeding from the 3 sub-
regions (pars opercularis, pars triangularis, and pars orbitalis)
of Broca’s complex. The results are consistent with previous
studies on the language function of brain. They support the
assumption of the functional division for phonology, syntax, and
semantics of Broca’s complex as proposed by the MUC model
and indicated a topographical functional organization and divi-
sion of labor for phonological, syntactic, and semantic function
in the left frontal, parietal, and temporal areas.
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