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A 2-edge partial inverse problem for the Sturm-Liouville operators
with singular potentials on a star-shaped graph
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Abstract. Boundary value problems for Sturm-Liouville operators with potentials from the
class W−12 on a star-shaped graph are considered. We assume that the potentials are known
on all the edges of the graph except two, and show that the potentials on the remaining edges
can be constructed by fractional parts of two spectra. A uniqueness theorem is proved, and an
algorithm for the constructive solution of the partial inverse problem is provided. The main
ingredient of the proofs is the Riesz-basis property of specially constructed systems of functions.
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1. Introduction
The paper concerns the theory of inverse spectral problems for differential operators on
geometrical graphs. Differential operators on graphs (or so-called quantum graphs) have been
actively studied by mathematicians in recent years and have applications in different branches
of science and engineering (see [1, 2] and the bibliography therein). Inverse spectral problems
consist in recovering differential operators from their spectral characteristics. Nowadays inverse
problems for quantum graphs attract much attention of mathematicians. The reader can find
an extensive bibliography on this subject in the survey [3].
In this paper, we consider a star-shaped graph G with edges ej, j = 1, m, of equal length
π. For each edge ej , introduce a parameter xj ∈ [0, π]. The value xj = 0 corresponds to the
boundary vertex, associated with ej, and xj = π corresponds to the internal vertex.
Let y = [yj(xj)]
m
j=1 be a vector function on the graph G, and let qj , j = 1, m, be real-valued
functions from W−12 (0, π), i.e. qj = σ
′
j , σj ∈ L2(0, π), where the derivative is considered in the
sense of distributions. The functions σj are called the potentials. The Sturm-Liouville operator
ℓjyj := −y′′j + qj(xj)yj
on the edge ej can be understood in the following sense:
ℓjyj = −(y[1]j )′ − σj(xj)y[1]j − σ2j (xj)yj,
where y
[1]
j = y
′
j − σjyj is a quasi-derivative, and
Dom(ℓj) = {yj ∈ W 12 [0, π] : y[1]j ∈ W 11 [0, π], ℓjyj ∈ L2(0, π)}.
Properties of Sturm-Liouville operators with singular potentials in the described form were
established in [4]. Inverse spectral problems on a finite interval, consisting in recovering sin-
gular potentials from different types of spectral characteristics, were extensively studied by
R.O. Hryniv and Ya.V. Mykytyuk [5, 6, 7, 8]. However, as far as we know, there is the only
paper [9], concerning an inverse problem for Sturm-Liouville operators with the potentials qj
from W−12 on graphs.
In the present paper, we study the system of the Sturm-Liouville equations on the graph G:
(ℓjyj)(xj) = λyj(xj), xj ∈ (0, π), yj ∈ Dom(ℓj), j = 1, m. (1)
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Let L and L0 be the boundary value problems for the system (1) with the standard matching
conditions in the internal vertex
y1(π) = yj(π), j = 2, m,
m∑
j=1
y
[1]
j (π) = 0,
and the mixed boundary conditions
L : y
[1]
j (0) = 0, j = 1, p, yj(0) = 0, j = p+ 1, m,
L0 : y
[1]
j (0) = 0, j = 1, p+ 1, yj(0) = 0, j = p+ 2, m,
where 2 ≤ p ≤ m− 2.
The asymptotic behavior of the spectrum of the problem L is described by the following
theorem, which can also be applied to the problem L0. Everywhere below the same symbol
{κn} is used for different sequences from l2.
Theorem 1. The boundary value problem L has a countable set of eigenvalues, which are
real and can be numbered as {λnk}n∈N, k=1,m (counting with their multiplicities) to satisfy the
following asymptotic formulas
ρn1 = n− 1 + α
π
+ κn,
ρn2 = n− α
π
+ κn,
ρnk = n− 1
2
+ κn, k ∈ I3,
ρnk = n+ κn, k ∈ I4,


(2)
where ρnk =
√
λnk, α = arccos
√
p
m
, I3 and I4 are some fixed sets of indices, such that I3∪I4 =
3, m, I3 ∩ I4 = ∅, |I3| = p− 1, |I4| = m− p− 1. For definiteness, we assume that 3 ∈ I3 and
4 ∈ I4.
Theorem 1 can be proved similarly to [10, Theorem 1].
In the papers [10, 11], we started to investigate the so-called partial inverse problems on
graphs. Our research was motivated by the paper [12] by C.-F. Yang, who has shown, that
the (regular) potential of the Sturm-Liouville operator on one edge of the star-shaped graph is
uniquely specified by a fractional part of the spectrum, if the potentials on all the other edges
are given. In the papers [10, 11], we have developed a constructive method for the solution
of such 1-edge partial inverse problems. The method is based on the Riesz-basis property of
some systems of vector functions, and allows one to establish the local solvability of the partial
inverse problems and the stability for their solutions. Note that the partial inverse problems
on graphs generalize the Hochstadt-Lieberman problem on a finite interval [7, 13].
In this paper, we demonstrate that the approach of [10, 11] can be applied to operators with
singular potentials. Moreover, in contrast to the previous papers, we study a 2-edge inverse
problem, when the potentials on two edges are unknown. In this case, one spectrum is not
sufficient for recovering the both potentials, so we use a part of the spectrum of the boundary
value problem L and a part of the spectrum of L0. We prove the uniqueness theorem and provide
a constructive algorithm for the solution of the 2-edge inverse problem. The most challenging
part of the research is the analysis of the Riesz-basicity for special systems of functions (see
Appendix A).
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Let us proceed to the problem formulation. Denote by Cj(xj , λ), j = 1, p+ 1, and Sj(xj , λ),
j = p+ 1, m the solutions of equations (1) under the initial conditions
Cj(0, λ) = 1, C
[1]
j (0, λ) = 0, Sj(0, λ) = 0, S
[1]
j (0, λ) = 1. (3)
Consider a sequence {λnk}n∈N k=1,4 of eigenvalues of the problem L, satisfying (2), and a
sequence {µnk}n∈N, k=1,2 of eigenvalues of the problem L0, satisfying the following asymptotic
relations
√
µn1 = n− 1 + α1
π
+ κn,
√
µn2 = n− α1
π
+ κn,


(4)
where α1 = arccos
√
p+1
m
. Further we suppose, that the following assumptions hold.
(A1) Cj(π, λnk) 6= 0, j = 1, p, and Sj(π, λnk) 6= 0, j = p+ 1, m, for all n ∈ N, k = 1, 4.
(A2) Cj(π, µnk) 6= 0, j = 1, p+ 1, and Sj(π, µnk) 6= 0, j = p+ 1, m, for all n ∈ N, k = 1, 2.
The paper is devoted to the following 2-edge partial inverse problem.
IP. Given the potentials {σj}j=1,m\{1,p+1} and the eigenvalues {λnk}n∈N, k=1,4, {µnk}n∈N, k=1,2,
find the potentials σ1 and σp+1.
The paper is organized as follows. Section 2 contains some preliminaries. In Section 3, we
prove the uniqueness theorem for IP. In Section 4, the constructive procedure for the solution
of IP is developed. Appendix A is devoted to the main technical part of the paper, where we
investigate the Riesz-basis property for special systems of functions. In Appendix B, we provide
auxiliary results, concerning entire functions, constructed by their zeros.
Throughout the paper, we use the following notation.
• ρ = √λ, Re ρ ≥ 0.
• B2,a is the Paley-Wiener class of entire function of exponential type not greater than a,
belonging to L2(R).
• N0 = N ∪ {0}.
• The symbol C stands for different constants, independent on x, λ, etc.
2. Preliminaries
The eigenvalues of the problem L coincide with the zeros of the characteristic function
∆(λ) =
p∑
j=1
C
[1]
j (π, λ)
p∏
i=1
i 6=j
Ci(π, λ)
m∏
k=p+1
Sk(π, λ)+
m∑
j=p+1
S
[1]
j (π, λ)
p∏
i=1
Ci(π, λ)
m∏
k=p+1
k 6=i
Sk(π, λ). (5)
Let Lj be the boundary value problem for the Sturm-Liouville equation (1) for each fixed
j = 1, m with the boundary conditions y
[1]
j (0) = 0, yj(π) = 0 for j = 1, p, and yj(0) = yj(π) = 0
for j = p+ 1, m. Denote by Mj(λ) the Weyl functions of the problems Lj:
Mj(λ) := −
C
[1]
j (π, λ)
Cj(π, λ)
, j = 1, p, Mj(λ) := −
S
[1]
j (π, λ)
Sj(π, λ)
, j = p + 1, m. (6)
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Weyl functions and their generalizations are natural spectral characteristics for different classes
of differential operators (see [9, 14, 15]). For each fixed j = 1, m, the potential σj can be
uniquely recovered from its Weyl function Mj(λ) (see [9]).
Using (5) and (6), one can easily derive the relation
m∑
j=1
Mj(λ) = − ∆(λ)p∏
j=1
Cj(π, λ)
m∏
j=p+1
Sj(π, λ)
. (7)
Taking the assumption (A1) into account, we obtain from (7):
M1(λnk) +Mp+1(λnk) = −
m∑
j=2
j 6=p+1
Mj(λnk) =: gnk, n ∈ N, k = 1, 4. (8)
It follows from (6), that
M1(λ) +Mp+1(λ) =
D1(λ)
D2(λ)
, (9)
where
D1(λ) = −(C [1]1 (π, λ)Sp+1(π, λ) + C1(π, λ)S [1]p+1(π, λ)), D2(λ) = C1(π, λ)Sp+1(π, λ). (10)
Lemma 1. The following relations hold
D1(π, λ) = −
(
cos 2ρπ +
∫ 2pi
0
N(t) cos ρt dt
)
, D2(π, λ) =
sin 2ρπ
2ρ
+
1
ρ
∫ 2pi
0
K(t) sin ρt dt,
(11)
where N and K are real-valued functions from L2(0, 2π).
Proof. Using the transformation operators [8], one can obtain the following relations (see [5, 6]):
C1(π, λ) = cos ρπ +
∫ pi
0
K1(t) cos ρt dt,
C
[1]
1 (π, λ) = −ρ sin ρπ + ρ
∫ pi
0
N1(t) sin ρt dt+ C
[1]
1 (π, 0),
Sp+1(π, λ) =
sin ρπ
ρ
+
1
ρ
∫ pi
0
Kp+1(t) sin ρt dt,
S
[1]
p+1(π, λ) = cos ρπ +
∫ pi
0
Np+1(t) cos ρt dt,


(12)
where Kj , Nj ∈ L2(0, π), j ∈ {1, p+ 1}. Substituting these relations into (10), we get
D1(λ) = sin
2 ρπ − cos2 ρπ + F1(ρ), D2(λ) = cos ρπ sin ρπ
ρ
+
1
ρ
F2(ρ),
where F1, F2 ∈ B2,2pi, F1 is even and F2 is odd. Therefore they can be represented in the form
F1(ρ) =
∫ 2pi
0
N(t) cos ρt dt, F2(ρ) =
∫ 2pi
0
K(t) sin ρt dt, N,K ∈ L2(0, 2π).
Thus, we arrive at (11).
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Now let us study the boundary value problem L0 and its eigenvalues {µnk}n∈N, k=1,2. In-
troduce the Weyl function MNp+1(λ) = −
C
[1]
p+1(π, λ)
Cp+1(π, λ)
. Similarly to (8), we obtain the following
relation under the assumption (A2):
M1(µnk) +M
N
p+1(µnk) = −
m∑
j=2
j 6=p+1
Mj(µnk) =: h
N
nk, n ∈ N, k = 1, 2. (13)
Denote
M1(µnk) +Mp+1(µnk) =: hnk, n ∈ N, k = 1, 2. (14)
Then
hNnk − hnk =MNp+1(µnk)−Mp+1(µnk) =
S
[1]
p+1(π, µnk)Cp+1(π, µnk)− C [1]p+1(π, µnk)Sp+1(π, µnk)
Cp+1(π, µnk)Sp+1(π, µnk)
.
Using (1) and (3), one can easily show that S
[1]
p+1(x, λ)Cp+1(x, λ)−C [1]p+1(x, λ)Sp+1(x, λ) ≡ 1 for
all x ∈ (0, π), λ ∈ C. Thus, we get
Cp+1(π, µnk)Sp+1(π, µnk) =
1
hNnk − hnk
, n ∈ N, k = 1, 2. (15)
3. Uniqueness theorem
Together with L and L0, consider other boundary value problems L˜ and L˜0 of the same
form, but with different potentials {σ˜j}mj=1. The values of m and p remains the same. We agree
that if a certain symbol γ denotes an object related to L or L0, then the corresponding symbol
γ˜ with tilde denotes the analogous object related to L˜ or L˜0.
Lemma 2. Let the problems L and L˜ satisfy the assumption (A1), and let σj = σ˜j, j =
1, m\{1, p+ 1}, λnk = λ˜nk, n ∈ N, k = 1, 4. Then M1(λ) +Mp+1(λ) ≡ M˜1(λ) + M˜p+1(λ).
Proof. The relation (8) implies
M1(λnk) +Mp+1(λnk) = M˜1(λnk) + M˜p+1(λnk), n ∈ N, k = 1, 4.
Taking the relation (9) into account, we get
D1(λnk)D˜2(λnk)− D˜1(λnk)D2(λnk) = 0.
Thus, the function
H(λ) = D1(λ)D˜2(λ)− D˜1(λ)D2(λ)
has zeros at the points {λnk}n∈N, k=1,4. Construct the entire function
P (λ) :=
4∏
k=1
∞∏
n=1
(
1− λ
λnk
)
.
(The case λnk = 0 requires minor modifications). Obviously,
H(λ)
P (λ)
is an entire function of
order 1
2
. According to Lemma 1 and Corollary 4 from Appendix B, the estimate
∣∣∣∣H(λ)P (λ)
∣∣∣∣ ≤ C
holds for λ = ρ2, ε < arg ρ < π−ε. Applying Phragmen-Lindelo¨f’s theorem [16] and Liouville’s
theorem, we conclude that H(λ) ≡ CP (λ). By virtue of Lemma 1, the function ρH(ρ2) belongs
to the Paley-Wiener class B2,4pi, as a function of ρ, but ρP (ρ
2) 6∈ B2,4pi (see (34)). Consequently,
C = 0 and H(λ) ≡ 0. Thus, D1(λ)
D2(λ)
≡ D˜1(λ)
D˜2(λ)
, and the lemma is proved.
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Remark 1. If together with the potentials {σj}j=1,m\{1,p+1} even more eigenvalues of L are given,
than the collection {λnk}n∈N, k=1,4 contains, we can not obtain more information, than the sum
of the Weyl functions M1(λ) + Mp+1(λ). We need some additional data, to “separate” the
potentials σ1 and σp+1.
Theorem 2. Let σj = σ˜j, j = 1, m\{1, p+ 1}, λnk = λ˜nk for n ∈ N, k = 1, 4, and µnk = µ˜nk
for n ∈ N, k = 1, 2. Assume that (A1), (A2) hold for the problems L, L1, L˜, L˜1. Then σ1 = σ˜1
and σp+1 = σ˜p+1 in L2(0, π). Thus, the solution of IP is unique.
Proof. By virtue of Lemma 2
M1(λ) +Mp+1(λ) = M˜1(λ) + M˜p+1(λ). (16)
The relations (13), (14) and similar relations for L˜ and L˜0 imply hnk = h˜nk, h
N
nk = h˜
N
nk for
n ∈ N, k = 1, 2. Taking (15) into account, we conclude that the entire function function
H(λ) := Cp+1(π, λ)Sp+1(π, λ)− C˜p+1(π, λ)S˜p+1(π, λ)
has zeros {µnk}n∈N, k=1,2. Similarly to (12), one can derive the relations
Cp+1(π, λ) = cos ρπ +
∫ pi
0
Tp+1(t) cos ρt dt,
Sp+1(π, λ) =
sin ρπ
ρ
+
1
ρ
∫ pi
0
Kp+1(t) sin ρt dt,


(17)
where Tp+1, Kp+1 ∈ L2(0, π). Hence |H(λ)| ≤ C|ρ|−1 exp(2|Im ρ|π) for |ρ| ≥ ρ∗ > 0.
Construct the function
P (λ) :=
2∏
k=1
∞∏
n=1
(
1− λ
µnk
)
.
(The case µnk = 0 requires minor changes). In view of the asymptotics (4), one can apply
Corollary 3 from Appendix B to P (λ). Consequently, the entire function
H(λ)
P (λ)
admits the
estimate
∣∣∣∣H(λ)P (λ)
∣∣∣∣ ≤ C|ρ| for λ = ρ2, ε < arg ρ < π − ε, |ρ| > ρ∗ for some ε > 0 and ρ∗ > 0. By
Phragmen-Lindelo¨f’s and Liouville’s theorems, we get H(λ) ≡ 0. Hence Cp+1(π, λ)Sp+1(π, λ) ≡
C˜p+1(π, λ)S˜p+1(π, λ).
The functions Cp+1(π, λ) and Sp+1(π, λ) have real zeros {νn}n∈N0 and {θn}n∈N, which inter-
lace [6]:
ν0 < θ1 < ν1 < θ2 < ν2 < . . . (18)
The same assertion is valid for C˜p+1(π, λ) and S˜p+1(π, λ). Consequently, νn = ν˜n, for all n ∈ N0
and θn = θ˜n for n ∈ N. It has been proved in [6], that the two spectra {νn}n∈N0 and {θn}n∈N
determine the potential σp+1 uniquely. Hence Mp+1(λ) ≡ M˜p+1(λ). Together with (16), this
yields M1(λ) ≡ M˜1(λ). The Weyl function M1(λ) determines the potential σ1 uniquely (see
[9]). Thus, σ1 = σ˜1 and σp+1 = σ˜p+1 in L2(0, π).
4. Solution of IP
In this section, we develop a constructive algorithm for the solution of IP. First, we show
that, using the eigenvalues {λnk}n∈N, k=1,4, one can obtain a sequence of coefficients of some
vector function f(t) with respect to the specially constructed Riesz basis. Recovering f(t) from
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its coefficients, we can find the sum M1(λ) +Mp+1(λ). Then we add the part of the second
spectrum {µnk}n∈N, k=1,2 and find the potentials σ1 and σp+1.
Substituting (9) and (11) into (8), we obtain
ρnk
gnk
∫ 2pi
0
N(t) cos ρnkt dt+
∫ 2pi
0
K(t) sin ρnkt dt = fnk, n ∈ N, k = 1, 4, (19)
fnk :=
ρnk
gnk
cos 2ρnkπ +
1
2
sin ρnkπ. (20)
For simplicity, we assume that
(A3) the numbers {λnk}n∈N, k=1,4 are distinct and positive;
(A4) gnk 6= 0, n ∈ N, k = 1, 4.
These assumptions are not principal. The case of multiple eigenvalues was discussed in [11],
while the other conditions can be easily achieved by a shift qj → qj + C, j = 1, m.
Denote
f(t) =
[
N(t)
K(t)
]
, vnk(t) =
[ρnk
gnk
cos ρnkt
sin ρnkt
]
, n ∈ N, k = 1, 4. (21)
Consider the real Hilbert space H := L2(0, 2π) ⊕ L2(0, 2π). The scalar product and the
norm in H are defined as follows
(g, h)H =
∫ 2pi
0
(g1(t)h1(t) + g2(t)h2(t)) dt, ‖g‖H =
√∫ 2pi
0
(g21(t) + g
2
2(t)) dt,
g =
[
g1
g2
]
, h =
[
h1
h2
]
, g, h ∈ H.
One can rewrite the relation (19) in the form
(f, vnk)H = fnk, n ∈ N, k = 1, 4. (22)
In Appendix A, we will prove the following theorem.
Theorem 3. Under the assumptions (A1), (A3), (A4), the system {vnk}n∈N, k=1,4 is a Riesz
basis in H.
In view of Theorem 3 and the relation (22), the numbers fnk are the coordinates of the
vector function f with respect to the Riesz basis, biorthonormal to {vnk}n∈N, k=1,4. Given
{vnk}n∈N, k=1,2 and {fnk}n∈N, k=1,2, we can recover f uniquely. Consequently, we know N(t) and
K(t), and can find the sum M1(λ) +Mp+1(λ) via (11) and (9).
Now given {µnk}n∈N, k=1,2, one can find hNnk and hnk via (13) and (14), respectively. Consider
the relation (15). It follows from (17), that
Cp+1(π, λ)Sp+1(π, λ) =
sin 2ρπ
2ρ
+
1
ρ
∫ 2pi
0
T (t) sin ρt dt, (23)
where T ∈ L2(0, 2π). Substituting (23) into (15), we obtain
Cp+1(π, µnk)Sp+1(π, µnk) =
sin 2
√
µnkπ
2
√
µnk
+
1√
µnk
∫ 2pi
0
T (t) sin
√
µnkt dt =
1
hNnk − hnk
for n ∈ N, k = 1, 2. Then we derive the following system of equations∫ 2pi
0
T (t) sin
√
µnkt dt =
√
µnk
hNnk − hnk
− 1
2
sin 2
√
µnkπ, n ∈ N, k = 1, 2. (24)
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Impose an additional assumption:
(A5) the numbers {µnk}n∈N, k=1,2 are distinct and positive.
The following theorem will be proved in Appendix A.
Theorem 4. Under the assumptions (A2), (A5), the system {sin√µnkt}n∈N, k=1,2 is a Riesz
basis in L2(0, 2π).
Thus, one can solve the system (24) uniquely, recovering the function T from its coefficients
with respect to the Riesz basis. Then using (23), one can find the product Cp+1(π, λ)Sp+1(π, λ)
and the interlacing zeros {νn}n∈N0 and {θn}n∈N of the entire functions Cp+1(π, λ) and Sp+1(π, λ),
respectively. These data can be used for reconstruction of the potential σp+1.
Summarizing the results of this section, we arrive at the following algorithm for the solution
of IP.
Algorithm. Let the potentials {σj}j=1,m\{1,p+1} and the eigenvalues {λnk}n∈N k=1,4,
{µnk}n∈N, k=1,2 be given, and let the assumptions (A1)-(A5) be satisfied.
1. Using the potentials {σj}j=1,m\{1,p+1}, construct the Weyl functions Mj(λ) for j =
1, m\{1, p+ 1} via (6).
2. Construct the numbers gnk, fnk and the vector functions vnk for n ∈ N, k = 1, 4 via (8),
(20) and (21).
3. According to (22), recover the vector function f(t) =
[
N(t)
K(t)
]
from its coordinates fnk
with respect to the Riesz basis.
4. Using N(t) and K(t), recover the sum M1(λ) +Mp+1(λ) via (9), (11).
5. Find the numbers hNnk and hnk for n ∈ N, k = 1, 2, using (13) and (14).
6. Construct the system (24) and find the function T (t) from this system, recovering it from
the coordinates with respect to the Riesz basis.
7. Using T (t), construct the product Cp+1(π, λ)Sp+1(π, λ) via (23).
8. Find the zeros of the product Cp+1(π, λ)Sp+1(π, λ) and divide it into two sequences
{νn}n∈N0 and {θn}n∈N, interlacing according to (18).
9. Construct the potential σp+1 by two spectra {νn}n∈N0 and {θn}n∈N (see [6]).
10. Find Mp+1(λ) by σp+1(λ), and then M1(λ) from the sum M1(λ) +Mp+1(λ).
11. Construct the potential σ1 by the Weyl function M1(λ) (see [9, 15]).
Appendix A. Riesz bases
The goal of this section is to prove the important Theorems 3 and 4. We start with the
analysis of the auxiliary systems S := {sin(n+ β)t}n∈Z and C := {cos(n+β)t}n∈Z in L2(0, 2π).
Here β is an arbitrary number from (0, 1
2
).
Lemma 3. The systems S and C are complete in L2(0, 2π).
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Proof. Let us prove the assertion of the lemma for the system S. The proof for C is similar.
Suppose that, on the contrary, the system S is not complete. Then there exists a nonzero
function h from L2(0, 2π), such that∫ 2pi
0
h(t) sin(n+ β)t dt = 0, n ∈ Z.
Hence the odd entire function
H(ρ) :=
∫ 2pi
0
h(t) sin ρt dt
has zeros {±(n+β)}n∈Z∪{0}, which coincide with the zeros of the function D(ρ) := ρ(cos2 ρπ−
cos2 βπ). Clearly, the function
H(ρ)
D(ρ)
is entire and
H(ρ)
D(ρ)
= O(ρ−1), as |ρ| → ∞. By virtue of
Liouville’s theorem, H(ρ) ≡ 0 and h = 0. The contradiction proves the lemma.
Lemma 4. For an arbitrary sequence {cn}n∈Z from l2, the following estimates hold
π(1− cos 2βπ)
∞∑
n=−∞
c2n ≤
∥∥∥∥∥
∞∑
n=−∞
cn sin(n + β)t
∥∥∥∥∥
2
2
≤ π(1 + cos 2βπ)
∞∑
n=−∞
c2n, (25)
π(1− cos 2βπ)
∞∑
n=−∞
c2n ≤
∥∥∥∥∥
∞∑
n=−∞
cn cos(n+ β)t
∥∥∥∥∥
2
2
≤ π(1 + cos 2βπ)
∞∑
n=−∞
c2n. (26)
Thus, the systems S and C are Riesz bases in L2(0, 2π).
Proof. Without loss of generality, consider real sequences {cn}n∈Z. Similarly to the proof of
[17, Theorem 3.1], we derive
∥∥∥∥∥
∞∑
n=−∞
cn sin(n+ β)t
∥∥∥∥∥
2
2
=
∫ 2pi
0
(
∞∑
n=−∞
∞∑
k=−∞
cnck sin(n + β)t sin(k + β)t
)
=
1
2
∫ 2pi
0
(
∞∑
n=−∞
∞∑
k=−∞
cnck(cos(n− k)t− cos(n + k + 2β)t)
)
dt
= π
∞∑
n=−∞
c2n −
1
2
sin 4βπ
∞∑
n=−∞
∞∑
k=−∞
cnck
n+ k + 2β
.
Consider the bilinear form
A =
∞∑
n=−∞
∞∑
k=−∞
ankcnck, ank =
1
n + k + 2β
.
Let us calculate its norm (see [18]):
B =
∞∑
i=−∞
∞∑
j=−∞
bijxixj ,
bij =
∞∑
k=−∞
aikajk =
∞∑
k=−∞
1
(i+ k + 2β)(j + k + 2β)
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=
1
j − i
∞∑
k=−∞
(
1
i+ k + 2β
− 1
j + k + 2β
)
= 0, i 6= j,
bii =
∞∑
k=−∞
a2ik =
∞∑
n=−∞
1
(n + 2β)2
=
π2
sin2 2βπ
.
Consequently,
B =
π2
sin2 2βπ
∞∑
i=−∞
x2i , |A| ≤
π
sin 2βπ
∞∑
n=−∞
c2n.
Finally, we obtain
π(1− cos 2βπ)
∞∑
n=−∞
c2n ≤ π
∞∑
n=−∞
c2n −
1
2
sin 4πβ · A ≤ π(1 + cos 2βπ)
∞∑
n=−∞
c2n,
so we arrive at (25). The estimate (26) can be proved similarly.
Proof of Theorem 4. Since the eigenvalues {µnk}n∈N, k=1,2 satisfy the asymptotic formulas (4),
we have
sin
√
µn1t = sin
(
n− 1 + α1
π
)
t+ κn, sin
√
µn2t = sin
(
n− α1
π
)
t+ κn.
Thus, the considered system {sin√µnk}n∈N, k=1,2 is l2-close to the Riesz basis S for β = α1pi ∈(
0, pi
2
)
. In order to prove the Riesz-bacisity of {sin√µnk}n∈N, k=1,2, it remains to show that this
system is complete in L2(0, 2π).
Suppose that the contrary holds, i.e. there exists a function h 6= 0 from L2(0, 2π), such that∫ 2pi
0
h(t) sin
√
µnkt dt = 0, n ∈ N, k = 1, 2.
Consequently, the entire function
H(λ) :=
1
ρ
∫ 2pi
0
h(t) sin ρt dt
has zeros {µnk}n∈N, k=1,2. Obviously, the estimate |H(λ)| ≤ C|ρ|−1 exp(2|Im ρ|π) holds for
|ρ| ≥ ρ∗ > 0. Further one can repeat the arguments from the proof of Theorem 2, and
show that H(λ) ≡ 0. Thus, h = 0, and we arrive at the contradiction. Hence the system
{sin√µnk}n∈N, k=1,2 is complete in L2(0, 2π).
Now we proceed to the system {vnk}n∈N, k=1,4. Denote
v0n1(t) =
[−1
2
tan 2α cos(n− 1 + α
pi
)t
sin(n− 1 + α
pi
)t
]
, v0n2(t) =
[
1
2
tan 2α cos(n− α
pi
)t
sin(n− α
pi
)t
]
,
v0n3(t) =
[
0
sin(n− 1
2
)t
]
, v0n4(t) =
[
0
sin nt
]
, n ∈ N.
Lemma 5. The sequence {vnk} is l2-close to the sequence {v0nk} in H, i.e.
{‖vnk − v0nk‖}n∈N, k=1,4 ∈ l2.
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Proof. Using the relations (2), (8), (9) and (11), we obtain
g−1n1 = −
1
2n
tan 2α +
κn
n
, g−1n2 =
1
2n
tan 2α +
κn
n
,
g−1n3 =
κn
n
, g−1n4 =
κn
n
, n ∈ N.
Substituting these estimates together with (2) into (21), we arrive at the assertion of the
lemma.
Lemma 6. The system {v0nk}n∈N, k=1,4 is a Riesz basis in H.
Proof. Let us construct a linear bounded operator A : H → H with a bounded inverse, such
that the system {Av0nk}n∈N, k=1,4 is a Riesz basis. Put
Av = A
[
v1
v2
]
=
[
v1
v2 + g
]
, A−1v =
[
v1
v2 − g
]
,
where
g(t) := 2 cot 2α
∞∑
n=−∞
cn sin(n + β), β :=
α
π
,
and {cn}n∈Z are the coordinates of v1 with respect to the Riesz basis C:
v1(t) =
∞∑
n=−∞
cn cos(n+ β)t.
Using the estimates (25) and (26), one can easily show that the operators A and A−1 are
bounded in H. Furthermore, we have
(Av0n1)(t) = −
1
2
tan 2α
[
cos(n− 1 + β)t
0
]
, (Av0n2)(t) =
1
2
tan 2α
[
cos(−n + β)t
0
]
,
(Av0n3)(t) =
[
0
sin(n− 1
2
)t
]
, (Av0n4)(t) =
[
0
sinnt
]
.
Since the systems C and {sin nt}n∈N ∪{sin(n− 12)t}n∈N are Riesz bases in L2(0, 2π), the system
{Av0nk}n∈N, k=1,4 is a Riesz basis in H.
Lemma 7. Under the assumptions (A1), (A3) and (A4), the system {vnk}n∈N, k=1,4 is complete
in H.
Proof. Suppose that functions w1, w2 ∈ L2(0, 2π) are such that∫ 2pi
0
(
w1(t)
ρnk
gnk
cos ρnkt + w2(t) sin ρnkt
)
dt = 0, n ∈ N, k = 1, 4. (27)
Recall that gnk = M1(λnk) + Mp+1(λnk) and M1(λ) + Mp+1(λ) =
D1(λ)
D2(λ)
. In view of the
assumptions (A3) and (A4), ρnk 6= 0 and gnk 6= 0 for n ∈ N, k = 1, 4. The assumption (A1)
together with (10) implies D2(λnk) 6= 0. Consequently, the entire function
W (λ) :=
∫ 2pi
0
(
w1(t)D2(λ) cos ρt+ w2(t)D1(λ)
sin ρt
ρ
)
dt (28)
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has zeros at the points {λnk}n∈N, k=1,4. It follows from (11) and (28), that
W (λ) = O(|ρ|−1 exp(4|Im ρ|π)), |ρ| ≥ ρ∗ > 0. (29)
Construct the function
P (λ) :=
4∏
k=1
∞∏
n=1
(
1− λ
λnk
)
.
Note that λnk 6= 0 due to (A3). Clearly, the function W (λ)
P (λ)
is entire. The estimate (29) and
Corollary 4 from Appendix B yield
W (λ)
P (λ)
= O(1) for λ = ρ2, ε < arg ρ < π − ε. Applying
Phragmen-Lindelo¨f’s and Liouville’s theorems [16], we conclude that W (λ) ≡ CP (λ). Using
(28), one can easily show that ρW (ρ2) ∈ B2,4pi (as a function of ρ). However, the expression
(34) implies ρP (ρ2) 6∈ B2,4pi. Hence C = 0 and W (λ) ≡ 0.
Let {τn}n∈N be the sequence of zeros of the function D2(λ). Using (10), one can easily check,
that D1(τn) 6= 0. Consequently, the function
H(λ) :=
∫ 2pi
0
w2(t)
sin ρt
ρ
dt (30)
has zeros at the points {τn}n∈Z (if τn is a multiple zero of D2(λ), then it is also a multiple zero
of H(λ) with the same multiplicity). Thus, the function
H(λ)
D2(λ)
is entire.
It follows from (30) and (11), that
H(λ)
D2(λ)
= O(1) as |λ| → ∞. By Liouville’s theorem,
H(λ) ≡ CD2(λ). However, ρH(ρ2) ∈ B2,2pi and ρD2(ρ2) 6∈ B2,2pi. Therefore H(λ) ≡ 0 and,
consequently, w2 = 0 in L2(0, π). Using (28) and the relation W (λ) ≡ 0, we conclude that
w1 = 0. In view of (27), the system {vnk}n∈N, k=1,4 is complete in H.
Proof of Theorem 3. The assertion of the theorem immediately follows from Lemmas 5, 6 and 7.
Appendix B. Entire functions
Here we discuss entire functions, constructed as infinite products by their zeros with a
certain asymptotic behavior. We derive some relations, which can be used for evaluation of
these functions. Our analysis is based on the following result.
Lemma 8 ([19]). Let
ρn = n + κn, n ∈ Z,
be arbitrary complex numbers, and
P (ρ) := π(ρ− ρ0)
∞∏
n=−∞
n 6=0
ρn − ρ
n
exp
(ρ
n
)
.
Then P (ρ) can be represented in the form
P (ρ) = sin ρπ +
∫ pi
0
(w1(t) sin ρt+ w2(t) cos ρt) dt,
where w1, w2 ∈ L2(0, π).
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Lemma 8 has the following corollaries. We prove only Corollary 3, since the proofs of
Corollaries 1 and 2 exploit similar ideas.
Corollary 1. The function
P (λ) :=
∞∏
n=1
(
1− λ
λn
)
,
where
λn = ρ
2
n 6= 0, ρn = n + κn, n ∈ N,
admits the representation
P (λ) =
C sin ρπ
ρ
+
1
ρ
∫ pi
0
w(t) sin ρt dt, w ∈ L2(0, π).
Corollary 2. The function
P (λ) :=
∞∏
n=1
(
1− λ
λn
)
,
where
λn = ρ
2
n 6= 0, ρn = n−
1
2
+ κn, n ∈ N,
admits the representation
P (λ) = C cos ρπ +
∫ pi
0
w(t) cos ρt dt, w ∈ L2(0, π).
Corollary 3. The function
P (λ) :=
∞∏
n=0
(
1− λ
λ+n
) ∞∏
n=1
(
1− λ
λ−n
)
, (31)
where
λ+n = (ρ
+
n )
2 6= 0, ρ+n = n+ a+ κn, n ∈ N0,
λ−n = (ρ
−
n )
2 6= 0, ρ−n = n− a+ κn, n ∈ N,
admits the representation
P (λ) = C(cos 2ρπ − cos 2aπ) +
∫ 2pi
0
w(t) cos ρt dt, w ∈ L2(0, 2π).
Proof. Denote ρ+−n = −ρ−n for n ∈ N and ρ−−n = −ρ+n for n ∈ N0. Then
ρ±n = n± a+ κn, n ∈ Z, (32)
and the product (31) can be rewritten in the form
P (λ) = d+(ρ)d−(ρ), d±(ρ) :=
(
1− ρ
ρ±0
) ∞∏
n=−∞
n 6=0
(
1− ρ
ρ±n
)
exp
(
ρ
ρ±n
)
Clearly, d+(ρ) and d−(ρ) are entire functions with the zeros {ρ+n }n∈Z and {ρ−n }n∈Z, respectively.
Introduce the functions
d˜±(ρ) := π(ρ±0 − ρ)
∞∏
n=−∞
n 6=0
ρ±n − ρ
n
exp
(
ρ∓ a
ρ±n ∓ a
)
,
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having the same zeros. For simplicity, we assume that ρ±n 6= ±a. One can easily calculate
d±(ρ)
d˜±(ρ)
=
1
πρ±0
exp

ρ ∞∑
n=−∞
n 6=0
∓a
ρ±n (ρ
±
n ∓ a)

 ∞∏
n=−∞
n 6=0
n
ρ±n
exp
( ±a
ρ±n ∓ a
)
. (33)
By virtue of the asymptotic formula (32), the sum and the product in (33) converge absolutely.
The relation (33) yields
d+(ρ)d−(ρ)
d˜+(ρ)d˜−(ρ)
= C.
By Lemma 8
d˜±(ρ± a) = sin ρπ +
∫ pi
0
w±1 (t) sin ρt dt+
∫ pi
0
w±2 (t) cos ρt dt.
Consequently,
P (λ) = d+(ρ)d−(ρ) = Cd˜+(ρ)d˜−(ρ) = C
(
sin(ρ− a)π +
∫ pi
0
w+1 (t) sin(ρ− a)t dt
+
∫ pi
0
w+2 (t) cos(ρ− a)t dt
)(
sin(ρ+ a)π +
∫ pi
0
w−1 (t) sin(ρ+ a)t dt+
∫ pi
0
w−2 (t) cos(ρ+ a)t dt
)
= 2C(cos 2aπ − cos 2ρπ) + F (ρ).
Clearly, F ∈ B2,2pi and F (ρ) = F (−ρ). Hence F (ρ) =
∫ 2pi
0
w(t) cos ρt dt, where w ∈ L2(0, 2π).
Recall that {λnk}n∈N, k=1,4 are eigenvalues of the boundary value problem L, satisfying the
asymptotic relations (2). For simplicity, assume that λnk 6= 0. Summarizing the results of the
previous corollaries, we obtain the following one.
Corollary 4. The function
P (λ) :=
4∏
k=1
∞∏
n=1
(
1− λ
λnk
)
admits the representation
P (λ) =
C
ρ
sin ρπ cos ρπ(cos 2ρπ − cos 2α) + 1
ρ
∫ 4pi
0
w(t) sin ρt dt, w ∈ L2(0, 4π). (34)
The following estimate from below is valid
|P (ρ2)| ≥ C|ρ|−1 exp(4|Im ρ|π), ε < arg ρ < π − ε, |ρ| ≥ ρ∗,
for some positive ε and ρ∗.
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