The process e + e − → ppγ is studied using 469 fb −1 of integrated luminosity collected with the BABAR detector at the PEP-II collider, at an e + e − center-of-mass energy of 10.6 GeV. From the analysis of the pp invariant mass spectrum, the energy dependence of the cross section for e + e − → pp is measured from threshold to 4.5 GeV. The energy dependence of the ratio of electric and magnetic form factors, |GE/GM |, and the asymmetry in the proton angular distribution are measured for pp masses below 3 GeV. We also measure the branching fractions for the decays J/ψ → pp and ψ(2S) → pp.
In this paper we use the initial-state-radiation (ISR) technique to study the e + e − → pp process in a wide range of center-of-mass (c.m.) energies. The Born cross section for the ISR process e + e − → ppγ ( Fig. 1) , integrated over the nucleon momenta, is given by
where σ pp (m) is the Born cross section for the nonradiative process e + e − → pp, M pp is the pp invariant mass, √ s is the nominal e + e − c.m. energy, x ≡ 2E * γ / √ s = 1 − M 2 pp /s, and E * γ and θ * γ are the ISR photon energy and polar angle, respectively, in the e + e − c.m. frame.
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The function [1] W (s, x, θ * γ ) =
is the probability of ISR photon emission for θ * γ ≫ m e / √ s, where α is the fine-structure constant and m e is the electron mass. The cross section for the e + e − → pp process is given by
where m p is the nominal proton mass, β = 1 − 4m 2 p /M 2 pp , and C is the Coulomb correction factor (see, for example, Ref. [2] and references therein), which makes the cross section nonzero at threshold (C = y/(1 − e −y ) with y = πα/β). The cross section depends on the magnetic form factor (G M ) and the electric form factor (G E ); at threshold, |G E | = |G M |. From the measurement of the cross section a linear combination of the squared form factors can be determined. We define the effective form factor
which is proportional to the square root of the measured e + e − → pp cross section. The modulus of the ratio of the electric and magnetic form factors can be determined from the distribution of θ p , the angle between the proton momentum in the pp rest frame and the momentum of the pp system in the e + e − c.m. frame. This distribution can be expressed as a sum of terms proportional to |G M | 2 and |G E | 2 . The full differential cross section for e + e − → ppγ can be found, for example, in Ref. [3] . The θ p dependences of the G E and G M terms are close to sin 2 θ p and 1 + cos 2 θ p , respectively.
Direct measurements of the e + e − → pp cross section have been performed in e + e − experiments [4] [5] [6] [7] [8] [9] [10] . Most of these measurements have an accuracy of (20-30)%. The cross section and the proton form factor were deduced assuming |G E | = |G M |, and the measured proton angular distributions [5, 6, 10] did not contradict this assumption. More precise measurements of the proton form factor have been performed in pp → e + e − experiments [11] [12] [13] . In the PS170 experiment [11] at LEAR, the proton form factor was measured from threshold (pp annihilation at rest) up to a c.m. energy 2.05 GeV. The ratio |G E /G M | was measured with about 30% accuracy and was found to be compatible with unity. The LEAR data show a strong dependence of the form factor on c.m. energy near threshold, and very little dependence in the range 1.95-2.05 GeV. Analyses from Fermilab experiments E760 [12] and E835 [13] show a strong decrease of the form factor at c.m. energies higher than 3 GeV, in agreement with perturbative QCD, which predicts that the dependence should be α 2 s (m 2 )/m 4 . However, the recent precision e + e − measurement [10] based on CLEO data indicates that the decrease of the form factor at energies about 4 GeV is somewhat slower.
The previous BABAR study [14] of the process e + e − → pp using the ISR technique was based on about half of the data that were finally collected in the experiment. The e + e − → pp cross section was measured for c.m. energies up to 4.5 GeV. This measurement yielded a significant improvement in precision for energies below 3 GeV.
In contrast to previous e + e − and pp experiments, the BABAR measurement did not assume that |G E | = |G M |. The ISR approach provides full θ p coverage, and hence high sensitivity to |G E /G M |. The energy dependence of the form-factor ratio |G E /G M | was measured for c.m. energies below 3 GeV. For energies up to 2.1 GeV, this ratio was found to be significantly greater than unity, in disagreement with the PS170 measurement [11] .
In this work we update the analysis of Ref. [14] using the full BABAR data sample collected at and near the Υ (4S) resonance.
II. THE BABAR DETECTOR AND DATA SAMPLES
We analyse a data sample corresponding to an integrated luminosity of 469 fb −1 recorded with the BABAR detector [15] at the SLAC PEP-II asymmetric-energy collider. At PEP-II, 9-GeV electrons collide with 3.1-GeV positrons at a c.m. energy of 10.58 GeV (the Υ (4S) mass). About 10% of the data are collected at 10.54 GeV.
Charged-particle tracking is provided by a five-layer silicon vertex tracker (SVT) and a 40-layer drift chamber (DCH), operating in a 1.5-T axial magnetic field. The transverse momentum resolution is 0.47% at 1 GeV/c. The position and energy of a photon-produced cluster are measured with a CsI(Tl) electromagnetic calorimeter, which yields an energy resolution of 3% at 1 GeV. Charged-particle identification is provided by specific ionization (dE/dx) measurements in the SVT and DCH, and by an internally reflecting ring-imaging Cherenkov detector (DIRC). Muons are identified in the solenoid's instrumented flux return (IFR), which consists of iron plates interleaved with either resistive plate chambers or streamer tubes [16] .
Signal and background ISR processes are simulated with Monte Carlo (MC) event generators based on Ref. [17] . The differential cross section for e + e − → ppγ is taken from Ref. [3] . To analyze the experimental proton angular distribution, two samples of signal events are generated, one with G E = 0 and the other with G M = 0. Since the polar-angle distribution of the ISR photon is peaked near 0
• and 180
• , the MC events are generated with a restriction on the photon polar angle: 20
• < θ * γ < 160
• (the corresponding angular range in the laboratory frame is 12
• < θ γ < 146 • ). Extra soft-photon radiation from the initial state is generated by the structure function method [18] . To restrict the maximum energy of the extra photons, the invariant mass of the hadron system and the ISR photon is required to be greater than 8 GeV/c 2 . For background e + e − → µ + µ − γ, π + π − γ, and K + K − γ processes, finalstate bremsstrahlung is generated using the PHOTOS package [19] . Background from e + e − →is simulated with the JETSET [20] event generator; JETSET also generates ISR events with hadron invariant mass above 2 GeV/c 2 , and therefore can be used to study ISR back-ground with baryons in the final state. The dominant background process, e + e − → ppπ 0 , is simulated separately by generating the angular and energy distributions for the final-state hadrons according to three-body phase space.
The response of the BABAR detector is simulated using the Geant4 [21] package. The simulation takes into account the variations in the detector and beam background conditions over the running period of the experiment.
III. EVENT SELECTION
The preliminary selection of e + e − → ppγ candidates requires that all of the final-state particles be detected inside a fiducial volume. Since a significant fraction of the events contains beam-generated spurious tracks and photon candidates, we select events with at least two tracks with opposite charge and at least one photon candidate with E * γ > 3 GeV. The polar angle of the photon is required to be in the well-understood region of the calorimeter: 20
• < θ γ < 137.5
• . Each charged-particle track must originate from the interaction region, have transverse momentum greater than 0.1 GeV/c and be in the angular region 25.8
• < θ < 137.5
• . The latter requirement is needed to provide particle identification (PID) from the DIRC. To suppress background from radiative Bhabha events, we reject events for which the ratios of calorimetric energy deposition to momentum for the two highest-momentum tracks satisfy the condition
For events passing the preliminary selection, a kinematic fit is performed to the e + e − → h + h − γ hypothesis with requirements of total energy and momentum conservation. Here h can be e, µ, π, K or p, and γ is the photon candidate with the highest energy in the e + e − c.m. frame. For events with more than two charged tracks, the fit uses the two oppositely charged tracks that pass closest to the interaction point. The MC simulation does not accurately reproduce the shape of the photon energy resolution function. This leads to a difference in the distributions of the χ 2 of the kinematic fit for data and simulated events. To reduce this difference, only the measured direction of the ISR photon is used in the fit; its energy is a free fit parameter. For each of the five mass hypotheses, the corrected angles and energies of the particles and the χ 2 value are obtained from the fit. The expected number of events from the background processes e + e − → π + π − γ, µ + µ − γ, and K + K − γ exceeds the number of signal events by two to three orders of magnitude. To suppress these backgrounds, we require that both charged particles be identified as protons according to the specific ionization (dE/dx) measured in the SVT and DCH, and the Cherenkov angle measured in the DIRC. This requirement suppresses pion and muon backgrounds by a factor of 3 signal events.
Background is further suppressed through requirements on the χ 2 of the kinematic fit: χ Fig. 2 . The long tail at high χ 2 is due to events with extra soft photons emitted in the initial state. The dashed histogram is the χ 2 p distribution for K + K − γ simulated events. The χ 2 requirements lead to the loss of 25% of the signal events, but provide additional background suppression by a factor of 50 for pion and muon events, and a factor of 30 for kaon events.
The pp invariant mass distribution is shown in Fig. 3 for the 8298 data events that satisfy the selection criteria. Most of the events have invariant mass below 3 GeV/c 2 . Signals from J/ψ → pp and ψ(2S) → pp decays are clearly seen.
IV.
BACKGROUND SUBTRACTION does not contribute to the total e + e − → ppγ cross section. The contribution of the FSR amplitude is estimated to be [22] Here χ 2 π is the χ 2 of the kinematic fit for the pion mass hypothesis. The fourth set of conditions corresponds to the standard selection criteria for ppγ candidates.
The invariant mass M ππ of the two charged particles under the pion-mass hypothesis is calculated; the M ππ distributions for data selected with criteria 2 and 3 are shown in Fig. 4 . The data spectra are fit with a sum of the mass spectra for simulated π + π − γ events (ρ-meson line shape with ω-ρ interference) and a linear background term. The numbers of ππγ events with 0.5 < M ππ < 1 GeV/c 2 obtained from the fits for selections 1-3 are listed in Table I , together with the corresponding numbers from the π + π − γ MC simulation. The spectrum for selection 4 is fit by a linear function; no ρ-meson contribution is needed to describe this spectrum.
Since the simulation correctly predicts the numbers of pion events for selections 1-3, it can be used to estimate the pion background for the standard selection 4. We observe no events satisfying the standard selection criteria in the ππγ MC sample. The corresponding upper limit on ππγ background in the data sample is 5.2 events at 90% confidence level (CL). The estimated pion background is less than 0.1% of the number of selected ppγ candidates. Similarly, the number of e + e − → K + K − γ events can be estimated from the number of events in the φ meson peak in the distribution of invariant mass of the charged particles calculated under the kaon hypothesis. It is found that the K + K − γ MC simulation predicts reasonably well the numbers of kaon events in the data sample with one identified kaon and the standard χ 2 conditions, and in the data sample with two identified kaons and χ 2 K < 20. Therefore we use the MC simulation to estimate kaon background for the standard selection. The estimated background, 1.6 ± 0.8 events, is significantly less than 0.1% of the number of data events selected.
The kinematic properties of the e + e − → e + e − γ process are used to estimate the electron background. About 50% of e + e − γ events have e + e − invariant mass between 3 and 7 GeV/c 2 and cos ψ * < −0.98, where ψ * is the angle between the two tracks in the initial e + e − c.m. frame. In the event sample with two proton candidates we do not find events having the above characteristics. The corresponding 90% CL upper limit on the e + e − γ background in the data sample is 4.6 events (2 events with M pp < 4.5 GeV/c 2 ). To compare MC simulation and data for the process e + e − → µ + µ − γ, we use a subsample of events selected with the requirement that both charged particles be identified as muons. Muon identification is based on IFR information, and does not use DIRC or dE/dx information, which are necessary for proton identification. In the data samples with one or two identified protons obtained with the standard χ 2 selection, we select 86 and 2 muon-identified events, respectively. These numbers can be compared with 60 ± 16 and zero events expected from the e + e − → µ + µ − γ simulation. Taking into account that the ratio of the total number of µ + µ − γ events to those with two identified muons is about two-to-one, we estimate the µ + µ − γ background for the standard selection criteria to be 4.0 ± 2.8 events.
The combined background from the processes e + e − → C + C − γ, C = π, K, e, µ is less than 0.2% of the number of selected ppγ candidates, and so can be neglected.
The dominant source of background to the e + e − → ppγ process arises from e + e − → ppπ 0 . A significant frac- tion of ppπ 0 events with an undetected low-energy photon, or with merged photons from the π 0 decay, is reconstructed under the ppγ hypothesis with a low value of χ 2 , and so cannot be separated from the process under study. This background is studied by selecting a special subsample of events containing two charged particles identified as protons and at least two photons with energy greater than 0.1 GeV, one of which must have c.m. energy above 3 GeV. The two-photon invariant mass is required to be in the range 0.07-0.20 GeV/c 2 , which is centered on the nominal π 0 mass. A kinematic fit to the e + e − → ppγγ hypothesis is then performed. Requirements on the χ The ppπ 0 selection criteria described above are applied to simulated e + e − →events generated with the JET-SET program. In the mass region M pp < 5 GeV/c 2 , the predicted number of e + e − → ppπ 0 events is 120 ± 9. These events exhibit an enhancement in the M pp distribution near the pp threshold, similar to that in data. However, the cos θ p distribution of MC events is peaked near cos θ p = ±1, whereas for the data the distribution is flat. To study the e + e − → ppπ 0 background, the sample of simulated e + e − → ppπ 0 events is generated according to three-body phase space, but with an additional weight proportional to (M pp −2m p ) 3/2 to imitate the M pp distribution observed in data. The resulting generated cos θ p distribution is flat.
In Fig. 6 the cos θ * π distribution for selected data and simulated e + e − → ppπ 0 events is shown, where θ * π is the π 0 polar angle in the e + e − c.m. frame. It is seen that the data and simulated distributions differ slightly. Since we do not observe a significant variation of the cos θ * π distribution with M pp in data, we use the data distribution averaged over M pp (Fig. 6 ) to reweight the e + e − → ppπ 0 simulation. From the reweighted simulation, we calculate the ratio (K MC ) of the M pp distribution for events selected with the standard ppγ criteria to that selected with the ppπ The expected Mpp spectrum for e + e − → ppπ 0 events selected with the standard ppγ criteria. The spectrum is obtained by scaling the data distribution shown in Fig. 5(a) by the factor KMC(Mpp) described in the text.
satisfying the ppγ selection criteria is shown in Fig. 7 , and is evaluated as K MC (M pp ) × (dN/dM pp ) data , where (dN/dM pp ) data is the mass distribution for e + e − → ppπ 0 events obtained above ( Fig. 5(a) ). The number of selected e + e − → ppγ candidates and the expected number of e + e − → ppπ 0 background events are given for different pp mass ranges in Table II . The background contribution grows from 5% near pp threshold to 50% at M pp ≈ 4 GeV/c 2 . All observed ppγ candidates with M pp > 4.5 GeV/c 2 are consistent with ppπ 0 background.
C. Other sources of background
Other possible background sources are ISR processes with higher final-state multiplicity (e + e − → ppπ 0 γ, pp 2π 0 γ, . . . ), and direct e + e − annihilation processes other than e + e − → ppπ 0 (e + e − → ppη, e + e − → pp 2π 0 , and so on). All of these processes are simulated by JET-SET. The simulation leads to the prediction that the ISR background is 55 ± 6 events, and that the direct annihilation background is 40 ± 5 events. The total predicted background from these two sources is about 1.2% of the number of selected ppγ candidates. We do not perform a detailed study of these background processes. Their contribution is estimated from data by using the χ 2 sideband region, as described below in Sec. IV D. contributions estimated with JETSET that result from ISR processes, and from e + e − annihilation processes other than e + e − → ppπ 0 . Because JETSET has not been verified precisely for the rare processes contributing to the ppγ candidate sample, we use a method of background estimation that is based on the difference in χ 2 distributions for signal and background events. The first and second rows in Table III show the expected numbers of signal and background events with χ Table III , it is evident that the coefficient β i for signal events, and for background events from the processes with higher hadron multiplicity ("e + e − " and "Other ISR" columns), are very different. This difference can be used to estimate the background from these two sources, as follows. First, the ppπ 0 background determined as described in Sec. IV B is subtracted from data. Then, from the corrected numbers of events in the signal and sideband χ 2 regions, N ′ 1 and N ′ 2 , the numbers of signal and background (from "e + e − " and "ISR" sources) events with χ 2 p < 30 can be calculated:
D. Background subtraction
β bkg is the ratio of the fractions of events in the sideband and signal χ 2 regions averaged over all background processes of the "e + e − " and "ISR" types. For this coefficient, β bkg = 1.6 ± 0.3 is used; it is the average of β e + e − and β ISR with the uncertainty (β e + e − − β ISR )/2.
In Table III , it is also evident that ppγ events dominate the χ 2 sideband region. Therefore, the background is very sensitive to the accuracy of the β ppγ coefficient. In particular, the data-Monte Carlo difference in the χ 2 distribution can lead to a systematic shift of the result. The simulation of the χ 2 distribution for ppγ events is validated using data and simulated e + e − → µ + µ − γ events. These are very similar kinematically to the process under study, and can be selected with negligible background. The ratio of the β coefficients for e + e − → µ + µ − γ data and simulation is independent of the µ + µ − mass and is equal to 1.008 ± 0.008. This ratio is used to correct the β ppγ value obtained from simulation, which varies from 0.043 at pp threshold to 0.048 at 4.5 GeV/c 2 . With the method described above, the total numbers of e + e − → ppγ events (N sig ) and background events from "e + e − " and "ISR" sources (N bkg ) in the signal region are found to be 7741 ± 95 ± 62 and 109 ± 16 ± 25, respectively. The main source of the systematic uncertainty on N sig is the uncertainty in the ppπ 0 background. The number of background events is in good agreement with the estimate from simulation, (40 ± 5) + (55 ± 6) = 95 ± 8. The total background in the χ 2 p < 30 region is 531±51 events, which is about 7% of the number of signal events.
The background subtraction procedure is performed in each pp mass interval. The number of selected events for each interval after background subtraction and unfolding event migration between intervals (see Sec. VII) is listed in Table VI . The events from J/ψ and ψ(2S) decays are subtracted from the contents of the corresponding intervals (see Sec. VIII).
V. ANGULAR DISTRIBUTIONS
The modulus of the ratio of the electric and magnetic form factors can be extracted from an analysis of the distribution of θ p , the angle between the proton momentum in the pp rest frame and the momentum of the pp system in the e + e − c.m. frame. This distribution is given by 
2 . The fit intervals, the corresponding numbers of selected events, and the estimated numbers of background events are listed in Table IV . For each pp mass interval and each angular interval the background is subtracted using the procedure described in Section IV D. The angular distributions obtained are shown in Fig. 8 . The distributions are fit to Eq. (6) with two free parameters: A (the overall normalization) and |G E /G M |. The functions H M and H E are replaced by the histograms obtained from MC simulation with the ppγ selection criteria applied. To account for differences between the pp mass distributions of ppγ events in data and MC simulation, the histograms H M and H E are recalculated using weighted events. The weights are obtained from the ratio of the pp mass distributions in data and simulation. In principle, the weights for H M and H E differ due to the different mass dependences of G M and G E . A first approximation uses G M = G E . The fitted values of |G E /G M | are then used in the next approximation to recalculate H M and H E . The second iteration leads to a small change (less than 2%) in the fitted values, and the procedure converges after a third iteration.
The simulated angular distributions are corrected to account for the differences between data and simulation in particle identification, tracking, and photon efficiency. These corrections are discussed in detail in the next section. The angular dependence of the detection efficiency calculated with MC simulation before and after the corrections is shown in Fig. 9 . The deviations from uniform efficiency, which do not exceed 10%, arise from the momentum dependence of proton/antiproton particle identification efficiency.
The fits of the histograms to the angular distributions are shown in Fig. 8 ; the values of |G E /G M | obtained are listed in Table IV and shown in Fig. 10 . The curve in The only previous measurement of the |G E /G M | ratio was performed in the PS170 experiment [11] . The ratio was measured at five points between 1.92 GeV/c 2 and 2.04 GeV/c 2 with an accuracy of 30-40% (see Fig. 10 ). For all points it was found to be consistent with unity. The average of the PS170 measurements evaluated under the assumption that the errors are purely statistical is 0.90 ± 0.14. The BABAR results are significantly larger for M pp < 2.1 GeV/c 2 , and extend the measurements up to 3 GeV/c
2 .
In addition, we search for an asymmetry in the proton angular distribution. The lowest-order one-photon mechanism for proton-antiproton production predicts a symmetric angular distribution. An asymmetry arises from higher-order contributions, in particular, from twophoton exchange. Two-photon exchange is discussed (see, for example, Ref. [23] ) as a possible source of the difference observed in ep scattering between the G E /G M measurements obtained with two different experimental techniques, namely the Rosenbluth method [24] , which uses the analysis of angular distributions, and the polarization method [25] [26] [27] , which is based on the measurement of the ratio of the transverse and longitudinal polarization of the recoil proton.
A search for an asymmetry using previous BABAR e + e − → ppγ data [14] is described in Ref. [28] . No asymmetry was observed within the statistical error of 2%. It should be noted that the authors of Ref. [28] did not take into account the angular asymmetry of the detection efficiency, which is seen in Fig. 9 and in a similar plot in Ref. [14] . To measure the asymmetry we use the data with pp mass less than 3 GeV/c 2 . The cos θ p distribution is fitted as described above, and the result is shown in Fig. 11 . Since the MC simulation uses a model with onephoton exchange, the asymmetry in the fitted histogram is due to asymmetry in the detection efficiency. To remove detector effects we take the ratio of the data distribution to the fitted simulated distribution. This ratio is shown in Fig. 12 . A fit of a linear function to the data yields a slope parameter value −0.041±0.026±0.005. The systematic error on the slope is estimated conservatively as the maximum slope given by an efficiency correction. The correction for the data-MC simulation difference in antiproton nuclear interactions (see Sec. VI) is found to yield the largest angular variation. Open circles show PS170 data [11] . The curve is the the result of the fit described in the text.
We then calculate the integral asymmetry
where σ(cos θ p > 0) and σ(cos θ p < 0) are the cross sections for e + e − → ppγ events with M pp < 3 GeV/c 2 integrated over the angular regions with cos θ p > 0 and cos θ p < 0, respectively. The fitted slope value and the integral asymmetry are consistent with zero. The value of the asymmetry extracted from experiment depends on the selection criteria used, in particular, on the effective energy limit for an extra photon emitted from the initial or final state. In our analysis, this limit is determined by the condition χ 
VI. DETECTION EFFICIENCY
The detection efficiency, which is determined using Monte Carlo simulation, is the ratio of true pp mass distributions computed after and before applying the selection criteria. Since the e + e − → ppγ differential cross section depends on two form factors, the detection efficiency cannot be determined in a model-independent way. We use a model with the |G E /G M | ratio obtained from the fits to the experimental angular distributions (curve in Fig. 10 ) for M pp < 3 GeV/c 2 , and with |G E /G M | = 1 for higher masses. The detection efficiency obtained by using this model is shown in Fig. 13 . The error in the detection efficiency due to the model is determined from the uncertainty in the |G E /G M | ratio: for M pp < 3 GeV/c 2 the variation of the ratio within its experimental uncertainties leads to a 1% change in the detection efficiency. This is taken as the model-related uncertainty. For the mass region above 3 GeV/c 2 , where the |G E /G M | ratio is not measured, the model uncertainty is taken as the maximum difference between the detection efficiencies corresponding to setting G E = 0 or setting G M = 0, and the efficiency calculated with the model described above. This yields a 4% uncertainty estimate.
The efficiency determined from MC simulation (ε MC ) must be corrected to account for data-MC simulation differences in detector response:
where the δ i are efficiency corrections for each of several effects. These corrections are discussed in detail below and summarized in Table V . Inaccuracies in the simulation of angular and momentum resolution and radiative corrections may account for data-MC differences in the fraction of events rejected by the requirement χ 2 p < 30. The efficiency correction for this effect is estimated by comparing data and simulated χ 2 distributions for the e + e − → µ + µ − γ process, which has kinematics similar to the process under study. An exclusive e + e − → µ + µ − γ sample is selected by requiring that both charged tracks be identified as muons. The ratio of the number of selected muon events with χ 
where N (χ Table V .
The effect of the χ 2 K > 30 requirement is studied using e + e − → J/ψγ → ppγ events. The J/ψ yield is determined using the sideband subtraction method. The event losses are found to be (1.5 ± 0.4)% in data and (1.2 ± 0.1)% in MC simulation. As the data and simulated values are in good agreement, there is no need to introduce any efficiency correction for the χ 2 K > 30 requirement. The systematic uncertainty associated with this criterion is 0.4%.
Another possible source of data-MC simulation differences is is due to unreconstructed tracks. Two dominant effects leading to track loss in ppγ events are track overlap in the DCH and nuclear interaction of protons and antiprotons in the material before the SVT and DCH.
The effect of track overlap can be observed in the distribution of the parameter ∆ϕ ± = ϕ + − ϕ − , where ϕ + and ϕ − are the azimuthal angles at the production vertex of positive and negative tracks, respectively. The detection efficiency for simulated e + e − → ppγ events as a function of ∆ϕ ± is shown in Fig. 14 .
The z-component of the BABAR magnetic field is in the direction of the positive z-axis, so that in the x − y plane viewed from positive z positively charged tracks experience clockwise bending, while negatively charged tracks are bent counter-clockwise. As a result, events with ∆ϕ ± > 0 have a "fishtail" two-track configuration in which the tracks tend to overlap initially. This results in the dip in efficiency which is clearly seen at ∆ϕ ± ∼ 0.1 rad. The ratio of the number of events with ∆ϕ ± > 0 to that with ∆ϕ ± < 0 can be used to estimate the efficiency loss due to track overlap. This efficiency loss reaches about 10% near pp threshold and decreases to a negligible level for M pp above 2.4 GeV/c 2 . The effect is reproduced reasonably well by the MC simulation; data-MC simulation differences in the efficiency loss averaged over the mass region of maximum inefficiency, M pp < 2. tainty of 1.5% is assigned to the measured cross section.
Simulation shows that nuclear interaction leads to the loss of approximately 6% of the e + e − → ppγ events. For data-MC simulation comparison, a specially selected event sample with Λ(Λ) decaying into p(p)π is used. The Λ candidates are selected by imposing requirements on the pπ invariant mass and Λ flight distance. The amount of material before the SVT (1.5% of a nuclear interaction length) is comparable to the amount of material between the SVT and the DCH (1.4% of a nuclear interaction length). The probability of track losses between the SVT and the DCH is measured by using the Λ(Λ) sample. The data and simulation probabilities are found to be in agreement for protons. A substantial difference is observed for antiprotons, which is consistent with a large (a factor of 2.6 ± 1.0) overestimation of the antiproton annihilation cross section in simulation. This difference in the antiproton annihilation cross section in data and simulation leads to a correction of about (1.0 ± 0.4)% to the detection efficiency for ppγ events.
We also incorporate a systematic uncertainty due to data-MC simulation differences in track reconstruction, which is estimated to be 0.24% per track.
The data-MC simulation difference in particle identification is studied using events with a J/ψ → pp decay. Due to the narrow J/ψ width and hence low background, the number of J/ψ → pp decays may be determined using selections with either one or two identified protons. The background from non-J/ψ events is subtracted using sidebands. The p/p identification probabilities are determined as functions of the p/p momenta by calculating the ratio of the number of events with both the proton and the antiproton identified to the number of events with only one identified proton or antiproton. The ratio of data-MC identification probabilities is used to reweight selected simulated events and calculate efficiency corrections. The correction is about −(1.9 ± 2.0)% and is practically independent of pp mass. The error in the correction is determined from the statistical uncertainty on the number of selected J/ψ events.
An additional correction must be applied to the photon detection efficiency. There are two main sources of this correction. The first is due to data-MC simulation differences in the probability of photon conversion in the detector material before the DCH, and the second results from the effect of dead calorimeter channels. A sample of e + e − → µ + µ − γ events is used to determine the calorimeter photon inefficiency in data. Events with exactly two oppositely charged particle tracks identified as muons are selected, and a one-constraint kinematic fit is performed, in which the recoil mass against the muon pair is constrained to be zero. A tight requirement on the χ 2 of the kinematic fit selects events with only one photon in the final state. The photon direction is determined from the fit, and the detection inefficiency is calculated as the ratio of the number of events not satisfying the E * γ > 3 GeV criterion, to the total number of selected µ + µ − γ events. The photon inefficiency obtained is 3.3%, to be compared to the 2% inefficiency from the e + e − → µ + µ − γ simulation. The data-MC simulation difference in the probability of photon conversion is also studied using e + e − → µ + µ − γ events. In addition to two identified muons, we require that an event contain a converted-photon candidate, i.e., a pair of oppositely charged tracks with e + e − invariant mass close to zero, momentum directed along the expected photon direction, and forming a secondary vertex well-separated from the interaction region. The observed data-MC difference in the probability of photon conversion is −(0.41 ± 0.01)%. The data-MC differencies in the calorimeter inefficiency for photons and the probability of photon conversion are determined as functions of the photon polar angle, and used to reweight the simulated events and calculate efficiency corrections. The total correction due to data-MC simulation differences in the photon detection inefficiency is found to vary from of −(1.9±0.1)% near the pp threshold to −(1.7 ± 0.1)% at 3 GeV/c 2 and higher masses.
The quality of the simulation of trigger efficiency is also studied. The overlap of the samples of events satisfying different trigger criteria, and the independence of these triggers, are used to measure trigger efficiency. The difference in trigger efficiency between data and MC simulation decreases from −(0.65 ± 0.20)% near pp threshold to −(0.13 ± 0.10)% for pp masses above 2.2 GeV/c
2 . An additional systematic uncertainty of about 0.5% is introduced to take into account the possibly imperfect simulation of inefficiency of the offline filters that provide background suppression before full event reconstruction.
All efficiency corrections are summarized in Table V,  and the corrected detection efficiency values are listed in  Table VI . The uncertainty in detection efficiency includes simulation statistical error, model uncertainty, and the uncertainty on the efficiency correction. The cross section for e + e − → pp is calculated from the pp mass spectrum using the expression
where (dN/dM pp ) corr is the mass spectrum corrected for resolution effects, dL/dM pp is the ISR differential luminosity, ε(M pp ) is the detection efficiency as a function of mass, and R is a radiative correction factor accounting for the Born mass spectrum distortion due to emission of extra photons by the initial electron and positron. The ISR luminosity is calculated using the total integrated luminosity L and the integral over cos θ * γ of the probability density function for ISR photon emission (Eq. (2)):
(11) Here B = cos θ * 0 , and θ * 0 determines the range of polar angles for the ISR photon in the e + e − c.m. frame:
• , since we determine detector efficiency using simulation with 20
• . The values of ISR luminosity integrated over the M pp intervals are listed in Table VI. The radiative correction factor R is determined from MC simulation at the generator level, with no detector simulation. The pp mass spectrum is generated using only the pure Born amplitude for the process e + e − → ppγ, and then using a model with higher-order radiative corrections included by means of the structure function method [18] . The radiative correction factor, evaluated as the ratio of the second spectrum to the first, varies from 1.001 at pp threshold to 1.02 at M pp = 4.5 GeV/c 2 . The value of R depends on the requirement on the invariant mass of the ppγ system. The value of R obtained in our case corresponds to the requirement M ppγ > 8 GeV/c 2 imposed in the simulation. The theoretical uncertainty on the radiative correction calculation by the structure function method does not exceed 1% [18] . The [4] , ADONE73 [7] , BES [8] , CLEO [9] , NU [10] . The contributions of J/ψ → pp and ψ(2S) → pp decays to the BABAR measurement have been subtracted. [5] , DM1 [4] , ADONE73 [7] , BES [8] .
FENICE
calculated radiative correction factor does not take into account vacuum polarization; the contribution of the latter is included in the measured cross section.
The resolution-corrected mass spectrum is obtained by unfolding the mass resolution from the measured mass spectrum. Using MC simulation, a migration matrix, The pp invariant-mass interval (Mpp), number of selected events (N ) after background subtraction and mass migration, detection efficiency (ε), ISR luminosity (L), measured cross section (σpp), and |Fp|, the effective form factor for e + e − → pp. The contributions from J/ψ → pp and ψ(2S) → pp decays have been subtracted. The quoted uncertainties on N and σ are statistical and systematic, respectively. For the form factor, the combined uncertainty is listed. A, is obtained, which represents the probability that an event with true mass (M true pp ) in mass interval j is reconstructed in interval i:
The mass resolution changes from 1.5 MeV/c 2 near threshold to 12 MeV/c 2 at M pp = 3 GeV/c 2 and 22 MeV/c 2 at 4.5 GeV/c 2 . Since the chosen mass interval width significantly exceeds the resolution for all pp masses, the migration matrix is nearly diagonal, with the values of diagonal elements ∼ 0.9, and next-to-diagonal ∼ 0.05. We unfold the mass spectrum by applying the inverse of the migration matrix to the measured spectrum.
The procedure changes the shape of the mass distribution insignificantly, but increases the uncertainties (by ≈20%) and their correlations.
After applying the migration matrix, the number of events in each mass interval is listed in Table VI . The quoted errors are statistical and systematic, respectively. The latter is due to the uncertainty in background subtraction. The calculated cross section for e + e − → pp is shown in Fig. 15 and listed in Table VI . For mass intervals 3-3.2 GeV/c 2 and 3.6-3.8 GeV/c 2 , the nonresonant cross section is quoted after excluding the J/ψ and ψ(2S) contributions (see Sec. VIII). The errors quoted are statistical and systematic. The systematic uncertainty includes the uncertainty on the number of signal events, detection efficiency, the total integrated luminosity (1%), and the The proton effective form factor measured in this analysis, in other e + e − experiments, and in pp experiments: FENICE [6] , DM2 [5] , DM1 [4] , BES [8] , CLEO [9] , NU [10] , PS170 [11] , E835 [13] , E760 [12] : (a) for the mass interval from pp threshold to 3.01 GeV/c 2 , and (b) for pp masses from 2.58 to 4.50 GeV/c 2 .
radiative corrections (1%). A comparison of this result with the available e + e − data is shown in Fig. 15 , and the behavior in the near-threshold region is shown in Fig. 16 .
The e + e − → pp cross section is a function of two form factors, but due to the poor determination of the |G E /G M | ratio, they cannot be extracted from the data simultaneously with reasonable accuracy. Therefore, the effective form factor F p (M pp ) is introduced (Eq. (4)), which is proportional to the square root of the measured cross section. This definition of the effective form factor permits comparison of our measurement with measurements from other experiments, most of which were made under the assumption |G E | = |G M |. The calculated effective form factor is shown in Fig. 17 (linear scale) and Fig. 18 (logarithmic scale), while numerical values are listed in Table VI . These form factor values are obtained as averages over mass-interval width. The four measurements from PS170 [11] with lowest mass are located within the first mass interval of Table VI. Consequently, for the mass region near threshold, where the results from PS170 indicate that the form factor changes rapidly with mass, we calculate the cross section and effective form factor using a smaller mass-interval size. These results are listed in Table VII , and shown in Fig. 19 [5] , DM1 [4] , BES [8] , CLEO [9] , NU [10] , PS170 [11] , E835 [13] , E760 [12] . The curve corresponds to the QCD-motivated fit described in the text.
form factor results are in reasonable agreement with, and in general more precise than, those from previous experiments. However, in the region 1.88-2.15 GeV/c 2 , the BABAR results are systematically above those from the other experiments.
The form factor has a complex mass dependence. The significant increase in the form factor as the pp threshold is approached may be due to final-state interaction between the proton and antiproton [29] [30] [31] [32] . The rapid decreases of the form factor and cross section near 2.2 GeV/c 2 , 2.55 GeV/c 2 , and 3 GeV/c 2 have not been discussed in the literature. The form-factor mass dependence below 3 GeV/c 2 is not described satisfactorily by existing models (see, for example, Refs. [33] [34] [35] [36] ). The dashed curve in Fig. 18 corresponds to a fit of the asymptotic QCD dependence of the proton form factor [37] ,
, to the existing data with M pp > 3 GeV/c 2 . Here Λ = 0.3 GeV and D is a free fit parameter. All the data above 3 GeV/c 2 except the two points from Ref. [10] marked "NU" are well described by this function. Adding the points from Ref. [10] changes the fit χ 2 /ν from 9/16 to 41/18, where ν is the number of degrees of freedom. The measurement of Ref. [10] indicates that the form factor at M pp ≈ 4 GeV/c 2 decreases more slowly than predicted by QCD. 
VIII. THE J/ψ AND ψ(2S) DECAYS TO pp
The differential cross section for ISR production of a narrow resonance (vector meson V ), such as J/ψ, decaying into the final state f can be calculated using [38] 
where m V and Γ(V → e + e − ) are the mass and electronic width of the vector meson V , x V = 1 − m 2 V /s, and B(V → f ) is the branching fraction of V into the final state f . Therefore, the measurement of the number of J/ψ → pp decays in e + e − → ppγ determines the product of the electronic width and the branching fraction: Γ(J/ψ → e + e − )B(J/ψ → pp). The pp mass spectra for selected events in the J/ψ and ψ(2S) mass regions are shown in Fig. 20 . To determine the number of resonance events, each spectrum is fit with a sum of the probability density function (PDF) for signal plus a linear background term. The resonance PDF is a BreitWigner function convolved with a double-Gaussian function describing detector resolution. The Breit-Wigner widths and masses for the J/ψ and ψ(2S) resonances are fixed at their nominal values [39] . The parameters of the resolution function are determined from simulation. To account for possible differences in detector response between data and simulation, the simulated resolution function is modified by adding in quadrature an additional σ G to both the standard-deviation values of the double-Gaussian function, and introducing a shift of the central value of the resonance mass. The free parameters in the fit to the J/ψ mass region are the number of resonance events, the total number of nonresonant background events, the slope of the background, σ G , and the mass shift. In the ψ(2S) fit the σ G and mass shift values are fixed to those obtained for the J/ψ.
The fit results are shown as the curves in Fig. 20 . We find N J/ψ = 821 ± 30 and N ψ(2S) = 43.5 ± 7.7; the number of nonresonant events is 62 ± 11 for the 3-3.2 GeV/c 2 mass interval, and 19 ± 6 for the 3.6-3.8 GeV/c 2 interval. These values are used to extract the nonresonant e + e − → pp cross section. Since the background subtraction procedure for nonresonant events (see Sec. IV D) uses events with 30 < χ 2 p < 60, the mass spectra obtained with this requirement must also be fit. The numbers of J/ψ and nonresonant events are found to be 40 ± 8 and 19 ± 7. The ratio of J/ψ events with 30 < χ 2 ) of 10%. The corresponding detection efficiency values are estimated from MC simulation. The event generator uses experimental information to describe the the angular distribution of protons in J/ψ and ψ(2S) decay to pp. Specifically, each distribution is described by the dependence 1+a cos 2 θ p , with a = 0.672±0.034 for J/ψ decay [40, 41] and a = 0.72 ± 0.13 for ψ(2S) decay [42, 43] . The model error in the detection efficiency due to the uncertainty of a is negligible. The efficiencies are found to be ε MC = 0.174±0.001 for J/ψ and ε M C = 0.172±0.001 for ψ(2S). The fractional correction for the data-MC simulation differences discussed in Sec. VI is −(3.6 ± 2.2)%.
The cross section for e + e − → ψγ → ppγ for 20
• is calculated as σ(20
yielding ( 
The systematic errors include the uncertainties on the detection efficiencies, the integrated luminosity, and the radiative corrections. Using the nominal values for the electronic widths [39] , we obtain the branching fractions .
IX. SUMMARY
The process e + e − → ppγ has been studied for pp invariant masses up to 4.5 GeV/c 2 . From the measured pp mass spectrum we extract the e + e − → pp cross section and the proton effective form factor. The form factor has a complex mass dependence. The near-threshold enhancement of the form factor observed in the PS170 experiment [11] is confirmed in this study. There are also three mass regions, near 2.2 GeV/c 2 , 2.55 GeV/c 2 , and 3 GeV/c 2 , that exhibit steep decreases in the form factor and cross section.
By analysing the proton angular distributions we measure the mass dependence of the ratio |G E /G M | for M pp from threshold to 3 GeV/c 2 . For masses up to 2.1 GeV/c 2 , this ratio is found to be significantly greater than unity, in disagreement with the PS170 measurement [11] . The asymmetry in the proton angular distribution is found to be A cos θp = −0.025 ± 0.014 ± 0.003
