Abstract. Due to the lack of object semantic information, existing salient region detection models using visual stimulus cues and prior knowledge are diffcult to detect some complicated salient regions with heterogeneity, low contrast or large scale. We construct a semantic salient region detection network using the fully convolutional structure in this letter. After training effectively, the proposed network can effectively extract the semantic salient regions. Aiming to the defect of inaccurate boundary of the detected semantic salient regions, we further introduce the superpixel segmentation and color appearance model to generate the superpixel-level foreground probability. Finally, we propose a new optimization model to fuse the foreground and background probability information and semantic information to derive more accurate salient region map. The experiments comparing with 11 state-of-the-art models demonstrate the effectiveness and robustness of the proposed model.
Introduction
Benefit from the visual attention mechanism, the human visual system can process 10 8~1 0 9 bits visual data every second [1] . A number of researchers have studied and imitated this mechanism to improve the effectiveness and efficiency of computer vision tasks. The visual attention computational models can be categorized as the fixation prediction and salient region detection. The first approach computes how much attention a pixel in an image attracts. The second approach aims to extract the salient object regions in an image. We will focus on salient region detection.
Most of existing salient region detection models [2] [3] [4] [5] utilized visual stimulus cues and prior knowledge to measure saliency. Cheng et al. [2] measured saliency by color rarity. Perazzi et al. [3] proposed a compactness prior to measure the saliency, since the spatially compact object was more salient than spatially widely distributed object. Many researchers [4] [5] regarded the superpixels on image boundaries as the background regions and measured saliency based on this prior.
These models [2] [3] [4] [5] [6] [7] had derived good performance on many saliency detection datasets. However, they were still difficult to detect some complicated salient regions, which often have such characteristics as heterogeneity, low contrast or large scale in the image. The human visual system can detect these complicated salient regions due to the existing of object semantic knowledge. But the extracting and integrating of semantic information in salient region detection remain to be a challenging problem. In this letter, we propose a novel salient region detection model using semantic and color information to improve the overall salient region detection performance and especially to enhance the applicability on complicated images. Our main contributions are twofold. First, we propose a semantic salient region detection network (SSRDN) using fully convolutional structure to extract semantic salient regions effectively. Second, we propose a novel saliency optimization model to integrate semantic information, foreground and background probability effectively.
Proposed Model
The overview of the proposed model is depicted in Figure 1 . First, we extract semantic salient region using the SSRDN. Second, the pixel-level foreground probability is computed based on the color appearance models, which are estimated based on the semantic salient region map. Then the superpixel segmentation is introduced to derive object boundary and to generate the superpixel-level foreground probability. Third, after optimizing the superpixel-level foreground probability, we integrate semantic salient region map, the foreground and background probability map by a novel optimization model to derive the final salient region map. 
Semantic Salient Region Detection Network
Previous salient region detection models were used to firstly segment the input image into superpixels or multiscale regions. It tended to produce the over segmentation of salient object region. Therefore, they were difficult to extract the whole semantic object regions. Inspired by fully convolution semantic segmentation network (FCSSN) [8] , we construct a semantic salient region detection network using fully convolutional structure. It takes the whole raw image as the network input and the whole salient region map as the network output. After training effectively, the network is able to extract semantic salient region as a whole.
We transfer deep classification networks VGG [9] into fully convolutional networks to adapt salient region detection. The proposed SSRDN are shown in Fig.2 . First, the fully connected layer 7-1 in VGG network is transferred into convolution layer 7-2 in the proposed network. The connected size in this layer is related to the number of processing categories. The considered categories in our network are salient and non-salient regions. Therefore, the size of the convolution kernel is set to 1×1×2. Second, the softmax layer is replaced by a deconvolution layer with 64×64×2 in our network. The 7-2 convolution layer will output the category probability map. The deconvolution layer will upsample the small category probability map to derive the category probability map with the same size as the input image and further generate the semantic salient map.
The raw images and corresponding salient region groundtruth maps are used to train the proposed network. Given the training image set   1
and the corresponding groundtruth maps
, the proposed network is trained by minimizing a unified softmax loss function (1) between the segmentation result and the groundtruth label. Figure 2 . Architectures of the proposed semantic salient region detection network and VGG network.
where W and H denote the width and height of input image i; N denotes the number of the training images; 1{} denotes the indicator function;
  whj i P X  denotes the probability of assigning label j of pixel (w,h) with parameters settings θ; θ denotes all the parameters involved network.
We train the proposed network using stochastic gradient descent with a batch size of 20, weight decay rate of 0.0005 and momentum of 0.9. The learning rate is set to 0.001. The training process is repeated for 50 epochs.
The training, validating and testing data will be described in details in the subsection 2.3. We compare the semantic salient region map of our network with the semantic region map of FCSSN in Fig.3 . As is shown in Figure 3 (c) and (d), our network can extract semantic salient region more accurately. The quantitative comparison will be given in the subsection 2.3 
The Semantic Salient Region Map Optimization
As is shown in Fig. 3(d) , the semantic salient region map derived by our network labels semantic salient region as a whole. However, it has the shortcoming that salient object boundary are inaccurate. Therefore, by introducing superpixel segmentation, we build the color appearance model of foreground and background based on semantic salient region map to derive the foreground probability map with well-defined object boundary. Lastly, we use a novel optimization model to generate the final salient region map.
The Foreground Probability Estimation and Optimization Based on Color Appearance Models. Although semantic salient region has inaccurate object boundary, it contains useful color information of salient region. Therefore, we build the color appearance model of foreground and background based on semantic salient region map to estimate foreground probability.
We use color histograms to build the appearance model. Concretely, pixels with semantic salient labels 1 and 0 correspond to the samples, which are used for building the foreground and background appearance model, respectively. The foreground histogram Hf and background histogram Hb are computed in the RGB color space respectively. Each color channel is uniformly quantized into 10 bins, and there is a total of 10 3 bins. The histogram bin index of RGB color value at pixel x is denoted as b(x). Then the pixel-level foreground probability is estimated by formula (2) [11] .
As is shown in Fig. 3(e) , the pixel-level foreground probability map labels the salient regions more accurately, while it contains inaccurate object boundaries and a lot of background saliency noise. Therefore, the SLIC (Simple Linear Iterative Cluster) algorithm [12] is introduced to derive accurate object boundaries. The SLIC algorithm segment image into several superpixels with well-defined object boundaries. Then the superpixel-level foreground probability is computed by formula (3).
where N denotes the number of pixels in superpixel spi. As is shown in Fig. 3(f) , the superpixel-level foreground probability map contains more accurate object boundary and suppresses saliency noise more effectively. In order to further smooth the salient region map and suppress background region, the Graph-cut model [13] is introduced. We construct a graph over all superpixels: a superpixel corresponds to a node and an edge between two nodes corresponds to the cost of a cut. The joint label assignment L represents a segmentation of an image. An energy function to label L of all superpixels in a graph is defined in formula (4):
where s(li) denotes how likely a superpixel spi belongs to foreground or background and it is computed by formula (5); W(li,lj) denotes the similarity between two adjacent superpixel spi and spj and it is computed by formula (6), where σc is set to 10 as in [14] . dlab(i,j) is defined in formula (7), where lab(i) denotes the mean color of all pixel in superpixel spi in Lab color space.
The energy function encourages to assign label 1 to the superpixel with a larger foreground probability and assign the same label to neighboring pixels with similar colors. Lastly, we use max-flow algorithm [15] to minimize energy function and derive the foreground labels of all superpixels. The optimized foreground probability is computed using formula (8) , where label(i) is the label of superpixel spi and N{} is the normalization function. Fig.3(g) , the foreground probability optimization effectively suppresses background region and highlights the salient region.
The Saliency Information Fusion. In order to derive more accurate salient region map, we propose a novel optimization model to fuse the semantic saliency information, foreground and background probability information. The object function of the proposed optimization model is defined in formula (9). 
where N denotes the number of the superpixels; s* denotes the final saliency values. The objective function has four constraints. The first background term encourages a superpixel with a larger background probability bg i  to get a smaller saliency value. The second foreground term encourages a superpixel with a larger foreground probability fg i  to get a larger saliency value. The third term is the spatial smoothness constraint. It encourages two adjacent superpixels to get smoother saliency values. ωij denotes the adjacent superpixels similarity and controls the smooth extent of saliency value. ωij is computed using formula (6) . The fourth term is the semantic constraint. Our model firstly selects several superpixels as the reliable foreground and background superpixels based on the semantic salient values. Then the semantic constraint encourages selected superpixels to get a saliency value closely and smoothly to the corresponding semantic label. li is defined in formula (10), where psesm denotes the semantic saliency value of the pixel m included in superpixel i and sesi denotes the semantic saliency value of the superpixel i. σf and σb denote the threshes of selecting reliable foreground and background superpixels, respectively. According to the experiments, we set σf =0.8 and σb=0.2 because of the best performance in this settings. Ti denotes the indicator value of selecting foreground and background superpixels, which is defined in formula (11). 
The proposed optimization model is able to be solved by low computation complexity least-square optimization. The solution of optimization model is given in formula (12): (12), W=[ωij]N×N denotes the color similarity matrix. D=diag{dij,…dNN} is a diagonal matrix and dii is the sum of the i-th column vector of the matrix W. B=diag{bii,…bNN} is a diagonal matrix and bii=1-Pof(spi) denotes the background probability of superpixel i. F=diag{f11,f22,…,fNN}N×N is a diagonal matrix and fii=Pof(spi) denotes the foreground probability of superpixel i. T=diag{T11,T22,…,TNN}N×N is a diagonal matrix and tii=Ti denotes the selection indicator value of superpixel i. v= [1,1,...,1] T denotes a vector with dimensionality N. l= [l1,l2…,ln] N denotes a vector and ln is defined the same as formula (10) .
Experiments
We evaluate the performance of the proposed model over four benchmark datasets: MSRA-B [15] , HKU-IS [16] , COSEG [17] and SOD [18] . The MSRA-B, HKU-IS, COSEG and SOD contain 5000, 4447, 999 and 300 images with pixel-level groundtruth map respectively. The MSRA-B is relatively easy. While the three other datasets are very challenging because they contain many complicated images. We use 3 standard criteria for quantitative evaluation, including the precision-recall (PR) curve [19] , the F-measure [19] by setting its coefficient β 2 to 0.3 and Mean Absolute Error (MAE) [19] .
The proposed SSRDN need many training and validating images. We randomly select 2500 images from MSRA-B, 2500 images from HKU-IS as training images. Then we randomly select 500 images from MSRA-B, 500 images from HKU-IS as validating image. The remaining are testing images. We compare with 11 state-of-the art models qualitatively and quantitatively, including GCS [2] , FCS [3] , GLCS [4] , MAPS [5] , DRF [6] , BLS [7] , GPD [20] , LPS [21] , RRWR [22] , RBD [23] , HDCT [24] . Figure 4 shows the salient region maps of some example images with complicated salient region. The first image includes complicated salient region which has very low contrast with background. It is obvious that our model highlights the salient region and represses background region more effectively. Both second and third images contain the salient region with color heterogeneity. Our model highlights the salient region more completely and represses background region more effectively. The fourth image contains the salient region with large scale in image. Our model highlights the salient region more completely and smoothly. Overall, due to the effective extraction and fusion of semantic and color information, our model is able to tackle complicated images more effectively. Figure 5 and Table 2 shows the PR curve, F-measure and MAE comparison results respectively in four datasets. In PR curve comparison experiment, our model significantly outperforms other models, especially in three complicated datasets HKU-IS, COSEG and SOD. In F-measure and MAE comparison experiment, we use the adaptive threshold [25] for the binaryzation of the salient region map. Our model still significantly outperforms other models. Therefore, our model improves the overall performance of salient region detection especially in complicated images Figure 5 . The PR curve comparison. 
Conclusion
We transfer deep classification networks into semantic salient region detection to effectively extract semantic salient region in image. Based on the color information in semantic salient region, we compute the superpixel-level foreground probability. Lastly, we propose a novel optimization model to fuse the semantic, foreground and background probability information to generate the final salient region map. Experimental results demonstrate the effectiveness and the robustness of our model.
