The Fay-Herriot model is a standard model for direct survey estimators in which the true quantity of interest, the superpopulation mean, is latent and its estimation is improved through the use of auxiliary covariates. In the context of small area estimation, these estimates can be further improved by borrowing strength across spatial region or by considering multiple outcomes simultaneously. We provide here two formulations to perform small area estimation with Fay-Herriot models that include both multivariate outcomes and latent spatial dependence. We consider two model formulations, one in which the outcome-by-space dependence structure is separable and one that accounts for the cross dependence through the use of a generalized multivariate conditional autoregressive (GMCAR) structure. The GMCAR model is shown in a state-level example to produce smaller mean square prediction errors, relative to equivalent census variables, than the separable model and the state-ofthe-art multivariate model with unstructured dependence between outcomes and no spatial dependence. In addition, both the GMCAR and the separable models give smaller mean squared prediction error than the state-of-the-art model when conducting small area estimation on county level data from the American Community Survey.
Introduction
It is often desirable to obtain estimates of population parameters in small spatial areas that are not sampled or are under-sampled in surveys. In such cases, small area estimation (SAE) is facilitated by the introduction of covariates that inform the population parameters and thus reduce estimation variance. In its basic form, the Fay-Herriot (FH) model (Fay and Herriot, 1979) is a two-level hierarchical model in which the direct survey estimates are conditioned on a latent population parameter of interest (or survey "superpopulation mean") and a survey variance, and the latent parameter is "regressed" on relevant covariates. Specifically, the FH model can be expressed as
where Y i denotes a design-unbiased estimate of θ i , the parameter of interest at location i = 1, . . . , n. In general, the error term ǫ i in (1) is assumed to be independent, normally distributed with mean zero and variance σ 2 i , with σ 2 i representing the sampling variance at location i. This survey variance is often assumed known (provided by the official statistical agency) and the normality assumption may be relaxed (e.g., You and Rao, 2002) . In the second model stage (2), auxiliary information, through the covariates x i , can be utilized to provide reduction of the total mean squared error (MSE). The term u i denotes a spatially indexed random effect and, in the traditional model, is assumed to follow an independent normal distribution with unknown variance σ 2 u . Importantly, by modeling θ i through equation (2), the model effectively uses the auxiliary covariate information at location i to draw strength across locations. Such synthetic estimators make use of this auxiliary information in order to reduce the variance of the estimate of the small area parameter of interest, θ i , but at the expense of a potential introduction of bias (Rao, 2003) -the usual variance/bias tradeoff that is common in statistical inference.
In addition to using covariates to facilitate SAE in the classic FH model, one can also borrow strength across the small areas themselves, making use of the spatial dependence to improve estimates as is commonly done in spatial statistics (e.g., see Cressie, 1993; Cressie and Wikle, 2011) . That is, one considers spatial dependence in {u i }, which correspond to geographical areas. The use of spatial dependence structures in SAE is not new, with models utilizing conditional autoregressive (CAR) spatial structure that is prevalent in the disease mapping literature (e.g., Leroux et al., 1999; MacNab, 2003) , which builds upon the classic work of Clayton and Kaldor (1987) , Cressie and Chan (1989) , Mollie and Richardson (1991) , Clayton and Bernardinelli (1992) , among others. An overview of the theory and application of CAR models can be found in Rue and Held (2005) . Such models have also been used in the FH context, with spatial structures given by CAR, intrinsic CAR (ICAR) and simultaneous autoregressive (SAR) models (e.g., Cressie, 1990; Pratesi and Salvati, 2008; Gomez-Rubio et al., 2010; You and Zhou, 2011) . The majority of spatial FH models in the literature that utilize the CAR or ICAR structure consider are univariate.
In principle, one can also improve SAE by making use of other survey outcomes that are related to the primary outcome of interest. Indeed, such multivariate FH models have been developed to account for correlation between the survey estimates of several parameters (Fay, 1987) . Typically, one can attempt to account for the multivariate dependence either through the sampling error term (i.e., {ǫ i } in (1)) or through the latent error term (i.e., {u i } in (2)). Most of the multivariate models in the literature have been concerned with modeling within-location dependence in the sampling errors (e.g., Fay, 1987; Huang and Bell, 2004; González-Manteiga et al., 2008; Fabrizi et al., 2011) . In some cases, this sampling error dependence is assumed known a priori (e.g., Fay, 1987; Huang and Bell, 2004; González-Manteiga et al., 2008) but this can be estimated in a hierarchical Bayesian framework with priors (e.g., inverse Wishart (IW) priors) on the within-location sampling dependence. More generally, Datta et al. (1998) and Kubokawa and Nagashima (2011) consider the possibility of dependence at both the sampling and latent error levels. However, these formulations tend to over-generalize the modeling of the dependence in the latent structure, so that explicit spatial dependence is difficult to estimate due to potential confounding with the dependence in the sampling errors. Finally, Torabi (2011) considers a univariate outcome that varies with space and time. That is, the model includes a separable spatiotemporal dependence structure with a univariate CAR model on the spatial locations along with temporal dependence that is then necessarily assumed to be the same for all spatial locations.
Given that spatial dependence and multivariate dependence have been shown to improve estimation in FH SAE implementations, it follows that allowing for multivariate spatially dependent error structures in this framework could borrow strength across responses and through residual spatial dependence, thus providing improved estimators in the sense of reduction in MSE. Further, because the FH model utilizes data on an irregular lattice, a sensible way of constructing dependence within the latent random effects for the multivariate FH model would be to extend the CAR structure that is sometimes used in the univariate FH model to the multivariate case.
The first multivariate CAR model was due to Mardia (1988) , but this model is very general and can be difficult to implement in practice. Other useful models followed, including Kim et al. (2001) , Gelfand and Vounatsou (2003) , Jin et al. (2005) , and Sain et al. (2011) .
We propose two ways of handling the extension of the CAR structure to the multivariate FH model. In the first, we consider a simple separable covariance structure that uses a single CAR model and builds multivariate dependence though a Kronecker product with an unstructured within-area covariance matrix (that is assumed to have an inverse Wishart (IW) prior in a Bayesian implementation). In the second, we use a fully multivariate CAR structure. We note that the model of Sain et al. (2011) is nonseparable. However, the restrictive parameterization of the variances in this model makes it undesirable for the current application. Instead, we consider the GMCAR model of Jin et al. (2005) We begin in Section 2 with a discussion of the proposed multivariate spatial FH methodology. We provide two simulated examples in Section 3. Then, to compare to a situation in which we have census values, and consider these values as "truth," we provide a state level analysis. Although this is not strictly dealing with "small areas," it does illustrate the methodology in a situation where we actually have a proxy for the truth and at a level of geography of great interest by practitioners. This is followed in Section 5 by a county-level SAE application. We conclude with a brief discussion in Section 6.
Multivariate Spatial Fay-Herriot Models
Before defining the multivariate spatial FH models, we introduce here notation for spatial CAR models as used in the spatial statistics literature. Specifically, the aforementioned CAR models are defined by a set of full conditional distributions, as developed in Besag (1974) (see also Rue and Held, 2005 , for a recent overview):
where Gau(a, b) denotes a Gaussian random process that follows a normal distribution with mean a and variance b, as is common in spatial statistics. Further, the notation i ∼ j
indicates that locations i and j are neighbors (typically, that they share a border), ρ is a spatial dependency parameter, and w ij is an adjacency weight. For our purposes, we set w ij = 1/w i+ if locations i and j are neighbors and 0 otherwise, where w i+ is the sum of the neighbors of location i. When this parameterization is utilized, τ 2 i is defined as τ 2 /w i+ , which guarantees the self-consistency of u ≡ (u 1 , . . . , u n ) ′ , and ensures that a symmetric, nonnegative definite precision matrix results from the conditional specification. The spatial dependency parameter ρ has support on (-1,1) in order to guarantee that the precision matrix is positive definite, resulting in a proper joint distribution of the form
where we define W to be a matrix with element (i, j) taking the value 1 if locations i and j are neighbors and 0 otherwise, and D to be a diagonal matrix with element (i, i) being w i+ .
Multivariate FH Models
The univariate FH model is extended to the multivariate case by assuming Y ij is a direct survey estimator for the jth outcome (j = 1, . . . , m) at location i = 1, . . . , n. Then, a natural multivariate extension of (1) and (2) is given by
where the parameters are defined as above, but are now indexed by the outcome, j. Recall that the structure of the FH model in (1) typically assumes a known sampling variance σ 2 i at location i. Generalizing to the multivariate case, we could analogously assume a known sampling variance-covariance matrix cov(ǫ i ) ≡ Σ i for location i, where
It is typically assumed that there is independence in the sampling errors between locations, and so ǫ ≡ (ǫ
As mentioned in Section 1, one could add dependence between locations in the sampling errors so that this covariance structure would not be block diagonal, but information surrounding the dependence in sampling errors between regions is typically not available. For this reason, we prefer to model such dependence in the latent error structure.
Analogous to the sampling errors, we define the latent error variance-covariance matrix
In this case, we do not necessarily assume independence between spatial areas, and so we seek to model the joint (m × n)-
′ , which we denote Σ u . For realistic sizes of m and n, we will be unable to estimate an unstructured Σ u and thus, must find reasonable parameterizations. Datta et al. (1998) consider a useful, but fairly simple, structure given by Σ u = I n ⊗ Σ IW , where ⊗ denotes a Kronecker product and Σ IW is an m-dimensional unstructured covariance matrix between outcomes that is given an inverse-Wishart (IW) prior in their Bayesian implementation. We consider this to be the "state-of-the-art" latent dependence structure for multivariate FH models and refer to it as the "IW-FH" model.
Most multivariate FH models developed subsequent to Datta et al. (1998) use a similar structure, accounting for within location correlation, but ignoring an explicit formulation for spatial structure that may be present in the latent spatially-referenced vector, u. We propose to model the latent spatial structure in u explicitly, in order to achieve a reduction in MSE for small area estimates. We describe two such structures below.
Separable Multivariate Spatial FH Model
The simplest potentially realistic dependence structure in multivariate spatial models is a separable model that is a fairly simple extension of the IW-FH model described above. In the FH context of interest here, this implies considering a common spatial dependence structure that is appropriate for all outcomes, but where such outcomes share a common dependence within each spatial region. That is, we consider
where Σ s denotes an n-dimensional spatial covariance matrix and Σ o denotes an mdimensional outcome covariance matrix. We refer to this as the "Separable-FH" model.
Even in this simplified separable framework, there are typically too many parameters to estimate an unstructured form for Σ s , but for most applications, m is fairly small and so it may be possible to estimate an unstructured Σ o . We thus propose a fairly simple, but potentially useful, structure in which Σ s is parameterized by the aforementioned CAR spatial dependence structure and Σ o is given an IW prior (in a Bayesian implementation). In this case, the latent random effects vector has distribution
where Σ IW is given an IW prior and we would also assign a prior to ρ (see below). Note, the parameter τ 2 is not included in the CAR structure in this model due to identifiability issues.
That is, because each element of Σ IW is estimated, τ 2 becomes a multiplicative constant in the covariance matrix, and thus, it cannot be uniquely estimated. In the case where all the off-diagonal elements of Σ IW are zero, the model reverts to the case of independent CAR models that share a common spatial dependence parameter.
Despite the seemingly limited nature of such a separable model, this model is actually quite flexible. The IW structure allows a different conditional variance to be used for the spatial structure of each outcome, but this structure assumes that all areas have a common spatial dependency parameter, ρ. This assumption would be reasonable if one had survey outcomes that are demographically related, but may not be realistic when the outcome measures are quite different. In the ICAR framework, ρ is fixed at a value of 1, and in that case, there is no limitation in this aspect of the specification. Perhaps the primary advantage of this separable formulation is that the model scales up to m > 2 quite naturally by increasing the dimensionailty of Σ IW without increasing the number of parameters in the spatial dependence covariance matrix.
The GMCAR-FH Model
Although the separable model described in Section 2.2 can be quite useful, there may be situations for which sampling outcomes have a more complex multivariate spatial structure.
In particular, we may require that the spatial structure be different for different outcomes, and that there should be more complicated cross-dependence between spatial location and outcome variable. This more complicated structure can be accommodated fairly easily in the latent effects structure. As summarized in Cressie and Wikle (2011) , there are several approaches to modeling multivariate spatial structure, but the one that has gained the most favor in recent years is the conditional approach first detailed in a hierarchical framework by Royle and Berliner (1999) . The GMCAR of Jin et al. (2005) extends this concept of conditioning to the CAR model framework.
To reduce the notational complexity, we present the GMCAR formulation in terms of the bivariate spatial processes u 1 and u 2 , as defined previously, and assume that
and
where the matrix A is parameterized in terms of two parameters, η 0 and η 1 , such that
Thus, the conditional distribution of u 1 given u 2 is a CAR structure with mean given by Au 2 , and the marginal distribution of u 2 is also a CAR model, but with zero mean. Both of these distributions have unique spatial dependence parameters given by ρ 1 and ρ 2 . One can easily show that the joint distribution of u = (u
′ then follows a multivariate Gaussian process with mean 0 and covariance matrix
The advantage of this conditional approach to multivariate spatial modeling is that one is guaranteed a valid joint covariance structure so long as the conditional and marginal models are valid. In this case, they are valid given that the CAR models are formulated as stated in the introduction of Section 2. We refer to this model as the "GMCAR-FH" model.
It is important to note that the GMCAR formulation directly incorporates two sources of correlation into the latent spatial effects. First, there is the direct consideration of the spatial structure in the lattice for each of u 1 and u 2 due to the CAR models. Second, the model allows correlation between the spatial random effects for each outcome through the A matrix. Specifically, the parameter η 0 allows for cross-correlation between the latent effects within the same areal unit, and η 1 allows for cross-correlation depending on the adjacent areas.
We note that the GMCAR structure contains many multivariate CAR models as special cases, including the models of Kim et al. (2001) , Gelfand and Vounatsou (2003) , and two independent CAR models, as outlined in Jin et al. (2005) . In particular, with η 0 = η 1 = 0, the model reverts to the independent CAR model case. This is often a case worth considering for the FH model, and it is ideal to have the flexibility for this specification, depending on the estimates one obtains from η 0 and η 1 (which, clearly would be near zero if the independent CAR models were more appropriate). Finally, although the description of the GMCAR model presented here considers only two processes, it is possible to extend the model to m > 2 with added notational and computational overhead.
Simulated Examples
To gain insight into the GMCAR-FH and Separable-FH model performance relative to the IW-FH model, we consider two simulated examples. Both simulations are designed from the perspective of the data analysis provided in Section 5.
Simulated Example One
In order to assess model performance at small geographies where the true underlying values are known, we provide a simulated example using the Missouri county lattice structure (see Figure 2 ). We consider a bivariate outcome, generated from a GMCAR-FH structure, where the survey variances are the same as those from the data analysis in Section 5. We utilize median household income (divided by 1000) as reported by the ACS as auxiliary information for both outcomes.
The bivariate outcome is generated according to the GMCAR-FH model of Section 5, with all parameters used for generating data set to the median values of the GMCAR-FH posterior distributions in that analysis. Total survey variances, assumed known, are also set to be equivalent to those in the data analysis of Section 5. Of particular interest in this analysis are the values of η 0 and η 1 , which determine the cross-correlation structure. For the simulated data generation, η 0 is set to 0.26, and η 1 is set to -0.04. This results in a strong within-unit correlation and a relatively weak non-separable structure.
Model 1 uses an IW prior (see Section 1). All the priors selected were deliberately chosen to be vague and, thus, impart little impact on our analysis. These priors are vague enough to be suitable across a wide range of analyses, and are used for all analyses presented here.
We recommend Unif(0, 1) priors on the spatial parameters rather than Unif(−1, 1) priors due to the work of Wall (2004), which demonstrates that CAR models possess a variety of undesirable properties for spatial datasets with negative spatial autocorrelation. The specific prior utilized is IW(I 2 , 2), which is a vague independence prior. Model 2 is the proposed Separable-FH model, where we assume an IW(I 2 , 2) prior or Σ IW and a Unif(0, 1) prior for ρ.
Model 3 is the proposed GMCAR-FH prior, where we place relatively vague Unif(0.001, 100) priors on τ 1 and τ 2 , Unif(0, 1) priors on ρ 1 and ρ 2 , and N(0, 10 2 ) priors on η 0 and η 1 .
Model comparisons are then based on posterior MSE, specifically in terms of θ 1 and θ 2 .
These results are summarized in 
Simulated Example Two
In this simulated example, we utilize the exact same data generation structure as in the first simulated example, but we increase the cross correlation parameter η 1 to 0.21 in order to investigate the effects of strong cross correlation on our model. All three models were run on this new simulated data with the same prior specifications as the previous simulation. Table 2 : The posterior MSEs for θ 1 and θ 2 for the IW-FH, GMCAR-FH and Separable-FH models for the Missouri county lattice simulated data described in Section 3.2. Note MSE1 corresponds to outcome one and MSE2 corresponds to outcome two.
The results from this simulation, summarized in Table 2 , clearly demonstrate an improvement in terms of MSE of the Separable-FH and GMCAR-FH models over the IW-FH model, with the GMCAR-FH providing lower MSE for the estimates of both outcomes. The GMCAR-FH and Separable-FH models both outperform the IW-FH model in 70% of locations in terms of MSE for both outcomes. The GMCAR-FH model additionally outperforms the Separable-FH model in 59% of locations in terms of MSE for outcome one and 48% of locations for outcome two. However, as is clear from Table 2 , it performs better in terms of overall MSE.
Example: State Level Estimation for Validation
We consider the model on U.S. state-level data for which decennial census data are available. We work at the state level as these data typically exhibit spatial dependence and provide a way to test various multivariate FH models relative to a "known" quantity (e.g., census data). In particular, we predict the percentage of vacant residences and the percent of renter- for the same question differ in terms of residency rules (i.e., see www.census.gov). However, we do not expect that the variables of interest here will be greatly affected by these residency rule differences and so we consider the census value as "true" when analyzing the MSE of the IW-FH, Separable-FH, and GMCAR-FH models. Areas with increased numbers of vacant locations are thought to be associated with economic recessions, as are areas with large percentages of renter occupied units. Thus, we consider median household income as an auxiliary variable for both response outcomes.
In order to satisfy the normality constraint of the models considered here, the percentage of vacant properties is transformed by multiplying by 100 and then applying a log trans-form. Due to the requirement in these models that the sampling errors, ǫ i , follow a normal distribution, we use the Delta method and ACS-reported margins of error (MOEs) to obtain the survey variance of the transformed variables. We assume the errors are uncorrelated at the survey level when conditioned on the latent process as described previously.
Exploratory data analysis, in the form of linear regression, demonstrates that the auxiliary information is positively associated with the respective outcomes (p-value < 0.05).
Further, the residuals have latent spatial structure based on a Moran's I test with a first order weight matrix ( p-value < 0.01 for both regressions). The residuals are strongly correlated (a test that the population correlation coefficient is non-zero yielded a p-value = 0.07), which suggests that these are data that many researchers would find suitable for the IW-FH model. However, it is also the case that the spatial pattern in the residuals is strong, and thus, should be accounted for when modeling these data.
We perform a leave-one-out experiment where each of the 49 locations is left out of the model one at a time, and a Markov chain Monte Carlo (MCMC) algorithm is run for 15,000 iterations for each. We discard the first 1,000 iterations from each location as burn-in.
Convergence of the MCMC algorithm was assessed through visual inspection of the sample chains, with no evidence of nonconvergence detected.
The mean squared error (MSE) for both outcomes at each location is then computed assuming the 2010 decennial census values to be the truth; these results are shown in Table 4 .
In this example, the GMCAR-FH outperforms both Model 1 and Model 2, with the GMCAR- The actual proportions are computed using the relative MSE formula given by
, We consider the ACS variable median household income as auxiliary information for both outcomes.
The auxiliary information is apparently an important predictor of both outcomes based on an exploratory linear regression (p-value < 0.01). Further, Moran's I tests with a first order weight matrix demonstrate latent spatial structure in both sets of residuals (p-value < 0.01) and both sets of residuals are correlated based on a Pearson correlation test (p-value < 0.05).
Shapiro-Wilk tests did not reject the assumption of normality for both sets of residuals (p-value > 0.05). The three models considered in the county-level analysis were run with the same prior specifications, as given in Section 4.
We compare the three FH models in terms of a leave-one-out mean squared prediction error (MSPE) experiment, where we compare our model predictions to the observed value at the left-out location. Each model is run for 11,000 iterations, with the first 1,000 iterations discarded for burn-in. Convergence of the MCMC algorithm is assessed through visual inspection of the trace plots of the sample chains. No evidence of nonconvergence was detected. The results of the experiment can be found in Table 4 . Table 4 : The leave-one-out MSPEs for the county level example for the three FH models. MSPE1 is the average posterior MSPE for the transformed transformed percentage of families below the poverty level, and MSPE2 is the average posterior MSPE for the percentage of unemployed individuals in each county.
The Separable-FH model performs similarly to the GMCAR-FH model for this dataset.
As demonstrated in the simulated examples, this is due to the near-zero value of η 1 in this dataset (i.e., posterior median = −0.04) and similar distributions for ρ 1 and ρ 2 , which suggests that there is little nonseparable structure in this particular dataset. However, the results clearly demonstrate the importance of accounting for the multivariate spatial dependence in these data, with both models outperforming the the IW-FH for both outcomes. 
Discussion
In addition to MSE reduction via auxiliary covariate information, FH models can be improved by borrowing strength across spatial location as well as by the addition of multivariate relationships between outcomes. In this regard, we present two specifications for latent dependence that can be utilized to effectively incorporate the explicit CAR spatial structure within a multivariate FH framework. We have demonstrated that the proposed GMCAR-FH model shows a substantial reduction in MSE when compared to equivalent decennial census values at the state level. In addition, for county-level SAE, we demonstrate that both the proposed GMCAR-FH and Separable-FH models show substantial reduction in MSPE over a baseline IW-FH model. Exploratory analysis for both datasets suggested that there was correlation between both sets of residuals, which suggests that the IW-FH methodology would not be unreasonable. However, in both cases where there was additional spatial structure in the residuals, and thus, it is reasonable that our multivariate CAR structure provides improvement in estimation.
It is important to note that although the GMCAR-FH model is sometimes preferable to the Separable-FH model and the IW-FH model, it comes with increased overhead as the number of outcomes increase beyond two. In that case, the Separable-FH model provides a more computationally convenient alternative, and the simulation results presented here suggest that it its performance with regards to MSE is typically better than the standard IW-FH model.
Because it is common that the ACS and other surveys exhibit outcomes are that spatially correlated, and it is unlikely that one will have access to all of the necessary auxiliary information to capture all of the underlying spatial structure in the residuals of the FH regressions. As such, this work provides two important classes of models for SAE in the context of federal surveys. The work extends the current thrust of explicitly accounting for spatial correlation in the FH structure to the multivariate case, which can assist in the estimation of multivariate outcomes. Future work will consider realistic spatio-temporal structures for latent effects in both the univariate and multivariate settings. 
