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The presence of outliers and multicollinearity are inevitable in real data sets and 
they have an unduly effect on the parameter estimation of multiple linear 
regression models. It is now evident that outliers in the X-direction or high 
leverage points are another source of multicollinearity. These leverage points may 
induce or hide near-linear dependency of explanatory variables in a data set. We 
call these leverages, high leverage collinearity-influential observations either 
enhancing or reducing multicollinearity. By proposing High Leverage 
Collinearity-Influential Measure, denoted as HLCIM, we study several criteria 
such as sample size and magnitude, percentage, and position of high leverage 
iii 
 
points which cause these leverages to change the multicollinearity pattern of 
collinear and non-collinear data sets.  
 
The Ordinary Least Squares (OLS) estimates are heavily influenced by the 
presence of high leverage collinearity-influential observations. To rectify this 
problem, two new groups of robust regression methods are proposed. The 
Diagnostic Robust Generalized Potentials (DRGP) based on Minimum Volume 
Ellipsoid (MVE) is incorporated with different types of robust methods such as 
L1, LTS, M, and MM in the establishment of the first proposed group of robust 
methods. The new proposed methods are called GM-DRGP-L1, GM-DRGP-LTS 
(or Modified GM-estimator1(MGM1)), M-DRGP, MM-DRGP, and DRGP-MM. 
The second group of the proposed robust methods is formulated by modifying the 
existing Generalized M-estimator which is called as GM6. Two new GM-
estimators which we call the Modified GM-estimator 2 and the Modified GM-
estimator 3, denoted as MGM2 and MGM3, respectively are developed. Some 
indicators are employed to assess the performance of several existing robust 
methods and the new proposed methods. The results for real data set and Monte 
Carlo simulation study reveal that our proposed MGM3 outperforms the OLS and 
some of the existing robust methods. 
 
The classical multicollinearity diagnostic methods may not be suitable to diagnose 
correctly the existence of multicollinearity in the presence high leverage 
collinearity-influential observations. To remedy this problem, two different 
approaches are proposed in the establishment of robust multicollinearity 
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diagnostic methods. In the first approach, we propose robust variance inflation 
factors, namely the RVIF(MM) and the RVIF(MGM3). The later is based on the 
proposed robust coefficient determination of MGM3. In the second approach, the 
diagnostic robust methods are proposed, specifically the Robust Condition 
Number (RCN), Robust Variance Inflation Factors (RVIF) and Robust Variance 
Decomposition Properties (RVDP) which are based on Minimum Covariance 
Determinant (MCD). The findings of this study suggest that the developed robust 
multicollnearity diagnostic methods are able to identify the source of 
multicollinearity in non-collinear data sets in the presence of high leverage 
collinearity-enhancing observations. On the other hand, for collinear data sets, in 
the presence of high leverage collinearity-reducing observations, the developed 
robust multicollinearity diagnostic methods are able to diagnose the 
multicollinearity pattern of the data set, correctly. 
 
This thesis also addresses the problems of identifying multiple high leverage 
collinearity- influential observations in a data set. Since, the existing collinearity-
influential measures fail to identify multiple collinearity-influential observations 
in a data set, a new High Leverage Collinearity-Influential Measure based on 
DRGP, denoted as HLCIM(DRGP) is proposed. The results of the study signify 
that this new diagnostic measure surpasses the existing measures. Furthermore, 
some non-parametric cutoff points for the proposed and some existing 




High leverage points may be considered as good or bad leverage point which 
depend on their residuals values. Unfortunately, researchers do not consider good 
leverage points to be problematic. However, these points may be collinearity-
influential observations and need more attention. Regression diagnostic plots are 
one of the easiest and efficient tools for virtualizing the influential observations in 
a data set. Unfortunately, there is no existing plot in the literatures that identifies 
high leverage collinearity-influential observations. Finally, in this regard, we 
proposed three diagnostic plots specifically the SR(LMS)-DRGP, the DRGP-
HLCIM, and the SR(LMS)-HLCIM. These new proposed diagnostic plots serve 
as powerful tools in separating outliers in the y-direction and the X-direction and 
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Kehadiran titik terpencil dan multikolinearan di dalam suatu set data tidak boleh 
dielakkan dan mempunyai kesan buruk ke atas penganggaran parameter bagi 
model linear regresi berganda.  Bukti terkini menunjukkan bahawa titik terpencil 
pada arah X  atau titik tuasan tinggi adalah satu lagi punca multikolinearan.  Titik 
tuasan ini mungkin menampakkan atau menyembunyikan kebersandaran linear 
hampir bagi pembolehubah tak bersandaran dalam suatu set data.  Kita namakan 
titik tuasan ini cerapan kolinearan berpengaruh sama ada menambah atau 
mengurang multikolinearan. Dengan mencadangkan Ukuran Tuasan Tinggi 
Kolinearan Berpengaruh, ditandakan sebagai HLCIM, kami mengkaji beberapa 
kriteria seperti saiz sampel dan magnitude, peratusan dan posisi titik tuasan tinggi 
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yang menyebabkan titik tuasan ini menukar corak multikolinearan bagi set data 
kolinear dan tak linear.  
 
Pengangagr Kuasadua Terkecil Biasa (OLS) banyak dipengaruhi oleh kehadiran 
cerapan tuasan tinggi berpengaruh kolinearan.  Untuk mengatasi masalah ini, dua 
kumpulan baharu kaedah regresi teguh, dicadangkan. Kaedah Teguh 
Berdiagnostik Potensi Teritlak (DRGP) berasaskan Isipadu Minimum Ellipsoid 
(MVE) digabungkan dengan beberapa kaedah teguh yang berbeza seperti L1, 
LTS, M, dan MM  bagi membangunkan kaedah teguh bagi kumpulan pertama 
yang dicadangkan.  Kaedah baharu yang disarankan ini dinamakan GM-DRGP-
L1, GM-DRGP-LTS (atau Pengubahsuaian penganggar1 GM (MGM1)), M-
DRGP, MM-DRGP, dan DRGP-MM.  Kumpulan kedua kaedah teguh yang 
dicadangkan diformulasikan dengan mengubahsuai penganggar GM6 yang sedia 
ada. Dua penganggar baharu GM yang kami bangunkan, dinamakan 
pengubahsuaian penganggar 2-GM dan pengubahsuaian penganggar 3-GM, 
masing-masing ditandakan dengan MGM2 dan MGM3.  Beberapa petunjuk 
diguna bagi menilai pencapaian beberapa kaedah teguh sedia ada dan kaedah 
baharu yang dicadangkan.  Keputusan dari set data sebenar dan kajian simulasi 
Monte Carlo menunjkkan bahawa kaedah MGM3 yang dibangunkan lebih baik 
daripada kaedah  OLS dan beberapa kaedah teguh yang sedia ada. 
 
Kaedah multikolinearan berdiagnostik klasik mungkin tidak sesuai untuk 
mengenalpasti dengan betul, kehadiran multikolinearan dan cerapan titik tuasan 
tinggi berpengaruh kolinearan.  Untuk mengatasi masalah ini, dua pendekatan 
viii 
 
yang berbeza dicadangkan bagi membangunkan kaedah multikolinearan 
berdiagnostik. Bagi pendekatan pertama, kami mencadangkan inflasi varians 
teguh yang dinamakan  RVIF(MM) dan RVIF(MGM3).  Kaedah yang 
terkemudian ini berasaskan pekali penetapan teguh MGM3. Bagi pendekatan 
kedua, kaedah teguh berdiagnostik berasaskan Penentu Kovarians Minimum 
(MCD) dicadangkan yang dinamakan Robust Condition Number (RCN), Robust 
Variance Inflation Factors (RVIF) dan Robust Variance Decomposition 
Properties (RVDP). Keputusan kajian menunjukkan bahawa kaedah 
multikolinearan teguh yang dibangunkan berupaya untuk menentukan punca 
multikolinearan bagi set data tak kolinear dengan kehadiran cerapan tuasan tinggi 
penambahan kolinearan. Manakala bagi set data kolinear, kaedah multikolinearan 
teguh berdiagnostik berjaya untuk menunjukkan corak multikolinearan pada set 
data dengan betul.  
 
Tesis ini juga menyebut masalah yang dihadapi untuk mengenalpasti cerapan 
dengan titik tuasan tinggi berganda berpengaruh kolinearan, di dalam suatu set 
data.  Olehkerana ukuran berpengaruh kolinearan yang sedia ada gagal untuk 
mengenalpasti cerapan berpengaruh kolinearan berganda, suatu ukuran baharu 
titik tuasan tinggi berpengaruh kolinearan berganda berasaskan DRGP 
dicadangkan, ditandakan dengan HLCIM(DRGP).  Keputusan kajian 
menunjukkan bahawa ukuran baharu berdiagnostik ini lebih baik daripada ukuran 
yang sedia ada.  Selain daripada itu, beberapa titik genting tak berparameter 




 Terdapat kemungkinan bahawa titik tuasan tinggi adalah titik tuasan baik atau 
buruk bergantung kepada nilai reja masing-masing. Malangnya, penyelidik tidak 
mengambil kira titik tuasan baik sebagai suatu masalah.  Bagaimanapun, titik 
sebegini mungkin cerapan berpengaruh kolinearan dan memerlukan perhatian 
yang lebih. Plot berdiagnostik regresi adalah salah satu alat yang mudah dan 
efisien bagi menunjukkan cerapan berpengaruh pada suatu set data. Malangnya, 
tidak terdapat plot yang sedia ada pada literatur bagi mengenalpasti cerapan 
tuasan tinggi berpengaruh kolinearan. Dalam hal ini akhir sekali, kami 
mencadangkan tiga plot berdiagnostik yang dinamakan SR(LMS)-DRGP, DRGP-
HLCIM, dan SR(LMS)-HLCIM. Plot baharu yang dicadangkan ini berperanan 
sebagai alat berkuasa untuk memisahkan titik terpencil dalam arah y dan arah X 
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