ABSTRACT Accurate state monitoring and the fault prediction model is very important for the smooth running of a reciprocating compressor. Vibration signal is a sensitive characteristic parameter for fault prediction of a reciprocating compressor. Thus, it is necessary to develop an accurate and stable vibration signal prediction model. However, it is difficult to predict using a simple model for its nonlinear and nonstationary characteristics. Aiming at the characteristics of the vibration signal, a hybrid prediction modeling strategy called ACLCD-PSOLSTM is proposed by combining autocorrelation local characteristicscale decomposition (ACLCD) and improved long short term memory (LSTM) neural network. To reduce the complexity of modeling, the original vibration signal is decomposed into many intrinsic scale components (ISCs) and a residue item by ACLCD. Then, each of the ISCs is predicted using the particle swarm optimization LSTM (PSOLSTM) model. And all the predicted results are accumulated as the final predicted result of the vibration signal, where the autocorrelation characteristics of the signal are considered to overcome the end effect of traditional LCD. For better performance of the LSTM prediction model, a multiobjective optimization model is established that balanced the prediction ability of the LSTM (RMSE) with the model complexity (hidden neurons and time lags). And the model is solved by the PSO algorithm. To validate the predicting capacity of the proposed hybrid ACLCD-PSOLSTM model, four different predicting models are implemented on the vibration signal series. The results of experiments show the superiority of the hybrid model over other models in improving the predictive performance.
I. INTRODUCTION
Reciprocating compressor is the core equipment in petrochemical production. Once the compressor breaks down, it will affect the whole production process, reduce production efficiency and even cause environmental pollution. Thus, accurate fault prediction is crucial to the smooth running of
The associate editor coordinating the review of this manuscript and approving it for publication was Bo Jin. the reciprocating compressor. Vibration signal is a sensitive characteristic parameter for fault prediction of reciprocating compressor [1] . Most of the faults, such as air valve damage, piston rod sinking, crosshead bolt loosening, connecting rod wear, are accompanied by abnormal vibration signal [2] , [3] . Therefore, accurate prediction of vibration signal is the basis of compressor fault prediction. However, due to the complexity of the production environment, the vibration signals often present nonlinear and nonstationary characteristics, which brings great difficulties to modeling. Therefore, it is still a challenge to establish an accurate vibration signal prediction model.
The vibration signal produced in the running process of compressor has the characteristics of time series. Time series prediction models can be divided into three categories: linear models, intelligent models and hybrid models. The linear model is a very widely used time series model because of its simple structure. The general linear time series model is composed of Auto-Regressive (AR) model, Moving Average (MA) model and the Auto-Regressive Moving Average (ARMA) [4] - [7] . These models only apply to linear systems, describing linear relationships between variables. Intelligent models [8] - [12] , such as Back Propagation neural network (BP) can process complex nonlinear data and capture the inherent characteristics of data, which has been widely studied in recent years. However, the traditional intelligent model cannot solve the timing problem in the data due to the limitation of structure. The Recurrent Neural Network (RNN) [13] improves the connection mode of neurons in the traditional neural network, connecting neurons at different moments. Hence, the information of the present moment is relevant not only to the present moment but also to the past. In recent years, RNN has been widely used in speech recognition and machine translation [14] - [16] . However, RNN is easily affected by the vanishing gradient problem, which makes it difficult to deal with the long-term dependencies problem [17] . Long short-term memory(LSTM) [18] is a special type of RNN architecture, to solve the vibration signals predicting problem. LSTM performs well in dealing with long-term dependencies problems and can suppress the vanishing gradient problem. Li et al. [19] and Hu and Chen [20] predicted wind speed series used LSTM network. The results show that LSTM network is superior to other traditional neural networks in the prediction of wind speed series. Lin et al. [21] predicted the operation state of the transformer with LSTM network and achieved good results.
However, LSTM will encounter various problems in the use process, such as slow convergence, overfitting and parameter selection and so on. Gregory and Gauvain [22] proposed a modified version of the LSTM neural network in which direct links are added between the three gates of a LSTM cell. This modification aims to prevent that convergence rate from being too slow when the LSTM activation function gets stuck in a saturated state. Zhao et al. [23] proposed an improved LSTM network. This method introduced batch normalization procedure that aims to reduce the internal covariate shift of LSTM. ElSaid et al. [24] proposed an improved LSTM model that changed the way neurons are fully connected. This method speeds up the convergence and avoids the overfitting problem. As there is no scientific guidance to choose the number of neurons in hidden layer and the number of time lags of LSTM network, an improved model PSOLSTM is presented in this paper which PSO is introduced to solve the optimal number of neurons and lags by minimizing a multiobjective function.
Due to the limited information that a single model can process, more and more scholars use hybrid model to improve the prediction accuracy in recent years. To improve the prediction accuracy, Jatin and Toshniwal [25] use Empirical Mode Decomposition (EMD) to decompose the signal before establishing the LSTM prediction model. EMD [26] , [27] can decompose complex signals into multiple simple components to extract local characteristics of signals. The advantage of EMD over wavelet transform is that there is no need to define base function in advance. Yu et al. [28] developed a diagnosis model using EMD and Artificial neural network (ANN) to improve the accuracy of fault diagnosis. Sharma et al. [29] presented a novel signal classification method using EMD and least squares support vector machine. However, there are two obvious drawbacks in EMD: iteration time is long and mode mixing. Recently, Zheng et al. [30] presented a new signal decomposition method called local characteristicscale decomposition (LCD) and demonstrated that LCD is better than EMD in processing complex signals because LCD can reduce invalid components and suppress mode mixing. Liu et al. [31] proposed a bearing fault diagnosis method based on LCD-Teager Energy Operator to improve accuracy. However, in the process of decomposition, LCD tends to produce end effect, which leads to the large error of the decomposed signal at the end. Some methods to solve end effect are proposed in the literature [32] - [36] , such as image continuation and extremum continuation. However, it does not work well for nonstationary vibration signals. In this paper, an improved signal decomposition method called Autocorrelation-LCD (ACLCD) is proposed which consider the autocorrelation of signal. In summary, to reduce the complexity of modeling, the complex vibration signal is decomposed into some ISCs and a residue item. Then the prediction model is established for each component. Hence, a hybrid model ACLCD-PSOLSTM is proposed to enhance the prediction performance of vibration signals.
The structure of this paper is as follows. Section 2 describes the proposed model and relevant theoretical knowledge in detail. Then, the validity of the proposed model is verified through different experiments and the experimental results are analyzed in detail in Section 3. Finally, the conclusion of the paper is summarized in Section 4.
II. METHODOLOGY
In Section 2, the proposed model and relevant theoretical knowledge are described as follows, including LCD, ACLCD, LSTM network, PSOLSTM.
A. LOCAL CHARACTERISTIC-SCALE DECOMPOSITION (LCD)
Local Characteristic-scale Decomposition (LCD), proposed by Zheng et al. [30] in 2013. The LCD approach assumes that any complex signal can be decomposed into many independent ISC components. Any ISCs must satisfy the following two conditions:
(1) In the whole data segment, there is monotonicity between any two adjacent local maxima and local minima.
(2) In the whole data segment, assume that all extreme point for x k , the corresponding moment is t k , (k = 1, 2, . . . , m). A line that connects any two adjacent local maxima (minima) (t k−1 , x k−1 ) and (t k+1 , x k+1 ). The intermediate local minima (maxima) (t k , x k ) that corresponding point (t k , A k ) is denoted as:
More generally, the proportions of x k and A k remain constant, as follows:
where a is a proportional coefficient. Generally, a is set as 0.5. The single component signal satisfying the above conditions (1) (2) is called intrinsic scale component (ISC). The LCD of arbitrary signal x(t) is performed and decomposed into many ISC components and a residue item. The algorithm is as follows:
Where θ is iteration termination threshold. Traditional LCD iteration termination condition is that r(t) is a constant function. However, the condition is difficult to satisfy in the actual situation. Hence, the iteration is terminated when the variance of r(t) is less than the threshold θ in this paper. SD is the termination criterion, as follows:
If SD <= 0.3 for the kth loop, it is considered as ISC component; otherwise, the loop continues until the variance of r(t) is less than the threshold θ. Finally, x(t) will be decomposed into the sum of N ISCs and a monotone functionr(t), as follows:
For clarity, the partial decomposition process of LCD is shown in Fig. 1 . From the above LCD decomposition process can be noted that the value of L k is from 2 to m − 1. It is necessary to estimate the values of L 1 and L m at ends. This is the reason for the end effect in the process of LCD decomposition. End effect is one of the main factors that affect the accuracy of this method in signal decomposition. There are two main ways to deal with the end effect: one is to extend the original signal and bring the original end into the interior of the new signal, thus eliminating the uncertainty of the extreme at the end. Another is to extend the sequence of signal extremum. However, it does not work well for nonstationary vibration signals. Based on the above two ideas, an improved signal decomposition method called Autocorrelation-LCD (ACLCD) is proposed which considers the autocorrelation of signal. 
B. AUTOCORRELATION LOCAL CHARACTERISTIC-SCALE DECOMPOSITION (ACLCD)
In this section, based on Radial Basis Function (RBF) neural network prediction method, two ends of signal are predicted separately. RBF can approximate arbitrary nonlinear signals, but its premise is that RBF neural network can accurately predict the signal. However, when the signal components are complex or have more interference (such as the vibration signal in this paper), the fitting ability of RBF neural network is poor, and sometimes even the minimum point can be fitted at the position where the maximum value should be, which obviously has a huge impact on the whole algorithm.
To solve this problem, an extremum correction algorithm is designed. The basic idea is: According to the autocorrelation characteristics of signals [37] , the sum of all local maxima or local minima can affect the trend of signals for a certain scale of signals. The RBF neural network was used to fit the extended signals containing both local maximum and local minimum at the front end and the back end of the signals, as shown in Fig. 2 . Next, the sum of all local maxima and local VOLUME 7, 2019 minima of the original signal is calculated, and the local maxima and local minima in the extension interval are corrected to obtain the complete extension signal. Finally, the extended signal is decomposed to LCD, and the decomposed signal is intercepted to the original signal interval, to obtain the final decomposed signal.
The algorithm process is as follows:
(1) A signal is described as follow:
(2) Locate all the local maximum of x(t):
and all the local minimum of x(t):
Then the mean of the local maximum and local minimum can be obtained:
The training data P and T are shown as follows:
Here P is the input and the T is the output of RBF. Then the next period signal is predicted a (x t+1 , x t+2 , . . . , x t+k , x t+k+1 , . . . , x t+l , x t+l+1 )(l > k > t), x t+k is the local minimum and x t+l is the local maximum.
Here P is the input and the T is the output of RBF. Then the previous period signal is predicted as
, o r is the local minimum and o q is the local maximum.
(5) To calculate:
Here α, β is a custom parameter. Here ε, γ is a correction factor, preventing false substitutions. Generally, γ is set as 1.2 and ε is 0.8.
(7) Get the extended signal:
(8) Decomposition x , (t) using LCD:
(9) Intercept the signal to the original signal interval and get the final decomposition result:
The RBF neural network fitting ability and autocorrelation characteristics of signal are fully considered in improved boundary extension method. The extreme of new end and neural network fitting are limited in the algorithm execution. The algorithm avoids the effect of signal mutation points on the end fitting and provides optional parameters to select different key points according to different signals. When the complexity of signal is high and the fitting effect of neural network is poor, α can be increased and β is reduced properly, whereas the signal is more regular and predictable, α can be reduced and β is increased.
C. LONG SHORT TERM MEMORY NETWORK (LSTM)
In the prediction of vibration signal, the vibration signal at the current moment is often related to the signal at the previous moment, and the value of the signal before and after is not independent. The traditional neural network cannot deal with this kind of time series problem well because of its limited structure. LSTM was proposed by Hochreiter and Schmidhuber [18] . in 1997 as a special kind of the recurrent neural networks (RNNs). LSTM model has widely used the field of time series prediction and has a strong ability in solving longterm dependence problems. The basic architecture of LSTM network is shown in Fig. 3 . Because of three gates: input, forget and output, the LSTM network can selectively receive and delete information of cell state. The calculation formula of each gate and the update of cell state can be expressed as follows:
where x t is the input at the current moment and h t−1 is the output of the hidden layer at the previous moment. 
D. PSO-BASED OPTIMIZATION OF LSTM NETWORK (PSOLSTM)
In the design process of LSTM network, as the parameters such as the number of hidden layer neurons and time lags are custom parameters, there is a lack of clear knowledge to guide researchers. Many researchers choose to use trial-and-error method or experience, which is time consuming and cannot be used effectively. So how to obtain the number of hidden layer neurons and the number of time lags automatically and efficiently is the key to using LSTM successfully. Here, we proposed an improved LSTM by designing an optimization strategy for the best performance of prediction. In theory, the more neurons in the hidden layer and the longer the time lag within a certain range, the better the prediction capacity of the model. But at the same time, the model becomes more complex and computational speed slower. These can be described as a multiobjective optimization problem. To balance the prediction performance and the complexity of the model, the objective function and constraint are described as follows: (20) where N n is the number of hidden layer neurons and N t is the number of time lags. Moreover, The LN n and UN n represent the lower and upper bounds of N n while LN t and UN t represent the lower and upper bounds of N t . RMSE is Root Mean Squared Error; predicted i is predicted value and observed i is observed value. Number of hidden layer neurons will be tested from 5 to 80 and number of time lags from 1 to 99. In the other word, the LN n and UN n are set as 5 and 80, and the LN t and UN t are set as 1 and 99 in this paper. In order to calculate conveniently, we transform the multiobjective problem into a single-objective problem, the objective function is considered as follows:
where ω 1 is the weight coefficient to balance the predicting performance and algorithm complexity. h(·) denote Normalized function that prevents ignoring the change of f 2 because of different orders of magnitude. PSO is a popular swarm intelligence algorithm for its simple and effective characters and has been widely used in many kinds of model optimization. Therefore, PSO algorithm was adopted to solve the above optimization problem, and the objective function (21) was taken as the Fitness function in the PSO algorithm. The Fitness function as follow:
To elaborate further, the main steps of the optimization of PSO-based LSTM network are described as following:
Step1: Initialization parameters of PSO algorithm.
Step2: The particle is randomly initialized according to the range of particle position and velocity.
Step3: The Fitness function value of each particle was calculated according to (22) .
Step4: Update the optimal position of each particle according to the Fitness function value of the current moment. The smallest value among all particles is denoted as global optimal position.
Step5: Update the velocity and the position of each particle according to (23) - (24) v ij (t + 1) = ωv ij (t) + c 1 γ 1 (pBest ij (t) − x ij (t))
where i denotes the number of particles, j denotes the jth dimension of the search space and t is iterations. Moreover, v denote particle velocity. x is particle position and denotes VOLUME 7, 2019 optimized numbers of neurons for LSTM network and time lags in this paper. pBest, gBest denote individual optimal position and global optimal position. ω is inertia weight, decides the range of motion of particles. Generally, ω is set as 0.5. c 1 and c 2 are acceleration coefficients and are usually set to 2. γ 1 and γ 2 are random numbers in range (0,1).
Step6: Repeat Steps 3-5 until the maximal number of iterations is reached.
Step7: The latest gBest is the optimized numbers of neurons for LSTM network and time lags.
E. THE NOVEL HYBRID ACLCD-PSOLSTM MODEL
Due to the complexity of the production environment, the vibration signal of reciprocating compressor often presents nonstationary characteristics, which brings great difficulties to accurate prediction. In this section, a new hybrid model is presented to enhance the predictive performance of the vibration signal based on ACLCD, LSTM network and PSO algorithm. The ACLCD is firstly used to decompose the vibration signal into many ISCs and a residue item to reduce the complexity of modeling. Then, each of the components is predicted using the PSOLSTM. Finally, the final result is obtained by summing the predicted results of each component. The whole process of the proposed hybrid ACLCD-PSOLSTM model is presented in Fig. 4 . The main steps of the ACLCD-PSOLSTM are as follows:
Step1: Vibration signal decomposing. The original vibration signal is decomposed into some ISCs and a residue item using ACLCD.
Step2: ISCs and residue item modeling and predicting. PSO algorithm is used to determine the optimal number of hidden layer nodes and the number of time lags. Then the LSTM model is established for each component. Finally, many predicted ISCs and residue item results are obtained.
Step3: Obtain the final predicted result. The final result is obtained by summing the predicted results of each component.
Step4: Evaluate the proposed model. Several evaluation indicators are used to verify the performance of the proposed model.
In section 2, the proposed model and related theories are introduced in detail. First, aiming at the end effect problem in LCD decomposition process, ACLCD method is proposed according to the autocorrelation characteristics of the signal. Second, PSOLSTM model is presented which introduced PSO algorithm to optimize the number of neurons in hidden layer and the number of time lags of LSTM network. Finally, to reduce the complexity of modeling and improving the accuracy of prediction model, a novel hybrid model ACLCD-PSOLSTM is proposed. In the next section, experiments will be conducted to verify the effectiveness of the proposed model.
III. EXPERIMENTS AND ANALYSIS
In this section, the performance of ACLCD-PSOLSTM hybrid model is to be validated on two experiments. The first experiment is to compare ACLCD with conventional decomposition methods including LCD and EMD. This experiment can prove that the improvement of LCD in computing speed and the superiority of signal autocorrelation in solving the problem of end effect. Another experiment is to test the vibration signal predicting capacity of the proposed hybrid model. According to the different forms of fault, compressor fault can be divided into gradual fault and abrupt fault. For the gradual fault, if the sampling interval of the signal is too short, the fault cannot be predicted effectively. Hence, two cases were studied including short-term vibration signal prediction and long-term vibration signal prediction in the second experiment. Four other predicting models are used for comparative experiments. The involved models consist of Back Propagation Neural Network (BP), LSTM, PSOLSTM and LCD-LSTM. It should be noted that all experiments run in the Python 3.6 environment on 2.80 GHz PC with process i5-7440HQ and 16G RAM.
In addition, three commonly used evaluation indices are employed to evaluate the performance of the hybrid ACLCD-PSOLSTM model. They are the mean absolute error (MAE), the root mean square error (RMSE) and the mean absolute percentage error (MAPE) that defined as follow: (27) where predicted i and observed i denote the predicted value and observed value of the isample respectively. N denotes sample size.
A. EXPERIMENT I: COMPARISON RESULTS OF MODEL ACLCD, LCD AND EMD
To make the experimental results clearer, we use the simulation signal to verify the model. The signal as follow:
The simulation signal consists of an AM-FM signal and a sinusoidal signal. The time domain waveforms are shown in Fig. 5 . First, EMD is used to decompose the signal. The termination criterion is standard deviation (SD) method, and the iteration was terminated when SD<0.3. The decomposed result is shown in Fig. 6 .
Then, LCD is used to decompose the signal. The algorithm parameters are selected as follows: SD = 0.3, θ = 0.01 and a = 0.5. The decomposed result is shown in Fig. 7 .
Finally, ACLCD is used to decompose the signal. The algorithm parameters are selected as follows: SD = 0.3, θ = 0.01, a = 0.5, ε = 0.8, γ = 1, 2, α = 0.35 and β = 0.65. The decomposed result is shown in Fig. 8 .
To compare the decomposition efficiency, Table 1 gives the time and iteration times required for each method. From Table 1 and Fig. 6-8 , it can be observed as follows: 1) ACLCD method performs better than other methods.
EMD method has the worst performance, whose values of Times and Iteration times are 0.2005 and 17. 2) EMD and LCD have obvious end effect and EMD produces more false components in the process of decomposition. 3) In summary, ACLCD method has obvious advantages in both computing speed and restraining end effect.
B. EXPERIMENT II: COMPARISON RESULTS OF MODEL ACLCD-PSOLSTM, BP, LSTM, PSOLSTM AND LCD-LSTM 1) DATA INFORMATION
In this experiment, the vibration signal data obtained from an oil production platform in Bohai, China, is used. In order to fully prove the superiority of the proposed model, two different time interval datasets that one-minute interval and ten-minute interval are employed to verify the prediction performance of different models. Each data set contains 5,000 data points. The first 3,000 data are used as the train set and the other 2000 data are used as the test set shown in Fig. 9 and Fig. 10 . Moreover, in order to clearly display the data characteristics, the detailed information of data series is showed in Table 2 and Table 3 . A one-step-ahead vibration signal prediction model is built in this experiment. For example, to signal{x(t)|t = 1, 2, . . . , N }, the samples that can be generated are as follows:
. . . where P is input data and T is output data. i is input data dimension, also called time lag in this paper. As can be seen from (29), different amount of lags will lead to different sample size. Since the time lag quantity is the optimization variable in PSO algorithm, the lag quantity of the model with PSO algorithm is different from that of the model without PSO algorithm. In the other word, the sample size of the model with PSO algorithm is different from that of the model without PSO algorithm. Hence, in order to better show the results of model comparison, we divide the model into two cases: the model with optimization algorithm and the model without optimization algorithm. The algorithm group #1 includes BP model, LSTM model and LCD-LSTM model and the algorithm group #2 includes PSOLSTM model and ACLCD-PSOLSTM model. According to the above methods, training samples and test samples are generated. Finally, the algorithm group #1 and algorithm group #2 both select 2000 training samples and 800 test samples to build models.
2) CASE STUDY 1: SHORT TERM VIBRATION SIGNAL PREDICTING
In this case, the one-min interval dataset is used to verify the performance of ACLCD-PSOLSTM model. Four other predicting models are chosen for comparative experiments. The involved models consist of BP Neural Network, LSTM, PSOLSTM and LCD-LSTM. In order to balance the model complexity and prediction accuracy, the parameters of models without PSO optimization algorithm were determined by trial and error method. Table 4 .
The experiment results obtained by five different models are shown in Table 5 . Comparison results of different models are shown in Tables 6-9 . In order to show the results more clearly, we only compare the first 100 test samples. The results of all the test samples are shown in Appendix A. The vibration signal predicting results of the models above are shown in Fig. 11 .
From Tables 5-9 and Fig. 11 , the following conclusions can be drawn:
1 4) As can be seen from the Table 8 , the hybrid LCD-LSTM model has a better performance than the single LSTM model. The LCD is effective in improving the predicting capacity of the LSTM network. 5) According to Table 9 , the hybrid ACLCD-PSOLSTM model has a better result than the PSOLSTM model. It shows that the proposed ACLCD method can reduce the complexity of modeling and improve the accuracy of prediction vibration signal. 6) In summary, the ACLCD-PSOLSTM provides significant improvement than single models (i.e., BP, LSTM), hybrid model (i.e., LCD-LSTM) and optimal model (i.e., PSOLSTM).
3) CASE STUDY 2: LONG TERM VIBRATION SIGNAL PREDICTING
In this case study, the ten-min interval dataset is employed to test the performance of ACLCD-PSOLSTM model. As in the case 1, four other prediction models were used for comparison.
The parameters of the model are selected as follows. For BP model, the number of neurons in hidden layer, learn rate and the maximum number of iterations are set as 50, 0.1 Table 4 .
The experiment results obtained by five different models are presented in Table 11 . In order to show details clearly, we only compare the first 100 test samples. The results of all test samples are shown in Appendix A. The vibration signal predicting results of the models above are shown in Fig. 12 .
From Table 11 and Fig. 12 , the following conclusions can be drawn:
1) The proposed ACLCD-PSOLSTM performs better than four other models. This shows that the proposed hybrid model has a strong advantage in predicting complex vibration signals. 2) PSOLSTM model has better performance than LSTM model. It shows that PSO algorithm can improve the accuracy of prediction model. The hybrid LCD-LSTM model has better performance than the single LSTM model. The LCD is effective in improving the predicting capacity of the LSTM network. 3) As is shown in Fig. 12 , the proposed model has better fitting ability for vibration signal than other models. In summary, from the above two cases, it can be seen that ACLCD-PSOLSTM model has smaller errors in short-term and long-term vibration signal prediction than other models, which indicates that the proposed model is effective in improving the prediction accuracy of vibration signal.
IV. CONCLUSION
In this paper, the ACLCD-PSOLSTM model has been proposed to obtain more accurate vibration signal prediction results by using ACLCD model, LSTM network and PSO algorithm. The main conclusions of this paper can be summarized as follows: (1) To solve the end effect in LCD, introducing the autocorrelation of signals into RBF continuation The proposed model needs a considerable number of samples for training to ensure the accuracy, so the model needs big data as the basis. For small sample data, the model has no obvious advantage. One-step ahead vibration signal predicting has been studied in this paper. How to accurately predict long-term vibration signals is the focus of the next research. Moreover, how to accurately judge the running state of the compressor through the predicted vibration signal, so as to reduce the occurrence of accidents and improve the production efficiency of the enterprise is the focus of future research.
APPENDIX A
See Figures 13 and 14 and Tables 12 and 13. 
