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iAbstract
Brownian motion is a continuous time stochastic process with no memory, that
is, the current state of the process is not influenced by its past. This property is
named ”Markov property”. The main purpose of this paper is to obtain a Brownian
motion from a discrete time stochastic process named Random Walk. The Random
Walk is also a Markov process. To achieve this goal, we are going to study weak
convergence on metric spaces and, in particular, on C([0, 1]). Brownian motion is
the obtained as a weak limit of a sequence of linear interpolations of Random Walk
normalized in a suitable way. This is Donsker’s theorem (1951).
Introduccio´n
El objetivo principal de este trabajo es dar una construccio´n del movimiento
browniano.
El movimiento browniano es un proceso estoca´stico que surgio´ a principios del s.
XX como un intento de explicar los movimientos irregulares del polen suspendido
en agua, observados por el bota´nico Robert Brown en 1827.
Fue Einstein en 1905 el primero en dar una explicacio´n satisfactoria a este
feno´meno, el cual afirmo´ que este movimiento era debido al continuo bombardeo
de granos de polen por las mole´culas del agua que rodeaban a dicha mole´cula, con
sucesivos impactos moleculares en diferentes direcciones, los cuales proporcionaban
diferentes impulsos a las part´ıculas de polen. Los a´tomos y las mole´culas hab´ıan sido
teorizados por aquel entonces, pero estaban lejos de estar aceptadas universalmen-
te, as´ı que la explicacio´n documentada de Einstein sobre el movimiento browniano
ayudo´ a convencer a parte de la comunidad cient´ıfica acerca de la teor´ıa ato´mica.
El movimiento browniano es relativamente complicado as´ı que se tardo´ ma´s de
una de´cada en tener una imagen clara del mismo. No fue hasta 1923 cuando Norbert
Wiener le dio un so´lido fundamento matema´tico. As´ı pues, el movimiento browniano
tambie´n es llamado proceso de Wiener o proceso de Wiener-Einstein.
Hoy en d´ıa el movimiento browniano existe en diversas areas de ciencias puras y
aplicadas. Tiene una aplicacio´n especialmente fuerte en finanzas y tambie´n en f´ısica,
donde los procesos de difusio´n y o´smosis esta´n basados en este proceso estoca´stico.
A nivel de fundamento matema´tico, existen tres maneras principales de construir
el movimiento browniano. Una de ellas es la llamada construccio´n de Kolmogorov,
que nombraremos sin hacer demasiado hincapie´ en ella. Otra es la construccio´n
de Le´vy’s, la cual s´ı que estudiaremos pero no en profundidad. Esta construccio´n
nos da la continuidad de las trayectorias del movimiento browniano. Finalmente,
tenemos la construccio´n del movimiento browniano como l´ımite del paseo aleatorio.
Esta u´ltima construccio´n sera´ en la que nos centraremos, y la que desarrollaremos
en este trabajo.
El trabajo esta´ estructurado en tres cap´ıtulos. El primero trata de dar una idea
general de los conceptos ba´sicos de la probabilidad que usaremos, y luego tenemos
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una pequen˜a introduccio´n a los procesos estoca´sticos. El las dos siguientes seccio-
nes del cap´ıtulo nos centramos por separado en los procesos estoca´sticos a tiempo
discreto y a tiempo continuo. En los procesos a tiempo discreto, estudiaremos a
fondo las cadenas de Markov, y en particular un ejemplo muy relevante: el paseo
aleatorio. En el grado de matema´ticas no he podido cursar la asignatura de procesos
estoca´sticos, y es por esto en parte que he aprovechado para profundizar en algunas
propiedades y caracter´ısticas que iban quiza´s ma´s orientados al aprendizaje en si,
que no al objetivo concreto al que va dirigido este trabajo. La seccio´n de proce-
sos estoca´sticos a tiempo continuo empieza tratando los procesos gausianos y su
existencia, y sigue con el ejemplo ma´s importante que es el movimiento browniano.
Estudiamos como de do´nde surge, y sus caracter´ısticas y propiedades principales.
Es en esta seccio´n donde trataremos las construcciones de Le´vy’s y Kolmogorov
El segundo cap´ıtulo se centra en explicar la convergencia de´bil y algunos de sus
resultados ma´s interesantes para el enfoque de este trabajo. Trataremos la conver-
gencia en espacios me´tricos, y daremos un resultado muy importante en la teor´ıa de
la medida: el teorema de Prohorov. La convergencia de´bil sera´ lo que nos unira´ el
paseo aleatorio al movimiento browniano, mediante el teorema de Donsker (1951),
que sera´ lo que trataremos en el tercer y u´ltimo cap´ıtulo. As´ı pues el tercer cap´ıtulo
nos introduce en la parte de los fundamentos matema´ticos de los procesos de Wie-
ner. Estudiaremos algunos resultados de la convergencia el espacio de las funciones
continuas, que es el espacio donde haremos todo nuestro fundamento matema´tico, y
procederemos a construir la medida de Wiener, que nos dara´ la funcio´n de distribu-
cio´n del movimiento browniano. Eentonces podremos ver, mediante el teorema de
Donsker, que un paseo aleatorio converge de´bilmente a un movimiento browniano.
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Cap´ıtulo 1
Procesos estoca´sticos
En este cap´ıtulo nos centramos en dar las definiciones ba´sicas necesarias de proba-
bilidad, y una pequen˜a introduccio´n de los procesos estoca´sticos. Luego trataremos
en profundidad y de manera separada los procesos estoca´sticos a tiempo discreto
y a tiempo continuo, con sus ejemplos ma´s importantes correspondientes: el paseo
aleatorio y el movimiento browniano.
1.1. Preliminares
Espacios de probabilidad
Hablamos de experiencia aleatoria cuando a pesar de conocer las condiciones en
las que se realiza un suceso, no podemos predecir el resultado con exactitud. Re-
cogemos y estudiamos estas experiencias en un objeto matema´tico llamado espacio
de probabilidad.
Definicio´n 1.1.1. Un espacio de probabilidad es una terna (Ω,F , P ) donde
i) Ω es el espacio muestral, es decir, el conjunto de todos los resultados posi-
bles de la experiencia aleatoria.
ii) F ∈ P(Ω) (conjunto de las partes de Ω) y tiene estructura de σ-a´lgebra, i.e.
a) Ω ∈ F
b) Si A ∈ F ⇒ Ac ∈ F
c) F es cerrado por uniones numerables. Esto significa que si (An, n ≥ 1)
es una sucesio´n de subconjuntos de F , entonces
⋃
n≥1
An ∈ F .
iii) P : Ω −→ [0, 1] es una probabilidad, es decir, cumple las dos siguientes
condiciones:
a) P (Ω) = 1
1
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b) Para cualquier sucesio´n (An, n ≥ 1) ⊂ F de conjuntos de F disjuntos
dos a dos,
P (
⋃
n≥1
An) =
∑
n≥1
P (An)
Esta propiedad se llama σ-aditividad. La probabilidad es una medida de la
certidumbre de que un suceso ocurra, o bien se puede interpretar tambie´n
como la frecuencia con la que se da el suceso.
Probabilidad condicionada e independencia
Ahora bien, una experiencia aleatoria puede ser u´nica, en el sentido de que
solo la tenemos en cuenta a ella y que no consideramos la dependencia con otros
factores o experiencias, pero tambie´n puede darse el caso de que s´ı que este´ sujeta
a los resultados o realizaciones de otros eventos. Es lo que llamamos probabilidad
condicionada.
Sea (Ω,F , P ) un espacio de probabilidad asociado a una cierta experiencia alea-
toria. Fijamos un conjunto B ∈ A de probabilidad no nula.
Definicio´n 1.1.2. La probabilidad de un conjunto A ∈ A condicionada por B se
define por
P (A|B) = P (A ∩B)
P (B)
(1.1.1)
Se puede comprobar que P (·|B) : A −→ [0, 1] define tambie´n una probabilidad
sobre (Ω,A). De hecho, (Ω,A, P (·|B)) es el espacio de probabilidad que se obtiene
de modificar el espacio inicial, an˜adiendo la informacio´n proporcionada por B.
La proposicio´n siguiente nos proporciona una fo´rmula u´til para el ca´lculo de
la probabilidad a partir de las condicionadas, que usaremos con asiduidad ma´s
adelante.
Proposicio´n 1.1.3. Consideramos una particio´n de Ω, {Bi, i ∈ I} donde cada
conjunto de la particio´n tiene una probabilidad estrictamente positiva. Entonces,
∀A ∈ F , P (A) =
n∑
i=1
P (A ∩ Ai) =
n∑
i=1
P (Ai)P (A|Ai)
Hablamos ahora de la independencia de sucesos.
Definicio´n 1.1.4. Los sucesos de una familia (Ai, i ∈ I) son independientes si
para todo subconjunto finito (i1, i2, . . . , ik) ⊂ I
P (Ai1 ∩ · · · ∩ Aik) = P (Ai1) . . . P (Aik) (1.1.2)
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En particular dos sucesos son independientes si P (A ∩B) = P (A)P (B).
Observacio´n 1.1.5. Si A y B son dos sucesos independientes y P (B) > 0, entonces
P (A|B) = P (A). Esto significa que conocer B no modifica la probabilidad del suceso
A.
Si ahora combinamos la independencia con la probabilidad condicionada obte-
nemos lo siguiente
Definicio´n 1.1.6. Los sucesos A y B son condicionalmente independientes
dado un suceso C si
P (A ∩B|C) = P (A|C)P (B|C) (1.1.3)
Variables y vectores aleatorios
Desde el punto de vista matema´tico, el espacio muestral es inco´modo de tratar
ya que puede ser un conjunto de objetos bastante arbitrario. Para resolver esto,
asociamos valores nume´ricos a los resultados de los feno´menos aleatorios, con unas
aplicaciones que llamaremos variables aleatorias.
Para definir formalmente este concepto antes hemos de introducir la σ-a´lgebra
de Borel (B). Esta σ-a´lgebra es la generada por los conjuntos abiertos de R, es decir
la ma´s pequen˜a de las σ-a´lgebras que contiene los conjuntos abiertos de R.
Definicio´n 1.1.7. Una variable aleatoria es una aplicacio´n X : Ω −→ R de
manera que ∀B ∈ B, el conjunto X−1(B) ∈ F .
Con esta definicio´n, la aplicacio´n PX : B −→ [0, 1] definida como
PX(B) = P (X
−1(B)) = P (ω : X(ω) ∈ B) con B ∈ B
es una probabilidad en B, a la que llamamos ley de X. La terna (R,B, PX) es un
espacio de probabilidad, y se puede considerar como una re´plica nume´rica a trave´s
de X de (Ω,F , P ).
Definicio´n 1.1.8. La funcio´n de distribucio´n asociada una v.a. X es la funcio´n
F : R −→ [0, 1] definida por
F (x) = P ◦X−1((−∞, x]). (1.1.4)
La funcio´n de distribucio´n cumple las siguientes propiedades:
i) Es mono´tona creciente.
ii) Es continua por la derecha.
iii) limx→−∞ = 0 y limx→∞ = 1
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La variables aleatorias tienen dos subconjuntos importantes segu´n sus leyes de
distribucio´n:
Una variable aleatoria X es discreta si su ley esta´ concentrada en un conjunto
numerable de B. Decimos que es continua si su funcio´n de distribucio´n es continua.
Decimos que es absolutamente continua si su funcio´n de distribucio´n puede escribirse
como
F (x) =
∫ x
−∞
f(y)dy (1.1.5)
donde f es la funcio´n densidad de F y cumple
i) f ≥ 0
ii) f es integrable en el sentido Riemann en R
iii)
∫∞
−∞ f(x) = 1
Definicio´n 1.1.9. Sean X1, . . . , Xn, variables aleatorias definidas en un espacio de
probabilidad (Ω,F , P ). Diremos que son independientes si para conjuntos cuales-
quiera B1, . . . , Bm ∈ B, se cumple que
P{X1 ∈ B1, . . . , Xm ∈ Bm} =
m∏
i=1
P{Xi ∈ Bi} (1.1.6)
Definicio´n 1.1.10. Un vector aleatorio m-dimensional es una aplicacio´n X :
Ω → R, X = (X1, . . . , Xn), tal que cada uno de los componentes Xi : Ω → R es
una variable aleatoria.
Momentos de variables aleatorias
En este apartado nos centraremos en introducir para´metros relacionados con la
ley de una variable aleatoria que nos proporcionan informacio´n sobre esta. Empe-
zaremos hablando de la esperanza matema´tica, que es el nu´mero que formaliza la
idea de valor medio de un feno´meno aleatorio.
Definicio´n 1.1.11. La esperanza matema´tica de una variable aleatoria X :
Ω→ R es la integral de Lebesgue
(X) =
∫
Ω
XdP (1.1.7)
Observacio´n 1.1.12. No toda funcio´n medible es Lebesgue-integrable, con lo cual
la esperanza matema´tica puede no estar definida para una variable aleatoria arbi-
traria.
Vamos a discutir co´mo calcular la esperanza de una v.a.
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Variables aleatorias discretas: La esperanza matema´tica deX =
∑
n∈N
an1An
existe si y so´lo si
∑
n∈N |an|1An <∞, y en este caso,
E(X) =
∑
n∈N
anP (An) (1.1.8)
Variables aleatorias absolutamente continuas: La esperanza matema´tica
de una v.a. X absolutamente continua existe si y so´lo si
∫∞
−∞ |x|f(x)dx <∞,
y en este caso,
E(X) =
∫ ∞
−∞
xf(x)dx (1.1.9)
Definicio´n 1.1.13. Dada una variable aleatoria X y k ∈ N diremos que X tiene
un momento de orden k finito si E[| X |k] <∞.
Observacio´n 1.1.14. El momento de orden k = 1 es la esperanza matema´tica.
Definicio´n 1.1.15. Si X tiene esperanza finita, diremos que X tiene momento
centrado de orden k finito si X − E(X) tiene momento de orden k finito.
Un elemento de intere´s es el momento centrado de orden dos, que definiremos en
lo que sigue
Definicio´n 1.1.16. La varianza (σ2) de una variable aleatoria es una medida
de dispersio´n definida como la esperanza del cuadrado de la desviacio´n de dicha
variable respecto a su media. La varianza se define tambie´n como el momento
centrado de orden dos de una variable aleatoria, es decir, E[(X − E(X))2].
Un elemento relacionado con la varianza, y que es muy relevante en estudios
probabil´ısticos es la desviacio´n t´ıpica.
Definicio´n 1.1.17. La desviacio´n t´ıpica o desviacio´n esta´ndar (σ) es una
medida de dispersio´n para variables de razo´n (variables cuantitativas o cantidades
racionales) y de intervalo. Se define como la ra´ız cuadrada de la varianza de la
variable.
Otro concepto importante que deber´ıamos tener en cuenta es la covarianza, que
se vuelve relevante cuando las variables aleatorias no son independientes.
Definicio´n 1.1.18. Dadas dos v.a. X e Y con momentos de orden dos finitos, i.e.
E(|X|2) <∞ y E(|Y |2) <∞, un para´metro que mide el grado de dependencia entre
las dos variables se llama covarianza y se define como
Cov(X, Y ) = E((X − EX)(Y − EY )) (1.1.10)
Observacio´n 1.1.19. Si X e Y son independientes, Cov(X, Y ) = 0.
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Procesos estoca´sticos
Definicio´n 1.1.20. Un proceso estoca´stico con un espacio de estados S es una
familia {Xi, i ∈ I} de variables aleatorias Xi : Ω −→ S indexadas por un conjunto
I.
Es interesante considerar el conjunto I como un conjunto de tiempo, con lo cual
un proceso estoca´stico nos sirve para modelizar feno´menos del mundo real con una
evolucio´n temporal. Los casos interesantes de procesos estoca´sticos son aquellos en
los que las variables que los componen no son independientes.
En lo siguiente supondremos I ⊂ R+ y S ⊂ R.
Definicio´n 1.1.21. Las distribuciones conjuntas de dimensio´n finita del proceso
{Xt, t ∈ T} son leyes de probabilidad multidimensionales de familias finitas de
vectores aleatorios Xt1 , ..., Xtm, donde t1, ..., tm ∈ T y m ≥ 1 es arbitrario.
Definicio´n 1.1.22. Las trayectorias de un proceso estoca´stico {Xt, t ∈ I} son la
familia de funciones indexadas por ω ∈ Ω, X(ω) : I −→ S, definidas por X(ω)(t) =
Xt(ω).
Es decir, una trayectoria proporciona el comportamiento del proceso estoca´stico
a lo largo del tiempo t, una vez fijado ω ∈ Ω, i .e. de valores fijados de las v.a.
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1.2. Procesos estoca´sticos a tiempo discreto: El
paseo aleatorio
En esta seccio´n trataremos principalmente cadenas de Markov, daremos la defini-
cio´n, y algunas de sus propiedades y luego nos centraremos en un ejemplo concreto:
el paseo aleatorio.
Un proceso de Markov {Xt, t ∈ I} es un proceso estoca´stico con la propiedad de
que, dado un valor de Xt, los valores de Xs, s > t no se ven influenciados por los
valores de Xu, u < t. Es decir, el proceso estoca´stico “carece de memoria”, lo que
significa que la distribucio´n de probabilidad del valor futuro de una variable alea-
toria depende u´nicamente de su valor presente, siendo independiente de la historia
de dicha variable. Esta propiedad es la llamada propiedad de Markov
Una cadena de Markov de tiempo discreto es un proceso de Markov donde el
espacio de estados es finito o numerable, y el conjunto de ı´ndices temporales es N
La probabilidad de queXn+1 este´ en el estado j, sabiendo queXn esta´ en el estado
i se llama probabilidad de transicio´n en un paso y se denota por P n,n+1ij . Cuando
esta probabilidad es independiente de la variable temporal n, decimos que la cadena
de Markov tiene probabilidades de transicio´n estacionarias o bien que la cadena es
homoge´nea. Nos centraremos exclusivamente en este caso. As´ı pues, podemos reunir
todas las probabilidades de transicio´n en un solo paso en una matriz que llamaremos
matriz de probabilidad de transicio´n del proceso.
Observacio´n 1.2.1. Claramente, la matriz Pij satisface:
i) Pij ≥ 0
ii)
∞∑
j=0
Pij = 1, por probabilidades totales.
Un proceso de Markov queda completamente definido con su matriz de proba-
bilida de transicio´n y su estado inicial X0, o ma´s generalmente la distribucio´n de
probabilidad de X0, con lo cual, podemos ahora s´ı definir:
Definicio´n 1.2.2. Un proceso estoca´stico {Xn, n ≥ 0} es una cadena de Mar-
kov homoge´nea con distribucio´n inicial pi y matriz de transicio´n de probabilidad
P = (Pij)i,j∈I si se cumple:
i) P (X0 = i) = pi,∀i ∈ I, i.e. conocemos la distribucio´n de probabilidad inicial.
ii) P (Xn+1 = j | X0 = i0, ..., Xn−1 = in−1, Xn = i) = P (Xn+1 = j | Xn = i).
Esta propiedad es la llamada propiedad de Markov.
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Observacio´n 1.2.3. La propiedad de Markov se puede escribir como
P (Xn+1 = j1, ..., Xn+m = jm | X0 = i0, ..., Xn = in) =
P (Xn+1 = j1, ..., Xn+m = jm | Xn = in)
Es decir, una vez la propiedad de Markov queda establecida para m=1, se mantiene
∀m ≥ 1
Matrices de probabilidad de transicio´n de una cadena de
Markov
Ahora vamos a considerar la matriz de transicio´n en n pasos, es decir la matriz
que recoge las probabilidades de que el proceso vaya del estado i al estado j en n
transiciones. Formalmente P(n) = (P
(n)
ij ), donde P
(n)
ij = P (Xn+m = j|Xm = i).
Teorema 1.2.4. La matriz de transicio´n de probabilidades en n pasos de una cadena
de Markov cumple:
Pij =
∞∑
k=0
PikP
(n−1)
kj (1.2.1)
donde
P
(0)
ij =
{
1 si i = j
0 si i 6= j (1.2.2)
Demostracio´n.
P
(n)
ij = P (Xn = j | X0 = i)
=
∞∑
k=0
P (Xn = j,X1 = k | X0 = i)
=
∞∑
k=0
P (Xn = j,X1 = k,X0 = i)
P (X0 = i)
=
∞∑
k=0
P (Xn = j | X1 = k,X0 = i)P (X1 = k,X1 = i)
P (X0 = i)
=
∞∑
k=0
P (Xn = j | X1 = k,X0 = i)P (X1 = k | X0 = i)P (X0 = i)
P (X0 = i)
=
∞∑
k=0
PikP (Xn = j | X1 = k)
=
∞∑
k=0
PikP
(n−1)
kj
donde hemos usado la fo´rmula de la probabilidad total y la propiedad de Markov.

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Observacio´n 1.2.5. Por la teor´ıa de matrices, tenemos por iteracio´n que
P(n) = P× P(n−1) = ... = P× P× ...× P = Pn. (1.2.3)
Es decir, las probabilidades de transicio´n de n pasos, P
(n)
ij , son los coeficientes de la
matriz Pn, la n-e´sima potencia de P.
Ana´lisis de primer orden
Estudiaremos ahora un procedimiento llamado ana´lisis de primer orden o ana´li-
sis en una transicio´n, consistente en analizar los posibles casos que pueden surgir
al finalizar una primera transicio´n, y entonces, haciendo uso de la ley de la proba-
bilidad total junto con la propiedad de Markov, obtener los datos que busca´bamos.
Empezaremos tratando el ana´lisis de primer orden simple. Veremos el caso tri-
dimensional inicialmente, y luego generalizaremos para todo n. Para ello, conside-
ramos una cadena de Markov {Xn} cuya matriz de transicio´n de probabilidades
es
P =
1 0 0α β γ
0 0 1
 (1.2.4)
con α, β y γ estrictamente positivas y α + β + γ = 1. Dada la estructura de la
matriz, podemos observar que si la cadena de Markov empieza en el estado 1, se
mantendra´ en dicho estado durante un tiempo aleatorio y acabara´ por ir al estado
0 o al 2, donde sera´ atrapado y absorbido. Estos estados son los llamados estados
absorbentes. Es decir, una vez la cadena llega al estado 0, o al 2, permanecera´ ah´ı
durante el resto del tiempo. Esto nos plantea dos cuestiones: ¿En cua´l de los dos
estados (0 o 2) el proceso sera´ absorbido y cua´l es el tiempo medio que tarda en
alcanzar dichos estados?
Necesitaremos una definicio´n previa.
Definicio´n 1.2.6. Llamamos tiempo de absorcio´n del proceso al tiempo mı´nimo
que tarda la cadena en llegar a un estado absorbente. Formalmente,
T = mı´n{n ≥ 0;Xn es un estado absorbente}
En nuestro caso particular T = mı´n{n ≥ 0;Xn = 0 ∨ Xn = 2}.
En te´rminos formales, nuestras dos cuestiones planteadas son
u = P (XT = 0|X0 = 1) y v = E(T |X0 = 1).
Observacio´n 1.2.7. Es indiferente tratar P (XT = 0|X0 = 1) o P (XT = 2|X0 = 1),
ya que estamos buscando la probabilidad con la que ocurre cada uno de los casos.
De la matriz de transicio´n podemos obtener que, si iniciamos el proceso en el
estado 1, X1 = 0 ocurre con una probabilidad α (y en este caso T=1 y XT = 0),
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X1 = 2 tiene probabilidad γ (con T=1 y XT = 2). Si X1 = 1, lo cual ocurre con
una probabilidad β, entonces el proceso permanece en el estado 1 y el problema se
repite desde el mismo punto que antes. Por tanto, con esto y teniendo en cuenta
que 0 y 2 son estados absorbentes:
P (XT = 0|X1 = 0) = 1
P (XT = 0 | X1 = 2) = 0
P (XT = 0 | X1 = 1) = u
.
Haciendo uso de la ley de la probabilidad total y de la propiedad de Markov,
obtenemos:
u = P (XT = 0|X0 = 1) =
2∑
k=0
P (XT = 0|X0 = 1, X1 = k)P (X1 = k|X0 = 1) =
2∑
k=0
P (XT = 0|X1 = k)P (X1 = k|X0 = 1) = 1 · α + u · β + 0 · γ
Con lo cual;
u = α + βu =⇒ u = α
1− β =
α
α + γ
donde hemos usado α + β + γ = 1.
El resultado obtenido es la probabilidad condicionada de una transicio´n al estado
0, sabiendo que se da una transicio´n a 0 o a 2 .
Ahora nos queda por determinar el tiempo medio de absorcio´n, analizando, como
antes, los casos posibles que se dan en la primera transicio´n. Como prea´mbulo,
debemos tener en cuenta que el tiempo de absorcio´n es siempre al menos 1, ya que
empezamos en un estado transitorio. Si X1 = 0 o bien X1 = 2, entonces no se
requieren ma´s transiciones y T=1. Por otra parte, si X1 = 1, entonces el proceso
vuelve a su punto inicial, y entonces habremos de an˜adir pasos adicionales. Es decir,
obtenemos v = 1 + α · 0 + β · v + γ · 0 = 1 + βv, lo cual nos da
v =
1
1− β
.
De forma general, la fo´rmula para obtener el tiempo de absorcio´n medio en una
transicio´n es
E[T |X0 = i] = 1 +
∑
j /∈A
E[T |X0 = j]Pij (1.2.5)
donde A es el conjunto de los estados absorbentes.
Procedemos ahora a considerar el caso general. Formalizaremos previamente una
definicio´n:
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Definicio´n 1.2.8. Sea i un estado fijado.
Llamamos a j estado transitorio cuando la probabilidad P
(n)
ij tiende a cero con
n→∞.
Llamamos a j estado absorbente cuando ∃n | P (n)ij = 1.
Sea {Xn} una cadena de Markov cuyos estados esta´n numerados por 0, 1, ..., N .
Supongamos que los estados 0, 1, ..., r− 1 son estados transitorios, mientras que los
estados r, ..., N son estados absorbentes. La matriz de transicio´n es de la forma
P =
(
Q R
0 I
)
donde 0 es una matriz (N−r+1)×r llena de ceros, I es la identidad de dimensio´n
(N − r+ 1)× (N − r+ 1), Qij = Pij para 0 ≤ i, j < r y Rij = Pij para r ≤ i, j ≤ N
Empezando el proceso en un estado transitorio X0 = i donde 0 ≤ i < r, el
proceso permanecera´ en ese estado durante un tiempo aleatorio, pero en u´ltima
instancia quedara´ atrapado en un estado absorbente i = r, ..., N . Como antes, nos
interesa estudiar el tiempo medio que tarda el proceso en ser absorbido y la funcio´n
de probabilidad de los estados en los que la absorcio´n tiene lugar.
Consideremos la distribucio´n de probabilidad de ui = P (XT = k|X0 = i), donde
k es un estado absorbente fijado, e i el estado inicial, que sera´ transitorio, tambie´n
fijado.
Iniciamos el ana´lisis de primer orden enumerando las posibilidades en la primera
transicio´n. Empezando por el estado i, el proceso va al estado k, para quedarse all´ı,
con una probabilidad Pik. El proceso tambie´n puede caer en un estado absorbente
j 6= k(r ≤ j ≤ N), y en tal caso la posibilidad de que la absorcio´n se de en el
estado k queda excluida. Tambie´n puede ser que la primera transicio´n derive en que
el proceso caiga en otro estado transitorio j < r. Debido a la propiedad de Markov,
una vez en el estado j, la probabilidad de que el estado sea absorbido en el estado
k es Ujk = uj por definicio´n. Obtenemos, pues, aplicando como siempre la ley de la
probabilidad total,la ley de la probabilidad condicionada y la propiedad de Markov:
ui = P (absorcio´n en k|X0 = i) =
N∑
j=0
P (absorcio´n en k|X0 = i,X1 = j)Pij =
Pik +
N∑
j=r,j 6=k
Pij × 0 +
r−1∑
j=0
Pijuj
Como esto funciona para cualquier estado i fijado, tenemos pues:
ui = Pik +
r−1∑
j=0
Pijuj i = 0, 1, ..., r − 1. (1.2.6)
Resolviendo el sistema de ecuaciones obtenemos los resultados requeridos.
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Pasamos a la otra cuestio´n, el tiempo de absorcio´n. Tenemos
T = min{n ≥ 0;Xn ≥ r} (1.2.7)
Suponemos que asociado a cada estado transitorio tenemos un valor g(i), y queremos
determinar el valor medio acumulado hasta la absorcio´n del proceso. Sea wi la media
total, donde el sub´ındice i denota el estado inicial X0 = i. Formalmente tenemos;
wi = E
[
T−1∑
n=0
g(Xn) | X0 = i
]
(1.2.8)
Con esta definicio´n, podemos estudiar dos casos especiales:
(a) Si escogemos g(i) = 1 ∀i obtenemos
T−1∑
n=0
g(Xn) =
T−1∑
n=0
1 = T (1.2.9)
con lo cual, wi = vi = E(T | X0 = i), la media del tiempo que tarda el proceso
en ser absorbido.
(b) Si para un estado transitorio k tomamos
g(i) =
{
1 si i = k
0 si i 6= k (1.2.10)
nos da wi la media de visitas al estado k(0 ≤ k < r) previas a la absorcio´n.
Denotaremos g(i) = δik en este caso.
Procediendo una vez ma´s por el me´todo del ana´lisis del primer paso obtenemos:
wi = g(i) +
r−1∑
j=0
Pijwj para i = 0, ..., r − 1. (1.2.11)
Esto nos da los sistemas de ecuaciones siguientes:
(a) vi = 1 +
r−1∑
j=0
Pijvj para i = 0, ..., r − 1..
(b) Wik = δik +
r−1∑
j=0
PijWjk para i = 0, ..., r− 1., donde Wik es el nu´mero medio
de visitas al estado k previo a la absorcio´n, con estado inicial i.
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Cadenas de Markov especiales: el paseo aleatorio unidimen-
sional
El paseo aleatorio es una formalizacio´n matema´tica de la trayectoria que resulta
de hacer sucesivos pasos aleatorios. El recorrido que sigue una mole´cula al viajar
por un l´ıquido o gas, el camino que sigue un animal en su bu´squeda de comida, el
precio de una accio´n fluctuante y la situacio´n financiera de un jugador son ejemplos
de experiencias que pueden ser tratadas como un paseo aleatorio. El te´rmino fue
introducido por Karl Pearson en 1905. Los resultados proporcionados por el estudio
de este proceso de Markov han sido aplicados a mu´ltiples campos tales como la
computacio´n, la economı´a, la f´ısica, la qu´ımica, la psicolog´ıa, la biolog´ıa o la ecolog´ıa.
Matema´ticamente hablando, un paseo aleatorio unidimensional es una cadena
de Markov cuyo espacio de estados es un subconjunto (finito o infinito) a, a +
1, ..., b a, b ∈ Z en el cual el proceso, con estado inicial X0 = i, puede en una
transicio´n o bien quedarse en el mismo estado, o bien moverse a uno de los estados
vecinos i+ 1 o i− 1. Si tomamos el espacio de estados en los enteros no negativos,
la matriz de transicio´n es de la forma

r0 p0 0 · · · 0 0 0 0 · · ·
q1 r1 p1 · · · 0 0 0 0 · · ·
0 q2 r2 · · · 0 0 0 0 · · ·
...
...
...
...
...
...
...
0 0 0 · · · qi ri pi 0 · · ·
...
...
... · · · ... ... ... ...

(1.2.12)
donde pi > 0, qi > 0, ri ≥ 0 y pi + qi + ri = 1 para i ≥ 1 y p0 ≥ 0, r0 ≥ 0
p0 + r0 = 1. En particular, si Xn = i entonces, para i ≥ 1
P (Xn+1 = i+ 1 | Xn = i) = pi (1.2.13)
P (Xn+1 = i | Xn = i) = ri (1.2.14)
P (Xn+1 = i− 1 | Xn = i) = qi (1.2.15)
con las correspondientes modificaciones para i = 0.
Vamos a modelizar ahora el caso de la situacio´n financiera de un jugador de
juegos de azar. Supongamos un jugador A con una fortuna inicial k que juega
contra un adversario infinitamente rico y tiene una probabilidad pk de ganar una
unidad en la contienda, probabilidad qk = 1− pk(k ≥ 1) de perderla (la eleccio´n de
la apuesta en cada etapa puede depender del dinero del jugador) y r0 = 1 (es decir,
una vez el jugador esta´ arruinado, ya no puede seguir jugando). El proceso {Xn},
donde Xn representa la fortuna del jugador despue´s de n asaltos es claramente un
paseo aleatorio.
Si el adversario (el jugador B) no es infinitamente rico, sino que empieza con una
fortuna l <∞, y el jugador A inicia con un capital k, (k+l = N), entonces podemos
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considerar tambie´n el proceso de Markov {Xn} representando el dinero del jugador
A, pero en este caso los valores del proceso quedan restringidos a 0, 1, ..., N . En cada
enfrentamiento, N −Xn sera´ el dinero del jugador B. Si admitimos la posibilidad
de que haya empate (el caso ma´s general), la matriz de transicio´n de probabilidades
toma la forma

1 0 0 0 · · · · · · · · · · · ·
q1 r1 p1 0 · · · · · · · · · · · ·
0 q2 r2 p2 · · · · · · · · · · · ·
...
...
...
...
...
...
...
0 0 0 0 · · · qN−1 rN−1 pN−1
0 0 0 0 · · · 0 0 1

(1.2.16)
donde pi(qi), i = 1, ..., N−1 denota la probabilidad del incremento (disminucio´n)
de una unidad de la fortuna del jugador A en la jugada, cuando su dinero actual.
ri es interpretado como la probabilidad de un empate.
Observacio´n 1.2.9. Cuando la fortuna del jugador A alcanza el 0 o la N, implica
la ruina de uno de los dos jugadores (0 la del jugador A y N la del jugador B). Son
los estados absorbentes de la cadena.
Procedemos ahora a estudiar la probabilidad de la ruina del jugador A mediante
el ana´lisis a primer orden.
El caso en que pk = p, qk = 1 − p = q ∀k ≥ 1, r0 = 1 describe la situacio´n en
la que todos los enfrentamientos durante el juego son ide´nticos, y no dependen del
dinero de cada jugador. Si p < q existe una ventaja para el jugador B, y si p > q la
hay para el jugador A. Un juego justo corresponde al caso p = q = 1
2
.
Supongamos que, como antes,N = k+l es la suma del dinero de ambos jugadores,
que estamos en una situacio´n de juego en la que no se puede empatar y que el juego
es justo (p = q = 1
2
). Este caso se llama paseo aleatorio simple . El proceso de
Markov{Xn}, donde Xn es el dinero del jugador A en la etapa n, tiene por matriz
de transicio´n de probabilidad
P =

1 0 0 0 · · · 0 0
q 0 p 0 · · · 0 0
0 q 0 p · · · 0 0
...
...
...
...
...
...
0 0 0 0 · · · 0 p
0 0 0 0 · · · 0 1

(1.2.17)
Vemos que el estado 0 y el estado N son estados absorbentes. Sea uk la proba-
bilidad de la ruina del jugador A, con fortuna inicial k. Aplicando el ana´lisis de
primer paso obtenemos
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
uk = puk+1 + quk−q para k = 1, ..., N − 1
u0 = 1
uN = 0
(1.2.18)
Resolviendo estas ecuaciones podemos ver
ui =

N−k
N
si p = q =
1
2
(q/p)k − (q/p)N
1− (q/p)N si p 6= q
(1.2.19)
Si pasamos al l´ımite en que el jugador B es infinitamente rico (N →∞), entonces
(q/p)N →∞ si p < q y (q/p)N → 0 si p > q, con lo cual nuestra solucio´n queda
uk =

1 si p ≤ q(
q
p
)i
si p > q
(1.2.20)
Observamos que en este u´ltimo caso, la ruina del jugador A se da siempre en caso
de que el juego sea justo, y en caso de desventaja para el jugador A, mientras que en
caso de un juego favorable para el jugador A, la probabilidad de arruinarse es
(
q
p
)k
.
Estudiamos ahora el tiempo medio que tarda el jugador en arruinarse. Para ello
daremos la nocio´n de tiempo entrada en un conjunto. Observamos que el tiempo de
absorcio´n del que hemos hablado en apartados anteriores es un caso particular.
Definicio´n 1.2.10. Para un proceso estoca´stico X = {Xn, n ≥ 0} y para un con-
junto A ⊂ I, el tiempo de entrada en el conjunto A por X esta´ definido por
TA = ı´nf{n ≥ 0;Xn ∈ A} (1.2.21)
Por convencio´n, si el conjunto {n ≥ 0;Xn ∈ A} es vac´ıo, TA =∞
En nuestro caso particular de la ruina del jugador,
T = min{n ≥ 0;Xn = 0 o´ Xn = N} (1.2.22)
Queremos evaluar vk = E[T | X0 = k]. Por ana´lisis del primer paso obtenemos
vk = 1 + pvk+1 + qvk−1 para k = 1, ..., N − 1
v0 = 0
vN = 0
(1.2.23)
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Resolviendo para el caso p = q =
1
2
obtenemos
vk = k(N − k) (1.2.24)
Observacio´n 1.2.11. La duracio´n del tiempo del juego es ma´xima para una fortuna
inicial k = N/2. Los tiempos medios ma´s altos esta´n alrededor de esta cifra.
Generalizacio´n
Ahora vamos a enunciar una generalizacio´n del paseo aleatorio que es interesante
porque sera´ la que desarrollaremos para construir el movimiento browniano.
Sea ξ1, ...ξn variables aleatorias independientes e ide´nticamente distribuidas. Su-
ponemos que E[ξi] = 0, E[ξ
2
i ] = σ
2. Definimos como {St, t ≥ 0}, el proceso aleatorio
a tiempo discreto que viene dado por
Sn =
n∑
j=0
ξj (1.2.25)
con ξ0 = 0 por convenio. Como podemos ver, este proceso es un paseo aleatorio.
A partir de {Sn, n ≥ 1} se puede definir el proceso {Bn(t)} a tiempo continuo
obtenido mediante interpolacio´n lineal, de la forma
Bn(t) = (Sn+1 − Sn)t (1.2.26)
La siguiente gra´fica nos muestra la trayectoria de un ejemplo particular del pro-
ceso.
1 2 3 4 5 6 7 8 9 10
−100
−80
−60
−40
−20
20
40
60
80
100
t
Sn
Figura 1.2.1: Ejemplo de la interpolacio´n del paseo aleatorio generalizado explicado
previamente.
Observacio´n 1.2.12. Podemos observar que el paseo aleatorio dado por (1.2.13),
CAPI´TULO 1. PROCESOS ESTOCA´STICOS 17
(1.2.14) y (1.2.15), con sus modificaciones para i = 0, se puede entender como un
paseo con v.a.i.i.d. ξ′1, ξ
′
2, ... donde
ξ′j =

1 con probabilidad pj
0 con probabilidad rj
−1 con probabilidad qj
ξ′0 =
{
1 con probabilidad p0
0 con probabilidad r0
(1.2.27)
Es decir, es un caso particular de la generalizacio´n que acabamos de dar, puesto
que en la generalizacio´n, las variables ξi pueden tomar un valor cualquiera.
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1.3. Procesos estoca´sticos a tiempo continuo. El
movimiento browniano
Procesos gausianos a tiempo continuo
Definicio´n 1.3.1. Un vector aleatorio X1, ..., Xn se dice que tiene una distribu-
cio´n multivariante normal o distribucio´n conjunta normal si toda com-
binacio´n lineal α1X1 + ...+ αnXn, con αi ∈ R ∀i = 1, ..., n tiene una distribucio´n
normal univariante.
Observacio´n 1.3.2. Obviamente si X1, ..., Xn tiene una distribucio´n conjunta nor-
mal, entonces tambie´n la tiene el vector aleatorio Y1, ...Ym definido por la transfor-
macio´n lineal
Yj = αj1X1, ..., αjnXn para j = 1, ...,m .
para constantes arbitrarias αji
La distribucio´n normal multivariante viene especificada por dos para´metros:
los valores medios µi = E[Xi] y la matriz de covarianza cuyos coeficientes son
Γij = Cov[Xi, Xj]. En esta distribucio´n Γij = 0 implica que Xi y Xj son variables
independientes, lo cual no es cierto para distribuciones multidimensionales arbitra-
rias.
Daremos ahora un teorema, debido a Kolmogorov, que es el teorema de exis-
tencia de procesos gausianos. Es el teorema en el que se basa la construccio´n del
movimiento browniano de Kolmogorov.
Teorema 1.3.3. . Consideremos una familia
{Pt1,...,tn ; t1 < · · · < tn, n ≥ 1, ti ∈ T} (1.3.1)
donde
a) Pt1,...,tn es una probabilidad en R
n
b) Si {ti1 < ... < tim} ⊂ {t1 < ... < tm}, la ley de probabilidad {Pti1 ,...,tim} es la
distribucio´n marginal de Pt1,...,tn.
existe un proceso estoca´stico {Xt, t ∈ T} definido en algu´n espacio de probabilidad
tal que las distribuciones conjuntas finitas vienen dadas por 1.3.1. Es decir, la ley
del vector aleatorio (Xt1 , . . . , Xtn) es Pt1,...,tn.
Definicio´n 1.3.4. Sea T un conjunto abstracto y {X(t); i ∈ T} un proceso es-
toca´stico. Decimos que {X(t); t ∈ T} un proceso gausiano si para cada n =
1, 2, ... y para cada subconjunto finito (t1, ..., tn) de T, el vector aleatorio (X(t1), ..., X(tn))
tiene una distribucio´n normal multivariante. Equivalentemente, un proceso es gau-
siano si para toda combinacio´n lineal
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α1X(t1) + ...+ αnX(tn), αi ∈ R
tiene una distribucio´n lineal univariante.
Cada proceso gausiano queda definido por sus dos para´metros, la media y la
covarianza, dados por:
µ(t1, ..., tn) = E[Xt1 , ..., Xtn ] = (E[Xt1 ], ..., E[Xtn ]) (1.3.2)
Γ(ti, tj)1≤i,j≤n = E[{Xti − µ(Xti)}{Xtj − µ(Xtj)}]1≤i,j≤n (1.3.3)
La funcio´n covarianza es definida no negativa, es decir, para todo n = 1, 2, ..., para
todo α1, ..., αn ∈ R y para todo t1, ..., tn de T,
n∑
i=1
n∑
j=1
αiαjΓ(ti, tj) ≥ 0 (1.3.4)
Efectivamente,
n∑
i=1
n∑
j=1
αiαjΓ(ti, tj) =
n∑
i=1
n∑
j=1
αiαj{E[XtiXtj ]− E[Xti ]E[Xtj ]}
= E
[
n∑
i=1
αi{Xti − E[Xti ]}
]2
≥ 0
A su vez, dada una media arbitraria y una covarianza definida no negativa, existe
un proceso gausiano correspondiente. Ilustraremos esta u´ltima parte con el siguiente
ejemplo.
Ejemplo 1.3.5. Sea (Y1, ..., Yn) un vector aleatorio cuyas componentes tienen media
cero y momento finito de orden dos. Entonces existe un proceso gausiano {Xt, t ≥ 0}
tal que E[Xt] = 0 para cualquier t ∈ T y Cov(Xti , Xtj)=Γ(ti, tj) para cualquier
ti, tj ∈ T .
Para demostrar esto utilizaremos el teorema anterior. Fijamos t1, ..., tn ∈ T y
tomamos µ(t1, ..., tn) = (0, ..., 0) ∈ Rn, Γ(t1, ..., tn) = Γ(ti, tj)1≤i,j≤n y
Pt1,...,tn = N(0,Γt1,...,tn) (1.3.5)
Llamamos (Xt1 , ..., Xtn) al vector aleatorio con ley Pt1,...,tn . Para cualquier subcon-
junto {ti1 , ..., tim} de {t1, ..., tn} se cumple
A(Xt1 , ..., Atn) = (Xti1 , ..., Xtim ) (1.3.6)
donde
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A =
δt1,ti1 · · · δtn,ti1· · · · · · · · ·
δt1,tim · · · δtn,tim
 (1.3.7)
y donde δs,t es la funcio´n delta de Kronecker.
Por las propiedades de los vectores gausianos, el vector aleatorio (Xti1 , ..., Xtim )
tiene funcio´n de distribucio´n normalm-dimensional, media cero y covarianzaAΓt1,...,tnA
t =
Γ(til , tik)1≤l,k≤m.
Por tanto, las hipo´tesis del teorema se cumplen, y obtenemos el resultado que
quer´ıamos.
El movimiento browniano
El movimiento browniano es el movimiento aleatorio que se observa en las part´ıcu-
las que se hallan en un medio fluido (l´ıquido o gas), que resulta de los choques contra
las mole´culas de dicho fluido. Hoy en d´ıa el movimiento browniano y sus muchas
generalizaciones y extensiones son estudiadas en diversas a´reas de ciencias puras y
aplicadas, tales como econo´micas, teor´ıa de la comunicacio´n, biolog´ıa o estad´ıstica.
En el campo de la probabilidad, este movimiento tambie´n es llamado proceso de
Wiener. El movimiento browniano es un ejemplo de un proceso de Markov a tiempo
continuo y espacio de estados continuo.
Sea {Bt} un movimiento browniano. Sea B(t) la componente y (respecto al tiem-
po) de una part´ıcula en movimiento browniano, y sea x0 la posicio´n de la part´ıcula
en el instante inicial: B(t0) = x0. Sea p(y, t | x0) la densidad de probabilidad en y
de B(t0 + t), dado B(t0) = x0. Suponemos un estado estacionario en el tiempo, con
lo cual p(y, t | x0) no depende de t0.
Por ser p(t, y | x0) una funcio´n de densidad, sabemos que se cumple:
p(t, y | x0) ≥ 0 (1.3.8)∫ ∞
−∞
p(y, t | x0) = 1 (1.3.9)
Imponemos adema´s que l´ım
t→0
p(t, y | x0) = 0 para y 6= x.
Einstein demostro´ que p(t, y | x0) satisface la ecuacio´n con derivadas parciales
∂p
∂t
=
1
2
σ2
∂2p
∂y2
(1.3.10)
llamada ecuacio´n de difusio´n y σ2 el coeficiente de difusio´n. Tomando la escala
CAPI´TULO 1. PROCESOS ESTOCA´STICOS 21
adecuada para poder usar σ2 = 1 se puede demostrar que
p(t, y | x0) = 1√
2pit
exp
{
−(y − x0)
2
2t
}
(1.3.11)
es la u´nica solucio´n a la ecuacio´n de difusio´n que cumple las propiedades de funcio´n
de distribucio´n de probabilidad. Esta es la distribucio´n de probabilidad de B(t) −
B(0).
Definicio´n 1.3.6. Decimos que un proceso estoca´stico tiene incrementos inde-
pendientes si para cualquier t1 < t2 < ... < tk las variables aleatorias
Xt2 −Xt1 , ..., Xtk −Xtk−1 (1.3.12)
son independientes
Definicio´n 1.3.7. Un proceso estoca´stico tiene incrementos estacionarios si
para cualquier t1 < t2 la ley de la variable aleatoria Xt2 − Xt1 es la misma que la
de Xt2−t1
Hemos dado la ley de probabilidad de B(t) − B(0) del movimiento browniano.
Para generalizar para cualquier tipo de incremento temporal, definimos:
Definicio´n 1.3.8. El movimiento browniano con coeficiente de difusio´n σ2 es
un proceso estoca´stico {B(t); t ≥ 0} con las propiedades:
(a) Todo incremento B(s + t) − B(s) tiene una distribucio´n normal con media
cero y varianza σ2t, donde σ2 > 0 es un para´metro fijo.
(b) Para cada par de intervalos de tiempo disjuntos (t1, t2], (t3, t4] con 0 ≥ t1 <
t2 ≥ t3 < t4, los incrementos B(t4) − B(t3) y B(t2) − B(t1) son variables
aleatorias independientes. Esto se cumple para cada n intervalos de tiempo
disjuntos, con n ∈ N − {0}
(c) B(0) = 0 y B(t) es una funcio´n continua en t, casi seguramente.
Otras formas de definir el movimiento browniano son las que siguen.
Definicio´n 1.3.9. El movimiento browniano es un proceso estoca´stico gausiano
{Bt, t ≥ 0} tal que
µ(t) = 0 (1.3.13)
Γ(s, t) = s ∧ t := mı´n(s, t) (1.3.14)
Observacio´n 1.3.10. Podemos observar que
s ∧ t =
∫ ∞
0
1[0,s](r)1[0,t](r)dr (1.3.15)
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Antes de dar la siguiente proposicio´n, que nos dara´ otra definicio´n equivalente
del movimiento browniano, hemos de recordar la convergencia casi segura. Una
sucesio´n de variables aleatorias {Xn, n ≥ 1} converge casi seguramente a una
variable aleatoria X si existe un conjunto N ∈ F de probabilidad cero tal que
l´ımn→∞Xn(ω) = X(ω) para todo ω /∈ N
Proposicio´n 1.3.11. Un proceso estoca´stico {Xt, t ≥ 0} es un movimiento brow-
niano si y solo si:
i) X0 = 0 casi seguramente.
ii) para cualquier 0 ≤ s < t, la variable aleatoria Xt −Xs es independiente de la
σ-a´lgebra generada por Xr, 0 ≤ r ≤ s, σ(Xr, 0 ≤ r ≤ s) y Xt − Xs es una
variable aleatoria N(0, t− s).
Observacio´n 1.3.12. El movimiento browniano es el u´nico proceso gausiano que
tiene trayectorias continuas, media cero y covarianza σ2 mı´n{s, t}
Observacio´n 1.3.13. La definicio´n de movimiento browniano nos dice que el des-
plazamiento B(t+ s)−B(s) es independiente de su pasado, es decir, si conocemos
B(s) = x, el conocimiento de los valores de B(τ) para tiempos anteriores τ < s
no tienen ningu´n efecto en la ley de probabilidad que gobierna el comportamiento
posterior del movimiento B(s + t) − B(s). Esta caracter´ıstica es la propiedad de
Markov. Hemos de tener en cuenta, sin embargo, que el apartado (b) de la defini-
cio´n del movimiento browniano es, de hecho, ma´s restrictivo que la propiedad de
Markov.
Observacio´n 1.3.14. La eleccio´n B(0) = 0 es arbitraria, y de hecho, a menudo se
considera el movimiento browniano con inicio en x0, para el cual B(0) = x0 para un
punto fijado x0. En este caso, la varianza es σ
2t donde σ2 es el llamado para´metro
de varianza. El proceso B˜ = B(t)/σ es un movimiento browniano con para´metro de
varianza 1, llamado movimiento browniano esta´ndar. En general, reduciremos un
movimiento browniano arbitrario a un movimiento browniano esta´ndar para hacer
los ca´lculos necesarios.
Observacio´n 1.3.15. Del apartado (a) de la definicio´n 1.3.8 sacamos que un mo-
vimiento browniano esta´ndar cumple
P (B(s+ t) ≤ y | B(s) = x0) = P (B(s+ t)−B(s) ≤ y − x0)
=
∫ z
−∞
1√
2pit
exp
{
−(y − x0)
2
2t
}
dy
Para´metros del movimiento browniano
Desviacio´n t´ıpica y varianza Queremos estudiar la variabilidad del des-
plazamiento del movimiento browniano B(∆t) tras un pequen˜o periodo de
tiempo ∆t. Es usual trabajar con la desviacio´n t´ıpica (σ) para estos casos, ya
que e´sta esta´ en las mismas unidades que la medida original. La desviacio´n
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t´ıpica del desplazamiento browniano es
√
∆t, que es mucho mayor que ∆t
cuando e´ste es pequen˜o. De hecho,
σ(B(∆t)
∆t
=
√
∆t
∆t
=
1
∆t
→∞ cuando ∆t→ 0.
Recordemos que hemos supuesto que los desplazamientos en intervalos de
tiempo disjuntos son estacionarios, y que por el apartado (b) de la defini-
cio´n de movimiento browniano son independientes. Entonces la varianza (σ2),
lineal con el tiempo, es la u´nica posibilidad de medir la variacio´n de los des-
plazamientos brownianos. Tenemos pues
V ar[B(t+ s)] = V ar[B(t)] + V ar[B(s)]
Covarianza. Teniendo en cuenta el apartado (b) de la definicio´n de movi-
miento browniano, y recordando que E[B(t)] = 0 y E[B(t)2] = σ2t, para
0 ≤ s < t tenemos:
Cov[B(s), B(t)] = E[B(s)B(t)]
= E[B(s)(B(t)−B(s) +B(s)]
= E[B(s)2] + E[B(s)(B(t)−B(s))]
= σ2s+ E[B(s)]E[B(t)−B(s)] = σ2s
De manera ide´ntica, si 0 ≤ t < s, podemos obtener Cov[B(t), B(s)] = σ2t. Por
tanto, podemos escribir, de forma general:
Cov[B(s), B(t)] = σ2min{s, t} (1.3.16)
Propiedades del movimiento browniano
El movimiento browniano posee varias propiedades de invariancia. Algunas de
las ma´s relevantes son:
(1) Si B = {Bt, t ≥ 0} es un movimiento browniano, −B = {−Bt, t ≥ 0} tambie´n
lo es.
(2) Para cualquier λ > 0, el proceso Bλ = {1
λ
Bλ2t, t ≥ 0} es tambie´n un movi-
miento browniano. Es la propiedad de invarianza por un cambio de escala del
movimiento browniano.
(3) Para cualquier a > 0, B+a = {Bt+a−Ba, t ≥ 0} es un movimiento browniano.
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Trayectorias del movimiento browniano
El movimiento browniano fue introducido como un modelo para las trayectorias
erra´ticas de las part´ıculas. En consecuencia, uno espera encontrar unas trayectorias
casi seguramente continuas, pero con cambios bruscos en las direcciones.
Hay varias maneras de obtener un movimiento browniano. Este trabajo esta´
enfocado a dar su construccio´n a partir del paseo aleatorio, por el teorema de
Donsker, pero en esta seccio´n trataremos la construccio´n de P. Le´vy’s, ya que esta
nos proporciona la continuidad de sus trayectorias.
Esta construccio´n se da en L2([0, 1],B([0, 1]), λ) = X que es un espacio vectorial
normado, y donde λ es una medida de Lebesgue. Es el espacio de todas las funciones
medibles que cumplen ∫
X
|f |2dµ <∞
La norma de este espacio viene definida por ‖f‖2 =
(∫
|f |2dµ
)1/2
Este espacio esta´ dotado de un producto interno 〈f, g〉 =
∫
fgdµ
Para aplicar este procedimiento, debemos antes definir las funciones Haar como
sigue:
h0(t) = 1
hkn(t) = 2
n/21[ 2k
2n+1
, 2k+1
2n+1
) − 2n/21[ 2k+1
2n+1
, 2k+2
2n+1
)
con n ≥ 1 y k ∈ {0, 1, ..., 2n − 1}.
El conjunto de funciones (h0, h
k
n) es una base ortonormal del espacio X. Por
tanto, para cualquier f ∈ X podemos escribir el desarrollo:
f = 〈f, h0〉h0 +
∞∑
n=1
2n−1∑
k=0
〈f, hkn〉hkn (1.3.17)
Usando el desarrollo podemos definir una isometr´ıa entre X y L2(Ω,F , P ) de la
siguiente forma. Consideremos una familia de variables independientes (N0, N
k
n) pa-
ra n ≥ 1 y k ∈ {0, 1, ..., 2n−1} con leyN(0, 1). Entonces, para f ∈ L2([0, 1],B([0, 1]),
definiendo
I(f) = 〈f, h0〉N0 +
∞∑
n=1
2n−1∑
k=0
〈f, hkn〉Nkn (1.3.18)
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Claramente
E[I(f)2] = ‖f‖22. (1.3.19)
I define la isometr´ıa deseada. Adema´s, dado que
I(f) = l´ım
m→∞
〈f, h0〉N0 +
m∑
n=1
2n−1∑
k=0
〈f, hkn〉Nkn , (1.3.20)
en la convergencia de L2(Ω), la variable aleatoria I(f) es N(0, ‖f‖22) y por la
identidad de Parseval,
E(I(f)I(g)) = 〈f, g〉, (1.3.21)
para cualquier f, g ∈ L2([0, 1],B([0, 1]), λ).
Teorema 1.3.16. El proceso B = {Bt = I(1[0,t]), t ∈ [0, 1]} define un movimiento
browniano indexado por [0,1]. Adema´s, las trayectorias son continuas casi segura-
mente.
Demostracio´n. Por construccio´n B0 = 0. Adema´s Bt−Bs = I(1(s,t]) para 0 ≤ s ≤
t ≤ 1. Como E(I(f)I(g)) = 〈f, g〉, entonces el proceso Bt−Bs es independiente de
cualquier Br, (0 < r < s), ya que como E[I(f)] = E[I(g)] = 0, Cov(I(f), I(g)) =
E(I(f)I(g)) = 0 y adema´s tiene una ley N(0, t− s). Usando la proposicio´n 1.3.10
se cumple la primera parte del teorema.
Nuestro siguiente objetivo es demostrar que la serie
Bt = I(1[0,t]) = 〈1[0,t], h0〉N0 +
∞∑
n=1
2n−1∑
k=0
〈1[0,t], hkn〉Nkn = g0(t)N0 +
∞∑
n=1
2n−1∑
k=0
gkn(t)N
k
n
converge uniformemente casi seguramente. En el u´ltimo te´rmino hemos introducido
las funciones Schauder definidas como
g0(t) = 〈1[0,t], h0〉 = t
gkn(t) = 〈1[0,t], hkn〉 =
∫ t
0
hkn(s)ds
para cualquier t ∈ [0, 1]
Por construccio´n, para cualquier n ≥ 1 fijado, las funciones gkn(t), k = 0, ..., 2n−1
son positivas, y gkn(t) ≤ 2−n/2. As´ı,
sup
t∈[0,1]
∣∣∣∣∣
2n−1∑
k=0
gkn(t)N
k
n
∣∣∣∣∣ ≤ 2−n/2 sup0≤k≤2n−1 | Nkn | . (1.3.22)
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El siguiente paso consiste en probar que | Nkn | esta´ acotada por alguna constante
que dependa de n tal que al multiplicarla por 2−n/2 converja.
Para probar esto, usaremos el siguiente lema
Lema 1.3.17. Para toda variable aleatoria X con ley N(0, 1) y para toda a ≥ 1
P (| X |≥ a) ≤ e−a2/2 (1.3.23)
Demostracio´n. Tenemos
P (| X |≥ a) = 2√
2pi
∫ ∞
a
e
−x2
2 dx ≤ 2√
2pi
∫ ∞
a
x
a
e
−x2
2 dx =
2
a
√
2pi
e
−a2
2 ≤ e−a
2
2
donde hemos usado 1 ≤ x
a
y 2
a
√
2pi
≤ 1 
Por el lema que acabamos de demostrar,
P
(
sup
0≤k≤2n−1
| Nkn |> 2
n
4
)
≤
2n−1∑
k=0
P (| Nkn |> 2
n
4 ) ≤ 2n exp (−2n2−1)
Con lo cual
∞∑
n=1
P
(
sup
0≤k≤2n−1
| Nkn |> 2
n
4
)
<∞ (1.3.24)
y por el primer lema de Borel-Cantelli
P
(
l´ım inf
n→∞
{
sup
0≤k≤2n−1
| Nkn |≤ 2
n
4
})
= 1 (1.3.25)
Es decir, casi seguramente existe un n0 tal que sup
0≤k≤2n−1
| Nkn |≤ 2
n
4 para todo
n ≥ n0.
Hemos probado pues, que
sup
t∈[0,1]
∣∣∣∣∣
2n−1∑
k=0
gkn(t)N
k
n
∣∣∣∣∣ ≤ 2−n2 sup0≤k≤2n−1 | Nkn |≤ 2−n4 (1.3.26)
casi seguramente para un n suficientemente grande. Esto prueba la convergencia
uniforme casi seguramente que quer´ıamos demostrar. 
Hemos visto que las trayectorias del movimiento browniano son continuas. Ahora
veremos otro tipo de continuidad.
Definicio´n 1.3.18. Una funcio´n f : R → R es Ho¨lder-continua si ∀x, y ∈ R
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existen α,C constantes tales que
|f(x)− f(y)| ≤ C‖x− y‖α (1.3.27)
Proposicio´n 1.3.19. Criterio de continuidad de Kolmogorov.
Sea {Xt, t ≥ 0} un proceso estoca´stico tal que para algunos reales positivos α, β y
C,
E(|Xt −Xs|α) ≤ C|t− s|1+β. (1.3.28)
Entonces, casi seguramente, las trayectorias del proceso son γ-Ho¨lder continuas con
γ < β
α
La ley de la variable aleatoria Bt−Bs es N(0, t−s). Entonces, podemos calcular
E((Bt −Bs)2k) = (2k)!
2kk!
(t− s)k (1.3.29)
para cualquier k ∈ N. La proposicio´n nos dice que, casi seguramente, las trayectorias
del movimiento browniano son γ-Holder continuas con γ ∈ (0, 1
2
)
Respecto a la diferenciabilidad, el ce´lebre resultado de Dvoretzky, Erdo¨s y Ka-
kutani nos dice que las trayectorias del movimiento browniano no son diferenciables
casi seguramente en ningu´n punto.
Una vez dados todos los resultados sobre los movimientos brownianos, ser´ıa in-
teresante ilustrar como es un movimiento browniano.
Figura 1.3.2: Trayectorias t´ıpicas del movimiento browniano.
Cap´ıtulo 2
Convergencia de medidas de
probabilidad
El propo´sito de este cap´ıtulo es introducirnos en los conceptos y resultados prin-
cipales sobre la convergencia de medidas de probabilidad sobre todo en espacios
me´tricos. Empezaremos dando una idea general de que´ es al convergencia de´bil, y
trataremos ma´s en profundidad la idea de convergencia de´bil en espacios me´tricos
y la convergencia en distribucio´n.
2.1. Introduccio´n
El llamado teorema del l´ımite central de Moivre-Laplace que nos dice que si
Fn(x) = P
{
Sn − np√
npq
≤ x
}
(2.1.1)
es la funcio´n de distribucio´n de variables aleatorias con distribucio´n de Bernoulli
con para´metro p y n tiradas, y
F (x) =
1√
2pi
∫ x
−∞
e−u
2/2du (2.1.2)
es la funcio´n de distribucio´n normal, entonces Fn(x)→ F (x).
Decimos de las funciones de distribucio´n anteriores que Fn converge de´bilmente
a F (Fn ⇒ F ) si Fn → F para todo punto de continuidad x ∈ F .
En el caso que acabamos de ver la condicio´n de los puntos de continuidad es
irrelevante puesto que la funcio´n de distribucio´n normal es continua en todos los
puntos. Sin embargo, si tomamos Fn = 1[1/n,∞)(x) y F = 1[0,∞)(x), vemos que esta
vez s´ı que es necesaria la condicio´n sobre los puntos de continuidad, puesto que en
x = 0 vemos que 0 = Fn(0) 9 F (0) = 1. Como la funcio´n F (x) no es continua en
este punto, por la definicio´n se cumple Fn ⇒ F .
Generalizando esta idea, consideremos las medidas de probabilidad Pn y P , de-
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finidas en la clase de los subconjuntos de Borel, que vienen determinadas por las
funciones de distribucio´n Fn(x) y F (x) tal que
Pn(−∞, x] = Fn(x), P (−∞, x] = F (x)
Como F es continua en x si y solo si el conjunto {x} cumple P ({x}) = 0, Fn ⇒ F
significa que
Pn(−∞, x]→ P (−∞, x], si P{x} = 0,
se cumple para cada x.
Sea ahora ∂A la frontera de un conjunto A de Borel . Recordemos que un conjunto
de Borel es un conjunto que pertenece a la σ-a´lgebra de Borel (B), aquella generada
por los conjuntos abiertos. Entonces Fn ⇒ F si y solo si
Pn(A)→ P (A), si P (∂A) = 0,
se cumple para todo conjunto de Borel A.
Hablamos de conjunto P-continuo para los conjuntos de BorelA tales que P (∂A) =
0, y diremos que Pn converge de´bilmente a P (Pn ⇒ P ) si Pn(A)→ P (A) para todo
conjunto P-continuo A. Tenemos pues :
Proposicio´n 2.1.1. Pn ⇒ P si y solo si Fn ⇒ F
Aunque el concepto de convergencia de´bil de funciones de distribucio´n esta´ ligado
al espacio euclideo, el concepto de convergencia de´bil de medidas de probabilidad se
puede formular en un espacio me´trico cualquiera, por lo cual este u´ltimo concepto
es preferible en un contexto ma´s general.
Observacio´n 2.1.2. Hablamos de convergencia de´bil cuando tratamos con conver-
gencia de medidas cualesquiera, y hablamos de convergencia en distribucio´n cuando
tratamos la convergencia de funciones de distribucio´n. Si estamos tratando una me-
dida que tiene asociada una funcio´n de distribucio´n (recordemos que dada una fun-
cio´n de distribucio´n F automa´ticamente existe una u´nica medida de probabilidad
que la tiene por funcio´n de distribucio´n) entonces estamos dando dos expresiones
diferentes de un mismo hecho, como nos muestra la proposicio´n anterior.
2.2. Convergencia de´bil en espacios me´tricos
Empezamos estudiando las medidas de probabilidad en el espacio me´trico gene-
ral, que llamaremos (S, d), donde d es una distancia. Sea B la σ-a´lgebra de Borel,
aquella generada por los conjuntos abiertos definidos por esta distancia d. Sus ele-
mentos son los llamados conjuntos de Borel.
Recordemos que una medida de probabilidad en B es una funcio´n P no negativa,
σ- aditiva y que cumple P (S) = 1
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Definicio´n 2.2.1. Si las medidas de probabilidad Pn y P cumplen∫
S
fdPn →
∫
S
fdP (2.2.1)
para cualquier funcio´n f real continua y acotada en S, decimos que Pn converge
de´bilmente a P y escribimos Pn ⇒ P
Observacio´n 2.2.2. Escribiremos Pf para referirnos a
∫
S
fdP
El siguiente teorema nos permitira´ determinar completamente el valor de P por
los valores de P (F ) para conjuntos F cerrados.
Teorema 2.2.3. Toda medida de probabilidad P en el espacio (S,B) es regular,
i.e. para todo conjunto A ∈ B y para todo , existe un conjunto cerrado F y un
conjunto abierto G, tal que F ⊂ A ⊂ G y P (G \ F ) < , donde G \ F = G ∩ F c.
Vamos a ver ahora que P tambie´n queda completamente determinado por los
valores Pf para funciones continuas y acotadas f . Esto implica que una sucesio´n
{Pn} no puede converger de´bilmente a dos l´ımites diferentes.
Teorema 2.2.4. Las medidas de probabilidad P y Q de B coinciden si Pf = Qf
para toda funcio´n acotada, real y uniformemente continua f .
Observacio´n 2.2.5. Teoremas como este permiten trabajar con medidas PA o con
integrales Pf indistintamente.
El siguiente teorema, llamado teorema de Portmanteau nos proporciona defini-
ciones equivalentes de la convergencia de´bil. Recordemos que un conjunto A ∈ B
con frontera ∂A = 0 se denomina un conjunto P-continuo.
Teorema 2.2.6. Estas cinco condiciones son equivalentes:
i) Pn ⇒ P
ii) Pnf → Pf para toda funcio´n acotada y uniformemente continua f
iii) l´ım supn Pn(F ) ≤ P (F ) para todo conjunto cerrado F.
iv) l´ım infn Pn(G) ≥ P (G) para todo conjunto abierto G.
v) PnA→ PA para todo conjunto A P−continuo.
Otra condicio´n para la convergencia de´bil nos la da el siguiente teorema
Teorema 2.2.7. Una condicio´n necesaria y suficiente para Pn ⇒ P es que cada
subsucesio´n {Pni} contiene a su vez otra subsucesio´n {Pnim} que converge de´bilmen-
te (m→∞) a P .
CAPI´TULO 2. CONVERGENCIA DE MEDIDAS DE PROBABILIDAD 31
Supongamos ahora que h es una funcio´n que aplica S en otro espacio me´trico S ′,
con me´trica ρ′ y σ-a´lgebra de Borel B′. Si h es medible (i.e. preserva la estructura
entre dos espacios medibles), entonces cada probabilidad P en (S,B) induce una
probabilidad Ph−1 en (S ′,B) definida como Ph−1(A) = P (h−1A).
Necesitaremos condiciones bajo las cuales Pn ⇒ P implique Pnh−1 ⇒ Ph−1.
Una de ellas es la continuidad de h; si f es acotada y continua en S ′, entonces fh
es acotada y continua en S y aplicando un cambio de variable, Pn → P implica∫
S′
f(y)(Pnh
−1)(dy) =
∫
S
f(h(x))Pn(dx)→
∫
S
f(h(x)P (dx) =
∫
S′
f(y)(Ph−1)(dy)
Esto implica que Pnh
−1 ⇒ Ph−1. Pero ahora podemos incluso poner menos con-
diciones. Supongamos que h es medible y sea Dh el conjunto de sus discontinuidades,
(Dh ∈ B). El teorema del mapeado nos dice:
Teorema 2.2.8. Si Pn ⇒ P y P (Dh) = 0, entonces Pnh−1 ⇒ Ph−1
Este teorema nos da un resultado muy u´til que utilizaremos varias veces a lo
largo del trabajo.
Procedemos ahora a dar un par de ejemplos de espacios me´tricos, que son los
espacios con los que trabajaremos principalmente.
Decimos que una clase A de B es una clase de separacio´n si dos medidas de
probabilidad que coinciden en A, necesariamente coinciden en todo B. Recordemos
que una clase es un pi−sistema si es cerrado por intersecciones finitas, y que A es
una clase separable si es un pi-sistema que genera B
Ejemplo 2.2.9. Sea Rk el espacio eucl´ıdeo k-dimensional con la me´trica habitual
|x− y| =
√∑k
i=1(xi − yi)2,
y seaRk (σ-a´lgebra) la clase de los conjuntos k-dimensionales borelianos. La funcio´n
de distribucio´n que corresponde a la medida de probabilidad P en Rk es
F (x1, ..., xk) = P [y; yi ≤ xi, i ≤ k]
Como los conjuntos de la derecha de la igualdad forman un pi-sistema que genera
Rk, forman una clase separacio´n. Por tanto, F determina completamente P .
Ejemplo 2.2.10. Sea C = C[0, 1] el espacio de las funciones continuas en [0,1].
Definimos una norma en C del modo siguiente:
‖x‖∞ = sup
t
|x(t)|, x ∈ C (2.2.2)
A su vez definimos la me´trica uniforme
ρ(x, y) = ‖x− y‖∞ = sup
t
|x(t)− y(t)|. (2.2.3)
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Llamaremos C a la topolog´ıa asociada a esta me´trica.
Como ρ(xn, x) → 0 significa que xn converge uniformemente a x, implica la
convergencia puntual. Por supuesto, la otra implicacio´n es falsa: Consideremos la
funcio´n que crece linealmente de 0 a 1 en el intervalo [0, 1/n], decrece linealmente
de 1 a 0 en el intervalo [1/n, 2/n] y es constante 0 a la derecha de 2/n, es decir
zn(t) = nt1[0,1/n](t) + (2− nt)1(1/n,2/n](t)
zn converge puntualmente a la funcio´n 0, mientras que ρ(zn, 0) = 1
Tambie´n es interesante ver que, por la continuidad de las proyecciones naturales
pit1,...,tk de C a R
k, si Pn ⇒ P para probabilidades en C, entonces por el teorema
del mapeado, Pnpi
−1
t1,...,tk
⇒ Ppi−1t1,...,tk para todo k y para toda k-tupla t1, ..., tk
2.3. Convergencia en distribucio´n
La teor´ıa de la convergencia en distribucio´n (o convergencia en ley) es ana´loga
a la de la convergencia de´bil. Lo interesante es ver como al estudiar estas mismas
ideas en te´rminos de convergencia en distribucio´n, muchos resultados adquieren una
forma ma´s concisa y clarificadora.
Como dijimos en la introduccio´n la principal diferencia entre la convergencia
de´bil y la convergencia en distribucio´n es que la segunda aplica so´lo para leyes de
elementos aleatorios.
Definicio´n 2.3.1. Sean (Ω,A) y (E,F) dos espacios medibles. Diremos que una
aplicacio´n X : (Ω,A)→ (E,F) es medible si ∀B ∈ F , X−1(B) ∈ A.
Sea X una aplicacio´n de un espacio de probabilidad (Ω,F ,P) a un espacio me´tri-
co (S,B). Decimos que X : Ω→ S es un elemento aleatorio de S si es medible (i.e.
preserva la estructura entre dos espacios medibles) . Llamamos a X variable alea-
toria si S = R, vector aleatorio si S = Rk, k ∈ N, k > 1 y sucesio´n aleatoria si
S = R∞
La funcio´n de distribucio´n (o ley) de X es la medida de probabilidad P = PX−1
en (S,B), definida por
P (A) = P(X−1A) = P [ω : X(ω) ∈ A] = P [X ∈ A] (2.3.1)
Observacio´n 2.3.2. P es una medida de probabilidad en un espacio medible arbi-
trario, mientras que P esta´ siempre definida en la σ-a´lgebra de Borel de un espacio
me´trico.
Observacio´n 2.3.3. Si f es una funcio´n real medible en S, por cambio de variable;
E[f(X)] =
∫
Ω
f(X)dP =
∫
S
fdP = Pf (2.3.2)
en el sentido de que ambas integrales existen, o ninguna de las dos, y en caso de
existencia, ambas tienen el mismo valor.
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Definicio´n 2.3.4. Decimos que una sucesio´n {Xn} de elementos aleatorios con-
verge en distribucio´n hacia el elemento aleatorio X si Pn ⇒ P , donde Pn y P
son funciones de distribucio´n de Xn y X, respectivamente.
Hablemos ahora de terminolog´ıa. Por nomenclatura usaremos Xn ⇒ X para re-
ferirnos a que L(Xn) ⇒ L(X) donde L(X) es la ley de X y L(Xn) la ley de Xn.
Es decir Pn ⇒ P podemos representarlo de las cuatro formas siguientes indistinta-
mente. 
Pn ⇒ P
Xn ⇒ X
Xn ⇒ P
Pn ⇒ X
Ahora enunciaremos el teorema de Portmanteau readaptado a la convergencia
en distribucio´n. Llamaremos conjunto X-continuo a un conjunto A ∈ B si P(X ∈
∂A) = 0.
Teorema 2.3.5. Tenemos que las cinco siguientes condiciones son equivalentes:
i) Xn ⇒ X
ii) E[F (Xn)]→ E[f(X)] para toda funcio´n continua y acotada f .
iii) l´ım supnP(Xn ∈ F ) ≤ P(X ∈ F ) para todo conjunto cerrado F
iv) l´ım infnP(Xn ∈ G) ≥ P(X ∈ G) para todo conjunto abierto G.
v) P(Xn ∈ A)→ P(X ∈ A) para todo conjunto A X-continuo.
Supongamos ahora h : S → S ′ medible y sea Dh el conjunto de los puntos de
discontinuidad. Si X tiene ley P , entonces h(X) tiene ley Ph−1. El teorema del
mapeo se transforma en:
Teorema 2.3.6. Xn ⇒ X implica h(Xn)⇒ h(X) si P(X ∈ Dh) = 0.
2.4. Teorema de Prohorov
Dedicaremos esta seccio´n a enunciar y demostrar este importante teorema de
convergencia. Para ello daremos antes unas nociones necesarias.
La nocio´n siguiente juega un papel fundamental en la teor´ıa de la convergencia
de´bil y sus aplicaciones:
Definicio´n 2.4.1. Una medida de probabilidad P en (S,B) es ajustada si para
todo  existe un conjunto compacto K() tal que P (K) > 1− .
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Antes de estudiar el siguiente teorema, recordemos que un espacio me´trico es
separable si incluye un subconjunto denso numerable. A su vez un conjunto es denso
en un espacio me´trico si su adherencia es el total. Tambie´n necesitamos recordar
que un espacio me´trico es completo si toda sucesio´n de Cauchy contenida en e´ste
es convergente. Tenemos entonces:
Teorema 2.4.2. Si el espacio me´trico S es separable y completo, entonces toda
medida de probabilidad en (S,B) es ajustada.
Observacio´n 2.4.3. El teorema nos dice que cada medida de probabilidad en el
espacio euclideo k-dimensional con la me´trica ordinaria (Rk,Rk) es ajustada. Lo
mismo ocurre en el espacio de las funciones continuas (C[0, 1], C).
El concepto de medida de probabilidad ajustada se puede generalizar a una
familia de medidas de probabilidad. Veamos:
Definicio´n 2.4.4. Una familia M de medidas de probabilidad en (S,B) es ajus-
tada si para cada  existe un compacto K() tal que P (K) > 1 −  para cada
P ∈M .
Observacio´n 2.4.5. Notemos que en esta definicio´n, el compacto K depende de ,
pero no de los elementos P de la familia M .
Definicio´n 2.4.6. Sea M una familia de medidas de probabilidad en (S,B). De-
cimos que M es relativamente compacta si toda sucesio´n de elementos de M
contiene una subsucesio´n de´bilmente convergente. Es decir, si para cada sucesio´n
{Pn} en M , existe una subsucesio´n {Pni} y una medida de probabilidad Q (definida
en (S,B), pero no necesariamente un elemento de M), tal que Pni ⇒i Q.
Lo que realmente nos interesa es la compacidad relativa de sucesiones {Pn}.
Una sucesio´n {Pn} es relativamente compacta si toda subsucesio´n {Pni} contiene
a su vez una subsucesio´n{Pnim} tal que {Pnim} ⇒m Q donde Q es una medida de
probabildad.
Ejemplo 2.4.7. Vamos a dar ahora dos resultados sobre compacidad relativa en
el espacio de las funciones continuas. Sean Pn y P dos medidas de probabilidad en
(C, C), que recordamos que es el espacio de las funciones continuas con la topolog´ıa
uniforme.
Si {Pn} es relativamente compacta y las distribuciones de dimensio´n finita de Pn
convergen de´bilmente a las de P : Pnpi
−1
t1,...,tk
⇒n Ppi−1t1,...,tk para todo k y para todo
t1, ..., tk. Entonces Pn ⇒n P .
Esta idea nos da un me´todo potente para probar la convergencia de´bil en (C, C)
y otros espacios de funciones. Suponiendo como antes que Pn y P son medidas de
probabilidad en (C, C)
Si {Pn} es relativamente compacta y Pnpi−1t1,...,tk ⇒n µt1,...,tk donde µt1,...,tk es una
medida de probabilidad en (Rk,Rk), entonces P cumple Ppi−1t1,...,tk = µt1,...,tk para
todo t1, ..., tk.
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Sin ma´s prea´mbulos, procedemos con el teorema de Prohorov.
Teorema 2.4.8. Sea S un espacio completo y separable y sea M una familia de
medidas de probabilidad definida en (S,B) . Entonces M es ajustada si y so´lo si es
relativamente compacta.
Demostracio´n. Empezaremos demostrando la implicacio´n hacia la izquierda, ya
que es significativamente ma´s corta y secilla.
⇐) Consideremos la sucesio´n de conjuntos abiertos Gn crecientes (Gn−1 ⊂ Gn)
con Gn ↗ S. Para cada  existe una n tal que P (Gn) > 1 −  para toda me-
dida de probabilidad P ∈ M , ya que en caso contrario, para cada n tendr´ıamos
Pn(Gn) ≤ 1 −  para algu´n Pn ∈ M , y por compacidad relativa Pni ⇒i Q para
alguna subsucesio´n y para alguna medida de probabilidad Q, lo cual es imposible
porque en ese caso QGn ≤ l´ım infi PniGn ≤ PniGni ≤ 1− , cuando Gn ↗ S.
Esto implica que si Ak1 , Ak2 , ... es una sucesio´n de bolas abiertas de radio 1/k
recubriendo S, entonces (por separabilidad) existe un nk tal que P
(∪i≤nkAki) >
1− 
2k
para toda P en M . Si K es la clausura del conjunto acotado ∩k≥1 ∪i≤nk Aki ,
entonces (por ser S completo) K es compacto y P (K) > 1−  para todo P en M .
⇒) Antes de empezar con la demostracio´n, necesitamos dar una definicio´n previa.
Definicio´n. Una medida exterior es una funcio´n γ definida para todos los subcon-
juntos del espacio Ω, cumpliendo las siguientes cuatro propiedades:
1) γ(A) ∈ [0,∞] para todo A ⊂ Ω
2) γ(∅) = 0
3) γ es mono´tona, i.e. A ⊂ B ⇒ γ(A) ≤ γ(B)
4) γ(
⋃
nAn) ≤
∑
n γ(An)
Procedemos ahora con la demostracio´n. Supongamos que {Pn} es una sucesio´n
en la familia ajustada M . Tenemos que encontrar una subsucesio´n {Pni} y una
medida de probabilidad P tal que Pni ⇒i P . Lo haremos por construccio´n.
Elegimos conjuntos compactos Ku de manera que K1 ⊂ K2 ⊂ · · · y Pn(Ku) >
1 − 1/u para todo u y n. El conjunto ⋃uKu es separable. Entonces, existe A ∈ B
numerable de conjuntos abiertos que cumplen que si x ∈ ⋃uKu ∩G y G es abierto,
entonces x ∈ A ⊂ A ⊂ G para algun A ∈ A. Sea H la unio´n de ∅ y las uniones
finitas de conjuntos de la forma A ∩Ku para A ∈ A y u ≥ 1.
Escogemos la subsucesio´n {Pni} ⊂ {Pn} en la cual el l´ımite α(H) := l´ımi PniH
existe para cada H ∈ H. El objetivo es construir una medida de probabilidad P ∈ B
tal que P (G) = sup
H⊂G
α(H) para todos los conjuntos abiertos G. Si P existe entonces
la demostracio´n acaba: Si H ⊂ G, entonces α(H) = l´ımi Pni(H) ≤ l´ım infi PniG,
con lo cual P (G) ≤ l´ım infi Pni(G)y por tanto Pni ⇒i P
Para construir nuestra P , observamos que H es cerrada por uniones finitas y que
α(H) cumple las siguientes propiedades:
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α(H1) ≤ α(H2) si H1 ⊂ H2
α(H1 ∪H2) = α(H1) + α(H2) si H1 ∩H2 = ∅
α(H1 ∪H2) ≤ α(H1) + α(H2)
α(∅) = 0
Definimos β(G) := sup
H⊂G
α(H) para G abierto. Entonces β es mono´tona y β(∅) =
α(∅) = 0.
Definimos tambie´n γ(D) := ı´nf
D⊂G
β(G) para un conjunto arbitrario D ⊂ S.
Observacio´n. γ(G) = β(G) para G abierto.
Supongamos que γ es una medida exterior. Recordemos que D es γ-medible si
γ(D) ≥ γ(D ∩ L) + γ(Dc ∩ L) para todo L ⊂ S, que la clase M de conjuntos γ-
medibles es una σ-a´lgebra y que la restriccio´n de γ aM es una medida. Supongamos
tambie´n que cada conjunto cerrado pertenece a M. Entonces B ⊂ M y que la
restriccio´n γ|B = P es una medida que satisface P (G) = γ(G) = β(G), con lo cual
P (G) = sup
H⊂G
α(H) se cumple para G abierto. P sera´ una medida de probabilidad
porque
≥ P (S) = β(S) ≥ sup
u
α(Ku) ≥ sup
u
(1− 1/u) = 1 (2.4.1)
Observacio´n. Cada Ku ∈ H , y tiene un recubrimiento finito de A-conjuntos.
Procedemos, ahora s´ı, con la construccio´n.
Si F ⊂ G donde F es cerrado y G abierto, y si F ⊂ H para algu´n H ∈ H,
entonces F ⊂ H0 ⊂ G para algu´n H0 ∈ H.
Veamos esto; sea para cada x ∈ F,Ax ∈ A tal que x ∈ Ax ⊂ Ax ⊂ G. Los Ax
forman un recubrimiento de F y como F es compacto (por ser subconjunto
de H), entonces existe un subrecubrimiento finito Ax1 , ..., Axk . Como F ⊂ Ku
para algu´n u, podemos tomar H0 =
⋃k
i=1(Ax1 ∩Ku).
β es finitamente subaditiva en los conjuntos abiertos.
Supongamos que H ⊂ G1 ⊂ G2, donde H ∈ H y G1, G2 son dos abiertos.
Definimos
F1 = {x ∈ H; ρ(x,Gc1) ≥ ρ(x,Gc2)}
F2 = {x ∈ H; ρ(x,Gc2) ≥ ρ(x,Gc1)}
Supongamos x ∈ F1 y x /∈ G1, entonces x ∈ G2, as´ı que, como Gc2 es cerrado,
ρ(x,Gc1) = 0 < ρ(x,G
c
2) que es una contradiccio´n. Por tanto F1 ⊂ G1 y de
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manera ana´loga F2 ⊂ G2. Como F1 ⊂ H y H ∈ H, por el punto anterior F1 ⊂
H1 ⊂ G1 para algu´n H1 ∈ H. De la misma forma, sacamos F2 ⊂ H2 ⊂ G para
algu´n H2 ∈ H. Por las propiedades antes nombradas α(H) ≤ α(H1 ∪ H2) ≤
α(H1) +α(H2) ≤ β(G1) +β(G2). Como esto funciona para toda H ∈ G1 ∪G2
entonces
β(G1 ∪G2) ≤ β(G1) + β(G2)
β es numerablemente subaditiva en los conjuntos abiertos.
Si H ⊂ ⋃nGn, entonces como H es compacto, H ⊂ ⋃n≤n0 Gn para algu´n
n0, y la subaditividad finita implica α(H) ≤ β(
⋃
n≤n0 Gn ≤
∑
n≤n0 β(Gn)) ≤∑
n β(Gn). Tomando el supremo de H contenido en
⋃
nGn obtenemos
β(
⋃
n
Gn) ≤
∑
n
β(Gn)
γ es una medida exterior.
Como γ es mono´tona y cumple γ(∅) = 0, solo necesitamos probar que es
numerablemente subaditiva. Dado un  > 0 y los subconjuntos arbitrarios
Dn ∈ S, escogemos conjuntos abiertos Gn tal que Dn ⊂ Gn y β(Gn) <
γ(Dn) + /2
n. Como β es numerablemente subaditiva tenemos γ(
⋃
nDn) ≤
β(
⋃
nGn) <
∑
n γ(Dn)+. Como  es arbitrario, podemos escogerlo de manera
que
γ(
⋃
n
Dn) ≤
∑
n
γ(Dn)
β(G) ≥ γ(F ∩G) + γ(F c ∩G) para F cerrado y G abierto.
Para un  dado, cogemos H1 ∈ H para el cual se cumple H1 ⊂ (F c ∩ G) y
α(H1) > β(F
c ∩ G) − . Escogemos ahora H0 ∈ H tal que H0 ⊂ Hc1 ∩ G y
α(H0) > β(H
c
1∩G)−. Como H0 y H1 son disjuntos y ambos esta´n contenidos
en G, por las propiedades antes dadas de α, tenemos
β(G) ≥ α(H0 ∪H1) = α(H0) + α(H1) > β(Hc1 ∩G) + β(F c ∩G)− 2 ≥
γ(F ∩G) + γ(F c ∩G)− 2.
Como  es arbitrario, podemos escogerlo tal que
β(G) ≥ γ(F ∩G) + γ(F c ∩G)
F ∈ D si F es un conjunto cerrado.
Por la desigualdad del punto anterior β(G) ≥ γ(F ∩ T ) + γ(F c ∩ T ) si G es
abierto y T ⊂ G. Tomando el ı´nfimo de este G obtenemos que F es γ-medible.
Esto completa nuestra construccio´n. 
Corolario 2.4.9. Si {Pn} es ajustada y cada subsucesio´n que converge de´bilmente,
lo hace a P , entonces toda la sucesio´n converge de´bilmente a P : Pn ⇒n P
Cap´ıtulo 3
Teorema de Donsker
El tercer cap´ıtulo trata de relacionar el primero y el segundo en un resultado
muy importante: el teorema de Donsker. Se estudia la construccio´n de la medida
de Wiener en el espacio de las funciones continuas C([0, 1]), y una vez tenemos el
fundamento hecho, demostramos el teorema de Donsker, el cual nos proporciona el
resultado que buscamos a lo largo de este trabajo: obtener el movimiento browniano
como l´ımite del paseo aleatorio, usando la convergencia de´bil en el espacio de las
funciones continuas.
3.1. Introduccio´n
Aunque ya hemos introducido este tema con ejemplos en secciones previas, el
espacio C es muy importante en todo lo que sigue. De hecho todos los resultados
siguientes pertenecen a este espacio. Por ello, adema´s de lo ya explicado, introduci-
remos algunos resultados que necesitaremos para ma´s adelante tratar con propiedad
las medidas de Wiener y el teorema de Donsker.
Recordemos que el espacio C = C[0, 1] es el llamado espacio de las funciones
continuas en el intervalo unidad, donde damos al espacio C la llamada topolog´ıa
uniforme, que define la distancia entre dos puntos x, y (dos funciones continuas
x(·), y(·) en [0, 1]) como
ρ(x, y) = ‖x− y‖ = sup
t
| x(t)− y(t) | .
Teorema 3.1.1. Sean Pn, P dos medidas de probabilidad en (C, C). Si las distri-
buciones finitas de Pn convergen de´bilmente a P y si {Pn} es ajustada, entonces
Pn ⇒ P .
Definicio´n 3.1.2. El mo´dulo de continuidad de una funcio´n arbitraria x(·) en
[0, 1] viene definido por
ωx(δ) = ω(x, δ) = sup
|s−t|≤δ
| x(s)− x(t) |, 0 < δ ≤ 1
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Una condicio´n necesaria y suficiente para asegurar la continuidad uniforme de x
es l´ım
δ→0
ωx(δ) = 0
Funciones aleatorias
Sea (Ω,F ,P) un espacio de probabilidad y sea X : Ω→ C. X(ω) es un elemento
de C con valor Xt(ω) = X(t, ω). Para un t fijado, sea Xt = X(t) la funcio´n real
en Ω con valor Xt(ω) en ω. Entonces, Xt es la composicio´n pitX, donde pit es la
proyeccio´n natural. Siguiendo esta l´ınea, (Xt1(ω), ..., Xtk(ω)) es la aplicacio´n que
env´ıa ω a (Xt1(ω), ..., Xtk(ω)) = pit1...tk(X(ω)) en R
k.
Si X es una funcio´n aleatoria (es decir, si es medible), entonces la composicio´n
pit1...tkX es medible, as´ı que (Xt1 , ..., Xtk) es un vector aleatorio. A su vez, un con-
junto finito general tiene la forma A = pi−1t1...tkH,H ∈ Rk. Si pit1...tkX es medible,
entonces X−1A = (pit1...tkH)
−1 ∈ F . Como la clase de los conjuntos finitos genera
C, entonces X es medible. Obtenemos que X es una funcio´n aleatoria si y solo si
cada (Xt1 , ..., Xtk) es un vector aleatorio.
Sea P = PX−1 la funcio´n de distribucio´n de X. Entonces, P((Xt1 , ..., Xtk) ∈
H) = Ppi−1t1...tkH.
Daremos ahora un teorema que sobre condiciones de ajuste en C que nos sera´
muy u´til en lo que sigue. Sean Pn medidas de probabilidad en (C, C), y x una funcio´n
continua.
Teorema 3.1.3. La sucesio´n {Pn} es ajustada si y solo si se cumplen las dos
siguientes condiciones:
i) Para cada η positivo, existe una a y un n0 tal que,
Pn(x :| x(0) |≥ a) ≤ η, n ≥ n0 (3.1.1)
ii) Para cada positivo  y η, existe un δ, 0 < δ < 1, y un n0 tal que
Pn(x : ωx(δ) ≥ ) ≤ η, n ≥ n0 (3.1.2)
Observacio´n. Observemos que la segunda condicio´n puede expresarse como
l´ım
δ→0
l´ım sup
n→∞
Pn(x : ωx(δ) ≥ ) = 0. (3.1.3)
El teorema siguiente sera´ muy importante porque es la base de la demostracio´n
del teorema de Donsker. Supongamos que X,X2, X3... son funciones aleatorias.
Teorema 3.1.4. Si
(Xnt1 , ..., X
n
tk
)⇒n (Xt1 , ..., Xtk) (3.1.4)
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se cumple para todo t1, ..., tk, y si
l´ım
δ→0
l´ım sup
n→∞
P(ω(Xn, δ) ≥ ) = 0 (3.1.5)
para cada  > 0, entonces Xn ⇒n X.
Demostracio´n. Sean P y Pn las distribuciones de X y Xn. Podemos reescribir
(3.1.4) como Pnpi
−1
t1...tk
⇒n Ppi−1t1...tk , y (3.1.5) como Pn ⇒n P , ya que son equivalentes.
As´ı pues, el teorema (3.1.1) se cumplira´ si demostramos que {Xn} es ajustada, en el
sentido de que {Pn} es ajustada. Para esto usaremos el teorema (3.1.3). Vemos que
Xn0 ⇒n X0 implica que {Pnpi−10 } es ajustada, lo cual nos da la condicio´n i) del lema.
Por otra parte, como (3.1.5) se puede traducir en (3.1.3), la segunda condicio´n del
lema se cumple, y por tanto Pn es ajustada, que es lo que quer´ıamos ver. 
3.2. Medidas de Wiener
La medida de Wiener es una medida de probabilidad W en el espacio de funciones
continuas inducidas por el proceso de Wiener o movimiento browniano. Una integral
que usa la medida de Wiener se denomina integral de Wiener. Nos centraremos en
la construccio´n de esta medida, que describe la distribucio´n de probabilidad de un
camino trazado por una part´ıcula en movimiento browniano.
La medida de Wiener, denotada por W , es una medida de probabilidad en (C, C)
que cumple las siguientes propiedades:
i) Cada Xt tiene una distribucio´n normal respecto W , con media 0 y varianza
t, i.e.
W (Xt ≤ α) = 1√
2pit
∫ α
−∞
e
−u2
2t du (3.2.1)
• Para t = 0 tenemos W (x0 = 0) = 1
ii) El proceso estoca´stico {Xt; 0 ≤ t ≤ 0} tiene incrementos estacionarios respec-
to W , i.e, si
0 ≤ t0 ≤ t1 ≤ ... ≤ tk = 1
entonces
Xt1 −Xt0 , Xt2 −Xt1 , ..., Xtk −Xtk−1
son independientes respecto W .
Si W cumple estas dos premisas, y dado s ≤ t, entonces Xt es la suma de las
v.a. independientes Xs y Xt − Xs, as´ı que Xt − Xs tiene una distribucio´n normal
con media 0 y varianza t− s. Entonces, para 0 ≤ t0 ≤ t1 ≤ ... ≤ tk = 1,
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W (Xti −Xti1 ≤ αi, i = 1, ..., k) =
k∏
i=1
1√
2pi(ti − ti−1)
∫ αi
−∞
e
−u2
2(ti−ti−1)du (3.2.2)
Es decir, los incrementos son estacionarios e independientes. Esta expresio´n es
la forma ma´s clara de explicitar las distribuciones finitas de esta medida de proba-
bilidad.
Adema´s, como XsXt = X
2
s +Xs(Xt−Xs), por la independencia de los incremen-
tos, la Cov(Xs, Xt) = s si s ≤ t. Con un cambio de variables lineal la distribucio´n
conjunta (Xt1 , ..., Xtk) es una distribucio´n normal centrada con Cov(Xti , Xtj) =
ti ∧ tj.
Con todo esto, podemos ver que la medida de Wiener es la ley del movimiento
browniano. Ahora vamos a probar la existencia de esta medida por construccio´n.
Observacio´n 3.2.1. En este cap´ıtulo usamos la nomenclatura W para referirnos a
la medida de Wiener, y a la funcio´n aleatoria que la tiene por funcio´n de distribucio´n.
Esta W es equivalente a la ley del movimiento browniano B que hemos tratado en
cap´ıtulos anteriores.
Construccio´n de la medida de Wiener
Antes de empezar con la construccio´n, daremos un teorema previo, que necesi-
taremos para demostrar la existencia de esta medida.
Teorema 3.2.2. Supongamos que 0 = t0 < t1 < ... < tv = 1 y que
mı´n
1<i<v
(ti − ti−1) ≥ δ. (3.2.3)
Entonces, para una x arbitraria,
ωx(δ) ≤ 3 ma´x
1≤i≤v
sup
ti−1≤s≤ti
| x(s)− x(ti−1) |, (3.2.4)
y, para una P arbitraria
P (x : ωx(δ) ≥ 3) ≤
v∑
i=1
P (x : sup
ti−1≤s≤ti
| x(s)− x(ti−1) |≥ ). (3.2.5)
Observacio´n 3.2.3. Observemos que (3.2.3) no necesita que ti − ti−1 ≥ δ para
i = 1 o i = v.
Ahora procedemos con el teorema que nos da la existencia de la medida de
Wiener. Es en la demostracio´n de este teorema donde la construiremos.
Teorema 3.2.4. Existe en (C, C) una medida de probabilidad W cuyas distribucio-
nes de dimensio´n finita vienen dadas por (3.2.2)
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Demostracio´n. Para demostrar la existencia procedemos a construir la medida de
Wiener.
Empezamos con una secuencia ξ1, ξ2, ... de variables aleatorias independientes
ide´nticamente distribuidas en un espacio de probabilidad, con media 0 y covarianza
σ2 > 0. Sea Sn = ξ1 + ...+ξn, y por convenio S0 = 0. Sea X
n(ω) la funcio´n continua
Xnt (ω) =
1
σ
√
n
S[nt](ω) + (nt− [nt]) 1
σ
√
n
ξ[nt]+1(ω) (3.2.6)
La funcio´n Xn(ω) es la funcio´n definida por la interpolacio´n lineal entre los
valores Xni/n(ω) = Si(ω)/σ
√
n en los puntos i/n. Xnt define una variable aleatoria
para cada t, as´ı que Xn es una funcio´n aleatoria.
Sea
ψn,t = (nt− [nt]) 1
σ
√
n
ξ[nt]+1(ω) (3.2.7)
Tenemos que ψn,t ⇒ 0 por la desigualdad de Chebyshev. Usando el teorema central
del l´ımite, podemos llegar a Xnt ⇒n
√
tN(0, 1). De manera similar podemos obtener
que si s ≤ t
(Xns , X
n
t −Xns ) =
1
σ
√
n
(S[ns], S[nt] −X[ns]) + (ψn,s, ψn,t − ψn,s)⇒n (N1, N2)
(3.2.8)
con N1, N2 funciones de distribucio´n normales independientes con varianzas s, y
t− s. Por el teorema del mapeado,
(Xns , X
n
t )⇒n (N1, N1 +N2) (3.2.9)
. La extensio´n trivial nos muestra que las distribuciones l´ımite de los vectores alea-
torios (Xnt1 , ..., X
n
tk
) son exactamente aquellas especificadas para las distribuciones
finitas de la medida W que estamos construyendo. Dicho de otra forma, si Pn es la
distribucio´n de Xn en C, entonces para cada t1, ..., tk,
Pnpi
−1
t1,...,tk
⇒ Wpi−1t1,...,tk . (3.2.10)
Supongamos ahora que {Pn} es ajustada. Por el teorema de Prohorov pode-
mos afirmar que alguna subsucesio´n {Pni} convergera´ de´bilmente a un l´ımite que
podemos llamar W . En este caso,
Pnipi
−1
t1,...,tk
⇒i Wpi−1t1,...,tk (3.2.11)
y por tanto, con esto ya hemos probado que Wpi−1t1,...,tk es la medida de probabilidad
en Rk que quer´ıamos, y esto probar´ıa lo que queremos demostrar. Por tanto, nos
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falta ver que efectivamente {Pn} es ajustada.
Para ver esto necesitamos el lema siguiente que demostraremos.
Lema 3.2.5. Sea Xn definido por (3.2.6) de manera que {ξn} es estacionario, i.e
la distribucio´n de (ξk, ..., ξk+j) es la misma para toda k, y que
l´ım
λ→∞
l´ım sup
n→∞
λ2P(ma´x
k≤n
| Sk |≥ λσ
√
n) = 0 (3.2.12)
Entonces {Xn} es ajustada.
Demostracio´n. Usaremos el teorema (3.1.3). Como Xn0 = 0, entonces {Pn} satis-
face la primera hipo´tesis del teorema. Para ver que se cumple la segunda hipo´tesis,
veremos que se cumple (3.1.3). Esta condicio´n es equivalente a
l´ım
λ→∞
l´ım supP(ω(Xn, δ) ≥ ) = 0 (3.2.13)
para cada . Para ver que esto se cumple, usaremos el teorema (3.2.2). Si se cumple
(3.2.3), entonces tambie´n se cumplen (3.2.4) y (3.2.5). Por tanto,
P(ω(Xn, δ) ≥ 3) ≤
v∑
i=1
P (supti−1≤s≤ti | Xns −Xnti−1 |≥ ) , (3.2.14)
si mı´n1<i<v(ti − ti−1) ≥ δ.
Si tomamos ti = mi/n con n y mi, i = 0, ..., v enteros que cumplen 0 = m0 <
m1 < ... < mv = n, la expresio´n (3.2.14) es ma´s sencilla de analizar. Esto es
porque debido al cara´cter poligonal de la funcio´n Xn, si ti toma la forma que
hemos explicitado, entonces el supremo en (3.2.14) se convierte en un ma´ximo de
las diferencias | Sk − Smi−1 | /σ
√
n como sigue:
P(ω(Xn, δ) ≥ 3) ≤
v∑
i=i
P
(
ma´xmi−1≤k≤mi
|Sk−Smi−1 |
σ
√
n
≥ 
)
=
v∑
i=1
P (ma´xk≤mi−mi−1 | Sk |≥ σ√n) , (3.2.15)
donde la u´ltima igualdad se debe a que hemos asumido estacionariedad. La de-
sigualdad se cumple si se cumple (3.2.14), para lo cual necesitamos
mi
n
− mi−1
n
≥ δ, 1 < i < v (3.2.16)
Para simplificar au´n ma´s, tomamos mi = im para 0 ≤ i < v (y mv = n) donde
m es un entero (que depende de n y de δ), escogido de acuerdo al siguiente criterio:
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como necesitamos mi − mi−1 = m ≥ nδ para i < v, tomamos m = [nδ]. Como
tambie´n necesitamos (v − 1)m < n ≤ vm, tomamos v = [n/m]. Entonces,
mv −mv−1 ≤ m, v = [n/m]→n 1
δ
<
2
δ
,
n
m
→n 1
δ
>
1
2δ
(3.2.17)
y tomando (3.2.15) para n grande tenemos,
P(ω(Xn, δ) ≥ 3) ≤ v · P
(
ma´x
k≤m
| Sk |≥ σ
√
n
)
≤ 2
δ
P
(
ma´x
k≤m
| Sk |≥ √
2δ
σ
√
m
)
(3.2.18)
Tomamos λ y δ de manera que λ = √
2δ
. En te´rminos de λ, (3.2.18) queda de la
forma:
P(ω(Xn, δ) ≥ 3) ≤ 4λ
2
2
· P(ma´x
k≤m
| Sk |≥ λσ
√
m). (3.2.19)
Para un  y una η positivos dados, usando la hipo´tesis del lema (3.2.12), tenemos
una λ tal que
4λ2
2
l´ım sup
m
P(ma´x
k≤m
| Sk |≥ λσ
√
m) < η. (3.2.20)
Una vez λ y δ esta´n fijados, m va a infinito junto con n, y entonces (3.2.13) se
cumple.

Para completar la construccio´n de la medida de Wiener podemos usar la inde-
pendencia de las v.a. ξn. Por esta independencia, la desigualdad de Etemadi [2]
implica que
P(ma´x
u≤m
| Su |≥ α) ≤ 3 ma´x
u≤m
P(| Su |≥ α/3) (3.2.21)
y por tanto, la segunda hipo´tesis del lema se cumple si
l´ım
λ→∞
l´ım sup
n→∞
λ2 ma´x
k≤n
P(| Sk |≥ λσ
√
n) = 0. (3.2.22)
Para nuestra construccio´n de la medida de Wiener podemos usar cualquier se-
cuencia {ξi} conveniente, por tanto supongamos que ξi son independientes con fun-
cio´n de distribucio´n normal (σ = 1), con lo cual Sk/
√
k tiene uns distribucio´n
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normal esta´ndar. Como
P(| N |≥ λ) < E[N4λ−4] = 3λ−4 (3.2.23)
tenemos que P(| Sk |≥ λσ
√
n) = P(√k | N |≥ λσ√n) < 3/λ4σ4 para k ≤ n, lo
cual implica directamente la condicio´n que necesita´bamos.
Con esto, tenemos que {Xn} es ajustada, y por tanto hemos probado la existencia
de la medida de Wiener. 
3.3. Teorema de Donsker
Introduccio´n
El teorema de Donsker se puede entender como una extensio´n del teorema central
del l´ımite.
Como hemos visto al inicio del cap´ıtulo dos, sean ξ1, ., , , .ξn una sucesio´n de
v.a.i.i.d. definidas en un espacio de probabilidad (Ω,F ,P). Si ξi, i = 1, ., , , n tiene
media 0 y varianza σ2, el teorema central del l´ımite de Lindenberg-Le´vy nos dice
que la distribucio´n de la suma normalizada
1
σ
√
n
Sn =
1
σ
√
n
(ξ1 + ...+ ξn) (3.3.1)
converge de´bilmente (n→∞) a N(0, 1).
Podemos formular un refinamiento o extensio´n demostrando la convergencia de´bil
de las distribuciones de ciertas funciones aleatorias construidas a partir de las sumas
parciales Sn. Para cada entero n y cada punto de la muestra ω, construimos en
una unidad de intervalo la funcio´n poligonal, que es lineal en cada uno de los
subintervalos [ (i−1)
n
, i
n
], i = 1, ..., n y tiene valor Si(ω)
σ
√
n
en el punto i/n. S0(ω) = 0 por
convenio. En otras palabras, construimos la funcio´n Xn(ω) cuyo valor en un punto
t ∈ [0, 1] es
Xnt (ω) =
1
σ
√
n
Si−1(ω) +
t− (i− 1)/n
1/n
1
σ
√
n
ξi(ω), t ∈ [i− 1
n
,
i
n
].
Observacio´n 3.3.1. Esta fo´rmula es equivalente a la (3.2.6) dada anteriormente.
Para cada ω, Xn(ω) es un elemento del espacio C, es decir, una funcio´n aleatoria.
Sea Pn la distribucio´n de probabilidad de X
n(ω) en C. El teorema de Donsker nos
dice entonces que
Pn ⇒ W
donde W es la medida de Wiener, y como hemos dicho ya anteriormente, es la
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distribucio´n de probabilidad de una part´ıcula en movimiento browniano.
El proceso estoca´stico Sn puede ser interpretado como la posicio´n n en un paseo
aleatorio. El teorema central del l´ımite nos dice que esta posicio´n, normalizada por√
n (σ = 1), esta´, para n → ∞ aproximadamente distribuido como la posicio´n a
tiempo t = 1 de una part´ıcula en movimiento browniano. Por su parte, el teorema
de Donsker nos dice que todo el camino del paseo aleatorio durante los n primeros
pasos esta´, para n → ∞, aproximadamente distribuido como el camino a tiempo
t = 1 de una part´ıcula en movimiento browniano.
Teorema de Donsker
Teorema 3.3.2. Si ξ1, ξ2, ... son v.a.i.i.d. con media 0 y varianza σ
2, y si Xn es la
funcio´n aleatoria definida por (3.2.6). Entonces Xn ⇒n W .
Demostracio´n. Basaremos la demostracio´n del teorema de Donsker en el teorema
3.1.4. Veamos que se cumplen las dos hipo´tesis:
(i) Como la existencia de la medida de Wiener ha quedado establecida, y tambie´n
su correspondiente funcio´n aleatoria W , podemos reescribir( 3.2.8) como
(Xns , X
n
t −Xns )⇒n (Ws,Wt −Ws) (3.3.2)
lo cual implica (Xns , X
n
t )⇒n (Ws,Wt). Una extensio´n simple nos da
(Xnt1 , ..., X
n
tk
)⇒n (Wt1 , ...,Wtk) (3.3.3)
(ii) Procederemos considerando de manera separada los valores de k pequen˜os y
grandes en el ma´ximo de (3.2.22).
• Por el teorema central del l´ımite, si kλ es suficientemente pequen˜o, y
kλ < k ≤ n, entonces, usando (3.2.23) tenemos
P(| Sk |) ≥ λσ
√
n) ≤ P(| Sk |≥ λσ
√
k) <
3
λ4
• Si k ≤ kλ, podemos usar la desigualdad de Chebyshev y obtenemos
P(| Sk |) ≥ λσ
√
n) ≤ kλ
λ2n
El ma´ximo de P(| Sk |≥ λσ
√
k) viene dado pues por (3/λ4) ∨ (kλ/λ2n) y se
cumple entonces (3.2.22). Como hemos visto anteriormente en la construccio´n
de la medida de Wiener, como los ξi son independientes, (3.2.22) implica
(3.2.12), con lo cual el lema (3.2.5) nos dice que {Xn} es ajustada. Sabemos
que si {Xn} es ajustada, entonces l´ımδ→0 l´ım supn→∞P(ω(Xn, δ) ≥ ) = 0
([2]). Entonces, se cumple la segunda hipo´tesis.
Con todo, vemos que aplicando pues el teorema 3.1.4, Xn ⇒n W . 
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Esta demostracio´n puede encontrarse en [2].
Hemos construido pues un proceso de Wiener (o movimiento browniano) a partir
de un proceso estoca´stico que cumpl´ıa las condiciones de un paseo aleatorio mediante
la convergencia de´bil.
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