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Abstract
The calibration procedures defined for the Monitored Drift Tube detectors of the ATLAS Muon
Spectrometer are reviewed with special emphasis on the model developed and on the data process-
ing. The calibration is based upon track segments reconstructed in the spectrometer, therefore the
achievable accuracy depends upon the muon tracks statistics. The calibration parameters have to be
produced, validated and made available to be used in reconstruction within one day from the end
of the LHC fill. These requirements on the statistics and the latency dictated the development of a
dedicated data stream for calibration. The data collection, processing and computing are described.
2
1 Introduction
The ATLAS Muon Spectrometer [1] has been built to provide a fast trigger on high transverse momentum
muons (pT ≥ 6 GeV/c) and a precise measurement of muon momentum up to 1 TeV/c. In the barrel
region (with pseudo-rapidity |η |< 1) Resistive Plate Chambers (RPC) are used to give the fast response
requested by the trigger. In the endcap region (1 < |η |< 2.4) Thin Gap Chambers (TGC) are used.
For the precision measurement in the bending plane Monitored Drift Tubes (MDT) are used both
in the barrel and in the endcap, except for the innermost layer in the region (|η | > 2), where Cathode
Strip Chambers (CSC) are employed. Up to about 100 GeV/c the transverse momentum resolution is
dominated by the multiple scattering in the muon spectrometer, but above this value single hit resolution
is the most important factor. The target 10% resolution at 1 TeV/c can be achieved provided the single
hit chamber resolution is kept near the 80 µm of the intrinsic resolution. The alignment and calibration
should then be known with an overall accuracy better than 30µm.
MDTs are drift detectors operated with the highly non-linear gas mixture (93% Ar, 7% CO2) at 3 bar.
They require careful corrections to the drift velocity to follow variations in operating conditions in order
to keep systematic effects from spoiling the resolution. This paper describes how the ATLAS MDTs
will be calibrated, including denition of the relevant quantities, a discussion of the statistics needed for
calibrations (section 2) and the description of a dedicated data stream to be used for this purpose - called
the muon calibration stream (section 3). Section 4 describes all the steps to be performed in order to
provide the calibration parameters to be used in the rst reconstruction within 24 hours from the end
of an LHC ll. Section 5 presents the experience made with cosmic-ray data taken during the detector
commissioning as well as with simulated data.
2 MDT calibration parameters
Figure 1 shows the layout of the MDT chambers which are built as an array of drift tubes and organized
in two multilayers of 3 or 4 layers each.
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Figure 1: Sketch of a MDT chamber with indication of the local coordinate system.
The on-chamber front-end electronics consist of mezzanine cards, each of which handles signals
from 24 MDT tubes. These cards have three 8-channel amplier, shaper, discriminator (ASD) chips
which feed one ATLAS MDT TDC (AMT) chip which digitizes time and charge measurements. De-




The primary quantities are used in the calibration of MDT tubes are:
1. the drift time tT DC of the tube signal with respect to the bunch-crossing, measured by the TDC;
2. the charge collected qADC, measured by the Wilkinson ADC;
3. the position x along the wire, measured by the trigger chamber system.
The Detector Control System (DCS) and the alignment system provide some other information relevant
to the MDT response:
• gas parameters, such as pressure and composition;
• tube high voltage and current draw;
• local temperature T and magnetic eld ~B;
• electronics parameters, such as TDC threshold and ADC settings;
• geometry parameters, such the displacements and deformations of the chambers.
2.2 Definition of calibration parameters
The track position within a MDT tube is determined from the function r(t) which relates the nominal
drift time, t, to the impact parameter, r, of the track with respect to the wire centre. It is therefore
necessary to modify the raw TDC value (tT DC), subtracting a tube dependent offset, hereafter called t0
and correcting for the local variations of the drift parameters. The error to be associated with the impact
parameter r results from a resolution function which again depends on r and which is also computed by
the calibration process.
MDT calibration must compute the following parameters which will be stored in the ATLAS Condi-
tions Database for use by the reconstruction program:
• the time offset t0 (measured time for a track which hits the sense wire)
• the mean value q0, and width σq, of the ADC counts distribution for each channel, to be used in
the computation of time slewing corrections (see 2.4);
• the r(t) relation of the relevant calibration region, for the nominal values of all the relevant param-
eters (gas, temperature, magnetic eld, etc.);
• the parametrization of the spatial resolution σ(r), which is a function of r.
2.3 Calibration model
The model adopted for the calibration of the MDT spectrometer divides the whole spectrometer (con-
sisting of 1,108 chambers containing 339,000 tubes) into a number of calibration regions, each using a
unique calibration parametrization. In order to limit the number of calibration regions and to keep the
corresponding data collection and analysis to a manageable size, the data inside a region are corrected for
local differences in environmental parameters and reduced to the same nominal drift conditions. Then,
the space-time r(t) functions are computed with an iterative method.
Ideally, if all parameters were correctly measured and their inuence on the r(t) function were com-
pletely known, only one r(t) function would be sufcient for the entire MDT system, independent of
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time. In reality, however, the corrections and environmental conditions are not known with sufcient
precision. The size and number of the calibration regions is a trade-off between conicting require-
ments, such as the statistical and systematic errors, the time spent to collect the data, the time variation
of the r(t) functions, the amount of data to be processed, the processing time and the amount of informa-
tion to be stored in the database (disk space, access speed) that is accessed by the reconstruction program
(computer memory).
The expected number of calibration regions ranges between 2,500 and 15,000. One important re-
quirement for the calibration software (both for the calibration algorithms themselves and for the database
and the calibration services of the reconstruction) is the ability to manage a variable number of calibration
regions of different size. Currently the minimum size implemented for a calibration region corresponds
to one multilayer. As a starting point, a single calibration region will not include more than one multi-
layer, since different multilayers have different gas lines and may be affected by differences of the gas
mixture. Smaller calibration regions could be implemented, if needed, in areas where large magnetic eld
gradients would result too difcult to correct, at the cost of some changes in the software framework.
2.4 Dependence upon external parameters
The time measured by the TDC, tTDC, needs to be corrected for various effects before it can be used as
a drift time, tDri f t . Assuming that all the relevant parameters, as dened in section 2.1, are known, the
procedure consists of the following steps:
1. The individual tube time offset, t0, is subtracted from the TDC value tTDC (expressed in nanosec-
onds):
t ′ = tT DC− t0 (1)
2. All the relevant corrections are applied, under the assumption that they are small enough to factor-
ize:
tDri f t = t ′+∑
i
δ ti(t ′) (2)
Some of the corrections are related to track/event -specic parameters, such as the hit position and
signal amplitude:
• the time-of-ight correction, which takes into account the time elapsed between the LHC bunch
crossing and the particle reaching the MDT.
• the trigger time correction, which accounts for the time difference between the bunch crossing
clock and a trigger (relevant only to cosmic-ray triggered events).
• the propagation time correction, which accounts for the signal propagation in the MDT wire before
reaching the front-end electronics, located on one end of the tube. The correction is based upon
the second coordinate measurement provided by the trigger detectors.
• the time slewing correction, accounting for the variation of the threshold crossing time between
signals with different amplitudes. The correction is based on the measured charge in the Wilkinson
ADC.
All the other corrections δ ti (temperature, magnetic eld, cavern background, gas composition, wire
sag) are instead due to the difference between the nominal values of these parameters a∗j , for which the
r(t) relation is dened, and the measured values fla j :
δ ti = δ ti(t ′,a∗j , fla j)
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effect size strategy references
time slewing resolution degradation (≈ 40µm), negligible systematics correct [24]
temperature systematic variation of total drift time δ tmax/δT =−2.4 ns/K correct [46]
magnetic eld
(transverse to systematic variation of total drift time δ tmax/δB2 = 70 ns/Tesla2 correct [7]
drift direction)
cavern background loss of efciency and resolution degradation, negligible systematics neglect [8]
gas composition large systematic variations of total drift time calibrate [9]
wire sag systematic variations of total drift time (20 ns for 500µm sags) correct [10]
Table 1: List of corrections: column references contains the references to the literature for further details.
(e.g. the r(t) is dened for a nominal value T ∗ of the temperature, while the measured value flT can
be different). Some of these effects (e.g. the ~B dependence) should be stable in time, and induce a
variation in the measured drift time as a function of the hit position along the tube, whereas others (e.g.
the temperature) may also vary with time and have to be carefully monitored. In the last case, a crucial
part of the calibration procedure is the estimate of the time validity of the parameters (e.g. how often to
access the temperature data).
Table 1 lists the non-trivial effects for which corrections have been studied and the strategy adopted.
Important features to be taken into account for the corrections are :
• they are universal, i.e. common to all the calibration regions;
• they must be measured and parametrized before the data taking, as a function of few time-dependent
or event-dependent parameters;
• they must be applied consistently both in the t0 and the r(t) computations;
• they must be applied consistently in the services used by the calibration, reconstruction and simu-
lation software.
2.5 Computation of calibration parameters
2.5.1 Individual tube parameters
The rst issue of the calibration procedure is to equalize the response of all the tubes in the same cali-
bration region by removing different offsets.
The measured drift time spectrum for each tube is obtained from the corrected time tDri f t of equation
(2). A preliminary approximate t0 is assumed in the computation of the correction functions δ ti. From
the drift time spectrum two parameters, the start time, which can be identied with the t0 and the
maximum drift time, tmax can be extracted. An example of this distribution is shown in Figure 2
indicating t0 and tmax . Qualitatively, tracks with drift times ∼ t0 pass near the wire, while drift times
∼ (t0 + tmax ) are caused by tracks passing near the tube wall. Parameters extracted from this distribution
can also be used for monitoring purposes, as discussed in section 4.7.
The parameter t0 , computed after application of all timing corrections, accounts for the difference in
cable length and electronics among different tubes of the same calibration region and for the mean value
of the timing corrections.
The required accuracy is determined by its inuence on the determination of the r(t) function. For
an average drift velocity vdri f t ≈ 25 µm/ns a maximum uncertainty σ(r)≈ 20 µm is achieved for ∆t ≈
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Figure 2: A measured time spectrum with an arbitrary offset. The arrows indicate the t0 and tmax values.
The 8 parameter t explained in the text is superimposed.
0.8 ns. In the t0 determination the relevant quantity is the relative time offset between tubes in the same
calibration region. Small common offsets with respect to other regions are absorbed in the r(t) relation.
The parameter tmax is dened as the maximum drift time, i.e. after subtracting the t0 value (see
Figure 2). Its value is used to monitor the tube performance, since it is very sensitive to all the gas,
environment and electronics parameters. The value of tmax is not used directly in the reconstruction.
However, it can be used as a parameter in the functions δ ti (e.g. to determine the wire sag and to correct
the r(t) relation for the wire sag).
In test beam studies, several methods have been used to measure t0 and tmax :
1. a global t to the distribution, for example with the function [6]:
dN





















where Pi are tting parameters. In this procedure, sometimes the parameters P7 and P8 are xed in
the t to speed up the convergence. The t results are the parameter P5 ≡ t0 and P6 ≡ t0 + tmax.
2. local ts to the same distribution in the regions near t0 and (t0 + tmax) respectively.
3. method (1) or (2), followed by a redenition of the value of t0 e.g. 5% or 10% of the full
height (obtained subtracting a constant times the slope of the curve near t0 ) instead of 50% as in
equation (3). The adoption of this recipe, which is compensated by an automatic variation in the
r(t) relation, moves all the gas and environment dependence into the r(t) and leads to more stable
values of t0 [11, 12].
It must be noted that the data shown in Figure 2 have been taken in a test beam in the absence of
signicant background, with a beam spot of a few centimeters. However, the requirement of a match
with the trigger road (see Section 3) reduces the background signicantly and should allow a reliable
determination of the above parameters even in the presence of backgrounds up to ve times the nominal
level.
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2.6 Calibration region parameters
2.6.1 The r(t) relation
The calibration procedure (autocalibration) uses the data themselves to determine the r(t) relation. The
procedure is based on an iterative t that requires several thousand muon tracks. The r(t) relation is
modied until the quality of the track t is satisfactory. The details of the algorithms are summarized in
Section 2.6.2 and discussed in the bibliography.
The autocalibration has to be applied to a region of the spectrometer with MDTs operated under
similar environmental conditions (gas, temperature, B eld, ...), i.e. to a single calibration region, as
discussed in Section 2. The autocalibration algorithms require the corrected drift times (tDri f t , as dened
in Section 2.4).
Several autocalibration algorithms have been developed. The modular calibration software allows
conguration of multiple correction algorithms and varied parametrizations the data, while utilizing a
common denition of the calibration regions and a well-dened interface between the calibration frame-
work and the algorithm.
In general, independent of the algorithm used, autocalibration needs a distribution of tracks over
a wide range of angles. It has been shown (see the references in Section 2.6.2) that with a sample of
parallel tracks is not possible to extract a unique physical r(t). This requirement has an inuence on
the minimum size in η of a calibration region. Also the uniformity of the track sample over the area
of the calibration region is an essential requirement to minimize the systematic error. A few regions of
the spectrometer require more care in the calibrations, e.g. where the variation of the magnetic eld is
larger (BIS chambers) or for chambers at θ ∼ 30◦, where tracks produce nearly equal drift radii in all the
layers.
2.6.2 The calibration methods
Two different algorithms have been developed and integrated in the software framework:
• In the original method [13], the entire time spectrum is divided in bins with a typical size of 1/50
of the maximum drift time. Then, the averages (ti, ri) are either taken from a previous calibration
or computed for each time bin from the integration of the time distribution of Figure 2. A linear
interpolation between the points provides the radial distance from the wire of each measured time.
Using these radii to form drift circles, the best tangent line to the tube hits is determined by a tting
procedure, assuming a preliminary resolution function σ(r). For each time bin the average of the
signed residuals is then evaluated and the corresponding value of the drift radius r i is modied
accordingly. The process is iterated until the average of the corrections is smaller than the required
accuracy of better than 20 µm. In test beam studies, with a sample of 10,000 tracks, i.e. an average
number of 200 tracks for each time bin, and assuming (conservatively) a r.m.s. of the residuals of
100 µm, an accuracy of about 10 µm in the r(t) relation is achieved.
• The analytic autocalibration or matrix method [8,14] is an improved autocalibration method, based
on a matrix formalism. It was designed to take optimum advantage of all available information.
The initial relationship rinitial(t), does not need to be very accurate, 0.5mm precision is enough
to reconstruct straight track segments in the MDT chambers. If the rinitial (t) is altered by a small
quantity δ (t), the residual ∆k of the kth hit changes by








The correction δ (t) to the initial rinitial (t) is parametrized as a linear combination of base func-









The coefcients of the matrix (Mkl) can be calculated analytically and δ (t) is given as a linear
combination of base functions: the χ 2 minimization can be solved analytically, hence the name
analytic autocalibration method. Monte-Carlo and test-beam studies show that δ (t) is almost
the correct correction function, i.e. δ (t) is close to rinitial(t)− rtrue(t). However to obtain r(t) with
the required accuracy of 20 µm, the method has to be applied iteratively. It converges to δ (t) = 0
after typically 5 iterations.
2.6.3 The resolution, σ(r)
Figure 3: The resolution σ(r) as a function of r for several values of the background rate [8].
The resolution function, σ(r), is also required by the reconstruction programs. The dependence of
σ(r) as a function of r is shown in Figure 3 from reference [8] both in absence and in presence of high
background rates. All the methods which compute the r(t) relation measure σ(r) as a by-product by
adjusting it in comparison with the distribution of the residuals and the χ 2 probability of the track t.
Autocalibration and resolution estimation use simple track t algorithms, either linear over one mul-
tilayer or parabolic over two multilayers. The choice between the two options will be based upon perfor-
mance achieved in the experiment and may differ in different regions.
2.7 Required statistics
Several studies have investigated the amount of data necessary to t the parameters discussed here with
the desired statistical error [8, 12, 15, 16]. The main conclusions are that:
• for the r(t) function the minimum statistics slightly depends on the algorithm adopted. We assume
here that a minimum of 10,000 segments is needed per calibration region. Accounting for the
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number of regions crossed by a track (3 chamber stations, i.e. 6 multilayers) and assuming 2,500
to 15,000 regions, (4 to 25) ×106 good muon tracks are required for the whole spectrometer;
• for t0 and tmax the dependence of the statistical error on the the total number (Nhits) of entries in the
histogram can be parametrized as
∆t0 ' 90 ns/
√
Nhits ; ∆tmax ' 200 ns/
√
Nhits . (6)
Therefore, about 10,000 good hits per spectrum would be needed to reach a precision of 1 ns on
t0. Since a single muon crosses at least 20 tubes, roughly ∼ 2×108 good muon tracks are required
for single tube t0 computation in the whole spectrometer. However t0 differences among the 24
tubes connected to the same front-end mezzanine card are ≈ 1 ns and are systematic and stable in
time, allowing a reduction of the minimum statistics for the measurement of this parameter. The
reduction factor is 6 or 8, depending on the chamber layer layout. 30×106 tracks would allow to
measure the single tube tmax with a resolution of 5 ns.
3 Muon calibration stream
It should be noted that the expected maximum rate of muon triggered events on tape is 40 Hz. In order
to achieve enough statistics to be able to follow the possible time variations of the MDT calibrations
a dedicated procedure, allowing the extraction of muon triggered events at a higher rate. We aim at
collecting enough statistics to allow a calibration per day with a sample of ≈ 30× 106 muon tracks.
Accounting for data taking efciency we require an acquisition rate of ≈ 1 kHz. This section is devoted
to the description of the adopted solution, detailed in reference [17].
Extracting data online from the ATLAS trigger/DAQ system makes additional requirements on the
extraction system. It must not affect regular data taking, add any latency to the trigger, or introduce error
conditions in case of failure. These requirements can be summarized as follows:
• The data collection scheme must t in the current trigger/DAQ architecture.
• The data fragments must contain only the data relevant for calibrations.
• The overhead of tasks providing calibration data collection must be negligible.
• The required bandwidth must be already available in the trigger/DAQ system.
• Some exibility is desirable in order to provide data streaming, data pre-selection based upon the
pT of the candidate track and seeding of the pattern recognition used by the calibration.
3.1 MDT chambers readout architecture
MDT chambers are read out by on-chamber ADCs and TDCs [18]; data are then fed into the CSM
(Chamber Service Module) [19] . Each set of 6 CSMs, i.e. 6 chambers, is connected via optical links to
one Muon Read-Out Driver (MROD) [20].
The rst level trigger (level-1) selects high momentum muon candidates. Starting from the hits in the
trigger chambers, it identies a Region of Interest (RoI), dened as a trigger tower as shown in Figure
4 plus the closest tower, in η , to the level-1 hit pattern. The RoI is then used to input the second-level
trigger (level-2) with data from trigger and precision chambers to perform local data reconstruction. It is
then natural to organize the detector readout into trigger towers as shown in the gure.
Each MROD receives data from the 6 chambers in a trigger tower. Only data from a RoI (i.e. two
MRODs) are transferred to the level-2 trigger, thus minimizing the data throughput from the DAQ system
10
Figure 4: Data readout organization for the muon barrel.
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to the level-2 trigger. The fragments of accepted events are then collected by ReadOut Systems (ROS)
[21] and sent to an event-building farm node (Sub Farm Input, SFI). The full events are then analyzed by
the event lter and sent to a SFO (Sub Farm Output) process to be staged on disk [22].
3.2 Muon calibration stream data sources
In principle, data can be extracted at any level using foreseen data sampling and monitoring facilities [23].
However there are the following drawbacks:
• the required rate is not achievable after the level-2 trigger, whose overall output rate is of the order
of 1 kHz;
• the MROD rate is high (75 to 100 kHz), but there is no knowledge of the RoI, nor of RPC and
TGC hits, and a complete event building at the required rate would be needed.
At level-2, the input muon rate is about 12 kHz (for low luminosity and 6 GeV/c pT threshold) and only
data from the RoI are moved. In addition, the muon trigger algorithm run at level-2 deals only with data
related to the candidate muon track. Since this algorithm reconstructs the track, the level-2 trigger is the
ideal place to extract muon data, selecting hits in the track and adding the t parameters in order to seed
the calibration procedures to allow fast convergence.
3.3 Level-2 calibration stream
The level-2 trigger algorithms run on PCs interconnected by a network to exchange event data. The level-
2 muon trigger task, µFast [24], conrms the muons found at level-1 by a more precise muon momentum
measurement and rejects fake level-1 triggers induced by physics background. The overall latency of the
level-2 trigger system imposes an upper limit of ≈10 ms to the execution time of this algorithm, which
includes the access to the data and their decoding. µFast processes the data in three sequential steps:
1. pattern recognition involving trigger chamber hits and the position of the MDT hit tubes,
2. a track t performed on each MDT chamber,
3. a pT estimate using look-up-tables (LUTs) in order to avoid time-consuming tting methods.
The track position at the entrance of the spectrometer, the direction of ight and the pT at the interaction
vertex are computed. At this stage, the interaction vertex is dened by the average position of the
interactions provided by ofine measurements.
The pattern recognition is designed to select clusters of MDT tubes belonging to a muon track without
using the drift time measurement. Being seeded by the level-1 trigger data, muon roads are opened in
each MDT chamber and hit tubes are collected according to the position of the sensitive wire. The road
width is tuned to collect 96% of muon hits. The typical size of a road is 20 cm.
The muon calibration stream consists of pseudo-events, one for each muon track candidate, collecting
both the trigger chamber data accessed by µFast and the MDT hits within the level-2 pattern recognition
road. The pseudo-event header also includes the estimated pT and the direction of ight.
A rst evaluation of the extracted data size is about 800 bytes per pseudo-event. Data extracted from
the level-2 nodes can then be concentrated in a calibration server and made available to be distributed
to calibration farms. Data concentration can happen in one or two steps, either directly sending data
from the level-2 nodes to the calibration server or sending data to the local le/boot servers in the level-
2 racks [25] and, in a second step, to the calibration server. The rst option avoids using local server
resources, and the second improves the exibility of the system and allows optimized use of the network.
The second option was chosen for the extraction of the muon calibration stream.
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3.4 Implementation
The general system architecture of the calibration stream is shown in Figure 5. The level-2 trigger
algorithms run in a farm of about 500 processors, divided in 20 racks. 25 nodes in a rack are booted from
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Figure 5: Data extraction and distribution architecture.
Data prepared in L2PU are sent to a collector in the local le server, grouped in multi-event packets
and sent to a global collector, which writes them to disk. The throughput to each local server is about
480 kB/s and the global throughput is about 9.6 MB/s. Collected data can then be sent to calibration
farms for processing. In the proposed architecture, nal data destination can be easily decided on the
basis of the calibration region allowing different CPUs and different farms to work independently on
different calibration regions. In order to fulll the requirements, the latency added to the muon level-
2 trigger must be negligible with respect to the processing time (< 10 ms), the load on local servers
must be negligible and data distribution channels to the farms on the WAN must sustain the data rate.
Results of the extensive tests performed to validate the muon calibration stream extraction are presented
in Section 5.1.
4 Muon calibration processing
As discussed in Section 2.7, a total of 30×106 tracks has to be processed for a typical LHC data-taking
day. Moreover, the proposed organization of the ATLAS production requires fast (1 day) availability of
the calibration constants which are to be used by the reconstruction software. Assuming the present speed
of the calibration programme, including data decoding and database access, and the present performance
of the computing facilities, these requirements correspond to the availability of few hundred processors,
with high reliability. In addition, the production of the constants needs the dedicated effort of detector
and analysis experts, especially during the commissioning and the rst data taking periods.
We have chosen a solution, which appears to be the best compromise between efciency, reliability
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and optimal use of computing facilities. The muon groups of Ann Arbor1), MPI Munich2), LMU3),
Roma La Sapienza4) and Roma Tre5) have established in Ann Arbor1), Munich2,3) and Roma La
Sapienza4) three Calibration Centers. These farms, which are Tier2s in the ATLAS computing system,
have been equipped with the software packages required by the computation (see Section 4.2) and have
agreed to give high priority to the computation of the calibration constants during data taking periods.
Each Calibration Centre will perform a fraction of the total computation, with small overlaps for
testing and checking purposes. To ensure the necessary redundancy, the Calibration Centres will run the
same software and are ready to back up each other in case of failures of the local systems or of the data
transmission. In such a case, a larger number of processors will be allocated to the calibration task, to
maintain the overall speed.
The computation model foresees that the data are sent to the Calibration Centres synchronously,
in blocks of few GB as soon as they are available from the calibration stream. Therefore the local
computation (and the data quality check) starts almost immediately after the beginning of the data taking.
Only the second part of the computation (the iterative t, see section 4.5), which is much faster than the
real processing of all the tracks, is performed at the end of the data taking.
At the end of the computation, the results (i.e. the constants, together with the assessment of the
quality of the data) are sent back to the central computing facilities at CERN, checked for overlaps,
merged and inserted in the ATLAS main reconstruction database.
4.1 Muon Calibration data flow
The data in the calibration stream are transferred to the local Calibration Centres using the ATLAS
Distributed Data Management (DDM). This process consists of few steps, detailed in Figure 6. The
data, as soon as they are created, are split in les approximately 1 GByte each by the local Calibration
Data Splitter (a program belonging to the ATLAS DAQ). The les are registered in the Grid Storage
Elements at the CERN Tier0 (in future this step could be skipped in case of a dedicated link to Tier1s)
and transferred to the Grid Storage Elements. A calibration dataset (i.e. a group of les accessible to
users) is created by the Transfer Agent (the Grid program which takes care of data transmission) for each
calibration session, typically corresponding to an LHC ll.
The Transfer Agent subscribes the calibration datasets to both Tier1 and Tier2 Storage Elements.
The subscribed datasets are automatically transferred by the DDM from the Tier0 to the appropriate
Tier1 (in Germany, Italy and United States for Munich, Roma and Michigan respectively) and then to
the Tier2. This operation is performed in quasi-streaming mode via the FTS (File Transfer Service)
channel [26, 27]. In future the transfer priority will be managed by the DDM Quality of Services (QoS)
assured by the Centres/resource owners.
The network bandwidth required by the calibration process amounts roughly to 100 GByte/day (data
transfer CERN → Tier2s) and 50 MByte/day (calibration constants transfer Tier2s → CERN database).
While the second requirement is easily fullled by the existing facilities, the rst requires an appropriate
network bandwidth corresponding to the maximum possible volume of data (all data in all the centres)
and to the maximum level-2 throughput (9.6 MB/s).
To check the feasibility of remote calibration, the data transfer rate between Tier0 and the Italian
Tier1 Centre at CNAF has been measured. Though QoS is not yet implemented, and data compression
was not used, the measured data transfer rate was always higher than the maximum required.
1)The University of Michigan, Ann Arbor, USA
2)Max-Planck-Institut fu¨r Physik, Mu¨nchen, Germany
3)Fakulta¨t fu¨r Physik der Ludwig-Maximilians-Universita¨t Mu¨nchen, Garching, Germany
4)INFN Roma and Universita` La Sapienza, Dipartimento di Fisica, Italy
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Figure 6: The muon calibration stream data transfer using the ATLAS Distributed Data Management.
The Tier1 will be responsible of backing up the data, using CASTOR or similar systems as a target
storage element.
The Calibration Farms in the Tier2 will be able to process the les as they will be available in the local
Storage elements. Files belonging to an incomplete dataset may be used as soon as they are transferred.
4.2 Architecture of a Calibration Tier2 Centre
The Calibration Tier2 have the same components as a standard ATLAS Tier2 [28] with additional job
and data management components to control the calibration activity. These components allow for ad-
ditional services, such as different partitioning and allocation of the resources, the dynamic partitioning
of the computing resources for the calibration tasks and the partitioning and reservation of the storage
resources for the calibration tasks. A dedicated database (in the present implementation the ORACLE
(TM) database) and some network QoS are also required.
The Job Management components include, in addition to the standard Tier2 components, entry points
for Grid jobs which need a host certificate to operate, and are integrated in a Batch Queue manager. Some
of the Tier2 worker nodes (presently about one third of the processors) are dedicated to the calibration
activity.
The storage management requires the support of the GSIFTP transfer protocol, the access to CAS-
TOR, DPM and dCache [26, 27]. All the current Centres already have or plan to have these facili-
ties (EGEE SRM SEs in Rome and Munich, supporting DQ2, OSG SE in Michigan, supporting DQ2
(GSIFTP) through the UltraLight network facility [26, 27]). The storage space in local Tier2, dedicated
for calibration tasks amounts to about 1 TB of disk space. As mentioned above, the ORACLE database
is used to store the nal calibration constants and to maintain the bookkeeping of the operations.
During the ATLAS data-taking periods, the nodes performing calibration tasks should be mainly
dedicated to this activity and excluded from Grid access, although they should be instrumented with all
the Grid facilities to access the data. This could be done by creating a separate partition within the Tier2
infrastructure and reconguring the underlying Batch Queue system by adding a calibration queue/share
(static reservation of working nodes). Although this method is not very efcient, it guarantees the
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required performance. In future a more sophisticated system will be implemented, based on dynamical
farm partitioning and shares (guaranteed share of resources, reserved for calibration purposes, plus a
pool of additional resources with higher priority for calibration tasks).
When the resources from the pool are not needed, they may be used for normal Tier2 tasks (mainly
simulation and analysis). No check-pointing is currently possible, which means that it is not possible to
temporarily suspend a job giving priority to another one, thus the higher priority for the calibration tasks
can only be used at the scheduling level.
In addition, a dedicated node in the Tier2 will be dedicated to calibration data preparation and cleanup
(see next section) as a Local Calibration Data Splitter.
4.3 Data Processing
The local Calibration Data Splitter permanently watches for incoming data. As soon as the rst data
arrive, this node starts its operations, splitting the input data les in separate output streams according to
a predened scheme (e.g. different angular regions of the ATLAS muon spectrometer) and submitting a
job to the calibration batch queue. This allows for the creation of the output ROOT les [29] (see section
4.4) in parallel.
Partial checks of the data integrity and quality are performed as soon as the data are available, to allow
for fast recognition of possible hardware or DAQ failures on the high statistics sample of the calibration
stream.
When sufcient data have been processed, or at the end of data-taking, either a local operator or
an automatic procedure starts the nal phase of data processing, which includes the checks of the data
quality and calculation of the calibration constants (see section 4.5).
The monitoring of the calibration is performed by a monitoring client, integrated in the calibration
application and in the splitter agent. The calibration status of each Centre will be published in a central
server visible to the full ATLAS collaboration. The calibration stream data could be accessed directly
from the local storage in the Tier2s, e.g. directly from ROOT using GFAL (RFIO, dcap, ... [26,27]). Data
can be either directly accessed from the Storage Elements or copied locally and then analyzed either by
the calibration application or by the local Calibration Data Splitter.
At the end of the calibration, when all the relevant data have been properly stored, the operators
should tag a calibration as done. Then, the data could be in principle released (unsubscribed), and deleted
from the Tier2 storage (at the moment this process is manual). In case there is a need of reprocessing,
the data have to be re-subscribed from the Tier1, although a manual option exists to keep the data for a
longer period in the Tier2 storage. A garbage collection process will also be provided, to put a limit
on the maximum amount of local Tier2 storage that can be used for calibration data.
If one of the calibration Tier2 is temporary unable to process the data, another Centre will take
over its responsibility of data processing. When this case is announced by the local crew, the CERN
calibration data splitter is manually recongured and restarted to redirect the data to the proper place,
until the problems are xed. This operation requires only a single parameter change in the conguration
les.
4.4 Production of calibration data
The starting point for the production of calibration data are the data streams already split into angular
regions, each one containing a limited number of calibration regions. Each stream contains both MDT
and trigger chamber data. As soon as a stream is available on a dedicated area of the disk pool of the
Tier2, a reconstruction job is run to produce a ROOT Tree with all the required information needed in the
subsequent steps. The reconstruction job runs in the ATHENA framework and ts track segments in the
calibration regions [30]. Starting from a bundle of hits already selected by the level-2 trigger algorithm,
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the package performs pattern recognition and track t and outputs information on tted segments and
associated hits. In order to produce segments efciently and so as not to introduce any bias, reasonable
values of the calibration constants are used (typically those computed for the same region in a previous
calibration job). The list of the variables stored in the Tree includes the parameters of the tted segments
and their position in space, the χ 2 of the t, a quality factor, the drift time, radius and ADC value for
all the hits in the segment as well as all the corrections applied to the drift time by the reconstruction
program.
4.5 Measurement of calibration parameters
The ROOT les containing the Tree with the segments are analyzed within the ATHENA framework.
Each calibration step (e.g. t0 t, r(t) calibration, resolution determination) is done by a separate run
of ATHENA. An ATHENA Algorithm (CalibNtupleAnalysisAlg) takes care of reading the Tree and
preparing the data for the calibration algorithms which are implemented as ATHENA Tools (calibration
tools). An ATHENA Service reads in the results from the previous calibration steps and sends them
to the CalibNtupleAnalysisAlg and the calibration tools. Another service collects the results from the
calibration tools and takes care of writing out the results.
The CalibNtupleAnalysisAlg selects, from the Tree of a given angular region, the segments which
pass through the requested calibration region. For each event only one segment per calibration region is
selected, the one which has the most MDT hits. If there are two segments with the same number of hits
the one with the highest t-probability is selected.
For this segment the calibration corrections which were used in the reconstruction are inverted, so
that the calibration results are absolute. In particular the t0 which was used in the reconstruction and
saved in the Tree is added to the drift time. The results from the previous calibration steps are then
applied to the hits in the segments. These segments are then passed to the calibration tools.
The results are collected by the MdtCalibDbOutputSvc, which is an ATHENA service. The results
are checked to make sure the number of produced t0 values matches the number of tubes in the chamber
and results formatted. At nalization, the service can write out the calibration results in different formats
(ASCII les, a ROOT-based database, and the Calibration Database described in Section 4.6). The ASCII
les are read in by the input service for the next calibration steps.
4.6 Databases
The quality and stability of the individual tube parameters, as well as of the r(t) relation, must be con-
tinuously monitored. In addition to the limited number of calibration parameters to be used by the
reconstruction, the processing described in previous sections produces a sizable amount of information
( 50 MB/day) essential to evaluate the quality of the calibrations.
A dedicated MDT database (Calibration Database) [31] is thus being implemented to store the com-
plete calibration information. Validation procedures will make use of the additional information, as
described in Section 4.7, to ensure that the calibration constants have been correctly computed. Also,
the newly produced constants will be compared to those from the previous data taking to decide whether
the Conditions Database must be updated. The full information produced at every stage will be stored in
local ORACLE Calibration Databases that will be replicated via ORACLE streams to a central database
located at CERN. This procedure will allow each Calibration Centre to access the data produced by the
others and to eventually provide back-up should one site become unavailable for any reason.
The validated calibration constants will be extracted from the CERN Calibration Database and stored
into the ATLAS Conditions Database for subsequent use in reconstruction and data analysis. This data
management model has the major advantage that the Calibration Database is completely decoupled from
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the clients of the calibration and thus it can be modied without affecting the reconstruction; more-
over, while the Conditions Database is optimized for reconstruction access, the Calibration Database is
optimized for access by calibration and validation programs.
Calibration Centres will need to use the Conditions Database to access the conditions data that are
relevant for the calculation of MDT calibrations such as: alignment constants from the Muon Spec-
trometer optical alignment system, magnetic eld and temperature maps, data quality information. Since
Calibration Centres are Tier2 Sites, the Conditions Database is available through the standard distribution
channel (SQLite les). However it is not possible to be notied in real-time of changes in the Conditions
Database tables that are relevant for the calibration through this channel. For this reason, the Calibration
Centres will maintain an ORACLE replica of the needed tables of Conditions Database. This replica
will be kept up-to-date using the ORACLE streams mechanism which automatically pushes data from
the Tier0 to the Tier2 whenever the tables are updated.
Some replication tests of tube calibration constants between Calibration Centres and CERN have
already been successfully performed. No issues of latency or bandwidth are expected for the standard
operation because of the small amount of data that will be replicated.
4.7 Validation of calibration parameters
The validation and monitoring of the MDT calibration parameters are important parts of the data quality
assessment for the muon system. The validation procedures at the Calibration Centres are based on the
experience with cosmic rays at test facilities [32], during ATLAS commissioning, as well as in muon test
beams at CERN [6, 33].
Data quality assessment for the MDT calibration constants is divided into two subjects :
- Denition of acceptance criteria and validation status agging;
- Monitoring of time stability and checking for smooth or sudden changes in operating conditions.
In the rst case the process results in the validation of calibration constants for individual tubes (from
drift time distribution analysis) or calibration regions (from r(t) relation validation).
In the second case, observed variations of the calibration constants, allow detecting possible effects
such as:
- sudden changes induced by the front end electronics initialization procedures;
- variation of uncorrelated noise (e.g. variations of the number of hits outside the physical region);
- variations in the gas composition or purity (e.g. changes in the maximum drift time);
- variations in resolution (e.g. changes in the rise-time parameter).
The implementation of the validation process is based (and only depends) on the calibration parame-
ters read in from the Calibration Database. It is essentially based on the analysis of the t to single tubes
drift time distributions and of the r(t) relation obtained in the calibration regions.
If the minimal statistics required for meaningful ts is not reached (see section 2.7), drift time spectra
will be produced for the tubes readout by the same mezzanine card. In this case the same constants are
assigned to all the tubes in the same group.
Quality criteria are based on limits dened for those parameters expected to be reasonably stable in
time and directly linked to the characteristics of the response of the drift tubes [12]. Limits are established
either from the previous values assumed by the parameters or from the average behavior of all the tubes in
a chamber. The quality of the t is monitored by the χ 2 value. Unacceptable values of the t parameters
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TCP(C++) TCP(Python) Monitor
Sender < 1% < 1% < 1%
Local server 1% 6% 2%
Final server 4% 14% 6%
Table 2: CPU usage
can be due to failures of either the hardware or electronics of the MDTs. Outliers tubes are agged with
a bad status in the Calibration Database. For these tubes, the rst action is to inspect time distributions
and results of the various steps of the t. The next step is to report the diagnosis to hardware experts and
to the Data Quality group for further detailed studies. Malfunctioning tubes are eventually agged in the
Conditions Database.
Quality criteria on the r(t) relations are mainly based on the denition of a quality parameter account-
ing for their properties of smoothness and monotonicity and on the analysis of the residuals distribution.
The r(t) functions are then compared to the ones from previous calibrations and the Conditions Database
is updated in presence of signicant changes.
5 MDT calibration Test results
5.1 Tests of muon calibration stream extraction
The data extraction procedure has been tested on the ATLAS TDAQ pre-series [34] to verify that the
CPU load added by the muon calibration stream is negligible both on the level-2 processors and on the
local servers. The level-2 trigger is decoupled from the rest of the system by ring buffers: each L2PU
writes the muon stream data to a ring buffer, a reader collects data from the buffers in the node and sends
them to a data collector. If the buffer is full the event is discarded and the L2PU starts processing the next
event. In this way, the only latency added to the trigger is due to data preparation (less than 200 µs) and
no effect is due to back-pressure (if any) of the data extraction system. The only other relevant parameter
to be measured in the level-2 nodes is the fraction of CPU time used by the data sender. In our test, a
data producer emulates the behavior of the L2PUs in 25 bi-processor nodes in a rack; each node runs
three emulators injecting fake data packets to the ring buffer at the expected rate.
Local server’s resources, both in terms of I/O and in terms of CPU usage, must be dedicated to
server specic tasks like NFS service, boot service, DAQ specic services and controllers. It is therefore
essential to measure also the additional CPU load on the local server. On the other hand, NFS service is
not CPU intensive and the needed throughput for data extraction is negligible with respect to the available
bandwidth.
Several protocols have been used to build client and server applications, In all the cases, the same
application is used as local and nal calibration server; the local server packs data in 64 kB packets
before sending them to the nal server.
The measurements have been performed in two phases. In the rst one, the data producers and the
buffer readers running on the level-2 nodes sent data to a calibration server running on the local le
server. This calibration server packed data, and sent them to another server running on another rack
of the pre-series. The measurements on the nal server have been performed using the data producer to
emulate the output of the local server and the buffer reader to send data to the nal server. Using 20 nodes
in a rack, we emulated the same number of local servers connected to the nal calibration server. Table 2
shows the CPU usage for TCP based applications written in C++ and in Python and for applications built
on top of the Atlas online monitoring library (based on Common Object Request Broker Architecture).
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sample event size number of events processing time number of hits
on segment in sector 5
no stream 18KB 80K 660 ms/event 1.3M
(muon spectrometer only)
stream 0.5KB 43K 270 ms/pseudo-event 0.5M
Table 3: Comparison between standard data and muon calibration stream in the same cosmic-ray run.
5.2 Data challenge with simulated data
The Calibration Centres in Ann Arbor and in Rome have produced muon calibration stream les from
a sample of simulated single muons µFast level-2 algorithm (barrel only). The local Calibration Data
Splitter, congured with a small number of calibration regions, was used to split the muon calibration
stream les as they became available and to submit the jobs for production of the ROOT Trees. 1.3M
and 1.5M events have been successfully processed at Rome and Michigan, respectively.
5.3 Calibration of commissioning data
µFast level-2 barrel algorithm in ofine mode, followed by the ROOT Tree production, was also run on
a subsample of the cosmic data taken during the detector commissioning, with RPC trigger active only
in sector 5. Cross-checking with the ROOT Tree directly produced on the standard data, it was possible
to
1. validate the decoding of the MDT and RPC data fragments;
2. validate the hit selection performed by µFast;
3. compare the calibration constants computed on streamed and on standard data;
4. measure the processing time per pseudo-event.
Table 3 compares event size, number of events, processing time per event and number of hits in sector 5
associated to segments between standard data and muon calibration stream.
The muon calibration stream data size and processing time are smaller, but also the number of hits
is reduced with respect to standard data. However the segments used within the calibration are selected
by additional criteria (see Section 4.4). Figure 7 shows that despite the large difference in the number of
hits, the statistics actually used by the calibration after the selection of the best segments are comparable.
In conclusion, the muon calibration stream reduces signicantly the data size and the processing
time, without affecting the statistics available for the calibration.
6 Conclusion
This paper describes the calibration procedures for the Monitored Drift Tube detectors of the ATLAS
Muon Spectrometer, their implementation and early tests. In order to match the mechanical and intrinsic
accuracy of the detector, calibration constants which provide 20µm tracking precision are required. The
model described in this paper considers the extraction of 1 kHz single muon data directly from the
Level-2 trigger processors. A dedicated processing architecture, based on external Calibration Centres
at ATLAS Tier2s, will be used to produce calibrations for collision data, perform validations, and provide
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Figure 7: Drift time spectra for a BIL, a BML and a BOL chamber in run 20304 (cosmic-run M4,
September 2007) obtained from standard data and from the muon calibration stream. In BIL and BML
the cleaner muon calibration stream allows to retain few more hits for the calibration. Conversely BOL
chamber sees many non-pointing cosmic rays which are rejected by the trigger selection and more hits
are retained in standard data.
is well advanced and the method is being commissioned in situ together with the Muon Spectrometer
with cosmic-ray runs.
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