Learning using privileged information and distillation are powerful machine learning frameworks that allow a machine learning model to be learned from an existing model or from a classifier trained over another feature space. Existing implementations of learning using privileged information are limited to classification only. In this work, we have proposed a novel meta-loss function that allows the general application of learning using privileged information and distillation to not only classification but also regression and other related problems. Our experimental results show the usefulness of the proposed scheme.
Introduction
Deep Neural Networks (DNNs) have been shown to successfully model many complex machine learning problems. Since the architectures are big and complex, the deployment of DNN models in limited-resource environments like mobile devices is not always feasible. To get performance benefits of deep nets in limited resources, the concept of distillation was proposed [1] . In distillation, a complex model called the teacher network is used for training a smaller and simpler model called the student model [1] . Distillation has been shown to be effective in a variety of problems [2] - [5] . Another interesting machine learning framework is Learning Using Privileged Information (LUPI) , that allows the use of heterogeneous feature spaces in training and testing [6] . LUPI is useful in problems where certain features that are available as privileged information only during training. Using LUPI, privileged information can be used during training along with input space features and the trained model can be tested using input space features only.
This allows a machine learning algorithm to learn a better classification boundary in the input feature space using information from the privileged space. Results have shown that LUPI based models can perform better than models trained using regular input space features only in a number of machine learning problems. LUPI is a very attractive paradigm in machine learning in biomedical informatics. For example, for a medical diagnosis system, certain information, such as the notes of a medical expert for a given case, may only be available during training whereas testing is based on other features. Another possible application area for LUPI is the prediction of certain properties of a protein for which both sequence and structure information is available during training for certain examples but structure information may not be available during testing.
Lopez-Paz et al. have provided a proof of unification of concepts of LUPI and Distillation [7] : a teacher model trained over privileged information can be used to transfer knowledge to a student model being trained over input feature space, i.e., distillation across heterogeneous features spaces is equivalent to LUPI. However, existing mechanisms for performing LUPI are limited to classification problems and do not allow a direct solution of regression and other types of machine learning problems such as ranking or recommender systems. To understand this further, consider a dataset of training examples given by {( , * , )| = 1 … } with input space features (denoted by ), privileged space feature (denoted by * ) and target values . LUPI works by first training a teacher model ( * ) and then training the input space or student model ( ) from the space of student models ℱ by utilizing a loss function that penalizes errors of the student model from the target as well as the predictions of the teacher for a particular input. Given a non-negative loss function ( , ) that gives the error of the prediction of a model and the target , the learning problem of LUPI can be expressed as minimization of a meta loss function involving loss terms between the prediction of the teacher and the output of the student and the target value as shown below:
Here, the hyper-parameter controls the contribution of the two losses, (•) is the soft-max function used in generating outputs for individual class labels, and ( ( * )/ ) is the softened output of the teacher model. The hyper-parameter allows softening of the output of the teacher model by smoothing out the predicted class probabilities. This, in effect, acts as a regularization factor and prevents transfer of knowledge from the teacher to the student when the teacher prediction is expected to be incorrect. It is important to note that the objective of softening can be interpreted as preventing the student from mimicking the teacher if the teacher is in error. The use of softening as it is implemented in the above formulation prevents the application of this approach directly in machine learning problems other than classification due to the use of soft-max and division by the parameter T.
In this study, we propose a generalized meta-loss function for distillation and LUPI. Using the appropriate loss function, distillation based LUPI can be used for a variety of machine learning tasks like classification, regression, ranking etc. Also, our proposed loss function is simpler to manipulate and interpret as it uses a single control parameter. We present its effectiveness in both classification and regression tasks.
Methods
In this section, we present mathematical formulation of the proposed loss function. Consider an -example training dataset {( , * , )| = 1 … } with input space features (denoted by ), privileged space feature (denoted by * ) and target values . As discussed in the introduction section, the objective of LUPI and distillation is to transfer useful knowledge from the teacher to the student. Based on this, we have formulated the problem of learning the student model ∈ ℱ by minimizing the following meta-loss function across all examples:
Here, is the temperature hyper-parameter that controls the extent to which student should mimic the teacher. For = 0 or when the teacher's prediction are close to the target value with small ( ( * ), ), the student would try to exactly mimic the teacher and for = ∞ or when the loss ( ( * ), ) is large, there would be no knowledge transfer from the teacher. As a consequence, the propose loss allows knowledge transfer when the teacher is predicting the correct label. In contrast to the original distillation, our loss has a single control parameter that simultaneously performs softening and controls the extent of knowledge transfer from the teacher.
We have tested machine learning models on artificial data used in [7] . The study in [7] has performed experiments for classification task only. To prove the applicability of our loss in different machine learning tasks, we have performed analysis in both classification and regression settings for these synthetic datasets. In addition to synthetic datasets, we also present the results of the proposed loss function over the MNIST classification dataset and a regression dataset for prediction of protein binding affinity. 
Experiments and Results

Evaluation on Synthetic Datasets
In each of the four experiments over synthetic datasets detailed below, 50-dimensional input space 
Clean Labels as Privileged Information
In this experiment noise-free true labels are used as privileged information while some noise is added to the labels. For classification, the target values are obtained as:
For regression, the target values are set as:
In this case the labels are noisy but privileged information comprises of clean labels. We set = 0 to ensure maximum knowledge transfer from the teacher. The results are presented in Table 1 .
It can be seen that distilled model outperforms the model trained over input space only in both classification and regression. 
Clean Features as Privileged Information
In this experiment, data is sampled as follows. * ~ ℵ (0, ), = 50
For classification, the targets are obtained as:
For regression, the targets are given by:
Here, noise is added to input space samples. Clean features are used as privileged information. The results for this experiment are presented in Table 2 . Since the noise that is used for corrupting input labels is independent from the privileged information, no useful knowledge can be transferred. Therefore, no improvement in the input space performance has been observed. We present the results for this experiment in Table 3 . A considerable improvement is seen for distillation in classification performance. However, in case of regression, the problem becomes very easy to learn even for the input space classifier since the privileged information is a subset of the input features and labels are directly dependent on the privileged information. So, RMSE for the input space is also very low and not much improvement can be seen due to distillation. The problem is relatively harder in case of classification due to binarization of labels. Therefore, the usefulness of distillation is more prominent in classification setting. We have also tested the performance of predicting classification labels using MSE as a loss function which further illustrates this point (see row 3 in Table 3 ). Regression (RMSE) 0.01 ± 0.00 0.14 ± 0.04 0.14 ± 0.03
Regression over classification labels (RMSE) using MSE loss 0.3 ± 0.0 0.38 ± 0.02 0.34 ± 0.02
Sample-dependent relevant features as privileged information
This experiment is similar to the previous one except that here 3 features are selected randomly from the input features for each sample to be used as privileged information. That is, the data is sampled as follows,
For classification,
Although the problem can be modeled linearly in privileged space, there is no globally important information that can be transferred from the teacher to student. Therefore, distillation in this case does not help in improving performance. Results are presented in Table 4 .
Problem Privileged Space Input space Distillation
Classification (Accuracy) 0.97 ± 0.02 0.50 ± 0.03 0.51 ± 0.01
Regression (RMSE) 0.01 ± 0.00 2.12 ± 1.01 2.12 ± 1.01 Table 4 -Performance results for Sample-dependent relevant features used as privileged information
Performance results in the above mentioned experiments show that distillation using privileged information based teacher model is effective whenever there exists a relationship between the two spaces. However, even if the privileged space is not informative, distillation does not cause deterioration in performance. Furthermore, these results are in agreement with the work by LopezPaz et al. [7] .
MNIST Handwritten Digit Image Classification
We imitate the experiment carried out on MNIST handwritten digits in [7] to test our meta loss Table 5 . It can be seen that, given the privileged net is trained properly, i.e., it does not over/under-fit, distillation improves performance.
Privileged Space Accuracy Input space Accuracy Distillation Accuracy 0.81 ± 0.04 0.67 ± 0.06 0.76 ± 0.05 [8] has been used for the problem in [9] . The actual problem of binding affinity prediction is a regression problem. In our previous work [9] , we converted the problem to a classification problem to apply LUPI-SVM by labeling all the complexes with binding affinities Table 6 . It can be seen that regression based LUPI outperforms classification LUPI in all performance metrics. 
Conclusions
In this work, we have presented a meta-loss function using which distillation based LUPI can be used for a variety of machine learning tasks such as classification, ranking, regression etc.
We have demonstrated correctness and effectiveness of the proposed loss by performing several classification and regression experiments on both synthetic and real-world datasets. Our work opens the avenues for further application of learning using privileged information and distillation in various machine learning problems.
