Parameter estimation problems consist in approximating parameter values of a given mathematical model based on measured data. They are usually formulated as optimization problems and the accuracy of their solutions depends not only on the chosen optimization scheme but also on the given data. The problem of collecting data in the "best way" in order to assure a statistically efficient estimate of the parameter is known as Optimal Design. In this work we consider the problem of finding optimal locations for source identification in the 3D unit sphere from data on its boundary. We apply three different optimal design criteria to this 3D problem: the Incremental Generalized Sensitivity Function (IGSF), the classical D-optimal criterion and the SE-criterion recently introduced in [3] . The estimation of the parameters is then obtained by means of the Ordinary Least Square procedure. In order to analyze the performance of each strategy, the data are numerically simulated and the estimated values are compared with the values used for simulation.
In a series of recent works [1, 2, 3, 5, 6] several authors have developed a design framework based on the Fisher Information Matrix (FIM) for a system of differential equations to determine when and where an experimenter should take samples and what variables to measure in collecting information on a physical or biological process that is modeled by a vector dynamical system. This framework has also been proposed for use in inverse problem methodologies in the context of dynamical system or mathematical model parameter estimation when a sufficient number of observations of one or more states (variables) are available. Experimental design using the Fisher Information Matrix (FIM), which is based on sensitivity matrices (traditional and generalized), is described in [2] for the case of scalar data. In [3] , the authors develop an experimental design theory using the FIM to identify optimal sampling times for experiments on physical processes (modeled by an ODE system) in which scalar or vector data will be taken. In addition to when and where to take samples, the question of what variables to measure is also very important in designing effective experiments, especially when the number of state variables is large and this is discussed in [5, 6] .
The methodology can be readily applied to problems involving ordinary, partial and delay differential equations dynamics but requires both a mathematical model and a statistical model. In particular one could consider a mathematical model in the form of a partial differential equation that is first order in time and second order in space with appropriate boundary and initial conditions, where u(t, x; ) is the m-vector of state variables of the system generated using a parameter vector θ ∈ R p . A corresponding observation process might be of form (1.2) f (t, x; θ) = Cu(t, x; θ),
where C is an observation operator that maps R m → R N , where N < m is the number of variables observed at a single sampling time and location.
In order to discuss uncertainty in parameter estimates, we may formulate a statistical model [16] of the form (this corresponds to an Ordinary Least Squares (OLS) fit to data formulation) ( 
1.3)
Y (t, x) = f (t, x; θ 0 ) + E(t, x), t ∈ [t 0 , t f ], x ∈ [x 0 , x f ], where θ 0 is the hypothesized true values of the unknown parameters and E is a vector random process that represents observation error for the measured variables. Realizations of the statistical model (1.3) can be written y(t, x) = f (t, x; θ 0 ) + ǫ(t, x), t ∈ [t 0 , t f ], x ∈ [x 0 , x f ].
When collecting experimental data, it is often difficult to take continuous measurements of the observed variables. Instead, we assume that we have kn observations at sampling points (t i , x j ),
We then write the observation process (1.2) as
the discrete statistical model as
and a realization of the discrete statistical model as
Given a set of data y ij , we could attempt to estimate θ 0 in a process known as the inverse problem. In previous efforts such an estimation framework has been successfully used with several models [5] including an experimentally validated six-compartment HIV model and a thirty-eight dimensional enzyme kinetics model of the Calvin Cycle in spinach. Here we illustrate ideas in the context of estimation of the parameter θ of a stationary process modeled by a Poisson type equation in 3D of the form
where θ ∈ R p , G is the unit ball of R 3 , u(x) ∈ R is the output and g : R 3+p → R is the source. We suppose that there exists a real value θ 0 such that the equation (1.6) describes the process. The parameter value θ 0 is going to be estimated by an OLS procedure from values of the output u(x) measured at a finite set of points x 1 , . . . , x n ∈ ∂G. Given an initial set of observation points Λ = {x 1 , ...,x n } on ∂G, an application of the OLS method yields an estimateθ Λ .
However different choices of the points x 1 , . . . , x n may lead to parameter estimates that could be significantly different from a statistical point of view. In consequence it is important to look for the optimal set of observation points x 1 , . . . , x n , those that will lead to an accurate parameter estimation. This is the purpose of the so-called Optimal Design methods (see [1] , [2] ).
In this work we numerically study the accuracy of the estimates of θ in equation (1.6), based on three optimal design criteria:
• maximizing the absolute value of the Incremental Generalized Sensitivity Function (IGSF), introduced in [17] ;
• the well-known D-optimal criterion (see [1] , [2] );
• the SE-optimal design criterion, introduced in [3] . These three criteria give three different sets of observation points on ∂G. Applying OLS we then obtain three estimatesθ GSF ,θ D ,θ SE of θ 0 .
Relative errors and standard errors are calculated for each of the four estimates considering different number of observation points and noise variance.
2 Problem Formulation.
2.1 Mathematical model.As noted above we consider the Poisson equation with source g(x, θ) and Neumann boundary condition
where G is is the unit ball of R 3 . Existence, uniqueness of a solution u and its dependence with respect to the parameters have been effectively studied (see [9, 10, 11, 13] ). We associate the source to an electric dipole and represent it by (2.9) g(x, θ) = ∇ · (qδ(x − r q )), where δ is the Dirac distribution, r q = (r q1 , r q2 , r q3 ) is a fixed point in G and q = (q 1 , q 2 , q 3 ) ∈ R 3 is the dipole moment. This type of source appears in a number of real life problems. The parameters of the model are then θ = (r q , q) ∈ R 6 . We denote by u(x, θ) the solution of (2.7)-(2.9) corresponding to θ.
2.2 Inverse problem.We assume that the value of u| ∂G , corresponding to the true parameter θ 0 = (r q0 , q 0 ), has been measured at n points x 1 , .., x n ∈ ∂G obtaining data of the form
where ǫ 1 , .., ǫ n are independent realization of a centered normal random variable with variance σ 2 . The inverse problem consists in estimating the unknown parameters θ 0 from these noisy data
A well-known method to estimate θ 0 is to consider the ordinary least-square (OLS) functional
The OLS-estimateθ of θ 0 is defined asθ = argmin θ J(θ).
Notice thatθ is a realization of a random variableΘ due to the presence of the random noise. It can be proved that under suitable hypothesis,Θ has asymptotically normal distribution (see [4, 16] 
where
., x n , θ)) i,j=1,..,6 is the so-called Fisher information matrix defined by (2.11)
We abuse notation and omit the dependence of all quantities and the number n of points. A precise discussion of the approximations involved in the above statements is given in [4] .
Optimal design.
The optimal design problem consists in finding the points x 1 , .., x n in ∂G at which u is to be measured, that will lead to an accurate estimation of θ 0 . In view of the asymptotic distribution (2.10)-(2.11) it is natural to choose the points x i in order to minimize F (x 1 , .., x n , θ 0 ) in some sense (see [1] , [2] ).
In this section we briefly describe the following three optimal design methods which will be considered in this work
• one based on the Incremental Generalized Sensitivity Function,
• the D-optimal criteria,
• the SE-optimal criteria. [17] to analyze the information content in a data set with respect to the model parameters. It was meant to understand how the estimation of model parameters is related to observed system output. In that work, Thomaseth and Cobelli introduce the Generalized Sensitivity Functions along with the Incremental Generalized Sensitivity Functions. Their definitions were introduced for a dynamical system as discrete functions defined on a finite set of observations at some time instants. For the problem we are interested in, the observations are taken at spatial points x 1 , ..., x n on ∂G and those functions are given by (3.12) gs(
Incremental Generalized Sensitivity Function.The Generalized Sensitivity Function was introduced by Thomaseth and Cobelli in
.., n where the symbol "·" in (3.12) represents element-by-element vector multiplication, and the Incremental Generalized Sensitivity Functions
that is,
., x n , θ) is the Fisher information matrix defined in (2.11).
As it can be observed, gs depends on the order of the points, hence it is not appropiate for our problem. On the contrary, gs inc does not depend on the order of the points and it is suitable for our purpose of finding "best" observation points. In [17] , the authors observed that gs inc (x k ) are useful to quantify the information on parameters provided by u(x k ). Based on this, we introduce an optimal design method consisting in looking for the n points x 1 , ..., x n in a large collection of points where |gs inc | achieves its highest values.
3.2 D-optimal and SE-optimal.The so-called D-optimal design consists in minimizing det F (x 1 , ...x n , θ) −1 . Geometrically, it corresponds to minimize the volume of the confidence ellipsoid for the covariance matrix F −1 . The SE-optimal design is another criterion recently introduced in [3] which turned out to be quite efficient. It consists in minimizing the standard errors namely
Numerical results.
To test the relative merits of the proposed methods, we perform numerical experiments to study the accurracy of the different estimatesθ Λ ,θ GSF ,θ D ,θ SE as follows. We first generate simulated data
where θ 0 = (r q0 , q 0 ) with r q0 = (0.3, 0.4, 0), q 0 = (3, 4, 0.1) and n is the number of observation points. The perturbations ǫ 1 , .., ǫ n are independent realizations of a centered normal random variable with variance σ 2 . All the computations were performed taking a number of different scenarios including n = 2, .., 10 and σ = 0, 0.05, 0.1, 0.15, 0.2, 0.3, 0.4, 0.5.
An initial set Λ n = {x 1 , ...,x n } of observation points is taken on ∂G as follows. We define a mesh in the spherical coordinates (α, φ) with (α, φ) ∈ [0, π] × [0, 2π] taking a uniform partition of 31 points in α and in φ, ordered as
We then obtain the mesh M of 961 points on the surface ∂G given by
The initial set Λ n = {x 1 , ...,x n } of observation points is chosen from M taking
As an initial guess for (r q0 , q 0 ) we consider
The initial relative errors are r q0 − r q r q0 = 0.35
We use four methods to estimate θ 0 :
• Method 1: An estimateθ Λ is obtained performing OLS with the initial guess θ g defined in (4.17) and the set Λ n of observation points given by (4.16). On the other hand, using the initial guess θ g , three estimatesθ GSF ,θ D andθ SE of θ 0 are obtained applying OLS using the observation points arising from the three following optimal design criteria, respectively:
• Method 2: maximizing the absolute value of the Incremental Generalized Sensitivity Function over the mesh M. That is, we compute IGSF on each point of M, using the formulae given in (3.14),
for k=1,..,961. Then we pick the n points at which the absolute value of ISGF takes its highest values. Therefore, we obtain a set Λ IGSF of n "optimal" observation points that will be used to perform OLS.
• Method 3: the D-optimal criterion. We look for a set Λ D of n observation points minimizing the function det
starting with Λ n as initial guess points. We then perform OLS with Λ D and θ g as initial guess.
• Method 4: the SE-optimal design criterion. In this case, we look for a set Λ SE of n observation points minimizing the function
starting with Λ n as initial guess points. We then perform OLS with Λ SE and θ g as initial guess. For each of these four estimates we calculate the standard errors and relative errors between the estimated parameterθ = (r q ,q) and the true values θ 0 = (r q0 , q 0 ).
The following tables and figures show the average of the relative errors and standard errors after 100 runs for different values of n and σ. Table 6 : Mean relative errors for q when σ = 0.1. 1.03e+00 9.90e+00 1.33e-01 1.22e-01 8 9.28e-01 3.16e+00 1.34e-01 9.80e-02 9
1.84e-01 1.19e+00 1.37e-01 9.68e-02 10 1.32e+00 7.49e-01 9.18e-02 9.50e-02 Table 14 : Mean relative errors for q when σ = 0.4. Table 16 : Mean relative errors for q when σ = 0.5. Table 22 : Mean standard error for each component of q = (q(1), q(2), q(3)) with σ = 0.3.
Example: The EEG Inverse Problem
The electric process underlying the generation of the electroencephalography (EEG) signals can be modeled as a set of current sources within the brain. Considering the velocity of propagation of the electric waves in the brain, the static approximation of Maxwell's equations can be used to describe this process (see, e.g, [9] , [12] ). The resulting model is a 3D Poisson-type equation with interfaces that relates the electric potential u in the head with the impressed current J i , ∇ · (σ∇u)) = ∇ · J i . The impressed curent is often represented by an electric dipole, i.e., J i (x) = qδ(x − r q ), where δ is the Dirac distribution, r q is the dipole location, and q is the dipole moment. The inverse problem of EEG consists in finding r q and q from given scalp data u. This problem has been largely studied and gave rise to a large amount of publications (see, e.g. [8] , [9] , [14] , [15] , [18] , [19] , [20] and references therein). Since in practice the scalp potential u is measured at a finite set of points in the scalp (where the electrodes are placed) it is important to determine the location of the electrodes that will lead to the best possible estimation of r q and q.
If we consider a simplified model for the head: a spherical volume with constant conductivity, the parameter identification developed in this work for the Poisson equation (2.7) in the unit ball in R 3 , can be seen as a solution to the inverse problem in EEG for this simplified model. We are currently considering parameter estimation in more realistic multi-layer head models in the context of these optimal design techniques.
Conclusions
In summary, we are able to draw a number of conclusions from our results reported above.
• For noise free data, all methods are comparable. For n = 5 the SE optimal makes a difference whereas for n = 6 all methods produce good behavior.
• In all cases, relative errors are smaller for Methods 3 and 4. The difference increases as the variance of the noise increases. Also, the difference is larger for n = 6 observations or more.
• Regarding standard errors, for n = 6 Methods 3 and 4 provide good results while the others do not.
• For both measures (relative errors or standard errors), one can obtain good results when n = 6. It appears to be of level value to consider more than 6 observations.
• In general methods 3 and 4 perform better and they provide comparable behavior. In conclusion we believe optimal design is useful when the number of observations that can be collected is similar to the number of parameter values to be estimated. When many observations can be taken, even OLS without optimal design will work well, although it appears that applying optimal design techniques will yield more accurate estimates in any case.
