Abstract. Developing modern extensions of the Schwarz Alternating Method (SAM) has been a primary focus in the research of domain decomposition during the past ten years. Among the various research e orts, Generalized Schwarz Alternating Method (GSAM) was an attempt to use the Robin condition !u + (1 ? !) @u @n on those arti cial boundaries to improve the performance of the SAM. Its convergence rate is much faster than the classic SAM (with a large overlap), yet only a minimum overlap is required. Unfortunately, sensitivity of the convergence of the GSAM to the parameter ! has limited its practical applications. In this paper, a new kind of coupling is proposed which possesses the same bene ts as the GSAM. The advantage of our new algorithm over the GSAM is that the optimal convergence rate is achieved on a wider range of the parameter. That is, selection of the optimal parameter is not crucial to the new algorithm's performance. Numerical tests have been carried out for a variety of di cult problems including nonsymmetric and inde nite problems.
1. Introduction. Schwarz alternating types of methods have become one of the most important approaches in domain decomposition techniques during the past few years 2, 3, 5, 7, 9, 10, 11, 13, 15, 16, 17, 18, 20] . The theoretical foundations for the classical Schwarz Alternating Method (SAM) and its modern extension is maturing 11, 19, 21] . Our list of references can only re ect a small portion of the studies done in this direction. Current popular approaches are seeking superior preconditioners for improving performance. A multilevel preconditioner, for example, is a typical technique used by many 3, 17, 19, 21] . However, one of the very interesting aspects related to the SAM, namely, the coupling on those arti cial boundaries has not received enough attention. Our studies show that further investigation in this direction can be promising as well.
It is well known that the amount of overlap a ects the rate of convergence, yet large overlap is not desirable. The second author proposed generalized Schwarz splitting a few years ago 18]. One special case of his approach in the solution of an elliptic PDE is to use the Robin boundary condition on the arti cial boundaries. P. Lions 11] presented a very similar idea, \ A variant for nonoverlapping subdomains", in using the Robin condition on the interfaces between subregions.
It was shown that a fast convergence can be achieved with minimum overlap, if an optimal ! is chosen 18]. The convergence is even faster than the classical SAM with a large overlap. The minimum overlap requirement is, of course, an attractive feature of the GSAM. Unfortunately, the analysis also indicates that the convergence can be sensitive to this parameter. In particular, to identify a robust algorithm for estimating the optimal parameter in real applications is an extremely di cult task. An attempt to use the similar idea in SSOR for removing the sensitivity is not successful.
Therefore, to retain the good features of the GSAM, namely fast convergence and minimum overlap requirement, and eliminate the sensitivity of any parameter to the convergence, are the two important characteristics which we need for the new approaches.
It is easy to see that the motivation behind the GSAM is to use the information of both the unknown and its derivative in the coupling between the neighboring subdomains. A weighted combination of the unknown and its derivative forces a contribution of both. If the combination is proper, a fast convergence with a minimum overlap can be achieved. This combination, therefore, poses a \stronger" constraint, or consistency of the neighboring solutions on those arti cial boundaries. On the other hand, the most forceful combination of this constraint can only be reached in a very narrow range of the parameter !. Though the GSAM su ers from its practical implications, it demonstrates a successful attempt for using a stronger coupling. If a more vigorous coupling between the solutions of those neighboring subdomains can be introduced, the ideal goal may become reality.
Based on the above observation, we are looking for alternative couplings which can be introduced between the neighboring subdomains. In fact, the enforcement of the solutions between the two neighboring subdomains may not necessarily be just on the arti cial boundaries. On the whole overlapping part of the two neighboring subdomains, the two solutions also have the same values for both the unknown and its derivative. Therefore, we can introduce an arti cial boundary layer for the corresponding arti cial boundary. The Robin condition is imposed on the entire layer. The primary motive of the new approach is to impose the constraints on the boundary layer rather than on a single boundary as the GSAM did. We hope that this stronger enforcement will be bene cial to the convergence behavior of the new approach.
In the next section, the new method, Overdetermined Schwarz Alternating Method(OSAM) is introduced. Section 3 describes the technique for the discretization of the arti cial boundary layer. ( L(u) = f; ; u = g; @ ; (2) where is a bounded region in R 2 . For simplicity, we consider only the two overlapping subdomain case (see Figure 1) . The generalization to an irregular solution domain or multi-subdomain is straightforward. The rectangular solution region is partitioned into two overlapping subdomains 1 21 are the arti cial boundaries for subdomain 1 and 2 , respectively. To make the picture more readable, the 2 has been shifted upwards slightly. We introduce two arti cial boundary layers L 1 and L 2 (shaded parts in Figure 1 ), which are next to the corresponding arti cial boundary ? 12 and ? 21 ( it will be called a boundary layer, for simplicity, later). The thickness of these layers depends on the grid. When a uniform grid is employed, the corresponding thickness of the boundary layer will be the grid size h. For a general triangular mesh, the boundary layer will be the union of all triangles for which at least one of its edges or nodes is on the arti cial boundary. The motivation for this choice is to allow the minimum overlap needed in the new algorithm. Denote ? 0 12 and ? 0 21 the inner boundary of the boundary layer L 1 and L 2 , respectively. 1 Our methods can also be applied to nonselfadjoint and inde nite cases (See x5). 3 The Robin condition is imposed on the entire boundary layer. Then, a new problem can be stated as follows: Therefore, the constraint on the arti cial boundaries is Dirichlet type and Neumann type in the rest part of the boundary layer. Compared to the original SAM, the new form has a stronger coupling between the two solutions of the neighboring subdomains. Problem 3 and 4 is obviously overdetermined. In general, the solution for a overdetermined problem may not exist and a least square type of solution should be sought. In this case, the solution of (2) is a solution of (3) -(4).
An iterative algorithm for solving this problem can be easily extended from the classical SAM. 
end for
The implementation and the analysis of this algorithm will be shown next.
3. Discretization of the Boundary layers. Each of the problems (3){(4) is overdetermined. To design a deterministic algorithm, reconstruction of the coupling on the boundary layer is necessary. When the problem is discretized, the constraint on the arti cial boundary layer a ects only the grid nodes on the boundary of the 4 layer (assume the boundary layer is one grid thick), for example, the grid nodes on ? 12 and ? 0 12 of the subdomain 1 . The grid nodes of the boundary layer are called inner boundary layer nodes if they are inside the subdomain and outer boundary layer nodes otherwise.
We observe that the solution on ? 0 12 and ? 0 21 satis es both the di erence equation 2 and the derivative coupling between two solutions on the neighboring subdomain. Therefore, a natural approach is to apply a weighted combination of these two conditions. It is enough to demonstrate how the two constraints on ? 0 12 are combined into a single equation. The following part of this section gives the procedure. (6) can be derived using any common discretization strategy 3 . We use u 1 i;j to denote the solution u 1 at node (i; j). Let (i; j) be a node next to ? 0 12 in the subdomain 1 . Both this node and its neighboring nodes are indicated by \ ". Then, the neighbor node (i; j + 1) is located on ? 0 12 . Both the node (i; j + 1) and its neighboring nodes are 2 We assume that this boundary value problem has been discretized by nite di erence or nite element methods 3 Both central and upwind schemes are tested for our new algorithms. Their convergence characteristics are rather similar. 5 indicated by \5" (see Figure 2 ). By the construction of our boundary layer, it is clear that node (i; j + 2) is located on the arti cial boundary ? 12 . The di erence equation at node (i; j + 1) is then Du 1 i;j+1 = a i;j+1 0;?1 u 1 i;j + a i;j+1 ?1;0 u 1 i?1;j+1 + a i;j+1 0;0 u 1 i;j+1 + a i;j+1 1;0 u 1 i+1;j+1 + a i;j+1 0;1 u 1 i;j+2 = b i;j+1 : (7) By the Dirichlet condition on ? 12 , we have u 1 i;j+2 = u 2 i;j+2 : (8) Substituting (8) into (7) o =a i;j+1 0;0 : (13) There are two conditions (13) and (11) for the unknown u i;j+1 1 in (6). Let 0 < 1 be the weight parameter. Then a weighted combination of (13) and (11) 
Substituting (14) into (6) for any interior nodes next to ? 0 12 , we can essentially eliminate all the nodes on ? 0 12 in the nal matrix equation for 1 .
It should also be pointed out that our new algorithm may appear to require more overlap for the boundary layer. However, after a combination of the two conditions on the boundary layer, only the minimum overlap is really needed for this new approach. In other words, the unknowns on the boundary layer can be eliminated totally from the matrix equation of the subdomain before the iteration starts.
Convergence analysis. As shown in 18]
, Schwarz splitting is a useful tool for analyzing the convergence behavior of the Schwarz type algorithms. Here, a three subdomain case is presented. The generalization to more subdomains in the strip case is straightforward.
Consider problem (2) , and assume its solution domain is decomposed in the ydirection into three overlapped subdomains. The discretized matrix form can be written as : 1 C C C C C C A = b: (15) The order of the unknowns is arranged so that fx 1 ; x 2 g are located in 1 , fx 2 ; x 3 ; x 4 g are located in 2 and fx 4 ; x 5 g are located in 3 . fx 2 g; fx 4 g correspond to the unknowns in the overlapping parts 12 and 23 , respectively.
The GSAM procedure for (2) is equivalent to a 3 by 3 block Gauss-Seidel iteration for the enhanced matrix problem of (15) (19) The OSAM procedure for (2) can also be expressed in the Schwarz splitting form. First, the derivation for a one-dimensional model problem is presented. Although the one dimensional case has no practical importance, it will, however, be used for a higher dimensional case. Consider ? y 00 + qy = f; x 2 (0; 1); (20) where q(x) 0. Denote the number of total nodes as n and the number of overlapping subdomains as k. For convenience, we assume the overlap pattern is uniform. Each subdomain and overlapping parts contain m and l nodes, respectively, excluding the boundary layer, which is one grid in width. We also assume that the arti cial boundary for each subdomain corresponds to one grid and no three subdomains have a common overlap (See Figure 3) . The open circles represent the arti cial boundaries, and the asterisks represent the other grids of the boundary layer for each subdomain. . . .
The rows which correspond to the inner boundary layer nodes are indicated by \ ", or \!". The reconstruction of the boundary layer procedure can be described as following: . .
where p 0 = p? . This step is equivalent to a half step of the elimination of the boundary layer, namely the weighted combination for the boundary layer nodes. The overlapping . . .
Using the same convention in 18], matrix A 0 is equivalent to its enhanced form 
which is now equivalent to matrixÃ. We callÃ 0 sinh(n + 1)!= sinh !; p > 2; 2 cosh ! = p; n + 1; p = 2; sin(n + 1)!= sin !; p < 2; 2 cos ! = p: Thus, the following result can be obtained by using the expansion of the determinant of the last (or rst) row. In a two dimensional case, the resulting linear algebraic equation is a block version of the corresponding one dimensional case. Suppose the solution domain has an n 2 grids and is decomposed in the y-direction into three strips. Each subdomain has n m grids, excluding the arti cial boundaries and boundary layers, and all the other assumptions are same as in the one dimensional case. . .
where I is an n by n identity matrix and P = T n (p) with p = 4 for the model problem. Similarly, the rows which correspond to the inner boundary layer nodes are indicated by \ ", or \!". After the splitting of the overlapping blocks, the nal enhanced OSAM matrix is . . .
?
1 ?
1 C C C C C C C A : (30) Similar to the one dimensional case, and Gamma are subtracted from P to re ect the contributions of both the di erential operator and Neumann boundary condition on the boundary layer. The di erence between the OSAM and the GSAM is now clear. Notice that the matrix ? in (30) is a tridiagonal matrix. For GSAM the corresponding splitting is P = (P ? ? 0 ) + ? 0 , and ? 0 is a diagonal matrix. ? 0 = diag( ), where = (1 ? !)=(1 ? ! + !h), and h represents the mesh size. The di erence in a three dimensional case is also not di cult to see. The splitting matrices M and N ofÃ 0 have the same block sparsity pattern as in a one dimensional case. They are the block version of the corresponding matrices in the one dimensional case. Each block is either an identity or tridiagonal matrix. The Jacobi iterative matrix of the OSAM J = M ?1 N is also similar. Let E n be a matrix in which each column corresponds to a normalized eigenvector of matrix T n (p). Then E n is an orthogonal matrix such that E T n T n (p) E n = diagfp i g; p i = p ? 2 cos(i =(n + 1)); i = 1; 2; ; n. It can be seen from Figures 4{5 that the OSAM gives better convergence behavior. For a wide range of the parameter , the OSAM is better than the GSAM and the SAM, which is the special case of GSAM with ! = 1. Sensitivity of convergence of the OSAM to its parameter is almost insigni cant. Moreover, the OSAM with a minimum overlap is still much better than the SAM with a half overlap. As the number of subdomains increases, the improvement is even more signi cant.
5. Numerical tests. Results for several testing problems in a 2-D case are presented in this section. All the tests are carried out on a Sun 4/670 server, which is normally rated at 4 MFLOPS. The arithmetic is performed in Fortran 77 double precision. The di erential equations are discretized by the standard central di erence scheme. The upwind scheme has also been tested. The convergence characteristics are similar to those of central scheme. To save space, these results will not be listed. Except for the rst problem, all the rest are nonselfadjoint asymmetric problems. There is one discontinuous coe cient problem and one inde nite problem.
For each test problem, the solution domain is decomposed to a di erent number of subdomains, such as 4 4, 10 10, etc.. In all the cases, each subdomain contains a 20 20 grid of unknowns and the minimum overlap is considered. Thus, the total number of unknowns will be increased as the number of subdomains increase. We are mainly concerned with the improvement of the OSAM from the SAM and the reduction of the sensitivity of the convergence behavior to the parameter.
The domain decomposition method is used as a preconditioner and Bi-CGSTAB is employed for the acceleration scheme. The convergence behavior for other acceleration schemes is similar. The iteration is stopped if the l 2 norm of the residual is less than 10 ?5 times the initial residual norm.
There are several notations in the tables of results. The SAM represents the result for using the traditional Schwarz alternating method as the preconditioner. The \ " and \ " mean that the OSAM does not converge within 100 and 200 iterations, respectively, and the iteration is stopped. \Iter" and \SubD" represent the number of linear iterations needed to reach the precision and the total number of subdomains, respectively. We also de ne the improvement factor to be = SAM?OSAM SAM . The notation b represents the best improvement factor of the results. 5.1. Helmholz equation. In this test, the following problem is considered, ( ? u + u = f; x 2 ; u = g; x 2 @ ; with = (0; 1) (0; 1) and true solution u = e x+y sin(2x) cos y. To verify our convergence analysis, the problem is solved using pure domain decomposition rst. The solution domain is decomposed into three strips. The number of iterations versus parameter is shown in Figure 6 . The two curves indicated by`osam.comp' and`gsam.comp' represent the number of iterations (from numerical testing) versus the parameter ! for the GSAM, and for the OSAM, respectively. The other two curves osam.anal' and`gsam.anal' are the number of iterations needed, which are calculated analytically from our spectral results. The numerical tests match our analysis very closely. For the rest of the tests, the domain decomposition technique is applied as a preconditioner. The number of iterations is much decreased. Furthermore, the sensitivity to the parameter is also reduced. The corresponding results with the same decomposition pattern as for the above test are shown in gure 7. The advantages of using domain decomposition method as a preconditioner are obvious. The more general case is that the solution domain is decomposed in both directions. Table 1 weighted combination. The Neumann condition is bad, as we have already shown in the previous analysis. But for 0:2 < 1, the OSAM is obviously much improved compared with the SAM. There is little sensitivity shown for > 0:2. Note that the improvement in performance and the reduction of the sensitivity to the parameter exists not only for the model problem, but also true for the rest of our tests. Moreover, the OSAM improves more for di cult problems. The angle is speci ed for a xed modulus of rigidity G. In this case, the solution domain is no longer a square. We test the OSAM for the case of di erent mesh lengths 20 in the two directions. The solution domain is decomposed into 3 4, 6 8 and 8 12 subdomains, respectively.
Unlike the previous one, the results of this problem show that the OSAM performs better than the SAM with only one exception of = 0:1. For the optimal case, = 0:3, the OSAM takes only half the number of iterations of the SAM. The general convergence behavior of the OSAM with respect to the parameter follows the same rule as in the last test. 5.3. Variable coe cients of second order derivative terms. In the previous two cases, the second order operator is the Laplacian. This problem has continuous variable coe cients for second order derivative terms. The unknown is de ned on a unit square with homogeneous Dirichlet boundary condition. It satis es the following equation:
((1 + x 2 )u x ) x + u yy + (tan y) 3 u y = ?100x 2 The numerical results were given in Table 2 (a). In general, the improvement factor is still a little more than one third on average, and the best case of the OSAM saves almost half the work of the SAM.
