Approximate Bayesian computation is a statistical framework that uses numerical simulations to calibrate and compare models. Instead of computing likelihood functions, Approximate Bayesian computation relies on numerical simulations, which makes it applicable to complex models in ecology and evolution.
Introduction
Evaluating the goodness-of-fit of a statistical model is part of statistical modeling. Evaluating to what extent a model fit the data is a prerequisite before model improvement, which is the third step of Bayesian data analysis following model formulation and model fitting (Gelman et al., 2014) . Approximate Bayesian computation (ABC) follows the rules of Bayesian data analysis and should also encompass goodness-of-fit evaluation (Csilléry et al., 2010) .
Ecological or evolutionary models fitted and compared with ABC are usually introduced for explanatory purposes. The objective is to explain the data in terms of ecological and evolutionary processes that arose in the past. Typical questions addressed with ABC are related to historical processes of speciation (Roux et al., 2013) , processes of divergence and migration between populations (Laval et al., 2010; Pelletier and Carstens, 2014) , processes of biological adaptation (Peter et al., 2012) , or ecological dynamics of natural ecosystems (Hartig et al., 2014; Lagarrigues et al., 2015) . There is another use of statistical modeling in ecology that seeks a predictive goal instead of an explanatory one. Species distribution models are examples of statistical models introduced for sake of prediction (Elith and Leathwick, 2009) . Models designed for a predictive purpose can be evaluated using cross-validation techniques to measure predictive accuracy (Hijmans, 2012) . However, there are no measures of predictive accuracy for explanatory models. The impossibility to evaluate prediction ability makes goodness-of-fit evaluation all the more important for models introduced for explanatory purposes.
Evaluating goodness-of-fit in Bayesian analysis is usually performed with graphical checks such as posterior predictive checks (Gelman et al., 2014; Gruenstaeudl et al., 2015) . It consists in simulating the parameter θ according to the posterior distribution p(θ|s), where s denotes the observed summary statistics 3 computed from the data, and then to generate replicated summary statistics s rep based on the generating mechanism p(s|θ). Summary statistics simulated with this mechanism are sampled according to the posterior predictive distribution that is denoted p(s rep |s) (Gelman et al., 2014) . Observed summary statistics s are then compared to the one-dimensional histograms of these replicated summary statistics. Finding an observed summary statistic outside of the range of the posterior predictive distribution is an indication of poor fit. It is also possible to compute the fraction of times posterior predictive simulations are larger (or lower) than the observed summary statistic to obtain posterior predictive P-values (Meng, 1994) . Posterior predictive checks are well-suited to Approximate Bayesian Computation for at least two reasons. First, parameter inference is based on summary statistics s, which provide straightforward test statistics for posterior predictive checks. Second, the simulation mechanism, which consists of simulating statistics according to p(s|θ), is already used for parameter inference and can be recycled for goodness-of-fit. Applications of ABC in ecology and evolution have used posterior predictive checks to evaluate model fit in different fields such as demographic inferences in population genetics , taxonomy and systematics (Dong et al., 2014) , or ecosystem modeling (Morales et al., 2015) .
However, one major concern about posterior predictive P-values is that they are not properly calibrated. Posterior predictive P-values are not uniformly distributed when the data are realizations of the investigated model (i.e. when the null hypothesis is true). Posterior predictive P-values are more concentrated around 1/2 than expected under a uniform distribution (Robins et al., 2000) . To provide well-calibrated P-values, we introduce an alternative approach for performing goodness-of-fit in ABC. The objective of the proposed goodness-of-fit (GOF) statistics is to provide an assessment of model fit based on a classi-cal hypothesis testing framework, where each investigated model serves as the null hypothesis. Providing well-calibrated P-values allows for its common interpretation across statistical problems in ecology. In Bayesian statistics, there have been already several attempts at providing well-calibrated P-values, including conditional predictive P-values or partial posterior predictive P-values but they are difficult to compute in complex statistical models (Bayarri and Berger, 2000) . Another proposition includes a Bayesian chi-square statistic for GOF but it is limited to uni-dimensional data or summary statistic (Johnson, 2004) .
To provide well-calibrated P-values, we introduce two GOF test statistics whose computations are straightforward with ABC algorithms. P-values are evaluated based on the histogram that is constructed by repeatedly computing the GOF statistics on pseudo-observed data. After providing definitions of the two GOF statistics, we evaluate their statistical properties in different models of interest in population genetics, and we compute the statistics in the context of human and butterfly molecular data.
Methods
A goodness-of-fit statistic based on the prior predictive distribution
The objective is to test a null hypothesis that assumes that the data are realizations of a statistical model denoted M 0 . The statistical model M 0 is defined by a possibly multivariate parameter denoted θ. In order to introduce the goodness-of-fit statistic, we recall what is the rejection algorithm. The rejection algorithm is the basic algorithm to produce samples from a distribution that approximates the posterior distribution of θ (Pritchard et al., 1999) . First, parameter values, θ i , i = 1, . . . , n, are sampled from the prior distribution p(θ).
Then, summary statistics, s i , are simulated using the generating mechanism p(s|θ i ). The resulting distribution with which summary statistics are simulated is named as the prior predictive distribution (Gelman et al., 2014) . Simulated summary statistics are compared to the observed ones using a distance measure d, such as the Euclidean distance. The rejection algorithm rejects all simulations that are too far from the simulations based on the distance measure d. In practice, the percentageñ/n of accepted simulations, coined as the acceptance rate, is set to a given value (e.g. 1%). The goodness-of-fit statistic is defined as the mean distance between the observed summary statistics and theñ simulated statistics that have been accepted (Figure 1 )
where s accept 1
, . . . , s accept n denote theñ accepted simulated summary statistics.
To compute the distance d, we assume that each one-dimensional summary statistic has been standardized using the median absolute deviation, which is a robust estimate of the standard deviation (Csilléry et al., 2012) . The median absolute deviation is computed based on summary statistics simulated from the prior predictive distribution.
To obtain the null distribution of the test statistic D prior , we consider pseudoobserved data sets (Bertorelle et al., 2010) . A simulation from model M 0 is discarded and considered as the observed data. The remaining n − 1 simulations are then used to perform the rejection algorithm and to compute the test statistic. Repeating this process M times, we obtain a vector of test statistics
prior . The P-value P of the goodness-of-fit procedure is computed as the proportion of test statistics obtained under model M 0 that are larger than the observed one
where 1 denotes the indicator function. By construction, P-values will be uniformly distributed for summary statistics simulated under the prior predictive distribution, which is defined by the prior distribution of the parameters p(θ) and the generating mechanism for the summary statistics p(s|θ).
Because computing the goodness-of-fit statistic of equation (1) and its corresponding P-value does not require new simulations in addition to the ones performed for parameter inference, it was possible to implement it in the abc R package, and the name of the R function is gfit (Csilléry et al., 2012 ).
An alternative goodness-of-fit statistic based on the posterior predictive distribution
We derive an alternative statistic based on summary statistics simulated with the posterior predictive distribution. The alternative statistic denoted as D post measures the mean distance between observed summary statistics and statistics simulated based on parameters sampled from the posterior distribution. An advantage of D post is that it can make use of regression-adjustments that improve the estimation of the posterior distribution (Beaumont et al., 2002; Blum and François, 2010) . The statistic D post is defined as follows
where n denotes the number of posterior replicates, and where the summary statistics s rep i , i = 1, . . . , n , have been sampled according to the posterior predictive distribution p(s rep |s). To obtain the null distribution, the test statistic D post is computed for M pseudo-observed data sets, and P-values are obtained similarly to equation (2). The computation of the null distribution is computationally intensive. Computing one P-value requires M × n times call to the generating mechanism p(s|θ) that returns a set of summary statistics based on an input value of the parameter θ. Again, P-values will be uniformly distributed for summary statistics simulated under the prior predictive distribution.
Examples
An example of statistical model
To evaluate type I error and statistical power, we start by considering a toy statistical model. The objective is to test the goodness-of-fit of a Gaussian distribution and of a Laplace distribution when data were simulated with one of these two possible distributions (François and Laval, 2011) . For each possible distribution, we simulated 10, 000 samples, each of them consisting of a sample of size 50 or 100 summarized by its mean, variance, skewness and kurtosis.
For the Gaussian samples, we consider a uniform prior between −10 and 10 for the mean parameter and an inverse chi square parameter with 3 degrees of freedom for the variance parameter. For Laplace samples, we consider the same prior for the location parameter. We simulated the scale parameter so that the theoretical variance is also an inverse chi square parameter with 3 degrees of freedom. Detailed aspects of the simulations can be found in the R file that contains a script to generate the simulations and evaluate type I and II errors (Supplementary file 1).
Examples of demographic inference
Then, we consider two biologically relevant problems of statistical inference, one related to demographic inference and another to model speciation processes. In the first problem, we test if population genetic data are compatible with a model of historical bottleneck or of population expansion ( Figure 2 ). For this problem, we consider data simulated with two different coalescent models for which we also used different sets of summary statistics.
The first set of simulations was performed with ms (Hudson, 2002) and consists of 50 2, 000 bp sequences that have been sequenced from 10 diploid individuals. Prior distributions and further details can be found in the R file that contains a script to generate the simulations (Supplementary file 2). A total of 60, 000 simulations was performed for each demographic model. Data were summarized using three summary statistics: average nucleotide diversity, and the mean and variance (over loci) of Tajima's D (Voight et al., 2005) .
Goodness-of-fit was evaluated based on D prior and D post .
The second set of simulations was generated using fastsimcoal2 (Excoffier et al., 2013) and consists of a total of 100 independent stretches of the genomes for 10 diploid individuals. Prior distributions are given in the supplementary text. Data were summarized with the total number of SNPs and the unfolded site-frequency-spectrum, defined as the vector counting the number of mutations carried by i chromosomes, for i ranging from 1 to 19. Because this simulation framework is computationally intensive, we evaluated its fit only based on the D prior statistic.
Examples of speciation models
In the second problem, we consider two models of divergence and admixture that correspond to hypothesized scenarios of speciation in the butterfly species complex Coenonympha (Capblancq et al., 2015) . Two species from this complex, C. arcania and C. gardetta, are assumed to have diverged 1.5 to 4 millions years ago (Kodandaramaiah and Wahlberg, 2009) , while a third species C. darwiniana is assumed to be the result of admixture between the two ancestral populations (Capblancq et al., 2015) . Based on samples from four populations (one population of C. arcania, one of C. gardetta, and two populations of C.
darwiniana sampled in France and Switzerland), we test the fit of two alternative models. The first model assumes that the same admixture event is at the origin of two populations of C. darwiniana, and the second model assumes independent admixture events ( Figure 2 ). The prior distributions are given in the supplementary text. We computed with DIYABC a total of 16 summary statistics corresponding to the genetic diversity in each population and to the pairwise F st and Nei's distances between populations (Cornuet et al., 2010) . We generated 1, 000, 000 simulations for each admixture model. Because this simulation framework is computationally intensive, we evaluated its fit only based on the D prior statistic.
Application to real data
We applied the goodness-of-fit statistics D prior and D post to human data consisting of 50 2, 000 bp sequence data sampled in 10 individuals coming from three different populations: Africa (Hausa), Asia (Chinese), and Europe (Italian) (Voight et al., 2005) . Capblancq et al., 2015) . The final data set used to compute the 16 summary statistics contains 510 polymorphic loci.
Parameter settings of the GOF statistics
When computing the GOF statistic D prior of equation (1), the percentage of accepted simulations for the rejection algorithm was set toñ/n = 1%. Pvalues were computed using equation (2) with a total of M = 1, 000 replicates.
When computing the GOF statistic D post of equation (3), we again consider the Euclidean distance for d and assume that summary statistics have been scaled using median absolute deviations estimated based on the M ×n posterior replicates. To evaluate D post , the percentage of accepted simulations is set to 1%, a linear adjustment is used for parameter inference (Beaumont et al., 2002) , and the number n of posterior replicates is of 100. Each P-value is evaluated using a total of M = 200 replicates.
Results

Simulation study of a toy model
We set the expected type I error at 5% by rejecting the null model when P-values are smaller than 5%. For the toy model, tests based on D prior or D post are well calibrated with type I error ranging from 4% to 6% when the nominal type I error is of 5%. However, the power to reject the null is very weak for the statistic D prior of equation (1). When rejecting the Gaussian distribution, the power is of 9.5%
and when rejecting the Laplace model, the power is of 6.5%. When considering the alternative statistic D post based on the posterior predictive distribution, the power is of 51.5% when rejecting the Gaussian distribution and of 5% when rejecting the Laplace distribution. Increasing the sample size from n = 50
to n = 100 shows again that the power to reject the Gaussian distribution is increased when using D post (power of 78%) instead of D prior (power of 11%).
Distributions of P-values for different evolutionary models
Using 
Statistical power
The power of the test statistic D prior is asymmetric (Table 1) . It is more difficult to reject an expansion model (power of 18% or 21.5% depending on the summary statistics) than to reject a bottleneck model (power of 67% or of 53% depending on the summary statistics). Finding asymmetric statistical power is expected because P-values obtained when testing the bottleneck model for simulations of expansion are more shifted toward 0 than when testing the opposite (Figure 3) .
By contrast to the toy example, considering the D post statistic instead of D prior hardly changes statistical power (Table 1) . For speciation models, we also find asymmetric statistical power. The power is of 99% when rejecting the one-event admixture model whereas it is of 19.5% when rejecting the two-event admixture model. Again, observing asymmetric power is expected because of the shapes of the distributions of P-values (Figure 4 ).
Application to human data
We apply the goodness-of-statistics D prior and D post to the human resequencing data ( Table 2 ). The African dataset is compatible with a constant-population size (P = 0.21), a bottleneck (P = 0.17), and an expansion model (P = 0.55).
The Asiatic dataset is compatible with a constant-population size and a bottleneck model (P = 0.10 and P = 0.86), but not with an expansion model (P = 0.01). Finally, the European dataset is compatible with a bottleneck model (P = 0.60), but both the constant-population size and the expansion models can be rejected (P = 0.02 and P < 10 −2 ). Using the goodness-of-fit statistics D post based on posterior replicates leads to similar conclusions ( Table   2 ). Analysis of the resequencing data with the goodness-of-fit statistics confirms that the out-of-Africa bottleneck cannot be rejected for the Asiatic and the European data (Voight et al., 2005) .
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Application to study models of speciation in a butterfly species complex
We fist consider a visualization routine to investigate model fit with ABC. For the two competing models, we computed principal component analysis (PCA) based on the set of 1 million simulations performed under each model and we displayed the envelope containing 90% of the points in the space defined by the first two PCs (Cornuet et al., 2010; Sjödin et al., 2013) . Observing variable statistical power is expected for admixture models. For instance, the model that comprises of two admixture events is more flexible than the evolutionary model with one admixture event only. As a consequence, it is more difficult to reject the two-admixture model (power of 19.5%) than the one-admixture model (power of 99%) because most of the simulations obtained with one admixture event can be reproduced with two admixture events but the reverse is not true.
We propose a second goodness-of-fit statistic D post based on posterior replicates. It has several advantages. A conceptual advantage is that it is less dependent on the prior that the D prior statistic. When using D prior , a good model or evolutionary scenario can come under suspicion with a poor choice of prior distribution. Same arguments were advanced to criticize prior predictive P-values (Bayarri and Berger, 2000) . Another difference between the two goodness-of-fit statistics concerns statistical power. When using uninformative prior distributions, as for the toy statistical model we considered, the D prior statistic has a weak statistical power compared to D post . However, the statistic D post has an important drawback related to its computational burden.
When using for instance n = 100 posterior replicates to evaluate the statistic and M = 1, 000 pseudo observed data to compute the null distribution, a total of 100, 000 = 1, 000 * 100 additional simulations are required to evaluate hypotheses (Lehmann, 1993; Beaumont et al., 2010) . By contrast, model selection provides statistical measures that are relative to the set of models to be compared (Hickerson, 2014; Pelletier and Carstens, 2014 not either certify the 'truth' of a current scientific theory. Rykiel (1996) coins the validation procedure as operational validation, which is defined as a test protocol to check that the model is an adequate representation of the system. However, he stresses that an adequate representation is not a 'guarantee that the scientific basis of the model and its internal structure correspond to the actual processes or cause-effect relationships operating in the real system'. Following
Popperian philosophy, a P-value larger than 0.05 is not an indication that the tested model is true but that it can not be rejected. A null model may not be rejected for many reasons including lack of power, which can be due to a poor choice of summary statistics or a small sample size.
When the proposed model does not pass the test (P < 0.05), poorly fitted summary statistics can be identified using prior or posterior predictive checks.
For instance, with the genetic markers of the butterfly species complex, we identified that mean genetic diversity over all loci including SNPs that do not vary within the population is responsible for the poor fit of the investigated models.
This suggests potential model improvements such as including gene flow following admixture, which would increase the mean genetic diversity over all loci by decreasing the number of private SNPs. The example of the speciation models shows that having a single and well-calibrated P-value, rather than using graphical routines, such as the PCA-based graphical routine of Figure 5 , offers the opportunity for a convenient evaluation of fit. Providing a single well-calibrated P-value for each model is especially useful when there are many summary statistics as it can occur when reconstructing historical demography with molecular data (Robinson et al., 2014) . Posterior predictive checks are useful as a second step to detect the summary statistics that explain a poor fit.
The proposed goodness-of-fit statistics seek to foster evaluation of model fit in ABC. However, the proposed test statistics should not encourage black-box analyses with ABC where decision to reject or not a model relies exclusively on the returned P-value. We view the goodness-of test statistics and corresponding P-values as useful diagnostic devices, particularly when screening models with many summary statistics. P-values are one of many ways to quickly alert oneself to some of the important features of a data set (Gelman et al., 1996) . To encourage goodness-of-fit evaluation, the abc R package includes the gfit function that evaluates statistical significance based on the D prior statistic of equation (1). Principal component analysis applied to the 16 summary statistics simulated based on the prior predictive distribution. The cross corresponds to observed data. The envelopes are obtained using the gfitpca routine of the abc package and contain 90% of the simulated data points. (Voight et al., 2005) . Data consist of the average nucleotide diversity and the mean and variance (over loci) of Tajima's D. Const. stands for constant population size, bott. stands for the bottleneck model, and exp. stands for the model of demographic expansion.
