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ON A THETA LIFT RELATED TO THE SHINTANI LIFT
CLAUDIA ALFES-NEUMANN AND MARKUS SCHWAGENSCHEIDT
Abstract. We study a certain theta lift which maps weight −2k to weight 1/2 − k
harmonic weak Maass forms for k ∈ Z, k ≥ 0, and which is closely related to the classical
Shintani lift from weight 2k + 2 to weight k + 3/2 cusp forms. We compute the Fourier
expansion of the theta lift and show that it involves twisted traces of CM values and
geodesic cycle integrals of the input function. As an application, we obtain a criterion
for the non-vanishing of the central L-value of an integral weight newform G in terms of
the holomorphicity of the theta lift of a certain harmonic weak Maass form associated to
G. Moreover, we derive interesting identities between cycle integrals of different kinds of
modular forms.
1. Introduction
A famous result of Zagier [Zag02] states that the twisted traces of singular moduli, i.e.
the values of the modular j-invariant at quadratic irrationalities in the upper half-plane,
occur as the Fourier coefficients of weakly holomorphic modular forms of weight 1/2 and
3/2. Bruinier and Funke [BF06] showed that the generating series of the traces of singular
moduli can be obtained as the image of a certain theta lift of J = j − 744. Using this
approach, new proofs of Zagier’s results, including the modularity of generating series of
twisted traces of singular moduli, and generalizations to higher weight and level have been
studied in several recent works, e.g. [AE13], [BO13], [Alf14], [AGOR15]. For example, in
[AGOR15] a twisted theta lift from weight 0 to weight 1/2 harmonic weak Maass forms
was defined which allowed to recover Zagier’s generating series of weight 1/2 as a theta lift.
Further, it turned out that this lift is closely related to the Shintani lift via the ξ-operator
on harmonic weak Maass forms. The classical Shintani lift establishes a connection between
integral and half-integral modular forms [Shi75] and is an indispensable tool in the theory of
modular forms. Using this relationship between integral and half-integral weight modular
forms a number of remarkable theorems were proven, for example the famous theorem of
Waldspurger [Wal81], which asserts that the central critical value of the twisted L-function
of an even weight newform is proportional to the square of a coefficient of a half-integral
weight modular form.
In [AGOR15], the connection between the two lifts led to a more explicit version of
a theorem of Bruinier and Ono [BO10] which states that the vanishing of the central
derivative of the L-series of an elliptic curve is determined by the algebraicity of a Fourier
coefficient of the holomorphic part of a certain harmonic weak Maass form of weight 1/2. In
the present work, we study a generalization of the theta lift considered in [AGOR15], which
we call the Millson theta lift. Our lift maps weight −2k to weight 1/2− k harmonic weak
1
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Maass forms, where k ∈ Z≥0, and is again related to the Shintani lift via the ξ-operator.
We completely determine the Fourier expansion of the Millson lift of a harmonic weak
Maass form F of weight −2k, and we show that the coefficients of the holomorphic part
of the lift are given by twisted traces of CM-values of the weight 0 form Rk−2kF , whereas
the coefficients of the non-holomorphic part are given by twisted traces of geodesic cycle
integrals of the weight 2k + 2 cusp form ξ−2kF . Additionally, inspired by the relation of
the Millson lift to the Shintani lift, we prove interesting identities between cycle integrals
of ξ−2kF and R
2j+1
−2k F , with varying j ≥ 0, for a harmonic weak Maass form F of weight
−2k. In certain cases the cycle integrals of R2j+1−2k F do not converge, and we propose a
regularization in these cases.
The necessary computations are quite involved due to the very general setup, but we
believe that they will be very useful for the study of similar theta lifts in the future.
Further, we hope that our lift can be used to prove a higher weight version of the afore-
mentioned theorem of Bruinier and Ono [BO10] on the non-vanishing of the central values
of derivatives of L-functions of even weight newforms.
To illustrate our results, let us simplify the setup by restricting to modular forms for
the full modular group SL2(Z). In the body of the paper we also treat forms for arbitrary
congruence subgroups by using the theory of vector valued modular forms for the Weil
representation of an even lattice of signature (1, 2).
We let z = x + iy ∈ H and q = e2πiz. Recall from [BF04] that a harmonic weak Maass
form of weight k ∈ Z is a smooth function F : H → C which is invariant under the usual
weight k slash operation of SL2(Z), which is annihilated by the weight k hyperbolic Laplace
operator ∆k, and for which there is a Fourier polynomial PF =
∑
n≤0 a
+(n)qn ∈ C[q−1]
such that F − PF is rapidly decreasing at i∞. The space of such forms is denoted by
H+k . Every F ∈ H+k has a Fourier expansion consisting of a holomorphic part F+ and a
non-holomorphic part F−,
F (z) = F+(z) + F−(z) =
∑
n≫−∞
a+(n)qn +
∑
n<0
a−(n)Γ(1− k, 4π|n|y)qn,
where Γ(s, x) =
∫∞
x
ts−1e−tdt is the incomplete Gamma function. Harmonic weak Maass
forms of half-integral weight for Γ0(4) are defined analogously. Important tools in the
theory of harmonic weak Maass forms are the Maass lowering and raising operators Lk =
−2i ∂
∂z¯
and Rk = 2iy
2 ∂
∂z
+ ky−1, which lower or raise the weight of a real analytic modular
form by 2, as well as the surjective antilinear differential operator ξk : H
+
k → S2−k defined
by ξkF (z) = 2iy
k ∂
∂z¯
F (z).
Let D ∈ Z be a discriminant. We let QD be the set of integral binary quadratic forms
[a, b, c] = ax2 + bxy + cy2 of discriminant b2 − 4ac = D. The modular group SL2(Z)
acts on QD from the right, with finitely many classes if D 6= 0. For D < 0 we can split
QD = Q+D ⊔ Q−D into the subsets of positive definite (a > 0) and negative definite (a < 0)
forms. Further, for D < 0 the stabilizer SL2(Z)Q of Q ∈ QD in PSL2(Z) is finite, and for
D > 0 the stabilizer SL2(Z)Q is trivial if D is a square and infinite cyclic otherwise.
3Let Q = [a, b, c] ∈ QD. For D < 0 there is an associated CM point αQ = (−b +
i
√|D|)/2a ∈ H, while for D > 0 the solutions of a|z|2 + bℜ(z) + c = 0 define a geodesic
cQ in H, which is equipped with a certain orientation.
Let ∆ ∈ Z be a fundamental discriminant (possibly 1). For k ∈ Z≥0 with (−1)k∆ < 0
the ∆-th Shintani lift of a cusp form F ∈ S2k+2 is (in our normalization) defined by
ISh∆ (F, τ) = −|∆|−(k+1)/2
∑
d>0
(−1)k+1d≡0,1(4)
∑
Qd|∆|/SL2(Z)
χ∆(Q)C(F,Q) e2πidτ ,
where
C(F,Q) =
∫
SL2(Z)Q\cQ
F (z)Q(z, 1)kdz
is a geodesic cycle integral of F and
χ∆(Q) =
{(
∆
n
)
, if (a, b, c,∆) = 1 and Q represents n with (n,∆) = 1,
0, otherwise,
is a genus character. It is well known that the Shintani lift of F is a cusp form in
Sk+3/2(Γ0(4)) which satisfies the Kohnen plus space condition, i.e. the d-th Fourier co-
efficient vanishes unless (−1)k+1d ≡ 0, 1(4).
For a SL2(Z)-invariant function F and d < 0 we define twisted traces by
t+∆(F ; d) =
∑
Q+
d|∆|
/SL2(Z)
χ∆(Q)
F (αQ)
|SL2(Z)Q|
, t−∆(F ; d) =
∑
Q−
d|∆|
/SL2(Z)
χ∆(Q)
F (αQ)
|SL2(Z)Q|
,
and for d > 0 and a function F transforming of weight 2k + 2 for SL2(Z) we define
t∆(F ; d) =
∑
Qd|∆|/SL2(Z)
χ∆(Q)C(F,Q),
whenever the cycle integrals C(F,Q) converge.
Let F ∈ H+−2k be a harmonic weak Maass form. We define the Millson theta lift by
IM∆ (F, τ) =
∫ reg
SL2(Z)\H
F (z)Θ∆(τ, z, ψM,k)y
−2k−2dx dy,(1.1)
where Θ∆(τ, z, ψM,k) is the twisted theta function associated to a certain Schwartz function
ψM,k, and the integral has to be regularized in a certain way to ensure convergence. The
theta function, and thus also IM∆ (F, τ), transforms like a modular form of weight 1/2 − k
in τ . We are now ready to state our main result for the Millson theta lift for SL2(Z).
Theorem 1.1. Let k ∈ Z≥0 such that (−1)k∆ < 0 and let F ∈ H+−2k with vanishing
constant term a+(0).
(1) The Millson theta lift IM∆ (F, τ) is a harmonic weak Maass form in H
+
1/2−k(Γ0(4))
satisfying the Kohnen plus space condition. Further, if F is weakly holomorphic,
then so is IM∆ (F, τ).
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(2) IM∆ (F, τ) is related to the Shintani lift of ξ−2k,zF ∈ S2k+2 by
ξ1/2−k,τIM∆ (F, τ) = −
√|∆|
2
ISh∆ (ξ−2k,zF, τ).
(3) The Fourier expansion of IM∆ (F, τ) is given by
IM∆ (F, τ) =
∑
d>0
2√
d
(
1
2π
√|∆|d
)k
t+∆(R
k
−2kF ; d)q
d
−
∑
b>0
2iǫ
(
1
2πi|∆|
)k∑
n<0
(
∆
n
)
a+(nb)(4πn)kq−|∆|b
2
−
∑
d<0
1
2(π|d|)k+1/2|∆|k/2 t∆(ξ−2kF ; d)Γ(
1
2
+ k, 4π|d|v)qd,
where Rk−2k = R−2 ◦ R−4 ◦ · · · ◦ R−2k is the iterated Maass raising operator and ǫ
equals 1 or i according to whether ∆ > 0 or ∆ < 0.
Remark 1.2. (1) The assumption a+(0) = 0 was imposed here to simplify the exposi-
tion in the introduction and will not be used in the body of the paper. If a+(0) 6= 0
then IM∆ (F, τ) also has a constant coefficient, and for k = 0 further non-holomorphic
terms appear. In fact, for k = 0 the ξ-image of IM∆ (F, τ) turns out to be a linear
combination of unary theta series of weight 3/2. Thus, using the theta lift, one
can obtain formulas for the coefficients of mock theta functions of weight 1/2 as
traces of modular functions, similarly as in [Alf14]. The details will be discussed in
a subsequent paper.
(2) In Section 6.1 we extend the Millson theta lift to more general harmonic weak
Maass forms whose non-holomorphic parts may also grow exponentially at the
cusps. Further, we extend the Shintani lift to weakly holomorphic cusp forms and
obtain a new proof of Theorem 1.3.(1) of [BGK15], where the authors defined a
generalized Shintani lift of a weakly holomorphic cusp form F as the generating
series of certain regularized cycle integrals of F .
(3) In [BGK14], the authors studied a so-called Zagier lift, which (for level 1 and
k > 1) maps weight −2k to weight 1/2 − k harmonic weak Maass forms. The
proof of the modularity of this lift uses the Fourier coefficients of non-holomorphic
Poincare´ series together with the fact that a harmonic Maass form of negative
weight is uniquely determined by its principal part. Thus their proof does not work
for k = 0. In fact, the Zagier lift agrees with our lift in level 1, so our theorem
generalizes Proposition 6.2. of [BGK14] to arbitrary level and to k = 0, using a
very different proof.
(4) Integrating Θ∆(τ, z, ψM,k) in τ against a harmonic Maass form of weight 1/2 −
k yields a so-called locally harmonic Maass form of weight −2k. This lift was
considered in [Ho¨v12], [BKV13] and [Cra15], and it was shown that the resulting
theta lift is related to the Shimura lift via the ξ-operator.
5For the proof of the theorem, we use the interpretation of the Shintani lift as a theta
lift and employ various differential equations between the Millson and the Shintani theta
functions. Further, we define a certain auxiliary theta lift constructed from the k = 0
Millson theta function and suitable applications of iterated Maass raising and lowering
operators, and show that this auxiliary lift essentially agrees with the Millson theta lift on
harmonic weak Maass forms of weight −2k. This identity of theta lifts is a bit surprising
and interesting in its own right, but due to its quite technical appearence we chose not to
state it in the introduction but refer the reader to Theorem 4.6.
The relation between the Millson lift and the Shintani lift also yields an interesting
criterion on the vanishing of the twisted L-function of a newform at the critical point.
Theorem 1.3. Let F ∈ H+−2k, with vanishing constant terms at all cusps if k = 0, such
that G = ξ−2kF ∈ S2k+2 is a normalized newform. For (−1)k∆ < 0 the lift IM∆ (F, τ) is
weakly holomorphic if and only if L(G, χ∆, k + 1) = 0.
Remark 1.4. For the general result regarding forms of higher level, see Theorem 6.5. A
version of this theorem for square-free level N and odd weight k has been proved in [Alf14],
Theorem 1.1., using the same techniques. Further, the above theorem in the case of level
1 and k > 0 already appeared in [BGK14], Corollary 1.3, but the proof used very different
arguments, i.e. the Zagier lift of non-holomorphic Poincare´ series.
The Fourier coefficients of the non-holomorphic part of the Millson lift in Theorem 1.1
involve cycle integrals of the cusp form ξ−2kF , which reflects the relation between the
Millson and the Shintani lift on the level of Fourier expansions. On the other hand, the
fact that the Millson theta lift agrees up to some constant with a theta lift of the real-
analytic modular function Rk−2kF , see Theorem 4.6, suggests that the Fourier coefficients
of the non-holomorphic part of the Millson lift should also be expressible in terms of cycle
integrals of Rk−2kF . Inspired by this idea, we prove the following identities between the
cycle integrals of different types of modular forms.
Theorem 1.5. Let D > 0 be a discriminant which is not a square and let Q ∈ QD. Let
k ∈ Z≥0 and F ∈ H+−2k. For j ∈ Z≥0 we have
C(R2j+1−2k F,Q) =
1
Dk−j
j!(k − j)!(2k)!
k!(2k − 2j)! C(ξ−2kF,Q),
where R2j+1−2k = R−2k+2j ◦ · · · ◦R−2k is the iterated Maass raising operator.
We prove this identity by a direct computation using Stokes’ theorem and commutation
relations for the differential operators involved.
Remark 1.6. (1) It is interesting to note that the cycle integral of ξ−2kF on the right-
hand side does not depend on j. In particular, the cycle integrals of R2j+1−2k F for
different choices of j are related by a very simple explicit constant.
(2) The general result is given in Corollary 7.2. By plugging in special values for j, e.g.
j = k, we obtain further interesting formulas (see Corollaries 7.3 and 7.4), which
where previously given in Theorem 1.1. from [BGK14] and Theorem 1.1. from
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[BGK15]. The above identity gives a unified proof for these two previously known,
but seemingly unrelated results.
(3) We also define a regularized cycle integral Creg(R2j+1−2k F,Q) in the case that the
discriminant of Q is a square and the associated geodesic is infinite, and derive an
analog of the above theorem in this situation, see Section 7.2.
The paper is organized as follows. In Section 2 we introduce the basic setup and recall the
necessary facts about vector valued harmonic weak Maass forms for the Weil representation
associated with an even lattice of signature (1, 2). Sections 3 and 4 are devoted to the
study of the (untwisted) Millson and Shintani theta functions and the properties of the
corresponding theta lifts. In particular, the relation between the Millson and the Shintani
theta lift is proven in Section 4. The Fourier expansion of the untwisted Millson theta lift is
computed in Section 5. The necessary calculations are quite delicate and take up a major
part of this work. In Section 6 we use a method from [AE13] to twist the results of the
previous sections, i.e. we derive the relation between the twisted Millson and Shintani theta
functions and the Fourier expansion of the twisted lifts from the corresponding untwisted
results. Finally, in Section 7 we consider identities of cycle integrals of different types of
modular forms.
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2. Preliminaries
For a positive rational number N we consider the rational quadratic space of signature
(1, 2) given by
V =
{
X =
(
x2 x1
x3 −x2
)
; x1, x2, x3 ∈ Q
}
with the quadratic form Q(X) = Ndet(X). The associated bilinear form is (X, Y ) =
−Ntr(XY ) for X, Y ∈ V . The group SL2(Q) acts as isometries on V by gX := gXg−1.
We let D be the Grassmannian of lines in V (R) = V ⊗ R on which the quadratic form
Q is positive definite,
D = {z ⊂ V (R); dim(z) = 1 and Q|z > 0} ,
and we identify D with the complex upper half-plane H by associating to z = x+ iy ∈ H
the positive line generated by
X1(z) =
1√
2Ny
(−x |z|2
−1 x
)
.
The group SL2(R) acts on H by fractional linear transformations and the identification
above is SL2(R)-equivariant, that is, gX1(z) = X1(gz) for g ∈ SL2(R) and z ∈ H.
7Let L ⊂ V be an even lattice of full rank. We write L′ for the dual lattice of L. Let
Γ be a congruence subgroup of SL2(Q) that takes L to itself and acts trivially on the
discriminant group L′/L. Further, we let M = Γ \D be the corresponding modular curve.
Example 2.1. A particularly interesting lattice is given by
L =
{(
b −a/N
c −b
)
: a, b, c ∈ Z
}
.
Its dual lattice is
L′ =
{(
b/2N −a/N
c −b/2N
)
: a, b, c ∈ Z
}
.
We see that L′/L is isomorphic to Z/2NZ with quadratic form x 7→ −x2/4N . Thus the
level of L is 4N . The group Γ = Γ0(N) acts on L by conjugation and fixes the classes
of L′/L, and the locally symmetric space is the modular curve Y0(N) = Γ \ D under
the identification above. For fixed m ∈ Q, the elements X = ( b/2N −a/Nc −b/2N ) ∈ L′ with
Q(X) = m correspond to integral binary quadratic forms [cN,−b, a] = cNx2−bxy+ay2 of
discriminant −4Nm, and this identification is compatible with the corresponding actions
of Γ0(N).
2.1. Cusps. We identify the set of isotropic lines Iso(V ) in V with P 1(Q) = Q∪ {∞} via
ψ : P 1(Q)→ Iso(V ), ψ((α : β)) = span
((
αβ α2
−β2 −αβ
))
.
The map ψ is a bijection and ψ(g(α : β)) = gψ((α : β)) for g ∈ SL2(Q). Thus, the cusps
of M (i.e. the Γ-classes of P 1(Q)) can be identified with the Γ-classes of Iso(V ).
If we set ℓ∞ := ψ(∞), then ℓ∞ is spanned by X∞ = ( 0 10 0 ). For ℓ ∈ Iso(V ) we pick
σℓ ∈ SL2(Z) such that σℓℓ∞ = ℓ. We let Γℓ be the stabilizer of ℓ in Γ. Then σ−1ℓ Γℓσℓ is
generated by
(
1 αℓ
0 1
)
for some αℓ ∈ Q>0 which we call the width of the cusp ℓ. For each
ℓ, there is a βℓ ∈ Q>0 such that
(
0 βℓ
0 0
)
is a primitive element of ℓ∞ ∩ σ−1ℓ L. We write
εℓ = αℓ/βℓ. The quantities αℓ, βℓ and εℓ only depend on the Γ-class of ℓ.
We compactify the modular curve M to a compact Riemann surface M by adding a
point for each cusp ℓ ∈ Γ \ Iso(V ), and we denote this point again by ℓ. Write qℓ =
exp(2πiσ−1ℓ z/αℓ) for the chart around ℓ. We define D1/T = {w ∈ C : |w| < 12πT } for
T > 0. Note that if T is sufficiently big, then the inverse images q−1ℓ D1/T are disjoint in
M . We define the truncated modular curve by
MT = M \
∐
ℓ∈Γ\Iso(V )
q−1ℓ D1/T .(2.1)
2.2. The Weil representation and harmonic weak Maass forms. We recall the
basic facts about vector valued harmonic weak Maass forms for the Weil representation
from [BF04].
By Mp2(Z) we denote the integral metaplectic group consisting of pairs (γ, φ), where
γ = ( a bc d ) ∈ SL2(Z) and φ : H → C is a holomorphic function with φ(τ)2 = cτ + d. We
let C[L′/L] be the group ring of L′/L, generated by the basis vectors eh for h ∈ L′/L and
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equipped with the scalar product 〈eh, eh′〉 = δh,h′, which is conjugate-linear in the second
variable. The Weil representation ρL of Mp2(Z) is a unitary representation which is defined
for the generators S = (( 0 −11 0 ) ,
√
τ) and T = (( 1 10 1 ) , 1) of Mp2(Z) and h ∈ C[L′/L] by the
formulas
ρL(T )eh = e(Q(h))eh,
ρL(S)eh =
√
i√|L′/L| ∑
h′∈L′/L
e(−(h′, h))eh′,
where e(a) := e2πia. The dual Weil representation will be denoted by ρL.
A twice continuously differentiable function F : H→ C[L′/L] is called a harmonic weak
Maass form of weight k ∈ 1
2
Z with respect to ρL if it satisfies
(1) ∆kF = 0, where
∆k = −v2
(
∂2
∂u2
+
∂2
∂v2
)
+ ikv
(
∂
∂u
+ i
∂
∂v
)
with τ = u+ iv is the weight k hyperbolic Laplace operator.
(2) F (γτ) = φ(τ)2kρL(γ, φ)F (τ) for all (γ, φ) ∈ Mp2(Z),
(3) There is a Fourier polynomial PF (τ) =
∑
h∈L′/L
∑
n≤0 a
+(n, h)qneh, called the prin-
cipal part of F , such that
F (τ)− PF (τ) = O(e−εv)
as v →∞, uniformly in u, for some ε > 0.
We denote the space of such functions by H+k,ρL. Further, we let M
!
k,ρL
be the subspace of
weakly holomorphic modular forms (consisting of the holomorphic forms in H+k,ρL).
A harmonic weak Maass form uniquely decomposes into a holomorphic and a non-
holomorphic part F = F+ + F− with Fourier expansions
F+(τ) =
∑
h∈L′/L
∑
n≫−∞
a+(n, h)qneh,
F−(τ) =
∑
h∈L′/L
∑
n<0
a−(n, h)Γ(1− k, 4π|m|v)qneh,
where Γ(s, x) =
∫∞
x
ts−1e−tdt denotes the incomplete Γ-function.
The space H+k (Γ) of scalar valued harmonic weak Maass forms of weight k ∈ Z for Γ is
defined analogously, with a growth condition as in (3) at each cusp.
2.3. Differential Operators. The Maass lowering and raising operators are defined by
Lk = −2iv2 ∂
∂τ¯
and Rk = 2i
∂
∂τ
+ kv−1.
They lower or raise the weight of an automorphic form of weight k by 2. Moreover, these
operators commute with the slash operator and they are related to the weighted Laplace
9operator by
−∆k = Lk+2Rk + k = Rk−2Lk.(2.2)
This implies the commutation relations
Rk∆k = (∆k+2 − k)Rk,(2.3)
∆k−2Lk = Lk(∆k + 2− k).(2.4)
We also define iterated versions of the lowering and raising operators by
Lnk = Lk−2(n−1) ◦ · · ·Lk−2 ◦ Lk, Rnk = Rk+2(n−1) ◦ · · · ◦Rk+2 ◦Rk.
For n = 0 we set L0k = R
0
k = id. Using (2.3) and (2.4) inductively one can find many
interesting commutation relations between the iterated lowering and raising operators and
the weighted Laplacian. We collect some identities for later use.
Lemma 2.2. For k ∈ Z≥0 and ℓ = 0, . . . , k we have
∆−2ℓRk−ℓ−2k = R
k−ℓ
−2k (∆−2ℓ − (k − ℓ)(k + ℓ + 1)) .
If k is even then
∆1/2−kL
k/2
1/2 = L
k/2
1/2
(
∆1/2 +
k
4
(k + 1)
)
,
∆3/2+kR
k/2
3/2 = R
k/2
3/2
(
∆3/2 +
k
4
(k + 1)
)
,
and if k is odd we have
∆1/2−kL
(k+1)/2
3/2 = L
(k+1)/2
3/2
(
∆3/2 +
k
4
(k + 1)
)
,
∆3/2+kR
(k+1)/2
1/2 = R
(k+1)/2
1/2
(
∆1/2 +
k
4
(k + 1)
)
.
We also require the antilinear differential operator
ξkF = v
k−2LkF (τ) = R−kvkF (τ) = 2ivk
∂
∂τ¯
F (τ)
from [BF04]. It defines a surjective map ξk : H
+
k,ρL
→ S2−k,ρ¯L and acts on the Fourier
expansion of F ∈ H+k,ρL by
ξkF = ξkF
− = −
∑
h∈L′/L
∑
n>0
a−(−n, h)(4πn)1−kqneh.
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3. Theta Functions
In this section we introduce the theta functions that we will employ as kernel functions
for the lifts we investigate in this paper. As before we let L ⊆ V be an even lattice with
dual lattice L′ and we let Γ be a congruence subgroup of SL2(Q) which maps L to itself
acts trivially on L′/L.
For z = x+ iy ∈ H the vectors
X1(z) =
1√
2Ny
(−x x2 + y2
−1 x
)
,
X2(z) =
1√
2Ny
(
x −x2 + y2
1 −x
)
,
X3(z) =
1√
2Ny
(
y −2xy
0 −y
)
,
form an orthogonal basis of V (R) with
(X1(z), X1(z)) = 1 and (X2(z), X2(z)) = (X3(z), X3(z)) = −1.
For z ∈ H and X = ( x2 x1x3 −x2 ) ∈ V (R) we define the quantities
pz(X) =
√
2(X,X1(z)) = −
√
N
y
(x3|z|2 − 2x2x− x1),
QX(z) =
√
2Ny(X,X2(z) + iX3(z)) = N(x3z
2 − 2x2z − x1).
Further, we let
R(X, z) =
1
2
p2z(X)− (X,X).
Note that R(X, z) is non-negative and equals 0 if and only if X ∈ RX1(z). For γ ∈ SL2(R)
we have
pγz(X) = pz(γ
−1X), QX(γz) = j(γ, z)−2Qγ−1X(z), R(X, γz) = R(γ
−1X, z),(3.1)
which can be verified by a direct calculation.
Example 3.1. For the lattice L as in Example 2.1 and X =
( b/2N −a/N
c −b/2N
) ∈ L′ we have
QX(z) = cNz
2−bz+a and −y√Npz(X) = cN |z|2−bx+a, i.e. these quantities are related
to CM-points and geodesics associated to the quadratic form [cN,−b, a].
For τ = u+ iv, z = x+ iy ∈ H and k ∈ Z≥0 we define Schwartz functions on V (R) by
ψM,k(X, τ, z) = v
k+1pz(X)Q
k
X(z¯)e
−2πvR(X,z)e2πiQ(X)τ ,
ϕKM(X, τ, z) =
(
vp2z(X)−
1
2π
)
e−2πvR(X,z)e2πiQ(X)τ ,
ϕSh,k(X, τ, z) = v
1/2y−2k−2Qk+1X (z¯)e
−2πvR(X,z)e2πiQ(X)τ ,
which we call the Millson, the Kudla-Millson and the Shintani Schwartz function, respec-
tively. They have been studied in many recent works, for example [BF04, BF06, Ho¨v12,
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BFI15, Cra15]. To each Schwartz function ϕ(X, τ, z) on V (R) of this shape we associate a
theta function
Θ(τ, z, ϕ) =
∑
h∈L′/L
∑
X∈h+L
ϕ(X, τ, z)eh,
which defines a smooth C[L′/L]-valued function in τ and z. We summarize the transfor-
mation properties of the theta functions associated to our special Schwartz functions.
Proposition 3.2. Let k ∈ Z, k ≥ 0.
(1) The Millson theta function Θ(τ, z, ψM,k) has weight 1/2 − k in τ for the represen-
tation ρL and Θ(τ, z, ψM,k) has weight −2k in z for Γ.
(2) The Kudla-Millson theta function Θ(τ, z, ϕKM) has weight 3/2 in τ for the repre-
sentation ρL and is Γ-invariant in z.
(3) The Shintani theta function Θ(τ, z, ϕSh,k) has weight k+3/2 in τ for the represen-
tation ρL and Θ(τ, z, ϕSh,k) has weight 2k + 2 in z for Γ.
Proof. The transformation behaviour of the three theta functions is certainly well known
and can be found in the literature above. For convenience, we sketch the proof:
The behaviour in z easily follows from the rules (3.1), and the behaviour in τ can be
determined using general results from [Bor98]: Let R1,2 = (R3, (x, x) = x21 − x22 − x23) be
the standard quadratic space of signature (1, 2). Under the isometry V (R) ∼= R1,2 given by∑3
i=1 αiXi(z) 7→ (α1, α2, α3) the functions pz(X) and QX(z¯) correspond to the polynomials
pz(x1, x2, x3) =
√
2x1, Q(x1,x2,x3)(z¯) = −
√
2Ny(x2 − ix3),
on R1,2. They are homogeneous of degree (1, 0) and (0, 1), respectively. Further, the
Millson, Kudla-Millson and Shintani theta functions are (up to some powers of v) the
theta functions associated to the lattice L and the polynomials pz(X)Q
k
X(z¯), p
2
z(X) and
y−2k−2Qk+1X (z¯) as in [Bor98], Section 4. The transformation behaviour in τ now follows
from Theorem 4.1. in [Bor98]. 
We want to investigate the growth of the theta functions at the cusps of Γ. To describe
this in a convenient way, we follow the ideas of [BFI15, Section 2.2] and define certain
theta functions associated to the cusps.
For an isotropic line ℓ ∈ Iso(V ) the space Wℓ = ℓ⊥/ℓ is a unary negative definite
quadratic space with the quadratic form Q(X + ℓ) := Q(X), and
Kℓ = (L ∩ ℓ⊥)/(L ∩ ℓ)
is an even lattice with dual lattice
K ′ℓ = (L
′ ∩ ℓ⊥)/(L′ ∩ ℓ).
The vector Xℓ = σℓ.X3(i) is a basis of Wℓ with (Xℓ, Xℓ) = −1, and for k ∈ Z≥0 the
polynomial pℓ,k(X) = (−
√
2Ni(X,Xℓ))
k is homogeneous of degree (0, k). We let Θℓ,k(τ)
be the theta function associated toKℓ and pℓ,k as in [Bor98], Section 4. By [Bor98, Theorem
4.1.] the complex conjugate Θℓ,k(τ) is a holomorphic modular form of weight k+1/2 for the
dual Weil representation of Kℓ. Using [Bru02, Lemma 5.6.], it gives rise to a holomorphic
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modular form of weight k + 1/2 for the dual Weil representation ρL of L, which we also
denote by Θℓ,k(τ). It is a cusp form if k > 0.
Proposition 3.3. Let ℓ be a cusp of Γ.
(1) For the Millson theta function we have
Θ(τ, σℓz, ψM,k) = O(e
−Cy2),
if k = 0, and
j(σℓ, z¯)
2kΘ(τ, σℓz, ψM,k) = −yk+1 k
2πβℓ
vk−1/2Θℓ,k−1(τ) +O(e−Cy
2
),
if k > 0, as y →∞, uniformly in x, for some constant C > 0.
(2) For the Kudla-Millson theta function we have
Θ(τ, σℓz, ϕKM) = O(e
−Cy2),
as y →∞, uniformly in x, for some constant C > 0.
(3) For the Shintani theta function we have
j(σℓ, z)
−2k−2Θ(τ, σℓz, ϕSh,k) = y−k
1√
Nβℓ
Θℓ,k+1(τ) +O(e
−Cy2),
as y →∞, uniformly in x, for some constant C > 0.
Moreover, all of the partial derivates of the functions hidden in the O-notation are square
exponentially decreasing as y →∞.
Proof. Using the rules (3.1) we can write
j(σℓ, z¯)
2kΘ(τ, σℓz, ψM,k) =
∑
h∈(σ−1
ℓ
L)′/(σ−1
ℓ
L)
∑
X∈h+(σ−1
ℓ
L)
ψM,k(X, τ, z)eh,
and similarly for the other two theta functions, so we can equivalently estimate the growth
of the theta functions for the lattice σ−1ℓ L at the cusp ∞. The result now follows from
Theorem 5.2 in [Bor98] applied to the lattice σ−1ℓ L and the primitive isotropic vector(
0 βℓ
0 0
) ∈ ℓ∞ ∩ σ−1ℓ L. 
The theta functions we just defined satisfy some interesting differential equations. All
of the following identities can be checked on the level of Schwartz functions by a direct
computation using the rules
∂
∂z
y−2QX(z) = −i
√
Ny−2pz(X),
∂
∂z
pz(X) = − i
2
√
N
y−2QX(z¯),(3.2)
∂
∂z
R(X, z) = − i
2
√
N
y−2pz(X)QX(z¯), y−2QX(z)QX(z¯) = 2NR(X, z).
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Lemma 3.4. For k ≥ 0, we have
∆1/2−k,τΘ(τ, z, ψM,k) =
1
4
∆−2k,zΘ(τ, z, ψM,k),
∆3/2,τΘ(τ, z, ϕKM) =
1
4
∆0,zΘ(τ, z, ϕKM),
∆k+3/2,τΘ(τ, z, ϕSh,k) =
1
4
∆2k+2,zΘ(τ, z, ϕSh,k).
Proof. Compare [Ho¨v12, Proposition 3.10], [Bru02, Proposition 4.5]. 
The Millson and the Shintani theta function are related by the following identity.
Lemma 3.5. For k ≥ 0 we have
ξ1/2−k,τΘ(τ, z, ψM,k) =
1
2
√
N
ξ2k+2,zΘ(τ, z, ϕSh,k).
Proof. Compare [BKV13, Lemma 3.3] or [Cra15, Lemma 7.2.1]. 
We will also need the following relation between Millson theta functions of different
weights and the Millson and Kudla-Millson theta functions:
Lemma 3.6. For k ≥ 0 we have
L−2k−2,zL−2k,zL1/2−k,τΘ(τ, z, ψM,k) =
π
N
(∆−2k−4,z − 4k − 6)Θ(τ, z, ψM,k+2).
Further, we have
L0,zL3/2,τΘ(τ, z, ϕKM) = − 1
2
√
N
(∆−2,z − 2)Θ(τ, z, ψM,1).
Proof. This can be shown by a direct calculation using the rules (3.2). 
4. Theta Lifts
Let k ∈ Z≥0 and let F ∈ H+−2k(Γ) be a harmonic weak Maass form. We would like to
integrate F against the Millson theta function Θ(τ, z, ψM,k) on M = Γ \ H to obtain a
function that transforms like a modular form of weight 1/2 − k. Unfortunately, Proposi-
tion 3.3 shows that the integral does not converge for k > 0, so it has to be regularized in
a suitable way. Using the regularization of [Bor98], we define the Millson theta lift by
IM(F, τ) = lim
T→∞
∫
MT
F (z)Θ(τ, z, ψM,k)y
−2kdµ(z).
Note that we integrate in the orthogonal variable z here. The integral in the symplectic
variable τ was considered previously in [Ho¨v12], [BKV13] and [Cra15]. It was shown
that the corresponding lift has jump singularities along certain geodesics in the upper-half
plane, which led to the discovery of locally harmonic Maass forms. Similarly, the theta lifts
investigated in the fundamental works of Borcherds [Bor98] and Bruinier [Bru02] (which
are integrals in the τ -variable) have singularities along Heegner divisors in H. In contrast
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to these singular lifts, it turns out that the Millson theta lift is in fact harmonic on the
upper half-plane.
Proposition 4.1. For k ∈ Z≥0 the Millson theta lift IM(F, τ) of F ∈ H+−2k(Γ) is a har-
monic function that transforms like a modular form of weight 1/2− k for ρL.
Proof. Unwinding the definition of the truncated surfaceMT , we see that it suffices to show
that the limit
lim
T→∞
∫ T
1
∫ αℓ
0
Fℓ(z)j(σℓ, z¯)
2kΘ(τ, σℓz, ψM,k)y
−2k−2dxdy
exists for every cusp ℓ ∈ Iso(V ), where Fℓ = F |−2kσℓ. For k = 0 Proposition 3.3 states that
the Millson theta function is square exponentially decreasing at all cusps, so the integral
actually converges without regularization in this case. For k > 0 we see by the same lemma
that it suffices to show that
lim
T→∞
∫ T
1
∫ αℓ
0
Fℓ(z)y
−k−1dxdy
exists. But the integral over x picks out the constant coefficient a+ℓ (0) of Fℓ, and the limit
of the remaining integral over y gives 1
k
. This shows that IM(F, τ) is well-defined. The
transformation behaviour of the Millson theta function implies that IM(F, τ) has weight
1/2− k for ρL.
To prove that IM(F, τ) is harmonic we first use Lemma 3.4 to write
∆1/2−k,τIM(F, τ) = lim
T→∞
1
4
∫
MT
F (z)∆−2k,zΘ(τ, z, ψM,k)y−2kdµ(z).
By Lemma 4.3. in [Bru02], or more generally Stokes’ Theorem, we have∫
MT
F (z)∆−2k,zΘ(τ, z, ψM,k)y−2kdµ(z)−
∫
MT
∆−2k,zF (z)Θ(τ, z, ψM,k)y−2kdµ(z)
=
∫
∂MT
L−2k,zF (z)Θ(τ, z, ψM,k)y−2k−2dz −
∫
∂MT
F (z)L−2k,zΘ(τ, z, ψM,k)y−2k−2dz.
Now it follows easily from the growth estimates in Proposition 3.3 that the boundary
integrals vanish in the limit. Since F is harmonic, we obtain ∆1/2−k,τIM(F, τ) = 0. 
We define the Shintani theta lift of a cusp form G ∈ S2k+2(Γ) by
ISh(G, τ) =
∫
M
G(z)Θ(τ, z, ϕSh,k)y
2k+2dµ(z).
The rapid decay of G at the cusps and similar arguments as above show that ISh(G, τ)
converges to a harmonic function which transforms like a modular form of weight 3/2 + k
for ρL. The Millson and the Shintani theta lifts are related by the following identity.
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Proposition 4.2. For F ∈ H+0 (Γ) we have
ξ1/2,τ (I
M(F, τ)) = − 1
2
√
N
ISh(ξ0,zF, τ) +
1
2N
∑
ℓ∈Γ\Iso(V )
εℓa
+
ℓ (0)Θℓ,1(τ),
and for k ∈ Z>0 and F ∈ H+−2k(Γ) we have
ξ1/2−k,τ (IM(F, τ)) = − 1
2
√
N
ISh(ξ−2k,zF, τ).
Proof. By Lemma 3.5 we have for k ∈ Z≥0
ξ1/2−k,τ (IM(F, τ)) = lim
T→∞
1
2
√
N
∫
MT
F (z)ξ2k+2,zΘ(τ, z, ϕSh,k)y
−2kdµ(z).
Using Stokes’ Theorem we obtain∫
MT
F (z)ξ2k+2,zΘ(τ, z, ϕSh,k)y
−2kdµ(z) = −
∫
MT
ξ−2k,zF (z)Θ(τ, z, ϕSh,k)y2k+2dµ(z)
−
∫
∂MT
F (z)Θ(τ, z, ϕSh,k)dz¯.
The limit of the first integral on the right-hand side is ISh(ξ−2k,zF, τ). The boundary
integral can be written as
−
∫
∂MT
F (z)Θ(τ, z, ϕSh,k)dz¯ =
∑
ℓ∈Γ\Iso(V )
∫ αℓ+iT
iT
Fℓ(z)j(σℓ, z)−2k−2Θ(τ, σℓz, ϕSh,k)dz¯,
where Fℓ = F |−2kσℓ. Using Proposition 3.3 and carrying out the integral we see that the
right-hand side vanishes in the limit if k > 0 and equals
1√
N
∑
ℓ∈Γ\Iso(V )
εℓa
+
ℓ (0)Θℓ,1(τ)
if k = 0. This completes the proof. 
We summarize the most important mapping properties of the Millson and the Shintani
theta lift in the following theorem.
Theorem 4.3.
(1) The Millson theta lift maps H+−2k(Γ) to H
+
1/2−k,ρL for k ≥ 0.
(2) The Millson theta lift maps M !0(Γ) to H
+
1/2,ρL
and M !−2k(Γ) to M
!
1/2−k,ρL for k > 0.
(3) The Shintani theta lift maps S2k+2(Γ) to S3/2+k,ρL for k ≥ 0.
Proof. For the first item it remains to compute the Fourier expansion of the Millson theta
lift, which will be done in Section 5. The second claim then follows immediatly from
Proposition 4.2 if we use that ξ−2k annihilates holomorphic functions and that Θℓ,1(τ) is a
cusp form of weight 3/2 for ρL. The third item then follows by combining the first item
with Proposition 4.2 and the fact that ξ−2k : H+−2k(Γ)→ S2k+2(Γ) is surjective, see [BF04,
Theorem 3.7.]. 
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The square exponential decay of the k = 0 Millson theta function and the Kudla-Millson
theta function at the cusps implies that the integral of a harmonic weak Maass form F ∈
H+0 (Γ) against each of the two theta functions over M converges without regularization.
Following an idea of [BO13], we define theta lifts of F ∈ H+−2k(Γ) by first raising it to
a Γ-invariant function, integrating it against the two theta functions, and then applying
suitable differential operators to make the result harmonic again. To make this precise let
k ∈ Z≥0 and F ∈ H+−2k(Γ). We define
ΛM(F, τ) =

L
k/2
1/2,τ
∫
M
Rk−2k,zF (z)Θ(τ, z, ψM )dµ(z), if k is even,
L
(k+1)/2
3/2,τ
∫
M
Rk−2k,zF (z)Θ(τ, z, ϕKM)dµ(z), if k is odd.
Proposition 4.4. Let k ∈ Z≥0 and F ∈ H+−2k(Γ). The theta lift ΛM(F, τ) is a harmonic
function which transforms like a modular form of weight 1/2− k for ρL.
Proof. By what we have said above, all integrals converge. The transformation behaviour
is then obvious. To prove that the lifts are harmonic we use the relations in Lemma 2.2,
Lemma 3.4 and Stokes’ Theorem as above. We leave the details to the reader. 
Remark 4.5. Similarly, we can define a theta lift
Λ˜M(F, τ) =

R
(k+1)/2
1/2,τ
∫
M
Rk−2k,zF (z)Θ(τ, z, ψM)dµ(z), if k is odd,
R
k/2
3/2,τ
∫
M
Rk−2k,zF (z)Θ(τ, z, ϕKM)dµ(z), if k is even.
This gives a weakly holomorphic modular form of weight 3/2 + k for ρL if k > 0 (see
[Alf14, Alf15]). The case k = 0 was considered by Bruinier and Funke in [BF06].
We now want to show that the regularized Millson theta lift IM(F, τ) defined above
agrees with ΛM(F, τ) up to some constant. This will be useful when we compute the
Fourier coefficients of IM(F, τ).
Theorem 4.6. Let k ∈ Z≥0 and F ∈ H+−2k(Γ). Then
IM(F, τ) =
((
− π
N
)k/2 k/2−1∏
j=0
(k − 2j)(k + 2j + 1)
)−1
ΛM(F, τ),
if k is even, and
IM(F, τ) =
(
− 1
2
√
N
(
− π
N
)(k−1)/2 (k−1)/2∏
j=0
(k − 2j + 1)(k + 2j)
)−1
ΛM(F, τ),
if k is odd.
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Proof. The proof involves several applications of Stokes’ Theorem. Using Proposition 3.3
it is straightforward but tedious to verify that all boundary integrals vanish in the limit.
We leave these verifications to the suspicious reader and omit all boundary integrals to
simplify the exposition.
Let k be even. We consider the expression
Ij(F, τ) = lim
T→∞
L
k/2−j
1/2−2j,τ
∫
MT
Rk−2j−2k,zF (z)Θ(τ, z, ψM,2j)y
−4jdµ(z)
for 0 ≤ j ≤ k/2. By the same arguments as above, it converges to a harmonic function
of weight 1/2 − k for ρL which equals ΛM(F, τ) for j = 0 and IM(F, τ) for j = k/2. We
split off the innermost lowering operator in τ and the two outermost raising operators in z
and apply [Bru02, Lemma 4.2] (an instance of Stokes’ Theorem) twice to see that Ij(F, τ)
equals
lim
T→∞
L
k/2−j−1
1/2−2j−2,τ
∫
MT
Rk−2j−2−2k,z F (z)L−4j−2,zL−4j,zL1/2−2j,τΘ(τ, z, ψM,2j)y
−4j−4dµ(z).
By Lemma 3.6 we have
L−4j−2,zL−4j,zL1/2−2j,τΘ(τ, z, ψM,2j) =
π
N
(∆−4j−4,z − 8j − 6)Θ(τ, z, ψM,2j+2).
Using [Bru02, Lemma 4.3.] we now move the Laplace operator to Rk−2k−2−2k,z F in the integral
over MT . Lemma 2.2 shows that
∆−4j−4,zR
k−2j−2
−2k F = −(k − 2j − 2)(k + 2j + 3)Rk−2j−2−2k,z F,
so together we obtain after a short calculation
Ij(F, τ) = − π
N
(k − 2j)(k + 2j + 1)Ij+1(F, τ).
The formula for even k now follows inductively.
For odd k we first split off the innermost lowering operator in τ and the outermost
raising operator in z in ΛM(F, τ) and apply [Bru02, Lemma 4.2.] to get
ΛM(F, τ) = − lim
T→∞
L
(k−1)/2
−1/2,τ
∫
MT
Rk−1−2k,zF (z)L0,zL3/2,τΘ(τ, z, ϕKM)y
−2dµ(z).
By Lemma 3.6 we have
L0,zL3/2,τΘ(τ, z, ϕKM) = − 1
2
√
N
(∆−2,z − 2)Θ(τ, z, ψM,1).
Moving the Laplace operator toRk−1−2kF (see [Bru02, Lemma 4.3.]) and using that ∆−2,zR
k−1
−2k,zF =
−(k − 1)(k + 2)Rk−1−2k,zF we arrive at
ΛM(F, τ) = − 1
2
√
N
k(k + 1) lim
T→∞
L
(k−1)/2
−1/2,τ
∫
MT
Rk−1−2k,zF (z)Θ(τ, z, ψM,1)y
−2dµ(z).
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Similarly as in the even k case we consider
Ij(F, τ) = lim
T→∞
L
(k−1)/2−j
−1/2−2j,τ
∫
MT
Rk−1−2j−2k,z F (z)Θ(τ, z, ψM,2j+1)y
−4j−2dµ(z)
for 0 ≤ j ≤ (k − 1)/2. Note that − 1
2
√
N
k(k + 1)I0 = Λ
M and I(k−1)/2 = IM. As above we
see that
Ij = − π
N
(k − (2j + 1))(k + (2j + 1) + 1)Ij+1.
The formula for odd k now follows inductively. 
5. The Fourier expansion of IM(F, τ)
Let k ∈ Z≥0 and let F ∈ H+−2k(Γ) be a harmonic weak Maass form of weight −2k for
Γ. In order to describe the Fourier expansion of IM(F, τ) we first have to introduce the
modular trace function and geodesic cycle integrals.
5.1. Heegner points and the modular trace function. For X ∈ V with Q(X) = m ∈
Q>0 we let
DX = span(X) ∈ D
be the Heegner point of discriminant m associated to X . We use the same symbol for the
image of DX in M . Note that for m ∈ Q>0 and h ∈ L′/L with Q(h) ≡ m(Z), the group Γ
acts on the set
Lm,h = {X ∈ L+ h : Q(X) = m}
with finitely many orbits, and the stabilizer ΓX is finite.
For some Γ-invariant function F function on H we define the modular trace function of
F by
t(F ;m, h) =
∑
X∈Γ\Lm,h
1
|ΓX |
F (DX),
where ΓX denotes the stabilizer of X in Γ, the image of Γ in PSL2(Z). Moreover, we define
L+m,h =
{
X =
(
x2 x1
x3 −x2
)
∈ Lm,h : x1 ≥ 0
}
and L−m,h = Lm,h \ L+m,h,
and accordingly
t+(F ;m, h) =
∑
X∈Γ\L+
m,h
1
|ΓX |
F (DX) and t
−(F ;m, h) =
∑
X∈Γ\L−
m,h
1
|ΓX |
F (DX).
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5.2. Geodesic cycle integrals. A vector X ∈ V of negative length Q(X) = m ∈ Q<0
defines a geodesic cX in D via
cX = {z ∈ D : z ⊥ X}.
We write c(X) = ΓX \ cX for the image in M = Γ \H.
If |m|/N is not a square in Q, then X⊥ is non-split over Q and the stabilizer ΓX is
infinite cyclic. On the other hand, if |m|/N is a square, then X⊥ is split and ΓX is trivial.
In the first case the geodesic c(X) is closed, while in the second case c(X) is an infinite
geodesic (see also [Fun02, Lemma 3.6]).
In the case that c(X) is an infinite geodesic, X is orthogonal to two isotropic lines
ℓX = span(Y ) and ℓ˜X = span(Y˜ ), with Y and Y˜ positively oriented. We call ℓX the line
associated to X if the triple (X, Y, Y˜ ) is a positively oriented basis for V , and we write
X ∼ ℓX . Note that ℓ˜X = ℓ−X .
For m ∈ Q<0 and X ∈ Lm,h we define the cycle integral of a cusp form G ∈ S2k+2(Γ)
along the geodesic c(X) by
C(G,X) =
∫
c(X)
G(z)QkX(z)dz,
where the orientation of c(X) is defined using an explicit parametrization as follows:
SinceQ(X) = m < 0, there is some matrix g ∈ SL2(R) such that g−1X =
√|m|/N ( 1 00 −1 ) .
Recall that the stabilizer ΓX is either trivial or infinite cyclic. In the second case, the sta-
bilizer of g−1X in g−1Γ is generated by some matrix
(
ε 0
0 ε−1
)
with ε > 1. We can now
parametrize c(X) by g.iy with y ∈ (0,∞) if |m|/N is a square, and y ∈ (1, ε2) if |m|/N is
not a square. Note that d
dy
g.iy = i · j(g, iy)−2 and
QX(g.iy) = j(g, iy)
−2Qg−1.X(iy) = j(g, iy)
−2(−2
√
|m|Niy).
Writing Gg = G|2k+2g we find
C(G,X) = (−2
√
|m|Ni)ki
∫ ∞
0
Gg(iy)y
kdy,
if |m|/N is a square and similarly (i.e. with the integral from 1 to ε2) if |m|/N is not a
square. Using the transformation behaviour of G it is easy to see that the right-hand side,
and thus the implied orientation of c(X), is independent of the choice of the matrix g.
Finally, we define the trace of G for m > 0 by
t(G;m, h) =
∑
X∈Γ\Lm,h
C(G,X).
5.3. The complementary trace. Let m ∈ Q<0 and assume that |m|/N is a square,
i.e. m = −Nd2 for some d ∈ Q. Let F ∈ H+−2k(Γ). For an isotropic line ℓ we let a+ℓ (w) be
the coefficients of the holomorphic part F+ℓ of Fℓ = F |−2kσℓ. Let X ∈ L−Nd2,h. Recall that
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ΓX is trivial and X gives rise to an infinite geodesic c(X). Choosing the orientation of V
appropriately, we have
σ−1ℓXX = d
(
1 −2rℓX
0 −1
)
for some rℓX ∈ Q. Note that the geodesic cX in D is given by
cX = σℓX{z ∈ D : ℜ(z) = rℓX}.
Therefore we call ℜ(c(X)) := rℓX the real part of c(X). We now define the complementary
trace of F by
tc(F ;−Nd2, h) =
∑
X∈Γ\L−Nd2,h
(∑
w<0
a+ℓX (w)(4πw)
ke2πiℜ(c(X))w
+ (−1)k+1
∑
w<0
a+ℓ−X (w)(4πw)
ke2πiℜ(c(−X))w
)
.
5.4. The Fourier expansion. We are now ready to state the Fourier expansion of the
Millson theta lift.
Theorem 5.1. Let k ∈ Z≥0 and let F ∈ H+−2k(Γ). For k > 0 the h-th component of
IM(F, τ) is given by
∑
m>0
1
2
√
m
( √
N
4π
√
m
)k (
t+(Rk−2kF ;m, h) + (−1)k+1t−(Rk−2kF ;m, h)
)
qm
+
∑
d>0
1
2i
√
Nd
(
1
4πid
)k
tc(F ;−Nd2, h)q−Nd2
+
(−1)kk!
2
√
Nπk+1
∑
ℓ∈Γ\Iso(V )
ℓ∩(L+h)6=∅
a+ℓ (0)
αℓ
βk+1ℓ
(
ζ(s+ 1, kℓ/βℓ) + (−1)k+1ζ(s+ 1, 1− kℓ/βℓ)
)∣∣
s=k
−
∑
m<0
1
2(4π|m|)k+1/2t(ξ−2kF ;m, h)Γ
(
1
2
− k, 4π|m|v) qm,
where ζ(s, ρ) =
∑
n≥0,n+ρ6=0(n + ρ)
−s is the Hurwitz zeta function, and kℓ ∈ Q with 0 ≤
kℓ < βℓ is defined by σ
−1
ℓ hℓ =
(
0 kℓ
0 0
)
for some hℓ ∈ ℓ ∩ (L+ h).
For k = 0 the h-th component of IM(F, τ) is given by the same formula as above but
with the additional non-holomorphic terms∑
d>0
1
4id
√
πN
∑
X∈Γ\L−Nd2,h
(
a+ℓX (0)− a+ℓ−X (0)
)
Γ
(
1
2
, 4πNd2v
)
q−Nd
2
.
The Hurwitz zeta function ζ(s, ρ) is holomorphic for ℜ(s) > 1 and has a simple pole at
s = 1 with residue 1 and constant term −ψ(ρ), where ψ(0) = −γ and ψ(ρ) = Γ′(ρ)
Γ(ρ)
is the
21
digamma function if ρ > 0. Note that kℓ = 0 is equivalent to h ∈ L. Thus for k > 0 we
can simply plug in s = k in the third line of the theorem, and for k = 0 we get
(
ζ(s+1, kℓ/βℓ)−ζ(s+1, 1−kℓ/βℓ)
)∣∣
s=0
= ψ(1−kℓ/βℓ)−ψ(kℓ/βℓ) =
{
0, h ∈ L,
π cot(πkℓ/βℓ), h /∈ L.
Note that the first three lines in Theorem 5.1 are the holomorphic part of IM(F, τ),
whereas the fourth line and the additional terms (for k = 0) are the non-holomorphic part
of IM(F, τ). The alternative form of the complementary trace given in [BF06, Proposition
4.6.] shows that the principal part of IM(F, τ) is finite. In particular, this completes the
proof of Theorem 4.3.
For the sake of completeness we also state the Fourier expansion of the Shintani lift in
our normalization.
Theorem 5.2. Let k ∈ Z≥0 and G ∈ S2k+2(Γ). Then the h-th component of ISh(G, τ) is
given by
ISh(G, τ)h = −
√
N
∑
m>0
t(G;−m, h)qm.
Proof. The Fourier expansion of ISh(G, τ) can be computed using very similar, but much
easier calculations as in the proof of Theorem 5.1 below. 
5.5. Fourier coefficients of positive index. To compute the coefficients of positive
index m > 0 we use the relation between IM(F, τ) and ΛM(F, τ). In the case that k is
odd, these coefficients were already computed in [BO13, Alf14]. In the case that k is even,
the (m, h)-th coefficient of ΛM(F, τ) is given by
C(m, h) =
∑
X∈Lm,h
∫
M
Rk−2k,zF (z)ψ
0
M (X, τ, z)dµ(z),
where ψ0M(X, τ, z) = vpz(X)e
−2πvR(X,z). For X = ( x2 x1x3 −x2 ) ∈ Lm,h and m > 0 we have
x3 6= 0 and
−2πvR(X, z) = 2πv(X,X)− πv
(
N(x3x− x1)2 + q(X)√
Nx3y
+
√
Nx3y
)2
,
which implies that ψ0M(X, τ, z) is of square-exponential decay in all directions of H. Thus
the integral in C(m, h) actually converges without regularisation. By the usual unfolding
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argument we obtain
C(m, h) =
∑
X∈Γ\L+
m,h
∪L−
m,h
1∣∣ΓX∣∣
∫
M
Rk−2k,zF (z)ψ
0
M (X, τ, z)dµ(z)
=
∑
X∈Γ\L+
m,h
1∣∣ΓX∣∣
∫
M
Rk−2k,zF (z)ψ
0
M (X, τ, z)dµ(z)
−
∑
X∈Γ\L−
m,h
1∣∣Γ−X∣∣
∫
M
Rk−2k,zF (z)ψ
0
M (−X, τ, z)dµ(z).
Following Katok and Sarnak [KS93] we rewrite this as an integral over SL2(R) and obtain
that C(m, h) equals∫
SL2(R)
Rk−2k,zF (gi)
 ∑
X∈Γ\L+
m,h
1∣∣ΓX∣∣ψ0M (X, τ, gi)−
∑
X∈Γ\L−
m,h
1∣∣Γ−X∣∣ψ0M (−X, τ, gi)
 dg.
Here, we normalize the Haar measure such that the maximal compact open subgroup has
volume 1.
Since the group SL2(R) acts transitively on L
+
m,h, there is a g1 ∈ SL2(R) such that
g−11 .X =
√
2mX1(i) for X ∈ L+m,h. Also, there is a g1 ∈ SL2(R) such that g−11 .(−X) =√
2mX1(i) for X ∈ L−m,h. We then have
C(m, h) =
∑
X∈Γ\L+
m,h
1∣∣ΓX ∣∣
∫
SL2(R)
Rk−2k,zF (g1gi)ψ
0
M
(√
2mg−1.X1(i), τ, i
)
dg
−
∑
X∈Γ\L−
m,h
1∣∣Γ−X∣∣
∫
SL2(R)
Rk−2k,zF (g1gi)ψ
0
M
(√
2mg−1.X1(i), τ, i
)
dg.
Then, g1i is the Heegner point corresponding to DX .
Using the Cartan decomposition of SL2(R) we find
C(m, h) =
∑
X∈Γ\L+
m,h
1∣∣ΓX ∣∣Rk−2k,zF (DX)Yc(√m)−
∑
X∈Γ\L−
m,h
1∣∣Γ−X∣∣Rk−2k,zF (D−X)Yc(√m),
with
Yc(t) = 4πv
∫ ∞
1
ψ0M(
√
2tα(a)−1.X1(i), τ, i)ωc(α(a))
a2 − a−2
2
da
a
.
Here, ωc(α(a)) = ωc
(
a2+a−2
2
)
is the spherical function of eigenvalue c = −k(k + 1) given
by the Legendre polynomial Pk(x) and α(a) =
(
a 0
0 a−1
)
. By substituting a = er/2 we obtain
Yc(t) = 4πvt
∫ ∞
0
cosh(r) sinh(r)Pk(cosh(r))e
−4πvt2 sinh(r)2dr.
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Setting x = sinh(r)2 we get
Yc(t) = 2πvt
∫ ∞
0
Pk(
√
1 + x)e−4πvt
2xdx.
This is a Laplace transformation computed in equation (7) on page 180 in [EMOT54] and
we obtain
Yc(
√
m)e2πimτ =
1
2
√
m
Wk
2
+ 3
4
, 1
2
(4πmv)e(mx),
where Ws,k(y) = y−k/2Wk/2,s−1/2(y) (y > 0) is the W-Whittaker function. Using (13.1.33)
and (13.4.23) in [AS84] it is easy to show that
L
k/2
1/2
(
Wk
2
+ 3
4
, 1
2
(4πmv)e(mx)
)
=
(
1
4πm
)k/2 k/2−1∏
j=0
(
k + 1
2
+ j
)(
j − k
2
)
Wk
2
+ 3
4
, 1
2
−k(4πmv)e(mx)
=
(
1
4πm
)k/2 k/2−1∏
j=0
(
k + 1
2
+ j
)(
j − k
2
)
e2πimτ .
Therefore, we have that
C(m, h) =
1
2
√
m
(
1
4πm
)k/2 k/2−1∏
j=0
(
k + 1
2
+ j
)(
j − k
2
)(
t+(F ;m, h)− t−(F ;m, h)) .
Combining this with Theorem 4.6 we obtain the formula for the coefficients of positive
index.
5.6. Fourier coefficients of negative index. For m < 0 the (m, h)-th coefficient of
IM(F, τ) is given by
C(m, h) =
∑
X∈Γ\Lm,h
lim
T→∞
∫
MT
F (z)
∑
γ∈ΓX\Γ
ψ0M,k(γX, τ, z)y
−2kdµ(z),
where
ψ0M,k(X, τ, z) = v
k+1pz(X)Q
k
X(z¯)e
−2πvR(X,z).
We compute the individual summands for fixed X ∈ Lm,h.
The computation follows similar arguments as in the proof of Theorem 4.5 in [BF06].
First, a short calulculation using the rules (3.2) shows that the function
(5.1) η(X, τ, z) = Ckv
k+1Q−k−1X (z)
∂k
∂vk
(
v−1e−2πvR(X,z)
)
, Ck =
√
N(2N)k
(−2π)k+1 ,
satisfies
ξ2k+2,zη(X, τ, z) = ψ0M,k(X, τ, z).
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Using Stokes’ Theorem in the form given in [BKV13, Lemma 2.1.], we obtain
lim
T→∞
∫
MT
F (z)
∑
γ∈ΓX\Γ
ψ0M,k(γX, τ, z)y
−2kdµ(z)(5.2)
= − lim
T→∞
∫
MT
ξ−2k,zF (z)
∑
γ∈ΓX\Γ
η(γX, τ, z)y2k+2dµ(z)(5.3)
− lim
T→∞
∫
∂MT
F (z)
∑
γ∈ΓX\Γ
η(γX, τ, z)dz.(5.4)
Since ξ−2k,zF is a cusp form, we can write the limit of the first integral on the right-hand
side as an integral over M .
5.6.1. The integral over M . We first compute the complex conjugate of the integral over
M on the right-hand side. Since Q(X) = m < 0 we can find some matrix g ∈ SL2(R) such
that
X ′ := g−1.X =
√
|m|
N
(
1 0
0 −1
)
.
Replacing z by gz and using the unfolding argument, we find
−
∫
M
ξ−2k,zF (z)
∑
γ∈ΓX\Γ
η(γX, τ, z)y2k+2dµ(z) = −
∫
ΓX′\H
ξ−2k,zFg(z)η(X ′, τ, z)y2k+2dµ(z),
where Fg = F |−2kg.
If |m|/N is not a square then ΓX is infinite cyclic and
ΓX′ = g
−1ΓXg =
{
±
(
ε 0
0 ε−1
)n
: n ∈ Z
}
for some ε > 1. On the other hand, if |m|/N is a square then ΓX′ is trivial, so ΓX′ \H = H.
Here we only consider the non-square case since the other case is very similar. As a
fundamental domain for ΓX′ \ H we can take the horizontal strip {z ∈ H : 1 ≤ y < ε2}.
Using the explicit formula
η(X ′, τ, z) = Ckvk+1
(
−2
√
|m|Nz¯
)−k−1 ∂k
∂vk
(
v−1e−4π|m|v
(
x2
y2
+1
))
,(5.5)
and replacing x
y
by t in the integral over x, we find that the complex conjugate of (5.3)
equals
−Ckvk+1
(−2√|m|N)k+1 ∂
k
∂vk
v−1
∫ ∞
−∞
(∫ ε2
1
(t+ i)k+1ykξ−2k,zFg(y(t+ i))dy
)
e−4π|m|v(t
2+1)
(t2 + 1)k+1
dt.
The inner integral is the contour integral of the holomorphic function zkξ−2k,zFg(z) along
the line y(t + i), y ∈ (1, ε2). Using ξ−2k,zFg(ε2z) = ε−2k−2ξ−2k,zFg(z) it is easily seen by
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Cauchy’s Theorem that the inner integral does in fact not depend on t. Thus the double
integral simplifies to
−Ckvk+1ik+1
(−2√|m|N)k+1
(∫ ε2
1
ξ−2k,zFg(iy)ykdy
)
∂k
∂vk
v−1
∫ ∞
−∞
e−4π|m|v(t
2+1)
(t2 + 1)k+1
dt.
It remains to compute the derivative of the last integral. If we replace t2 by u we see
that the integral is equal to∫ ∞
0
u−1/2(u+ 1)−k−1e−4π|m|v(u+1)du = Γ(1
2
)e−4π|m|vU
(
1
2
, 1
2
− k, 4π|m|v)
with Kummer’s function U(a, b, z), see [AS84, 13.2.5]. The derivative will be computed in
the following, slightly more general lemma.
Lemma 5.3. For k, ℓ ∈ Z, k ≥ 0, we have
∂k
∂vk
v−1−ℓe−vU
(
1
2
, 1
2
− k − ℓ, v) = (−1)kv−1−k−ℓe−vU (1
2
− k, 1
2
− k − ℓ, v) .
Proof. By induction on k. The case k = 0 is clear. Suppose that the claim holds for some
fixed k and all ℓ. Computing the innermost derivative by the product rule and using the
recurrence relation [AS84, 13.4.25] on the U ′ summand we get
∂k+1
∂vk+1
v−1−ℓe−vU
(
1
2
, 1
2
− (k + 1)− ℓ, v)
= − ∂
k
∂vk
(
(1 + ℓ)v−1−(ℓ+1)e−vU
(
1
2
, 1
2
− k − (ℓ+ 1), v)+ v−1−ℓe−vU (1
2
, 1
2
− k − ℓ, v)).
If we apply the induction hypothesis on both summands, for ℓ+1 and ℓ, the last line equals
(−1)k+1v−1−(k+1)−ℓe−v ((1 + ℓ)U (1
2
− k, 1
2
− k − (ℓ+ 1), v)+ vU (1
2
− k, 1
2
− k − ℓ, v)) ,
which by [AS84, 13.4.18] is the same as
(−1)k+1v−1−(k+1)−ℓe−vU (1
2
− (k + 1), 1
2
− (k + 1)− ℓ, v) .
Since ℓ was arbitrary, this completes the induction. 
For ℓ = 0 the lemma gives
vk+1
∂k
∂vk
v−1Γ(1
2
)e−4π|m|vU
(
1
2
, 1
2
− k, 4π|m|v) = (−1)k√πe−4π|m|vU (1
2
− k, 1
2
− k, 4π|m|v) .
By [AS64, 13.6.28.], the right-hand side is (−1)k√πΓ (1
2
+ k, 4π|m|v). If we put everything
together and recall the definition of the cycle integral of C(ξ−2k,zF,X), we see that (5.3)
equals
− 1
2(4π|m|)k+1/2C(ξ−2k,zF,X)Γ(
1
2
+ k, 4π|m|v).
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5.6.2. The boundary integral. We now consider the limit of the boundary integral in (5.4).
By the definition of the truncated curve MT we find
−
∫
∂MT
F (z)
∑
γ∈ΓX\Γ
η(γX, τ, z)dz =
∑
ℓ∈Γ\Iso(V )
∫ αℓ+iT
z=iT
Fℓ(z)
∑
γ∈ΓX\Γ
η(σ−1ℓ γX, τ, z)dz,
where Fℓ = F |−2kσℓ. As in the proof of Lemma 5.2 in [BF06] we see that for each isotropic
line ℓ the integral vanishes in the limit unless X is orthogonal to ℓ and γ ∈ Γℓ, which can
only happen if |m|/N is a square and ℓ = ℓX or ℓ = ℓ−X .
In particular, if |m|/N is not a square, then the whole boundary integral vanishes.
On the other hand, if |m|/N is a square, we obtain
−
∫
∂MT
F (z)
∑
γ∈ΓX\Γ
η(γX, τ, z)dz =
∫ αℓX+iT
z=iT
FℓX (z)
∑
γ∈ΓℓX
η(σ−1ℓX γX, τ, z)dz,(5.6)
+
∫ αℓ−X+iT
z=iT
Fℓ−X(z)
∑
γ∈Γℓ−X
η(σ−1ℓ−XγX, τ, z)dz.(5.7)
We only compute the first integral on the right-hand side since the second one can be
computed in the same way if we first write
η(σ−1ℓ−XγX, τ, z) = (−1)k+1η(σ−1ℓ−Xγ(−X), τ, z).
Let ℓ = ℓX for brevity. Choosing the orientation of V appropriately, we can assume that
X ′ := σ−1ℓ .X =
√
|m|
N
(
1 −2rℓ
0 −1
)
for some rℓ ∈ Q. Then the first summand in (5.6) equals∫ αℓ+iT
z=iT
Fℓ(z)
∑
γ∈σ−1
ℓ
Γℓσℓ
η(γX ′, τ, z)dz.
Recall that σ−1ℓ Γℓσℓ consists of the matrices
(
1 αℓn
0 1
)
with n ∈ Z. Using the definition of η,
we see that the first summand in (5.6) equals∫ αℓ+iT
z=iT
Fℓ(z)
∑
n∈Z
η
(√
|m|
N
(
1 2(αℓn− rℓ)
0 −1
)
, τ, z
)
dz
=
Ckv
k+1
(−2√|m|N)k+1 ∂k∂vk v−1e−4π|m|v
∫ αℓ+iT
z=iT
Fℓ(z)
∑
n∈Z
(z + αℓn− rℓ)−k−1e−4π|m|v
(x+αℓn−rℓ)
2
y2 dz.
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For a function g(t) on R we let gˆ(w) =
∫∞
−∞ g(t)e
2πitwdt be its Fourier transform. Using
Poisson summation we can rewrite the inner sum as∑
n∈Z
(z + αℓn− rℓ)−k−1e−4π|m|v
(x+αℓn−rℓ)
2
y2
=
1
αℓ
∑
w∈ 1
αℓ
Z
e−2πiw(x−rℓ)
∫ ∞
−∞
(t+ iy)−k−1e−4π|m|v
t2
y2 e2πiwtdt,
where we replaced t = (x+ αℓn− rℓ). The required Fourier transform is computed in the
next lemma. We let a = 2
√
π|m|v/y and b = y for brevity.
Lemma 5.4. For a, b 6= 0 and k ∈ Z, k ≥ 0, the Fourier transform of
hk(t) = (t+ ib)
−k−1e−a
2t2
is given by
ĥk(w) = −i
k+1
k!
πea
2b2e2πbw
(
erfc(ab+ πw/a)
k∑
j=0
(
k
j
)
(2πw)k−j(−ia)jHj(iab)
+ e−(ab+πw/a)
2 2√
π
k∑
j=1
(
k
j
)
(2πw)k−j(−a)j
j−1∑
ℓ=0
(
j
ℓ
)
iℓHℓ(iab)Hj−ℓ−1(ab+ πw/a)
)
,
where erfc(x) = 2√
π
∫∞
x
e−u
2
du is the standard complementary error function and Hn(x) =
(−1)nex2 dn
dxn
e−x
2
is the n-th Hermite polynomial.
Proof. Since
(t+ ib)−k−1e−a
2t2 =
ik
k!
(
∂k
∂bk
(t + ib)−1
)
e−a
2t2 ,
the formula for ĥk follows from the one for ĥ0 and Leibniz’s rule. Thus it suffices to prove
that the Fourier transform of
h0(t) = (t+ ib)
−1e−a
2t2 = (t− ib) e
−a2t2
t2 + b2
is given by
ĥ0(w) = −iπea2b2e2πbw erfc(ab+ πw/a).
Using the well known facts that the Fourier transforms of e−a
2t2 and 1
t2+b2
are given by√
π
a
e−π
2w2/a2 and π
b
e−2πb|w|, respectively, and that the Fourier transform of a product of two
functions is the convolution of the individual transforms, we see that the Fourier transform
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of f(t) = e
−a2t2
t2+b2
is given by
f̂(w) =
π3/2
ab
∫ ∞
−∞
e−π
2x2/a2e−2πb|w−x|dx
=
π3/2
ab
e2πbw
∫ ∞
w
e−π
2x2/a2e−2πbxdx+
π3/2
ab
e−2πbw
∫ ∞
−w
e−π
2x2/a2e−2πbxdx
=
π
2b
ea
2b2
(
e2πbw erfc(ab+ πw/a) + e−2πbw erfc(ab− πw/a)) .
Since the Fourier transform of tf(t) is given by − i
2π
d
dw
f̂(w), we obtain
(̂tf)(w) = −iπ
2
ea
2b2
(
e2πbw erfc(ab+ πw/a)− e−2πbw erfc(ab− πw/a)) .
Using ĥ0 = (̂tf)− ibf̂ we get the stated formula. 
Let a+ℓ (w) and a
−
ℓ (w) denote the Fourier coefficients of Fℓ. Using the above lemma with
a = 2
√
π|m|v/y and b = y, we find that the right-hand side of (5.6) is equal to
−Ckvk+1ik+1π
(−2√|m|N)k+1k! ∂k∂vk v−1 limT→∞ ∑
w∈ 1
αℓ
Z
(a+ℓ (w) + a
−
ℓ (w)Γ(1 + 2k, 4π|w|T ))e2πirℓw
×
(
erfc
(
2
√
π|m|v + T√πw/(2
√
|m|v)
)
k∑
j=0
(
k
j
)
(2πw)k−j
(
−2i
√
π|m|v/T
)j
Hj
(
2i
√
π|m|v
)
+ e
−
(
2
√
π|m|v+T√πw/(2
√
|m|v)
)2 2√
π
k∑
j=1
(
k
j
)
(2πw)k−j
(
−2
√
π|m|v
)j
j−1∑
ℓ=0
(
j
ℓ
)
iℓHℓ
(
2i
√
π|m|v
)
Hj−ℓ−1
(
2
√
π|m|v + T√πw/(2
√
|m|v)
))
.
Note that erfc(x) = O(e−x
2
) as x→ +∞ and limx→−∞ erfc(x) = 2. Further, the incomplete
Gamma function is of linear exponential growth.
For k = 0 the last three lines disappear, and the summands for w > 0 vanish as T →∞.
Thus all that remains in the limit is
− i
2
√|m|∑w<0 a+ℓ (w)e2πirℓw − i4√|m|a+ℓ (0) erfc(2
√
π|m|v),
in this case. Note that
√
π erfc(2
√
π|m|v) = Γ(1
2
, 4π|m|v).
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For k > 0 all summands for w ≥ 0 vanish in the limit. Further, the summands for
1 ≤ j ≤ k in the third row, and the two last rows vanish as T →∞. Thus we are left with
(−i)k+1
2
√|m|
( √
N
4π
√|m|
)k∑
w<0
a+ℓ (w)(4πw)
ke2πirℓw,
if k > 0. Here we used vk+1 ∂
k
∂vk
v−1 = (−1)kk!.
5.7. Fourier coefficients of index 0. We now want to compute
C(0, h) = lim
T→∞
∫
MT
F (z)
∑
X∈L0,h
ψ0M,k(X, τ, z)y
−2kdµ(z),
where L0,h = {X ∈ L+h : Q(X) = 0}. Note that the sum over X is now infinite. Further,
we have ψ0M,k(0, τ, z) = 0 so we can leave out the summand for X = 0. The computation
for Q(X) = 0 is quite similar to the one for Q(X) < 0 above, so we skip some arguments.
Using the function η(X, τ, z) defined in (5.1) and Stokes’ Theorem we get
C(0, h) = − lim
T→∞
∫
MT
ξ−2k,zF (z)
∑
X∈L0,h
X 6=0
η(X, τ, z)y2k+2dµ(z)
− lim
T→∞
∫
∂MT
F (z)
∑
X∈L0,h
X 6=0
η(X, τ, z)dz.
Since ξ−2k,zF is a cusp form, we can write the first integral on the right-hand side as an
integral over M .
For each isotropic line ℓ ∈ Iso(V ) we choose a positively oriented primitive vector Xℓ ∈
ℓ∩L. If ℓ∩(L+h) 6= ∅ we can fix some vector hℓ ∈ ℓ∩(L+h) and write ℓ∩(L+h) = ZXℓ+hℓ.
Note that σ−1ℓ (nXℓ + hℓ) =
(
0 nβℓ+kℓ
0 0
)
for some kℓ ∈ Q.
We now parametrize the set L0,h \ {0} by the points nXℓ + hℓ, where ℓ runs through all
isotropic lines with ℓ ∩ (L+ h) 6= ∅ and n runs through Z such that nβℓ + kℓ 6= 0.
5.7.1. The integral over M . Using the above parametrization for L0,h \ {0} the integral
over M in C(0, h) becomes
−
∑
ℓ∈Γ\Iso(V )
ℓ∩(L+h)6=∅
∫
M
ξ−2k,zF (z)
∑
n∈Z
nβℓ+kℓ 6=0
∑
γ∈Γℓ\Γ
η(γ(nXℓ + hℓ), τ, z)y
2k+2dµ(z).
Replacing z by σℓz and using the unfolding argument, we get
−
∑
ℓ∈Γ\Iso(V )
ℓ∩(L+h)6=∅
∫ ∞
0
∫ αℓ
0
ξ−2k,zFℓ(z)
∑
n∈Z
nβℓ+kℓ 6=0
η
((
0 nβℓ + kℓ
0 0
)
, τ, z
)
y2k+2
dx dy
y2
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where Fℓ = F |−2kσℓ. Explicitly, we have
η
((
0 nβℓ + kℓ
0 0
)
, τ, z
)
= Ckv
k+1(−N(nβℓ + kℓ))−k−1 ∂
k
∂vk
(
v−1e−πvN
(nβℓ+kℓ)
2
y2
)
,(5.8)
which is independent of x. Therefore the integral over x picks out the constant coefficient
of ξ−2k,zFℓ, which is 0 since ξ−2k,zFℓ is a cusp form. Thus the integral over M vanishes.
5.7.2. The boundary integral. Plugging in the definition of the truncated curve (2.1), the
boundary integral is given by
lim
T→∞
∑
ℓ∈Γ\Iso(V )
ℓ∩(L+h)6=∅
∑
ℓ′∈Γ\Iso(V )
∫ αℓ′+iT
z=iT
Fℓ′(z)
∑
n∈Z
nβℓ+kℓ 6=0
∑
γ∈Γℓ\Γ
η
(
σ−1ℓ′ γσℓ
(
0 nβℓ + kℓ
0 0
)
, τ, z
)
dz.
It can be seen as in the proof of Lemma 5.2 in [BF06] that in the limit only the contributions
for ℓ′ = ℓ and γ ∈ Γℓ remain, so we get
lim
T→∞
∑
ℓ∈Γ\Iso(V )
ℓ∩(L+h)6=∅
∫ αℓ+iT
z=iT
Fℓ(z)
∑
n∈Z
nβℓ+kℓ 6=0
η
((
0 nβℓ + kℓ
0 0
)
, τ, z
)
dz.
Using the explicit form (5.8) of η and carrying out the integral this becomes
Ckv
k+1
(−N)k+1
∂k
∂vk
v−1
∑
ℓ∈Γ\Iso(V )
ℓ∩(L+h)6=∅
αℓa
+
ℓ (0) lim
T→∞
∑
n∈Z
nβℓ+kℓ 6=0
(nβℓ + kℓ)
−k−1e−πvN
(nβℓ+kℓ)
2
T2 .
If kℓ/βℓ ∈ Z, we can shift the summation index by kℓ/βℓ and see that the terms with n and
−n cancel if k is even and add up if k is odd, so in this case the limit of the sum over n is
0 if k is even or 2β−k−1ℓ ζ(k + 1) if k is odd. On the other hand, kℓ/βℓ ∈ Z is only possible
if hℓ is an integral multiple of Xℓ and hence in L, i.e. this only happens for h = 0 mod L.
Now let h 6= 0 mod L and thus kℓ/βℓ /∈ Z. For k > 0 we can interchange the sum and
the limit by the dominated convergence theorem. Splitting the sum into n ≥ 0 and n < 0
and replacing n by 1− n in the second part, we obtain
lim
T→∞
∑
n∈Z
(nβℓ + kℓ)
−k−1e−πvN
(nβℓ+kℓ)
2
T2
= β−k−1ℓ
(
ζ(k + 1, kℓ/βℓ) + (−1)k+1ζ(k + 1, 1− kℓ/βℓ)
)
,
where ζ(s, ρ) =
∑
n≥0(n + ρ)
−s denotes the Hurwitz zeta function. For k = 0 we first
reorder the sum as∑
n∈Z
(nβℓ + kℓ)
−k−1e−πNv
(nβℓ+kℓ)
2
T2 = k−1ℓ e
−πvN k
2
ℓ
T2
+ β−1ℓ
∑
n>0
(
(n+ kℓ/βℓ)
−1e−πvN
(nβℓ+kℓ)
2
T2 + (−n + kℓ/βℓ)−1e−πvN
(−nβℓ+kℓ)
2
T2
)
.
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Now using dominated convergence again, this goes to
β−1ℓ
(∑
n>0
(
(n+ kℓ/βℓ)
−1 + (−n + kℓ/βℓ)−1
)
+ (kℓ/βℓ)
−1
)
= β−1ℓ π cot(πkℓ/βℓ)
as T →∞. Note that Ckvk+1
(−N)k+1
∂k
∂vk
v−1 = (−1)
kk!
2
√
Nπk+1
. This completes the calculation of C(0, h).
6. The twisted Millson theta lift
We now explain how to obtain twisted versions of the two theta lifts and how this leads
to a generalization of results by Zagier in [Zag02]. Throughout this section we let
L =
{(
b −a/N
c −b
)
: a, b, c ∈ Z
}
be the lattice given in Example 2.1, with dual lattice
L′ =
{(
b/2N −a/N
c −b/2N
)
: a, b, c ∈ Z
}
,
and we let Γ = Γ0(N). Note that Γ takes L to itself and acts trivially on L
′/L.
From now on we let ∆ ∈ Z be a fundamental discriminant and r ∈ Z such that ∆ ≡
r2(4N). We consider the rescaled lattice ∆L together with the quadratic form Q∆(X) :=
1
|∆|Q(X). The corresponding bilinear form is given by (·, ·)∆ = 1|∆|(·, ·), and the dual lattice
of ∆L with respect to (·, ·)∆ is equal to L′ as above. We denote the discriminant group
L′/∆L by D(∆). Note that D(1) = D and |D(∆)| = |∆|3 |D| = 2N |∆|3.
Following [GKZ87] we define a generalized genus character for δ =
(
b/2N −a/N
c −b/2N
)
∈ L′
by
χ∆(δ) = χ∆([a, b, Nc]) :=

(
∆
n
)
, if ∆|b2 − 4Nac, (b2 − 4Nac)/∆ is a
square mod 4N and gcd(a, b, c,∆) = 1,
0, otherwise.
Here, [a, b, Nc] is the integral binary quadratic form corresponding to δ, and n is any integer
prime to ∆ represented by one of the quadratic forms [N1a, b, N2c] with N1N2 = N and
N1, N2 > 0. Note that the function χ∆ is invariant under the action of Γ0(N).
Since χ∆(δ) depends only on δ ∈ L′ modulo ∆L, we can view it as a function on the
discriminant group D(∆). Let ρ∆ be the representation corresponding to D(∆). In [AE13]
it was shown that we obtain an intertwiner of the Weil representations corresponding to
D = L′/L and D(∆) via χ∆.
Proposition 6.1 ([AE13, Proposition 3.2.]). Let π : D(∆)→ D be the natural projection.
For h ∈ D, we define
(6.1) ψ∆,r(eh) :=
∑
δ∈D(∆)
π(δ)=rh
Q∆(δ)≡sgn(∆)Q(h) (Z)
χ∆(δ)eδ.
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Then ψ∆,r : D → D(∆) defines an intertwining linear map between the representations ρ˜L
and ρ∆, where
ρ˜L =
{
ρL if ∆ > 0,
ρL if ∆ < 0.
We obtain twisted versions of the Millson, Kudla-Millson and Shintani theta function
introduced in Section 3 by setting
Θ∆,r(τ, z, ϕ) =
∑
h∈L′/L
〈
ψ∆,r(eh),ΘD(∆)(τ, z, ϕ)
〉
eh,
where
ΘD(∆)(τ, z, ϕ) =
∑
δ∈D(∆)
∑
X∈δ+∆L
ϕ(X, τ, z)eδ
is the usual theta function associated to a Schwartz function ϕ and the discriminant group
D(∆). It is easy to check that these twisted theta functions have the same transformation
behaviour as their untwisted counterparts (see Proposition 3.2) and satisfy the same growth
estimates (see Proposition 3.3) and differential equations if we replace ρL by ρ˜L, N byN/|∆|
and Θℓ,k by Θ∆,r,ℓ,k =
∑
h∈L′/L〈ψ∆,r(eh),ΘD(∆),ℓ,k〉eh.
Using the twisted theta functions we construct twisted analogs of the lifts considered in
Section 4. For example, for a harmonic weak Maass form F ∈ H+−2k(Γ0(N)) we define the
twisted Millson theta lift by
IM∆,r(F, τ) = lim
T→∞
∫
MT
F (z)Θ∆,r(τ, z, ψM,k)y
−2kdµ(z).
Analogously we obtain the twisted Shintani lift ISh∆,r. The twisted theta lifts have the same
mapping properties as their untwisted versions (see Theorem 4.3), again with ρL replaced
by ρ˜L. Further, we obtain the following generalization of Proposition 4.2.
Proposition 6.2. For F ∈ H+0 (Γ) we have
ξ1/2,τ (I
M
∆,r(F, τ)) = −
√|∆|
2
√
N
ISh∆,r(ξ0,zF, τ) +
1
2N
∑
ℓ∈Γ0(N)\Iso(V )
εℓa
+
ℓ (0)Θ∆,r,ℓ,1(τ),
and for k ∈ Z>0 and F ∈ H+−2k(Γ) we have
ξ1/2−k,τ(IM∆,r(F, τ)) = −
√|∆|
2
√
N
ISh∆,r(ξ−2k,zF, τ).
Proof. Let us assume k = 0 for simplicity. Following the approach of [AE13] we write
IM∆,r(F, τ) =
1
[Γ0(N) : Γ∆]
∑
h∈L′/L
〈
ψ∆,r(eh), IM(F, τ,D(∆),Γ∆)
〉
eh,(6.2)
where
IM(F, τ,D(∆),Γ∆) = lim
T→∞
∫
M(∆)T
F (z)ΘD(∆)(τ, z, ψM,k)dµ(z)
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is the untwisted Millson theta lift for the lattice ∆L and the group Γ∆ consisting of all
elements in Γ0(N) which act trivially on D(∆), and M(∆)T is the truncated version of the
curve M(∆) = Γ∆ \H. By Proposition 4.2 we have
ξ1/2,τ (I
M(F, τ,D(∆),Γ∆))
= −
√|∆|
2
√
N
ISh(ξ0,zF, τ,D(∆),Γ∆) + |∆|
2N
∑
ℓ∈Γ∆\Iso(V )
ε(∆)ℓa
+
ℓ (0)ΘD(∆),ℓ,1(τ).
Now a short calculation, using ε(∆)ℓ =
[Γ0(N)ℓ:(Γ∆)ℓ]
|∆| εℓ, the decomposition (6.2) and the
analogous decomposition for ISh∆,r(ξ0,zF, τ), yields the result. 
This relation gives an interesting criterion for the non-vanishing of the twisted L-function
of a newform at the critical point.
Theorem 6.3. Let F ∈ H+−2k(Γ0(N)), with vanishing constant terms at all cusps if k = 0,
such that G = ξ−2kF ∈ S2k+2(Γ0(N)) is a normalized newform. For ∆ < 0 with (∆, N) = 1
the lift IM∆,r(F, τ) is weakly holomorphic if and only if L(G, χ∆, k + 1) = 0.
Proof. By the last proposition, IM∆,r(F, τ) is weakly holomorphic if and only if the Shintani
lift ISh∆,r(G, τ) vanishes. Since G is a normalized newform, Corollary 2 in Section II.4. of
[GKZ87] shows that the square of the absolute value of the D-th coefficient (D < 0 with
(D,N) = 1 a fundamental discriminant) of ISh∆,r(G, τ) (viewed as a Jacobi form) is up to
non-zero factors given by L(G, χ∆, k + 1)L(G, χD, k + 1). If L(G, χ∆, k + 1) = 0, then
all fundamental coefficients of ISh∆,r(G, τ) vanish, which implies I
Sh
∆,r(G, τ) = 0. Conversely,
the vanishing of the Shintani lift in particular means the vanishing of its ∆-th coefficient,
i.e. L(G, χ∆, k + 1)
2 = 0. This completes the proof. 
To describe the Fourier coefficients of the twisted Millson lift we introduce twisted traces
of CM values and cycle integrals.
If m ∈ Q>0 with m ≡ sgn(∆)Q(h) (Z) and h ∈ D we define the twisted trace of a
Γ0(N)-invariant function F by
t+∆,r(F ;m, h) =
∑
X∈Γ0(N)\L+|∆|m,rh
χ∆(X)∣∣ΓX∣∣ F (DX),
and t−∆,r(F ;m, h) accordingly.
For m ∈ Q<0 with m ≡ sgn(∆)Q(h) (Z) and h ∈ D we define the twisted trace of a cusp
form G ∈ S2k+2(Γ0(N)) by
t∆,r(F ;m, h) =
∑
X∈Γ0(N)\L|∆|m,rh
χ∆(X)C(G,X),
with the cycle integral C(G,X) defined in Section 5.
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Finally, for m = −N |∆|d2 < 0 with d ∈ Q>0 we define the twisted complementary trace
by
tc∆,r(F ;−N |∆|d2, h) =
∑
X∈Γ0(N)\L−N|∆|2d2,rh
χ∆(X)
( ∑
w∈Q<0
a+ℓX (w)(4πw)
ke2πiℜ(c(X))w
+ (−1)k+1
∑
w∈Q<0
a+ℓ−X (w)(4πw)
ke2πiℜ(c(−X))w
)
.
Theorem 6.4. Let k ∈ Z≥0 and let F ∈ H+−2k(Γ). For k > 0 the h-th component of
IM∆,r(F, τ) is given by
∑
m>0
1
2
√
m
( √
N
4π
√|∆|m
)k (
t+∆,r(R
k
−2kF ;m, h) + (−1)k+1t−∆,r(Rk−2kF ;m, h)
)
qm
+
∑
d>0
1
2i
√
N |∆|d
(
1
4πi|∆|d
)k
tc∆,r(F ;−N |∆|d2, h)q−N |∆|d
2
+
√|∆|(−1)kk!
2
√
Nπk+1
∑
ℓ∈Γ0(N)\Iso(V )
ℓ∩(L+rh)6=∅
a+ℓ (0)
αℓ
βk+1ℓ
dk+1ℓ
×
( ∑
n>0
n≡mℓ(dℓ)
χ∆(n)
ns+1
+ (−1)k+1 sgn(∆)
∑
n>0
n≡−mℓ(dℓ)
χ∆(n)
ns+1
)∣∣∣∣
s=k
−
∑
m<0
1
2(4π|m|)k+1/2|∆|k/2t∆,r(ξ−2kF ;m, h)Γ
(
1
2
− k, 4π|m|v) qm,
where mℓ, dℓ ∈ Z≥0 are defined by (mℓ, dℓ) = 1 and kℓ/βℓ = mℓ/dℓ.
For k = 0 the h-th component of IM∆,r(F, τ) is given by the same formula as above but
with the additional non-holomorphic terms∑
d>0
1
4i
√
πN |∆|d
∑
X∈Γ\L−N|∆|d2,rh
χ∆(X)
(
a+ℓX (0)− a+ℓ−X (0)
)
Γ
(
1
2
, 4πN |∆|d2v) q−N |∆|d2.
Proof. As in the proof of Proposition 6.2 we write
IM∆,r(F, τ) =
1
[Γ0(N) : Γ∆]
∑
h∈L′/L
〈
ψ∆,r(eh), IM(F, τ,D(∆),Γ∆)
〉
eh.
We see that the coefficients of the twisted lift can be obtained from the coefficients of
the untwisted lift. The twisting of the coefficients of positive and negative index is quite
straightforward and can be done as in the proof of Theorem 5.5. in [AE13].
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We sketch the twisting of the constant coefficient. For h ∈ D with Q(h) ≡ 0(Z) the
(0, h)−th coefficient of IM∆,r(F, τ) is given by√|∆|(−1)kk!
2
√
Nπk+1
1
[Γ0(N) : Γ∆]
∑
δ∈D(∆)
π(δ)=rh
Q∆(δ)≡0(Z)
χ∆(δ)
∑
ℓ∈Γ∆\Iso(V )
ℓ∩(∆L+δ)6=∅
a+ℓ (0)
α
(∆)
ℓ
(β
(∆)
ℓ )
k+1
(ζ(s, k
(∆)
ℓ /β
(∆)
ℓ ) + (−1)k+1ζ(s, 1− k(∆)ℓ /β(∆)ℓ ))|s=k+1,
where the superscript (∆) indicates that the corresponding quantity is taken with respect
to the lattice ∆L with quadratic form Q∆ and the group Γ∆. It is easy to see that
β
(∆)
ℓ = |∆|βℓ and α(∆)ℓ = [Γ0(N)ℓ : (Γ∆)ℓ]αℓ, but k(∆)ℓ is a bit more complicated:
Let Xℓ ∈ ℓ∩L be a positively oriented primitive generator of ℓ. If ℓ∩ (∆L+ δ) 6= ∅ with
π(δ) = rh then also ℓ∩(L+rh) 6= ∅. For a fixed isotropic line ℓ, a system of representatives
for the elements δ ∈ D(∆) with π(δ) = rh,Q∆(δ) ≡ 0(Z) and ℓ ∩ (∆L + δ) 6= ∅ is given
by the vectors nXℓ + (rh)ℓ with n running modulo |∆| and some (rh)ℓ ∈ ℓ ∩ (L + rh).
In particular, we have k
(∆)
ℓ /β
(∆)
ℓ = n/|∆| + mℓ/|∆|dℓ. Using the assumption that ∆ is
a fundamental discriminant it is not hard to show that (∆, dℓ) = 1, χ∆(dℓ) = 1, and
χ∆(nXℓ + (rh)ℓ) = χ∆(ndℓ + mℓ). Putting everything together, we obtain the twisted
constant coefficient. 
In the same way, we obtain the Fourier expansion of the (∆, r)-th Shintani lift:
Theorem 6.5. Let k ∈ Z≥0 and G ∈ S2k+2(Γ0(N)). Then the h-th component of ISh∆,r(G, τ)
is given by
ISh∆,r(G, τ)h = −
√
N√|∆|∑m>0 1|∆|k/2 t∆,r(G;−m, h)qm.
Remark 6.6. Let N = 1. In this case the twisted Millson theta function vanishes iden-
tically if (−1)k∆ > 0, which easily follows from replacing X by −X in the sum. On
the other hand, the results of [EZ85, Section 5] show that for (−1)k∆ < 0 the map
f0(τ)e0+ f1(τ)e1 7→ f0(4τ)+ f1(4τ) defines an isomorphism of H+1/2−k,ρ˜L with the subspace
of H+1/2−k(Γ0(4)) of scalar valued harmonic weak Maass forms satisfying the Kohnen plus
space condition. Using this identification we can derive the results stated in the introduc-
tion from the theorems in this section. Since ∆ ≡ r2(4), r mod 2 is already determined by
∆, so we can drop it from the notation. The formula for the coefficients of positive index
of IM∆ follows from t
−
∆(R
k
−2kF ; d) = sgn(∆)t
+
∆(R
k
−2kF ; d), which can be seen using the map
[a, b, c] 7→ [−a, b,−c], and the formula for the principal part is obtained by rewriting the
twisted complementary trace as described in [AE13, Proposition 5.7.].
Remark 6.7. As in [Alf14, Thm 5.1] one can show that ΛM∆,r is orthogonal to cusp forms
with respect to the regularized Petersson inner product. In terms of the bilinear pairing
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{·, ·} introduced in [BF04] (or rather its extension given in [Alf14, Proposition 2.3]) this
means ∑
h∈L′/L
∑
m∈Q
m≡sgn(∆)Q(h) (Z)
c+f (−m, h)a+ΛM∆,r(F,τ)(m, h) = 0,
for each f ∈ H+
3/2+k,ρ˜L
with coefficients c+f (m, h) and each F ∈ H+−2k(Γ0(N)) such that
ΛM∆,r(F, τ) is weakly holomorphic. For N = 1 and k = 0, choosing F = J = j − 744
and f = Λ˜M∆,r(J, τ), and using that the holomorphic Fourier coefficients of Λ˜
M
∆,r(J, τ) and
Λ˜M∆,r(J, τ) are essentially given by the twisted traces of J (compare [AE13]), one can recover
duality results of Zagier [Zag02] for the coefficients of a basis fd = q
−d+O(1) forM !,+1/2(Γ0(4))
and a basis g∆ = q
−∆ +O(1) for M !,+3/2(Γ0(4)).
6.1. Extensions of the Millson and the Shintani theta lift. In [BF04] a more general
notion of harmonic weak Maass forms is considered. For k ∈ Z with k 6= 1 and a congruence
subgroup Γ of SL2(Q) the space Hk(Γ) is defined similarly as the space H
+
k (Γ) but with
the growth condition replaced by the weaker requirement that the forms should be at most
of linear exponential growth at all cusps. A form F ∈ Hk(Γ) has a Fourier expansion with
a holomorphic part F+ and a non-holomorphic part F−,
F (z) = F+(z) + F−(z) =
∑
n≫−∞
a+(n)e2πinz + a−(0)y1−k +
∑
n≪∞
n 6=0
a−(n)H(2πny)e2πinx,
where H(w) = e−w
∫∞
−2w e
−tt−kdt, and there are analogous expansions at the other cusps.
We consider the subspace H0k(Γ) consisting of forms in Hk(Γ) with vanishing constant
terms a−(0) of the non-holomorphic parts at all cusps. It is mapped under ξk to the space
S !2−k(Γ) of weakly holomorphic modular forms whose constant terms at all cusps vanish.
The nice observation here is that the proof of Proposition 4.1 still goes through for
F ∈ H0−2k(Γ). Thus the Millson theta lift of F ∈ H0−2k(Γ) converges to a harmonic function
transforming like a modular form of weight 1/2 − k for ρL. Similarly, the regularization
of the Shintani lift also works for a weakly holomorphic modular form G ∈ S !2k+2(Γ) and
converges to a harmonic function transforming of weight 3/2 + k for ρL. Further, the
relation between the Millson and the Shintani theta lift given in Proposition 4.2 still holds
for F ∈ H0−2k(Γ), which can be seen by exactly the same proof as for F ∈ H+−2k(Γ).
The computation of the Fourier expansion of IM(F, τ) for F ∈ H0−2k(Γ) is almost the
same as before, but we have to be careful with the main integral in the computation of
the coefficients of negative index since ξ−2kF need no longer be a cusp form. A thorough
analysis shows that the non-holomorphic coefficients are now given by traces of regularized
cycle integrals of ξ−2kF as introduced in [BFK14], and that there is now also a contribution
of the coefficients a−ℓ (w) for w > 0 to the complementary trace. Similarly, the coefficients
of the Shintani lift of G ∈ S !2k+2(Γ) are given by traces of regularized cycle integrals of G
as in [BGK15].
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The twisting of these extended lifts proceeds in the same way as before. We obtain the
following extension of (the twisted versions of) Proposition 4.2 and Theorem 4.3.
Theorem 6.8. Let k ∈ Z≥0.
(1) The Millson theta lift IM∆,r maps H
0
−2k(Γ0(N)) to H
+
1/2−k,ρ˜L.
(2) The Shintani theta lift ISh∆,r maps S
!
2k+2(Γ0(N)) to S3/2+k,ρ˜L.
(3) The relation between the Millson and the Shintani theta lift given in Proposition
6.2 also holds for F ∈ H0−2k(Γ0(N)).
7. Cycle integrals
In this section we prove some identities between the cycle integrals of R2j+1−2k F, j ≥ 0,
and ξ−2kF for a harmonic weak Maass form F ∈ H+−2k(Γ), where Γ is some congruence
subgroup of SL2(Q) again.
7.1. Closed geodesics. Let X ∈ V with Q(X) = m < 0 such that |m|/N is not a square
in Q, i.e. the stabilizer ΓX is infinite cyclic and c(X) = ΓX\cX is a closed geodesic. Further,
let G be some smooth function that transforms like a modular form of weight 2k+2 under
Γ for some k ∈ Z. Recall the definition of the cycle integral
C(G,X) = (−2
√
|m|Ni)ki
∫ ε2
1
Gg(iy)y
kdy,
where g ∈ SL2(R) is such that g−1Xg =
√|m|/N ( 1 00 −1 ), ε > 1 is such that ( ε 00 ε−1 )
generates the stabilizer of g−1Xg in g−1Γg, and Gg = G|2k+2g.
Proposition 7.1. Let X ∈ V with Q(X) = m < 0 such that |m|/N is not a square. Let
k ∈ Z and F ∈ H+−2k(Γ). For all integers ℓ ≤ k we have
C(Rk−ℓ+1−2k F,X) =
1
(4|m|N)ℓC(ξ−2ℓR
k−ℓ
−2kF,X).(7.1)
Further, for ℓ ≤ k − 1 we have
C(Rk−ℓ+1−2k F,X) = 4|m|N(k − ℓ)(k + ℓ+ 1)C(Rk−ℓ−1−2k F,X).(7.2)
Proof. Plugging in the definition of the cycle integral, the left-hand side of (7.1) equals
(−2
√
|m|Ni)−ℓi
∫ ε2
1
(Rk−ℓ+1−2k Fg)(iy)y
−ℓdy.
Since ℓ ≤ k we can split off the outermost raising operator R−2ℓ = 2i ∂∂z − 2ℓy−1 to obtain
(Rk−ℓ+1−2k Fg)(iy)y
−ℓ = 2i
(
∂
∂z
Rk−ℓ−2kFg
)
(iy)y−ℓ − 2ℓ(Rk−ℓ−2kFg)(iy)y−ℓ−1.
Now we use ∂
∂z
= ∂
∂z¯
− i ∂
∂y
and apply the product rule to the ∂
∂y
-part to get
(Rk−ℓ+1−2k Fg)(iy)y
−ℓ = 2i
(
∂
∂z¯
Rk−ℓ−2kFg
)
(iy)y−ℓ + 2
∂
∂y
(
(Rk−ℓ−2kFg)(iy)y
−ℓ) .
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Note that we also used ( ∂
∂y
Rk−ℓ−2kFg)(iy) =
∂
∂y
((Rk−ℓ−2kFg)(iy)). The first summand on the
right-hand side equals
2i
(
∂
∂z¯
Rk−ℓ−2kFg
)
(iy)y−ℓ = −(ξ−2ℓRk−ℓ−2kFg)(iy)yℓ,
giving the right-hand side of (7.1). Further, the integral∫ ε2
1
∂
∂y
(
(Rk−ℓ−2kFg)(iy)y
−ℓ) dy = (Rk−ℓ−2kFg)(iε2)ε−2ℓ − (Rk−ℓ−2kFg)(i)
vanishes since (Rk−ℓ−2kFg)(iε
2)ε−2ℓ = (Rk−ℓ−2kFg)|−2ℓ
(
ε 0
0 ε−1
)
(i) and Rk−ℓ−2kFg transforms like a
modular form of weight −2ℓ for g−1Γg. This completes the proof of (7.1).
The formula (7.2) easily follows from (7.1) if we use that
ξ−2ℓRk−ℓ−2kF = (k − ℓ)(k + ℓ+ 1)y−2ℓ−2Rk−ℓ−1−2k F
for all k ∈ Z, all integers ℓ ≤ k − 1 and F ∈ H+−2k(Γ). This follows from Lemma 2.2 if we
write ξ−2ℓ = y−2ℓ−2L−2ℓ and use the relation (2.2). 
Corollary 7.2. Let X ∈ V with Q(X) = m < 0 such that |m|/N is not a square. Further,
let k ∈ Z≥0 and F ∈ H+−2k(Γ). For j ∈ Z≥0 we have
C(R2j+1−2k F,X) =
1
(4|m|N)k−j
j!(k − j)!(2k)!
k!(2k − 2j)! C(ξ−2kF,X).
Proof. We use (7.1) with ℓ = k and then repeatedly apply (7.2). 
As a we special case we obtain a generalization of Theorem 1.1. from [BGK14].
Corollary 7.3. Let X ∈ V with Q(X) = m < 0 such that |m|/N is not a square. Further,
let k ∈ Z≥0 and F ∈ H+−2k(Γ). For even k we have
C(Rk+1−2kF,X) =
1
(4|m|N)k/2
((k
2
)!)2(2k)!
(k!)2
C(ξ−2kF,X),
and for odd k we have
C(Rk−2kF,X) =
1
(4|m|N)(k+1)/2
(k−1
2
)!(k+1
2
)!(2k)!
(k + 1)!k!
C(ξ−2kF,X).
Moreover, we obtain the non-square part of Theorem 1.1 from [BGK15] which asserts
that the cycle integrals of the weight 2k+2 weakly holomorphic modular forms D2k+1F =
−(4π)−(2k+1)R2k+1−2k F and ξ−2kF agree up to some constant.
Corollary 7.4. Let X ∈ V with Q(X) = m < 0 such that |m|/N is not a square. For
k ∈ Z≥0 and F ∈ H+−2k(Γ) we have
C(D2k+1F,X) = − (2k)!
(4π)2k+1
C(ξ−2kF,X).
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7.2. Infinite geodesics. Let X ∈ V with Q(X) = m < 0 such that |m|/N is a square
in Q, i.e. the stabilizer ΓX is trivial and c(X) = ΓX \ cX is an infinite geodesic in Γ \ H.
Recall that for a cusp form G ∈ S2k+2 the cycle integral is defined by
C(G,X) = (−2
√
|m|Ni)ki
∫ ∞
0
Gg(iy)y
kdy,
where g ∈ SL2(R) is such that g−1Xg =
√|m|/N ( 1 00 −1 ) and Gg = G|2k+2g.
We would like to prove similar identities as in the last section, but in general the cycle
integral of Rk−ℓ−2kF does not converge if the geodesic is infinite. If we start with the (con-
vergent) cycle integral of ξ−2kF and repeat the calculations of the last section, we are led
to suitable regularized cycle integrals of Rk−ℓ−2kF .
First, for F ∈ H+−2k(Γ) we write
C(ξ−2kF,X) = (−2
√
|m|Ni)ki
(∫ ∞
1
ξ−2kFg(iy)ykdy + (−1)k+1
∫ ∞
1
ξ−2kFgS(iy)ykdy
)
,
with S = ( 0 −11 0 ), where we split the integral over (0,∞) at 1 and replaced y by 1/y in the
integral over (0, 1). Now we decompose Fg = F
+
g + F
−
g and FgS = F
+
gS + F
−
gS into their
holomorphic and non-holomorphic parts and use ξ−2kFg = ξ−2kF−g and ξ−2kFgS = ξ−2kF
−
gS.
Note that F−g and F
−
gS are rapidly decreasing at the cusp ∞, but not necessarily at 0,
and this is the reason why we split the integral above. We have the following analog of
Proposition 7.1:
Proposition 7.5. Let X ∈ V with Q(X) = m < 0 such that |m|/N is a square. Let k ∈ Z
and F ∈ H+−2k(Γ). For all integers ℓ ≤ k we have∫ ∞
1
Rk−ℓ+1−2k F
−
g (iy)y
−ℓdy = −
∫ ∞
1
ξ−2ℓRk−ℓ−2kF−g (iy)yℓdy − 2Rk−ℓ−2kF−g (i).
Further, for ℓ ≤ k − 1 we have∫ ∞
1
Rk−ℓ+1−2k F
−
g (iy)y
−ℓdy = −(k − ℓ)(k + ℓ+ 1)
∫ ∞
1
Rk−ℓ−1−2k F
−
g (iy)y
−ℓ−2dy − 2Rk−ℓ−2kF−g (i).
The same formulas hold with g replaced by gS.
Proof. The computations are the same as in the proof of Proposition 7.1 if we replace ε2
by ∞ and use the rapid decay of Rk−ℓ−2kF−(iy) as y →∞. 
A repeated application of the proposition leads to following definition: For every integer
j ≥ 0 we define the regularized cycle integral of R2j+1−2k F by
Creg(R2j+1−2k F,X) = (−2
√
|m|Ni)−k+2ji
×
( j∑
ℓ=0
Cℓ,j(R
2ℓ
−2kF
−
g (i)) + (−1)k+1
j∑
ℓ=0
Cℓ,j(R
2ℓ
−2kF
−
gS(i))
+
∫ ∞
1
R2j+1−2k F
−
g (iy)y
−k+2jdy + (−1)k+1
∫ ∞
1
R2j+1−2k F
−
gS(iy)y
−k+2jdy
)
,
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where Cℓ,j = 2(−1)ℓ+j
∏j
t=ℓ+1(2t)(2k − 2t+ 1). Note that
R2ℓ−2kF
−
g (i) + (−1)k+1R2ℓ−2kF−gS(i) = −R2ℓ−2kF+g (i)− (−1)k+1R2ℓ−2kF+gS(i),
so the second line above can also be understood as the part of the regularized cycle integral
coming from F+.
With this definition, we find
Creg(R−2kF,X) = 1
(4|m|N)k C(ξ−2kF,X)
and
Creg(R2j+1−2k F,X) = 4|m|N(2j)(2k − 2j + 1)Creg(R2j−1−2k F,X)
for j ≥ 1, and thus all the corollaries of the last section also hold for |m|/N being a square.
Remark 7.6. For k = j = 0 and F ∈ H+0 (Γ) the regularized cycle integral of R0F is
defined by
Creg(R0F,X) = 2iF−g (i)− 2iF−gS(i) + i
∫ ∞
1
R0F
−
g (iy)dy −
∫ ∞
1
R0FgS(iy)dy.
On the other hand, since R0F ∈ S !2(Γ) is in fact a weakly holomorphic cusp form, there is
a regularized cycle integral studied in [BFK14],[BGK14] and [BGK15]. It is given by
CregBFK(R0F,X) =
[
i
∫ ∞
1
R0Fg(iy)e
−ysdy
] ∣∣∣∣
s=0
−
[
i
∫ ∞
1
R0FgS(iy)e
−ysdy
] ∣∣∣∣
s=0
,
where the expression on the right means that one has to take the value at s = 0 of the
analytic continuation of the integral. We want to compare the two regularizations. Let us
split Fg = F
+
g +F
−
g . Due to the rapid decay of F
−
g , we can plug in s = 0 in the integral over
F−g . In the integral over F
+
g , we insert the Fourier expansion F
+
g (z) =
∑
n∈Q a
+
g (n)e
2πinz,
apply R0 = 2i
∂
∂z
and obtain after a short calculation[
i
∫ ∞
1
R0F
+
g (iy)e
−ysdy
]∣∣∣∣
s=0
=
[
− 4πi
∑
n 6=0
na+g (n)
2πn+ s
e−(2πn+s)
]∣∣∣∣
s=0
= −2iF+g (i) + 2ia+g (0).
Using F+g (i)− F+gS(i) = −F−g (i) + F−gS(i) we find
Creg(R0F,X) = CregBFK(R0F,X)− 2ia+g (0) + 2ia+gS(0).
Note that the regularized cycle integrals considered in [BFK14] are only studied for weakly
holomorphic cusp forms, and the analytic continuation of the integrals relies on the partic-
ular shape of the Fourier expansion of such forms. For general k and j, the function R2j+1−2k F
is not weakly holomorphic and has a somewhat complicated Fourier expansion, so it is not
clear that the regularization of [BFK14] works. It would be interesting to investigate this
problem in the future.
Finally, we remark that our regularized cycle integrals look very similar to the cycle
integrals of weight zero harmonic weak Maass forms given in [BFI15]. However, the defi-
nitions do not overlap since we only consider cycle integrals of Rℓ−2kF for odd ℓ. Again, it
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would be nice to unify the approaches and define regularized cycle integrals of Rℓ−2kF for
all ℓ ≥ 0.
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