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Summary. The theory of statistical inference along with the strategy of divide-and-conquer for large-
scale data analysis has recently attracted considerable interest due to great popularity of the MapRe-
duce programming paradigm in the Apache Hadoop software framework. The central analytic task in the
development of statistical inference in the MapReduce paradigm pertains to the method of combining
results yielded from separately mapped data batches. One seminal solution based on the confidence
distribution has recently been established in the setting of maximum likelihood estimation in the literature.
This paper concerns a more general inferential methodology based on estimating functions, termed as
the Rao-type confidence distribution, of which the maximum likelihood is a special case. This generaliza-
tion provides a unified framework of statistical inference that allows regression analyses of massive data
sets of important types in a parallel and scalable fashion via a distributed file system, including longitu-
dinal data analysis, survival data analysis, and quantile regression, which cannot be handled using the
maximum likelihood method. This paper investigates four important properties of the proposed method:
computational scalability, statistical optimality, methodological generality, and operational robustness.
In particular, the proposed method is shown to be closely connected to Hansen’s generalized method
of moments (GMM) and Crowder’s optimality. An interesting theoretical finding is that the asymptotic
efficiency of the proposed Rao-type confidence distribution estimator is always greater or equal to the
estimator obtained by processing the full data once. All these properties of the proposed method are
illustrated via numerical examples in both simulation studies and real-world data analyses.
Keywords: Confidence distribution, Divide and Conquer, Generalized Method of Moments, Hadoop,
Parallel computation.
1. Introduction
In response to rapidly growing demands of big data analytics and computational tools, parallel com-
puting and distributed data storage have become the leading innovations for solving big data prob-
lems. For instance, multicore and cloud computing platforms, including the popular open source
Apache Hadoop (2006), are now the standard software technology used extensively in academia and
industry (Hadoop, 2017). This new distributed file system necessitates developing general statisti-
cal methodology that allows for analysing massive data through parallel and scalable operations in
the Hadoop software framework. Being the core of Hadoop programming, MapReduce (Dean and
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2 ZHOU & SONG
Ghemawat, 2008; La¨mmel, 2008) represents a computing architecture that provides fast processing of
massive data sets. Built upon the strategy of divide-and-conquer, the MapReduce paradigm refactors
data processing into two primitives: a map function, written by the user, to process distributed local
data batches and generate intermediate results, and a reduce function, also written by the user, to
combine all intermediate results and then generate summary outputs. The detailed examples and
implementation are referred to Dean and Ghemawat (2008). Figure 1 displays a schematic outline of
MapReduce workflow, which splits data and performs computing tasks in the form of parallel compu-
tation. The salient features of MapReduce include scalability and independence of data storage; the
former enables automatic parallelization and allocation of large-scale computations, and the latter
allows to process data without requiring it to be loaded into a common data server. In this way, it
avoids the high computational cost of loading input data into a centralized data server prior to the
analysis.
[Fig. 1 about here.]
Although MapReduce and its variants have shown superb power to process large-scale data-
intensive applications on high-performance clusters, most of these systems are restricted with an
acyclic data flow, which is not suitable for general statistical analysis in that iterative numerical
operations are involved (Yang et al., 2007). This is because operation of an iterative algorithm, like
Newton-Raphson, requires repeatedly reload data from multiple data disks into a common server,
incurring a significant performance penalty (Zaharia et al., 2010). This paper is motivated to address
this computational hurdle by a new combined inference approach in the framework of confidence
distributions, so the resulting methodology of statistical estimation and inference can avoid repeated
operations of data reloading in iterative numerical jobs, and truly enjoys the power of scalability
offered by a distributed file system such as Hadoop.
In most of Hadoop platforms, data partition and allocation in the Map-step may be operated by
certain built-in system software to accommodate specific hardware configurations. As far as statistical
inference concerns, methodological needs take place mostly in the Reduce-step, in which statistical
approaches of combining separate results are called for. Unlike the ordinary least squares method in
the linear model, most of nonlinear regression models are relied on certain iterative numerical algo-
rithms to obtain point estimates and quantities for statistical inference. Technically, these iterative
algorithms typically request processing the entire data under centralized non-separable calculations,
except for some simple linear operations of data, such as arithmetic mean, count and proportion.
Repeatedly loading local datasets into a central data server is not only extremely time-consuming,
but is prohibited if data volume exceeds the memory, or if, physically, data sets are stored in different
servers located in different sites with no data merging agreement in place. This presents indeed the
challenge of generalizing the MapReduce paradigm to many important statistical models and their
numerical toolboxes, such as generalized estimating equations for longitudinal data, Cox proportional
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hazards model for survival data, and quantile regression, among others.
We consider a class of parametric models Pθ = {pθ(w),θ ∈ Θ}, with the parametric space Θ ⊆ Rp.
Here p is assumed to be fixed. In many important statistical problems where the underlying prob-
ability density function pθ(w) by which the data are generated cannot by fully specified, estimating
functions built upon some aspects of the probability mechanism such as moment conditions are uti-
lized to carry out parameter estimation and inference. Given independent samples Wi, i = 1, . . . , n,
in the current literature, parameter θ may be estimated as a solution, denoted by θˆ, of the following
estimating equation:
ψfull(W;θ)
def
= n−1
n∑
i=1
ψ(Wi;θ) = 0; (1)
that is, ψfull(W; θˆ) = 0, where W = {W1, · · · ,Wn} denotes the entire data. See for example
McLeish and Small (2012); Heyde (2008), and Song (2007, Chapter 3) for the theory of estimating
functions, and more references therein. When ψ(·) in (1) is a score function, namely the first-order
derivative of a log-likelihood, the solution θˆ is the maximum likelihood estimator (MLE). In other
words, the method of MLE may be regarded as a special case of the estimating function method. In
general, equation (1) encompasses many important cases, such as the generalized estimating equation
(GEE) for longitudinal data, the partial likelihood score function in the Cox model for survival data,
and the quantile regression estimating function, and so on. If there were a “God-made” computer with
infinite power, there would be no pressing need of developing new methods for processing big data,
and the existing methodologies and associated software would be directly applied to solve equation
(1). Unfortunately, thus far human-made computer does not have such capacity, so the MapReduce
paradigm that implements the divide-and-conquer strategy has emerged as one of state-of-the-art
computational solutions to make big data computation feasible. Using this computing platform to
implement divide-and-conquer strategy for statistical estimation and inference leads to two primary
methodological questions:
(a) If is it possible, and if so how, to establish a statistical inference procedure that is suitable to
implement the Reduce-step in the MapReduce paradigm? Specially, consider a data partition
scheme to, say, K disjoint subsets, W = ∪Kk=1W(k). In the Map-step each sub-dataset W(k)
is processed in a parallelized fashion, where equation (1) is solved separately at individual
computer nodes by existing statistical software (e.g. R package gee), resulting in estimates θˆk,
k = 1, . . . ,K. Then, in the Reduce-step, there is a need of developing a procedure to gather these
separate estimates θˆk and their variances to perform a valid statistical inference, if possible.
(b) Suppose that there exists an established procedure in part (a) that enables to derive a combined
or meta estimator, say, θˆmeta. Then, there is a need of assessing the performance of the proposed
θˆmeta, in terms of its estimation bias, estimation efficiency, and robustness, and comparing it to
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the solution of equation (1) obtained by processing the entire data once using a “God-made”
computer. For convenience, the latter solution, denoted as θˆfull, serves as the benchmark
solution in the rest of this paper.
Solutions to these two questions above have been discussed in the setting of maximum likelihood
estimation in the literature. Recently, Lin and Zeng (2010) and Liu et al. (2015) proposed meta
estimators, θˆmeta, defined as an inverse variance weighted average of θˆk, with θˆk being MLE obtained
from each sub-dataset W(k). Liu et al. (2015) showed that their meta estimator is asymptotically
as efficient as the MLE derived from using the entire dataset once. In the setting of random-effects
models, Zeng and Lin (2015) reported a similar finding; that is, their meta estimator is at least as
efficient as the one obtained from the entire data. The divide-and-conquer scheme has been also
studied in other statistical problems, such as hypothesis testing; see also Battey et al. (2015); Chen
and Xie (2014); Lee et al. (2017); Li et al. (2013); Zhang et al. (2015); Zhao et al. (2016), among
others.
One of the most promising approaches to statistical inference suitable for the Reduce-step is the so-
called confidence distribution (Xie and Singh, 2013), which was the method that has been applied by
Liu et al. (2015) to derive an asymptotically fully efficient solution. As a “distributional estimator”,
confidence distribution (CD) has gained increasing attention due to its computational convenience,
giving rise to a theoretically unified framework for estimation and statistical inference. The concept
of confidence distribution may be traced back to Bayes and Price (1763), Fisher (1930, 1956) and
later Efron (1993) in the field of fiducial inference; see Xie and Singh (2013) for a comprehensive
review, and more references therein. Relevant to this paper, the most critical question here is why
the CD approach suits for the derivation of a combined estimation and inference in the Reduce-step.
The key insight learned from the setting of maximum likelihood estimation lies in the fact that the
construction of CD only requires summary statistics rather than individual subject-level data, and
that the resulting inference has shown asymptotically no loss of statistical power. This is aligned with
the analytic goal that the Reduce step aims to achieve. Thus, in this paper we consider generalizing
the CD approach to the setting of estimating functions through which we hope to integrate separate
pieces of inferential information to obtain a combined inference in mathematical rigor. This is different
from the currently popular strategy of directly combining estimators. Our proposed Reduce-step can
be applied to deal with a broad range of statistical models especially in cases where likelihood is not
available.
To facilitate our discussion, we begin with a simple heuristic presentation of the CD approach in
the Reduce-step. Suppose that under some regularity conditions such that the standard large-sample
properties hold, for each sub-dataset, estimator θˆk satisfies n
1/2
k (θˆk − θk,0)
asy.∼ N (0, j−1k (θk,0)), k =
1, . . . ,K, where θk,0 is the underlying true parameter and jk is the Godambe information or j
−1
k
is the sandwich covariance matrix. Then Φ
(
n
1/2
k j
1/2
k (θk,0)(θˆk − θk,0)
)
follows asymptotically the p-
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dimensional independent copula or the p-dimensional distribution of independent uniform marginals,
where Φ is the p-variate normal cumulative distribution function with mean 0 and the identity variance
matrix. According to Fisher (1935), it constitutes a pivotal quantity, a distributional element essential
for the so-called fiducial inference. The pivotal density is termed as the confidence density by Efron
(1993) whose expression takes the form, hk(θ) ∝ exp
{
−nk(θˆk − θ)TJnk(θˆk)(θˆk − θ)
}
, where Jnk is
a consistent estimate of the information matrix jk. Clearly, the above confidence density hk(θ) may
be used to construct confidence regions of θ at any given confidence level. Suggested by Singh et al.
(2005), a meta estimator of θ0, under the homogeneity assumption θk,0 ≡ θ0, k = 1, . . . ,K, may be
obtained by maximizing a joint confidence density of the following form:
arg max
θ
K∏
k=1
hk(θ) = arg max
θ
K∏
k=1
exp
{
−nk(θˆk − θ)TJnk(θˆk)(θˆk − θ)
}
,
where the K-fold product is due to the independence across the K sub-datasets. This procedure has
been thoroughly discussed by Liu et al. (2015) in the context of maximum likelihood method where
matrix Jnk is the observed Fisher information matrix, a special case of the Godambe information
matrix jk when the Bartlett identity holds (Song, 2007, Chapter 3).
In the setting of estimating functions, there is another way to establish the asymptotic nor-
mality, based directly on the estimation functions, n
1/2
k ψk sub(θ0)
def
= n
−1/2
k
∑nk
i=1 ψ(W
(k)
i ;θ0)
asy.∼
N (0,vk(θ0)), where matrix vk is the variability matrix, i.e., the variance of the estimating function
ψ, different from the sandwich covariance matrix j−1k above. Likewise, we may construct another
pivotal quantity Φ
(
n
1/2
k V
−1/2
nk (θˆk)ψk sub(θ0)
)
to obtain a different CD, where Vnk is a consistent
estimate of the variability matrix vk. Godambe and Thompson (1978) had strongly advocated the
use of estimating functions ψk sub(·), instead of its estimator θˆk, to make statistical inference due to
better finite-sample performances. This motivates us to take a new route of investigation to construct
pivotal quantities and then confidence distributions, which results in a different meta estimation. In
order to differentiate these two different routes of CD constructions, we borrow terms from the clas-
sical hypothesis testing theory, and name the estimator-driven CD as the Wald-type CD and our new
estimating function based CD as the Rao-type CD. Moreover, for the convenience of exposition, they
are abbreviated as Wald-CD and Rao-CD, respectively, in this paper. There has been little work in
the literature concerning MapReduce approaches to parameter estimation and inference with estimat-
ing functions; Lin and Xi (2011) proposed an aggregated estimating equation (AEE), which was not
developed in the CD framework, and thus it is less general in comparison to the proposed Rao-CD
method; the detailed comparison between AEE and our Rao-CD is available in both methodology
discussion and simulation studies later in this paper.
The primary objective of this paper is to develop, assess and compare our proposed Rao-CD
approach in the Reduce-step with existing methods. The focus of investigation will be on the following
four aspects. (i) Scalability. Being implemented by the strategy of divide-and-conquer within the
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MapReduce paradigm, the Rao-CD estimation and inference procedures are scalable to massive large-
scale data. (ii) Optimality. The Rao-CD approach is closely related to seminal Hansen’s generalized
method of moments (GMM), which supplies a powerful analytic tool for us to establish theoretical
justifications for the optimality of the proposed method. Moreover, the Rao-CD approach is also
shown to be connected to the Crowder’s optimality, another important perspective on the optimality
of the Rao-CD meta estimation. The most interesting theoretical result in this paper is given by
Theorem 5 in Section 3; that is, the asymptotic estimation efficiency of the Rao-CD meta estimator
is always equal or higher than that of the benchmark estimator θˆfull obtained by processing the
entire data once. (iii) Generality. The proposed Rao-CD method provides a general valid inference
procedure by combining results from separately fitted models where the likelihood is not available. It
also includes Lin and Xi (2011)’s aggregated estimating equation (AEE) estimator as a special case.
(iv) Robustness. The proposed Rao-CD method is shown to be robust against certain heterogeneity
and/or contaminated data, which has not been studied in any divide-and-conquer method from
the frequentest perspective. The robustness is rooted in two facts: (a) diluted abnormality. Data
partition in the Map-step may allocate abnormal data cases into some sub-datasets while the others
contain no outliers. When this happens, the analysis would be only affected within a small number
of sub-datasets, while analyses with the majority of sub-datasets remain unaffected. (b) Automatic
down-weighting. The Rao-CD confidence density provides an automatic down-weighting scheme
to minimize the contributions from bad estimators (with inflated variances) due to the fact that
weighting is anti-proportional to the variance of an estimator (Qu and Song, 2004). The consequent
combined estimator in the Reduce-step will be robust by the two layers of protection. In contrast, if
the entire data is run together in equation (1), the analysis will be affected by a few strong influential
data cases, unless certain robustness treatments are applied to estimating functions. In Bayesian
inference, Minsker et al. (2014) proposed a robust and scalable approach to Bayesian analysis in a
big data framework.
The rest of the paper is organized as follows. In Section 2, we introduce the Rao-CD in detail.
Section 3 discusses the development of Rao-CD in the Reduce-step, including its optimality. Section 4
shows the theoretical properties of CD meta estimators. Section 5 focuses on a fast MapReduce
implementation procedure. Section 6 presents three useful examples. The numerical performance
is evaluated in Section 7. Finally, we apply the Rao-CD method to several real-world data sets in
Section 8, and we conclude with a discussion of the Rao-CD’s limitations and future work in Section 9.
All the conditions and proofs are given in the Appendix.
2. Rao-type confidence distribution
When the likelihood is not available, the theory of estimating functions provides an appealing ap-
proach to obtain an estimator θˆ of θ0, as an solution to equation (1) (e.g. Heyde, 2008). In this
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theoretical framework, there exist two forms of information matrices, the variability matrix and
sensitivity matrix, denoted by v(θ)
def
= Var
{
n1/2ψfull(W;θ)
}
and s(θ) = −∂E {ψfull(W;θ)} /∂θ,
respectively. Both of them are assumed to be positive definite in this paper. The Bartlett identity
refers to the equality, v(θ) = s(θ) for θ ∈ Θ, which holds for the case of ψ being the score function.
Under some regularity conditions (Song, 2007, Chapter 3), the estimating function ψfull(W;θ0) has
the following asymptotic normal distribution:
√
nψfull(W;θ0)
d→ N (0,v(θ0)) , as n→∞. (2)
It follows that
{
V
−1/2
n (θ0)
}
ψfull(W;θ0)
asy.∼ N (0, I), where Vn(θ) is the sample variance, Vn(θ) =
n−1
∑n
i=1 ψ(Wi;θ)ψ(Wi;θ)
T , a root-n consistent estimator of v(θ). Denote Vˆn = Vn(θˆfull). Under
the same regularity conditions, it is also known that the estimator θˆfull is asymptotically normally
distributed,
√
n
(
θˆfull − θ0
)
d→ N (0, j−1(θ0)) , as n→∞, (3)
where j(θ) = sT (θ)v−1(θ)s(θ) is the Godambe information matrix.
According to the definition of confidence distribution (Schweder and Hjort, 2002; Singh et al., 2005)
from the asymptotical normality in (2), in this paper we define a Rao-type confidence distribution
with respect to ψfull as follows:
HR(θ0)
def
= Φ
(
n1/2Vˆ −1/2n ψfull(W;θ0)
)
, (4)
where Φ is the p-variate normal cumulative distribution function with mean 0 and the identity variance
matrix. Clearly, asymptotically, HR(θ0) ∼ u1u2 · · ·up, with uj iid∼ Unif(0, 1), j = 1, . . . , p. Likewise,
from the asymptotic normality in (3), a Wald-type confidence distribution for θ0 is given by
HW (θ0)
def
= Φ
(
n1/2J1/2n (θˆfull)(θˆfull − θ0)
)
, (5)
where Jn(θ) = S
T
n (θ)V
−1
n (θ)Sn(θ) is the observed Godambe information matrix with Sn(θ) being
the observed sensitivity matrix, namely, Sn(θ) = −n−1
∑n
i=1 ψ˙(Wi;θ), provided that the estimating
function ψ(W ;θ) is differentiable. Again, HW (θ0) ∼ u1u2 · · ·up, asymptotically. In the current
literature, this type of Wald-CD (Liu et al., 2015; Xie and Singh, 2013) has been the choice of
confidence distribution considered in the setting of maximum likelihood estimation.
A question arises naturally: what is the relationship between Rao-CD and Wald-CD? An answer
may be drawn by an analysis resembling the classical comparison between Wald test and Score test
in the theory of hypothesis testing; see for example Engle (1984). From the definition of CD, both
Wald-CD, HW (θ0), and Rao-CD, HR(θ0), are distributional estimators for statistical inferences,
and they can be shown to be asymptotically equivalent for inference on θ0 (see Theorem 4 and
Lemma 1 in Appendix B.4). On the other hand, in comparison to Wald-CD, Rao-CD has the
following advantages. First, Rao-CD is invariant under one-to-one parameter transformation, say,
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λ = λ(θ), which leads to a different distribution function of parameter λ but an equivalent estimating
function (Godambe and Kale, 1991). Second, Rao-CD is favorable if calculation of the sensitivity
matrix, Sˆn, which is involved in Wald-CD, is analytically tedious or numerically unstable (Song et al.,
2005). Note that Rao-CD only requires calculation of the variability matrix, Vˆn. Third, as being the
most important advantage, Rao-CD provides a much more convenient theoretical framework than
Wald-CD to establish theoretical properties of the CD meta estimation, because we can shown that
it is connected to Hansen’s GMM in Section 3. Using this remarkable connection, we can provide
theoretical justifications for optimal efficiency and estimation robustness against contaminated data
of the CD meta estimator.
3. Rao-CD meta estimation from parallel datasets
3.1. Definition
In this section, we present the procedure of combining Rao-type confidence distributions to derive a
meta estimator for a common parameter θ of interest. Consider K parallel datasets W(1), . . . ,W(K),
each with nk observations, k = 1, . . . ,K. Assume these K sub-datasets are independently sampled
from K disjoint sets of subjects, and each of which is processed separately by the estimating equation
in (1), leading to estimators θˆk, k = 1, . . . ,K.
In a similar spirit to ideas given in Singh et al. (2005) and Liu et al. (2015), the cross-dataset
independence permits multiplication of the K Rao-type confidence distributions given by (4) with
respect to W(k), k = 1, . . . ,K . Specifically, we consider the density of Rao-type CD for the k-th
sub-dataset ψk sub by, subject to some asymptotically constant factors,
hR,k(θ; Vˆnk) ∝ φ
{
n
1/2
k Vˆ
−1/2
nk ψk sub(W
(k);θ)
}
,
where φ(·) is a p-variate normal density function with mean 0 and the identity variance matrix, and
Vˆnk = Vnk(θˆk). To proceed the CD approach, we take a product of these K confidence densities as
follows,
hcR(θ) =
K∏
k=1
hR,k(θ; Vˆnk). (6)
Moreover, we define a meta estimator of θ0 by θˆrcd = arg maxθ h
c
R(θ). We show in the next two
subsections 3.2-3.3 that this meta estimator θˆrcd in (6) has the following two important properties of
optimality, namely the Crowder’s optimality and the Hansen’s optimality in the context of generalized
method of moments estimator (GMM).
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3.2. Crowder’s optimality
Note that θˆrcd = arg maxθ
∑K
k=1 log hR,k(θ; Vˆnk), which is obtained as a solution of the following
estimating equation:
ΨR(θ)
def
= n−1/2
K∑
k=1
nkS
T
nk(θ)Vˆ
−1
nk ψk sub(W
(k);θ) = 0. (7)
Under some regularity conditions, Crowder (1987) showed that the optimal estimating function,
Ψ∗c(θ), in the Crowder’s class of estimating functions, Gc = {Ψc(θ)} of the following forms,
Ψc(θ) = n
−1/2
K∑
k=1
nkCk(θ)ψk sub(W
(k);θ),
is the one with C∗k(θ) = s
T
k (θ)v
−1
k (θ), where sk and vk are the sensitivity and variability matrices
of ψk sub with sub-dataset W
(k). Also see Theorem 3.13 in Song (2007). The following proposition
shows that the estimating function ΨR(θ) in (7) is asymptotically equivalent to the Crowder’s optimal
estimating function Ψ∗c(θ) = n−1/2
∑K
k=1 nkC
∗
k(θ)ψk sub(W
(k);θ) at θ = θ0.
Proposition 1. Under regularity conditions (C1)-(C3) and (C4.0) in Appendix A, if K = O(n1/2−δ)
with some δ ∈ (0, 1/2], we have the l2-norm of ΨR(θ0) − Ψ∗c(θ0) asymptotically converges to 0; that
is, ‖ΨR(θ0)−Ψ∗c(θ0)‖2 = op(1) as mink nk →∞.
The proof of proposition 1 is given in Appendix B.3. Proposition 1 indicates that ΨR(θ) in (7) is
asymptotically the optimal estimating function, in the sense that the resulting meta estimator θˆrcd
has the largest Godambe information among those obtained with Ψc(θ) ∈ Gc.
3.3. Hansen’s optimality
Since hcR(θ) ∝ exp
{
−∑Kk=1 nk2 ψk sub(W(k);θ)T Vˆ −1nk ψk sub(W(k);θ)}, it is interesting to see that the
Rao-CD estimator θˆrcd = arg maxθ h
c
R(θ) is equivalent to minimizing the following quadratic function,
θˆrcd = arg min
θ
{
ψn(W;θ)
T Vˆ−1n ψn(W;θ)
}
, (8)
where ψn(W;θ) =
{√
n1ψ1 sub(W
(1);θ), . . . ,
√
nkψK sub(W
(K);θ)
}T
is an extended vector of es-
timating functions, each based on one sub-dataset, and Vˆn = block-diag
{
Vˆn1 , . . . , VˆnK
}
. Here
ψn(W;θ) is an over-identified estimating function in the sense that its dimension is bigger than
the dimension of θ. Because of the independent sampling across the K sub-datasets, the variance
of ψn(W;θ) will be block-diagonal, and Vˆn is a consistent estimator of its variance. According to
Hansen (1982), expression (8) presents a form of GMM. Thus, it is known from the classical theory
of GMM that under some regularity conditions, our proposed meta estimator θˆrcd has the smallest
asymptotic variance among those meta estimators θˆmeta given by the following forms:
θˆmeta = θˆmeta(Cn) = arg min
θ
{
ψn(W;θ)
TCnψn(W;θ)
}
,
10 ZHOU & SONG
where Cn is a certain weighting matrix from, say, the class of semi-positive definite matrices. Expres-
sion (8) provides a convenient theoretical framework for the development of large-sample properties
for the proposed meta estimator θˆrcd, as many established theorems and properties for the GMM
may be applied here.
On the other hand, based on the asymptotic normality of estimators θˆk, k = 1, . . . ,K, the Wald-
CD meta estimator takes the following form,
θˆwcd = arg min
θ
{
K∑
k=1
nk(θˆk − θ)T SˆTnkVˆ −1nk Sˆnk(θˆk − θ)
}
, (9)
which is obtained using a product of the Wald-type confidence distributions in (5), where Sˆnk
def
=
Snk(θˆk) is the estimated sensitivity matrix. Applying similar arguments established in the classical
theory of hypothesis testing for a comparison between Rao’s score test and Wald’s test, we can show
that θˆrcd in (8) and θˆwcd in (9) are indeed asymptotically equivalent under some smooth conditions
of estimating function ψ such as condition (C4.2) in Appendix A. See Theorem 4 for the details.
4. Large sample properties
4.1. Consistency and asymptotic normality
We establish the consistency and asymptotic normality of θˆrcd in Theorems 1-3, respectively. All
proofs of these theorems are given in Appendices B.1 and B.2. Without loss of generality, we assume
m = min{nk}, k = 1, · · · ,K, throughout the rest of this paper, whenever applicable.
Theorem 1. Under regularity conditions (C1-C3) and (C4.0) given in Appendix A and the ho-
mogeneity of parameters θk0 = θ0, k = 1, · · · ,K, meta estimator θˆrcd is consistent, namely,
θˆrcd
p→ θ0, as m→∞.
Theorem 2. Under the same conditions of Theorem 1 and an additional condition (C4.1), meta
estimator θˆrcd is asymptotically normally distributed, namely,
√
n
(
θˆrcd − θ0
)
d→ N (0, j−1cd (θ0)) , as m→∞,
where jcd(θ0) = limm→∞
(∑K
k=1 nkjk(θ0)/n
)
.
Note that according to the definition of m, we have n =
∑K
k=1 nk > Km. Thus n → ∞ as m → ∞.
It follows from Theorem 2 that the convergence rate of θˆrcd is of order n
−1/2, not of order m−1/2.
This presents an important difference from subsampling strategy (Mahoney, 2011; Ma et al., 2015),
in which the asymptotic convergence rate of their estimators is usually of an order given by the
subsample size.
In practice, when the number of computing nodes in parallelization increases, i.e., K → ∞, the
following Theorem 3 shows the asymptotic properties of the proposed Rao-CD meta estimator θˆrcd.
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Theorem 3. For K = O(n1/2−δ) with some positive constant δ < 1/2,
(a) under the same conditions of Theorem 1, the estimation consistency for θˆrcd given in Theorem 1
remains true;
(b) moreover, under the same conditions of Theorem 2, the asymptotic normality in Theorem 2
holds for θˆrcd with the information matrix jcd(θ0) = limK→∞ limm→∞
(∑K
k=1 nkjk(θ0)/n
)
.
Remark 1. In the case where each sub-dataset has the same size, i.e., nk ≡ m, k = 1, . . . ,K, it
is easy to obtain that in Theorem 3 under δ < 0.5, together with Theorem 1 and Theorem 2 under
δ = 0.5 or K = O(1), K = O
(
m(1−2δ)/(1+2δ)
)
for δ ∈ (0, 0.5] . Lin and Xi (2011) derived the
asymptotic distribution for a quasi-likelihood estimator under the assumption that K = O(mγ) for
a positive constant γ < min {1− 2α, 4α− 1} with α ∈ (1/4, 1/2), which is much narrower than the
range given in Theorem 3.
4.2. Asymptotic efficiency
In this section, we first present the asymptotic equivalency of the two types of CD estimators, θˆrcd
and θˆwcd, in Theorem 4. This theorem provides the theoretical basis for a fast algorithm to implement
θˆrcd in Section 5. Then we discuss the issue between θˆrcd and θˆfull in Theorem 5. The proofs of
Theorems 4 and 5 are given in Appendices B.4 and B.6, respectively.
Theorem 4. If conditions (C1)-(C3) and (C4.2) hold, we have
‖θˆrcd − θˆwcd‖2 = Op(Kn−1).
Remark 2. Conditions (C4.0), (C4.1) and (C4.2) are weaker conditions than the typical smooth-
ness assumptions adopted in the theory of the estimating functions (i.e., twice continuously differen-
tiable). These conditions (C4.0), (C4.1) and (C4.2) have also been considered in Pakes and Pollard
(1989), Newey and McFadden (1994), among others. In other words, these conditions automatically
hold when estimating function ψ is twice continuously differentiable.
Remark 3. According to Theorem 4, the asymptotic equivalency between θˆrcd and θˆwcd is ac-
curate up to the second order Op(n
−1) under fixed K. When K increases, under the condition
K = O(n1/2−δ), δ ∈ (0, 0.5) in Theorem 3, the resulting order of asymptotic equivalency becomes
Op(n
−1/2−δ), slightly slower than the rate n−1.
Theorems 3 and 4 establish the estimation consistency and asymptotic normality of both Rao-
CD and Wald-CD meta estimators as K → ∞. These important theoretical properties are useful
to implement these meta estimators in the MapReduce paradigm. With no surprise, the number
of parallel datasets, K, cannot increases at an arbitrarily fast rate as the information attrition can
affect the quality of estimation within each sub-dataset. Intuitively, ensuring the goodness of fit for
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individual estimator is of the first importance in order to yield a desirable meta estimator. Technically,
it is attributed to the fact that the estimation bias for a sub-dataset is at order of Op(n
−1
k ), which
does not vanish over the data aggregation relatively to the variance of the resultant meta estimator.
In other words, the proposed combination procedure helps improve the order of the variance to the
parametric rate Op(n
−1/2), whereas the order of the estimation bias remains the same at the rate of
sub-dataset size. Consequently, an increase in the number of computing nodes K should be controlled
in such a way that the estimation bias is ignorable relative to the variance of the meta estimator.
From a theoretical point of view, one of the directions to improve is through de-biased methods (e.g.,
Firth, 1993; Cordeiro and McCullagh, 1991), which may permit K increases to infinity at a faster
rate than what has been obtained in this paper. However, from a practical point of view, allocating
the number of CPUs is constrained by budget and available computing sources, and thus it is not
necessary to let K diverge at an arbitrary rate.
We now turn to the asymptotic efficiency of θˆrcd relative to that of θˆfull, which is the estimator
obtained by processing the entire data once from the following estimating equation, where MapReduce
strategy is not used; that is, θˆfull satisfies
ψfull(W; θˆfull)
def
= n−1
K∑
k=1
nkψk sub(W
(k); θˆfull) = 0. (10)
The standard theory of estimation functions claims that under the same conditions of Theorem 2, we
have both estimation consistency and asymptotic normality,
θˆfull
p→ θ0, and
√
n
(
θˆfull − θ0
)
d→ N (0, j−1(θ0)) , as n→∞,
where Godambe information j(θ) = sT (θ)v−1(θ)s(θ), with sensitivity matrix s(θ) = E {Sn(θ)}, and
variability matrix v(θ) = Var {√nψfull(W;θ)}.
It is interesting to note that the root of equation (10), θˆfull, may be regarded as a minimizer of
the following quadratic estimation function:
θˆfull = arg min
θ
{
ψn(W;θ)
TS−1n (θ)ψn(W;θ)
}
, (11)
where Sn(θ) = block-diag {Sn1(θ), . . . ,SnK (θ)} and ψn(W;θ) is the extended vector of estimating
functions defined in Section 3. The method given in (11) is quite similar to the so-called aggregated
estimation equation (AEE) proposed by Lin and Xi (2011); that is,
θˆAEE = arg min
θ
{
ψn(W;θ)
T Sˆ−1n ψn(W;θ)
}
,
where Sˆn = block-diag
{
Sˆn1 , . . . , SˆnK
}
is a consistent estimator of Sn(θ). Hence, θˆAEE and θˆfull may
be different numerically under finite samples, but they have the same asymptotic distribution.
We gain two important insights by comparing expressions (8) and (11) in terms of the two types
of weighting matrices, Vˆ−1n versus Sˆ−1n , leading to θˆrcd (asymptotically equivalent to θˆwcd) and θˆAEE
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(asymptotically equivalent to θˆfull), respectively. Note that Vn and Sn are different in general in the
context of estimating functions. Because of such weighting differences, according to Hansen’s theory
of GMM, θˆrcd (or θˆwcd) will be asymptotically more efficient than θˆAEE (or θˆfull). This insight is
summarized in Theorem 5 below.
Theorem 5. Under the same conditions of Theorem 2, we have the following inequality of Go-
dambe information,
jcd(θ0) ≥ j(θ0),
where the equality holds if and only if the Bartlett identity holds for estimating function ψ(·)(e.g. ψ
being the score function), sk(θ0) ≡ vk(θ0), k = 1, . . . ,K; or there exists a homogeneous asymptotic
godambe information across all K sub-datasets, i.e., j1(θ0) ≡ j2(θ0) ≡ · · · ≡ jK(θ0).
Theorem 5 indicates the Rao-CD meta estimator θˆrcd is asymptotically at least as efficient as
the one-time estimator, θˆfull, when the same estimating method is applied with individual sub-
datasets in the MapReduce paradigm and with the entire data once in a “God-made” computer. If
the homogeneity of information matrices across individual sub-datasets is violated, θˆrcd will produce
better efficiency than the θˆfull. The result is somewhat counter-intuitive; but it always occurs in actual
data analysis, where with finite samples one would yield unequal empirical information matrices Vˆnk
and Sˆnk . This efficiency improvement is actually rooted in the fact that the way of weighting in (8)
is optimal (Hansen, 1982), and thus, better than that in (11). Similar results are also found in Zeng
and Lin (2015) under random effects models, and in Hu and Kalbfleisch (2000), who pointed out
that the studentized estimating function bootstrap is second-order accurate in comparison to the first
order approximation of the estimating function bootstrap. When the estimating function is the score
function, the same result has already been found in Lin and Zeng (2010) and Liu et al. (2015) for the
maximum likelihood estimation.
Another important property of the Rao-CD meta estimation concerns estimation robustness
against data contamination. Note that the variance-based weighting scheme in (8) creates an au-
tomatic down-weighting for any data cases associated with large residual values in the estimation
procedure; see Qu and Song (2004); Preisser and Qaqish (1999); Hampel et al. (2011), among others.
This down-weighting mechanism makes the Rao-CD meta estimation more robust than the one-time
estimator, θˆfull, obtained from (10) or (11). For the Wald-CD meta estimator in (9), this weighting
scheme takes approximately a form of the variance of (θˆk−θ)T Sˆnk , hence the robustness of the Rao-
CD meta estimator is also shared with the Wald-CD meta estimator. In addition to the automatic
down-weighting scheme in the Rao-CD meta estimation approach, data split actually allocates out-
liers into some of the sub-datasets, affecting potentially a few θˆk’s in those sub-datasets that contain
outliers. This dilution of influential cases via the data division adds another layer of protection for
the Rao-CD meta estimation in addition to the down-weighting mechanism, which ensures greater
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robustness of the CD-based estimation and inference against contaminated data cases. In section 7,
we will use simulation study to illustrate the robustness of the Rao-CD meta estimation approach.
5. Implementation
It follows immediately from the definition of the Wald-CD meta estimator in (9) that θˆwcd at the
Reduce-step based on K mapped sub-datasets is given by
θˆwcd =
{
K∑
k=1
nkSˆ
T
nkVˆ
−1
nk Sˆnk
}−1{ K∑
k=1
nkSˆ
T
nkVˆ
−1
nk Sˆnk θˆk
}
. (12)
This closed-form expression of θˆwcd in (12) only involves summary statistics (Sˆnk , Vˆ
−1
nk , θˆk), k =
1, . . . ,K, that are calculated separately in the Map-step on individual computing nodes. Apparently,
(12) presents a scalable parallel calculation with no need of loading the entire data into a common
server, and thus reduces considerable amount of computation time. Note that the AEE estimator
θˆAEE can also be implemented similarly in this scalable MapReduce framework.
The proposed Rao-CD meta estimation in (7) may be implemented by the Newton-Raphson it-
erative algorithm. To do so, taking the second-order Taylor expansion of (7) around the θˆwcd, we
have
θˆrcd ≈ θˆwcd +
{
K∑
k=1
nkS
T
nk(θˆwcd)Vˆ
−1
nk Snk(θˆwcd)
}−1
×
[
K∑
k=1
nkS
T
nk(θˆwcd)Vˆ
−1
nk
{
ψk sub(W
(k); θˆwcd)− ψk sub(W(k); θˆk)
}]
≈ θˆwcd −
{
K∑
k=1
nkS
T
nk(θˆwcd)Vˆ
−1
nk Snk(θˆwcd)
}−1{ K∑
k=1
nkS
T
nk(θˆk)Vˆ
−1
nk Snk(θˆk)
(
θˆwcd − θˆk
)}
.
It is interesting to note that the second factor in the second term of the above expression equals to
zero because the expression of θˆwcd in (12). These two types of CD meta estimators are numerically
very close to each other, where θˆrcd may be regarded as a solution obtained by a one-step Newton-
Raphson update from the θˆwcd in (12). The associated approximation error between them is explicitly
gauged in Theorem 4, with the theoretical order of error being Op(Kn
−1), which supports the above
numerical approximation. This point of view is particularly appealing for big data computation with
large n.
To establish statistical inference, we propose to estimate the variance of θˆrcd by its empirical
asymptotic variance, namely, Vˆar(θˆrcd) = J
−1
n (θˆrcd), with Jn(θˆrcd)
def
= n−1
∑K
k=1 nkJnk(θˆrcd), where
Jnk(θ) = S
T
nk(θ)V
−1
nk (θ)Snk(θ). In the MapReduce paradigm, to avoid using the entire data, we
propose to approximate Jn(θˆrcd) by the following estimate:
Jan(θˆ1, . . . , θˆK) = n
−1
K∑
k=1
nkJnk(θˆk), (13)
CIF 15
where Jnk(θˆk) is the empirical Godambe information matrix of θˆk obtained in the Map-step on a
single computing node. The following theorem provides a theoretical assessment of the approximation
error incurred by the estimate in (13).
Theorem 6. Under conditions (C1)-(C3) and (C4.1), we have
Jan(θˆ1, . . . , θˆK) = jcd(θ0) +Op(n
−1/2 +Kn−1). (14)
The proof of Theorem 6 is given in Appendix B.5. Theorems 4 and 6 suggest that for big data
computation with very large n, the two types of meta CD estimators θˆrcd and θˆwcd are numeri-
cally very close to each other in terms of both point estimation and statistical inference. However,
it is worth pointing out that the Rao-CD approach presents a much more appealing theoretical
framework to establish and interpret theoretical properties, and more importantly, carry out rele-
vant analytic justification. We have implement the proposed Rao-CD and Wald-CD meta estimation
methods in the Hadoop programming framework using Python language. The code has been ap-
plied to conduct simulation studies and real data analyses. The software is available for download at
http://www.umich.edu/∼songlab/software.html#RCD.
6. Several examples
The Rao-CD approach is applicable to a wide range of important statistical models. Here we present
three representatives that are of great popularity in practice.
6.1. Quantile regression
Denote regression data by W = (Y,X), where Y is the outcome and X is a vector of regressors. Let
the conditional distribution function of variable Y given X be FY |X(y), and let the τth quantile of
Y | X be QY |X(τ) = F−1Y |X(τ) = inf{y : FY |X(y) ≥ τ}, τ ∈ (0, 1). According to Koenker (2005), a
quantile regression model takes a form of
QY |X(τ) = XTθ0.
Now applying the MapReduce paradigm, one may divide the data into K sub-datasets and use
the following estimating function to estimate parameter θ with the kth sub-dataset at one computing
node:
ψk sub(W
(k);θ) = n−1k
nk∑
i=1
Xk,i
{
I(yk,i −XTk,iθ ≤ 0)− τ
}
, k = 1, . . . ,K,
where I(·) is the indicator function. For a solution of the above equation θˆk satisfying ψk sub(W(k); θˆk) =
0, the standard theory of quantile regression (Koenker, 2005) establishes the following asymptotic
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distributions, under some regularity conditions,
√
nkψk sub(W
(k);θ0)
d→ N (0, τ(1− τ)vk(θ0)) , as nk →∞,
√
nk
{
θˆk − θ0
}
d→ N
(
0, τ(1− τ){s−1k (θ0)}T vk(θ0)s−1k (θ0)) , as nk →∞,
where vk(θ0) = Eθ0(Xk,iX
T
k,i), and sk(θ0) = Eθ0
{
Xk,iX
T
k,ifY |X(X
T
k,iθ0)
}
. It follows from (8) that
the Rao-CD meta estimator is given by:
θˆrcd = arg min
θ
K∑
k=1
nkψ
T
k sub(W
(k);θ)Vˆ −1nk ψk sub(W
(k);θ), (15)
with Vˆnk = n
−1
k
∑nk
i=1Xk,iX
T
k,i, independent of θˆk. Also, by (9), the Wald-CD meta estimator is
obtained as,
θˆwcd = arg min
θ
K∑
k=1
nk(θˆk − θ)T SˆTnkVˆ −1nk Sˆnk(θˆk − θ),
where the empirical sensitivity matrix Snk(θ) involves estimation of unknown density fY |X . Estimat-
ing fY |X(·) may be tedious and unstable when nk is not large. From this perspective, the Rao-CD
meta estimator θˆrcd may be numerically more stable than the Wald-CD meta estimator θˆwcd in cases
where the density fY |X is hard to estimate. Although directly minimizing the quadratic term (15) is
in favor of numerical stability, it is prohibited in the MapReduce framework as the direct optimization
in (15) requires reloading the entire data. Alternatively, the Apache Spark platform (Zaharia et al.,
2010) may be used to overcome the challenge of implementation as Spark provides a more flexible
management of data reloading. This is beyond the scope of this paper. When the size of each sub-
dataset is set large enough under which the density fY |X is well estimated, we may use the one-step
updating strategy given in Section 5, where a completely parallelized calculation gives rise to a fast
and simple implementation. Some numerical results are shown in Section 7 for the advantage of this
parallelized computing scheme.
6.2. Generalized estimation equation
Consider longitudinal data W = {Wi = (yi,xi), i = 1, · · · , n} consisting of n independent realizations
Wi, i = 1, . . . , n, with subject i being observed repeatedly at li times. In the literature of longitudinal
analysis, generalized estimating equation (GEE), proposed by Liang and Zeger (1986), is one of
the most widely used methods, which is a quasi-likelihood approach based only on the first two
moments of the data distribution. Denote the first two conditional moments of Y given X = x
by E(Y | X = xi) = µ(xi;θ) =
[
g(xTi,1θ), . . . , g(x
T
i,li
θ)
]T
, and cov(Y | X = xi) = σ2Σi(θ,ρ) =
σ2G(xi;θ)
1/2R(ρ)G(xi;θ)
1/2, where g(·) is a known link function, σ2 > 0 is the dispersion parameter,
G(xi;θ) = diag
[
V {g(xTi,1θ)}, . . . , V {g(xTi,liθ)}
]
is a diagonal matrix with V (·) being a known variance
function, and R(ρ) is a working correlation matrix, which is fully characterized by a correlation
parameter vector ρ. In the MapReduce paradigm, to estimate the parameter of interest, θ, the
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following GEE for the kth sub-dataset is used:
ψk sub(W
(k);θ,ρ) = n−1k
nk∑
i=1
σ−2xk,iDk,i(θ)Σ−1k,i (θ,ρ) {yk,i − µ(xk,i;θ)} = 0, (16)
where xk,i = (xk,i1,xk,i2, . . . ,xk,ili)
T , Dk,i(θ) = diag
{
g˙(xTk,i1θ), . . . , g˙(x
T
k,ili
θ)
}
, and Σk,i(θ,ρ) =
Gk,i(θ)
1/2Rk,i(ρ)Gk,i(θ)
1/2, with Gk,i(θ) = diag
[
V {g(xTk,i1θ)} , . . . , V {g(xTk,iliθ)}
]
. In addition, the
empirical sensitivity and variability matrices are given by
Snk(θ;ρ) = n
−1
k
nk∑
i=1
xk,iDk,i(θ)Σ
−1
k,i (θ,ρ)Dk,i(θ)x
T
k,i,
Vnk(θ;ρ) = n
−1
k
nk∑
i=1
xk,iDk,i(θ)Σ
−1
k,i (θ,ρ) {yk,i − µ(xk,i;θ)} {yk,i − µ(xk,i;θ)}T Σ−1k,i (θ,ρ)Dk,i(θ)xTk,i.
Note that in the GEE, both information matrices above are easy to be evaluated numerically, the
implementation in the Reduce-step proposed in Section 5 is straightforward through the following
one-step updating procedure:
θˆrcd =
{
K∑
k=1
nkS
T
nk(θˆk; ρˆk)V
−1
nk (θˆk; ρˆk)Snk(θˆk; ρˆk)
}−1{ K∑
k=1
nkS
T
nk(θˆk; ρˆk)V
−1
nk (θˆk; ρˆk)Snk(θˆk; ρˆk)θˆk
}
,
where θˆk and ρˆk are obtained by the standard GEE software, such as the R package geepack and the
Python package Statsmodels, at each individual computing node in the operation of the Map-step.
Note that in the above calculation, the nuisance parameter ρ is estimated separately with respec-
tive to sub-datasets, ρˆk, k = 1, . . . ,K. In other words, even if a common working correlation struc-
ture R(ρ) is assumed for the entire data, the implementation by the MapReduce scheme gives rise
to heterogeneous estimates of the correlation structure. This implies higher variation in Vnk(θˆk; ρˆk),
leading to a stronger locally varying weighting scheme across sub-datasets. Consequently, from the
point view of GMM, the objective function of the CD meta estimation method (8) appears to have
lower variability than the full data based objective function in (11). Similar findings are reported in
the literature of the inverse probability weighting (IPW) method for missing data analysis, where the
weight matrix may be estimated nonparametrically (NPIPW), or parametrically (PIPW), or being
fixed (FIPW). According to Chen et al. (2015), the estimator from NPIPW has shown to have the
least variance among the three methods.
6.3. Survival data analysis
In the Cox proportional hazards model (Cox, 1972, 1975), the hazard function λ(t) is specified as
λ(t) = λ0(t) exp(X
Tθ), where λ0(t) is an unknown baseline hazard function. The method of the
partial likelihood is known to provide an efficient estimation of regression parameter, θ. With the
kth sub-dataset W(k) = {(δk,i, Tk,i,Xk,i) : i = 1, . . . , nk}, the partial score for θ is given as follows:
ψk sub(W
(k);θ) = n−1k
nk∑
i=1
δk,i
{
xk,i −
∑nk
j=1 I(Tk,j ≥ Tk,i) exp(xTk,jθ)xk,j∑nk
j=1 I(Tk,j ≥ Tk,i) exp(xTk,jθ)
}
,
18 ZHOU & SONG
where δk,i is the indicator of failure time Tk,i being observed (δk,i = 1) or censored (δk,i = 0), and
Tk,i = min(Tk,i, Ck,i) with Ck,i being the censoring time. Denote θˆk as the partial likelihood estimator
that satisfies ψk sub(W
(k); θˆk) = 0, k = 1, . . . ,K. By (8) and (9), the Rao-CD and Wald-CD meta
estimators θˆrcd and θˆwcd are, respectively, the solutions of the following estimating equations:
ΨR(θ) = n
−1/2
K∑
k=1
nkS
T
nk(θ)Vˆ
−1
nk ψk sub(W
(k);θ) = 0,
ΨW (θ) = n
−1/2
K∑
k=1
nkSˆ
T
nkVˆ
−1
nk Sˆnk(θˆk − θ) = 0,
where Snk(θ) = −ψ˙k sub(θ) and Vnk(θ) = n−1k
∑nk
i=1 δk,i
{
xk,i −
∑nk
j=1 I(Tk,j≥Tk,i) exp(xTk,jθ)xk,j∑nk
j=1 I(Tk,j≥Tk,i) exp(xTk,jθ)
}⊗2
, and
Vˆnk = Vnk(θˆk). Since the estimating function ΨR(θ) above has continuous second-order derivatives
with respect to θ, θˆrcd and θˆwcd are close to each other at an order of Op(Kn
−1), making the
implementation of the one-step updating scheme for θˆrcd very straightforward. Numerically, when n
is large, the difference between θˆrcd and θˆwcd is ignorable.
One possible technical issue for fitting the Cox model in the MapReduce paradigm pertains to
the baseline hazard function λ0(t). Though λ0(t) is not necessary to be estimated in the above
partial likelihood method with individual sub-datasets, the implicit assumption concerning the actual
parameter space differs between the parallel CD estimation θˆrcd and the full data estimation θˆfull.
The former assumes different baseline hazard, λ0,k(t), k = 1, . . . ,K, whereas the latter assumes a
common baseline hazard λ0(t). This implies that the non-parallel full-data estimator θˆfull is subject
to more restrictions regarding the homogeneity on the baseline hazard function in comparison to the
parallel CD approach. Some consequences of this difference include: (a) the CD estimator θˆrcd tends
to produce a slightly larger estimation variance compared to that of the full-data estimator θˆfull; and
(b) the full-data estimator θˆfull would be biased if the actual baseline functions were different across
sub-datasets, for example, in multiple cohort studies. In addition, according to Theorem 5, when
individual sub-datasets share the same baseline hazard, say, λ0(t), the Rao-CD meta estimation also
provides an asymptotically efficient estimator of θ.
7. Simulation experiments
We now conduct simulation experiments to assess the performance of the proposed CD meta esti-
mation method in the following aspects: (i) validity of inference in connection to Theorem 2 and
Theorem 6; (ii) scalability via parallel computation; (iii) efficiency in connection to Theorem 5; (iv)
robustness against contaminated data and/or certain model heterogeneity; and (v) computational
stability in connection to the one-step updating procedure given in Section 5. We consider three
classes of models, including quantile regression model, longitudinal GEE model, and Cox propor-
tional hazards model. To avoid redundancy, we focus our evaluations on some of these five domains
in each of these models, in order to control the length of this section.
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7.1. Quantile regression
In this subsection, the evaluation concerns three aspects (i), (iii) and (v). For (i), the validity of
inference is examined in connection to the asymptotics of Theorem 2 and the estimation of the meta
variance in Theorem 6. For (iii), we further examine statistical power by comparing the CD estimators
θˆrcd and θˆwcd with θˆfull. For (v), the assessment is focused on the one-step updating procedure in
Section 5 as to whether the approximation error affects inference or not. Data are simulated from the
following settings. Covariates X, consisting of X1, . . . ,X9, are generated from a multivariate normal
distribution with mean 0, identical marginal variance 1, and the compound symmetric correlation
structure with ρ = 0.5. The response Yi is generated from a linear model Yi = θ0 + X
T
i θ + εi,
with θ0 = 1, θ = (θ1, . . . , θ9)
T = (1, · · · , 1)T and εi i.i.d.∼ N(0, 1), i = 1, . . . , n. Clearly, for any
given percentile τ , the conditional quantile is given by QY |X(τ) = θ0 + Φ−1(τ) +XTθ, where Φ(·)
is the standard normal cumulative distribution function with mean 0 and variance 1 and Φ−1(·) is
its quantile function. Here, we set τ = 0.5 (i.e. median). We consider meta data consisting of
K = 20 sub-datasets with an equal data size of m = 500, 1000, 2000, 5000. In the evaluation, we
calculate the absolute value of bias (ABIAS), empirical standard error over 500 replications (ESE),
average asymptotic standard error (ASE), and 95% coverage probability (CP) based on relevant
respective asymptotic formulas. The simulation results are summarized in Table 1 over 500 rounds
of simulations, where three regression coefficients θ4, θ6 and θ9 of the nine coefficients are arbitrarily
chosen to be included due to the limitation of space. For the other 6 parameters, the results are
similar. In addition, we calculate the average relative efficiency (ARE) as well as the proportion of
the relative efficiency (PRE) less than 1 for the meta estimators θˆrcd or θˆwcd with respect to θˆfull.
Note that when two types of methods are equally efficient, the ARE and the “PRE < 1” should be
1 and 50%, respectively.
For the assessment of inference validity, it is evident that the ASE and the corresponding ESE
are very comparable in all cases for the Rao-CD estimation, and thus the use of the asymptotic
covariance matrix derived in Theorem 2 and its implementation in Theorem 6 are reasonable, at
least in the current simulation model. To evaluate computation stability for the one-step updating
scheme, from Table 1 we see that as m increases up to 2000 or larger, the coverage probabilities
given by both Rao-CD and Wald-CD methods become very close to each other, both being near the
nominal level of 95%. This confirms that the approximation error vanishes as n → ∞, as shown in
Theorem 4. However, when the size of sub-dataset is 1000 or less, the coverage probability by the
Wald-CD is worse than that by the Rao-CD, the former being more distance below the nominal level
95%. These numerical results indicate that the Rao-CD approach appears more reliable than the
Wald-CD approach when the individual sub-dataset size is not large. To examine relative efficiencies,
we see that both AREs of θˆrcd and θˆwcd to θˆfull increase from 0.89 to 0.98 as m increases, and the
values of “PRE < 1” decrease from 99.6% to 88%. Clearly, Table 1 suggests that the meta estimators
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θˆrcd and θˆwcd are more efficient than θˆfull, and that as m → ∞, the difference tends to disappear,
confirming the result of Theorem 5.
[Table 1 about here.]
7.2. Longitudinal GEE model
This subsection focuses on a comprehensive evaluation of the CD methods in the context of longitu-
dinal GEE regression analysis, including two major scenarios. Scenario A is designed to evaluate (i)
the validity of inference, (ii) scalability, (iii) efficiency, and (v) computational stability, where data are
generated from a certain correlation structure. Scenario B is designed to demonstrate the robustness
of the Rao-CD estimator against contaminated data or heterogeneous correlation structures; this is
an important aspect (iv), regarding the advantage of the CD meta estimation. The estimation results
from the Rao-CD method are compared in both scenarios with those obtained from the AEE method
(Lin and Xi, 2011), denoted by θˆAEE , and full-data estimator obtained by processing the entire data
once, θˆfull.
Scenario A. We consider a linear model yk,ij = θ0 + xk,ijθ1 + εk,ij , i = 1, . . . , nk, j = 1, . . . , l,
where θ = (θ0, θ1)
T = (1/3, 1/2)T , xk,ij ∼ N(0, 1), and εk,i = (εk,i1, . . . , εk,il)T i.i.d.∼ N
(
0, σ2RAR(ρ)
)
,
with RAR(ρ) being an AR-1 correlation matrix whose (i, j)
th element is ρ|i−j|. The size of the entire
data is fixed at n = 100 000, and the number of parallel datasets is set at K = 5, 20, 50, 100, 200,
respectively, corresponding to the size of sub-dataset equal to 20 000, 5000, 2000, 1000 and 500. For
the kth sub-dataset, estimating equation, n−1k
∑nk
i=1 x
T
k,iR
−1
AR(ρ) (yk,i − xk,iθ) = 0, is used to estimate
θ, where yk,i = (yk,i1, . . . , yk,il)
T , and xk,i = (xk,i1, . . . ,xk,il)
T , with xk,ij = (1, xk,ij)
T , j = 1, . . . , l.
The correlation parameter ρ is consistently estimated by a method of moments suggested by Liang
and Zeger (1986).
Set ρ ∈ {0, 0.5, 0.8}. Note that since the true AR-1 correlation structure is used, the resulting GEE
estimator θˆk is fully efficient for each sub-dataset. The results of summary statistics over 500 rounds
of simulations are reported in Table 2, including ABIAS, ASE, CP, ARE and “PRE < 1”. Clearly, the
CP by the Rao-CD method is close to the nominal 95% level. This, together with the fact that ESE
and ASE are comparable, provides numerical evidence for the validity of the asymptotic formulas in
Theorems 2 and 3 as well as the one-step updating scheme given in Section 5. With no surprise, the
ARE of θˆrcd to θˆfull or the ARE of θˆAEE to θˆfull is around 1 because the score function is used as
the estimating function, confirming the result of efficiency equality shown in Theorem 5. However,
both AREs decrease slightly as the size of sub-dataset, m, decreases. It is interesting to notice that
although the ARE of θˆrcd to θˆfull is close to 1, the “PRE < 1” is nearly 100%, instead of 50%,
indicating that variance of θˆrcd is always smaller than that of θˆfull. This is because the correlation
parameter ρ is estimated in each sub-dataset, and such local estimate instead of a global estimate,
appears to reduce variability in the CD method as pointed out in subsection 6.2. In contrast, the
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“PRE < 1” of θˆAEE to θˆfull has an opposite direction; it decreases as the magnitude of ρ increases
from 0 to 0.8. This indicates that using the sensitivity matrix in the weighting scheme for θˆAEE fails
to pick up heterogeneous correlations effectively to lower down variability of the AEE estimation.
Figure 2 displays a comparison of computation time between the Rao-CD θˆrcd and the full-data
estimator θˆfull as n increases, while holding m fixed at m = 2000 and 5000. We see that the
computational burden increases sharply for the full-data estimation θˆfull as n increases, whereas the
computation time for the Rao-CD meta estimator θˆrcd remains almost unchanged and very low, which
clearly demonstrates the scalability of the proposed CD estimation methods. Computation time for
θˆfull with n = 10
7 is not reported because the related computation exceeds the maximum memory
limit allowed on the high performance Linux cluster used in our simulation study.
[Table 2 about here.]
[Fig. 2 about here.]
Scenario B. To demonstrate the robustness of the Rao-CD estimation method, we first consider
the case of data contamination. Under the same GEE model as given in Scenario A with a fixed
ρ = 0.5, we generate contaminated data cases as follows: one outlier in one subject’s response vector
is introduced by using 100yk,ij , where yk,ij is a randomly selected data point from the vector of
repeated measurements for subject i. The proportions of contaminated subjects are chosen to be
0.1% (denoted as P1) and 0.2% (denoted as P2). Two schemes of outlier allocations are considered:
(i) Random allocation refers to the case where subjects with outliers appear randomly in any of K
sub-datasets; and (ii) fixed allocation corresponds to the case where subjects with outliers enter only
one chosen sub-dataset. The size of entire data is set at n = 2000 and 10000. The results of summary
statistics over 500 replications are reported in Table 3, with the following highlights.
• ABIAS, ESE and ASE of θˆfull or θˆAEE are 2 to 3 times larger than those of θˆrcd; the latter
estimator appears remarkably stable and robust.
• When the size of entire data is moderate like n = 2000 (the bottom block of Table 3), light data
contamination (P1) has minor effects on all the three estimation methods in terms of coverage
probability. Coverage probabilities given by θˆfull or θˆAEE are slightly over 95% due to their
wider confidence intervals caused by larger ASEs. In contrast, the coverage probabilities given
by the proposed Rao-CD method appear reasonably close to 95%.
• As the sample size increases, say, n = 10000 (the top block of Table 3), where more outliers are
present in the data, the coverage probabilities by θˆrcd remain robustly close to 95%; in contrast,
the coverage probabilities by θˆfull and θˆAEE decrease to 88% and 70% corresponding to the
cases of 0.1% and 0.2% subjects with outliers, respectively. The main reason for such poor
coverages is rooted in the fact that both θˆfull and θˆAEE suffer severely nonignorable estimation
biases caused by outliers.
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In summary, the above findings provide supporting evidence to the automatic downweighting strategy
and data dilution phenomenon for the Rao-CD method. While the former has been reported in the
literature ( e.g. Qu and Song, 2004), the latter is uniquely related to data partition. All three methods
are affected by an increased number of outliers, so theoretically understanding respective breakpoints
for these methods is of great interest, which is one of future research directions.
[Table 3 about here.]
Now we turn to the evaluation of robustness against heterogeneous correlation structures. The
following insight is critical to understand the performance of these methods. That is, according
to Liang and Zeger (1986), the GEE estimator remains consistent even if the correlation matrix
is misspecified. We create the full dataset by merging Q datasets generated from the GEE linear
models, each with a correlation structure randomly selected from independence, AR-1 or compound
symmetry (CS) with correlation parameter ρq ∼ U(0.1, 0.9) for q = 1, . . . , Q. Then, the integrated
dataset is randomly partitioned into K sub-datasets. Set Q = 5, 50 and 100. In the GEE analysis,
we always use AR-1 working correlation. Table 4 reports the simulation results. Additional results
obtained under CS or independence working correlation are not reported here due to the fact that
they are very similar to those shown in Table 4. From Table 4, we see that all the three estimation
methods have shown proper coverage probabilities, being close to the nominal level 95%. The Rao-
CD method appears more efficient than the other two methods, θˆAEE and θˆfull, with ARE of θˆrcd
to θˆfull equal to 92.7% even when the size of sub-dataset is as large as m = 20000. This is in
agreement with the theoretical results established in Theorem 5: θˆrcd is more efficient than θˆfull
when the estimation function is not the score function where the homogeneous asymptotic Godambe
information assumption does not hold.
[Table 4 about here.]
7.3. Cox regression model
In this subsection, we focus only on the evaluation of the robustness against heterogeneous baseline
hazards. We consider the following Cox Proportional Hazards model, λ(t) = λ0(t) exp(x1θ1 + x2θ2),
where θ = (θ1, θ2)
T = (1/3, 1/2)T is the same across K sub-datasets and λ0(t) = λρt
ρ−1 is the hazard
of a Weibull distribution with parameters λ and ρ. The censoring indicator 1 − δ is generated from
Binomial(0.3), which indicates the censoring probability is around 30%. Two situations of baseline
hazard heterogeneities are considered,
H1. One simulated full dataset is combined from 2 sub-datasets, each with respectively fixed param-
eters that are randomly generated from λq ∼ U [0.5, 5] and ρq ∼ U [0.5, 5], q = 1, 2. The data are
then divided into K sub-datasets in light of the designed group structure: when K is an even
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number, there is no sub-dataset containing data from two groups; when K is an odd number,
there is one sub-dataset with data from two groups.
H2. One simulated full dataset is generated with the baseline hazard with fixed parameters (λ, ρ) =
(1, 1). Then, 25% of the data are randomly selected and replaced by those generated from
a similar setting with randomly generated parameters that are randomly generated from λ ∼
U [0.5, 5] and ρ ∼ U [0.5, 5]. Then the data are randomly divided into K sub-datasets.
The size of the full data is chosen to be n = 4000 and n = 10000 with m = 500, 1000, 2000.
The analysis results for θ1 are reported in Table 5. Additional results for θ2 are similar, and thus
not shown here. For case H2, all the three methods, θˆrcd, θˆAEE and θˆfull, have yielded coverage
probabilities around the nominal level 95%. ARE of θˆrcd to θˆfull or ARE of θˆAEE to θˆfull is slightly
bigger than 1. These results are aligned with our discussion in subsection 6.3 that more variabilities
are resulted from a larger parameter space of the baselines hazards λ0,k(t), which is not explicitly used
in the estimation. For case H1, θˆfull is biased, resulting in a significantly low coverage probability,
only at 35% level. θˆrcd or θˆAEE has produced reliable coverage probabilities with K being an even
number except the case of K = 5 an odd number. When K = 5 as pointed out above, there exists
one sub-dataset, half of which is from one group and the other half is from the other group. In this
case, the common baseline hazard is violated. Thus, the resulted estimates are biased, leading to a
poor coverage. These numerical results give rise to a mixed message: in some cases, the Rao-CD
method is robust, whereas in other case it is not robust to baseline heterogeneity. More systematic
investigation on this issue is required in future research.
[Table 5 about here.]
8. Data examples
In this section, we present two real data analysis examples to illustrate the proposed Rao-CD meta
estimation method. All numerical calculations are implemented by the Python and R software in
the University of Michigan Hadoop platform, and the software packages are available for download
at Song Lab webpage http://www.umich.edu/∼songlab/software.html#RCD.
8.1. Quantile analysis of BMI data
The Body Mass Index (BMI) data is from one of our collaborative projects, the Early Life Exposure
in Mexico to Environmental Toxicants (ELEMENT), conducted in Mexico city. A total of n = 1222
children of ages 3-4 from four ELEMENT cohorts is included in this data analysis. In this application,
the data is not randomly divided rather it is split according to the cohort formation. The central
question of interest related to nutritional science is to evaluate how five dietary patterns (DP),
xj , j = 1, . . . , 5, may be associated with chilren’s quantiles of BMI. Here, x1 represents vegetables and
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lean proteins, x2 represents Maize products and sugar-sweetened beverages, x3 represents processed
meats and refined grains, x4 represents fruit and yogurt, and x5 represents whole grain and fat.
In this association analysis, we adjust several important confounders, including maternal age (x6),
children’s age (x7, binary with 0 representing 3 years and 1 for 4 years), maternal education (x8),
children’s gender (x9, 0 for girl) and the number of kids in the family (parity, x10). We consider
quantile regression models with τ = 0.25(Q1), 0.5(Q2), and 0.75(Q3), respectively, to understand the
effects of dietary patterns on different BMI profiles of these Mexican children. Table 6 lists estimated
coefficients, asymptotic standard errors(ASEs), and p-values obtained by the Rao-CD, Wald-CD and
full-data methods. When the CD method is used, the data are divided into 4 sub-datasets by their
cohorts that are recruited at four different times, PL, BI, C1, and SF. The minimum size of those 4
sub-datasets is m = 210. Table 6 shows that the Rao-CD method yields a highly consistent inference
with the full-data method, concerning the association of BMI quantiles with the dietary patterns.
However, the Wald-CD method exhibits some different inference results due possibly to its numerical
instability. For example, at the τ = 0.25 BMI quantile level, the Wald-CD method indicates that a
higher intake of dietary pattern 5 (i.e. whole grain and fat) tends to have lower Q1 BMI quantile while
both Rao-CD and full methods do not detect such significant association. At the median BMI, both
Rao-CD and full methods suggest that higher intake of dietary pattern 5 associated with lower median
BMI, while the Wald-CD method fails to capture this association. Similar numerical differences have
been also seen from the simulation results reported in Table 1.
[Table 6 about here.]
8.2. GEE analysis of clustered FARS data
Identifying risk factors associated with injury for subjects involving vehicle accidents is of great
interest to policy makers and insurance companies. To address this question, we use a publicly
available dataset from the National Highway and National Automotive Sampling System (NASS)
Crashworthiness Data System (CDS) between January, 2009 and December 2015 across 8 regions
(East North Central, East South Central, Moutain, Middle Atlantic, Pacific, South Atlantic, West
North Central, West South Central) in the U.S. The dataset contains 54,794 occupants involving in
36,806 crash vehicles. In the data analysis, each vehicle is treated as a cluster, because occupants
in a vehicle are more likely to be correlated for the chance of injury than those in other vehicles
when an accident occurs. The cluster size varies from 1 to 8 with an average of 2 occupants. The
response variable of interest is a binary variable of injury severity, 1 for a moderate or severe injury,
and 0 for minor or no injury. We invoke the GEE logistic regression model with the compound
symmetry correlation structure to account for the within vehicle correlation. Fifteen potential risk
factors are considered, including occupant’s age, weight, height, speed limit (SPLIMIT), vehicle
weight (VEGWGT), vehicle curb weight (CURBWGT), vehicle age (VEHAGE), air bag system
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deployed (BAGDEPLY, 1 for yes and 0 for no), police reported restraint use (PARUSE, 1 for used
and 0 for no), occupant race (OCCRACE, 0 for white or black and 1 for else), number of lanes
(LANES, 0 for ≤ 2 and 1 for else), drug involvement in this accident (DRGINV, 1 for yes and 0 for
no), driver’s distraction/inattention to driving (DRIVDIST, 1 for attentive and 0 for else), roadway
surface condition (SURCOND, 1 for dry and 0 for else), and had vehicle been in previous accidents
(PREVACC, 0 for no and 1 for else). We divide the full data by 8 geographic regions or 84 months,
which allows us to examine potential spatial or temporal differences in risk profiles of vehicle crashes.
The minimum sizes of the resulting sub-datasets are 2321 and 372, respectively. Table 7 includes
the estimated coefficients, standard errors and p-values obtained by the Rao-CD, AEE and full-data
methods. Both Rao-CD and AEE methods yield highly consistent inference about these risk factors as
the full-data method. There is only one difference; that is, the Rao-CD method suggests the number of
lanes is associated with injury, but the other two methods disagree. To understand potential spartial
or temporal heterogeneity, we also display four estimated coefficients and their standard errors across
sub-datasets in Figures 3 and 4. The individual estimates marked with zebra lines appear different
from those obtained from other sub-datasets. For example, in Figure 3, the estimation result in
East South Central suggests that the number of lanes is negatively associated with the probability
of moderate or severe injury, whereas the significant protection effect by this fact is not found in
the other regions. Also, Figure 4 shows that there exist several outlying estimates from the set of
estimates for one risk factor. Thus, the homogeneity assumption of regression coefficients needs to be
relaxed, and it is worth a further investigation on how to integrate data properly so to accommodate
potential data heterogeneity.
[Table 7 about here.]
[Fig. 3 about here.]
[Fig. 4 about here.]
9. Concluding remarks
In this paper, we provide a unified framework of statistical inference based on an extended form of
confidence distribution for estimation function, which allows regression analyses of massive data sets,
including quantile regression, longitudinal GEE model and Cox regression model. This new paradigm
is developed and implemented to achieve parallel and scalable computation via a distributed file sys-
tem such as Apache Hadoop. Our proposed Rao-CD method serves as the core of methodology, which
has been shown to have four salient features: computational scalability, methodological generality,
operational robustness and statistical optimality. The most interesting finding is that the proposed
Rao-CD method is closely connected to Hansen’s GMM and Crowder’s optimality. Using this fact, we
show that the asymptotic efficiency of our Rao-CD meta estimator is always greater or equal to the
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estimator obtained by processing the full data once in the context of estimating functions. Further-
more, the implementation of the proposed one-step updating procedure facilitates a fast computation
with ignorable numerical approximation errors as the sample size n→∞.
Our proposed Rao-CD method has several limitations, including lack of generally adaptive parti-
tion rules other than random data partition, and homogeneity assumption. For the former, in this
paper, we do not give clear guidelines on how to split the data, which in some practical cases may be
important. In general, the strategy of partition is likely to be problem dependent, such as our two
data analysis examples. When there is no any prior knowledge about data constructs in hand, it is
not yet clear whether the strategy of random data partition would affect power of statistical inference.
This is worth further exploration. For the latter, the assumption of homogeneous parameters across
sub-datasets may not be fully appropriate in some practical studies. For example, in the FARS data
example, as shown by Figure 4, the regression coefficients from certain months are different from
others. An important future direction of research is to relax the homogeneity assumption to allow
heterogeneous parameterization on some part of the model across data batches, while keep other part
of the model with common parameters. This relaxation is particularly appealing, when to combine
sub-datasets that are collected from different scientific studies and stored in separate data file systems,
where integrative data analyses are challenged by a great deal of data heterogeneity.
To address the situation with heterogeneous regression parameters, the idea in Liu et al. (2015)
seems promising, which may provide a way to generalize the Rao-CD meta estimation under hetero-
geneous inter-dataset parameters. Let θ be a q-element vector of all distinctive parameters, q ≥ p.
Using known mapping functions ηk : R
q → Rp, k = 1, . . . ,K, we are able to yield different versions of
p-dimensional subvectors with respect to specific sub-datasets. The resulting dimension of the k-th
estimating function, ψk sub
(
W(k); ηk(θ)
)
remains of p-dimension. Moreover, let
ψn,η(W;θ) =
{√
n1ψ1 sub
(
W(1); η1(θ)
)
, . . . ,
√
nKψK sub
(
W(K); ηK(θ)
)}T
,
and let Vˆn,η = block-diag
{
Vˆn1,η1 , . . . , VˆnK ,ηK
}
with Vˆnk,ηk = n
−1
k
∑nk
i=1 ψ (Wk,i; ηk(θ))ψ
T (Wk,i; ηk(θ)).
Following the Rao-CD meta estimator in (8), we have θˆrcd = arg minθ
{
ψTn,η(W;θ)Vˆ−1n,ηψn,η(W;θ)
}
.
The meta estimate θˆrcd may be obtained as a solution to the estimating equation
∑K
k=1 nkη˙
T
k (θ)S
T
nk(ηk(θ))
×Vˆ −1nk,ηkψk sub
(
W(k); ηk(θ)
)
= 0, where η˙k(θ) = ∂ηk(θ)/∂θ is the Jacobian matrix for the k
th map-
ping function. The specification of these map functions η′ks is problem specific. Also, it is useful to
develop some screening procedures to discern possible inter-dataset parameter heterogeneity. One
theoretical problem of interest is to investigate semiparametric efficiency for common parameter es-
timators in the setting of semiparametric models that relaxes homogeneity assumption by allowing
heterogeneous nonparametric functions. One of such examples is the Cox proportional hazards model
with common regression coefficients but with different baseline hazard functions across sub-datasets.
This paper focuses on statistical inference on parameters with a fixed dimension. To address the
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situation where the dimension of parameters increases along with the sample size, it is inevitable to
impose regularization to robustify statistical analysis. Developing reliable statistical inferences with
certain regularization imposed in meta estimation procedure is of great interest, which has been little
investigated in the current literature. In addition, as pointed out in Section 4 of this paper, the
number of computing nodes, K, increases to infinity under a rate constrained with, the sub-dataset
size, m. To improve this rate, it seems promising to invoke some de-biased methods for estimation on
individual sub-datasets. This is also an interesting area of research for the statistical analysis using
the MapReduce paradigm. Last but not least, although we have shown some robustness properties
for the proposed Rao-CD method, many more remains unknown, such as the issue of breakpoint
in terms of data contamination, and the strategy of efficiently realizing low weighting and dilution
properties, to improve the robustness of the proposed method so to make it more reliable in practical
applications.
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A. Notation and conditions
Let a neighborhood around θ∗ be Nδ(θ∗) = {θ : ‖θ − θ∗‖2 ≤ δ}. For the kth sub-dataset, denote
the expectation of the estimating function ψk sub by λk(θ) = Eθ
{
ψk sub
(
W(k);θ
)}
, the sensitivity
matrix by sk(θ) = −∂λk(θ)/∂θ and the scaled distance between estimating functions at two different
points by
Rnk(θ1,θ2) =
√
nk‖ψk sub(W(k);θ1)− ψk sub(W(k);θ2)− λk(θ1) + λk(θ2)‖2
1 +
√
nk‖θ1 − θ2‖2 , k = 1, . . . ,K.
The regularity conditions are given as follows:
(C1) For k = 1, . . . ,K, λk(θk,0) = 0, where θk,0 ∈ Θ ⊂ Rp and θk,0 is the true value of the parameter
θ of interest for the kth sub-dataset.
(C2) For k = 1, . . . ,K, assume there exists a positive constant δ, the sensitivity matrix sk(θ) is
first-order continuously differentiable and positive definite for θ ∈ Nδ(θk,0).
(C3) Assume an unbiased estimating function, i.e., E
{∑K
k=1 nkSnk(θk,0)V
−1
nk (θk,0)ψk sub(W
(k);θk,0)
}
=
0, and Godambe information jcd(θ) is positive definite for θ ∈ ∩Kk=1Nδ(θk,0).
(C4.0) For any 0 ≤ εnk → 0 and k = 1, . . . ,K, supθ∈Nεnk (θk,0)Rnk(θ,θk,0) = op(1).
(C4.1) For any 0 ≤ εnk → 0 and k = 1, . . . ,K, supθ∈Nεnk (θk,0)Rnk(θ,θ0) = Op (‖θ − θ0‖2).
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(C4.2) Assume for any 0 ≤ εnk → 0, supθ1∈Nεnk (θ2)Rnk(θ1,θ2) = Op (‖θ1 − θ2‖2), θ1,θ2 ∈ Nδ(θk,0).
Conditions (C1), (C2) and (C4.0) are regular conditions for general estimating functions that are
not necessarily smooth. Specifically, conditions (C1) and (C2) are responsible for the unbiasedness
of estimation equations and uniqueness of the estimator obtained from each individual sub-dataset
in the Map-step, respectively. These two conditions are commonly assumed in the literature of
estimating functions (e.g. Godambe and Kale, 1991; Hu and Kalbfleisch, 2000). Condition (C4.0)
is needed for the asymptotic normality of the estimator in the presence of non-smooth estimating
functions; see Pakes and Pollard (1989); Newey and McFadden (1994), among others. Conditions
(C4.1) and (C4.2) are required for the asymptotic distribution of the Rao-CD meta estimator θˆrcd.
It is easy to see that both conditions (C4.1) and (C4.2) automatically hold if ψk sub(W
(k);θ) is twice
continuously differentiable. Condition (C3) is mild, ensuring the unbiasedness of the aggregated
estimating functions.
B. Proofs of the main theorems
B.1. Proofs of Theorem 1 and part (a) of Theorem 3
To prove the consistency of the Rao-CD meta estimator θˆrcd, we proceed in two steps. The first step is
to establish the asymptotic properties of the estimator θˆk obtained from each individual sub-dataset
in the Map-step, and the second step is to show the consistency of the combined estimator θˆrcd in
the Reduce-step.
First, we show the consistency and asymptotic normality of each individual estimator θˆk, k =
1, · · · ,K. By the law of large number, limnk→∞ ψk sub
(
W(k);θk
)
= λk (θk) . Since ψk sub(W
(k); θˆk) =
0 we have λk(θˆk) = 0. Using conditions (C1), (C2) and θk,0 = θ0, k = 1, . . . ,K, we obtain the esti-
mation consistency, θˆk
P→ θ0 as nk →∞.
To show the asymptotic normality, we take the first-order Taylor expansion of the estimating
function around θ0
λk(θˆk)− λk(θ0) = −sk(θ0)(θˆk − θ0) +Op(‖θˆk − θ0‖22).
Applying condition (C4.0), we have
‖ψk sub(W(k); θˆk)− ψk sub(W(k);θ0) + sk(θ0)(θˆk − θ0)‖2 = op
(
n
−1/2
k + ‖θˆk − θ0‖2
)
. (17)
It is known that by the central limit theory,
√
nkψk sub(W
(k);θ0)
d→ N (0,vk(θ0)) , as nk →∞,
where vk(θ) = Var
{
ψ(W
(k)
i ;θ)
}
. Combining the above two equations, we obtain
√
nk
(
θˆk − θ0
)
d→ N (0, j−1k (θ0)) , as nk →∞, (18)
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where the Godambe information matrix, jk(θ) = s
T
k (θ)v
−1
k (θ)sk(θ).
Second, we focus on the consistency of θˆrcd. Note that θˆrcd is the solution of the following equation,
n−1
K∑
k=1
nkS
T
nk(θˆrcd)Vˆ
−1
nk ψk sub(W
(k); θˆrcd) = 0.
Condition (C3) implies that θˆrcd
p→ θ0. In fact, letting Cnk(θ;θk) = STnk(θ)V −1nk (θk), we have the
following orders of the covariances
∣∣∣∣Cov{Cnk(θ;θk)ψ(W(k)i ;θ), Cnk′(θ;θk′)ψ(W(k′)i′ ;θ)} ∣∣∣∣ =

0, k 6= k′;
O(n−1k ), k = k
′ and i 6= i′;
O(1), k = k′ and i = i′.
Employing the law of large number, we have
0 = n−1
K∑
k=1
nk∑
i=1
Cnk(θ;θk)ψ(W
(k)
i ;θ) |θk=θˆk,θ=θˆrcd
= n−1
K∑
k=1
nk∑
i=1
E
{
Cnk(θ;θk)ψ(W
(k)
i ;θ)
}
|θk=θˆk,θ=θˆrcd +Op(n−1/2)
= n−1
K∑
k=1
nk∑
i=1
E
{
Cnk(θ;θ0)ψ(W
(k)
i ;θ)
}
|θ=θˆrcd +Op
[
n−1
(
K∑
k=1
n
1/2
k
)]
,
where the third equation holds due to the asymptotic normality given in (18). Combining the above
equation with condition (C3), we establish the estimation consistency, θˆrcd
p→ θ0 as m→∞.
B.2. Proofs of Theorem 2 and part (b) of Theorem 3
Now, we show the asymptotic normality of θˆrcd. Note that
n−1
K∑
k=1
nkCnk(θˆrcd; θˆk)ψk sub(W
(k); θˆrcd)− n−1
K∑
k=1
nkCnk(θ0; θˆk)ψk sub(W
(k);θ0)
= n−1
K∑
k=1
nkCnk(θˆrcd; θˆk)
{
ψk sub(W
(k); θˆrcd)− ψk sub(W(k);θ0)
}
+n−1
K∑
k=1
nk
{
Snk(θˆrcd)− Snk(θ0)
}T
Vˆ −1nk ψk sub(W
(k);θ0)
= −n−1
K∑
k=1
nkCnk(θˆrcd; θˆk)sk(θ0)(θˆrcd − θ0) +Op
(
n−1(
K∑
k=1
n
1/2
k )‖θˆrcd − θ0‖2
)
= −n−1
K∑
k=1
nkJnk(θ0)(θˆrcd − θ0) +Op
(
n−1(
K∑
k=1
n
1/2
k )‖θˆrcd − θ0‖2 + ‖θˆrcd − θ0‖22
)
, (19)
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where the second equality follows from condition (C4.1). On the other hand,
Cov
{
Cnk(θ0;θ0)ψ(W
(k)
i ;θ0), Cnk(θ0;θ0)ψ(W
(k)
i′ ;θ0)
}
= E
{n−1k nk∑
i=1
Sk,i(θ0)
}T {
n−1k
nk∑
i=1
ψ(W
(k)
i ;θ0)ψ
T (W
(k)
i ;θ0)
}−1
×ψ(W(k)i ;θ0)ψT (W(k)i′ ;θ0)
{
n−1k
nk∑
i=1
ψ(W
(k)
i ;θ0)ψ
T (W
(k)
i ;θ0)
}−1{
n−1k
nk∑
i=1
Sk,i(θ0)
}
=

{
sTk (θ0)v
−1
k (θ0)sk(θ0)
}(
1 +O(n
−1/2
k )
)
, i = i′,
O(n−2k ), i 6= i′,
(20)
where Sk,i(θ) is the sample version of sk(θ), i.e. Snk(θ) = n
−1
k
∑nk
i=1 Sk,i(θ).
By the results in (20), we have
n−1/2
K∑
k=1
nkCnk(θ0; θˆk)ψk sub(W
(k);θ0)
= n−1/2
K∑
k=1
nkCnk(θ0;θ0)ψk sub(W
(k);θ0) +Op(n
−1/2K)
= n−1/2
K∑
k=1
nk∑
i=1
sTk (θ0)v
−1
k (θ0)ψ(W
(k)
i ;θ0) + op(1), (21)
where the last equation holds under the condition of K = O(n1/2−δ).
Combining equations (19)–(21) and applying the central limit theory, we obtain the asymptotic
normality of θˆrcd,
√
n
(
θˆrcd − θ0
)
d→ N (0, j−1cd (θ0)) , as m = mink nk →∞,
where jcd(θ) = limm→∞ n−1
∑K
k=1 nkjk(θ), with jk(θ) = s
T
k (θ)v
−1
k (θ)sk(θ).
B.3. Proof of Proposition 1
Under conditions (C1) and (C2), it follows from the central limit theory that ψk sub(W
(k);θ0) =
Op(n
−1/2
k ). According to the definition of ΨR(θ) in (7), we have
ΨR(θ0)−Ψ∗c(θ0) = n−1/2
K∑
k=1
nk
{
Cnk(θ0; θˆk)− Ck(θ0)
}
ψk sub(W
(k);θ0)
= n−1/2
K∑
k=1
nk {Snk(θ0)− sk(θ0)}T Vˆ −1nk ψk sub(W(k);θ0)
+n−1/2
K∑
k=1
nks
T
k (θ0)
{
Vˆ −1nk − v−1k (θ0)
}
ψk sub(W
(k);θ0)
= Op(n
−1/2K),
where the third equation holds from the law of large number and the asymptotic formula in (18).
Moreover, by the condition that K = O(n1/2−δ) with δ ∈ (0, 0.5], Proposition 1 follows.
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B.4. Proof of Theorem 4
Let θˆwcd be a solution of the following estimating equation,
n−1
K∑
k=1
nkCnk(θˆk; θˆk)Sˆnk
(
θˆk − θˆwcd
)
= 0. (22)
We begin the proof with a lemma.
Lemma 1. If all conditions of Theorem 3 hold, we have (i) θˆwcd
p→ θ0, and (ii)
√
n
(
θˆwcd − θ0
)
d→
N (0, j−1cd (θ0)), as m = mink nk →∞.
Proof. According to equation (22), we rewrite (22) as follows:
0 = n−1
K∑
k=1
nkCnk(θˆk; θˆk)Sˆnk
(
θˆk − θ0
)
+ n−1
K∑
k=1
nkCnk(θˆk; θˆk)Sˆnk
(
θ0 − θˆwcd
)
.
It follows that
n1/2
(
θˆwcd − θ0
)
=
{
n−1
K∑
k=1
nkJnk(θˆk)
}−1{
n−1/2
K∑
k=1
nkCnk(θˆk; θˆk)Sˆnk
(
θˆk − θ0
)}
=
{
n−1
K∑
k=1
nkJnk(θˆk)
}−1 [
n−1/2
K∑
k=1
nks
T
k v
−1
k
{
sk(θ0)
(
θˆk − θ0
)}]
+Op(Kn
−1/2)
=
{
n−1
K∑
k=1
nkJnk(θˆk)
}−1{
n−1/2
K∑
k=1
nk∑
i=1
sTk v
−1
k ψ(W
(k)
i ;θ0)
}
+Op(Kn
−1/2),
where Jnk(θ) = S
T
nk(θ)V
−1
nk (θ)Snk(θ) and the third equation holds under condition (C4.1). Given
the condition of K = O(n1/2−δ), δ ∈ (0, 1/2], part (i) holds by the law of large number, and part (ii)
follows from the central limit theorem.
Now we turn to prove Theorem 4. According to equation (7), we have
0 = n−1
K∑
k=1
nkCnk(θˆk; θˆk)ψk sub(W
(k); θˆrcd) + n
−1
K∑
k=1
nk
{
Snk(θˆrcd)− Sˆnk
}T
Vˆ −1nk ψk sub(W
(k); θˆrcd)
= n−1
K∑
k=1
nkCnk(θˆk; θˆk)
{
ψk sub(W
(k); θˆwcd)− sk(θˆwcd)
(
θˆrcd − θˆwcd
)}
+Op
{
‖θˆrcd − θˆwcd‖22 + n−1(
K∑
k=1
n
1/2
k )‖θˆrcd − θˆwcd‖+Kn−1
}
,
where the second equation follows from condition (C4.2). Then it is sufficient to show that the
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following term is asymptotically negligible. That is,
n−1
K∑
k=1
nkCnk(θˆk; θˆk)sk(θˆwcd)
(
θˆrcd − θˆwcd
)
= n−1
K∑
k=1
nkCnk(θˆk; θˆk)ψk sub(W
(k); θˆwcd) +Op
(
n−1(
K∑
k=1
n
1/2
k )‖θˆrcd − θˆwcd‖+Kn−1
)
= −n−1
K∑
k=1
nkCnk(θˆk; θˆk)sk(θˆk)
(
θˆk − θˆwcd
)
+Op
(
n−1(
K∑
k=1
n
1/2
k )‖θˆrcd − θˆwcd‖+Kn−1
)
= n−1
K∑
k=1
nkCnk(θˆk; θˆk)
{
Sˆnk − sk(θˆk)
}(
θˆk − θˆwcd
)
+Op
(
n−1(
K∑
k=1
n
1/2
k )‖θˆrcd − θˆwcd‖+Kn−1
)
= Op(Kn
−1),
where the last equation holds from Lemma 1.
B.5. Proof of Theorem 6
By some simple algebra, we have
K∑
k=1
nk
{
Jnk(θˆk)− jk(θ0)
}
=
K∑
k=1
nk
{
Snk(θˆk)− Snk(θ0)
}T
CTnk(θˆk; θˆk) +
K∑
k=1
nk {Snk(θ0)− sk(θ0)}T CTnk(θˆk; θˆk)
+
K∑
k=1
nks
T
k (θ0)
{
V −1nk (θˆk)− v−1k (θ0)
}
Snk(θˆk) +
K∑
k=1
nks
T
k (θ0)v
−1
k (θ0)
{
Snk(θˆk)− sk(θ0)
}
def
= I1 + I2 + I3 + I4. (23)
Using expression (17) and condition (C4.1), we obtain
Snk(θˆk) = Snk(θ0)− n−2k
nk∑
i,j=1
Mij(θ0) +Op(n
−1
k ),
Vnk(θˆk) = n
−1
k
nk∑
i=1
{
ψ(W
(k)
i ;θ0)− sTk (θ0)(θˆk − θ0) +Op(‖θˆk − θ0‖2)
}⊗2
= Vnk(θ0) +Op(n
−1
k ),
whereMij(θ0) is a p×p dimensional matrix, whose (l,m)-th element is d{Sk,i(θ)}lmdθT |θ=θ0 s−1k (θ0)ψ(W
(k)
j ;θ0),
with {Sk,i(θ)}lm being the (l,m)-th component of Sk,i(θ), Snk(θ) = n−1k
∑nk
i=1 Sk,i(θ).
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It follows that
n−1I1 = −n−1
K∑
k=1
nk
n−2k
nk∑
i,j=1
Mij(θ0) +Op(n
−1
k )

×
{
Vˆ −1nk − v−1k (θ0) + v−1k (θ0)
}{
Sˆnk − sk(θ0) + sk(θ0)
}
= Op(n
−1/2 +Kn−1);
n−1I2 = n−1
K∑
k=1
nk
n−1k
nk∑
i,=1
Sk,i(θ0)− sk(θ0)

T
v−1k (θ0)sk(θ0)(1 + op(1))
= n−1
K∑
k=1
nk∑
i=1
{
STk,i(θ0)v
−1
k (θ0)sk(θ0)− jk(θ0)
}
(1 + op(1)) = Op(n
−1/2). (24)
Similarly,
n−1I3 = −n−1
K∑
k=1
nks
T
k (θ0)Vˆ
−1
nk
{
Vˆnk − vk(θ0)
}
v−1k (θ0)Snk(θ0)
= −n−1
K∑
k=1
nks
T
k (θ0)v
−1
k (θ0)
{
n−1k
nk∑
i=1
ψ(W
(k)
i ;θ0)ψ
T (W
(k)
i ;θ0)− vk(θ0)
}
×v−1k (θ0)sk(θ0) +Op(Kn−1)
= Op(n
−1/2 +Kn−1);
n−1I4 = Op(n−1/2 +Kn−1). (25)
Combining above results in (23)–(25), Theorem 6 follows.
B.6. Proof of Theorem 5
Note that ψk sub(W
(k);θ0), k = 1, · · · ,K are independent. Denote pnk = nk/n, and two p × pK
dimensional matrices Hn1 and Hn2 by
Hn1 = (
√
pn1Ip, . . . ,
√
pnKIp)
T , Hn2 =
(√
pn1s
T
1 (θ0)v
−1
1 (θ0), . . . ,
√
pnKs
T
K(θ0)v
−1
K (θ0)
)T
,
where Ip is a p× p identity matrix. Then, as m = mink{nk} → ∞,
HTn1ψn(W;θ0)
d→ N (0,v(θ0)) ,
HTn2ψn(W;θ0)
d→ N (0, jcd(θ0)) ,
where v(θ) = limm→∞ n−1
∑K
k=1 nkvk(θ) and jcd(θ) = limm→∞ n
−1∑K
k=1 nkjk(θ0). Also
Cov
{
HTn1ψn(W;θ0),H
T
n2ψn(W;θ0)
}→ s(θ0), as m→∞,
where s(θ) = limm→∞ n−1
∑K
k=1 nksk(θ). It follows that jointlyHTn1ψn(W;θ0)
HTn2ψn(W;θ0)
 d→ N
0,
v(θ0) s(θ0)
s(θ0) jcd(θ0)
 , as m→∞.
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It is easy to derive the conditional variance of the following form:
Var
{
HTn2ψn(W;θ0) |HTn1ψn(W;θ0) = 0
}
= jcd(θ0)− j(θ0).
Thus, Theorem 5 follows.
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Table 1. The ABIAS, ESE, ASE, and CP of three chosen regression coefficients θj , j = 4, 6, 9 for the
quantile regression model at the quantile level τ = 0.5, where Rao-CD θˆrcd, Wald-CD θˆwcd, FULL θˆfull are
compared with the sub-dataset size m = 500, 1000, 2000, 5000. The average relative efficiency (ARE) and the
proportion of relative efficiency less than 1 (PRE < 1) of Rao-CD θˆrcd and Wald-CD θˆwcd to FULL θˆfull are
listed.
θ4 θ6 θ9
m Rao-CD Wald-CD FULL Rao-CD Wald-CD FULL Rao-CD Wald-CD FULL
500 ABIAS 0.014 0.015 0.013 0.013 0.015 0.013 0.014 0.015 0.013
ESE 0.017 0.020 0.017 0.017 0.019 0.016 0.017 0.020 0.017
ASE 0.015 0.015 0.017 0.015 0.015 0.017 0.015 0.015 0.017
CP 0.914 0.864 0.946 0.920 0.890 0.968 0.924 0.866 0.950
ARE 0.897 0.897 1.000 0.893 0.893 1.000 0.894 0.894 1.000
PRE < 1 99.6 99.6 – 99.6 99.6 – 99.6 99.6 –
1000 ABIAS 0.010 0.010 0.010 0.010 0.010 0.009 0.010 0.010 0.009
ESE 0.013 0.013 0.012 0.012 0.013 0.012 0.012 0.012 0.012
ASE 0.011 0.011 0.012 0.011 0.011 0.012 0.011 0.011 0.012
CP 0.908 0.914 0.930 0.926 0.928 0.948 0.934 0.928 0.962
ARE 0.944 0.944 1.000 0.944 0.944 1.000 0.944 0.944 1.000
PRE < 1 98.8 98.8 – 98.2 98.2 – 98.4 98.4 –
2000 ABIAS 0.007 0.007 0.006 0.007 0.007 0.007 0.007 0.007 0.007
ESE 0.008 0.008 0.008 0.009 0.008 0.008 0.009 0.009 0.008
ASE 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008
CP 0.948 0.944 0.962 0.938 0.936 0.956 0.938 0.932 0.956
ARE 0.969 0.969 1.000 0.969 0.969 1.000 0.969 0.969 1.000
PRE < 1 96.6 96.6 – 95.6 95.6 – 96.6 96.6 –
5000 ABIAS 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
ESE 0.006 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005
ASE 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005 0.005
CP 0.934 0.938 0.950 0.952 0.962 0.964 0.948 0.956 0.958
ARE 0.984 0.984 1.000 0.984 0.984 1.000 0.984 0.984 1.000
PRE < 1 88.4 88.4 – 87.6 87.6 – 88.8 88.8 –
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Table 2. The ABIAS, ESE, ASE and CP for the slope parameter of the GEE model with longi-
tudinal normal data under Scenario A, including Rao-CD θˆrcd, AEE θˆAEE and FULL θˆfull under
K = 5, 20, 50, 100, 200 with n = 100, 000 and ρ = 0, 0.5, 0.8. In addition, the ARE and the proportion
of relative efficiency less than 1 (PRE < 1) are listed.
m K ρ = 0 ρ = 0.5 ρ = 0.8
Rao-CD AEE FULL Rao-CD AEE FULL Rao-CD AEE FULL
20000 5 ABIAS×10−3 1.099 1.100 1.100 0.890 0.891 0.890 0.561 0.562 0.562
ESE×10−3 1.387 1.414 1.388 1.125 1.125 1.125 0.711 0.711 0.710
ASE×10−3 1.414 1.414 1.414 1.142 1.142 1.142 0.721 0.721 0.721
CP 0.946 0.946 0.946 0.936 0.936 0.938 0.938 0.938 0.938
ARE 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
PRE < 1 53.8 51.6 – 99.8 66.0 – 100 50.4 –
5000 20 ABIAS×10−3 1.097 1.100 1.100 0.887 0.891 0.890 0.560 0.562 0.562
ESE×10−3 1.386 1.414 1.388 1.123 1.124 1.125 0.710 0.711 0.710
ASE×10−3 1.413 1.414 1.414 1.141 1.142 1.142 0.721 0.721 0.721
CP 0.948 0.946 0.946 0.938 0.936 0.938 0.938 0.936 0.938
ARE 0.999 1.000 1.000 0.999 1.000 1.000 0.999 1.000 1.000
PRE < 1 61.0 54.6 – 100 77.8 – 100 47.4 –
2000 50 ABIAS×10−3 1.098 1.100 1.100 0.889 0.892 0.890 0.561 0.563 0.562
ESE×10−3 1.387 1.413 1.388 1.125 1.126 1.125 0.711 0.712 0.710
ASE×10−3 1.412 1.414 1.414 1.140 1.142 1.142 0.720 0.721 0.721
CP 0.944 0.946 0.946 0.938 0.938 0.938 0.934 0.940 0.938
ARE 0.999 1.000 1.000 0.999 1.000 1.000 0.999 1.000 1.000
PRE < 1 76.4 58.6 – 100 90.4 – 100 41.8 –
1000 100 ABIAS×10−3 1.099 1.100 1.100 0.891 0.892 0.890 0.563 0.563 0.562
ESE×10−3 1.389 1.413 1.388 1.128 1.125 1.125 0.713 0.711 0.710
ASE×10−3 1.410 1.414 1.414 1.139 1.142 1.142 0.719 0.721 0.721
CP 0.944 0.946 0.946 0.936 0.938 0.938 0.936 0.938 0.938
ARE 0.997 0.999 1.000 0.997 1.000 1.000 0.997 1.000 1.000
PRE < 1 91.0 67.2 – 100 97.4 – 100 37.6 –
500 200 ABIAS×10−3 1.101 1.100 1.100 0.890 0.891 0.890 0.563 0.562 0.562
ESE×10−3 1.391 1.412 1.388 1.132 1.125 1.125 0.716 0.710 0.710
ASE×10−3 1.406 1.414 1.414 1.136 1.141 1.142 0.717 0.721 0.721
CP 0.946 0.946 0.946 0.936 0.938 0.938 0.932 0.936 0.938
ARE 0.994 0.998 1.000 0.994 0.999 1.000 0.994 1.000 1.000
PRE < 1 99.8 79.2 – 100 99.8 – 100 35.2 –
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Table 3. The ABIAS, ESE, ASE, CP, ARE and PRE < 1 for the slope parameter of
the GEE model with longitudinal normal data under Scenario B, where the proportions of
subjects with contaminated data are 0.1% (P1) and 0.2% (P2), respectively. Two schemes
of outlier allocations, random and fixed, are considered.
n = 10, 000
K = 50 K = 20
Random Fixed Random Fixed
P1 P2 P1 P2 P1 P2 P1 P2
FULL ABIAS×10−3 11.320 19.650 11.018 20.641 11.320 19.650 10.995 19.527
ESE×10−3 9.498 12.400 8.929 12.593 9.498 12.400 8.649 12.754
ASE×10−3 9.225 12.223 8.861 12.578 9.225 12.223 8.989 12.161
CP 0.896 0.706 0.892 0.684 0.896 0.706 0.894 0.716
ARE 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
PRE < 1 – – – – – – – –
AEE ABIAS×10−3 7.968 14.331 7.455 13.519 8.534 15.974 7.446 13.015
ESE×10−3 7.011 9.140 6.422 8.551 7.416 10.192 6.178 8.797
ASE×10−3 6.824 9.128 6.291 8.486 7.231 10.072 6.446 8.373
CP 0.882 0.720 0.888 0.698 0.884 0.712 0.898 0.742
ARE 0.755 0.752 0.727 0.680 0.798 0.827 0.734 0.695
PRE < 1 100 100 100 100 100 100 100 100
Rao-CD ABIAS×10−3 3.111 3.252 2.992 2.995 3.317 3.620 3.029 3.030
ESE×10−3 3.935 4.092 3.714 3.718 4.124 4.486 3.775 3.774
ASE×10−3 3.750 3.948 3.595 3.596 4.028 4.502 3.681 3.683
CP 0.944 0.938 0.940 0.942 0.940 0.936 0.952 0.954
ARE 0.460 0.351 0.455 0.310 0.492 0.399 0.459 0.332
PRE < 1 100 100 100 100 100 100 100 100
n = 2, 000
K = 10 K = 4
FULL ABIAS×10−3 15.761 24.831 15.035 27.249 15.761 24.831 16.561 25.401
ESE×10−3 19.773 27.187 19.428 28.690 19.773 27.187 20.375 27.345
ASE×10−3 17.831 24.743 17.577 25.803 17.831 24.743 18.095 25.321
CP 0.968 0.970 0.968 0.972 0.968 0.970 0.954 0.964
ARE 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
PRE < 1 – – – – – – – –
AEE ABIAS×10−3 11.873 18.900 11.268 18.761 12.766 21.160 12.536 18.563
ESE×10−3 14.723 20.901 14.276 20.224 15.665 23.586 15.274 19.742
ASE×10−3 13.803 18.987 13.386 18.383 14.740 21.159 14.230 18.964
CP 0.966 0.956 0.962 0.956 0.972 0.964 0.962 0.960
ARE 0.819 0.792 0.815 0.737 0.864 0.869 0.830 0.773
PRE < 1 94.8 99 95.6 99.8 94.2 96.6 95.8 100
Rao-CD ABIAS×10−3 6.843 7.150 6.619 6.749 7.260 8.081 7.056 7.254
ESE×10−3 8.618 9.017 8.416 8.541 9.190 10.435 8.990 9.092
ASE×10−3 8.418 8.866 8.282 8.363 9.172 10.391 8.860 9.088
CP 0.942 0.950 0.940 0.944 0.952 0.952 0.936 0.940
ARE 0.609 0.466 0.616 0.421 0.653 0.532 0.629 0.469
PRE < 1 99.2 100 100 100 98.2 99.8 98.4 100
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Table 4. The ABIAS, ESE, ASE, CP, ARE and PRE < 1 for the slope parameter of the GEE
model with longitudinal normal data under Scenario B, where Rao-CD θˆrcd, AEE θˆAEE and FULL
θˆfull are compared in the setting of K = 5, 20, 50, 100, 200 with n = 100, 000. The full data is
created by merging Q = 5, 50, 100 sub-datasets with different correlation structures.
m K Q = 5 Q = 50 Q = 100
Rao-CD AEE FULL Rao-CD AEE FULL Rao-CD AEE FULL
20000 5 ABIAS×10−3 1.015 1.037 1.061 1.025 1.038 1.014 1.014 1.024 1.021
ESE×10−3 1.268 1.309 1.319 1.279 1.292 1.270 1.292 1.302 1.299
ASE×10−3 1.211 1.253 1.305 1.310 1.318 1.321 1.315 1.320 1.321
CP 0.946 0.938 0.958 0.956 0.960 0.960 0.948 0.940 0.944
ARE 0.927 0.959 1.000 0.992 0.998 1.000 0.996 0.999 1.000
PRE < 1 99.4 71.2 – 97.6 59.4 – 99.0 59.6 –
5000 20 ABIAS×10−3 1.001 1.054 1.061 0.989 1.038 1.014 1.011 1.048 1.021
ESE×10−3 1.267 1.331 1.319 1.240 1.299 1.270 1.279 1.317 1.299
ASE×10−3 1.166 1.228 1.305 1.265 1.301 1.321 1.293 1.313 1.321
CP 0.934 0.934 0.958 0.948 0.950 0.960 0.948 0.940 0.944
ARE 0.892 0.940 1.000 0.958 0.985 1.000 0.979 0.994 1.000
PRE < 1 99.8 72.6 – 100 80.2 – 100 74.6 –
2000 50 ABIAS×10−3 0.982 1.026 1.061 0.920 1.010 1.014 0.986 1.037 1.021
ESE×10−3 1.240 1.294 1.319 1.153 1.256 1.270 1.249 1.298 1.299
ASE×10−3 1.153 1.218 1.305 1.193 1.278 1.321 1.249 1.296 1.321
CP 0.926 0.936 0.958 0.956 0.966 0.960 0.942 0.944 0.944
ARE 0.882 0.932 1.000 0.903 0.968 1.000 0.945 0.981 1.000
PRE < 1 99.8 73.2 – 100 89.6 – 100 88.4 –
1000 100 ABIAS×10−3 0.984 1.028 1.061 0.889 1.022 1.014 0.925 0.978 1.021
ESE×10−3 1.241 1.293 1.319 1.134 1.270 1.270 1.162 1.222 1.299
ASE×10−3 1.149 1.216 1.305 1.147 1.263 1.321 1.190 1.279 1.321
CP 0.920 0.934 0.958 0.948 0.956 0.960 0.934 0.948 0.944
ARE 0.879 0.930 1.000 0.868 0.956 1.000 0.901 0.968 1.000
PRE < 1 99.8 73.8 – 100 95.0 – 100 94.6 –
500 200 ABIAS×10−3 0.996 1.034 1.061 0.872 1.009 1.014 0.903 0.993 1.021
ESE×10−3 1.253 1.301 1.319 1.112 1.260 1.270 1.134 1.248 1.299
ASE×10−3 1.142 1.212 1.305 1.123 1.252 1.321 1.140 1.262 1.321
CP 0.928 0.934 0.958 0.952 0.950 0.960 0.944 0.958 0.944
ARE 0.873 0.928 1.000 0.850 0.948 1.000 0.863 0.955 1.000
PRE < 1 100 74.2 – 100 96.8 – 100 98.4 –
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Table 5. The ABIAS, ESE, ASE, CP, ARE and PRE < 1 for θ1 of the
Cox Proportional Hazard model under two situations of heterogeneous
baseline hazards, denoted by H1 and H2, where Rao-CD θˆrcd, AEE
θˆAEE and FULL θˆfull are compared. The full data size is fixed at n =
2000 and n = 10, 000 with m = 500, 1000, 2000.
m = 500 m = 1000 m = 2000
K = 8 K = 20 K = 4 K = 10 K = 2 K = 5
Rao-CD ABIAS 0.016 0.010 0.016 0.010 0.016 0.018
ESE 0.020 0.013 0.020 0.013 0.020 0.017
ASE 0.021 0.013 0.021 0.013 0.021 0.013
CP 0.948 0.958 0.944 0.962 0.946 0.732
ARE 1.028 1.032 1.027 1.031 1.027 1.024
PRE < 1 6.8 2.2 7.0 2.2 7.4 3.4
AEE ABIAS 0.016 0.010 0.016 0.010 0.016 0.018
ESE 0.020 0.013 0.020 0.013 0.020 0.017
H1 ASE 0.021 0.013 0.021 0.013 0.021 0.013
CP 0.952 0.962 0.946 0.966 0.946 0.736
ARE 1.032 1.036 1.029 1.033 1.027 1.025
PRE < 1 3.4 0.4 4.6 1.6 5.6 2.2
FULL ABIAS 0.065 0.070 0.065 0.070 0.065 0.070
ESE 0.049 0.049 0.049 0.049 0.049 0.049
ASE 0.020 0.013 0.020 0.013 0.020 0.013
CP 0.356 0.214 0.356 0.214 0.356 0.214
ARE 1.000 1.000 1.000 1.000 1.000 1.000
PRE < 1 – – – – – –
Rao-CD ABIAS 0.016 0.010 0.016 0.010 0.016 0.010
ESE 0.021 0.013 0.020 0.013 0.020 0.013
ASE 0.021 0.013 0.021 0.013 0.021 0.013
CP 0.956 0.952 0.950 0.954 0.952 0.962
ARE 1.001 1.002 1.001 1.001 1.000 1.001
PRE < 1 39.4 31.4 40.2 32.0 41.2 35.4
AEE ABIAS 0.016 0.010 0.016 0.010 0.016 0.010
ESE 0.020 0.013 0.020 0.013 0.020 0.013
H2 ASE 0.021 0.013 0.021 0.013 0.021 0.013
CP 0.956 0.962 0.954 0.954 0.954 0.960
ARE 1.005 1.006 1.003 1.003 1.001 1.001
PRE < 1 8.0 2.6 20.2 8.8 29.0 15.8
FULL ABIAS 0.016 0.010 0.016 0.010 0.016 0.010
ESE 0.020 0.013 0.020 0.013 0.020 0.013
ASE 0.021 0.013 0.021 0.013 0.021 0.013
CP 0.952 0.956 0.952 0.956 0.952 0.956
ARE 1.000 1.000 1.000 1.000 1.000 1.000
PRE < 1 – – – – – –
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Table 6. The estimates, ASEs and p-values for the coefficients in three quantile regression models for the
BMI data with τ = 0.25, 0.5 and 0.75, respectively, where Rao-CD θˆrcd, Wald-CD θˆwcd and full θˆfull are listed.
The full data is divided according to 4 cohorts, BI, C1, SF, and PL, when Rao-CD and Wald-CD methods are
used.
τ = 0.25 τ = 0.5 τ = 0.75
Covariates Rao-CD Wald-CD Full Rao-CD Wald-CD Full Rao-CD Wald-CD Full
DP1 EST −0.109 −0.080 −0.129 −0.113 −0.073 −0.091 0.025 0.061 −0.007
ASE 0.033 0.033 0.045 0.040 0.040 0.044 0.049 0.049 0.052
p-val 0.001 0.015 0.004 0.005 0.072 0.040 0.602 0.212 0.887
DP2 EST −0.002 −0.053 −0.016 −0.025 −0.079 −0.011 −0.105 −0.080 −0.096
ASE 0.028 0.028 0.045 0.042 0.042 0.047 0.026 0.026 0.051
p-val 0.947 0.059 0.729 0.548 0.057 0.811 0.000 0.002 0.057
DP3 EST −0.044 −0.132 −0.048 −0.121 −0.124 −0.129 −0.133 −0.058 −0.120
ASE 0.028 0.028 0.044 0.041 0.041 0.043 0.041 0.041 0.052
p-val 0.123 0.000 0.285 0.003 0.002 0.003 0.001 0.154 0.022
DP4 EST −0.136 −0.163 −0.148 −0.088 −0.054 −0.098 −0.190 −0.048 −0.190
ASE 0.030 0.030 0.041 0.042 0.042 0.041 0.041 0.041 0.050
p-val 0.000 0.000 0.000 0.038 0.202 0.016 0.000 0.236 0.000
DP5 EST −0.040 −0.061 −0.049 −0.103 −0.057 −0.082 −0.044 −0.009 −0.030
ASE 0.028 0.028 0.044 0.046 0.046 0.041 0.043 0.043 0.052
p-val 0.154 0.029 0.266 0.026 0.223 0.044 0.312 0.841 0.563
AGE M EST 0.003 −0.001 −0.001 0.002 0.001 0.003 0.019 0.003 0.014
ASE 0.007 0.007 0.010 0.009 0.009 0.009 0.009 0.009 0.012
p-val 0.621 0.919 0.897 0.842 0.925 0.708 0.040 0.720 0.214
AGE C EST −0.244 −0.210 −0.278 −0.023 −0.062 −0.073 0.356 0.295 0.251
ASE 0.087 0.087 0.169 0.172 0.172 0.166 0.153 0.153 0.189
p-val 0.005 0.015 0.099 0.895 0.717 0.661 0.020 0.054 0.185
EDU EST −0.015 0.015 −0.001 0.018 0.019 0.016 −0.008 0.041 0.018
ASE 0.014 0.014 0.016 0.015 0.015 0.015 0.017 0.017 0.020
p-val 0.260 0.257 0.944 0.234 0.198 0.280 0.621 0.016 0.356
GENDER EST 0.088 0.113 0.092 0.111 0.133 0.060 0.184 0.163 0.088
ASE 0.069 0.069 0.086 0.083 0.083 0.091 0.084 0.084 0.106
p-val 0.198 0.100 0.285 0.182 0.109 0.509 0.029 0.054 0.403
PARITY EST −0.036 0.041 −0.020 −0.040 0.046 −0.034 −0.054 0.045 −0.109
ASE 0.032 0.032 0.046 0.039 0.039 0.040 0.053 0.053 0.067
p-val 0.260 0.198 0.672 0.306 0.246 0.404 0.307 0.399 0.101
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Table 7. The estimates, ASEs, p-values for the regression coefficients of the GEE logistic
regression model for the clustered FARS data, where Rao-CD θˆrcd, AEE θˆAEE and full
θˆfull are listed. The full data is divided according to 8 geographic regions and 84 months,
respectively, when Rao-CD or AEE method is used.
Region
Rao-CD AEE Full
EST ASE p-val EST ASE p-val EST ASE p-val
AGE 0.173 0.011 0.000 0.174 0.011 0.000 0.178 0.010 0.000
WEIGHT 0.154 0.012 0.000 0.159 0.013 0.000 0.160 0.012 0.000
HEIGHT −0.038 0.012 0.002 −0.043 0.012 0.000 −0.042 0.012 0.000
SPLIMIT 0.125 0.011 0.000 0.125 0.011 0.000 0.127 0.010 0.000
VEHWGT 0.024 0.011 0.025 0.023 0.011 0.033 0.022 0.011 0.035
CURBWGT −0.118 0.012 0.000 −0.118 0.012 0.000 −0.119 0.012 0.000
VEHAGE 0.178 0.011 0.000 0.181 0.011 0.000 0.196 0.011 0.000
BAGDEPLY 0.587 0.020 0.000 0.592 0.020 0.000 0.597 0.020 0.000
PARUSE −1.098 0.039 0.000 −1.098 0.040 0.000 −1.134 0.038 0.000
OCCRACE −0.011 0.022 0.603 −0.014 0.022 0.520 −0.016 0.021 0.465
LANES −0.041 0.021 0.048 −0.039 0.021 0.058 −0.036 0.021 0.083
DRGINV 0.883 0.034 0.000 0.877 0.034 0.000 0.884 0.033 0.000
DRIVDIST −0.212 0.021 0.000 −0.210 0.021 0.000 −0.213 0.021 0.000
SURCOND 0.136 0.025 0.000 0.138 0.025 0.000 0.145 0.025 0.000
PREVACC −0.006 0.028 0.839 −0.004 0.029 0.901 −0.001 0.028 0.980
Month
Rao-CD AEE Full
EST ASE p-val EST ASE p-val EST ASE p-val
AGE 0.174 0.010 0.000 0.170 0.011 0.000 0.178 0.010 0.000
WEIGHT 0.158 0.012 0.000 0.156 0.012 0.000 0.160 0.012 0.000
HEIGHT −0.043 0.012 0.000 −0.040 0.012 0.001 −0.042 0.012 0.000
SPLIMIT 0.126 0.010 0.000 0.122 0.011 0.000 0.127 0.010 0.000
VEHWGT 0.023 0.010 0.026 0.022 0.011 0.041 0.022 0.011 0.035
CURBWGT −0.115 0.011 0.000 −0.115 0.012 0.000 −0.119 0.012 0.000
VEHAGE 0.190 0.011 0.000 0.187 0.011 0.000 0.196 0.011 0.000
BAGDEPLY 0.585 0.020 0.000 0.583 0.020 0.000 0.597 0.020 0.000
PARUSE −1.104 0.037 0.000 −1.079 0.039 0.000 −1.134 0.038 0.000
OCCRACE −0.013 0.021 0.536 −0.016 0.022 0.464 −0.016 0.021 0.465
LANES −0.035 0.020 0.089 −0.035 0.021 0.094 −0.036 0.021 0.083
DRGINV 0.851 0.033 0.000 0.847 0.034 0.000 0.884 0.033 0.000
DRIVDIST −0.204 0.020 0.000 −0.206 0.021 0.000 −0.213 0.021 0.000
SURCOND 0.139 0.025 0.000 0.142 0.025 0.000 0.145 0.025 0.000
PREVACC 0.006 0.028 0.834 −0.003 0.029 0.928 −0.001 0.028 0.980
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Fig. 1. Scematic flow chart of multi-server distributed data management and processing according to MapRe-
duce paradigm as the heart of Hadoop platform.
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Fig. 2. The median computation time over 500 replicates for the proposed Rao-CD meta estimation (star)
and full-data estimation (square) as n increases. The size of each sub-dataset is fixed equally at m = 2000
and 5000, respectively, while K increases along with the increase in n. The full-data estimation θˆfull fails to
produce results when n = 107 due to computing memory limitations and the related results are not reported.
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Fig. 3. The estimates and their 95% confidence intervals for the clustered FARS data obtained by the GEE
method from 8 geographic regions, East North Central (EN C), East South Central (ES C), Mountain (M),
Middle Atlantic (M A), Pacific (P), South Atlantic (S A), West North Central (WN C), and West South Central
(WS C).
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Fig. 4. The estimates and their 95% confidence intervals for the clustered FARS data obtained by the GEE
method from 84 individual sub-datasets, each for one month, during January, 2009 to December, 2015.
