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DIRAC SERIES FOR COMPLEX CLASSICAL LIE GROUPS
DAN BARBASCH, CHAO-PING DONG, AND KAYUE DANIEL WONG
Abstract. Let G be a complex classical Lie group. Up to equivalence, this paper classi-
fies all the irreducible unitary Harish-Chandra modules with non-zero Dirac cohomology
for G. Moreover, we prove that any such module pi has a unique spin-lowest K-type which
occurs with multiplicity one. This confirms a couple of conjectures raised by Pandzˇic´ and
the first named author in 2011.
1. Introduction
In representation theory of semisimple Lie groups, the Dirac operator was firstly intro-
duced by Parthasarathy [P1, P2] to give geometric realization of the discrete series. A
byproduct of these studies is Parthasarathy’s Dirac operator inequality, which effectively
detects non-unitarity.
In order to understand the unitary dual of a real reductive Lie group better, as well as to
sharpen the Dirac inequality, Vogan in [V2] introduced the notion of Dirac cohomology
for irreducible representations, and formulated a conjecture on its relationships with the
infinitesimal character of the representations. Some original ideas of Vogan were also
reflected in his joint paper with Salamanca-Riba [SV].
We now recall the construction of Dirac operator and Dirac cohomology: Let G be a
connected real reductive Lie group with K := Gθ being a maximal compact subgroup,
where θ is the Cartan involution. Denote by g = k⊕ p the corresponding Cartan decompo-
sition on the complexified Lie algebra level. Fix an orthonormal basis Z1, · · · , Zn of p0 with
respect to the inner product induced by the Killing form 〈 , 〉. Let U(g) be the universal
enveloping algebra of g and let C(p) be the Clifford algebra of p with respect to 〈 , 〉. The
Dirac operator D ∈ U(g)⊗ C(p) is defined as
D =
n∑
i=1
Zi ⊗ Zi.
It is easy to check that D does not depend on the choice of the orthonormal basis Zi and
it is K-invariant for the diagonal action of K given by adjoint actions on both factors.
Let ∆ : k → U(g)⊗ C(p) be given by ∆(X) = X ⊗ 1 + 1⊗ α(X), where α is the action
map k→ so(p) followed by the usual identifications so(p) ∼= ∧2(p) →֒ C(p). We denote the
image of k by k∆, and denote by Ωg (resp. Ωk) the Casimir operator of g (resp. k). Let Ωk∆
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be the image of Ωk under ∆. Then as was firstly obtained by Parthasarathy [P1], we have
(1) D2 = −Ωg ⊗ 1 + Ωk∆ + (‖ρc‖2 − ‖ρg‖2)1⊗ 1,
where ρg and ρc are the corresponding half sums of positive roots of g and k.
Let K˜ be the subgroup of K×Spin p0 consisting of all pairs (k, s) such that Ad(k) = p(s),
where Ad : K → SO(p0) is the adjoint action, and p : Spin p0 → SO(p0) is the spin double
covering map. Here SO(p0) is defined with respect to the Killing form restricted on p0.
If π is a (g, K)-module, and if SG denotes a spin module for C(p), then π ⊗ SG is a
(U(g)⊗ C(p), K˜) module.
The action of U(g)⊗C(p) is the obvious one, and K˜ acts on both factors, on π through
K and on SG through the spin group Spin p0. Now the Dirac operator acts on π⊗SG, and
the Dirac cohomology of π is defined as the K˜-module
(2) HD(π) = KerD/(ImD ∩KerD).
The following foundational result on Dirac cohomology, conjectured by Vogan, was
proved by Huang and Pandzˇic´ in 2002.
Theorem 1.1 ([HP1] Theorem 2.3). Let π be an irreducible (g, K)-module. Assume that
the Dirac cohomology of π is nonzero, and that it contains the K˜-type with highest weight
γ ∈ t∗ ⊂ h∗. Then the infinitesimal character of π is conjugate to γ + ρc under W (g, h).
Since then, Dirac cohomology became a new invariant of Lie group representations,
and classifying all the irreducible unitary representations with non-zero Dirac cohomology
became an open problem. More precisely, if π is unitary, then D is self-adjoint with respect
to a natural inner product on π ⊗ SG, and we have
(3) HD(π) = KerD = KerD
2.
Parthasarathy’s Dirac operator inequality now reads as that the expression of D2 in (1) has
non-negative eigenvalue on any K˜-type of π ⊗ SG. Moreover, by Theorem 3.5.2 of [HP2],
it becomes equality on some K˜-types of π ⊗ SG if and only if HD(π) is non-vanishing
(Proposition 2.5).
In this manuscript, we focus on the case when G is a complex Lie group viewed as a
real Lie group. For simplicity, let Ĝ be the set of all the equivalence classes of irreducible
unitary (g,K)-modules. The members of Ĝ with non-zero Dirac cohomology are denoted
as Ĝd. As coined by Huang, we call representations in Ĝd the Dirac series for G. Pandzˇic´
and the first named author gave the following conjecture on Ĝd.
Conjecture 1.2 ([BP] Conjecture 1.1). Let G be a connected complex simple Lie group
and π ∈ Ĝ whose infinitesimal character is regular and half-integral. Then π ∈ Ĝd if
and only if π is parabolically induced from a unipotent representation with nonzero Dirac
cohomology tensored with a unitary character.
Indeed, we will see in Section 2.3 (or in [BP]) that all π ∈ Ĝd must have half-integral
and regular infinitesimal characters. In order to prove the above conjecture, it would be
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advantageous to have a good understanding of Ĝ. If G is classical, we have the following
unitarity results from [V1] and [B].
Theorem 1.3 (Theorem 3.1). Let G be a classical complex Lie group, then any π ∈ Ĝ
with regular, half-integral infinitesimal character is of the form
π := IndGMN ((Cµ ⊗ πu)⊗ 1),
where P = MN is a parabolic subgroup of G with Levi factor M , and Cµ is a unitary
character on M . Moreover, πu is the trivial representation for Type A, or a unipotent
representation of M given in Sections 5.4–5.6 of [BP] for other classical types.
We will revisit Theorem 1.3 for classical groups using cx-relevant K-types. The tech-
niques involved shall also be applicable for exceptional Lie groups and some real reductive
groups.
Afterwards, we study which representations π ∈ Ĝ given above also lie in Ĝd. In [D1],
the second named author introduced the notion of spin-lowest K-type for all irreducible
representations π. In particular, if π ∈ Ĝd, then they are precisely the K-types ‘contribut-
ing’ to HD(π) (see Section 2.3 for more details). Here is another conjecture by Pandzˇic´
and the first named author on the spin-lowest K-types for complex Lie groups.
Conjecture 1.4 ([BP] Conjecture 4.1 and J.-S. Huang). Let G be a connected complex
simple Lie group, and π ∈ Ĝd. Then π has a unique spin-lowest K-type which occurs with
multiplicity one.
Based on the results in [DD, D2], the above conjecture holds for complex G2, F4, E6
along with the Levi factors of proper θ-stable parabolic subalgebras. For classical G, we
will show the following:
Theorem 1.5. Conjecture 1.2 and Conjecture 1.4 hold for complex connected classical Lie
groups.
To prove Theorem 1.5, we keep track on the behavior of πu and π appearing in Theorem
1.3. The main result of [BP] is to show that if πu ∈ M̂d, then π ∈ Ĝd. We will present a
more precise relationship between the structures of HD(πu) and HD(π), so that Theorem
1.5 follows as a consequence. Moreover, if an analogous result of Theorem 1.3 is true for
exceptional groups, then one would expect that Theorem 1.5 holds for these groups too.
We will pursue along this direction in our future work.
Outline of manuscript. The manuscript is organized as follows: Section 2 includes some
preliminary results on complex simple Lie groups, Dirac cohomology and spin-lowest K-
types. Section 3 states the classification of the unitary dual for complex classical Lie groups
with half integral regular infinitesimal characters (c.f. [B], [V1]), with an explanation on
how the problem can be reduced to modules with cx-relevant lowest K-types. Sections
4–6 give full details on the classification of unitary modules with cx-relevant lowest K-
types for each classical Lie type. In Section 7, we prove a stronger version of Conjecture
1.4 on the non-spin-lowest K-types of any classical unipotent representations πu ∈ Ĝd.
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This result is essential in Section 8, where the main theorem (Theorem 1.5) is proved.
In the Appendix, we verify the non-unitarity of some modules appearing in Sections 4–6
using atlas ([ALTV], [At]). These calculations may serve as evidences of the more general
non-unitarity theorems proved in these sections.
2. Preliminaries
This section aims to collect necessary preliminaries. Although some results in this section
(say Proposition 2.5) hold for real reductive Lie groups, for simplicity, we only quote them
under the assumption that G is a connected complex simple Lie group.
Let us start with basic notations. We view G as a real Lie group, and let θ be the Cartan
involution of G. Then K := Gθ is a maximal compact group of G. Denote by g0 and k0
the Lie algebras of G and K, respectively. As usual, we drop the subscripts to denote the
complexifications. Denote by 〈 , 〉 the Killing form on g, which is negative definite on k0
and positive definite on p0. Moreover, k and p are orthogonal to each other under 〈 , 〉.
Let T be a maximal torus of K. Let a0 =
√−1t0 and A = exp(a0). Then up to
conjugation, H = TA is the unique θ-stable Cartan subgroup of G. We identify
(4) g ∼= g0 ⊕ g0, h ∼= h0 ⊕ h0, t ∼= {(x,−x) : x ∈ h0}, a ∼= {(x, x) : x ∈ h0}.
Fix a Borel subgroup B of G containing H. Put ∆G = ∆(g0, h0), ∆
+
G = ∆(b0, h0), and
∆−G = −∆+G. Then we have the corresponding simple roots α1, . . . , αl and fundamental
weights ̟1, . . . ,̟l. Note that
〈̟i, αˇj〉 = δij ,
where αˇj is the coroot of αj and δij is the Kronecker notation. Let ρ be the half sum of
positive roots in ∆+G. Set
∆+(g, h) = ∆+G × {0} ∪ {0} ×∆−G,
which is θ-stable. When restricted to t, we get ∆+(g, t), ∆+(k, t) and ∆+(p, t). Denote by
ρg (resp., ρc) the half-sum of roots in ∆
+(g, h) (resp., ∆+(k, t)). Note that we can identify
ρg = (ρ,−ρ) with 2ρ ∈ h∗0 via (4). Similarly, ρc can be identified with ρ ∈ h∗0 via (4).
Denote by W the Weyl group W (g0, h0), which has identity element e and longest element
w0. Then W (g, h) ≃W ×W .
2.1. Zhelobenko classification. The classification of irreducible admissible modules for
complex Lie groups was obtained by Zhelobenko [Zh]. Let (λL, λR) ∈ h∗0 × h∗0 be such that
λL − λR is a weight of a finite dimensional holomorphic representation of G. Using (4),
we can view (λL, λR) as a real-linear functional on h (we will also sometimes denote it as(
λL
λR
)
), and write C(λL,λR) as the character of H with differential (λL, λR) (which exists).
Using (4) again, we have
C(λL,λR)|T = CλL−λR , C(λL,λR)|A = CλL+λR .
Extend C(λL,λR) to a character of B, and put
X(λL, λR) := K-finite part of Ind
G
B(C(λL,λR) ⊗ 1).
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Theorem 2.1. (Zhelobenko [Zh]) The K-type with extremal weight λL − λR occurs with
multiplicity one in X(λL, λR). Let J(λL, λR) be the unique subquotient of X(λL, λR) con-
taining this K-type.
a) Every irreducible admissible (g, K)-module is of the form J(λL, λR).
b) Two such modules J(λL, λR) and J(λ
′
L, λ
′
R) are equivalent if and only if there exists
w ∈W such that wλL = λ′L and wλR = λ′R.
c) J(λL, λR) admits a nondegenerate Hermitian form if and only if there exists w ∈W
such that w(λL − λR) = λL − λR, w(λL + λR) = −(λL + λR).
Note that the W ×W orbit of (λL, λR) is the infinitesimal character of J(λL, λR). We
will refer to the ordered pair (λL, λR) as the Zhelobenko parameters of J(λL, λR).
Throughout this manuscript, we denote the K-types of J(λL, λR) by VG(η), where η is
the highest weight of an irreducible, finite-dimensional KC ∼= G-module. More generally,
for all Levi subgroups M of G, we define VM (η) as the KM -type with highest weight η,
where KM := K ∩M .
2.2. PRV-component. In this subsection, we summarize Corollaries 1 and 2 to Theorem
2.1 of [PRV] on the decomposition of the tensor product VG(σ1)⊗VG(σ2) for highest weights
σ1 and σ2.
Theorem 2.2. ([PRV]) The component VG({σ1 +w0σ2}) occurs exactly once in VG(σ1)⊗
VG(σ2), where {σ1+w0σ2} is the unique dominant element to which σ1+w0σ2 is conjugate
under the action ofW . Moreover, any other component VG(η
′) occurring in VG(σ1)⊗VG(σ2)
must be of the form
η′ = {σ1 + w0σ2}+
l∑
i=1
niαi, where ni ∈ Z≥0.
In particular, we have that
‖{σ1 + w0σ2}+ ρ‖ < ‖η′ + ρ‖.
As in the literature, we call VG({σ1+w0σ2}) the PRV-component of VG(σ1)⊗VG(σ2).
2.3. Spin norm and spin-lowest K-type. The notions spin norm and spin-lowest K-
type were introduced by the second named author for real reductive Lie groups [D1]. They
are motivated by the classification of irreducible unitary representations with nonzero Dirac
cohomology.
Definition 2.3. The spin norm of the K-type VG(η) is defined as
(5) ‖η‖spin := ‖{η − ρ}+ ρ‖
For any irreducible admissible (g, K)-module π, we define
(6) ‖π‖spin := min ‖η‖spin,
where η runs over all the K-types occurring in π. We call η a spin-lowest K-type of π
if it occurs in π and ‖η‖spin = ‖π‖spin.
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Remark 2.4. Note that by Lemma 2.2 of [BP], we have the following isomorphism as
K˜-modules:
(7) SG = 2
[ l
2
]VG(ρ).
Hence {η− ρ} is precisely the PRV-component of VG(η)⊗SG. This justifies the name spin
norm in the above definition. Also, it is obvious that ‖η‖spin ≥ ‖η‖, and equality holds if
and only if η is regular.
To see the relationship between Definition 2.3 and Dirac cohomology, take an irreducible,
unitary module π. By Theorem 1.1, in order for π to have non-zero Dirac cohomology, its
infinitesimal character must be a member of t∗, say (λ,−λ), where λ is dominant for ∆+G.
Then Parthasarathy’s Dirac operator inequality can be simplified as
(8) ‖π‖spin ≥ ‖2λ‖.
Moreover, by Theorem 3.5.2 of [HP2], the above inequality becomes an equality if and only
if the spin-lowest K-type η of π satisfies {η − ρ}+ ρ = 2λ. There are two consequences of
this observation:
(1) λ must be regular and half-integral, which matches with Equation (2.5) of [BP].
(2) The PRV-component of
VG(η) ⊗ SG = 2[
l
2
]VG(η)⊗ VG(ρ)
contains the module V ({η−ρ}) = V (2λ−ρ) with multiplicity 2[ l2 ], and by Theorem
2.2 and Equation (8), it is the only K˜-type in the tensor product appearing in the
Dirac cohomology HD(π).
To conclude, we have:
Proposition 2.5. For any irreducible unitary (g, K)-module π with infinitesimal character
(λ,−λ), let η be any K-type occurring in π. Then
(a) ‖π‖spin ≥ ‖2λ‖, and the equality holds if and only if HD(π) is nonzero.
(b) ‖η‖spin ≥ ‖2λ‖, and the equality holds if and only if η contributes to HD(π).
In other words, if HD(π) 6= 0, and the spin-lowest K-types of π are σ1, . . . , σk with
multiplicities m1, . . . , mk, then
[π ⊗ VG(ρ) : VG(2λ− ρ)] =
∑
i
mi;
and HD(π) = (
∑
i 2
[ l
2
]mi)VG(2λ − ρ). In other words, Conjecture 1.4 holds if and only if
for all π ∈ Ĝd with infinitesimal character λ, one has [π ⊗ VG(ρ) : VG(2λ− ρ)] = 1.
3. Unitary Dual
From the discussions in the previous section, we can focus on irreducible unitary repre-
sentations J(λ,−sλ) with 2λ regular and integral in order to pin down Ĝd. We now state
the results of Vogan and the first named author under this assumption.
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Theorem 3.1 ([V1], [B]). Let G be a classical complex Lie group, then any irreducible
unitary representation π := J(λ,−sλ) of G with 2λ being regular and integral must be of
the form
π := IndGMN ((Cµ ⊗ πu)⊗ 1),
where P = MN is a parabolic subgroup of G with Levi factor M , and Cµ is a unitary
character on M ; Moreover, πu is the trivial representation for Type A, or a unipotent
representation of M given in Sections 5.4–5.6 of [BP] for other classical types.
3.1. Preliminary Results. As in [B2], we will use the notion of relevant K-types to
detect non-unitarity of π. More precisely:
Proposition 3.2. The K−types VG(1, . . . , 1, 0, . . . , 0) and VG(2, 1, . . . , 1, 0, . . . , 0) are pe-
tite/single petaled in the classical cases. We call these K−types cx-relevant.
Proof. These K−types all occur in VG(1, . . . , 1, 0, . . . , 0)⊗VG(1, 0, . . . , 0). The roots are all
≤ 3. For type C there is a long root which equals 4; the restriction to a long root SL(2) is
at most the adjoint representation. The well known formula for the intertwining operator
for SL(2) establishes the claim. 
Write the lowest K-type of J(λ,−sλ) as
µ = (. . . , r, . . . , r︸ ︷︷ ︸
µr
, . . . , 1, . . . , 1︸ ︷︷ ︸
µ1
, 0, . . . , 0︸ ︷︷ ︸
µ0
) = (. . . , rµr , . . . , 1µ1 , 0µ0).
Let
(9)
I2 := Ind
G∏
r≥2GL(µr)×G(µ1+µ0)
(
⊗
r≥2
JGL(µr)(λ
r
L, λ
r
R)⊗ JG(µ1+µ0)(λ1L ∪ λ0L, λ1R ∪ λ0R))
I1 := Ind
G∏
r≥1GL(µr)×G(µ0)
(
⊗
r≥1
JGL(µr)(λ
r
L, λ
r
R)⊗ JG(µ0)(λ0L, λ0R))
be the induced modules constructed from the Langlands parameter. By Section 2.7 of [B],
both modules have the same bottom layer K-type multiplicities along with their signatures
as the irreducible module J(λ,−sλ). This result is essential in detecting non-unitarity of
J(λ,−sλ).
We now study each term in I2 of Equation (9) closely: Firstly, if r ≥ 2, then the
necessary conditions for unitarity for type A in [V1] implies that JGL(µr)(λ
r
L, λ
r
R) in (9)
must be induced irreducible from unitary characters; otherwise the signature on the bottom
layer K−types
(. . . , r, r, . . . , r, r︸ ︷︷ ︸
µr
, . . . ) and (. . . , r + 1, r, . . . , r, r − 1︸ ︷︷ ︸
µr
, . . . )
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in I2 is indefinite. This implies that for r ≥ 1,
(
λrL
λrR
)
must consist of strings(
A, . . . , r2 + 1,
r
2 ,
r
2 − 1, . . . , a−a, . . . , − r2 + 1, − r2 , − r2 − 1, . . . , −A
)
, and/or(
B, . . . , r+12 ,
r−1
2 , . . . , b
−b, . . . , − r−12 , − r+12 , . . . , −B
)
only. In particular, if µ1 6= 0, the only option of
(
λ1L
λ1R
)
is
(
1
2
−12
)
for types B/C, and also(
1, 0
0,−1
)
for type D. In fact, we will see in Lemma 6.1 that 0 ∈ λ0L if J(λ,−sλ) is unitary,
so the latter case is impossible by regularity of λ. Also, since λ is assumed regular, there
are at most two characters for each GL(µr) with r ≥ 1.
As for JG(µ1+µ0)(λ
1
L ∪ λ0L, λ1R ∪ λ0R) in (9), we write its Langlands parameter as
(10) (λrel,−srelλrel) := (λ1L ∪ λ0L, λ1R ∪ λ0R)
and prove the following:
Theorem 3.3. Let J(λ,−sλ) be an irreducible module with 2λ being regular and integral,
with (λrel,−srelλrel) be as given in (10). Then J(λrel,−srelλrel) is unitary if and only if it
is of the form given in Theorem 3.1. Otherwise, it has indefinite form on some cx-relevant
K-types.
Assuming its validity, then Theorem 3.1 follows immediately by the following:
Corollary 3.4. Let J(λ,−sλ) be an irreducible module with 2λ being regular and integral,
and J(λrel,−srelλrel) be the irreducible module given in Theorem 3.3. Then Theorem 3.1
holds if and only if it holds for all J(λrel,−srelλrel).
Proof. Suppose J(λrel,−srelλrel) is not of the form given in Theorem 3.1, then by Theorem
3.3 it must be non-unitary, which has indefinite form on cx-relevant K-types. Since all cx-
relevant K-types are bottom layer in I2, this implies that J(λ,−sλ) is not unitary, hence
it cannot be equal to any of the unitary representations given in Theorem 3.1.
On the other hand, if J(λrel,−srelλrel) is of the form given in Theorem 3.1, then by
induction in stages I2 is of the form given by Theorem 3.1, with J(λ,−sλ) being its lowest
K-type subquotient. By the irreducibility theorem given in Theorem 14.1 of [B], one can
see that I2 = J(λ,−sλ), and hence the result follows. 
3.2. General Strategy. In the next three sections, we will prove Theorem 3.3 for all
classical Lie types. Namely, in Theorem 4.1, Theorem 5.1 and Theorem 6.2, we list all
possible (λrel,−srelλrel) such that J(λrel,−srelλrel) is unitary for groups of Type B, C
and D respectively.
In order to detect non-unitarity for the other parameters (λrel,−srelλrel) in (10) not
covered by the Theorems above, one has to slightly extend to a larger class of infinitesimal
characters, given by:
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Definition 3.5. Let χ ∈ h∗. We say χ is quasi-regular if 2χ is dominant integral, and
• Type B, C: All coordinates of χ are positive, and 1/2, 1 occurs at most once in χ.
• Type D: All coordinates of χ are non-negative, and 0, 1/2, 1 occurs at most once
in χ.
We are now ready to describe the general strategy for the non-unitarity proof:
For each parameter (χ,−sχ) such that (i) χ is quasi-regular; (ii) J(χ,−sχ) has a Her-
mitian form; and (iii) the non-spherical coordinates of (χ,−sχ) can only be
(
1/2
−1/2
)
, we
define a parabolic subgroup and a representation on its Levi component so that the in-
duced module I(χ, s) is Hermitian, and has J(χ,−sχ) as the only composition factor with
cx-relevant lowest K–types.
For I(χ, s), deform χ along the center of the Levi component ν to get a family of induced
modules It(χ, s) (t ∈ R) inducing from the same Levi subgroup, with infinitesimal character
χ + tν and I0(χ, s) = I(χ, s). When t 7→ t0 hits the first critical value with µ := χ + t0ν
(except in one occasion in Type C, our µ is always quasi-regular), the induced module
I(µ, s) corresponding to J(µ,−sµ) given by the previous paragraph is induced from a
different Levi subgroup than It0(χ, s). Therefore, I(µ, s) has different cx-relevant K-type
multiplicities from It0(χ, s). This implies that It0(χ, s) has a factor Ξ with cx-relevant
lowest K-type other than its irreducible subquotient J(µ,−sµ).
By looking at the Jantzen filtration of It(χ, s), if I0(χ, s) has definite form on (some of)
the cx-relevant K−types, so do Ξ and J(µ,−sµ) (and hence I(µ, s) as well). Otherwise,
It(χ, s) had to have indefinite signature on (some of) the cx-relevant K−types, so that
I(χ, s) and also J(χ,−sχ) could not be unitary.
Now consider (χ,−sχ) = (λrel,−srelλrel) given by (10). By the paragraph before (10), a
necessary condition for J(λrel,−srelλrel) to be unitary is that (i) – (iii) above are satisfied
for (λrel,−srelλrel). For instance, the condition that 0 ∈ λ0L in Type D guarantees that the
irreducible module has a Hermitian form by Theorem 2.1(c). So we only focus on these
parameters, and apply the above algorithm recursively – we either end up Ξ being non-
unitary on the level of cx-relevant K-types, or else we repeat the argument on J(µ,−sµ).
Consequently, we detect non-unitarity for all parameters but the ones in the Theorems.
4. Proof of Theorem 3.3 – Type B
Suppose K = SO(2m + 1), then ρ = (2m−12 , . . . ,
3
2 ,
1
2) and the K-types have highest
weights η formed of integers only. Hence {η− ρ}+ ρ = 2λ must be formed of integers only,
and λ are formed of integers and half integers. The integral system is type C × C.
Theorem 4.1. Let J(λrel,−srelλrel) be the irreducible (spherical) module of Type B given
in Theorem 3.3. Then it is unitary if and only if(
λrel
−srelλrel
)
=
(
1
2 ,
3
2 , . . . ,
2k−1
2 ; 1, 2, . . . , n
1
2 ,
3
2 , . . . ,
2k−1
2 ; 1, 2, . . . , n
)
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with n ≤ k. Its corresponding module is the unipotent representation attached to the
nilpotent orbit [22n12k−2n+1].
Note that the unitary representations in the theorem above can also be obtained from
the dual pair correspondence Θ(trivSp), for the pair Sp(2n,C)×SO(2k+2n+1,C) in the
stable range (and hence unitary).
We now describe the construction of I(χ, s) given in Section 3.2. If (χ,−sχ) only consists
of spherical parameters, i.e. s = w0, we denote I(χ) := I(χ,w0). The parabolic subgroup
and inducing parameter are determined as follows: For any infinitesimal character (χ,−sχ)
for quasi-regular χ (for example, χ = λrel), and the only possible nonspherical parameter
is
(
1/2
−1/2
)
, divide χ into strings of integers and half-integers as given below:
(i) Starting from the smallest half-integer coordinate αmin ∈ χ, let b = 0 if αmin = 1/2,
or b = 1 if αmin > 1/2. Define kb := αmin + 1/2, and the string
κ±0 :=
(
1/2, 3/2, . . . ,K0 − 1/2
±1/2, 3/2, . . . ,K0 − 1/2
)
if b = 0
κ1 :=
(
k1 − 1/2, k1 + 1/2, . . . ,K1 − 1/2
k1 − 1/2, k1 + 1/2, . . . ,K1 − 1/2
)
if b = 1
such that kb − 1/2, . . . ,Kb − 1/2 ∈ χ, but Kb + 1/2 /∈ χ (in fact, κ±0 always exists
in the proof of Type B. We keep this more tedious definition so that the notations
are consistent with groups of other types). From now on, we write {α,α+1, . . . , β}
as the spherical parameter
(
α,α + 1, . . . , β
α, α + 1, . . . , β
)
.
(ii) Remove one copy of the coordinates of κb from χ, and repeat Step (i) on the
remaining half-integer coordinates of χ to get κb+1 := {kb+1−1/2, . . . ,Kb+1−1/2},
κb+2, . . . until there are no half-integer entries left.
(iii) Repeat Steps (i)-(ii) on the integer entries and get
σ1 := {n1, . . . , N1}, σ2 := {n2, . . . , N2}, · · ·
If there is a string that starts with 1, label it as σ0 := {1, . . . , N0}.
Let GL(κi) := GL(Ki − ki + 1,C) and GL(σj) := GL(Nj − nj + 1) for all i, j ≥ 0. We
write
(11) I(χ, s) := IndG∏
i>0GL(κi)×
∏
j>0GL(σj )×SO(2K0+2N0+1)
(
⊗
i>0
κi ⊗
⊗
j>0
σj ⊗ J(κǫ0 ∪ σ0)),
where the κi and σj in the above expression correspond to the GL-character JGL(κi) and
JGL(σj) respectively.
Proposition 4.2. Let χ be quasi-regular. Then the multiplicities of all cx-relevant K−types
and their signatures coincide on J(χ,−sχ) and I(χ, s).
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Proof. Note that by construction, all κi and σj are nested in the sense of [B2] and
[BW]. The argument follows from embedding the module I(χ, s) into a standard mod-
ule X(χ,−sχ) (where the coordinates of the original χ have been permuted accordingly),
and equals the submodule generated by the lowest K-type. It is enough to check that the
map to the standard module with antidominant χ is an isomorphism on the cx-relevant
K−types. This is guaranteed by quasi-regularity of χ. The details are omitted.
Alternatively, one can write down the character formulas for I(χ, s) and J(χ,−sχ) and
verify the assertion. 
For convenience, we also define
(12) I ′(χ, s) := IndG∏
i>0GL(κi)×
∏
j≥0GL(σj )×SO(2K0+1)
(
⊗
i>0
κi ⊗
⊗
j≥0
σj ⊗ J(κǫ0))
which has the same K-type multiplicities and signatures as J(χ,−sχ) for all K-types of the
form VG(1, . . . , 1, 0, . . . , 0) (if there is no σ0 in the above expression, then I
′(χ, s) = I(χ, s)
and one can get the same conclusion as in Proposition 4.2).
The following Lemma implies that if J(λrel,−sλrel) is unitary, then κ+0 must appear in
(λrel,−sλrel). In other words, (λrel,−sλrel) has no parameter of the form
(
1/2
−1/2
)
, i.e.
(λrel,−sλrel) = (λrel, λrel) is spherical.
Lemma 4.3. If J(λrel,−sλrel) is unitary, then 1/2 must be present in λ0L = λ0R. In
particular, µ1 = 0.
Proof. Consider the induced module in (9)
I1 = Ind
G
GL(µ1)×G(µ0)
(JGL(µ1)(λ
1
L, λ
1
R)⊗ JG(µ0)(λ0L, λ0R))
corresponding to J(λrel,−sλrel) = J(λ1L∪λ0L, λ1R∪λ0R). Suppose on the contrary that 1/2 is
not present in the coordinates of λ0L, we claim that JG(µ0)(λ
0
L, λ
0
R) has indefinite Hermitian
form on the bottom layer K-types of I1, which immediately implies that J(λrel,−sλrel) is
not unitary.
By hypothesis, the smallest coordinate of (λ0L, λ
0
R) is greater than or equal to 1. There-
fore, (χ, χ) := (λ0L, λ
0
R) =
⋃
i>0 κi ∪
⋃
j≥0 σj, where the κ and σ–strings are obtained by
the paragraph after Theorem 4.1, and (12) gives
I ′(χ) := IndG∏
i>0GL(κi)×
∏
j≥0GL(σj )
(
⊗
i>0
κi ⊗
⊗
j≥0
σj).
For all t ≥ 0, define I ′t(χ) by deforming all the strings by the same constant t. Its infini-
tesimal character is equal to µ := χ+ t. Then µ =
⋃
i>0(κi + t) ∪
⋃
j≥0(σj + t) and hence
I ′(µ) = I ′t(χ) are both induced from the same parabolic subgroup by the recipe in (12).
Therefore, I ′t(χ) does not degenerate, and its Hermitian form is preserved for all t ≥ 0.
As t → ∞, the infinitesimal character I ′t(χ) becomes too large that Parthasarathy’s
Dirac inequality (8) is violated for the trivial lowest K-type. Hence its Hermitian form
is indefinite for the trivial and the adjoint K-type VG(1, 1, 0, . . . , 0) (c.f. [S, Lemma 6.3]).
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This implies that I ′0(χ) and JG(µ0)(λ
0
L, λ
0
R) also has indefinite forms on these K-types, both
of which are bottom layer in I1. 
By the previous Lemma, we can focus on spherical modules J(λrel, λrel). In the next
two subsections, we will study which J(λrel, λrel) are unitary.
4.1. Assume N0 > K0. This means there is a string σ0 starting at 1. We show that the
parameter cannot be unitary.
Consider the special case when (λrel, λrel) = κ
+
0 ∪ σ0 with N0 > K0. Let
I ′t(λrel) := Ind
G
GL(σ0)×SO(2K0+1)
({1 + t, . . . , N0 + t} ⊗ triv),
so that I ′0(λrel) = I
′(λrel) (c.f. (12)) and hence it has the same multiplicities and signatures
as J(λrel, λrel) for K-types of the form VG(1, . . . , 1, 0, . . . , 0). By deforming t 7→ 1/2, the
infinitesimal character of I ′1/2(λrel) is equal to
µ = (3/2, 5/2, . . . , N0 + 1/2; 1/2, . . . ,K0 − 1/2)
= {1/2, 3/2, . . . , N0 + 1/2} ∪ {3/2, 5/2, . . . ,K0 − 1/2},
so that I ′(µ) consists of two κ-strings, which have different lengths from κ0 ∪ σ0. This
implies that I ′1/2(λrel) is degenerate. Indeed, it contains a non-spherical factor Ξ with
parameter (
1/2, . . . ,K0 − 1/2; 3/2, . . . ,K0 + 1/2; K0 + 3/2, . . . , N0 + 1/2
3/2, . . . ,K0 + 1/2; 1/2, . . . ,K0 − 1/2; K0 + 3/2, . . . , N0 + 1/2
)
The irreducible module corresponding to the spherical part of the parameter(
K0 + 3/2, . . . , N0 + 1/2
K0 + 3/2, . . . , N0 + 1/2
)
has indefinite form on the trivial and adjoint K-type by Parthasarathy’s inequality. By
bottom layer arguments, Ξ has indefinite form on the K-types VG(1, . . . , 1︸ ︷︷ ︸
2K0
, 0, . . . , 0) and
VG(1, . . . , 1︸ ︷︷ ︸
2K0+2
, 0, . . . , 0) (or VG(1, . . . , 1, 0) and VG(1, . . . , 1, 1) if the spherical part has only
one coordinate). So the original module I ′0(λrel) and hence J(λrel, λrel) also have indefinite
form on these K-types.
In the general case when (λrel, λrel) contains strings other than κ
+
0 and σ0, we do the
following deformation of parameters:
(1) Deform all κj (j > 0) into integers, say {kj − 1/2, . . . ,Kj − 1/2} 7→ {kj , . . . ,Kj}.
For the new (quasi-regular) parameter, there are no κj for j > 0 but there may be
σi’s with i > 0.
(2) For the new σi’s, deform all σi (i > 0) overlapping with σ0, until the new σ0 does
not overlap with other σ–strings.
Denote (ω, ω) = κ+0 ∪ σ0 ∪
⋃m
i=1 σm the new parameter. Note that the value of N0 may
increase.
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Example 4.4. Let κ0 = {1/2, 3/2, 5/2}, κ1 = {9/2, 11/2, 13/2, 15/2}, σ0 = {1, 2, 3, 4, 5, 6},
σ1 = {8}, and σ2 = {11, 12}, the above deformation gives
(λrel, λrel) = {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6} ∪ {9/2,11/2,13/2,15/2} ∪ {8} ∪ {11, 12}
(1)−→ {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6} ∪ {5, 6, 7, 8} ∪ {8} ∪ {11, 12}
= {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6, 7, 8} ∪ {5, 6} ∪ {8} ∪ {11, 12}
(2a)−→ {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6, 7, 8} ∪ {5, 6} ∪ {9} ∪ {11, 12}
= {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6, 7, 8, 9} ∪ {5,6} ∪ {11, 12}
(2b)−→ {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6, 7, 8, 9} ∪ {9, 10} ∪ {11, 12}
= {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12} ∪ {9}
(2c)−→ {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12} ∪ {13}
= {1/2, 3/2, 5/2} ∪ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13} = (ω, ω).
We explain briefly the above steps: Each −→ represents a deformation I ′0(χ) → I ′t0(χ)
described in Section 3.2, and each equal sign is a rearrangement of the integer and half-
integer entries according to the definition of σ and κ–strings, which results in a new I ′(µ)
induced from a different parabolic subgroup from I ′t0(χ).
More precisely, Step (1) is done by deforming
κ1 = {9/2, 11/2, 13/2, 15/2} 7→ {9/2 + t, 11/2 + t, 13/2 + t, 15/2 + t}.
The cx-relevant K-type multiplicities and the signatures of I ′t(λrel) remain unchanged for
t ≥ 0, thanks to the fact that λrel is (quasi-)regular, which forces ki > 1 for all i > 0
(otherwise the statement does not hold for the cx-relevant K-type VG(1, 0, . . . , 0)). The first
degeneration occurs at t = 1/2, and the parameters can be rearranged to give a different
Levi subgroup.
The new strings σ′1 = {5, 6}, σ′2 = {8} overlap with σ′0 = {1, 2, 3, 4, 5, 6, 7, 8}. Step (2a)
is to deform
σ′2 = {8} 7→ {8 + t}.
Once again, since n′i > n
′
0 = 1 for all i > 0 by quasi-regularity, the cx-relevant K-type
multiplicities and the signatures of I ′t(χ) remain unchanged for t ≥ 0 (otherwise the state-
ment does not hold for the cx-relevant K-type VG(2, 0, . . . , 0)). The first degeneration point
occurs at t0 = 1. Similarly, step (2b) is to deform
{5, 6} 7→ {5 + t, 6 + t}.
By our definition of σ and κ–strings, the Levi subgroup corresponding to It(χ) remains the
same for 0 ≤ t < 4. Hence the first degeneration point occurs at t0 = 4. Finally, Step (2c)
deforms
{9} 7→ {9 + t}
and the first degeneration point is at t0 = 4. Consequently, we obtain (ω, ω) as required.
Note that N0 increases from 6 to 13 after the deformations.
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For the deformed parameter (ω, ω) = κ+0 ∪σ0∪
⋃m
i=1 σi, we can prove I
′(ω) is not unitary
by the following: If there are σi for i > 0, since they do not overlap with σ0, we can deform
all such σi 7→ ∞ as in Lemma 4.3 to conclude that I ′(ω) is not unitary on the level of trivial
and adjoint K-types. Otherwise, we are left with (ω, ω) = κ+0 ∪ σ0 such as the example
above, and we are back to the special case in the beginning of this subsection. In both
cases, I ′(ω) and hence the original module I ′(λrel) is not unitary on the level of K-types
of the form VG(1, . . . , 1, 0, . . . , 0), and the result follows.
4.2. Assume N0 ≤ K0. This includes the case N0 = 0, i.e. there is no σ0. We argue that
if there are any σi or κi with i > 0, then J(λrel, λrel) cannot be unitary.
Recall the irreducible module J(σ0 ∪ κ+0 ) (or J(κ+0 ) if there is no σ0) in the definition
of I(λrel). They are precisely the unipotent representations given in 4.1, whose K-type
structure can be effectively computed.
Suppose on the contrary that such strings exist, then by first deforming the half-integer
strings, and then the overlapping integer strings analogous to the previous subsection, we
can focus only on the case of (λrel, λrel) = κ
+
0 ∪σ0∪
⋃m
i=1 σm such that there are no overlaps
among the σi’s. There are 4 possibilities for σm = (nm, . . . , Nm), where Nm is the largest
integer in λrel:
(1) If nm > K0, i.e.
{nm, nm + 1, . . . , Nm} = σm
κ+0 = {k0 − 1/2, . . . ,K0 − 1/2}
(for simplicity we hide the other σi-strings), deform σm to∞, and Parthasarathy’s inequal-
ity fails on the trivial K-type for the deformed module. So the Hermitian form is indefinite
on the trivial K−type and the adjoint K-type VG(1, 1, 0, . . . , 0).
(2) If nm = K0, i.e.
{K0 = nm, . . . , Nm} = σm,
κ+0 = {k0 − 1/2, . . . , K0 − 1/2}
deform σm 7→ σm + t for t ≥ 0. Note that σm + t first hits the half-integers when t =
1/2. Then I(λrel + 1/2) has a different Levi subgroup than I1/2(λrel) – the κ
+
0 string is
lengthened. By comparing at the K-type multiplicities of the two induced modules, one
can check that discrepancy occurs at the K-type VG(1, 1, 0, . . . , 0). Indeed, I1/2(λrel) has
a factor Ξ with Langlands parameter(
1/2, . . . ,K0 − 3/2, K0 + 3/2, . . . , Nm + 1/2, K0 − 1/2, K0 + 1/2
1/2, . . . ,K0 − 3/2, K0 + 3/2, . . . , Nm + 1/2, K0 + 1/2, K0 − 1/2
)
∪
m−1⋃
i=0
σi
with lowest K-type VG(1, 1, 0, . . . , 0). The nonspherical part corresponds to a GL(2)-
parameter, and it yields cx-relevant K−types with indefinite signature on VG(2, 0, . . . , 0)
and VG(1, 1, 0, . . . , 0). Therefore I1/2(λrel) and also I(λrel) are not unitary.
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(3) If nm, Nm < K0, i.e.
{nm, . . . , Nm} = σm
κ+0 = {k0 − 1/2, . . . , K0 − 1/2},
deform σm 7→ σm + t for t ≥ 0 as in Step (2b) in Example 4.4, until t increases up to a
half-integer satisfying Nm + t = K0 + 1/2, i.e.
{nm + t, . . . , Nm + t}
{k0 − 1/2, . . . , K0 − 1/2}
Then the spherical parameter may have to be rearranged, making κ+0 longer and σm shorter.
By performing the same degeneration on the shorter chain, we will eventually reach a point
where
κ′+0 = {1/2, . . . ,K0 +Nm − nm − 1/2}, σ′m = {K0 +Nm − nm}
analogous to Step (2c) in the previous example. By further deforming σ′m 7→ σ′m + 1/2,
there is a nonspherical factor with parameter(
1/2, . . . ,K0 +Nt − nt − 3/2, K0 +Nt − nt − 1/2, K0 +Nt − nt + 1/2
1/2, . . . ,K0 +Nt − nt − 3/2, K0 +Nt − nt + 1/2, K0 +Nt − nt − 1/2
)
∪
m−1⋃
i=0
σi
As in Case (2), the nonspherical parameter implies that the Hermitian form is indefinite
on VG(2, 0, . . . , 0) and VG(1, 1, 0, . . . , 0).
(4) If nm < K0 ≤ Nm, i.e.
{nm, . . . , Nm} = σm
κ+0 = {k0 − 1/2, . . . , K0 − 1/2},
deform σm 7→ σm + 1/2. Then the κ+0 chain will get longer and σm chain will get shorter:
{nm + 1/2, . . . , K0 − 1/2}
{k0 − 1/2, . . . , K0 − 1/2, . . . , Nm + 1/2},
and we are back to Case (3).
In conclusion, if there are σi or κi with i > 0, the spherical module must have different
signatures on cx-relevant K-types. Since the module J(λrel, λrel) with (λrel, λrel) = κ
+
0 , or
κ+0 ∪ σ0 with N0 ≤ K0 are unitary, we have covered all the cases for all J(λrel,−srelλrel)
in Theorem 3.3. Hence Theorem 4.1 follows. 
5. Proof of Theorem 3.3 – Type C
Suppose K = Sp(2m), then ρ = (m, . . . , 2, 1) and the K-types have highest weights η
formed of integers only. Hence {η − ρ}+ ρ = 2λ must also be formed of integers only, and
λ are formed of integers and half integers. The integral system is type B ×D.
As mentioned before, we detect non-unitarity of J(λ,−sλ) using J(λrel,−srelλrel). Un-
like the case of Type B, J(λrel,−srelλrel) may contain (λ1L, λ1R) = (1/2,−1/2) as we see
below:
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Theorem 5.1. J(λrel,−srelλrel) is unitary if and only if it is the trivial and metaplectic
representations, or its Langlands parameter is of the form(
λrel
−srelλrel
)
=
(
1/2, 1, . . . , n
−1/2, 1, . . . , n
)
which corresponds to the the induced module Ind
Sp(2n+2)
GL(1)×Sp(2n)(det⊗triv).
The induced module I(χ, s) described in Section 3.2 is constructed as follows: Let
(χ,−sχ) be such that χ is quasi-regular, and the only possible non-spherical parameter is
(1/2,−1/2). Construct the strings κ and σ by the following:
(i) For the integer coordinates of χ, separate into
σ0 = {1, . . . , N0}, σ1 = {n1, . . . , N1}, . . .
as in the case of Type B. The term σ0 is present only if there is a coordinate equal
to 1.
(ii) Separate the half-integer coordinates of χ into
κ±0 =
(
1/2, 3/2, . . . ,K0 − 1/2
±1/2, 3/2, . . . ,K0 − 1/2
)
, κ1 = {k1 − 1/2, . . . ,K1 − 1/2}, . . .
as in Type B, and κ±0 occurs only when the coordinate 1/2 show up in λrel.
Proposition 5.2. Let I(χ, s) be the induced module
(13) I(χ, s) = IndG∏
i>0 GL(κi)×
∏
j>0 GL(σj)×Sp(2K0+2N0,C)
(
⊗
i>0
κi ⊗
⊗
j>0
σj ⊗ J(κǫ0 ∪ σ0)).
Then the multiplicities of the cx-relevant K−types in I(χ, s) and J(χ,−sχ) coincide.
Lemma 5.3. If J(λrel,−sλrel) is unitary, then 1/2 or 1 must be present in λrel. Otherwise,
its Hermitian form is indefinite on the cx-relevant K−types.
Proof. Suppose on the contrary that 1/2 and 1 are not in λrel, then (λrel,−sλrel) =⋃
i>0 κi ∪
⋃
j>0 σj has no κ
ǫ
0 or σ0. So the induced module I(χ, s) has indefinite form
on the trivial K-type and adjoint K-type VG(2, 0, . . . , 0) by the deformation arguments
as in Lemma 4.3. Since both K-types are cx-relevant, the result follows from Proposition
5.2. 
5.1. Therefore, (λrel,−sλrel) must contain a κǫ0 or σ0 (or both). We first handle the case
when σ0 appear in the parameter:
Proposition 5.4. Suppose (λrel,−sλrel) contains the string σ0, then J(λrel,−sλrel) is
unitary if and only if (λrel,−sλrel) = σ0, or σ0 ∪
(
1/2
−1/2
)
.
Proof. Firstly, consider the case when (λrel, λrel) does not contain κ
−
0 . By the
deformation arguments as in Section 4.2, one can assume (λrel, λrel) = σ0∪
⋃
i≥0 κi so that
the κi–strings do not overlap, and κ0 (if exists) is equal to κ
+
0 .
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Let κm be the ‘top’ chain, then we have three possibilities:
(a) No κm exists, i.e. (λrel, λrel) = σ0. Then J(λrel, λrel) is the trivial representation, which
is obviously unitary.
(b) m > 0. Then one can proceed as in Section 4.2 on σ0∪κm to conclude that the induced
module (13) on some cx-relevant K-types.
(c) m = 0, i.e. (λrel, λrel) = σ0 ∪ κ+0 . Consider the induced module
(14) I ′t(λrel) := Ind
G
GL(κ0)×Sp(2N0,C)
({κ+0 + t} ⊗ triv).
Its multiplicities and signatures of K−types of the form VG(1, . . . , 1, 0, . . . , 0) are the same
as in the irreducible spherical subquotient J(λrel, λrel).
As in Case (3) in Section 4.2, deform the κ+0 chain until we get
(µ, µ) = {1, . . . , N0 +K0 − 1} ∪ {N0 +K0 − 1/2},
so that I(µ) and J(λrel, λrel) has the same multiplicities and signatures for the trivial and
VG(1, 1, 0, . . . , 0) K−types. Then perform another deformation
It(µ) := Ind
G
GL(1)×Sp(2N0+K0−2,C)
({N0 +K0 − 1/2 − t} ⊗ triv),
so that I0(µ) = I(µ), and it preserves the multiplicities and signatures of all cx-relevant
K-types whenever It(µ) is nondegenerate.
The first degeneration point is at t0 = N0 + K0 − 1/2, with infinitesimal character
ω = (0, 1, . . . , N0 +K0 − 1) (this is the only occasion that the deformed character ω is not
quasi-regular). There are two unitary factors in It0(µ) – both are unipotent representations
corresponding to the nilpotent orbit [2212N0+2K0−2], one is spherical, and the other has
lowest K−type VG(1, 1, 0, . . . , 0). From the real split case [B2], it follows that the signature
is indefinite on these K−types. Therefore, J(λrel, λrel) is also non-unitary on the level of
adjoint K-type.
Now consider the case when (λrel,−sλrel) contains κ−0 . As in the beginning of the
proof, we assume (λrel,−sλrel) = σ0 ∪ κ−0 ∪
⋃m
i=1 κi. By the argument in Case (b) above,
we can ignore the chains κi for i > 0 and consider (λrel,−sλrel) = σ0 ∪ κ−0 .
In this setting, we claim that if κ−0 6=
(
1/2
−1/2
)
, then J(λrel,−sλrel) is not unitary on
the level of cx-relevant K-types, and the result follows.
Indeed, consider the induced module
I1 = Ind
G
GL(1)×Sp(2N0+K0−2,C)
(det⊗J({3/2, . . . ,K0 − 1/2} ∪ σ0))
which has the same K-type multiplicities and signatures as J(λrel,−sλrel) for K-types of
the form VG(1, . . . , 1, 0, . . . , 0). By replacing κ
+
0 in Case (c) above with {3/2, . . . ,K0−1/2},
one can conclude that J({3/2, . . . ,K0 − 1/2} ∪ σ0) has indefinite form on the trivial and
adjoint K-types. Therefore the Hermitian form is indefinite on the K-types VG(1, 0, . . . , 0)
and VG(1, 1, 1, 0, . . . , 0) for J(λrel,−sλrel).
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To conclude, if κ−0 exists, then 3/2 cannot be a coordinate in κ
−
0 , so we are left with the
second parameter in the Proposition, corresponding to the induced module in Theorem
5.1. 
5.2. So we are left with parameters of the form
(λrel,−sλrel) = κǫ0 ∪
⋃
i>0
κi ∪
⋃
j>0
σj ,
which can be deformed such that we are left with κǫ0, along with σj ’s for j > 0. By taking
the ‘top’ string σm, and consider the κ
ǫ
0 ∪ σm as in proof in Section 4.2, one can again
conclude that the only possible unitary parameters can only be κǫ0, corresponding to the
two metaplectic representations.
6. Proof of Theorem 3.3 – Type D
Here K = SO(2m), ρ = (m−1, . . . , 1, 0) and the K-types have highest weights η formed
of integers only. Hence {η − ρ} + ρ = 2λ must also be formed of integers only, and λ are
formed of integers and half integers. The integral system determined by λ is of type D×D.
As for the module J(λrel,−srelλrel), there are two possibilities of (λ1L, λ1R):(
1/2
−1/2
)
or
(
1, 0
0,−1
)
.
Lemma 6.1. If J(λrel,−sλrel) is unitary, then 0 must occur in λ0L = λ0R. Otherwise, its
Hermitian form is indefinite on the cx-relevant K-types.
Proof. Suppose on the contrary that the coordinates on the spherical part (λ0L, λ
0
R) of
(λrel,−sλrel) are all ≥ 1/2. By the same argument as in Lemma 4.3, the irreducible module
JG(µ0)(λ
L
0 , λ
R
0 ) will have indefinite form on the trivial K-type and the adjoint K-type
VG(1, 1, 0, . . . , 0). Hence the result follows. 
Consequently, the only possibility for (λL1 , λ
R
1 ) is
(
λ1L
λ1R
)
=
(
1/2
−1/2
)
.
Theorem 6.2. J(λrel,−srelλrel) is unitary if and only if it is the trivial representation or
its Langlands parameter is of the form:(
λrel
−srelλrel
)
=
(
0, . . . , n − 1, 1/2, . . . , k − 1/2
0, . . . , n − 1, ±1/2, . . . , k − 1/2
)
satisfying n ≥ k. The corresponding representations are unipotent representations attached
to the orbit [3, 22n−2, 12k−2n+1]. They can also be obtained from the Θ−correspondence
from one of the metaplectic representations of Sp(2k) in the stable range.
The induced module I(χ,−sχ) described in Section 3.2 is obtained in a similar way as
for the other types: Let (χ,−sχ) be such that χ is quasi-regular, 0 ∈ χ, and the only
possible non-spherical parameter is (1/2,−1/2). Construct the strings κ and σ as follows:
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(i) For the integers coordinates of χ, separate them into strings
σ0 = {0, . . . , N0 − 1}, σ1 = {n1, . . . , N1}, . . .
as in the case of Type C.
(ii) For the half-integers of χ, separate them into
κ±0 =
(
1/2, 3/2, . . . ,K0 − 1/2
±1/2, 3/2, . . . ,K0 − 1/2
)
, κ1 = {k1 − 1/2, . . . ,K1 − 1/2}, . . .
as in the case of Type C.
Proposition 6.3. Let I(χ,−sχ) be the induced module
(15) I(χ, s) = IndG∏
i≥1 GL(κi)×
∏
j≥1 GL(σj)×SO(2K0+2N0+2,C)
(
⊗
i≥1
κi ⊗
⊗
j≥1
σj ⊗ J(κǫ0 ∪ σ0)).
Then the multiplicities of the cx-relevant K−types in I(χ, s) and J(χ,−sχ) coincide.
The proof of Theorem 6.2 is similar to that of Type B, as we will see in the next couple
of sections.
6.1. Assume K0 > N0. Then the representation J(λrel,−sλrel) is not unitary.
As in Section 4.1 for Type B, we can reduce our study to (λrel, λrel) = κ
ǫ
0 ∪σ0∪
⋃m
i=1 κi,
and the proof only relies on the structure of κǫ0 and σ0. So we assume (λrel, λrel) = κ
ǫ
0 ∪σ0
from now on. Start with ǫ = +. Consider the induced module
(16) I ′t(λrel) := Ind
G
GL(κ0)×SO(2N0)
(
(κ+0 + t)⊗ triv
)
,
such that I ′0(λrel) has the same cx-relevant K-type multiplicities and signatures as the
spherical irreducible module J(λrel, λrel). Deform t 7→ 1/2, I ′1/2(λrel) has a nonspherical
factor Ξ with parameter
(17)
(
1, . . . , N0, 0, . . . , N0 − 1, N0 + 1, . . . ,K0
0, . . . , N0 − 1, 1, . . . , N0, N0 + 1, . . . ,K0
)
If the spherical part of the parameter has an odd number of coordinates, i.e. N0 6≡
K0 (mod 2), then its corresponding irreducible module has no invariant nondegenerate
Hermitian form. More precisely, its Hermitian dual has parameter(
1, . . . , N0, 0, . . . , N0 − 1, N0 + 1, . . . ,K0
0, . . . , N0 − 1, −1, . . . , N0, N0 + 1, . . . ,K0
)
which also shows up in I ′1/2(λrel). Then there is a invariant Hermitian form on the sum of
the two factors, with each factor being an isotropic subspace. Therefore, I ′1/2(λrel) as well
as I ′0(λrel) have indefinite forms on the two copies of the K-type VG(1, . . . , 1︸ ︷︷ ︸
2N0
, 0, . . . , 0).
If the factor with parameter given in Equation (17) has an even (and positive) number of
spherical coordinates, then the factor itself has a nondegenerate Hermitian form. However,
the spherical coordinate part has indefinite form on the adjoint and spherical K−types,
20 DAN BARBASCH, CHAO-PING DONG, AND KAYUE DANIEL WONG
which give rise to bottom layer K−types. So the form on I ′0(λrel) is indefinite on the
K-types VG(1, . . . , 1︸ ︷︷ ︸
2N0
, 0, . . . , 0) and VG(1, . . . , 1︸ ︷︷ ︸
2N0+2
, 0, . . . , 0).
As for ǫ = −, consider
I1 = Ind
G
GL(1)×SO(2N0+2K0−2)
(det⊗J({3/2, . . . ,K0 − 1/2} ∪ σ0))
which has the same multiplicities and signatures as J(λrel,−sλrel) for K-types of the form
VG(1, . . . , 1, 0, . . . , 0). We claim that J(χ, χ) := J({3/2, . . . ,K0 − 1/2} ∪ σ0) has indefinite
form on the K-types of the form VG(1, . . . , 1, 0, . . . , 0), so that J(λrel,−sλrel) is also not
unitary by bottom layer K-type arguments on I1.
Consider
I ′t(χ) := Ind
G
GL(K0−1)×SO(2N0)
({3/2 + t, . . . ,K0 − 1/2 + t} ⊗ triv)
so that I ′0(χ) and J(χ, χ) agree on the level of all cx-relevant K-types. When t = 1/2,
I ′1/2(χ) becomes degenerate, and has a factor(
2, . . . , N0; 1, . . . , N0 − 1; 0, N0 + 1, . . . ,K0
1, . . . , N0 − 1; 2, . . . , N0; 0, N0 + 1, . . . ,K0
)
,
and the spherical part of the parameter above has indefinite form on the trivial and adjoint
K-type by Parthasarthy’s inequality. Hence I ′1/2(χ), I
′
0(χ) and J(χ, χ) has indefinite form
on the K-types VG(1, . . . , 1︸ ︷︷ ︸
2N0−2
, 0, . . . , 0) and VG(1, . . . , 1︸ ︷︷ ︸
2N0
, 0, . . . , 0), and we have the desired
result.
6.2. Assume K0 ≤ N0. We claim that if (λrel,−srelλrel) contains κi or σi for i > 0, then
the corresponding representation is not unitary.
The proof follows exactly the same fashion as in Section 4.2. Namely, we can reduce
to the case (λrel,−srelλrel) = κǫ0 ∪ σ0 ∪ κm, where κm is the ‘top’ string. As in Section
4.2, the module J(κǫ0 ∪ σ0) in the definition of I(λrel, s) is known to be unitary, and its
K-type multiplicities is known. So the proof is identical as in the Type B case. Namely, the
Hermitian form is either indefinite on the K-types VG(ν, 0, 0, . . . , 0) and VG(1, 1, ν, 0, . . . , 0)
(when K0 < nm), or VG(1, 1, ν, 0, . . . , 0) and VG(2, ν, 0, 0, . . . , 0) (when nm ≤ K0), where
ν = 0 if ǫ = +, and ν = 1 if ǫ = −.
Therefore we are only left with the case when there is only (λrel,−srelλrel) = σ0 ∪ κǫ0
with K0 ≤ N0, which is a unitary parameter by Theorem 6.2. 
7. A Positivity Result
In this section, we study the case of π = πu in Theorem 1.5. Namely, by following
Proposition 2.5, we investigate the structure of πu⊗VG(ρ) when πu is a classical unipotent
representation with half-integral regular infinitesimal character. More precisely, we will
show that if πu is a classical unipotent representation with HD(πu) 6= 0, then a positivity
result holds for such πu. This will imply Conjecture 1.4 holds for such representations.
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Proposition 7.1. Let G be a connected complex classical simple Lie group and πu be
a unipotent representation given in Section 5.4–5.6 of [BP] such that HD(πu) 6= 0 with
(unique) spin-lowest K-type η. Let δ := {η−ρ} be the highest weight of the PRV component
of VG(η)⊗ VG(ρ). Then we have:
(18) πu ⊗ VG(ρ) = VG(δ) ⊕
⊕
δ′ 6=δ
mδ′VG(δ
′),
where mδ′ are positive integers and
(19) δ′ = δ +
l∑
i=1
miαi, where mi ∈ Z≥0.
In particular, ||δ′|| > ||δ|| and [πu ⊗ VG(ρ) : VG(δ)] = 1. In view of Proposition 2.5,
Conjecture 1.5 holds for all such πu’s.
Proof. Although below we will proceed case by case, the approach that we shall adopt is
uniform. Let η′ be anyK-type of πu other than the spin-lowestK-type η. Put δ
′ := {η′−ρ}.
In view of Theorem 2.2, it suffices to prove that (19) holds for δ and δ′.
Type Bn: as on page 18 of [BP], let b ≥ a ≥ 0 be two integers such that b + a = n.
Then the spin lowest K-type is of highest weight
η = (n− 1, n − 1, n − 3, n − 3, . . . , n− 2a+ 1, n− 2a+ 1, 0, . . . , 0︸ ︷︷ ︸
b−a
),
and
ρ = (n− 1/2, n − 3/2, . . . , 3/2, 1/2).
Therefore, one calculates that
(20) δ = (n− 2a− 1/2, n − 2a− 3/2, . . . , 1/2, 1/2, . . . , 1/2︸ ︷︷ ︸
2a
).
Now take any K-type η′ of πu other than η, we have that
η′ = (α1, α1, . . . , αa, αa, 0, . . . , 0︸ ︷︷ ︸
b−a
),
where α1 ≥ · · · ≥ αa ≥ 0 are all integers. Let us order the half-integers
|α1 − n+ 3/2|, |α1 − n+ 1/2|, . . . , |αa − n+ 2a− 3/2|, |αa − n+ 2a− 1/2|
as B1 ≥ · · · ≥ B2a ≥ 1/2. Note that B1 ≥ 3/2 since η′ is assumed to be distinct from η.
Recall that the Weyl group W (Bn) consists of permutations and arbitrary sign changes.
Then one calculates that δ′ is conjugate to
(21) (n− 2a− 1/2, n − 2a− 3/2, . . . , 1/2, B1, . . . , B2a)
under the action of W (Bn). Now it is evident from (20) and (21) that (19) holds.
Type Cn: as on page 19 of [BP], the spin lowest K-type has highest weight
η = (n, 0, . . . , 0)
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and that
ρ = (n, n− 1, . . . , 1).
Therefore,
(22) δ = (n− 1, n− 2, . . . , 1, 0).
Now take any K-type η′ of πu other than η, we have that
η′ = (k, 0, . . . , 0),
where k 6= n is any non-negative integer having the same parity as n. One sees that δ′ is
conjugate to
(23) (n− 1, n − 2, . . . , 1, |n − k|)
under the action of W (Cn). Now it is evident that (19) follows from (22) and (23).
Type Dn: as on page 20 of [BP], let b > a be two integers such that a + b = n. (The
case b = a is much easier and will be omitted.) Then the spin lowest K-type has highest
weight
η = (n− 1, n − 2, . . . , n− 2a, 0, . . . , 0︸ ︷︷ ︸
b−a
),
and
ρ = (n− 1, n − 2, . . . , 1, 0).
Therefore, one calculates that
(24) δ = (n− 2a− 1, n − 2a− 2, . . . , 1, 0, 0, . . . , 0︸ ︷︷ ︸
2a
).
Now take any K-type η′ of πu other than η, we have that
η′ = (α1, . . . , α2a, 0, . . . , 0︸ ︷︷ ︸
b−a
),
where α1 ≥ · · · ≥ α2a ≥ 0 are all integers. Let us order the integers
|α1 − (n− 1)|, . . . , |α2a − (n− 2a)|
as B1 ≥ · · · ≥ B2a ≥ 0. Note that B1 + · · · +B2a is positive and even since η′ is assumed
to be distinct from η. Although the Weyl group W (Dn) consists of permutations and even
sign changes, thanks to the presence of 0 as the last entry of η′ − ρ, one calculates that δ′
is conjugate to
(25) (n− 2a− 1, . . . , 1, 0, B1, . . . , B2a)
under the action of W (Dn). Now it is evident from (24) and (25) that (19) holds.
The proof now finishes. 
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The above proposition demonstrates a strong positivity result on the K˜-types appearing
in the tensor product decomposition of πu⊗VG(ρ) for unipotent representations πu. In fact,
similar calculations have been carried out for other irreducible unitary representations, and
so far there are no counter-examples to the following conjecture, which sharpens Conjecture
1.4 in view of Proposition 2.5:
Conjecture 7.2. Proposition 7.1 holds for any π ∈ Ĝd.
Proposition 7.3. Let G be a connected complex classical simple Lie group and πu be a
unipotent representation given in Section 5 of [BP] such that HD(πu) vanishes. Then for
all spin-lowest K-types η of πu, the PRV-component {η− ρ} are equal. Moreover, we have
(26) πu ⊗ VG(ρ) = mδVG(δ) ⊕
⊕
δ′ 6=δ
mδ′VG(δ
′),
where mδ > 1 and mδ′ are positive integers, and that
(27) δ′ = δ +
l∑
i=1
miαi with mi ∈ Z≥0.
In particular,
(28) ||δ′|| > ||δ|| > ‖2λ− ρ‖,
where 2λ is the infinitesimal character of πu.
Proof. Note that HD(πu) = 0 can only happen for type Cn and type Dn. The proof is
essentially the same as that of Proposition 7.1, with the distinction that now we have more
than one spin-lowest K-types. However, they produce the same PRV-component, which
will still be denoted by VG(δ), after tensoring with VG(ρ). Indeed, for type Cn,
δ = (n− 1, n − 2, . . . , 1,1),
while for type Dn,
δ = (n− 2a− 1, n− 2a− 2, . . . , 1,1, 0, . . . , 0︸ ︷︷ ︸
2a
).
Recall that in each case, 2λ− ρ is the vector obtained from δ by replacing the bolded one
with zero. Thus ‖δ‖ > ‖2λ− ρ‖. Note also that mδ > 1.
Denote by VG(η
′) any K-type of πu which is not spin-lowest, and put δ
′ := {η′ − ρ}.
Then the same calculation in Proposition 7.1 says that (27) holds. Thus ‖δ′‖ > ‖δ‖. 
8. Proof of Theorem 1.5
In view of Proposition 2.5 and Theorem 3.1, we need to compute [π⊗VG(ρ) : VG(2λ−ρ)]
for all irreducible, unitary representations of the form
π = J(λ,−sλ) = IndGMN (Cµ ⊗ πu).
Suppose that the inducing module Cµ ⊗ πu has Zhelobenko parameter (λm,−smλm). We
pick the positive root system ∆M of M such that λm is dominant, and take p = m+n such
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that ∆(n), the roots of n, have positive inner products with µ. Then we fix the positive
root system of G by ∆ = ∆M ∪∆(n).
Since the Harish-Chandra parabolic induction preserves Zhelobenko parameters, we have
λ = λm, and s = sm ∈ WM ≤ W is the same Weyl group element. Now λ may not be
dominant in ∆, so we further let ∆′ be the positive system such that λ is dominant. Note
that since λ is dominant in ∆M , we have ∆M ⊂ ∆′.
By Proposition 2.5, the only K˜-type that can appear in the Dirac cohomology of π must
have extremal weight τ ′ := 2λ − ρ′, where 2ρ′ is the sum of all positive roots in ∆′. By
abuse of notations, we write VG(τ
′) as the K˜-type with extremal weight τ ′.
From the proof of [BP, Theorem 2.4], we have:
(29)
[
π ⊗ VG(ρ) : VG(τ ′)
]
= [π : VG(τ
′)⊗ VG(ρ)]
= [πu ⊗Cµ : VG(τ ′)|M ⊗ VG(ρ)|M ]
= [πu ⊗Cµ ⊗ VG(ρ)|M : VG(τ ′)|M ]
= [πu ⊗Cµ ⊗ (VM (ρm)⊗ Cρn ⊗
∧•
n∗) : VG(τ
′)|M ]
= [πu ⊗ VM (ρm)⊗ Cµ+ρn ⊗
∧•
n∗ : VG(τ
′)|M ].
The penultimate step above uses [BP, Lemma 2.3], and that
∧•
n∗ consists of weights of
the form −
∑
α∈S
α, where S is a subset of the roots in ∆(n).
As discussed earlier in this section, our main result (Theorem 1.5) follows directly from:
Proposition 8.1. Let π = IndGMN (Cµ⊗πu) be an irreducible, unitary representation given
in Theorem 3.1. Then
(30) [πu ⊗ VM (ρm)⊗ Cµ+ρn ⊗
∧•
n∗ : VG(τ
′)|M ] =
{
1 if HD(πu) 6= 0;
0 if HD(πu) = 0.
Proof. We first consider the case when HD(πu) 6= 0. By Proposition 7.1, there exists a
unique VM (δ) in πu ⊗ VM (ρm) appearing in HD(πu). The main ingredients of the proof in
[BP] are:
• The weight wmρ+ ρ′ =
∑
α∈∆(n)∩∆′
α is a highest weight in
∧•
n; and
• δ + (µ+ ρn)− (wmρ+ ρ′) = τ ′.
Therefore, the multiplicity in (30) is non-zero, since both sides contain VM (τ
′) with multi-
plicity one. We now show that this is the only occasion where there is a common K˜M -type
in (30).
First of all, consider the K˜M -types that may show up on the left module in (30): As
discussed in Proposition 7.1, πu ⊗ VM (ρm) contains other K˜M -types of the form VM (δ′),
where
δ′ = δ +
∑
γ∈∆M , mγ≥0
mγγ.
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Now fix a VM (δ
′) with δ′ of the form above. By tensoring it with Cµ+ρn ⊗
∧•
n∗, the
K˜M -types appearing in the tensor product must have highest weights of the form
δ′ + µ+ ρn −
∑
α∈S
α
for some S ⊆ ∆(n).
Combining the arguments above, any K˜M -type appearing on the left module in (30)
must have highest weights of the form
(31)
δ′ + µ+ ρn −
∑
α∈S
α
=
δ + ∑
γ∈∆M , mγ≥0
mγγ
+ µ+ ρn −
 ∑
α∈S∩∆′
α+
∑
β∈S∩(−∆′)
β

=
δ + ∑
γ∈∆M , mγ≥0
mγγ
+ µ+ ρn −
 ∑
α∈∆(n)∩∆′
α−
∑
β′∈(∆(n)\S)∩∆′
β′ +
∑
β∈S∩(−∆′)
β

= τ ′ +
∑
γ∈∆M , mγ≥0
mγγ +
∑
β′∈S1
β′ −
∑
β∈S2
β,
where S1 := (∆(n) \ S) ∩∆′ and S2 := S ∩ (−∆′).
Consider the squared norm of the weight in (31):
(32)∥∥∥∥∥∥τ ′ +
∑
γ∈∆M , mγ≥0
mγγ +
∑
β′∈S1
β′ −
∑
β∈S2
β
∥∥∥∥∥∥
2
= ||τ ′||2+
2
〈
τ ′,
∑
γ∈∆M , mγ≥0
mγγ +
∑
β′∈S1
β′ −
∑
β∈S2
β
〉
+
∥∥∥∥∥∥
∑
γ∈∆′
M
, mγ≥0
mγγ +
∑
β′∈S1
β′ −
∑
β∈S2
β
∥∥∥∥∥∥
2
By construction, τ ′ is a dominant weight in ∆′. On the other hand, we have seen from
above that
γ ∈ ∆M ⊂ ∆′; β′ ∈ ∆′; −β ∈ ∆′.
Thus 〈τ ′, γ〉, 〈τ ′, β′〉, 〈τ ′,−β〉 are all non-negative. Therefore,∥∥∥∥∥∥τ ′ +
∑
γ∈∆M , mγ≥0
mγγ +
∑
β′∈S1
β′ −
∑
β∈S2
β
∥∥∥∥∥∥
2
≥ ‖τ ′‖2.
Moreover, the equality happens exactly when δ′ = δ, and that S1, S2 are both empty. The
latter condition further implies that S = ∆(n) ∩∆′.
In conclusion, the left module in (30) contains VM (τ
′) with multiplicity one, and the
highest weights of all other irreducible modules must have norm strictly greater than ||τ ′||.
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We now turn to the right module in (30): The decomposition of the K˜-type VG(τ
′) into
K˜M -modules must have highest weights of norm less than or equal to ||τ ′||. Therefore, the
only module that can appear on both sides of (30) is precisely VM (τ
′), with multiplicity
one. So the proposition holds for all irreducible π = IndGM (Cµ ⊗ πu) with HD(πu) 6= 0.
Now we look at the case when HD(πu) = 0, which shows up in Type C and Type D
only. By Proposition 7.3 and Equation (31), the K˜M -types appearing in the left module
in (30) is of the form
(33) τ ′ +
∑
γ∈∆M , mγ≥0
mγγ +
∑
β′∈S1
β′ −
∑
β∈S2
β + ei,
where ei is the unit vector corresponding to the bolded 1 in the proof of Proposition 7.3.
Consider the sum of coordinates of the expression in (33): since all the roots are of
the form 2ei and/or ei ± ej in Type C and D, the sum of coordinates in (33) must be of
opposite parity with that of τ ′.
For the right module in (30), if we decompose VG(τ
′) into K˜M -modules, the sum of
coordinates of all highest weights in the decomposition must have parity equal to that of
τ ′. Therefore, the multiplicity in (30) must be zero in this case, i.e. HD(π) = 0. 
Appendix: Some Atlas Calculations
In this section, we will compute some K-type signatures for certain non-unitary rep-
resentations given in Sections 4–6 using the software atlas [ALTV, At]. In particular,
their Hermitian forms are indefinite on some specified cx-relevant K-types. The calcu-
lations are carried out using the function print sig irr long, which is available from
http://math.mit.edu/∼dav/atlassem/.
One can see these calculations as evidences of the more general theorems proved in
Sections 4–6.
We begin with an example in Section 4.1. Let G = SO(7,C), and the parameters are
given by κ+0 ∪ σ0 = {1, 2} ∪ {1/2}. The atlas input is given by
atlas> set G = complexification(SO(7))
atlas> set all = all_parameters_gamma(G,[4,2,1,4,2,1]/2)
atlas> all[0]
Value: final parameter(x=47,lambda=[5,3,1,5,3,1]/2,nu=[4,2,1,4,2,1]/2)
The signature of some of the K-types are given by:
atlas> print_sig_irr_long(all[0],KGB(G,0),15)
sig x lambda hw dim
s 0 [ 1, 1, 1, -1, -1, -1 ]/2 [ -2, -1, 0, 2, 1, 0 ] 1
s 0 [ 1, 1, 1, 1, 1, -1 ]/2 [ -2, -1, 0, 3, 2, 0 ] 21
1 0 [ 1, 1, 1, 1, 1, 1 ]/2 [ -2, -1, 0, 3, 2, 1 ] 35
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The K-types of J(λrel,−sλrel) can be read off by the hw column of the above output. More
precisely, by adding the ith-coordinate and the (i + rank(G))th-coordinate of the vector
in the hw column, one can get the highest weight of a K-type in usual coordinates. For
example, [−2,−1, 0, 3, 2, 0] corresponds to the highest weight (−2+3,−1+2, 0+0) = (1, 1, 0)
in usual coordinates.
The sig column represents the signature of the Hermitian form in J(λrel,−sλrel). The
form is definite if and only if the entries of the sig column are all scalars or all scalar
multiples of s. In particular, the above output shows that the form is indefinite on the
K-types VG(110) and VG(111), which matches with our proof in Section 4.1.
We now look at another example in Section 4.2. Let G = SO(9,C) and the parameter
be given by {1/2, 3/2, 5/2} ∪ {2}, so that we are in the setting of Case (3). Its K-type
signatures are given by
sig x lambda hw dim
1 0 [ 1, 1, 1, 1,-1,-1,-1,-1]/2 [-3,-2,-1, 0, 3, 2, 1, 0] 1
1 0 [ 1, 1, 1, 1, 1, 1,-1,-1]/2 [-3,-2,-1, 0, 4, 3, 1, 0] 36
s 0 [ 3, 1, 1, 1, 1,-1,-1,-1]/2 [-2,-2,-1, 0, 4, 2, 1, 0] 44
1 0 [ 3, 3, 1, 1, 1, 1,-1,-1]/2 [-2,-1,-1, 0, 4, 3, 1, 0] 495
s 0 [ 3, 1, 1, 1, 3, 1,-1,-1]/2 [-2,-2,-1, 0, 5, 3, 1, 0] 910
In this case, the K-types VG(1100) and VG(2000) have different signatures as expected.
Next, we look at an example in Type C where the parameter is not spherical. Let
G = Sp(8,C) and the parameter be given by κ−0 ∪ η0 =
(
1/2 3/2
−1/2 3/2
)
∪ {1, 2}.
The atlas code for this parameter is given by:
atlas> set G = Sp(8,C)
atlas> set all = all_parameters_gamma(G,[4,3,2,1,4,3,2,1]/2)
atlas> LKT(all[1])
Value: (KGB element #0,[ 1, 0, 0, 0, 0, 0, 0, 0 ]/1)
And the signatures of the K-types are given by:
sig x lambda hw dim
1 0 [ 1,0,0,0,0,0,0,0 ]/1 [ -3,-3,-2,-1, 4, 3, 2, 1 ] 8
s 0 [ 1,1,1,0,0,0,0,0 ]/1 [ -3,-2,-1,-1, 4, 3, 2, 1 ] 48
The K-types have different signatures at VG(1000) and VG(1110) as given by the last four
paragraphs of the proof of Proposition 5.4.
In Section 6.1, we have an example where the Hermitian form of a single K-type is
indefinite. To verify this, let G = SO(6,C) and the parameter be given by κ0 ∪ η+0 =
{1/2, 3/2} ∪ {0}. Then the signatures are given by:
sig x lambda hw dim
1 0 [ 0, 0, 0, 0, 0, 0 ]/1 [ -2, -1, 0, 2, 1, 0 ] 1
1+s 0 [ 1, 1, 0, 0, 0, 0 ]/1 [ -1, 0, 0, 2, 1, 0 ] 15
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1 0 [ 1, 0, 0, 1, 0, 0 ]/1 [ -1, -1, 0, 3, 1, 0 ] 20
s 0 [ 1, 1, 1, 1, 0, 0 ]/1 [ -1, 0, 1, 3, 1, 0 ] 45
The two K-types VG(110) in the representation have different signatures, since we are in
the setting of Equation (17) with an odd number (= 1) of spherical coordinates.
Finally, we present an example in Section 6.2 for SO(10,C). Let κ−0 ∪η0∪η1 =
(
1/2
−1/2
)
∪
{0, 1, 2} ∪ {5/2} be the parameter. Then the signatures of the K-types are given by:
sig x lambda hw dim
s 0 [1,0,0,0,0,0,0,0,0,0 ]/1 [-3,-3,-2,-1,0,4,3,2,1,0 ] 10
s 0 [1,1,1,0,0,0,0,0,0,0 ]/1 [-3,-2,-1,-1,0,4,3,2,1,0 ] 120
1+2s 0 [1,1,0,0,0,1,0,0,0,0 ]/1 [-3,-2,-2,-1,0,5,3,2,1,0 ] 320
1+s 0 [2,0,0,0,0,1,0,0,0,0 ]/1 [-2,-3,-2,-1,0,5,3,2,1,0 ] 210
s 0 [1,1,1,1,0,1,0,0,0,0 ]/1 [-3,-2,-1,0,0,5,3,2,1,0 ] 1728
One can see the K-types VG(11100) and VG(21000) have opposite signatures. Moreover,
this is the only place where the signatures are different on the level of cx-relevant K-types.
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