T he difficult task of sifting through the data generated by the extensive use of computers today-and locating concise and interpretable information within that data-is called knowledge discovery in databases (KDD). Data mining refers to one specific step in the KDD processnamely, to the application of algorithms that can extract hidden patterns from data (see the "KDD Process" sidebar for more information).
T he difficult task of sifting through the data generated by the extensive use of computers today-and locating concise and interpretable information within that data-is called knowledge discovery in databases (KDD). Data mining refers to one specific step in the KDD processnamely, to the application of algorithms that can extract hidden patterns from data (see the "KDD Process" sidebar for more information).
The data mining technique we focus on in this article is called clustering-partitioning a set of data vectors into clusters and noise such that data vectors within the clusters are similar to each other and that the data items in different clusters or noise partitions are not. Recent research has proposed many algorithms for clustering. 1 In all these methods, the user must choose the algorithm and adjust it to application-domainspecific knowledge via parameters. Because these modifications strongly affect the algorithm's final result, the process must be repeated multiple times to get useful results with different algorithms and parameters. Visualization techniques could support this step, deepen our understanding of the process, and increase our confidence in the results. Visual data exploration can deal easily with highly inhomogeneous and noisy data, for example, and its intuitive nature requires no understanding of complex algorithms.
The approach we present here combines an advanced clustering algorithm with new visualization methods for a more effective interactive clustering. We start with an efficient clustering algorithm based on a generalized multidimensional grid. 2 It uses axes-parallel projections as well as complex hyperpolygonal objects as separators in the multidimensional space. Choosing the axes-parallel projections and specifying the separators to be used in building the multidimensional grid, however, are two difficult problems that cannot be fully automated. Our visual clustering system, the High-Dimensional Eye, guides the user through the process of clustering and therefore helps improve the clustering results significantly.
Clustering
The statistics, machine learning, and KDD literature propose many specific clustering algo-rithms. Partitioning algorithms partition the database into k clusters, which are represented by the gravity of the cluster (k-means) or by one representative data point (k-medoid). 3 Hierarchical clustering algorithms decompose the database into several levels of partitionings, which are usually represented by a dendrogram-a tree that splits the database recursively into smaller subsets. Locality-based clustering algorithms usually group neighboring data elements into clusters based on local conditions. 4, 5 Most approaches are not designed for clustering of high-dimensional data, so the performance (meaning the efficiency and effectiveness) of existing algorithms degenerates rapidly with increasing dimension. To improve performance, optimized clustering techniques have emerged. [6] [7] [8] [9] Unfortunately, the curse of dimensionality severely affects the resulting clustering's effectiveness (or quality), especially in the presence of noise. In previous work, we showed that existing clustering methods suffer from either a severe breakdown in efficiency (true for all index-based methods) or have severe effectiveness problems (basically true for all other methods). 10 In image similarity, a simple feature vector is color distribution. In three-dimensional similarity search, a feature vector is the shape of the object described, for example, by its Fourier transformation. The selection of important properties depends strongly on the application. The properties must represent the characteristics of one particular object as well as the diversity of the objects. We can define the clustering problem as one of partitioning a set of data vectors into clusters and noise such that data vectors within the clusters are similar to each other and that the data items in different clusters or noise partitions are not similar. Determining the similarity between two data items, however, is difficult and depends on the task and application. This is even more important because the clustering results strongly depend on the notion of similarity used; exactly how to measure similarity effectively in high-dimensional feature spaces remains an open research question.
Another problem of all clustering algorithms is that one measure of similarity might not be sufficient for the whole data set but could work effectively for a subset of the data-for example, a subset of the data points or of the dimensions.
Projected Clustering
The idea of projected clustering has attracted a lot of attention during the past few years. (Informally, projected clustering means that only some promising attributes are used to compute the similarity and thus determine the clusters. In cases with three-dimensional vectors, for example, it might be possible to neglect one dimension, so the remaining two-dimensional subspace is a projection of the original three-dimensional one. HD-Eye uses projected clustering.) The projected clustering problem consists of two main tasks-namely, finding useful projections of the high-dimensional data and determining clusters in the projections. Both tasks depend on each other because a projection is only useful if it provides a good clustering, and a useful projection is needed to determine a projected cluster. Therefore, an algorithm for the projected clustering problem must decide whether a clustering is good for a given projection, and it must search the space of projections based on that criterion.
The KDD Process
The steps of the knowledge discovery process involve understanding the application domain and the specification of the overall process's goal, acquiring and preprocessing data, selecting and applying data mining algorithms, interpreting the findings, and analyzing success.
The KDD process is a circular flow. After the last step, new questions arise that lead to a new iteration of the process. (A detailed description of the KDD process appears elsewhere. 1 ) Figure  A shows defines a projected cluster as a hyperbox-the maximum bounding rectangle of all data points belonging to the cluster-with a boundary size of w (one of the algorithm's parameters) in the bounded dimensions and an unbounded size in the others. Doc uses sampling to center the boxes around some randomly chosen data points. The result is a set of hyperboxes that are bound in some dimensions and contain the projected clusters.
Visualization and Projected Clustering
Visualization technology can help users apply clustering algorithms. Several visualization techniques are useful in data mining, including geometric projection techniques such as prosection matrices and parallel coordinates, icon-based techniques, hierarchical techniques, graph-based techniques, pixel-oriented techniques, and combinations thereof. Examples of well-known visual data exploration systems include XmDv, 15 XGobi, 16 and Parallel Visual Explorer. 17 Most visualization techniques are used in conjunction with interaction and distortion techniques. 18 Existing techniques, however, do not allow effective support of the projection-finding process, which is needed for efficient clustering in highdimensional space.
In previous work, we investigated the link between clustering in projections and visualization and developed a first prototype of HD-Eye. 19 In the prototype, we combined automated techniques for finding clusters in one-dimensional projections with appropriate visualizations that let the user correct the automatically found results. In the new version, described in this article, we add functionality to better handle two-dimensional projections and provide additional features for combining automatic and interactive clustering. In addition, we tightly integrate HD-Eye with a database system.
The basic idea of projected clustering is to define the similarity among a cluster's data points as distance in some projection of the high-dimensional space. Figure 1 shows an example data set containing two projected clusters that are defined in dimensions x × y and x × z, respectively.
Projected clustering of high-dimensional data is difficult because we have to find the data points belonging to a cluster as well as a useful projection for defining the clustering.
To explain our approach of projected clustering, we must first define the data space, data set, and density functions. 
The probability density function is a fundamental concept in statistics. In the multivariate case, we have random variables from which we can observe data points in F. The density function f gives a natural description of the distribution in F and allows probabilities to be found from the relation (1) for all regions Reg ⊂ F.
We can use the density function as a basis on which to build clusters from observed data points. Kernel density estimation provides a powerful and effective method for estimating the unknown density function f in a nonparametric way from a sample of data points. . (2) The statistics literature has proposed various kernels K, including square-wave and Gaussian functions. Figure 2 shows an example for the density function of a two-dimensional data set using a square-wave and Gaussian kernel. A detailed introduction to kernel density estimation appears elsewhere. 6, 20, 21 We can define clusters as sets of data points that are density-attracted to a local maximum of the density function. 22 The definition of projected clustering is similar but considers a projection of the data space instead of the full-dimensional space. Each cluster can be defined in different projections, so determining all the projected density functions to find the clusters is computationally infeasible.
Practical approaches based on an iterative partitioning of the data try to partition the data space without partitioning any of the clusters. The most efficient way to partition a data set is to use low-dimensional projections to split the data. If we use just one-dimensional projections, the resulting clusters are hyperboxes. If we use two-dimensional projections, we can separate arbitrarily shaped regions of the data. In both cases, the idea is to split the data set only in the considered projection to help us find projected clusters. A difficulty is that the set of dimensions needed to separate a cluster will likely differ for each cluster. Furthermore, two clusters could overlap in some dimensions.
How can we characterize the projected clusters we find with HD-Eye? A hyperbox can describe the cluster, but a better description is the sequence of split operations needed to separate them. Starting with the whole data set, in each iteration, the user selects one or more one-or two-dimensional projections that indicate distinguishable regions. These regions are separated automatically or by hand and each is processed recursively. The definition of a projected cluster reinforces that not all dimensions are required to define the clusters and lets the clusters have arbitrary shapes.
HD-Eye
HD-Eye combines visualization techniques with an advanced algorithm to perform projected clustering. Here, we'll describe the concepts of density-based single-linkage separators and the separator tree. The concept of separators is needed to find well distinguishable regions, and the concept of the separator tree helps keep track of the iterative and recursive nature of our approach. We'll also present an efficient algorithm for determining such separators, before finally introducing some visualization techniques to support the process of finding the projected clusters.
The two main tasks of finding the appropriate projections for partitioning the data and finding and specifying good separators based on these projections need visual support. Both tasks require the human user's intuition and creativity and cannot be done automatically.
Separators and Separation Tree
The HD-Eye framework uses a concept for clus- tering that is similar to the one decision trees use for classification. A decision tree comprises several nodes, each containing a decision rule that splits the data to achieve purer label sets in the child nodes. In our case, we do not use class labels to find a split-rather, we use a density function. The equivalent to the decision rule is the separator, which partitions and labels the data space's points according to a clustering scheme. Besides simple partitioning hyperplanes, we mainly use two-dimensional projections for a specific type of separators: the density-based singlelinkage separator defines clusters as regions of maximal size in the data space, while the density all over the cluster is larger than a minimum threshold. 23 According to this scheme, a cluster is arbitrarily shaped, so it cannot be represented by a single centroid and the nearest-neighbor rule (like a simple k-means clustering). Clusters found with the density-based single-linkage separator are useful for approximating complex correlations.
Based on ideas from other research, our informal definition for a density-based single-linkage clustering makes no assumption about the density estimation function used.
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Definition 4: density-based single-linkage clustering. Given a set of objects described by the set of feature vectors D = {x 1 , …, x n }, the partition C = {C 1 , …, C l } of D is a density-based single-linkage clustering for a given density function and a noise level ξ, if and only if the following properties are satisfied for all C i , i = 1, …, l: the cluster C i is nonempty; the density on a path that connects two points in C i and is completely contained in C i does not fall below the threshold ξ, and the cluster C i has maximal size. Points x ∈ D with are called outlier.
The intuition behind this definition is that a cluster is a connected region R in the continuous data space F, the density at all points of R is above the noise threshold ξ, and the clusters are isolated by low-density valleys. For our separator approach, we need an algorithm that can find the valley with the lowest density separating at least two clusters or groups of clusters.
Because we want to find separators in many (two-dimensional) projections of the data space, we need a quality measure that compares different separators. The quality measure for the density-based single-linkage scheme does not have a straightforward definition. Again, though, lowdensity valleys separate clusters.
We define the separation quality q sep depending on the maximum density at the borders of the cluster regions in the continuous data space F. The point at a cluster's border with the maximum density is the point on which the cluster is hard to distinguish from neighboring regions. The set Border(S) ʕ F of cluster border points is determined by a separator S. Intuitively, it is defined as the set of points x ∈ F with the property that each arbitrary small neighborhood around x contains two points with different cluster labels. This definition is valid because a separator labels the data points as well as all the continuous data space's points. The separation quality is defined as . (3) Figure 3 shows an example data set's separator quality. The color shows the density on the border between the two clusters; the separator quality corresponds to the inverse of the border's maximum density.
Because a single separator does not necessarily separate all of a data set's clusters at the same time, we need a more global structure to integrate multiple separators defined in different projections. One way to accomplish this is with separator trees. Similar to a decision tree, which is an assemblage of classification rules forming a classifier, a separator tree is a collection of separators forming a cluster model for the given data with regard to the user's intention. The split operation grows the tree: it takes a leaf node l of a separator tree T, assigns a separator S to l, and thus defines the new son nodes of l (see Figure 4) . The region R of l is decomposed into subregions, each containing different clusters or groups of clusters. Because the separators are not defined in the same dimensions, we can integrate complex separators from different projections into a single clustering model.
Algorithm
We found an efficient algorithm that finds approximated density-based single-linkage separators in two-dimensional projections. By definition, the original single-linkage problem has quadratic runtime complexity in the number of data pointseach data point must be compared with every other to see if they can be linked (or whether the density between them is high enough). For large databases, this is prohibitively expensive.
To make the algorithm scalable, we first reduce the set of data points D = {x 1 , …, x n } to a set of centroids P = {p 1 , …, p k }. We can do this with a variant of the k-means algorithm, which uses a histogram as an approximation of the data set. The reduction decreases the number of objects from n to k with k Ӷ n.
After reducing the data set, the second task is to determine the connected high-density regions based on the data set's centroid representation. For two-dimensional projections, we use the weighted Delaunay graph, 23 which is called a cluster graph:
where E is defined according to the Delaunay triangulation, and
w(e) = min . (5) Because the density function is not available in analytical form, the weight determination implementation works with a discretization of the line between the centroids and estimates the density on r ≥ 1, r ∈ N points at the line between p and p′. Centroids belonging to the same high-density region are at least transitively linked in the cluster graph with edges of large weights. To separate such regions, the algorithm deletes the edges in ascending order according to their weights until the graph splits into two connected components. The threshold for the noise level ξ is set to the weight of the last deleted edge. We assume that all nodes with a lower density than ξ approximate noise points and collect them in a special prototype subset P 0 . The following algorithm describes the method in pseudo code. (Figure 5 shows an example of the algorithm's result.
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) db_slink_separator (G (V = P, E, w) , ) Require: G(V = P, E, w) initial cluster graph Ensure: P 1 , P 2 , … contains the centroids in connected high-density regions isolated by density valleys with maximal density ξ (separation quality), P 0 contains prototypes approximating noise 1: ξ ← 0, P 0 ← ∅ 2: while G is connected do 3: determine e with w(e) = min{w(e′), e′ ∈ G.E} 4: ξ ← w(e) 5: G.delete_edge(e) 6: P 0 ← P 0 ∪ {p ∈ G.V, } 7: delete all nodes p from G with 8: end while 9:
The separator algorithm's output is a partition of P into two subsets of centroids (which approximates connected clusters or cluster groups) and possibly a subset of centroids (which approximates outliers P 0 ). We can label a data point x (or assign it to a cluster) by looking for the nearest centroid p I(x) ∈ P and determining the index i of the subset of centroids with p I(x) ∈ P i . (Note that I(x) determines the index of the nearest centroid to x.) Therefore, the Voronoi edges that correspond to the deleted edges in the induced Delaunay graph approximate the separating density valley.
We can use a recursive variant of the separator algorithm to approximate the single-linkage hierarchy. In this case, the subsets of centroids as well as the cluster graph's corresponding subgraphs are inputs of recursive calls of the separator algorithm. The following algorithm approximates the hierarchy; the intermediate cluster descriptions C can be stored in a tree to form the hierarchy: contains only nodes with and edges with w(e) ≥ ξ after the call.} 5: C ← {P 1 , P 2 , …} {Note that P 0 does not belong to the actual clustering C.} 6: for all P i ∈ C do 7:
: end for Figure 6b shows the approximated clustering determined by db_slink_hierarchy; Figure 6c shows the upper part of the corresponding hierarchy. Using the density-based single-linkage separator recursively until all clusters are separated can interactively integrate the relevant parts of the hierarchy. The separation quality of the clusters on each level is reflected by the noise level ξ (or splitting density), which increases for each recursive splitting. Higher splitting density indicates low separation quality. We can use the separator tree to exclude branches of the hierarchy and encourage further separation. In this way, we can handle arbitrarily shaped clusters of different densities.
Visualizations
So how does HD-Eye visually support the process of finding projected clusters? Figure 7 shows an overview screenshot of the HD-Eye system. The middle part of the figure shows an overview of the one-dimensional projection's density distribution. Each arc shows a one-dimensional histogram in which the density is mapped to a color (dark means high density). The right part (with the green squares) shows two-dimensional density distributions. The algorithm determines a density-based single-linkage separator for the selected projection and shows it as a graph in the detailed plot.
To find splits in the one-dimensional projections, the user can determine meaningful values for the noise level ξ. In Figure 8a , ξ is set to zero, and in Figure 8b , it's set to 6 percent to help the automated split algorithm find good splits. 19 The part of the histogram below the noise level appears in yellow. The rule of thumb is to select the noise level as low as possible (to keep many points in clusters), but high enough to get a good visualization where regions can be visually separated.
One important aspect, particularly for two- dimensional projections, is color mapping. A linear mapping of density to color yields poor results (as Figure 9a shows) . To improve the contrast, we need a nonlinear mapping. Figures 9b and 9c show the result of a square-root and logarithmic color mapping, respectively, which means that the square root and the logarithm of the density are mapped to color. The clusters are much easier to perceive in the nonlinear mappings than in the linear mapping.
Putting HD-Eye to the Test
To evaluate HD-Eye, we used the ecoli and pendigits data sets from the University of California at Irvine's Machine Learning Repository (see www.ics.uci.edu/~mlearn/MLRepository.html). To show how to apply HD-Eye, we use the ecoli data set, which records information about E. coli proteins. The data set is challenging because of the overlap between clusters and varying cluster sizes: five clusters have 143, 77, 52, 35, and 20 data points, respectively, and the remaining three clusters consist of only nine points. The data set is labeled, meaning we can verify our visual clustering's validity.
At the beginning, the user sees the circular histograms of all dimensions and a matrix of all two-dimensional density plots for the whole data set (see Figure 10 ). Dense regions are colored blue; sparse regions appear in green.
Looking at the circular histograms, the user might notice that dimension alm2 has a bimodal distribution, which window 1 in Figure 11 shows. To achieve a good partitioning, the user can split the data between the two bumps by placing a separator (the red line in window 1) between them. The system automatically splits the data at the separator and computes the histograms for the two partitions, which windows 2 and 3 show, respectively. Window 4 shows the new separation tree. You can see that the distributions of dimensions acc and alm1 in windows 2 and 3 (corresponding to the two partitions of the data set) differ from each other and from the whole data set's distributions. This shows that the split operation was successful, because the user can see that the two subsets in windows 2 and 3 differ significantly. Using the known labeling of the data set, we verified the split operation's importance and determined that one partition contains two clusters and the other contains three.
As we mentioned earlier, one-dimensional projections are not sufficient for clustering data. To show this, let's demonstrate the use of two-dimensional projections. Looking at the matrix in Figure 12 , the user sees that one density plot (marked with a 1) reveals two clusters and can split the data. To determine the separator, we use the density-based single-linkage separator. Figure 13 shows the result of the split; windows 3 and 4 show the corresponding matrix of density plots for each partition. You can see that the two partitions the split generated uncover a completely different distribution in some of the two-dimensional projections, which is best seen in the projection alm2 × mcg. Window 1 shows the density plot of the projection alm2 × mcg for one partition, and window 2 shows it for the other. One partition has a higher density in the upper region, whereas the other partition has a higher density in the bottom one. Using the available labeling, we verified this observation and confirmed that the partitions represent different clusters of the data set.
The general strategy of working with HD-Eye is as follows. First, the user scrutinizes the histograms and two-dimensional density plots to find interesting properties such as bimodal distributions or noise regions. After identifying them, he or she separates the data either with a one-dimensional or two-dimensional separator and repeats the process with the obtained partitions recursively as long as he or she detects interesting distributions.
When applying this strategy, we find all five major clusters in the ecoli data set with a highquality clustering (classification rate of 84 percent). The best results achieved with automated classification algorithms have a classification rate of 81 percent. This shows that interactive clustering using visual and automated algorithms can provide better results than automated algorithms can achieve alone. In addition to the high quality, HD-Eye gives the user a visual impression of the data and more confidence in the results.
We used the ecoli data set because of its simplicity to show how HD-Eye works. Let's look at how the system handles lots of dimensions and data points-namely, the pendigits data set, which contains 7,494 tuples and 16 dimensions that describe handwritten digits. The pendigit data set was created by collecting samples of handwritten digits from different writers. To represent digits as constant length feature vectors, a resampling algorithm applying a linear interpolation between pairs of points is used. Applying our strategy, we discovered 19 clusters in the data. This is surprising, because we expected only 10 clusters, corresponding to the 10 digits in the data (see Table 1 to a different class, which the label annotates. Our algorithm classified 84 percent with the right label in contrast to older results with 81 percent.
The combination of automated and visual techniques, which HD-Eye demonstrates, will have a noticeable effect on clustering high-dimensional data in the context of data mining. Our plans for future work include applying and fine-tuning our method for specific applications as well as an extension to include other visual representations.
The HD-Eye software is available from http:// hdeye.sourceforge.net. A further extension is the possibility of merging different results from multiple users analyzing the same or slightly different data. This can be a way to combine the view of two experts working on the same data.
