Rainfall prediction has great significance in planning and understanding the rainfall variability that helps the agricultural management in decision-making process. In this research article, a classical non-linear statistical test was applied and the Artificial Neural Network Algorithms were used to forecast the annual rainfall in Tamilnadu. The experimental results show that RBF gives better forecasting accuracy when compared to other algorithms.
Introduction
Rainfall information is an important input in the hydrological modeling, predicting extreme precipitation events such as droughts and floods, for planning and management of irrigation projects and agricultural production. Artificial Neural Networks (ANN) have gained significant attention in past two decades and been widely used for hydrological forecasting [3] and [4] . Many studies focused on rainfall prediction have proven that ANN is superior to traditional regression techniques and time series models including Moving Average, Autoregressive Moving Average and Autoregressive Integrated Moving Average [6] . Neural Networks provide several advantages over regression prediction techniques. The ANN model is one of the more appropriate methods for modeling a non linear time series data. An understanding of rainfall variability helps the agricultural management in planning and decision-making process. For this purpose, a dataset containing a total of 136 years (1871 -2006) monthly rainfall totals of Tamilnadu was obtained from Indian Institute of Tropical Meteorology (IITM), Pune, India. The total rainfall of all months in a year is considered as the Annual Rainfall in this analysis and it is calculated for 136 years.
Non-Linear Test
The BDS test, proposed by Brock W A, Dechert W and Scheinkman J in 1987, is a powerful tool for detecting serial dependence in time series based on the estimation of the correlation integral. Consider the first difference of natural logarithms of the time series. This series is embedded into m -dimensional vectors. Thus the series of scalars are converted into a series of vectors with overlapping entries:
The correlation integral which measures the spatial correlation among the points, by adding the number of pairs of points (i,j), 
The BDS test statistic is defined as
T is the standard deviation of the difference between the two correlation measures . The BDS test is performed with the null hypothesis that the series is independently and identically distributed. The test results for embeddings dimensions from 2 to 5 are summarized in Table 1 . The BDS test statistic values for different m values are greater than the critical values significantly at 5% level of significance. The results suggest that the rainfall series is non -linearly dependent. 
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Results and Discussions
For developing an Artificial Neural Network model, the whole dataset is divided into training set consisting of 100 years (1871 -1970) and testing set consisting of 36 years (1971 -2006) . The algorithms that are considered for training the Annual Rainfall series are Gradient Descent Algorithm (GDA), Scaled Conjugate Algorithm (SCG) and Radial Basis Function Algorithm (RBF). The original procedure used in the Gradient Descent Algorithm is to adjust the weights towards convergence using the gradient. A search is made along conjugate directions rather in steepest descent directions for faster convergence in Conjugate Gradient Algorithm. The online learning is applied in both the algorithms of MLP in this analysis. A three-layered architecture constructed with three units in input and in the hidden layers and one unit in the output layer in both the MLP and RBF algorithms. The data was trained upto 1000 epochs. The various parameters used when applying the algorithms to the Annual Rainfall series is tabulated in table 2. The training was tested using the test data set. The architecture of the algorithms of ANN is shown in figure 1 together with 
Conclusion
Artificial Neural Networks do not have any stationarity constraint on the time series to be learned and predicted. It has highly flexible nonlinear regressive structure to fit the target pattern space. For some real world problems, ANN will never replace the existing conventional techniques but because of the fast growing applications it can be an alternative to those existing techniques. The RBF algorithm gives better forecasting, as the MAPE value is the least of all algorithms discussed, for the analysis of the annual rainfall in Tamilnadu.
