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COMBINATORIAL HOPF ALGEBRAS AND K-HOMOLOGY OF
GRASSMANIANS
THOMAS LAM AND PAVLO PYLYAVSKYY
Abstract. Motivated by work of Buch on set-valued tableaux in relation
to the K-theory of the Grassmannian, we study six combinatorial Hopf al-
gebras. These Hopf algebras can be thought of as K-theoretic analogues of
the by now classical “square” of Hopf algebras consisting of symmetric func-
tions, quasisymmetric functions, noncommutative symmetric functions and the
Malvenuto-Reutenauer Hopf algebra of permutations. In addition, we develop
a theory of set-valued P -partitions and study three new families of symmetric
functions which are weight generating functions of reverse plane partitions,
weak set-valued tableaux and valued-set tableaux.
1. Introduction
The Hopf algebra Sym of symmetric functions [17], the Hopf algebra QSym of
quasisymmetric functions [7], the Hopf algebra NSym of noncommutative symmet-
ric functions [6] and the Malvenuto-Reutenauer Hopf algebra MR of permutations
[13] can be arranged in the following diagram:
(1) Sym oooo NSym


// MR
Sym 

// QSym oooo MR
Here Sym and NSym are Hopf subalgebras of QSym and MR respectively, while
Sym and QSym are Hopf quotients of NSym and MR respectively. The vertical
lines denote Hopf duality, so that Sym and MR are self-dual.
Each of the four Hopf algebras above come with a distinguished basis (see Sec-
tion 2). In the case of the symmetric functions Sym this is the basis {sλ} of Schur
functions. It is well known that (besides many other manifestations) Schur func-
tions represent the Schubert classes [Xλ] in the cohomology H
∗(Gr(k,Cn)) of the
Grassmannians Gr(k,Cn) of k-planes in Cn.
In [12] Lascoux and Schu¨tzenberger introduced the Grothendieck polynomials
as representatives of K-theory classes of structure sheaves of Schubert varieties.
Fomin and Kirillov in [5] studied these from combinatorial point of view. In partic-
ular, they introduced the stable Grothendieck polynomials Gλ, which are symmetric
power series obtained as a limit of Grothendieck polynomials. In [3], Buch gave a
combinatorial expression for stable Grothendieck polynomials as generating series of
set-valued tableaux. These symmetric functions Gλ play the role of Schur functions
in the K-theory K◦(Gr(k, n)) of Grassmannians; roughly speaking Gλ represents
the class of the structure sheaf of a Schubert variety. Buch studies a bialgebra Γ
T.L. was partially supported by NSF DMS-0600677, P.P. was supported by R. Stanley’s NSF
DMS-0604423.
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spanned by the stable Grothendieck polynomials. Taking the completion of the
bialgebra Γ, one can define a Hopf algebra which we denote mSym.
Our investigation began with the observation that Buch’s definition of set-valued
tableaux can be extended to a definition of set-valued P -partitions, thus allowing
one to define a “K-theoretic” analogue mQSym of the Hopf algebra QSym of qua-
sisymmetric functions. In fact the the entire diagram (1) can be extended to give
the following diagram:
MSym oooo MNSym 

// MMR
mSym 

// mQSym oooo mMR
Here MSym and mQSym are Hopf quotients of MNSym and mMR respectively,
while mSym and MNSym are Hopf subalgebras of mQSym and MMR respectively.
The vertical lines denote Hopf duality. Note that mSym and mMR are no longer
self-dual as combinatorial Hopf algebras.
Before describing our results in more detail we make some general remarks by
grouping the six Hopf algebras into two groups: the m-world consisting of mSym,
mQSym and mMR, and the M-world consisting of MSym, MNSym and MMR.
The stable Grothendieck polynomials Gλ are in some sense deformations of the
Schur functions sλ; in particular, the lowest degree component of Gλ is equal to sλ.
In the same spirit, we observe in the m-world that
(1) the classical basis constitute the lowest degree components of the new basis;
(2) the product in the distinguished basis is infinite (with the exception of
mSym); both the product and coproduct consist of classical terms plus
terms of higher degree.
In the M-world we have:
(1) the classical basis constitute the highest degree components of the new basis;
(2) the product and coproduct are finite and consist of classical terms plus
terms of lower degree.
Besides the study of the Hopf structure of these six Hopf algebras, our main
results also include: in the context of mQSym, a theory of set-valued P -partitions;
and in the context ofMSym and mSym the study of three new families of symmetric
functions. These symmetric functions are weight generating functions of weak set-
valued tableaux, valued-set tableaux and reverse plane partitions.
We now describe the structure and results of this paper in more detail. In
Section 2 we review some standard results concerning the four (by now classical)
Hopf algebras of (1).
1.1. mMR. As a preliminary step, we introduce in Section 3 the multi-shuffle bial-
gebra which comes with multi-shuffle product and cuut coproduct, but leave open
the question of whether an antipode can be defined. In Section 4 we describe the
small multi-Malvenuto-Reutenauer Hopf algebra mMR in terms of a basis w ∈ Sm∞
of m-permutations. The fact that mMR has an antipode is delayed till Section 7.4.
1.2. mQSym. In Section 5 we describe the Hopf algebra mQSym of multi quasisym-
metric functions. We first define mQSym as a Hopf quotient of mMR. Next, for
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a labeled poset (P, θ) we define set-valued P -partitions and show that the generat-
ing function K˜P,θ is a quasisymmetric function which expands as a sum of multi-
fundamental quasisymmetric functions L˜α over a multi-Jordan-Holder set J (P, θ).
We show that the Hopf-algebra of formal linear combinations of the L˜α (as α varies
over all compositions) is isomorphic to mQSym. In addition we study the transi-
tion matrix between {L˜α} and the (classical) fundamental quasisymmetric functions
{Lα}.
1.3. mSym. In Section 6 we recall precisely the relationship ([3]) between mSym
and the K-theory of Grassmannians. We briefly discuss the Fomin-Greene method
([4]) for obtaining stable Grothendieck polynomials from operators which act on
the space of partitions.
1.4. MMR. In Section 7 we enter the big M-world by describing the big Multi-
Malvenuto-Reutenauer Hopf algebra MMR in terms of a basis w ∈ SM∞ of M-
permutations. We show that MMR is dual to mMR and describe an intriguing
partial order onM-permutations, generalizing the usual weak order of the symmet-
ric group.
1.5. MNSym. In Section 8 we describe and study the Hopf subalgebra MNSym ⊂
MMR of Multi-noncommutative symmetric functions in the basis {R˜α} which are
analogues of (noncommutative) ribbon Schur functions. We show that mQSym and
MNSym are Hopf-dual.
1.6. MSym. In Section 9 we describe the Hopf algebra MSym of Multi-symmetric
functions. As an abstract Hopf algebra MSym is isomorphic to Sym, but MSym
is equipped with a distinguished basis {gλ} of dual stable Grothedieck polynomials
which are weight generating functions of reverse plane partitions. We show that the
gλ’s are symmetric and Schur positive, and describe an explicit rule for decomposing
them into basis of Schur functions. We show that MSym and mSym are Hopf-dual
and that {gλ} and {Gλ} are dual bases. We make explicit here the relation between
MSym and the K-homology of Grassmannian: the basis {gλ} represent the classes
in K-homology of the ideal sheaves of the boundaries of Schubert varieties. In
Sections 9.6-9.8 we introduce, again using the Fomin-Greene method, weak set-
valued tableaux and valued-set tableaux. The weight generating functions of these
tableaux describe the images of Gλ and gλ under the involution ω : Sym → Sym
of the symmetric functions which sends the elementary symmetric functions en to
the homogeneous symmetric functions hn.
New analogues of the Loday-Ronco Hopf algebra of planar binary trees [11] can
also be defined in the spirit of this paper. These Hopf algebras will be the subject
of another article [1].
Remark 1.1. The reader mostly interested in the stable Grothendieck polynomials
Gλ and dual stable Grothendieck polynomials gλ can safely restrict his or her
attention to Sections 5, 6 and 9.
Acknowledgements. We thank Anders Buch for answering a question con-
cerning the K-theory of Grassmannians. We thank Jean-Christophe Novelli and
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Maria Ronco for drawing our attention to the results of [9] and [14]. We are grate-
ful to Sergey Fomin for making useful suggestions concerning the presentation of
the material. We would also like to thank Mark Shimozono and Mike Zabrocki for
making their manuscript [15] available to us.
2. Four combinatorial Hopf algebras
In this section we briefly describe the four combinatorial Hopf algebras, MR,
QSym, NSym, and Sym which we intend to generalize (see (1)).
We begin with some notation concerning compositions. A composition of n is a
sequence α = (α1, α2, . . . , αk) of positive integers such that α1+α2+ · · ·+αk = n.
We write |α| = n. Denote the set of compositions of n by Comp(n). Associated
to a composition α = (α1, α2, . . . , αk) of n is a descent subset D(α) = {α1, α1 +
α2, . . . , α1 + α2 + · · · + αk−1} of [n − 1] = {1, 2, . . . , n − 1}. The map α 7→ D(α)
is a bijection between compositions of n and subsets of [n− 1]. We will denote the
inverse map by C : 2[n−1] → Comp(n) so that C(D(α)) = α.
Now if w ∈ Sn is a permutation we let Des(w) = {i ∈ [n−1] | wi > wi+1} denote
its descent set, and define C(w) = C(Des(w)). If α ∈ Comp(n), we let w(α) denote
any permutation such that C(w(α)) = α. Similarly, we define w(D) for a subset D
of [n − 1]. Note that when we compare two descent sets, for example Des(w) and
D(α), we always compare them as subsets. Thus Des(w) and D(α) will never be
equal unless w ∈ S|α|.
A partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λl > 0) is a decreasing composition. To a
partition λ one may associate its Young diagram, also denoted λ, which (in English
notation) is drawn as a set of boxes top-left justified, with λi boxes in the i-th row.
If µ ⊂ λ then one obtains a skew Young diagram λ/µ by taking the set-theoretic
difference of λ and µ. We let Λ denote the set of all partitions.
2.1. The Malvenuto-Reutenauer Hopf algebra of permutations. Malvenuto
and Reutenauer [13] have defined a Hopf algebra structure MR on the free Z-module
spanned by the set of all permutations S∞ = ∪nSn (by convention S0 = {∅} con-
tains the empty permutation). For two permutations w ∈ Sn and v ∈ Sm define
the shuffle product w · v by
w · v = w1 . . . wn × (v1 + n) . . . (vm + n),
where × denotes the usual shuffle of words: for example, ab × cd = abcd+ acbd+
acdb+ cadb+ cdab+ cabd. Now define the cut coproduct ∆ by
∆(w) =
∑
[u,v]=w
st(u)⊗ st(v),
where [u, v] denotes the concatenation of u and v and st(.) is the standardization
operator that replaces any sequence of distinct integers to the unique permutation
with the same set of inversions. The unit map η : Z → MR is given by η(1) = ∅
while the counit ε : MR→ Z extracts the coefficient of ∅. With this data (·,∆, η, ∅),
the space MR is a bialgebra. In addition, it has an antipode (see [2]) which endows
it with the structure of a Hopf algebra.
The Hopf algebra MR is self dual under the map w 7→ (w−1)∗ where {w∗} is the
basis of MR∗ dual to {w}.
COMBINATORIAL HOPF ALGEBRAS AND K-HOMOLOGY OF GRASSMANIANS 5
2.2. The Hopf algebra of quasisymmetric functions. A formal power series
f = f(x) ∈ Z[[x1, x2, . . .]] with bounded degree is called quasisymmetric if for any
a1, a2, . . . , ak ∈ P we have[
xa1i1 · · ·x
ak
ik
]
f =
[
xa1j1 · · ·x
ak
jk
]
f
whenever i1 < · · · < ik and j1 < · · · < jk. Here [x
a1
i1
· · ·xakik ]f denotes the coefficient
of xa1i1 · · ·x
ak
ik
in f . Denote by QSym ⊂ Z[[x1, x2, . . .]] the ring of quasisymmetric
functions.
The ring QSym has a natural coproduct which can be obtained as follows.
Let y1, y2, . . . be another set of variables and order {xi ∪ yj} by x1 < x2 <
· · · < y1 < y2 < · · · . With this order each f ∈ QSym determines f(x, y) ∈
Z[[x1, x2, . . . , y1, y2, . . .]]. One may rewrite f(x, y) as an element of Z[[x1, x2, . . .]]⊗
Z[[y1, y2, . . .]] to obtain a coproduct map ∆ : QSym → QSym⊗ QSym. With this
coproduct, QSym becomes a graded, connected, commutative but not cocommuta-
tive Hopf algebra. We omit the explicit formula for the antipode.
There are two distinguished Z-bases of QSym, both labeled by compositions.
Let α be a composition of n. The monomial quasisymmetric function Mα is given
by
Mα =
∑
i1<···<ik
xαki1 · · ·x
αk
ik
.
The fundamental quasisymmetric function Lα is given by
Lα =
∑
D(β)⊃D(α)
Mβ =
∑
i1≤i2≤···≤in
k∈D(α)⇒ik+1>ik
xi1xi2 · · ·xin ,
where the first summation is over compositions β satisfying |β| = |α|.
The surjective map w 7→ LC(w) is a Hopf morphism (see [13]) which exhibits
QSym as a quotient of MR.
2.3. The Hopf algebra of noncommutative symmetric functions. We refer
to [19] for more details concerning the material of this section. Let NSym denote
the subspace of MR spanned by the elements
Rα =
∑
Des(w−1)=D(α)
w
for each composition α. It turns out that NSym is a graded, connected, cocom-
mutative but not commutative Hopf subalgebra of MR. In the basis {Rα}, the
multiplication can be written as
RαRβ = Rα⊲β +Rα⊳β,
where for α = (α1, . . . , αk) and β = (β1, . . . , βl) we have α ⊲ β = (α1, . . . , αk +
β1, . . . , βl) and α ⊳ β = (α1, . . . , αk, β1, . . . , βl).
Remark 2.1. Note that in [19] the notation α ·β is used for what we call here α ⊳ β.
We however change the notation so that α · β is saved for a different operation to
be defined later.
In fact NSym is a free (noncommutative) algebra generated by symbols {Si | i ≥
1}. Given a composition α we let Sα = Sα1Sα2 · · ·Sαk . Then
Sα =
∑
D(β)⊂D(α)
Rβ .
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In terms of the generators {Si | i ≥ 1}, we have ∆Si =
∑i
k=0 Sk ⊗ Si−k.
The two Hopf algebras NSym and QSym are Hopf dual with {Rα} and {Lα}
forming dual bases.
2.4. The Hopf algebra of (commutative) symmetric functions. A formal
power series f = f(x) ∈ Z[[x1, x2, . . .]] with bounded degree is called symmetric if
for any a1, a2, . . . , ak ∈ P we have[
xa1i1 · · ·x
ak
ik
]
f =
[
xa1j1 · · ·x
ak
jk
]
f
whenever i1, . . . , ik are all distinct and j1, . . . , jk are all distinct. Denote by Sym ⊂
Z[[x1, x2, . . .]] the algebra of symmetric functions. Every symmetric function is qua-
sisymmetric and in fact Sym is a commutative and cocommutative Hopf subalgebra
of QSym.
The Hopf algebra of symmetric functions has a distinguished basis {sλ | λ ∈ Λ}
of Schur functions indexed by the set of all partitions. The Schur function sλ is
the weight generating function of semistandard tableaux with shape λ. The Hall
inner product of Sym is defined by 〈sλ, sµ〉 = δλµ. With this inner product, Sym is
a self-dual Hopf algebra. The product and coproduct structure constants of Sym
are both given by the Littlewood-Richardson coefficients cνλµ ∈ Z:
sλsµ =
∑
ν
cνλµsnu ∆(sλ) =
∑
µ,ν
cλµνsµ ⊗ sν .
A skew shape λ/µ is a ribbon if it is connected and contains no 2 × 2 square.
Given a composition α = (α1, α2, . . . , αk), there is a ribbon rα = λ/µ with αk
boxes in its first row, αk−1 boxes in its second row and so on. The map Rα 7→ srα
expresses Sym as the commutative quotient of NSym.
3. Multi-shuffle algebra
In the Sections 4-6 we will define and study three Hopf algebras: the small
multi-Malvenuto-Reutenauer algebra mMR, the algebra of multi-quasisymmetric
functions mQSym and the algebra of multi-symmetric functions mSym. The Hopf
algebra mQSym is a Hopf quotient of mMR while mSym is a Hopf subalgebra of
mQSym. Now, as a preliminary step, we define the multi-shuffle algebra.
In the following we will be dealing with free Z-modules M which are the sets of
arbitrary Z-linear combinations of a countable set S. If N is another Z-module, we
will say that a linear function M → N is continuous if it respects arbitrary linear
combinations of elements of S (not just finite linear combinations).
Let A denote an alphabet, A∗ denote the set of (possibly empty) words with
letters from A and let mS[A∗] =
∏
a∈A∗ Za denote the Z-module of (infinite) Z-
linear combinations words from A∗.
Let u = u1u2 · · ·uk ∈ A∗ be a word. Call w = w1w2 · · ·wm a multiword of u if
there is a surjective and non-decreasing map t : [m] −→ [k], so that wj = ut(j). Let
u = u1u2 · · ·uk and v = v1v2 · · · vl be two words, and assume that all letters vi and
uj are distinct. Then a word w = w1w2 · · ·wm is a multishuffle of u and v if
(1) neighboring letters of w are distinct, that is for any i we have wi 6= wi+1;
(2) when restricted to alphabets {vi} and {uj} word w becomes a multiword
of v and u correspondingly.
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We denote by u ⋆ v the sum in mS[A∗] of all multishuffles of u and v. Now
suppose that x = x1x2 · · ·xk and y = y1y2 · · · yl are two other words, with possibly
repeated letters. Then x ⋆ y is obtained from u ⋆ v by changing each ui to xi and
each vj to yj. It is possible to attain multiplicities in this way. For example, we
have
ab ⋆ a = aba+ 2aab+ 2aaab+ 2aaba+ abab+ . . . .
We extend ⋆ to mS[A∗] by linearity and continuity (it is a quick check to verify
that this extension is well-defined). One can give the following recursive definition
of multishuffle product.
Proposition 3.1. Let v = v1v
′ and u = u1u
′ where v1, u1 are letters and v
′, u′ are
words. Then
v ⋆ u = (v1 + u1v1 + v1u1v1 + . . .)(v
′ ⋆ u) + (u1 + v1u1 + u1v1u1 + . . .)(v ⋆ u
′).
We shall also use the same notation for the multiplication map ⋆ : mS[A∗] ⊗
mS[A∗]→ mS[A∗]. Multishuffling is commutative and associative:
Lemma 3.2. For any three words u, v, x ∈ A∗, we have u⋆v = v⋆u and (u⋆v)⋆x =
u ⋆ (v ⋆ x).
Proof. The first statement is immediate from the definition. For the second state-
ment, first assume that all the letters in u, v, x are distinct. Then both (u ⋆ v) ⋆ x
and u ⋆ (v ⋆ x) are equal to the set of words w satisfying (a) for any i, we have
wi 6= wi+1, and (b) when restricted to alphabets {vi}, {uj} and {xk}, the word w
becomes a multiword of v, u and x correspondingly. The general case also follows
immediately. 
We now define the cuut coproduct structure on mS[A∗], in analogy with the cut
coproduct. Let a = a1a2a3 . . . an ∈ A∗. Then define
N(a) = ∅⊗a1a2a3 . . . an+a1⊗a1a2a3 . . . an+a1⊗a2a3 . . . an+a1a2⊗a2a3 . . . an+
a1a2 ⊗ a3 . . . an + · · ·+ a1a2a3 . . . an ⊗ an + a1a2a3 . . . an ⊗ ∅.
When a letter ai occurs twice in a term in the above expression we say that ai has
been “cut in the middle” to obtain such a term. For example, we have
N(cut) = ∅ ⊗ cut+ c⊗ cut+ c⊗ ut+ cu⊗ ut+ cu⊗ t+ cut⊗ t+ cut⊗ ∅.
We extend N to mS[A∗] by linearity and continuity. Define the unit map η : Z→
mS[A∗] by η(n) = n.∅ and the counit map ε : mS[A∗] → Z by letting ε take the
coefficient of ∅.
Theorem 3.3. The space mS[A∗] forms a bialgebra with multi-shuffle product ⋆,
cuut coproduct N, unit η and counit ε.
We call mS[A∗] the multi-shuffle algebra.
Proof. It is easy to verify that mS[A∗] is both a unital associative algebra and a
counital coassociative coalgebra. We now verify the compatibility of ⋆ and N. Let
w and u be two words which we assume for simplicity to have distinct letters. Then
N(w ⋆ u) is a linear combination of all terms x⊗ y such that either (1) x is a term
in w′ ⋆ u′ and y is a term in w′′ ⋆ u′′, where w = w′w′′ and u = u′u′′, or (2) x is a
term in w′a ⋆u′ and y is a term in aw′′ ⋆ u′′ where w = w′aw′′ and u = u′u′′, or (3)
x is a term in w′ ⋆ u′b and y is a term in w′′ ⋆ bu′′ where w = w′w′′ and u = u′bu′′,
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or (4) x is a term in w′a ⋆ u′b and y is a term in aw′′ ⋆ bu′′ where w = w′aw′′ and
u = u′bu′′. Here a, b are letters while w′, w′′, u′, u′′ are words. For example, case
(2) or (4) occurs if some letter a in w lies to both sides of the cutting point or is
cut in the middle when we apply N; otherwise case (1) or (3) occurs. We check
that the same four kind of terms occur in N(w) ⋆ N(u). 
Problem 3.4. Does mS[A∗] have an antipode?
4. The small multi-Malvenuto-Reutenauer Hopf algebra
Definition 4.1. A small multi-permutation, or m-permutation of [n] is a word w
in the alphabet 1, . . . , n such that no two consecutive letters in w are equal. The
length ℓ(w) of w is the the number of letters in w.
We denote the set of multi-permutations of [n] by Smn and the set of all multi-
permutations by Sm∞ = ∪n≥0S
m
n . By convention S
m
0 contains a single element – the
empty multi-permutation ∅. We let mMR =
∏
w∈Sm
∞
Z.w be the free Z-module of
arbitrary Z-linear combinations of multi-permutations.
Let w = w1 . . . wk and u = u1 . . . ul be two multi-permutations, and assume that
w ∈ Smn , u ∈ S
m
m. Define the product w ∗ u of w and u as follows:
w ∗ u = w ⋆ (u+ n) = w1 . . . wk ⋆ (u1 + n) . . . (ul + n)
where to use the shuffle product ⋆ we treat w and u + n as words in the alphabet
N. We extend the formula by linearity and continuity to give a multiplication
∗ : mMR⊗mMR→ mMR.
Define the standardization operator st : N∗ → Sm∞ by sending a word w to the
unique u ∈ Sm∞ of the same length (if it exists) such that wi ≤ wj if and only if
ui ≤ uj for each 1 ≤ i, j ≤ ℓ(w). (Recall that N∗ denotes the set of words in the
alphabet {1, 2, 3, . . .}.) We define the coproduct ∆(w) by extending via linearity
and continuity the cuut coproduct as follows:
∆(w) = st(Nw)
where we have extended by linearity and continuity the definition of st.
Define the unit map η : Z → mMR by η(n) = n · ∅ and the counit map ε :
mMR→ Z by letting ε take the coefficient of ∅.
Theorem 4.2. The space mMR is a bialgebra with product ∗, coproduct ∆, unit η,
and counit ε.
Proof. That ∗ is associative and ∆ is coassociative follows from the corresponding
properties in the multi-shuffle algebra. The proof that ∗ and ∆ are compatible is
essentially the same as for Theorem 3.3. The only observation needed is that the
standardization operator st can be applied at the very end of the calculation of
∆(w) ∗∆(u) instead of immediately after calculating N(w) and N(u). 
We shall call the bialgebra mMR of Theorem 4.2 the small multi-Malvenuto-
Reutenauer bialgebra. We shall show later that mMR has an antipode, making it a
Hopf algebra.
Remark 4.3. Call an element w ∈ Sm∞ irreducible if it cannot be written in the form
w = v/u = v1 . . . vk(u1+n) . . . (ul+n) for two smaller m-permutations v ∈ Smn and
u. The following simple observations say that combinatorially mMR is “free” over
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the set of irreducible elements (this statement is difficult to make precise because
mMR is a completion):
(1) Every m-permutation w ∈ Sm∞ can be uniquely written as w
1/w2/ · · · /wk
where the wi ∈ Sm∞ are irreducible. We say that w is k-reducible in this
case.
(2) If w1, w2, . . . , wk are irreducible, the only term in w1 ∗ w2 ∗ · · · ∗ wk which
is k-reducible is w1/w2/ · · · /wk.
5. Set-valued P -partitions and multi-quasisymmetric functions
5.1. The Hopf-algebra mQSym. For w ∈ Sm∞ we define the descent set Des(w) ⊂
[1, ℓ(w)− 1] by
Des(w) = {i ∈ [1, ℓ(w)− 1] | wi > wi+1}.
Thus for example Des(15132342) = {2, 4, 7}. Note that as in Section 2 by conven-
tion descent sets are always considered as subsets (of [1, ℓ(w) − 1]) so the descent
sets of w, u ∈ Sm∞ can only coincide if ℓ(w) = ℓ(u). Let I ⊂ mMR denote the free Z-
submodule spanned by the elements w−u for pairs w, u satisfying Des(w) = Des(u).
Lemma 5.1. The subspace I is a biideal of mMR. In other words, we have I ∗
mMR ⊂ I, mMR ∗ I ⊂ I, and ∆(I) ⊂ I ⊗mMR+mMR⊗ I.
Proof. A term v ∈ Sm∞ occurring in the product w ∗ u of w ∈ S
m
n and u ∈ S
m
m is
determined by the following information: (1) the location in v of letters in [1, n]
(and hence also [n+1, n+m]), (2) the restriction of v to the alphabet [1, n] (which is
a multiword of w), and (3) the restriction of v to the alphabet [n+1, n+m] (which
is a multiword of u). If w,w′ ∈ Sm∞ have the same length then there is a canonical
bijection between the multiwords of w and of w′. Thus if w,w′, u, u′ ∈ Sm∞ are such
that ℓ(w) = ℓ(w′) and ℓ(u) = ℓ(u′) then there is a canonical bijection Φ between
the terms in w ∗ u and those in w′ ∗ u′. If in addition, w and w′ have the same
descent set and u and u′ have the same descent set then Φ preserves descent sets.
This proves that I is an (algebra) ideal.
Now suppose w, u ∈ Sm∞ satisfy Des(w) = Des(u) and thus in particular ℓ(w) =
ℓ(u). There is a canonical bijection between the terms of ∆(w) and those of ∆(u)
so that if w′ ⊗ w′′ corresponds to u′ ⊗ u′′ then Des(w′) = Des(u′) and Des(w′′) =
Des(u′′). We show that w′ ⊗ w′′ − u′ ⊗ u′′ ∈ I ⊗ mMR + mMR ⊗ I. This follows
from
w′ ⊗ w′′ − u′ ⊗ u′′ = w′ ⊗ (w′′ − u′′) + (w′ − u′)⊗ u′′.

By Lemma 5.1, the quotient space mMR/I is a quotient Hopf algebra, which we
call mQSym. We will give an explicit model for mQSym as an algebra of quasisym-
metric functions. In [8], Hazewinkel shows that QSym is a free algebra over Z. It
would be interesting to investigate this for mQSym as well.
5.2. Posets and P -partitions. We recall the basic definitions concerning P -
partitions [17]. Let P be a finite poset with n elements and θ : P → [n] be a
bijective labeling of P .
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Definition 5.2. A (P, θ)-partition is a map σ : P → P such that for each covering
relation s⋖ t in P we have
σ(s) ≤ σ(t) if θ(s) < θ(t),
σ(s) < σ(t) if θ(t) < θ(s).
Denote by A(P, θ) the set of all (P, θ)-partitions. If P is finite then one can
define the formal power series KP,θ(x1, x2, . . .) ∈ Z[[x1, x2, . . .]] by
KP,θ(x1, x2, . . .) =
∑
σ∈A(P,θ)
x
#σ−1(1)
1 x
#σ−1(2)
2 · · · .
The composition wt(σ) = (#σ−1(1),#σ−1(2), . . .) is called the weight of σ.
Recall that a linear extension of P is a bijection e : P → {1, 2, . . . , n} satisfying
e(x) < e(y) if x < y in P . The Jordan-Holder set J (P, θ) of (P, θ) is the set
{θ(e−1(1))θ(e−1(1)) · · · θ(e−1(n)) | e is a linear extension of P} ⊂ Sn.
Theorem 5.3 ([16]). The generating function KP,θ is quasisymmetric. We have
KP,θ =
∑
w∈J (P,θ) LD(w).
5.3. Set-valued P -partitions. In this section we define set-valued P -partitions.
Let P˜ be the set of all non-empty finite subsets of P. For a ∈ P˜ we define min(a) and
max(a) to be the minimal and maximal elements of a. Suppose that a, b ∈ P˜. Then
we say a is less than b and write a ≤ b if and only if max(a) ≤ min(b); similarly we
have a < b if and only if max(a) < min(b). Note that a ≤ a if and only if |a| = 1,
that is a consists of just one element. Let (P, θ) as before be a poset with a bijective
labeling.
Definition 5.4. A (P, θ)-set-valued partition is a map σ : P → P˜ such that for
each covering relation s⋖ t in P we have
σ(s) ≤ σ(t) if θ(s) < θ(t),
σ(s) < σ(t) if θ(t) < θ(s).
Denote by A˜(P, θ) the set of all (P, θ)-set-valued partitions. For σ ∈ A˜(P, θ)
denote by |σ| =
∑
a∈P |σ(a)| the total number of letters used in the set-valued
partition. For each i ∈ P we define σ−1(i) = {x ∈ P | i ∈ σ(x)}. As before, the
composition wt(σ) = (#σ−1(1),#σ−1(2), . . .) is called the weight of σ. Define the
formal power series K˜P,θ(x1, x2, . . .) ∈ Z[[x1, x2, . . .]] by
K˜P,θ(x1, x2, . . .) =
∑
σ∈A˜(P,θ)
x
#σ−1(1)
1 x
#σ−1(2)
2 · · · .
It is easy to see that K˜P,θ is always a quasisymmetric function. In the following
example which will be of major importance for us K˜P,θ happens to be a symmetric
function.
Example 5.5. Let P = λ be the poset of squares in the Young diagram of a
partition λ = (λ1, . . . , λl). Let θs be the labeling of λ obtained from the bottom to
top row-reading order; in other words the bottom row of λ is labeled 1, 2, . . . , λl, the
next row is labeled λl+1, . . . , λl−1+λl and so on. Then Kλ,θs is equal to the Schur
function sλ, while K˜λ,θs is (nearly) equal to the stable Grothendieck polynomial Gλ
studied in [3]. We will return to this example in Section 6.
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Let α ⊢ n be a composition and let C be a chain c1 < c2 < . . . < cn with
n elements and w = w1w2 . . . wn ∈ Sn a permutation of {1, 2, . . . , n} such that
C(w) = α. Then (C,w) can be considered a labeled poset, where w(ci) = wi.
Now define the multi-fundamental quasisymmetric functions by L˜α = K˜C,w (clearly
K˜C,w depends only on α).
A linear multi-extension of P by [N ] is a map e : P → 2{1,2,...,N} for some
N ≥ n = |P | satisfying
(1) e(x) < e(y) if x < y in P ,
(2) each i ∈ [N ] is in e(x) for exactly one x ∈ P , and
(3) none of the sets e(x) contains both i and i+ 1 for any i.
The multi-Jordan-Holder set J˜ (P, θ) = ∪N J˜N (P, θ) of (P, θ) is the union of sets
J˜N (P, θ) = {θ(e
−1(1))θ(e−1(2)) · · · θ(e−1(N))}
where in the above formula e varies over the set of linear multi-extensions of P by
[N ]. The set J˜N (P, θ) is a subset of the set {w ∈ Smn | ℓ(w) = N} of m-permutations
of length N on n letters. In fact if P is the antichain with n-elements and θ is any
labeling then we have JN (P, θ) = {w ∈ Smn | ℓ(w) = N}. The following result is
the set-valued analogue of Theorem 5.3.
Theorem 5.6. We have K˜P,θ =
∑
N≥n
∑
w∈J˜N (P,θ)
L˜C(w).
Proof. We give an explicit weight-preserving bijection between A˜(P, θ) and the
set of pairs (w, σ′) where w ∈ J˜N (P, θ) and σ′ ∈ A˜(C,w) where C = (c1 <
c2 < · · · < cl) is a chain with l = ℓ(w) elements. Let σ ∈ A˜(P, θ). For each i,
identify σ−1(i) with a subset of [n] via θ and let w
(i)
σ denote the word of length
|σ−1(i)| obtained by writing the elements of σ−1(i) in increasing order. Let w be
the unique m-permutation such that wσ := w
(1)
σ w
(2)
σ · · · is a multiword of w, and
we let t : ℓ(wσ) → ℓ(w) denote the associated function as in Section 3. Note that
σ(r) = ∅ for sufficiently large r, so that wσ is a finite word in the alphabet [n] (using
all the letters of [n]). Now define σ′ ∈ A˜(C,w) by
σ′(ci) = {r ∈ P | w
(r)
σ contributes letters to wσ|t−1(i)}
where wσ|t−1(i) is the set of letters in wσ at the positions in the interval t
−1(i). We
claim that this defines a map α : σ 7→ (w, σ′) with the required properties.
First, w is the multiword associated to the linear multi-extension ew of P by
ℓ(w) defined by the condition that ew(x) contains j if and only if wj = θ(x). It
follows from the definition that this ew : P → 2[1,ℓ(w)] is a linear multi-extension.
To check that σ′ is a set-valued (C,w) partition, we note that σ′(ci) ≤ σ′(ci+1) by
definition, since the function t is non-decreasing. Furthermore, if wi > wi+1 then
σ′(ci) < σ
′(ci+1) because each w
(r)
σ was defined to be increasing.
Finally, the inverse map β : (w, σ′) 7→ σ can be defined by the formula
σ(x) =
⋃
j∈ew(x)
σ′(cj).
That the above union is disjoint follows from the fact that there is always a descent
somewhere between two occurrences of the same letter in w. That σ as defined
respects θ is due to the fact that ew is a linear multi-extension. The equation
β ◦ α = id follows immediately. For α ◦ β = id, consider a subset σ′(cj) ⊂ σ(x).
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One checks that this subset gives rise to |σ′(cj)| consecutive letters all equal to θ(x)
in wσ and that this is a maximal set of consecutive repeated letters. This shows
that one can recover σ′. To see that w is recovered correctly, one notes that if σ′(cj)
and σ′(cj+1) contain the same letter r then wj < wj+1 so by definition wj is placed
correctly before wj+1 in w
(r)
σ .

Example 5.7. We illustrate the proof of Theorem 5.6. Let θs be the labeling
3 4 5
1 2
of the shape λ = (3, 2) as in Example 5.5. Take the (λ, θs)-partition
12 235 5678
45 8
in A˜(λ, θs). Then we have
wσ = (3; 3, 4; 4; 1; 1, 4, 5; 5; 5; 2, 5),
where for example w
(2)
σ = (3, 4) since the cells labeled 3 and 4 contain the number
2 in σ. Therefore
w = (3, 4, 1, 4, 5, 2, 5)
and the corresponding composition C(w) is (2, 3, 2). Then σ′ if written as sequence
is
{1, 2}, {2, 3}, {4, 5}, {5}, {5, 6, 7}, {8}, {8}.
For example σ′(c1) = {1, 2} since w
(1)
σ and w
(2)
σ contribute 3’s into the beginning
of wσ.
The inverse map β can now be understood as follows: we parse w and σ′ in
parallel and place σ′(ci) into the cell θ
−1
s (wi). For example we place {1, 2} into the
cell labeled 3, {2, 3} into the cell labeled 4, and so on.
Example 5.8. We give an example of the decomposition of K˜λ,θs into multi-
fundamental quasisymmetric functions. Take λ = (3, 1) and take the labeling θs of
the cells as described in Example 5.5:
2 3 4
1
Then the usual Jordan-Holder set consists of the sequences (2, 1, 3, 4), (2, 3, 1, 4),
and (2, 3, 4, 1). This coincides with the part J˜4(λ, θs) of the multi-Jordan-Holder
set. The set J˜5(λ, θs) consists of the words (2, 1, 3, 1, 4), (2, 1, 3, 4, 1), (2, 3, 1, 3, 4),
(2, 3, 1, 4, 1), and (2, 3, 4, 1, 4). This gives us the following part of the decomposition
K˜(3,1),θs = L˜(1,3)+ L˜(2,2)+ L˜(3,1)+ L˜(1,2,2)+ L˜(1,3,1)+ L˜(2,3)+ L˜(2,2,1)+ L˜(3,2)+ · · ·
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5.4. Structure of mQSym. Let α be a composition of n. We let w(α) denote any
permutation such that α = C(w(α)) := C(Des(w(α))).
Proposition 5.9. Let α be a composition of n and β be a composition of m. Then
L˜α L˜β =
∑
u∈Shm(w(α),w(β))
L˜C(u),
where Shm(w(α), w(β)) denotes the set of multishuffles of w(α) and w(β) + n :=
(w1(β) + n)(w2(β) + n) · · · (wm(β) + n).
Proof. Take two chains C = c1 < c2 < . . . < cn and C
′ = c′1 < c
′
2 < . . . < c
′
m. We
label the disjoint union poset C∪C′ by setting θ(ci) = wi(α) and θ(c′i) = wi(β)+n.
Then the multi-Jordan-Holder set J˜ (C ∪ C′, θ) is exactly the set of multishuffles
of w(α) and w(β) + n. Since K˜C,w(α) K˜C′,w(β) = K˜C∪C′,θ we obtain the claimed
result by Theorem 5.6. 
If f(x) is a formal linear combination of the multi-fundamental quasisymmetric
functions L˜α(x), we let f(x, y) denote the corresponding formal power series in the
variables x1, x2, . . . , y1, y2, . . . obtained by considering f(x) as a quasisymmetric
function (of unbounded degree).
Proposition 5.10. Let α be a composition. Then
L˜α(x, y) =
∑
u⊗u′∈Cuutm(w(α))
L˜C(u)(x)⊗ L˜C(u′)(y)
where Cuutm(w(α)) denote the set of terms in the cuut coproduct of w(α).
Proof. The power series L˜α(x, y) is the weight generating function of set-valued
P -partitions of a labeled chain (C,w(α)) using the ordered set of letters 1 < 2 <
· · · < 1′ < 2′ < · · · where the unprimed letters i are given weight xi and the primed
letters i′ are given weight yi. There are two kinds of such set-valued P -partitions
θ: either (1) there is some k ∈ [1, |α|] so that θ(ci) contains only unprimed letters
for i ≤ k and θ(cj) contains only primed letters for j > k, or (2) there is a unique
k ∈ [1, |α|] so that θ(ck) uses both primed and unprimed letters. This gives rise to
the two kinds of terms in the cuut coproduct: (1) corresponds to the terms which
occur in the usual cut coproduct while (2) corresponds to the extra terms obtained
by cutting in the middle of w(α)k . 
Theorem 5.11. The map ψ : mMR→
∏
α ZL˜α given by w 7→ LC(w) is a bialgebra
morphism, identifying
∏
α ZL˜α with mQSym.
Proof. It is clear that the kernel of ψ is the ideal I of Lemma 5.1. The fact that
ψ is a bialgebra morphism follows from Propositions 5.9 and 5.10 and the proof of
Lemma 5.1. 
5.5. Further properties of the multi-fundamental quasisymmetric func-
tions. We begin by describing how to express L˜α as a (infinite) linear combination
of Lα’s. For a formal power series f(x1, x2, . . .) of possibly unbounded degree we
let Hi(f) denote the homogeneous component of degree i. We define a family of
linear maps (i) : QSym→ QSym by L
(i)
α = Hi+|α|(L˜α), and extending by linearity.
In particular f (0) = f for any f ∈ QSym.
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Suppose D ⊂ [n− 1] is a subset thought of as a descent set and E ⊂ [n+ i− 1].
An injective and order-preserving map t : [n− 1]→ [n+ i− 1] is an i-extension of
D to E if t(D) ⊂ E and (E\t(D)) = ([n + i − 1]\t([n− 1]). In other words, E is
the union of t(D) and the set of elements not in the image of t (in particular E is
determined by t and D). An immediate consequence is that |E| = |D| + i. Note
that there may be many i-extensions even when D and E are fixed. For example,
if D = [2] ⊂ [2] and E = [3] ⊂ [3] then there are three 1-extensions of D to E,
corresponding to the three injective order-preserving maps t : [2]→ [3]. We denote
the set of i-extensions of D to E by T (D,E).
Theorem 5.12. Let α be a composition n and D = D(α) the corresponding descent
set. Then for each i ≥ 0, we have
(2) L(i)α =
∑
E⊂[n+i−1]
|T (D,E)| LC(E)
and
(3) M (i)α =
∑
E⊂[n+i−1]
|T (D,E)|MC(E).
For each i, j ≥ 0 and f ∈ QSym, one has (f (i))(j) =
(
i+j
i
)
f (i+j).
Proof. Let w = w(α) and consider the subset A˜i(C,w) ⊂ A˜(C,w) consisting of
set-valued (C,w)-partitions σ of size |σ| = n+ i. We must show that the generating
function of A˜i(C,w) is equal to
∑
E⊂[n+i−1] |T (D,E)| LC(E). Indeed for each pair
t ∈ T (D,E) for some E, the function LC(E) is the generating function of all σ ∈
A˜i(C,w) satisfying |σ(ci)| = t(i)−t(i−1) where one defines t(0) = 0 and t(n) = n+i.
Indeed one obtains a (usual) (C′, w(C(E))-partition σ′ ∈ A(C′, w(E)) by assigning
the elements of σ(ci) in increasing order to c
′
t(i−1)+1, . . . , c
′
t(i), where C
′ = c′1 <
c′2 < . . . < c
′
n+i is a chain with n+ i elements. This proves (2).
To prove (3) it suffices to show that (3) implies (2) since both {Lα} and {Mα}
form bases of QSym. Assuming (3), we calculate
L
(i)
C(D) =
∑
C⊃D
M
(i)
C(C) =
∑
C⊃D
∑
B⊂[n+i−1]
|T (C,B)|MC(B).
We show that∑
C⊃D
∑
B⊂[n+i−1]
|T (C,B)|MC(B) =
∑
E⊂[n+i−1]
|T (D,E)|
∑
B⊃E
MC(B)
from which our claim will follow. A term MC(B) on the right hand side is indexed
by the following data: an i-extension t : [n − 1] → [n + i − 1] (of D) and the set
B\E contained in t([n− 1]\D). But since t is injective, this is the same as giving
the subset t−1(B\E) ⊂ [n− 1]\D and the i-extension t : [n− 1]→ [n+ i− 1]. This
is exactly the information indexing terms on the left hand side.
To prove the last claim, let F ⊂ [n+ i + j − 1] and t : [n− 1]→ [n+ i+ j − 1]
be an i + j-extension of D to F . Now let [n + i + j − 1]\t([n − 1]) = S ∪ S′ be
a decomposition into a set S containing j-elements and S′ containing i-elements.
Then there is a unique E ⊂ [n+ i−1] and t′ : [n+ i−1]→ [n+ i+j−1] such that t′
is a j-extension of E to F satisfying S = [n+ i+ j− 1]\t′([n+ i− 1]). Furthermore,
there is a unique t′′ : [n − 1] → [n + i − 1] which is an i-extension of D to E such
that [n+ i− 1]\t′′([n− 1]) = (t′)−1(S′). The composition t′ ◦ t′′ is equal to t. The
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correspondence (t, S) 7→ (t′, t′′) is a bijection. Since there are exactly
(
i+j
i
)
choices
for S, this proves that (f (i))(j) =
(
i+j
i
)
f (i+j). 
Example 5.13. Take α = (2, 1). Then D(α) = {2} and we have the following
equality:
L˜(2)α = L(1,1,2,1) + 2L(1,2,1,1) + 3L(2,1,1,1).
Here for example |T ({2}, {1, 3, 4})|= 2 since there are two maps t1 : {1, 2} 7→ {2, 3}
and t2 : {1, 2} 7→ {2, 4} which satisfy the needed condition. By applying the rule
we get the following part of decomposition of L˜(2,1) into L-s:
L˜(2,1) = L(2,1) + L(1,2,1) + 2L(2,1,1) + L(1,1,2,1) + 2L(1,2,1,1) + 3L(2,1,1,1) + . . . .
Remark 5.14. One may define the multi-monomial quasisymmetric functions M˜α
by analogy with usual monomial symmetric functions Mα:
M˜α =
∑
D(β)⊂D(α)
(−1)|D(α)|−|D(β)|L˜β
where the summation is restricted to compositions satisfying |β| = |α|. It is clear
that H|α|(M˜α) =Mα.
As an application of Theorem 5.12, we give a curious property of descents in the
multi-Jordan-Holder set for partition shapes. It generalizes the following statement
concerning usual Jordan-Holder sets.
Theorem 5.15. [17, Theorem 7.19.9] Let λ/µ be a skew Young diagram with n
boxes. For any 1 ≤ i ≤ n − 1 the number di(λ/µ) of w ∈ J (λ/µ, θs) for which
i ∈ D(w) is independent of i.
Theorem 5.15 is proved essentially using the following lemma, implicit in the
argument of [17]. Define the linear transformation φi : QSym −→ Z by
φi(Lα) =
{
1 if i ∈ D(α)
0 otherwise,
and extending by linearity.
Lemma 5.16. Let f =
∑
cαMα ∈ QSym be a homogeneous quasisymmetric func-
tion of degree n. Then φi(f) does not depend on i if and only if c(2,1,...,1) =
c(1,2,...,1) = . . . = c(1,1,...,2).
Proof. The statement follows from the equation Lα =
∑
E⊃D(α)MC(E). 
We call f satisfying the condition of Lemma 5.16 balanced. We also call the
monomials labeled by the compositions α = (1i, 2, 1n−2−i) balancing.
Lemma 5.17. If f is a homogeneous balanced quasisymmetric function, then so is
f (i) for any i ≥ 0.
Proof. The claim clearly holds for i = 0. Using the last statement of Theorem 5.12,
we may assume that i = 1. Suppose f has degree n. Let Dj = [n − 1]\{j} for
1 ≤ j ≤ n− 1 and Ek = [n]\{k} for 1 ≤ k ≤ n. By Theorem 5.12, to calculate the
coefficient of MC(Ek) in f
(1) it suffices to find the 1-extensions t : [n − i] → [n] of
some D ⊂ [n − 1] to Ek. But |Ek| = n + 1 so such D satisfy |D| = n − 2 and so
must be of the form D = Dj for some j. The number of 1-extensions of Dj to Ek
16 THOMAS LAM AND PAVLO PYLYAVSKYY
is equal to n− k if j = k, equal to k − 1 if j = k − 1, and equal to 0 otherwise. By
Lemma 5.16 the coefficient ofMC(Dj) in f does not depend on j, thus the coefficient
of MC(Ek) in f
(1) is equal to n− 1 times the coefficient of MC(Dj) in f , which does
not depend on k. Again by Lemma 5.16, f (1) must be balanced. 
We prove the following generalization of the Theorem 5.15.
Theorem 5.18. Let |λ/µ| = n. For any N ≥ n and 1 ≤ i ≤ N − 1 the number
di(λ/µ) of w ∈ J˜N (λ/µ, θs) for which i ∈ D(w) is independent of i.
Proof. Let G′λ/µ = K˜λ/µ,θs , which has lowest degree homogeneous component
H0(G
′
λ/µ) = sλ/µ equal to a Schur function. We shall see later (Corollary 6.3))
that G′λ/µ is a symmetric function (of unbounded degree). By Theorem 5.6 for
each N ≥ n we have
HN (G
′
λ/µ) =
∑
n≤m≤N
∑
w∈J˜m(λ/µ,θs)
L
(N−m)
C(w) .
We know that sλ/µ =
∑
w∈J˜n(λ/µ,θs)
LC(w) is symmetric, and thus balanced by
Lemma 5.16. By Lemma 5.17, s
(1)
λ/µ is balanced and we also know Hn+1(G
′
λ/µ) is
symmetric so
∑
w∈J˜n+1(λ/µ,θs)
LC(w) = Hn+1(G
′
λ/µ) − s
(1)
λ/µ is also balanced. Pro-
ceeding in this manner we conclude that each of the sums
∑
w∈J˜N (λ/µ,θs)
LC(w) is
balanced. By Lemma 5.16 we obtain exactly the needed result. 
Example 5.19. One can check that in Example 5.8 for each 1 ≤ i ≤ 4 there exists
exactly two elements of J˜5(λ, θs) with i as a descent.
6. K-theory of Grassmannians and mSym
6.1. Fomin-Greene operators. Let Λ denote the set of partitions as before. If
λ = (λ1 ≥ λ2 ≥ · · · ≥ λl > 0) is a partition, then it contains the boxes (i, j) for
1 ≤ i ≤ l and 1 ≤ j ≤ λi. The box (i, j) is on diagonal j − i. We say that λ has
an inner corner on the i-th diagonal if there exists µ ∈ Λ such that λ/µ is a single
box on the i-th diagonal. Similarly, λ has an outer corner on the i-th diagonal if
there exists µ ∈ Λ such that µ/λ is a single box on the i-th diagonal.
Fix a partition ν ∈ Λ. Let ZΛν = ⊕ν⊂λZ · λ denote the free Z-module with
a basis of partitions containing ν, equipped with a non-degenerate pairing 〈., .〉 :
ZΛν × ZΛν → Z defined by 〈λ, µ〉 = δλµ. Now for each i ∈ Z, define a Z-linear
operator vi : ZΛν → ZΛν by
vi · λ =

µ if λ has an outer corner µ/λ on the i-th diagonal,
λ if λ has an inner corner not contained in ν on the i-th diagonal,
0 otherwise,
and extending by linearity. The operators vi satisfy the relations:
v2i = vi for each i ∈ Z,
vivi+1vi = vi+1vivi+1 = 0 for each i ∈ Z,
vivj = vjvi for each i, j ∈ Z with |i− j| ≥ 2.
Operators very closely related to the vi are studied by Fomin and Greene [4]
and operators differing from ours by a sign are studied by Buch [3]. We briefly
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explain their connection with set-valued P -partitions to draw an analogy with our
construction of MSym later. Define a formal power series
A(x) = · · · (1 + xv2)(1 + xv1)(1 + xv0)(1 + xv−1) · · ·
with coefficients in operators on ZΛν . The action of A(x) on a ∈ ZΛν gives a well
defined element of ZΛν [[x]]. The following result is essentially [3, Theorem 3.1]
with a sign omitted.
Lemma 6.1. Let λ/µ be a skew partition. Then
K˜λ/ν,θs(x1, x2, . . .) = 〈· · ·A(x2)A(x1) · ν, λ〉.
The next result follows from work of Fomin and Greene [4].
Lemma 6.2. We have A(x)A(y) = A(y)A(x) as operators on ZΛν .
Corollary 6.3. Let λ/µ be a skew shape. Then K˜λ/µ,θs is a symmetric function
(of unbounded degree).
Proof. Follows immediately from Lemmas 6.1 and 6.2. 
6.2. The Hopf algebra mSym and K-theory of Grassmannians. Let mSym =∏
λ Z·K˜λ,θs denote the subspace of mQSym continuously spanned by the generating
functions K˜λ,θs as λ varies over all partitions. For a fixed composition α, L˜α
only occurs in finitely many K˜λ,θs so mSym is indeed a subspace of mQSym. For
convenience we now write K˜λ instead of K˜λ,θs . Also we shall call a set-valued
(λ/µ, θs)-partition σ simply a set-valued tableau of shape λ/µ.
Proposition 6.4. The space mSym is a Hopf subalgebra of mQSym. It is isomor-
phic to the completion Ŝym =
∏
λ Z · sλ of the algebra of symmetric functions.
Proof. Since the lowest degree homogeneous component of K˜λ is equal to the Schur
function sλ, the space mSym is equal to the space
∏
λ Z · sλ of arbitrary linearly
combinations of Schur functions. Thus mSym is the Hopf subalgebra of mQSym
consisting of symmetric functions of unbounded degree. 
In [3], Buch studied a bialgebra Γ = ⊕λZ ·Gλ spanned by the set {Gλ} of stable
Grothendieck polynomials. The stable Grothendieck polynomials were first studied
by Fomin and Kirillov [5] and defined as stable limits of Grothendieck polynomials
[12]. For our purposes, they can be defined as follows.
Theorem 6.5. [3, Theorem 3.1] The stable Grothendieck polynomial Gν/λ(x) is
given by the formula
Gν/λ(x) =
∑
T
(−1)|T |−|ν/λ|xT ,
where the sum is taken over all set-valued tableaux T of shape ν/λ.
Thus the symmetric function Gλ can be obtained from K˜λ by changing the
degree n homogeneous component of K˜λ by the sign (−1)n−|λ|, or in other words
one has K˜λ(x1, x2, . . .) = (−1)|λ|Gλ(−x1,−x2, . . .).
Buch related the structure constants of Γ to the K-theory K◦Gr(k,Cn) of the
Grassmannian Gr(k,Cn) of k-planes in Cn. In addition, Buch described the struc-
ture constants completely using the combinatorics of set-valued tableaux. We
briefly describe the connections with K-theory here and return to the combina-
torial descriptions from a dual point of view later (see Section 9.5).
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Let R = (n−k)k denote the the rectangle with k rows and n−k columns and let
IR be the subspace of Γ spanned by Gλ for λ not contained in R. Let K
◦Gr(k,Cn)
denote the Grothendieck group of algebraic vector bundles on Gr(k,Cn). It is nat-
urally isomorphic to the Grothendieck group K◦Gr(k,Cn) of coherent sheaves on
Gr(k,Cn). The K-group K◦Gr(k,Cn) is spanned by the classes [Oλ] of structure
sheaves of Schubert varieties Xλ indexed by partitions λ ⊂ R. For convenience we
set [Oλ] = 0 if λ does not fit inside R. The K-theory K◦Gr(k,Cn) becomes a com-
mutative ring when equipped with the multiplication induced by tensor products
of vector bundles.
Theorem 6.6 ([3, Theorem 8.1]). The map Gλ 7→ [Oλ] induces an isomorphism
of rings Γ/IR ≃ K◦Gr(k,Cn).
Note that Γ/IR is isomorphic to the quotient of mSym by the continuous span∏
λ*R K˜λ since both spaces are finite-dimensional. To explain the geometric mean-
ing of the coproduct, fix k1 < n1 and k2 < n2. Taking the direct sum of vec-
tor spaces induces a map φ : Gr(k1,Cn1) × Gr(k2,Cn2) → Gr(k1 + k2,Cn1+n2).
Then Buch shows that φ∗([Oλ]) =
∑
µ,ν d
µν
λ [Oµ] ⊗ [Oν ] where we have identified
K◦Gr(k1,Cn1) × Gr(k2,Cn2) with K◦Gr(k1,Cn1) ⊗ K◦Gr(k2,Cn2). Here the d
µν
λ
are the structure constants of the coproduct: ∆Gλ =
∑
µ,ν d
µν
λ Gµ ⊗Gν .
7. The big Multi Malvenuto-Reutenauer Hopf algebra
7.1. Big Multi-permutations and set compositions.
Definition 7.1. A big Multi-permutation or M-permutation of [n] is a word w =
w1w2 · · ·wk such that (a) each wi is a subset of P not containing consecutive num-
bers and (b) the disjoint union ⊔ki=1wi is equal to the set [n]. We say that w has
length ℓ(w) = k.
Denote the set of M-permutations of [n] by SMn and let S
M
∞ = ∪nS
M
n . For exam-
ple, we have w = [(1, 3), (5, 7, 9), (10), (4, 6), 2, 8] ∈ SM10 which has length ℓ(w) = 6.
By convention SM0 contains a single element – the empty M-permutation ∅. We
let MMR = ⊕w∈SMZ.w denote the free Z-module of finite Z-linear combinations
of M-permutations.
Recall that a set composition w = w1w2 · · ·wk of a finite set S is a word w =
w1w2 · · ·wk such that the disjoint union ⊔ki=1wi is equal to the set S. Thus wi may
contain consecutive numbers. If w = w1w2 · · ·wk is a set composition of S ⊂ P, we
define the standardization st(w) ∈ SM∞ by repeatedly doing the following operations
until one has a M-permutation:
R1 delete the letter i+ 1 if both i and i+ 1 belong to some wj , and
R2 reduce all letters larger than i by 1 if i is not present in any wj .
It is clear that st(w) is a well defined M-permutation. Also if w is a set composition
of S and T ⊂ S then the restriction w|T of w to T is obtained by intersecting each
wi with T and removing all the wj which become empty. The restriction w|T is a
set composition of T .
Let w = w1 · · ·wk ∈ SMm and u = u1 · · ·ul ∈ S
M
n . Define a product • on MMR
by extending the formula
w • u =
∑
v
by linearity, where the (finite) sum is taken over
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(1) all v ∈ SMm+n such that v|[m] = w and st(v|[m+1,m+n]) = u; and
(2) all v ∈ SMm+n−1 such that v|[m] = w and st(v|[m,m+n−1]) = u.
Proposition 7.2. The product • : MMR⊗MMR→MMR is associative.
Proof. Let w = w1 · · ·wk ∈ SMm , u = u1 · · ·ul ∈ S
M
n , and x = x1 · · ·xr ∈ S
M
p . Then
one checks that both (w • u) • x and w • (u • x) are equal to the sum over
(1) all v ∈ SMm+n+p such that v|[m] = w, st(v|[m+1,m+n]) = u and
st(v|[m+n+1,m+n+p]) = x; and
(2) all v ∈ SMm+n+p−1 such that v|[m] = w, st(v|[m,m+n−1]) = u and
st(v|[m+n,m+n+p−1]) = x; and
(3) all v ∈ SMm+n+p−1 such that v|[m] = w, st(v|[m+1,m+n]) = u and
st(v|[m+n,m+n+p−1]) = x; and
(4) all v ∈ SMm+n+p−2 such that v|[m] = w, st(v|[m,m+n−1]) = u and
st(v|[m+n−1,m+n+p−2]) = x.
If v ∈ SMm+n+p−1 satisfies both the conditions in (2) and (3) then it occurs with
multiplicity two in the product of w, u and x. 
We can also give an alternative recursive definition of the product •. For two set
compositions a, b let [a, b] denote their concatenation (assuming that the result is a
set composition). We can extend [., .] by linearity by distributing it over addition.
We first define the semishuffle product ◦ as follows. Let u = u1u′ and v = v1v′ be
M-permutations where u1, v1 are sets and u
′, v′ are set compositions. Then
u ◦ v = [u1, u
′ ◦ v] + [v1, u ◦ v
′] + [u1 ∪ v1, u
′ ◦ v′].
For aM-permutation v, let (v+n) denote the set composition obtained by increasing
every number in v by n. Let u ∈ SMn .
Proposition 7.3. We have u • v = st(u ◦ (v + n)).
Now define the coproduct △ on MMR by
△ w =
∑
[u,v]=w
st(u)⊗ st(v),
where the sum is over all pairs (u, v) of (possibly empty) set compositions which
concatenate to w. We extend △ by linearity to give △: MMR → MMR ⊗MMR.
The following result is immediate from the definition.
Proposition 7.4. The coproduct △: MMR⊗MMR→MMR is coassociative.
Define the unit map η : Z→MMR by η(1) = ∅ and the counit map ε : MMR→
Z by taking the coefficient of ∅.
Theorem 7.5. The space MMR is a bialgebra with product •, coproduct △, unit
η, and counit ε.
Proof. It is easy to check that MMR is a unital associative algebra and a counital
coassociative coalgebra. We must therefore check that • and △ are compatible.
Let w = w1 · · ·wk ∈ SMm and u = u1 · · ·ul ∈ S
M
n . Then both △ (w • u) and
(△ w) • (△ u) are sums over terms a ⊗ b which can be described as follows. First
let u′ be the unique set composition of [m + 1,m+ n] such that st(u′) = u. Then
a = st(a′ = a′1a
′
2 · · · a
′
r) where for each 1 ≤ i ≤ r, we have a
′
i is either (a) equal to
some wj , or (b) equal to some u
′
s, or (c) the union of wj and u
′
s. Also if wj1 appears
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in a′i1 and wj2 in a
′
i2
then i1 < i2 ⇒ j1 < j2 and furthermore all wj with j < j2
have to appear in a′ (and the analogous statement for u′). Similarly b = st(b′) for
an analogously described b′, and in addition the disjoint union of all the numbers
in a′ and b′ is equal to [m+ n]. 
Call an element w ∈ SM∞ irreducible if it cannot be written in the form w = v/u =
v1 . . . vk(u1 + n) . . . (ul + n) for two smaller (that is, non-empty) M-permutations
v, u ∈ SM∞ . Let Irr
M be the set of irreducible M-permutations.
Theorem 7.6. The algebra SM∞ is free over the set of its irreducible elements.
Proof. Any M-permutation w ∈ SM∞ can be uniquely written as w
1/w2/ · · · /wk
where the wi ∈ IrrM are irreducible; we say that w is k-reducible. Thus the tensor
space
⊕
n≥0 Z(Irr
M)⊗n is (naturally) isomorphic as a free Z-module to MMR.
Now if w1, . . . , wk ∈ IrrM are irreducible then it follows from the definition of •
that the only k-reducible term in w1 •w2 • · · · •wk is w1/w2/ · · · /wk. This implies
(via a triangularity argument) that the map w1 ⊗ w2 ⊗ · · · ⊗ wk 7→ w1 • w2 • · · · •
wk induces a surjective algebra homomorphism
⊕
n≥0 Z(Irr
M)⊗n → MMR. The
previous paragraph implies that this surjective map is an isomorphism.

Remark 7.7. The Hopf structure of MMR may be related to the Hopf algebra of
set partitions defined in [14].
7.2. The antipode of MMR. We show that MMR has an antipode via a general
construction following [2, Section 5] (see also [18]). Let H be any bialgebra with
multiplication m, coproduct ∆, unit µ and counit ε. For each i ≥ 1 let m(i) :
H⊗i+1 → H denote the i-fold iterated product (by associativity the order does not
matter) and let ∆(i) : H → H⊗i+1 denote the i-fold iterated coproduct. In addition
we set m(0) = ∆(0) = id : H → H , m(−1) = µ, and ∆(−1) = ε. If f : H → H is any
linear map then its i-fold convolution is f (i) = m(i−1)f⊗i∆(i−1).
Now set π = id − µε. If π is locally nilpotent with respect to convolution then
the antipode S : H → H is given by
(4) S =
∑
i≥0
(−1)im(i−1)π⊗i∆(i−1).
Proposition 7.8. The bialgebra MMR has an antipode, making it a Hopf-algebra.
Proof. By the preceding discussion it suffices to show that π is locally nilpotent.
Let a ∈ MMR be non-zero. Let n ≥ 0 be the maximal value such that some w
satisfying ℓ(w) = n occurs in a with non-zero coefficient. Then using the definition
of △, each term in △(n) a must involve ∅ in one of its factors. But π(∅) = 0 so
π(n+1)a = 0. 
7.3. Weak order on M-permutations. The results of this section suggest that
there may be a polytopal structure on M-permutations. Let SC(n) denote the
collection of set compositions of [n] and let SC(∞) = ∪n≥1SC(n). In [9] set
compositions were considered under the name of pseudo permutations, while in
[14] they are identified with faces of permutohedra. In [9] and [14] independently
the following analog of the weak order is defined on SC(n), for each n ≥ 1. Let
w = w1w2 · · ·wk ∈ SC(n). The covers of w can be completely described in the
following manner.
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(1) if wi < wi+1 then w ⋖ w1 · · ·wi−1(wi ∪ wi+1)wi+1 · · ·wk;
(2) if wi = w
′
i ⊔w
′′
i is a disjoint union of non-empty subsets and w
′
i < w
′′
i then
w ⋖ w1 · · ·wi−1w′′i w
′
iwi+1 · · ·wk.
The order ≺ on SC(n) is then the transitive closure of ⋖.
Now let ∼ be the equivalence relation on SC(∞) obtained by taking the transitive
closure of the relations w ∼′ st(w) for each w ∈ SC(∞). Thus each equivalence
class contains a unique M-permutation. For example,
[(1, 4, 5), 7, (2, 8, 9), (6, 10), 3]∼ [(1, 4), (6, 7, 8), (2, 9), (5, 10, 11), 3]
since
st([(1, 4, 5), 7, (2, 8, 9), (6, 10), 3]) = st([(1, 4), (6, 7, 8), (2, 9), (5, 10, 11), 3])
= [(1, 4), 6, (2, 7), (5, 8), 3].
If w ∼ u are two equivalent set compositions, let us say that w contains u if u
can be obtained from w by partially standardizing: in other words, by using the
operations (R1) and (R2) of Section 7.1 a number of times. The following two
lemmata are easy to establish from the definitions.
Lemma 7.9. If w ∼ u are two set compositions then there exists a set composition
v equivalent to both which contains both.
Lemma 7.10. Suppose w ⋖ v is a cover relation in SC(n). If w′ contains w then
there is a canonical cover relation w′ ⋖ v′ such that v′ contains v.
Now define the weak order < on SM∞ by taking the transitive closure of the
following relations: w ∈ SM∞ is less than v ∈ S
M
∞ if there exists set compositions w
′
and v′ so that w′ ∼ w, v′ ∼ v and w′ ⋖ v′.
Theorem 7.11. The weak order on SM∞ is a valid partial order.
Proof. We need to show that for two M-permutations w,w′ that if w < w′ and
w′ < w then w = w′. Alternatively we need to show that there is no sequence
w1, w2, . . . , wn, w1 ofM-permutations such that v1⋖u2, v2⋖u3, · · · vn−1⋖un, vn⋖u1
for some set compositions vi ∼ wi and ui ∼ wi. Using Lemma 7.9 and Lemma 7.10
repeatedly, we may assume that vi = ui for i 6= 1. Thus we are reduced to proving
that if v < u in SC(n) for some n then st(v) 6= st(u).
Suppose that v < u and st(v) = st(u) = w for some M-permutation w ∈ SMm .
Define the “standardization” function fv : [n] → [m] by requiring that (a) fv is
increasing, and (b) f−1v (i) is a non-empty interval completely contained in the set
vk if i ∈ wk. Similarly define fu. Now since st(v) = st(u) = w we must have that
v = v1 · · · vk and u = u1 · · ·uk have the same length. Thus it makes sense to ask for
the smallest integer i such that i ∈ vj and i ∈ uk for j 6= k. But since st(v) = st(u),
the letter i − 1 must be either in both vj and uj or in both vk and uk. Let us say
that a set composition x has an inversion at (i, j) for i < j if j precedes i; and a
half-inversion if j and i belong to the same set of x. We note that weak order on
SC(n) either increases or does not change inversions for each (i, j).
Now suppose j < k. If i−1 ∈ vj∩uj then v has a half-inversion at (i−1, i) while
u has no inversion which is impossible. If i− 1 ∈ vk ∩ uk then v has an inversion at
(i− 1, i) while u only has a half-inversion which again is impossible. Thus j > k.
Suppose first that i − 1 ∈ vk ∩ uk. Let i1 be the smallest integer greater than
i such that i1 /∈ uk. Then i1 ∈ f
−1
u (fv(i)) so i1 ∈ uj. Since u has no inversion
22 THOMAS LAM AND PAVLO PYLYAVSKYY
at (i, i1), it must also be the case that v has no inversion at (i, i1). Thus i1 ∈ vj1
for j1 > j. Now let i2 be the smallest integer in f
−1
u (fv(i1)). Clearly i2 > i1 and
i1 ∈ uj while i2 ∈ uj1 . Again u has no inversion at (i1, i2) so v has no inversion
at (i1, i2) and we deduce that i2 ∈ vj2 for j2 > j1. Continuing in this manner we
produce an infinite sequence i1, i2, . . .. Since n is finite, we arrive at a contradiction.
The case i− 1 ∈ vj ∩ uj is similar. 
7.4. Duality between mMR and MMR. Let V be the space of infinite Z-linear
combinations of elements {vs | s ∈ S} where S is some indexing set. As in Section 4
call a linear functional f : V → Z continuous if it respects infinite linear combi-
nations, not just finite ones. The set of all continuous linear functionals forms the
continuous dual V ∗c of V and is a free Z-module with basis {fs | s ∈ S} where fs is
defined by fs(vs′) = δss′ . The Z-module V is then the usual dual of V ∗c . Abusing
notation slightly, we may simply say that V and V ∗c are continuous duals with dual
bases {vs | s ∈ S} and {fs | s ∈ S} (even though {vs} may not be a basis of V ).
This notion of continuous duality makes sense for bialgebras, and Hopf algebras,
with distinguished bases.
There is a natural way to consider M-permutations and m-permutations to be
inverses of each other. If w = w1 · · ·wk ∈ SMn then u = w
−1 is the m-permutation
of k with length n such that the i-s in u occur in the positions specified by wi.
Clearly this gives rise to a bijection between M-permutations and m-permutations.
For example, if w is the m-permutation
[1, 5, 1, 4, 2, 4, 2, 6, 2, 3]
then w−1 is the M-permutation
[(1, 3), (5, 7, 9), (10), (4, 6), 2, 8].
We note that the two standardization operators are compatible in the following
manner: st(w) = v if and only if st(w−1) = v−1, where we have extended the
inverse operation to words and set-compositions. Furthermore, if v ∈ Smn then
v−1 ∈ SMℓ(v) and ℓ(v
−1) = n.
Theorem 7.12. The bialgebras MMR and mMR are continuous duals of each other
with dual bases {w | w ∈ Sm∞} and {v | v ∈ S
M
∞ }, where S
m
∞ is identified with S
M
∞
via w ↔ w−1. The antipode SMMR of MMR induces an antipode SmMR of mMR
making MMR and mMR continuous duals as Hopf algebras.
Proof. The preceding comments on continuous duals allow us to prove the theorem
by simply comparing structure constants. We first show that product structure
constants of mMR are equal to coproduct structure constants ofMMR. Let u ∈ Smn ,
v ∈ Smm and w ∈ S
m
m+n. Since ∗ and △ are multiplicity free, we must show that w
occurs in u∗v if and only if u−1⊗v−1 occurs in △ w−1. Suppose that w occurs in u∗v.
If w−1 = w′1w
′
2 · · ·w
′
n+m then u
−1 = st(w′1 · · ·w
′
n) and v
−1 = st(w′n+1 · · ·w
′
n+m).
The converse is also clear. Similarly, one checks that w−1 occurs in u−1 • v−1 if
and only if u⊗ v occurs in ∆w.
Finally, we need to check that that the antipode SMMR : MMR→MMR induces
a well defined map SmMR = S
∗
MMR : mMR→ mMR (here S
∗
MMR denotes the contin-
uous transpose). Let w ∈ SMn . Then by (4), SMMR(w) is a linear combination of the
basis elements u ∈ ∪i≤nSMi . Thus the continuous transpose S
∗
MMR : mMR→ mMR
sends the basis element x = u−1 ∈ Smk to a (possibly infinite) linear combination of
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the basis elements {y | ℓ(y) ≥ ℓ(x)}. We need to show that this extends via con-
tinuous linearity to a well-defined map for arbitrary elements of mMR. But given
a fixed y ∈ Sm∞ there are only finitely many x ∈ S
m
∞ with shorter length. Thus the
coefficient of y in S∗
MMR(
∑
x∈Sm
∞
ax x) is well-defined. 
8. The Hopf algebra of Multi-noncommutative symmetric functions
Now we define a Hopf subalgebra of MMR which will turn out to be the dual
Hopf algebra of mQSym. Let α be a composition of n. We say that w ∈ SMn is of
type type(w) = α if w−1 ∈ Sm∞ has descent set Des(w
−1) = D(α). Alternatively,
the type of w is C(D) where
D = {i ∈ [1, n− 1] | i+ 1 lies to the right of i in w}.
Let R˜α ∈MMR denote the sum of all w ∈ SMn of type α. For example, if α = (3, 1)
then
R˜α = [(1, 4), 2, 3] + [1, (2, 4), 3] + [1, 2, 4, 3] + [1, 4, 2, 3] + [4, 1, 2, 3].
Let MNSym denote the subspace of MMR spanned by the elements R˜α as α varies
over all compositions. Clearly the elements R˜α are independent.
8.1. The product structure onMNSym. For two compositions α = (α1, . . . , αk)
and β = (β1, . . . , βl), recall the definitions of α ⊲ β and α ⊳ β from Section 2.3.
We now define α · β = (α1, . . . , αk + β1 − 1, . . . , βl). For example, if α = (3, 2, 5, 1)
and β = (4, 2) then α ⊲ β = (3, 2, 5, 5, 2), α ⊳ β = (3, 2, 5, 1, 4, 2) and α · β =
(3, 2, 5, 4, 2).
Proposition 8.1. Let α be a composition of m and β be a composition of n. We
have
R˜α • R˜β = R˜α⊲β + R˜α⊳β + R˜α·β .
Thus MNSym is closed under the product • of MMR.
Proof. Directly from the definition it is clear that R˜α • R˜β is a multiplicity free
sum of certain M-permutations u ∈ SMm+n ∪ S
M
m+n−1. The type of u ∈ S
M
m+n is
determined by type(u|[m]), type(st(u|[m+1,m+n])) and whether m lies in front of
m+ 1. Such a u occurs in the product R˜α • R˜β if and only if type(u|[m]) = α and
type(st(u|[m+1,m+n])) = β. The type of u ∈ S
M
m+n−1 is determined by type(u|[m])
and type(st(u|[m,m+n−1])) and occurs in R˜α • R˜β if and only if type(u|[m]) = α and
type(st(u|[m,m+n−1])) = β. The three terms R˜α⊲β , R˜α⊳β , and R˜α·β correspond (in
order) to the following three possibilities for u: (a) u ∈ SMm+n and m occurs before
m+ 1, (b) u ∈ SMm+n and m occurs after m+ 1, and (c) u ∈ S
M
m+n−1. 
Proposition 8.2. The algebra MNSym is isomorphic to the free algebra on the
symbols R˜α for each composition α, with relations R˜α • R˜β = R˜α⊲β+ R˜α⊳β+ R˜α·β.
Proof. We must show that the relation R˜α • R˜β = R˜α⊲β + R˜α⊳β + R˜α·β implies
all possible relations amongst the elements {Rα}. Assume we have a relation in
MNSym. Using R˜α • R˜β = R˜α⊲β + R˜α⊳β + R˜α·β we may make the relation linear.
If all terms cancel out we conclude that the original relation is implied by our basic
set of relations. Otherwise we obtain a linear dependence amongst the R˜α’s. But
this is impossible as the sets of M-permutations involved in each R˜α are disjoint,
and the set of M-permutations forms a basis of MMR. 
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Define Fk = R˜(k) = [1, 2, . . . , k] ∈MNSym.
Proposition 8.3. MNSym is freely generated over Z by {Fk | k ≥ 1} as an algebra.
Proof. First we show that any R˜α can be written as polynomial in the Fk’s. The
proof proceeds by induction on the number of parts in α. The base case α = (k) is
clear.
Let α = (α1, . . . , αl) with l ≥ 2 and let α¯ = (α1, . . . , αl−1). Using Proposition 8.1
to write R˜α = R˜α¯Fαl − R˜α′ − R˜α′′ where α
′ = α¯ ⊲ αl = (α1, . . . , αl−2, αl−1 + αl)
and α′′ = α¯ · αl = (α1, . . . , αl−2, αl−1 + αl − 1). Since R˜α¯, R˜α′ and R˜α′′ all have
less parts than α by the inductive assumption we may assume that they can be
expressed in terms of the Fk’s; therefore R˜α can also be written in terms of the
Fk’s.
Now we want to show that Fk’s are algebraically independent. Assume that
is not so and we have a non-trivial polynomial relation r. Pick the monomial
Fk1 . . . Fkm in r with largest total size k1 + . . . + km, and amongst those pick one
with m largest. Now expanding r in terms of the wα basis, we see that R˜(k1,...,km)
cannot come from any other monomial in r, giving a contradiction. 
8.2. The duality between MNSym and mQSym.
Theorem 8.4. The subspace MNSym is a Hopf subalgebra of MMR (continuously)
dual to mQSym, and the basis {R˜α} ⊂MNSym is dual to {Lα} ⊂ mQSym.
Proof. From the definitions it is clear that the subspace MNSym ⊂ MMR is the
annihilator of the space I of Lemma 5.1. Since I is a biideal, it follows immediately
from Theorem 7.12 that MNSym is a closed under product and coproduct. Thus
MNSym is a Hopf subalgebra dual to mQSym. One then checks that the pairing
〈., .〉 : MMR⊗mMR→ Z satisfies 〈R˜α, u+ I〉 = δαβ where u is any m-permutation
satisfying Des(u) = β. 
Proposition 8.5. The Hopf algebras MNSym and NSym are isomorphic via the
map Fk 7→ Sk.
Proof. By Proposition 8.3 the map Fk 7→ Sk is an algebra isomorphism. It remains
to verify (see also Section 2.3) that △ Fk =
∑
0≤j≤k Fj⊗Fk−j , where F0 := 1. This
is immediate from the definition Fk = [1, 2, . . . , k]. 
9. The big Hopf algebra of Multi-symmetric functions
We now define the big Hopf algebra of Multi-symmetric functions MSym. As we
will see MSym is isomorphic to Sym as a Hopf algebra, but it is naturally equipped
with a basis {gλ} distinct from the Schur basis {sλ}.
9.1. Reverse plane partitions. Let λ be a partition which we associate with
its Young diagram in English notation. A reverse plane partition T of shape λ is
a filling of the boxes in λ with positive integers so that the numbers are weakly
increasing in rows and columns. We write sh(T ) = λ for the shape of a reverse
plane partition T . For a plane partition T , define xT :=
∏
i∈P x
T (i)
i where T (i) is
the number of columns in T containing one or more entries equal to i. Note that
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this is not the usual weight assigned to a reverse plane partition. Now define the
dual stable Grothendieck polynomials gλ(x1, x2, . . .) ∈ Z[[x1, x2, . . .]] by
gλ(x1, x2, . . .) =
∑
sh(T )=λ
xT .
Similarly define the skew polynomials gλ/µ by taking the sum over reverse plane
partitions of shape λ/µ.
Theorem 9.1. The formal power series gλ/µ(x1, x2, . . .) are symmetric functions.
Example 9.2. Using the definition one computes
g(2,1) = m(2,1) + 2m(1,1,1) +m(2) +m(1,1) = s(2,1) + s(2).
Here the mλ’s are monomial symmetric functions, see [17].
We give two proofs of this fact. Note that the top homogenous component of gλ
is just the Schur function sλ and thus is symmetric.
Remark 9.3. The dual stable Grothendieck polynomials gλ are implicitly studied
by Lenart [10]. Shimozono and Zabrocki give a determinantal formula for the gλ in
[15].
9.2. Fomin-Greene operators again. Let ZΛ be the free Z-module of formal
linear combinations of partitions. For each i ∈ P, we define linear operators ui :
ZΛ→ ZΛ called column adding operators as follows:
ui(λ) =
∑
µ,
where the sum is over all valid Young diagrams µ obtained from λ by adding several
(at least one) cells to the i-th column. If no boxes can be added to the i-th column
of λ then ui(λ) = 0.
Example 9.4. If λ = (4, 3, 3, 1) then u6(λ) = 0, u5(λ) = (5, 3, 3, 1), u4(λ) =
(4, 4, 3, 1) + (4, 4, 4, 1), u3(λ) = 0, u2(λ) = (4, 3, 3, 2), u1(λ) = (4, 3, 3, 1, 1) +
(4, 3, 3, 1, 1, 1)+ . . .. Note that u1(λ) is always an infinite expression.
In [4] Fomin and Greene prove the following statement.
Lemma 9.5. [4, Lemma 3.1] Assume that a set of elements {ui | i ∈ Z} of an
associative algebra satisfy the relations
uiukuj = ukuiuj for i < j < k
ujuiuk = ujukui for i < j < k
ujui(ui + uj) = (ui + uj)ujui for i < j.
Then the noncommutative analogs of elementary symmetric functions
ek(u1, u2, . . .) =
∑
a1>a2>...>ak
ua1ua2 . . . uak
commute.
Note that the statement of Lemma 9.5 is formal: the ek(u1, u2, . . .) should be
considered as elements of an appropriate completion.
Lemma 9.6. The column adding operators ui : ZΛ → ZΛ satisfy the relations in
Lemma 9.5.
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Figure 1. The bijection between terms occurring in ujui(ui +
uj)(λ) and in (ui+uj)ujui(λ). The three possible cases are shown.
Proof. The first two relations are straightforward since if |i − k| > 1 operators ui
and uk can easily be seen to commute.
Thus, it remains to argue that the third relation holds. Again, if |i − j| > 1
operators ui and uj commute and the relation follows. Thus the only non-trivial
case is j = i + 1. Let µ be a partition occurring with non-zero coefficient in
ujui(ui + uj)(λ). Then µ can be obtained from λ in the following ways, where by
λ+i a we denote operation of adding a ≥ 1 cells to i-th column of λ.
(1) µ = λ+j a
′ +i b+j a
′′;
(2) µ = λ+i b
′ +i b
′′ +j a and λ+i b
′ +j a+i b
′′ is a valid sequence;
(3) µ = λ+i b
′ +i b
′′ +j a and λ+i b
′ +j a+i b
′′ is not a valid sequence.
Thus µ differs from λ in the i-th column by b = b′+ b′′ squares and in the (i+1)-th
column by a = a′+a′′ squares. We now show how the three cases above correspond
to terms equal to µ occurring in (ui + uj)ujui(λ).
In case (1), we rearrange the terms to get µ = λ+i b+j a
′+j a
′′, which must be
a valid sequence. In case (2), we biject the expression λ +i b
′ +i b
′′ +j a with the
valid sequence λ +i b
′ +j a +i b
′′. Finally, in case (3), we biject λ +i b
′ +i b
′′ +j a
with the sequence λ+i b+j a
′+j a
′′, where a′ < a is the maximal number such that
λ+i b
′ +j a
′ is a valid sequence, and a′′ = a− a′. Note that a′′ ≥ b′ ≥ 1.
One can verify now that we get each possible summand of (ui+uj)ujui(λ) equal
to µ exactly once this way. Indeed, we have the following three cases:
(1) µ = λ+i b+j a
′ +j a
′′ where µ = λ+j a
′ +i b+j a
′′ is a valid sequence;
(2) µ = λ+i b
′ +j a+i b
′′;
(3) µ = λ+i b+j a
′ +j a
′′ where µ = λ+j a
′ +i b+j a
′′ is not a valid sequence.
These three cases correspond exactly to the three cases listed before.
An illustration of the proof is given in Figure 1.

Proof of Theorem 9.1. Define the formal power series A(x) with coefficients in op-
erators on ZΛ by A(x) = · · · (1 + xu2)(1 + xu1). Lemma 9.5 and Lemma 9.6
essentially says that A(x)A(y) = A(y)A(x) for two formal variables x and y. It is
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Figure 2. An elegant filling for λ = (6, 6, 6, 5, 4, 4) and µ = (6, 5, 3, 3, 1).
immediate from the definition that
gλ/µ(x1, x2, . . .) = 〈· · ·A(x2)A(x1)µ, λ〉
where 〈., .〉 : ZΛ ⊗ ZfinΛ → Z is the pairing defined by 〈ν, ρ〉 = δρν , and ZfinΛ
denotes the free Z-module of finite linear combinations of partitions. Since the
A(xi) commute, gλ/µ(x1, x2, . . .) is a symmetric function in the variables xi. 
Remark 9.7. It would be interesting to compare the operators ui of this section
with the operators vi of Section 6. As we shall see the two kinds of operators are
dual in a sense which will be made clear in Theorem 9.15.
9.3. Schur decomposition of dual stable Grothendieck polynomials. We
give a direct bijection to establish a stronger version of Theorem 9.1. Namely, we
describe an explicit rule for the decomposition of the gλ’s into Schur functions.
Given two partitions λ and µ define the number fµλ as follows. If µ * λ, we set
fµλ = 0. Otherwise, f
µ
λ is equal to the number of elegant fillings of the skew shape
λ/µ. A filling is elegant if it satisfies the following two conditions:
(1) it is semistandard - that is, the numbers weakly increase in rows and strictly
in columns, and
(2) the numbers in row i lie in [1, i− 1].
In particular there is no elegant filling of λ/µ if it contains a cell in first row. Elegant
fillings were used previously in [10]. An example of an elegant filling is given in
Figure 2.
Theorem 9.8. Let λ be a partition. Then gλ(x1, x2, . . .) =
∑
µ f
µ
λ sµ(x1, x2, . . .).
Proof. We construct a weight preserving bijection between reverse plane partitions
T of shape λ and pairs (S,U), where S is a semistandard tableau of shape µ and U
is an elegant filling of shape λ/µ. Assume λ has m rows, and denote by Ti the i-th
row of T . More generally, let T[i,j] be the reverse plane partition consisting of the
part of T between rows i and j inclusively. For each i ∈ [1,m], define the reduction
T˜i of the row Ti to be the sequence of numbers obtained from Ti by removing all
entries equal to the corresponding entries in Ti+1 immediately below.
To define the bijection we proceed recursively, defining a sequence (Si, Ui) such
that Si is a semistandard tableaux satisfying sh(Si) ⊂ (λi, λi+1, . . . , λm) and Ui is
an elegant filling of shape (λi, λi+1, . . . , λm)/ sh(Si). For the first step, set Sm := Tm
and Um to be the (empty) elegant filling of (λm)/(λm). Assume now we have defined
(Sk+1, Uk+1). We use the Robinson-Schensted-Knuth (RSK) algorithm (see [17])
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Figure 3. The bijection in the proof of Theorem 9.8.
to insert the reduced row T˜k into Sk+1, obtaining Sk. We verify by induction that
(5) the first row of Si will always coincide with Ti.
Indeed, this is true for Sm, and the insertion of T˜i will always push out from the
first row of Si+1 elements of Ti+1 which are strictly greater than elements of Ti
immediately above them inside T .
Now we describe how to obtain Uk. First shift all the numbers in Uk+1 one row
down and simultaneously adding 1 to each of them, and consider the result as a
partial filling of the cells of the skew shape τ = (λk, λk+1, . . . , λm)/ sh(Sk+1). Note
that the unfilled cells of τ form a horizontal strip H of length λk. Now by well-
known properties of RSK, the difference sh(Sk)/ sh(Sk+1) is a horizontal strip of
size |T˜k| ≤ λk, and this horizontal strip is contained in H . We obtain Uk by placing
a 1 in every cell that lies in H but not in sh(Sk)/ sh(Sk+1), thus obtaining a filling
of shape (λk, λk+1, . . . , λm)/ sh(Sk). Since the 1’s in Uk form a horizontal strip, and
by assumption Uk+1 is semistandard, we conclude that Uk is semistandard. Also all
the entries in Uk+1 are moved one row down and incremented, and by (5) none of
the new 1’s are placed in the first row so Uk must be elegant, again assuming that
Uk+1 was elegant. Proceeding in this manner we obtain a pair (S,U) := (S1, U1).
Figure 3 illustrates this direction of the bijection.
To prove that the defined map is a bijection we describe the inverse map. Start
with a pair (S,U) = (S1, U1) where S is a semistandard tableau of shape µ and U
is an elegant filling of shape λ/µ. Construct recursively a sequence of pairs (Si, Ui)
such that Ui has shape ν
(i)/ sh(Si) for some ν
(i), as follows. Assume (Sk, Uk) has
already been constructed. Define the boundary of Sk to be the set of cells in Sk
directly below which there are no other cells. The boundary is a horizontal strip
with size equal to the size of the first row of Sk. Define the active boundary of
Sk to be the subset of cells of the boundary below which the cell of Uk does not
contain a 1. Note that active boundary is again always a horizontal strip. Now
apply the inverse RSK algorithm to the active boundary of Sk, producing a smaller
semistandard tableau Sk+1 and a non-decreasing sequence of numbers T¯k. In order
to get Uk+1 remove the 1’s from Uk, decrease all the remaining numbers by 1 and
move them one row up. It is evident that Uk+1 is an elegant filling if Uk was. By
the choice of active boundary it is also clear that the shape of Uk+1 “fits” with the
shape of Sk+1.
Now define T by letting its i-th row Ti equal the first row of Si. By properties of
the (inverse) RSK algorithm T must be a valid reverse plane partition. Also observe
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that the sequences T¯i ejected during the construction are equal to the reduced rows
T˜i of T . Indeed, by the nature of inverse RSK all the elements of T¯i were either
bumped out from the first row of Si by bigger numbers or belonged to the part of the
active boundary in the first row of Si. This means that the numbers T¯i are exactly
the elements of Ti that are not equal to the element of Ti+1 immediately below,
which is the definition of T˜i. This shows that defined map is indeed a bijection.
Since S is obtained by inserting the reductions T˜i of the rows of T , we have
xT = xS . Thus the bijection is weight-preserving, completing the proof. 
Example 9.9. The decomposition g(3,2,2) = s(3,2,2) + 2s(3,2,1) + s(3,1,1) + 3s(3,2) +
2s(3,1) + s(3) corresponds to the following elegant fillings:
1 2
1
2 1 1 1 2 2 2
1
1 2
1
2 2
1 1
2 2
Let MSym = ⊕λZgλ be the free Z-module consisting of finite Z-linear combina-
tions of the gλ.
Proposition 9.10. The elements gλ form a basis for the ring of symmetric func-
tions. Thus MSym ≃ Sym.
Proof. By Theorem 9.8, the transition matrix between the basis of Schur functions
{sλ} and the set {gλ} is upper triangular. 
MSym inherits from Sym a Hopf algebra structure. While isomorphic, they
come with different distinguished bases: {gλ} and {sλ}.
Proposition 9.11. MSym is freely generated by the set {g(n) | n ≥ 1} as an
algebra.
Proof. Since g(n) = hn are exactly the complete homogenous symmetric functions,
this follows from the well known fact that Sym = Z[h1, . . . , hn]. 
Let ρ and τ be two skew shapes. Denote by ρ ⊲ τ the skew shape obtained by
attaching the two so that lower leftmost cell of τ is directly to the right of the upper
rightmost cell of ρ. Denote by ρ ⊳ τ the skew shape obtained by attaching the two
shapes so that lower leftmost cell of τ is directly above the upper rightmost cell of
ρ. Finally, denote by ρ · τ the skew shape obtained by attaching the two shapes so
that lower leftmost cell of τ coincides with the upper rightmost cell of ρ.
Recall that in Section 2.4 we have associated a ribbon skew shape rα to each
composition α. The operations α ⊲ β, α ·β and α ⊳ β in Section 8.1 are consistent
with the ones introduced here:
rα⊲β = rα ⊲ rβ rα·β = rα · rβ rα⊳β = rα ⊳ rβ .
Lemma 9.12. Let ρ and τ be two skew shapes. We have gρgτ = gρ⊲τ+gρ⊳τ −gρ·τ .
Proof. Let R be a reverse plane partition of shape ρ and T be a reverse plane
partition of shape τ . Let Rur be the label of upper rightmost cell of R and let Tll
be the label of the lower leftmost cell of T . If Rur ≤ Tll attach R and T by putting
Rur to the immediate left of Tll so that we get a reverse plane partition R ⊲ T of
shape ρ ⊲ τ . Note that xR⊲T = xRxT . If Rur > Tll attach the two so that we get
a reverse plane partition R ⊳ T of shape ρ ⊳ τ . Note again that xR⊳T = xRxT .
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= + −
Figure 4. The four shapes involved in Lemma 9.12.
However, this map is not a bijection between pairs (R, T ) of reverse plane parti-
tions of shape ρ or τ and a reverse plane partition of shape ρ ⊲ τ or ρ ⊳ τ . There
are additional reverse plane partitions of shape ρ ⊳ τ which cannot be obtained
in this way, namely, the ones where the box corresponding to the lower leftmost
box of τ has the same entry as the box corresponding to upper rightmost cell of
ρ. Such reverse plane partitions are in (weight-preserving) bijection with reverse
plane partitions of shape ρ · τ , which finishes the proof. 
Figure 4 illustrates Lemma 9.12 by showing the four shapes involved. For each
skew shape λ/µ, define the symmetric function g˜λ/µ by
g˜λ/µ(x1, x2, . . .) = (−1)
|λ/µ| gλ/µ(−x1,−x2, . . .).
Thus g˜λ/µ differs from gλ/µ by a sign in each homogeneous component.
Theorem 9.13. The map Fk 7→ g(k) = g˜(k) is a surjective Hopf algebra morphism
from MNSym to MSym which sends R˜α to g˜rα for each composition α. Thus,
MSym is the commutative image of MNSym.
Proof. The first statement is immediate from Propositions 8.3, 8.5, 9.10 and 9.11.
Since |τ · ρ| = |τ | + |ρ| − 1, Lemma 9.12 implies that g˜ρg˜τ = g˜ρ⊲τ + g˜ρ·τ + g˜ρ⊳τ .
For ribbon shapes, this agrees with Proposition 8.2, giving the statement of the
theorem. 
9.4. Duality between MSym and mSym. In [10] Lenart proved the following
theorem.
Theorem 9.14. [10, Theorem 2.8] For a partition λ, one has
sλ =
∑
λ⊂µ
fλµGµ
where fλµ is the number of elegant fillings of µ/λ.
Using Theorem 9.14, we can relate the gλ to Gλ.
Theorem 9.15. The Hopf algebras MSym and mSym are continuously dual Hopf
algebras via the Hall inner product. The bases {gλ | λ ∈ Λ} and {Gλ | λ ∈ Λ} are
dual bases. The bases {g˜λ | λ ∈ Λ} and {K˜λ | λ ∈ Λ} are dual bases.
Proof. By Proposition 9.10, MSym is isomorphic to Sym, and by Proposition 6.4,
mSym is isomorphic to the completion of Sym. Since Sym is self dual under the
Hall inner product, MSym and mSym are continuously dual with this pairing.
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But Theorem 9.14 with Theorem 9.8, one immediately concludes that {Gλ | λ ∈
Λ} and {gλ | λ ∈ Λ} are dual bases. To obtain the last statement we use the
isomorphism f(x1, x2, . . .) 7→ f(−x1,−x2, . . .) of Sym. 
9.5. K-homology of Grassmannians. Theorem 9.15 allows us to interpret the
algebra MSym as the K-homology of Grassmannians. While K-homology and K-
cohomology are isomorphic for Grassmannians, we will find that MSym is functori-
ally covariant, like K-homology, while mSym is contravariant in the corresponding
sense. We use the notation introduced in Section 6 and refer the reader to [3] for
further details.
There is a pairing of K◦Gr(k,Cn) and K◦Gr(k,Cn) obtained by the sequence
K◦Gr(k,Cn) ⊗ K◦Gr(k,Cn) → K◦Gr(k,Cn) → K◦(∗) = Z, where the first map
is induced by taking tensor products and the second map is the pushforward to a
point. If α ∈ K◦Gr(k,Cn) and β ∈ K◦Gr(k,Cn) we let (α, β) denote this pairing.
Let [Iλ] ∈ K◦Gr(k,Cn) denote the class of the ideal sheaf of the boundary of the
Schubert variety Xλ. For λ ⊂ (n − k)k, we let λ˜ = (n − k − λk, . . . , n − k − λ1)
denote the rotated complement of λ in the (n − k)k rectangle. Buch shows in [3,
p.30] that the classes [Iλ] form a basis dual to the classes [Oλ] of structure sheaves
of Schubert varieties. More precisely, one has ([Oλ], [Iµ˜]) = δλµ.
Via Theorem 6.6 we may identify the limit of this pairing as k, n → ∞ with
the Hall inner product. In this way one may identify quotients of MSym with
the K-homologies K◦Gr(k,Cn) of Grassmannians, as we now explain. Again for
convenience we let [Iλ˜] = 0 if λ does not fit in a (n− k)
k rectangle.
Theorem 9.16. The map MSym → K◦Gr(k,Cn) given by gλ 7→ [Iλ˜] is a surjec-
tion. It identifies the comultiplication of MSym with the map
∆∗ : K◦Gr(k,C
n)→ K◦Gr(k,C
n)⊗K◦Gr(k,C
n)
induced by the diagonal embedding ∆ : Gr(k,Cn)→ Gr(k,Cn)×Gr(k,Cn) and the
multiplication of MSym with the maps
φ∗ : K◦Gr(k1,C
n1)⊗K◦Gr(k2,C
n2)→ K◦Gr(k1 + k2,C
n1+n2)
induced by φ : Gr(k1,Cn1)×Gr(k2,Cn2 → Gr(k1+k2,Cn1+n2) (see discussion after
Theorem 6.6).
Proof. The first statement is clear from the definitions since the classes {[Iλ˜] |
λ ⊂ (n − k)k} of the ideal sheaves form a basis K◦Gr(k,Cn). We will check the
“comultiplication” statement (the last statement is similar). Let X = Gr(d,Cn).
The product of two classes in K◦X can be calculated via the pullback ∆∗ : K◦X⊗
K◦X → K◦X in K-theory: ∆∗([Oλ] ⊗ [Oµ]) = [Oλ].[Oµ]. By Theorem 6.6, the
coefficient of Gν in GλGµ is equal to the coefficient of [Oν ] in [Oλ].[Oµ]. This in turn
can be calculated via the projection formula as (∆∗([Oλ] ⊗ [Oµ]), [Iν˜ ]) = ([Oλ] ⊗
[Oµ],∆∗[Iν˜ ]) =
∑
ρτ a
ρτ
ν ([Oλ], [Iρ˜])([Oµ], [Iτ˜ ]) = a
ρτ
ν where ∆∗[Iν˜ ] =
∑
ρτ a
ρτ
ν [Iρ˜]⊗
[Iτ˜ ]. By Theorem 9.15, the product structure constants for {Gλ | λ ∈ Λ} agree
with the coproduct structure constants for {gλ | λ ∈ Λ}. We conclude that the
comultiplication ∆∗ of K◦X agrees with the comultiplication of MSym. 
9.6. Conjugate Fomin-Greene operators. Let {ui | i ∈ Z} be a set of operators
satisfying Lemma 9.5. Recall that we have defined formal power series
A(x) = · · · (1 + xu1)(1 + xu0)(1 + xu−1) · · · =
∑
k≥0
ek(u)x
k.
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The ek(u)’s commute and thus generate a homomorphic image Sym(u) of the alge-
bra of symmetric functions. This allows to define f(u) for any symmetric function
f as follows: it is the image of f ∈ Sym under the map Sym → Sym(u) given by
ek 7→ ek(u).
Define the formal power series
B(x) = · · ·
1
1− xu−1
1
1− xu0
1
1− xu1
· · ·
where as usual x is a formal variable commuting with all the ui.
Lemma 9.17. We have B(x) =
∑
k≥0 hk(u)x
k where h0(u) = 1.
Proof. For each l ≥ 0 we have the well known identity
∑l
k=0(−1)
khken−k = 0.
From this one deduces that A(x)B˜(x) = 1, where B˜(x) =
∑
k≥0 hk(u)x
k. On the
other hand A(x)B(x) = 1 also holds. This implies B˜(x) = B(x). 
Lemma 9.18. We have
· · ·A(x2)A(x1) =
∑
λ
sλ(u)sλ′(x)
and
· · ·B(x2)B(x1) =
∑
λ
sλ(u)sλ(x)
where the sums are over all partitions λ.
Proof. Start with the usual Cauchy identity
∞∏
i,j=1
(1 + xiyj) =
∑
λ
sλ(y)sλ′(x).
Group the terms on the left hand side so that we get
∞∏
j=1
∞∑
k=0
ek(y)x
k
j =
∑
λ
sλ(y)sλ′(x).
Now apply the transformation Sym→ Sym(u) given by ek(y) 7→ ek(u) to both sides.
We get exactly the first equality. The proof of the second one is analogous. 
Now let us assume that the operators ui act on the space ZΛ of formal Z-linear
combinations of all partitions. As before, we define the inner product 〈λ, µ〉 = δλµ.
Define Mµ/ν = 〈· · ·A(x2)A(x1) · ν, µ〉 and Nµ/ν = 〈· · ·B(x2)B(x1) · ν, µ〉. Since
the ui satisfy the conclusion of Lemma 9.5, both Mµ/ν and Nµ/ν are symmetric
functions in the variables x1, x2, . . ..
Lemma 9.19. For a set of operators (or noncommutative variables) {ui | i ∈ Z}
satisfying the conditions of Lemma 9.5 we have ω(Mµ/ν) = Nµ/ν , where ω : Sym→
Sym is the algebra involution given by ek 7→ hk.
Proof. We compute
ω(Mµ/ν) = ω
(∑
λ
〈sλ(u) · ν, µ〉sλ′(x)
)
=
∑
λ
〈sλ(u) · ν, µ〉sλ(x) = Nµ/ν .

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9.7. Weak set-valued tableaux. Fix a partition ν. Now we specialize the situa-
tion in Section 9.6 to the operators {vi | i ∈ Z} defined in Section 6 which act on
ZΛν . The action of the product 1/(1−xv1)1/(1−xv2) · · · on ZΛν then corresponds
to the following weak set-valued tableaux.
Definition 9.20. A weak set-valued tableau T of shape λ/ν is a filling of the boxes
with finite non-empty multisets of positive integers (thus, numbers in one box are
not necessarily distinct) so that
(1) the smallest number in each box is strictly bigger than the largest number
in the box directly to the left of it (if that box is present);
(2) the smallest number in each box is greater than or equal to the largest
number in the box directly above it (if that box is present).
For a weak set-valued tableau T , define xT to be
∏
i≥1 x
ai
i where ai is the number
of occurrences of the letter i in T .
This differs from the set-valued tableaux of Buch [3] in two ways: (a) the strict
and weak inequalities have been swapped, and (b) repeated numbers are allowed in
each box. The following weak set-valued tableau T has weight xT = x1x
3
2x3x
3
4x
2
5.
12 44
223 5
45
Let Jλ/ν =
∑
T x
T denote the weight generating function of all weak set-valued
tableaux T of shape λ/ν.
Theorem 9.21. We have Jλ/ν(x1, x2, . . .) = 〈· · ·B(x2)B(x1) · ν, λ〉 where
B(x) = · · ·
1
1− xv−1
1
1− xv0
1
1− xu1
· · · .
In particular, Jλ/ν(x1, x2, . . .) is a symmetric function in the variables x1, x2, . . ..
Proof. The result is established in the same way as [3, Theorem 3.1]. The multiple
occurences of a single number in a box correspond to the degree 2 and higher terms
of the expansion 1/(1 − xvi) = 1 + xvi + x
2v2i + · · · . The reversal of the order of
operators changed the strict and weak inequalities; or in other words, swapped the
notions of horizontal and vertical strips. 
The following is a direct consequence of (the proof of) Lemma 9.19, Lemma 6.1
and Theorem 9.21.
Proposition 9.22. For any skew shape λ/ν, we have ω(K˜λ/ν) = Jλ/ν .
9.8. Valued-set tableaux. Now let ui : ZΛ → ZΛ be the operators defined in
Section 9.2.
Definition 9.23. A valued-set tableaux T of shape λ/µ is a filling of the boxes of
λ/µ with positive integers so that
(1) the transpose of this filling of T is a (usual) semistandard tableau, and
(2) we are provided with the additional information of a decomposition of the
shape into a disjoint union λ/µ = ⊔Aj of groups Aj of boxes so that each
Ai is connected and completely contained within a single column and all
boxes in each Ai contains the same number.
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For a valued-set tableau T , define xT to be
∏
i≥1 x
ai
i where ai is the number of
groups Aj which contain the letter i.
An example of a valued-set tableau can be seen in Figure 5. The grouping of
the boxes is shown by omitting the edge separating the boxes.
1
1
1
2
2
3
2
3
3
3
3
4
4
5
5
6
6
Figure 5. An example of a valued-set tableau T with shape
(4, 4, 4, 2, 2, 1). We have xT = x21x
3
2x
3
3x4x
2
5x6.
Let jλ/µ =
∑
T x
T denote the generating function of all valued-set tableaux of
shape λ/µ.
Theorem 9.24. We have jλ/ν(x1, x2, . . .) = 〈· · ·B(x2)B(x1) · ν, λ〉 where
B(x) = · · ·
1
1− xu0
1
1− xu1
1
1− xu2
· · · .
In particular, jλ/ν(x1, x2, . . .) is a symmetric function in the variables x1, x2, . . ..
Proof. The operator B(x) acting on a partition ν adds a vertical strip. If µ/ν is a
vertical strip, the coefficient xk in 〈B(x) · ν, µ〉 is the number of ways to write each
column of µ/ν as a disjoint union of non-empty groups of boxes, using k groups
in total. This recovers the definition of a valued-set tableau. The last statement
follows from B(x)B(y) = B(y)B(x). 
The following is a direct consequence of Lemma 9.19 and Theorem 9.21.
Proposition 9.25. We have ω(gλ/µ) = jλ/µ.
Note that since ω : Sym→ Sym is an algebra automorphism, the K-theory and
K-homology of Grassmanians can also be described in terms of Jλ’s and jλ’s.
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