Variational Bayes inference and Dirichlet process priors by Zhao, Hui & Marriott, Paul
ar
X
iv
:1
30
9.
51
22
v1
  [
sta
t.C
O]
  2
0 S
ep
 20
13
Variational Bayes inference and
Dirichlet process priors
Hui Zhao
Department of Statistics and Actuarial Science, University of Waterloo, 200 University
Avenue West, Waterloo, Ontario, Canada N2L 3G1 e-mail: h6zhao@uwaterloo.ca
and
Paul Marriott
Department of Statistics and Actuarial Science, University of Waterloo, 200 University
Avenue West, Waterloo, Ontario, Canada N2L 3G1
e-mail: pmarriot@uwaterloo.ca
Abstract: This paper shows how the variational Bayes method provides
a computational efficient technique in the context of hierarchical modelling
using Dirichlet process priors, in particular without requiring conjugate
prior assumption. It shows, using the so called parameter separation pa-
rameterization, a simple criterion under which the variational method works
well. Based on this framework, its provides a full variational solution for
the Dirichlet process. The numerical results show that the method is very
computationally efficient when compared to MCMC. Finally, we propose
an empirical method to estimate the truncation level for the truncated
Dirichlet process.
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1. Introduction
This article shows how to apply the variational Bayes (VB) method to hier-
archical models which use the Dirichlet process (DP) prior. It shows how the
VB method can handle non-conjugacy in its prior specification, which extends
to standard approach to these models. We also provide a VB approximation to
the posterior predictive distribution and compare it with results derived from
two Markov chain Monte Carlo (MCMC) methods. For the truncated DP, we
propose an empirical method to determine the number of distinct components
in a finite dimensional DP.
In Bayesian parametric modelling, the prior distribution is usually constructed
by assuming it has a particular parametric form. In many ways, though, it
is more appealing that the support of the prior is the class of all distribu-
tion functions. In particular, this allows greater flexibility for modelling and
inference. The Dirichlet process, introduced by Ferguson (Ferguson, 1973), pro-
vides a means of specifying a probability measure P (dF ) over the space of all
1
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(discrete) probability measures. Following this, the DP has become very pop-
ular when applied to Bayesian non-parametric inference. Mixture models are
among the important applications of the DP, for example, Escobar (1994) and
Escobar and West (1995). In particular the clustering property exhibited by the
generalized Polya urn representation Blackwell and MacQueen (1973) makes the
DP a natural choice for the prior distribution in the mixture model.
Markov chain Monte Carlo (MCMC) methods, in the context of a DP prior,
have been extensively studied, for example, see Escobar (1994), Escobar and West
(1995), West and Escobar (1993), and MacEachern (1994). A common aspect of
these methods is that they integrate over the random probability measures and
use the generalized Polya urn representation of the DP. The Polya urn samplers
are restricted to using conjugate base distributions that allow analytic evalua-
tion of the transition probabilities. When non-conjugate priors are used, these
methods require an often difficult numerical integration. MacEachem and Mu¨ller
(MacEachern and Mu¨ller, 1998), and Neal (Neal, 2000) devised approaches for
handling non-conjugacy by using a set of auxiliary parameters.
The truncated stick-breaking representation of the DP has also been consid-
ered. For example Ishwaran and Zarepour (2000) shows that with a moderate
truncation, the finite dimensional DP should be able to achieve an accurate ap-
proximation. Based on this representation, Ishwaran and James Ishwaran and James
(2001) proposed a Gibbs sampler to handle non-conjugacy issue.
In recent years, variational Bayesian inference has been applied to DP based
problems, for example see Blei and Jordan (2006). Strictly speaking, they used
the mean-field method rather than a full variational solution, where the approx-
imating distributional family is specified, and the optimization is only over the
variational parameters. In addition, they also only consider the case where the
conjugate base distribution is an exponential family.
The hierarchical principle is a natural way to model dependence amongst
model parameters. This article considers an simple, but important, model based
on the normal distribution, in which the observed data are normally distributed
with different means for each group or experiment, and a normal population
distribution is assumed for the group means. This model is often called the
one-way random-effects model and is widely applicable, being an important
special case of the hierarchical linear model. As MacEachern (1994) pointed
out, restricting the prior to be a normal distribution severely constrains the
estimate of normal means, producing estimators that shrink each data value
toward the same point. Replacing the normal prior by a Dirichlet process has
been considered by MacEachern (1994) and Bush and MacEachern (1996) in an
MCMC context.
This article considers non-conjugate settings for this model and presents a
full variational Bayesian solution, where the optimization is in terms of both
the distributional family and the parameters of the approximating distribution.
The core ingredient for the proposed solution lies on a special parameterization
for a parametric family, called the parameter separation parameterization. This
parameterization exhibits some particular algebraic properties, for which the
VB approximations possess particularly attractive properties. In our solution,
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we use a truncated stick-breaking representation of the DP. A natural question
is raised by given a dataset how to estimate the truncation level for a finite
dimensional DP. We propose an empirical method to determine the number of
distinct components in a finite dimensional DP.
The posterior predictive distribution for this model is not available in a closed
form. For the VB method, even though we can obtain closed-formed posterior
approximations and use them to replace the unknown posterior densities in
computing the posterior predictive density, it is still not available in a closed
form. In the present paper, we show how to use the similar variational method
to approximate this quantity.
The rest of the paper is organized as follows. Section 2 presents the one-
way random-effects model with a Dirichlet process prior, and shows how to use
Gibbs samplers to simulate samples from the posterior distributions. Section
3 introduces the parameter separation parameterization and a variational ap-
proach on it. By using these results, we obtain the VB solution for the one-way
random-effects model with Dirichlet process prior. Section 4 discusses how to ap-
proximate the posterior predictive distributions by the MCMCM methods and
by the VB method. Numerical studies are presented in Section 5. Conclusions
are given in Section 6.
2. The one-way random effects model
In this section, we describe the one-way random-effects model which uses a DP
prior in a non-conjugate setting, and then show how we can adapt two MCMC
methods introduced by Neal (2000) and Ishwaran and James (2001) to obtain
the posterior samples.
In the one-way random effects model, we consider J independent experiments,
with experiment j estimating the parameter θj from nj independent normally
distributed data points, yij , with a common unknown error variance σ
2. We
define yj as yj = (y1j , · · · , ynjj). Parameters θj are assumed independently
drawn from a normal distribution with mean µ and variance τ2. The parameters
of µ, τ2 and σ2 are further treated as random variables. This model is given by
yij |θj , σ
2∼N(θj , σ
2),
θj |µ, τ
2∼N(µ, τ2),
(σ2, µ, τ2)∼pi for i = 1, . . . , nj ; j = 1, . . . , J, (2.1)
where pi is a prior distribution. When the normal distribution at the middle
stage is replaced by a DP, this gives the following model:
yij |θj , σ
2 ∼ N(θj , σ
2),
θj |F ∼ F,
F |α, F0 ∼ DP(α, F0),
σ2 ∼ pi for i = 1, . . . , nj ; j = 1, . . . , J, (2.2)
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where α is a positive real-valued concentration parameter and F0 is a base
distribution. We consider F0 a normal distribution with mean µ and variance
τ2, both are further treated as random variables. It is worth noting that in this
setting F0 is not conjugate to the likelihood.
The realizations of the DP are discrete with probability one, thus the above
model can be viewed as a countably infinite mixture (Ferguson, 1983). When
integrating over F in (2.2), we can obtain a representation, referred as the gen-
eralized Polya urn scheme, of the prior distribution of θj in terms of successive
conditional distributions of the following form Blackwell and MacQueen (1973):
θj |θ1, · · · , θj−1 =
{
θl with probability
1
α+j−1 for each l ∈ {1, · · · , j − 1}
∼ F0 with probability
α
α+j−1
This representation gives a clear view for the clustering or mixture effects of the
DP prior, and constitutes a fundamental ingredient for the Polya urn form of
MCMC samplers.
Alternatively, Sethuraman (1994) provides a constructive definition of the
random distribution F in the DP:
F =
T∑
j=1
vjδθj ,
where wi
iid
∼ Beta(1, α), and vj is defined as v1 = w1, vj = wj
∏j−1
l=1 (1−wl), and
θj
iid
∼ F0, and δθj denotes a discrete measure concentrated at θj , and 1 ≤ T ≤ ∞.
This is often referred to as the “stick-breaking” representation. If T <∞, this is
referred to as a truncated DP or finite dimensional DP Ishwaran and Zarepour
(2000).
The exact computation of posterior quantities using model (2.2) is typically
infeasible. However, MCMC provides one means to approximate them. Due
to the non-conjugate property of model (2.2), we consider using the methods
introduced in Neal (2000) and Ishwaran and James (2001) to obtain posterior
samples.
First, we consider the method proposed by Neal (2000) and similar to the
“no gaps” algorithm proposed earlier by MacEachern and Mu¨ller (1998). Let
ζ = (ζ1, · · · , ζK) denote the set of distinct θj , where j = 1, · · · , J and K ≤ J .
Let c = (c1, · · · , cJ ) denote a vector of indicators defined by cj = k if and only
if θj = ζk. The state of the Markov chain consist of c, ζ, µ, τ
2 and σ2. Each
sampling scan consists of picking a new value for each cj from its conditional
distribution given y, ζ, and all the cl for l 6= j (written as c−j), and then picking
a new value for each ζk from its conditional distribution given y and c, and
then picking a new value for µ, τ2 and σ2 respectively from their conditional
distributions.
The key feature to handle the issue of non-conjugacy lies that when cj is
updated, a set of size of s temporary auxiliary parameter variables that represent
possible values for ζk that are not associated with any other observations is
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Algorithm 1 Polya-urn-type Gibbs sampler
Step 1. For j = 1, · · · , J , generate c
(t)
j
from the distribution of cj |y, ζ, c−j , µ, τ2, σ2.
• Let k− be the number of distinct cl for l 6= j, and let p = k
− + s. Label cl with
values in {1, · · · , k−}.
• Draw values independently from F0(µ(t−1), τ2
(t−1)
) for all the ζ
(t)
a for which k
−+1 ≤
a ≤ p. If the value of c
(t−1)
j
is a singleton (only associated with one yj), then ζk−
equals to ζ
(t−1)
cj
, otherwise draw a new value for ζk− from F0(µ
(t−1), τ2
(t−1)
).
• Draw a value for c
(t)
j
from {1, · · · , p} with the following probability
P (cj = a|c
(t−1)
−j , y, σ
2(t−1)) ∝
{
m−j,af(yj ; ζ
(t−1)
a , σ
2(t−1)), for 1 ≤ a ≤ k−
α
s
f(yj ; ζ
(t)
a , σ
2(t−1)), for k− < a ≤ p
where m−j,a is the number of cl for l 6= j that are equal to c.
• Discard the ζa’s that are not now associated with any observation, and relabel ζk
and corresponding cj .
Step 2. For k = 1, · · · , |c|, generate ζ
(t)
k
from the distribution of ζk|y, µ, τ
2, σ2, which is give
by
p(ζk|y, µ
(t−1), τ2
(t−1)
, σ2
(t−1)
) ∝
∏
j:cj=k
nj∏
i=1
φ(yij ; ζk, σ
2(t−1))φ(ζk ;µ
(t−1), τ2
(t−1)
),
where φ(.) denotes the normal density function.
Step 3. Generate µ(t), τ2
(t)
, and σ2
(t)
from the corresponding full conditional distribution,
that are given as follows:
p(σ2|y, ζ
(t)
k
)∝
|c|∏
k=1
∏
j:cj=k
nj∏
i=1
φ(yij ; ζ
(t)
k
, σ2)pi(σ2)
p(µ|y, ζ
(t)
k
, τ2
(t)
)∝
|c|∏
k=1
φ(ζ
(t)
k
;µ, τ2
(t)
)pi(µ)
p(τ2|y, ζ
(t)
k
, µ(t))∝
|c|∏
k=1
φ(ζ
(t)
k
;µ(t), τ2)pi(τ2),
where pi(τ2), pi(σ2), and pi(µ) are corresponding priors.
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introduced. Since the observations yj are exchangeable, we can assume that we
are updating cj for the last observation, and that the cl for other observations
have values in the set {1, · · · , k−}, where k− is the number of distinct cl for
l 6= j. By using the auxiliary variables, the possible values for a new cj lies in
{1, · · · , k−, k−+1, · · · , k−+s}. Once a new value for cj has been chosen, all the
ζ that are not now associated with any observation will be discarded, and ζk
and the corresponding cj are relabeled to have the cj with values in {1, · · · , |c|},
where |c| denotes the number of distinct number in c. This Gibbs updating for
model (2.2) is summarized in Algorithm 1.
In addition to handling the issue of non-conjugacy, Neal (2000) suggests that
this method can improve the mixing of the chain and shorten the autocorrela-
tion time to reduce the sample size used to estimate the posterior quantities.
However, it is clear that since F is integrated over, this Polya-urn like sampler
still restricts the inference for the posterior of the random F to be based only
on the posterior for ζk’s, that is, there no explicit inference on F is possible. The
paper Ishwaran and James (2001) devised a, so called, blocked Gibbs sampler,
which uses the stick-breaking representation, to avoid the limitation imposed
by the Polya urn like samplers.
The key to the blocked Gibbs sampler lies that it is infeasible to work on an
infinite numbers of components in the stick-breaking representation, and it has
to truncate the DP at a curtain level, denoted as B, and discard the components
of B + 1, B + 2, · · · . Ishwaran and James (2001) shows that with a moderate
truncation the marginal density under a truncated DP prior is indistinguishable
from the one based on the infinite DP prior. By using a stick-breaking represen-
tation, the one-way random-effects model given in (2.2) under a truncated DP
can be written as follows:
yij |cj , ζ, σ
2 ∼ N(ζcj , σ
2), for i = 1, . . . , nj ; j = 1, . . . , J,
cj |v ∼
B∑
b=1
vbδb; v1 = w1, vb = wb
b−1∏
l=1
(1 − wl),
wb ∼ Beta(1, α), for b = 1, · · · , B − 1, and wB =, 1
ζb ∼ N(µ, τ
2); for b = 1, . . . , B,
(σ2, µ, τ2) ∼ pi. (2.3)
In this model, the state of the Markov chain consist of c, ζ, v, µ, τ2 and σ2.
The blocked Gibbs sampling for model (2.3) is summarized in Algorithm 2.
3. Variational Bayesian method
As an alternative to MCMC methods, the VB method provides analytical ap-
proximations to posterior quantities and in practice it has been demonstrated
to be very much faster to implement. The core of the method builds on the
basis of maximization of a lower bound of the logarithm of the marginal like-
lihood. Early developments of the method can be found in the applications
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Algorithm 2 Blocked Gibbs sampler
Step 1. For j = 1, · · · , J , generate c
(t)
j
from the distribution of cj |y, ζ, v, σ2, that is given
by:
p(cj |y,ζ, v, σ
2) =
B∑
b=1
pb,jδb, where pb,j ∝ v
(t−1)
b
nj∏
i=1
φ(yij ; ζ
(t−1)
b
, σ2(t−1))
Step 2. For b = 1, · · · , B, generate ζ
(t)
b
as follows:
• When ζ
(t)
b
is not associated with any yj , draw a new value from F0(µ(t−1), τ2
(t−1)
).
• Otherwise, draw a new value from the following conditional distribution:
p(ζb|y, µ
(t−1), τ2
(t−1)
, σ2
(t−1)
) ∝
∏
j:cj=b
nj∏
i=1
φ(yij ; ζb, σ
2(t−1))φ(ζb;µ
(t−1), τ2
(t−1)
),
Step 3. Generate v(t) from the following conditional distribution:
v
(t)
1 =w
(t)
1 , v
(t)
b
= w
(t)
b
b−1∏
l=1
(1− w
(t)
l
),
w
(t)
b
∼Beta(Mb, α+
B∑
l=b+1
Ml); Mb is the number of cj equals to b
Step 4. Generate µ(t), τ2
(t)
, and σ2
(t)
from the corresponding full conditional distribution,
that are given as follows:
p(σ2|y, ζ
(t)
b
)∝
B∏
b=1
∏
j:cj=b
nj∏
i=1
φ(yij ; ζ
(t)
b
, σ2)pi(σ2)
p(µ|y, ζ
(t)
b
, τ2
(t)
)∝
B∏
b=1
φ(ζ
(t)
b
;µ, τ2
(t)
)pi(µ)
p(τ2|y, ζ
(t)
b
, µ(t))∝
B∏
b=1
φ(ζ
(t)
b
;µ(t), τ2)pi(τ2),
where pi(τ2), pi(σ2), and pi(µ) are corresponding priors.
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on neural networks, Hinton and van Camp (1993), and MacKay (1995). The
method has been successfully applied in many different disciplines and domains,
and in recent years, it has obtained more attention from both the applica-
tion and theoretical perspective in the mainstream of Statistics, for example,
see Hall, Humphreys and Titterington (2002), Wang and Titterington (2006),
Ormerod and Wand (2010), McGrory et al. (2009), and Faes, Ormerod and Wand
(2011).
Generally, variational inference has been mainly developed in the context of
the exponential family. For example, Beal (2003) and Wainwright and Jordan
(2008) provide a general variational formalism for the conjugate exponential
family. There are several limitations with these developments. First, they mainly
consider the cases assuming conjugate priors. Second, the variational inferences
are developed only with respect to natural parameters, which are often not
the parameters of immediate interests. In the present paper, we show that VB
inferences can be extended to a more general situation, where we consider a
particular form of a parameterization for a parametric family, which we call the
parameter separation parameterization, which is defined as follows:
Definition 1. A parametric family {Pτ : τ ∈ Rd} is said to have a parameter
separation parameterization if and only if the logarithm of its density function
can be written as
log f(y) = h(y) +
C∑
c=1
(
d∏
i=1
gc,i(τi, y)
)
, (3.1)
where C is a positive integer, and h and gc,i are real-valued functions.
Many distributions can be written in the form of (3.1). We can list a few
examples: normal, inverse Gamma, Pareto, Laplace, Weibull, finite discrete dis-
tributions. These include both exponential family and non-exponential family
examples. An important feature of this representation lies that when taking ex-
pectation on log f(y), the right hand side of (3.1) provides a factorized form,
which is the key to make possible the construction of the analytical form of
the variational distributions. Moreover, we will see from the following theorem
that with this parameterization the distributional families of VB approxima-
tions have particularly tractable forms and these forms are not changed during
the iterative updates. Also the convergence of variational parameters can be
used as the stopping rule for the iterative updates of the VB method instead to
evaluate the computationally burdensome lower bound.
VB gains its computational advantages by making simplifying assumptions
about the posterior dependence structure. A full factorization, which assumes
that all model parameters are independent of each other in the approximating
distribution, is the most commonly used scheme. However, we consider a fac-
torization scheme in which more flexible dependence structures can be used.
Suppose τ is a d dimension parameter vector, indexed by I = {1, · · · , d}. We
Hui Zhao and Paul Marriott/Variational Bayes inference and Dirichlet process priors 9
consider a VB approximation for the posterior p(τ |y), which is factorized as,
q(τ) =
K∏
i
q(τFi) =
K∏
i
q(τCi |τPi)q(τPi ), (3.2)
where {Fi}Ki=1 is a partition of the index set I, for K ≤ d, and Fi = Ci∪Pi and
Ci 6= ∅ for i = 1, · · · ,K. If the set Pi is an empty set, then q(τCi |τPi) denotes
the unconditional density q(τCi). We denote \C as the complement set of C in I.
The following theorem gives a general formularization for the variational
inference on the parameter separation parameterization with a factorization
scheme given in (3.2).
Theorem 1. Suppose y = {yj}
J
j=1 are i.i.d. from a distribution having a pa-
rameter separation parameterization, where τ ∈ Rd, then
(i) the q(τCi |τPi) in (3.2) is given by
q(τCi |τPi) ∝ pi(τCi |τPi) exp(
J∑
j
(h(yj) +
CCi∑
c=1
gc(τCi , yj)K
∗
Ci,c
+ J∗Ci)),(3.3)
where K∗Ci,c = Eq(τ \Ci∪Pi ) [KCi,c] and J
∗
Ci
= Eq(τ \Ci∪Pi ) [JCi ], KCi,c and
JCi are constant with respect to τCi , and pi(τCi |τPi) is a prior.
(ii) the q(τPi) in (3.2) is given by
q(τPi) ∝pi(τPi ) exp
(
Eq(τCi |τPi )
[
log
pi(τCi |τPi)
q(τCi |τPi)
])
exp(
J∑
j
(h(yj) +
CPi∑
c=1
gc(τPi , yj)K
∗
Pi,c
+ J∗Pi)) (3.4)
where K∗Pi,c = Eq(τ\Pi ) [KPi,c] and J
∗
Pi
= Eq(τ\Pi ) [JPi ], KPi,c and JPi are
constant with respect to τPi , and pi(τPi) is a prior.
Proof. : see Appendix.
Given that the density function of yj can be expressed as (3.1), we can write
the likelihood function with respect to τCi as follows:
p(y|τ)=exp(
J∑
j
(h(yj) +
CCi∑
c=1
gc(τCi , yj)KCi,c + JCi)), (3.5)
where KCi,c and JCi are given in (3.3). We see that the expression (3.3) shares
the same set of functions of {gc(τFi , yi)}
Ci
c=1 with (3.5), and the difference be-
tween (3.3) and (3.5) only lies on the constant terms of {K∗Ci,c}
CCi
c=1 and J
∗
Ci
up
to the prior. It is similar for q(τPi) in (3.4). This implies that given the likelihood
function, the distributional forms of (3.3) and (3.4) are fixed, and then the lower
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bound of the log marginal likelihood becomes a function of the parameters of
approximation distributions. The convergence of these parameters is sufficient
to guarantee the convergence of the lower bound. Due to the linearity property
of expectation, Theorem 1 is easy to be extended to a hierarchical setting, as
long as at each layer or stage, the parametric family has a parameter separation
parameterization.
Theorem 1 is ready to be used in developing the variational inference for
the one-way random-effects model with the DP prior. Here, we consider the
stick-breaking representation given in (2.3). We define cj in (2.3) as cj =
(cj1, · · · , cjB), where cjb is an indicator variable with probability vb of equalling
to one. This probability is given in (2.3). The joint probability of y, c, v, ζ, σ2, µ, τ2
is given as follows:
p(y, c, v, ζ, σ2, µ, τ2) =
J∏
j=1
B∏
b=1
{
vb
nj∏
i=1
φ(yij ; ζb, σ
2)
}cjb B∏
b=1
φ(ζb;µ, τ
2)
B−1∏
b=1
Beta(wb; 1, α)pi(σ
2)pi(µ)pi(τ2), (3.6)
where pi(σ2),pi(µ), and pi(τ2) are the prior distributions. To have these pri-
ors providing little influence on the posterior distributions, we assign non-
informative uniform priors for µ, log(σ2), and τ2. If we were to assign a uni-
form prior distribution for log(τ2), the posterior distribution would be im-
proper. Thus, we get the prior distribution for µ, log(σ2), and τ2 is given by
pi(σ2, µ, τ2) ∝ 1
σ2
We denote q(c, v, ζ, σ2, µ, τ2) as the VB approximation for the posterior dis-
tribution of p(c, v, ζ, σ2, µ, τ2|y). In contrast to the mean field approximation,
we do not require any distributional families to q, except for the independence
assumption. We assume q has the following factorization form:
q(c, v, ζ, σ2, µ, τ2) =
J∏
j=1
q(cj)
B∏
b=1
q(vb)
B∏
b=1
q(ζb)q(σ
2)q(µ|τ2)q(τ2). (3.7)
It is worth noting that using a full factorization with q(µ, τ2) = q(µ)q(τ2),
results in that the convergence of variational parameters fails in the iterative
updates.
It is straightforward to check that the distributions at each stage of model
(2.3) all have a parameter separate parameterization, and then Theorem 1 is
can be used. By plugging (3.6) into (3.3) or (3.4), we can obtain the following
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results:
q(cj)= Multinomial(rj1, · · · , rjB)
rjb∝exp{−
1
2
g
h
nj∑
i=1
(yij − ab)
2 −
1
2
g
h
b2bnj + ψ(cb)
−ψ(cb + db) +
b−1∑
l=1
(ψ(cl)− ψ(cl + dl))}
q(ζb)=N(ab, b
2
b); ab =
g
h
∑J
j=1 rjb(
∑nj
i=1 yij) +
k
s
e
g
h
∑J
j=1 rjbnj +
k
s
, b2b =
1
g
h
∑J
j=1 rjbnj +
k
s
q(vb)=Beta(cb, db); cb =
J∑
j=1
rjb + 1, db =
B∑
l=b+1
J∑
j=1
rjb + α (for b < B), dB = α;
q(µ|τ2)=N(e,
τ2
f2
); e =
∑B
b=1 ab
B
, f2 = B
q(τ2)=IG(k, s); k =
B
2
−
3
2
, s =
1
2
B∑
b=1
((ab − e)
2 + b2b)
q(σ2)=IG(g, h); g =
∑J
j=1 nj
2
, h =
1
2
J∑
j=1
B∑
b=1
rjb(
nj∑
i=1
(yij − ab)
2 + b2b), (3.8)
where ψ denotes the digamma function, and IG denotes the gamma distribution.
The above approximations are well-recognised distributions, and they are easy
to use to make further inference on parameters. The VB algorithm requires an
iterative updates on the parameters of rjb, ab, b
2
b , cb, db, e, f , g, h, k, and s till
they converge.
4. The predictive distribution
The posterior predictive distribution provides a distribution for a new data
point given the observed data, in which it makes use of the entire posterior
distribution. Suppose y∗ = (y∗1 , · · · , y
∗
n∗) is a new observation, then the posterior
predictive distribution of y∗ given y is defined as
p(y∗|y) =
∫
p(y∗|Θ)p(Θ|y)dΘ, (4.1)
where Θ refers the model parameters. For the one-way random-effects model
with a DP prior this quantity is intractable however MCMC methods provide a
straightforward approximation. Having a sample of T points from the posterior,
we can estimate it by
p(y∗|y) =
1
T
T∑
t=1
p(y∗|Θ(t)), (4.2)
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where Θ(t) is the sample drawn from the posterior distribution after the chain
reaches its stationary distribution. For Algorithm 1, p(y∗|Θ(t)) is given as fol-
lows:
p(y∗|Θ(t)) =
|c∗(t)|∑
k=1
P (c∗(t) = k)f(y∗|ζ
(t)
k , σ
2(t))
where again |c∗(t)| denotes the number of values which c∗(t) takes. For Algorithm
2, it is given as follows:
p(y∗|Θ(t)) =
B∑
b=1
v
(t)
b f(y
∗|ζ
(t)
b , σ
2(t))
For the VB method, it is natural to use the VB approximations to replace
the unknown posterior distributions in (4.1). Thus, we can have the following
approximation for the posterior predictive distribution:
p(y∗|y) ≈
∫ ( B∑
b=1
vbf(y
∗|ζb, σ
2)
)
dQ(v, ζ, σ2)
=
B∑
b=1
Eq(vb)[vb]
∫ (
f(y∗|ζb, σ
2)
)
dQ(ζb)dQ(σ
2) (4.3)
where Q is the VB approximation. Unfortunately, although we have obtained
the simple and well-recognised distributions for Q(ζb) and Q(σ
2), the integrals
in (4.3) are still not available in a closed form. However, we can apply the
variational principle again to obtain a lower bounds on this quantity, and pro-
pose using this lower bound as an approximation for the posterior predictive
distribution.
We denote Lb as Lb =
∫ (
f(y∗|ζb, σ2)
)
dQ(ζb)dQ(σ
2). If we regard Q(ζb) and
Q(σ2) as prior distributions, then Lb can be regarded as a marginal likelihood,
that can be approximated by the variational method. We denote v(ζb) and v(σ
2)
as the variational approximations which result from treating Q(ζb) and Q(σ
2)
as priors. Again, Theorem 1 can be used to obtain the distributional forms for
v(ζb) and v(σ
2), and gives the following results:
v(ζb)=N(Ab, B
2
b );
Ab =
G
H
∑n∗
i=1 y
∗
i +
ab
b2
b
G
H
n∗ + 1
b2
b
, B2b =
1
G
H
n∗ + 1
b2
b
v(σ2)=IG(G,H);
G = g +
n∗
2
, H = h+
1
2
S∗ +
n∗
2
((Ab − y¯∗)
2 +B2b ),
where n∗ is the number of observations in y∗, and y¯∗ is the mean of y∗, and S∗
is the total sum of squares of y∗, and ab, b
2
b , g, and h are given in (3.8).
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Once the variational parameters of Ab, B
2
b , G, and H converge, we can obtain
a lower bound of the logarithm of Lb, denoted as Fb, which is given as follows:
Fb=
∫
q(ζb)
v(ζb)
dV (ζb) +
∫
q(σ2)
v(σ2)
dV (σ2) +
∫
log(f(y∗|ζb, σ
2))dV (ζb, σ
2)
=log(
1
bb
)− log(
1
Bb
)−
1
2b2b
((Ab − ab)
2 +B2b )
+(G− g)(logH − ψ(G)) +G(1−
h
H
) + log
hg
Γ(g)
+ log
HG
Γ(G)
−
n∗
2
(log 2pi + logH − ψ(G)) −
1
2
G
H
(
n∗∑
i=1
(y∗i −Ab)
2 − n∗B2b ),
where Γ(.) is the gamma function.
Once we obtain the values of each Fb for b = 1, · · · , B, we can obtain a lower
bound for (4.3)
B∑
b=1
Eq(vb)[vb]Lb ≥
B∑
b=1
Eq(vb)[vb] exp(Fb) ≡ F.
Thus, we propose to use F as an approximation for the posterior predictive
distribution of p(y∗|y).
5. Numerical studies
We examine the performance of the VB method by comparing it with the two
MCMC methods on simulated data. To generate the data, we set µ and τ2 for
the base distribution in (2.2) to be µ = 0 and τ2 = 16 and σ2 equal to 0.64.
We use the truncated stick-breaking representation to construct the random
distribution F . For demonstration purposes, we simply truncate F at level 5,
shown in Table 1. A data set of 60 groups data are generated from F , and each
group contains 80 data points. We use 50 groups as the observed data and 10
groups as the future data.
Table 1
A random distribution F , truncated at level 5
ζb -2.22 -0.54 1.01 4.28 7.10
P (ζb) 0.35 0.14 0.13 0.13 0.26
In the VB learning, we assume we have no knowledge about the distribution
F , and also mis-specify the truncation level to 10. The algorithm converges
after 19 iterations. Table 2 gives the expected values for vb and ζb under the VB
approximations. We can see a clear pattern. The expected probability weights
for the component 5, 6, and 7, are close to zero. This may suggest they can
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Table 2
The VB approximations for the random distribution F
E[v1] E[v2] E[v3] E[v4] E[v5] E[v6] E[v7] E[v8] E[v9] E[v10]
E[ζ1] E[ζ2] E[ζ3] E[ζ4] E[ζ5] E[ζ6] E[ζ7] E[ζ8] E[ζ9] E[ζ10]
0.167 0.16 0.12 0.12 0.01 0.01 0.01 0.13 0.13 0.11
-2.24 -2.24 -0.55 0.97 2.06 2.06 2.06 4.23 7.12 7.12
be ruled out from the true model. The component 1 and 2 share the exact
same value of −2.24, which is close to the value of component 1 in Table 1,
and the cumulated expected probability weight of 0.327 is also close to 0.35
in Table 1. We can observe a similar situation for component 9 and 10. Thus,
by combining same components (with same values) and ruling out the empty
components (with very small probability weights), we can conclude that VB
picks up 5 components for the random distribution F .
For the Polya-urn type Gibbs sampler (Algorithm 1), we run 2 × 105 itera-
tions. The computational time for this Gibbs sampler is about more than 10,000
times of the one required by the VB method. We use the last 20% data, which
we believe the chain has reached its stationary distribution. To reduce the se-
rial correlation effect, we pick the every 25th data point. The frequencies of the
distinct number of ζb are given in Table 3. We see that the posterior probability
favors 5, 6, or 7 components, and 6 components has the largest probability. For
Table 3
Posterior probabilities for the number of ζ
Num. 5 6 7 8 9 10
P(Num.) 0.270 0.386 0.254 0.068 0.018 0.002
the blocked Gibbs sampler (Algorithm 2), we run 2.5× 106 iterations, which re-
quires about 15,000 times of the computational time as mush as the VB method.
The last 20% data is used. To reduce the serial correlation effect, we pick the
every 25th data point. Even with the order constraints on ζ, the chain still
shows the signs of label switching. Thus, a single value of vb or ζb may lose the
interpretability.
Finally, we compare the posterior predictive distribution approximated by the
three methods. We compute the log predictive likelihoods, shown in Table 4, for
the 10 groups of future data. For the Gibbs samplers, additional 2,500 samples
are collected and used in the computation. We see that the three methods
give very close values. The mean values are given as −95.95, −97.30, −97.32
respectively. A t test, for the log predictive likelihoods computing by Algorithm
2 and by VB, is performed, and it can not reject the hypothesis that the true
difference in means is equal to 0 at a p-value equal to 0.9923, and we also can
obtain a p-value equal to 0.5049 for Algorithm 2 versus Algorithm 1,
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Table 4
Log predictive likelihood for 10 groups of future data
Polya-urn Blocked VB
-96.19 -97.40 -97.29
-98.43 -99.67 -99.88
-89.45 -90.59 -90.46
-97.35 -98.53 -98.74
-104.31 -105.84 -105.90
-95.64 -96.76 -96.88
-90.36 -91.50 -91.37
-99.84 -100.82 -100.62
-92.86 -95.53 -95.47
-95.11 -96.32 -96.54
6. Discussion
The variational Bayes method provides a computational efficient technique to
approximate certain posterior quantities in the context of hierarchical modelling
using Dirichlet process priors. To avoid the limitation in the existing variational
formalism which relies on conjugate exponential families, we consider VB in a
new framework. The parameter separation parameterization gives a factoriza-
tion which allows flexible dependence structures. Based on this new framework,
we provide a full variational solution for the Dirichlet process with non-conjugate
base prior. The numerical results show that the VB method is very computa-
tionally efficient. Moreover, the comparison with two different MCMC methods
shows that VB provides accurate approximations for the posterior predictive
distribution. Finally, we propose an empirical method to estimate the trunca-
tion level for the truncated DP.
7. Appendix
To prove Theorem 1, we give the following lemma first.
Lemma 1. Let p(y, τ) be the joint distribution of data y and a model parameter
vector τ . The VB approximations ofq(τCi |τPi) and q(τPi ) in (3.2) are given by
q(τCi |τPi)∝exp
(
Eq(τ\(Ci∪Pi))
[log p(y, τ)]
)
, (7.1)
q(τPi)∝exp
(
−Eq(τCi |τPi )[log q(τCi |τPi)]
)
exp
(
Eq(τ\Pi )
[log p(y, τ)]
)
.(7.2)
Proof. : The Kullback-Leible divergence from q(τ) to p(τ |y) can be written as
KL(q(τ)||p(τ |y)) = log p(y)−
∫
q(τ) log
p(τ, y)
q(τ)
dτ. (7.3)
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Plugging (3.2) into (7.3) and re-arrange the terms with respect to q(τCi |τPi),
we can obtain the following expression:
KL(q(τ)||p(τ |y)) =
Eq(τPi )[KL(q(τCi |τPi)||
1
Z
exp(Eq(τ\Ci∪Pi) [log p(y, τ)]))] + log p(y) +K (7.4)
where Z is a normalization constant, and K is a constant with respect to
q(τCi |τPi). The first term on the right hand side of (7.4) is the only term which
depends on q(τCi |τPi). Then, the minimum value of KL[q(τ)||p(τ |y)] is achieved
when the first term of the right-hand side of (7.4) equals to zero. Thus, we
obtained
q(τCi |τPi) =
1
Z
exp
(
Eq(τ\(Ci∪Pi))
[log p(y, τ)]
)
.
Similar to (7.2).
7.1. Proof of Theorem 1
We write the joint distribution of p(y, τ) as p(y|τ)pi(τ), where pi(τ) is a prior
distribution. Given that the density function of yj can be written in the form
of (3.1), we can write the likelihood function with respect to τCi as
p(y|τ)= exp(
J∑
j
(h(yj) +
CCi∑
c=1
gc(τCi , yj)KCi,c + JCi)), (7.5)
where KCi,c and JCi are constant with respect to τCi . We assume that the
priors have the following forms
pi(τ) =
K∏
i
pi(τCi |τPi)pi(τCi ), (7.6)
Thus, p(y, τ) in (7.1 ) can be replaced by (7.5) and (7.6), and then the results
of (3.3) is a direct application of the linearity of expectation. Similarly, we can
obtain the result of (3.4).
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