We study sufficient conditions for the absence of positive eigenvalues of magnetic Schrödinger operators in R d , d ≥ 2. In our main result we prove the absence of eigenvalues above certain threshold energy which depends explicitly on the magnetic and electric field. A comparison with the examples of Miller-Simon and Wigner-von Neumann shows that our result is sharp as far as the decay rate of the magnetic and electric field is concerned.
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Introduction and description of main results
The question of the absence of positive eigenvalues of Schrödinger operators has a long history. In 1959 Kato proved that the operator −∆ + V in L 2 (R d ) has no positive eigenvalues if V is continuous and such that
see [12] . It is known that condition (1.1) is essentially optimal since there exist oscillatory potentials of the Wigner-von Neumann type, decaying as |x| −1 , which produce positive eigenvalues of the associated Schrödinger operator, see [19, 22] or [18, Ex. VIII.13.1]. Kato's result was generalized by Simon [19] , who considered, for d = 3, potentials of the class L 2 + L ∞ which are smooth outside a compact set and allow there a decomposition V = V 1 + V 2 with V 1 = o(|x| −1 ), V 2 (x) = o(1), and ω 0 = lim sup |x|→∞ x · ∇V 2 (x) < ∞.
(
1.2)
Under these conditions Simon proved the absence of eigenvalues of −∆ + V in the interval (ω 0 , ∞). Note that ω 0 ≥ 0 since V 2 (x) → 0 as |x| → ∞. Later it was shown by Agmon [1] that under similar assumptions the operator −∆ + V , in any dimension, has no eigenvalues in the interval (ω 0 /2, ∞). In [7, 8] Froese et al. proved the absence of all positive eigenvalues of −∆ + V under certain regularity and decay conditions on V and x · ∇V 2 , where V 2 is the long-range component of V . Yet another approach to the problem is based on Carleman estimates in L p -spaces. This method allows to replace pointwise decay conditions by L p bounds and to include rough potentials, see the works of Ionescu, Jerison and Kenig [10, 11] , and the article [13] by Koch and Tataru. Much less is known about the absence of positive eigenvalues for magnetic Schrödinger operators of the form H = (P − A) 2 + V, P = −i∇, (1.3) in particular in dimension two. In the above equation A stands for a magnetic vector potential satisfying curl A = B. The results obtained in [13] cover also Schrödinger operators with magnetic fields. But they impose decay conditions on A which are not gauge invariant and which imply, in the case of dimension two, that the total flux of the magnetic field must vanish. Therefore they cannot be applied to two-dimensional Schrödinger operators with magnetic fields of non-zero flux. Certain implicit conditions for the absence of eigenvalues of the operator (1.3) in R 2 were recently found by Fanelli, Krejčiřík and Vega in [6] . However, their result guarantees absence of all eigenvalues of H, not only of the positive ones. Consequently the hypotheses needed in [6] include some smallness conditions on V and B which are not necessary for the absence of positive eigenvalues only.
In this work we develop quadratic form methods which are an effective tool to rule out positive eigenvalues for a large class of magnetic Schrödinger operators while at the same time allowing the existence of negative eigenvalues, which one does not want to rule out a priori. In dimensions d = 2 the magnetic field can be interpreted as a scalar-field on R 2 or, more precisely, as a vector-field in R 3 perpendicular to the plane R 2 , and in dimension d = 3 as a a general divergence free vector-field. In higher dimensions, the magnetic field is an antisymmetric two-form, which we will identify with an antisymmetric matrix-valued function on R d . It is well known that there exists a vector potential A, a one-form, such that B = curlA or B = dA, with the exterior derivative. A typical result which can be proven by our methods is the following. Let us now briefly describe our main results.
1.1. Main results: absence of all positive eigenvalues. It turns out that the absence respectively existence of positive eigenvalues depends on the behavior of B, xV and x · ∇V at infinity. The latter are to be understood in a weak sense according to the following Definition 1.2. We say that a function W is small at infinity with respect to (P − A) 2 if there exist positive sequences (ε j ) j , (β j ) j , and (R j ) j with ε j , β j → 0 and R j → ∞ as j → ∞ with | ϕ, W ϕ | ≤ ε j (P − A)ϕ 2 2 + β j ϕ 2 for all ϕ ∈ D(P − A) with supp(ϕ) ⊂ U (R j ) c (1.5) where U (R) = {x ∈ R d : |x| < R} and U (R) c = R d \ U (R) its complement.
We then have Theorem 1.3. Given a magnetic field B assume that A ∈ L 2 (R d , R d ) is a vector potential with B = dA and B 2 is relatively form bounded and small at infinity with respect to (P − A) 2 . Moreover, let V be a potential which is form bounded with relative bound zero, small at infinity with respect to (P − A) 2 and allows for a splitting V = V 1 + V 2 , such that |xV 1 | 2 and x · ∇V 2 are also form bounded with relative bound zero and small at infinity with respect to (P − A) 2 . Then the magnetic Schrödinger operator (P − A) 2 + V , defined via quadratic form methods, has no positive eigenvalues. Remark 1.4. Some comments concerning Theorem 1.3:
(i) Lemma 1.1 shows that under some rather mild integrability condition on B, one always has the existence of a vector potential A ∈ L 2 loc (R d , R d ) corresponding to B (i.e., dA = B). (ii) We would like to stress that unlike all other results on the absence of positive eigenvalues for magnetic Schrödinger operators that we are aware of, with the exception of [6] , we impose only conditions on the magnetic field B and not directly on the vector potential A. Typical decay and regularity conditions on the vector potential are not invariant under gauge transformations and thus unphysical. The conditions of [6] , on the other hand, are so strong that they rule out any eigenvalue. One expects, however, for a large class of physically relevant potentials, that the corresponding magnetic Schrödinger operator has negative eigenvalues, while it typically should not have positive eigenvalues. This is what our Theorem 1.3 and its generalizations below provide.
(iii) Relative form boundedness and smallness at infinity with respect to (P − A) 2 might be difficult to check. The diamagnetic inequality shows that it is enough to check relative form boundedness and smallness at infinity with respect to the non-magnetic kinetic energy P 2 .
(iv) Theorem 1.3 above is the most straightforward formulation of our results. We can allow for much ore general condition on the potential V and the magnetic field B, see Section 2.3 below for more general assumptions.
(v) Notice that we only need B 2 to be relatively form bounded with respect to (P − A) 2 . Its relative form bound does not need to be less than one.
1.2.
Main results: absence of eigenvalues above a positive threshold. If B 2 , |xV 1 | 2 and x · ∇V 2 are no longer small at infinity with respect to (P − A) 2 , but have sufficient regularity and decay properties such that the limits
are well-defined and finite, then our main result, Theorem 4.3, implies that the operator (P − A) 2 + V has no eigenvalues larger than
We would like to point out that Theorem 4.3 can be applied also in situations in which the limits (1.6) might not be defined. In this case the quantities β, ω 1 and ω 2 are defined in the weak sense, see Assumption 2.8 and equation (2.20) below.
1.3. Relation to previous works. If B = 0, then by choosing V 1 = V and V 2 = 0 we obtain a generalisation of the result of Kato [12] . On the other hand, by choosing V 1 such that V 1 (x) = o(|x| −1 ), and setting
2), and recover thus the results of Agmon [1] and Simon [19] . Moreover, Theorem 4.3 extends all the above mentioned results to magnetic Schrödinger operators with magnetic fields which decay fast enough so that β = 0, see Section 5 for more details. Vice-versa, if V = 0, then we have Λ = β which is in agreement with the well-known example by Miller and Simon [15] , cf. Section 5.1.
In general, as soon as the regularity of V allows it, one can optimise the splitting V = V 1 + V 2 so as to minimise the threshold energy (1.7).
1.4. Essential spectrum. In Section 6 we establish new sufficient conditions on B under which σ es ((P − A) 2 ) = [0, ∞).
Roughly speaking we require that B(x) → 0 as |x| → ∞ along one path only, see Theorem 6.3 and Definition 6.2 for details. As a consequence of this result we show that under the assumptions stated in section 2.3 we have σ es (H) = [0, ∞) , cf. Corollary 6.4.
Magnetic Schrödinger operators and the Poincaré gauge
First let us fix some notation. Given a set M and two functions f 1 ,
is defined analogously. Moreover, we use the notation The quantities lim sup |x|→∞ f (x) and lim inf |x|→∞ f (x) are defined in a similar way. We will use ∂ j = ∂ ∂x j for the usual partial derivatives in the weak sense, i.e., as distributions.
For any u ∈ L r (R d ) with 1 ≤ r ≤ ∞ we will use the shorthand
for the L r -norm of u and
for a norm of a bounded linear operator T :
is the space of all complex valued test-functions f which are infinitely often differentiable and have compact support. Given measurable complex valued functions f, g ∈ L 2 (R d ) we denote by
the usual scalar product on L 2 (R d ). By the symbol
we denote the ball of radius R centered at a point x ∈ R d . If x = 0, we abbreviate U (R) = U (R, 0).
2.1.
The magnetic Schrödinger operator. Given a magnetic vector potential A ∈ L 2 loc (R d , R d ), the magnetic Sobolev space is defined by
equipped with the graph norm
Here P = −i∇ is the momentum operator. Note that for u ∈ D(P − A) one has Au ∈ L 1 loc (R d , R d ). So we only know that P u ∈ L 1 loc (R d ) for a typical u ∈ D(P −A), which is one of the sources for technical difficulties of Schrödinger operators with magnetic fields. Nevertheless, Kato's inequality shows that |ϕ| ∈ D(P ) for any ϕ ∈ D(P − A) and the diamagnetic inequality [9, 19] shows that
for all λ > 0 and ϕ ∈ L 2 (R d ). It is well-know that
is a closed quadratic form on H 1 (R d ) for any magnetic vector potential A ∈ L 2 loc (R d , R d ), and that C ∞ 0 (R d ) is dense in D(P − A), see [21, Thm. 2.2] . Since every closed positive quadratic form on a Hilbert space corresponds to a unique self-adjoint positive operators, the quadratic form Q A,0 defines an operator, which we denote by H A,0 = (P − A) 2 .
A potential V is a measurable function V : R d → R. We split V = V + − V − , where the positive and negative part of V are given by V ± = max(±V, 0). The discussion in [21] shows that for arbitrary V + ∈ L 1 loc , the quadratic form
is well defined and closed on the form domain D(
Moreover, in [21] it is shown that C ∞ 0 is still dense in D(Q A,V + ) in the graph norm ϕ A,V + = (Q A,V + (ϕ) + ϕ 2 ) 1/2 . Again this closed quadratic form corresponds to a unique self-adjoint operator, which we denote by H A,V + . We will use the notation H A,V + = (P − A) 2 + V + for this operator defined via the form sum.
Lastly, if the negative part V − is relatively form with respect to (P − A) 2 + V + bounded with relative bound less than 1, by which one means that
holds for some α < 1 and β < ∞ and all ϕ ∈ D(Q A,V + ) = D((P − A)) ∩ Q(V + ). Then the KLMN Theorem, see e.g. [20, App. 2] , shows that
is a closed quadratic form which is bounded from below. It corresponds to a unique self-adjoint operator, which we denote by H A,V = (P − A) 2 + V . We will often drop the dependence of H A,V and simply write H for the full magnetic Schrödinger operator. The infimum
is called the relative form bound of V − with respect to Q A,V + , and similar for other pairs of positive operators and their quadratic forms.
2.2.
The Poincaré gauge. The magnetic field at the point x ∈ R d will be an antisymmetric two-form B(x) : R d × R d → R, which we identify with a matrix valued function B given by
Any vector potential A, or more precisely a one form, generates a magnetic fields via the exterior derivative B = dA, in the distributional sense. In matrix notation, B j,m = ∂ j A m − ∂ m A j . In three space dimensions, one can identify the two form B with a vector valued function B = curlA.
For a given magnetic field B we define the vector field B by equation (1.4), and put
which is the vector potential in the Poincaré gauge. Indeed, by going to spherical coordinates, one easily checks at least for nice, say continuous or even smooth, magnetic fields B, that the above vector potential is well defined and one checks that dA = B in the sense of distributions. Since B is antisymmetric the vector B(x) = B(x)[x] is orthogonal to x, hence the vector potential A given by (2.8) satisfies the transversal, or Poincaré, gauge
which will be very important in our discussion of dilations and the virial theorem for magnetic Schrödinger operators in Section 3. It is easy to see that for A given by (2.8) one has A ∈ L 2 loc (R d , R d ) for bounded magnetic fields B and this extends to a large class of singular magnetic fields, see Lemma 2.10 below. Except otherwise noted, we will always use the Poincaré gauge in the following.
2.3.
Hypotheses. We will use the following hypotheses on B and V :
for some x 0 ∈ R d and all R > 0.
Remark 2.2. Without loss of generality one can assume x 0 = 0 by using translations. The above mild integrability condition then assures that the corresponding vector potential in the Poincaré gauge is locally square integrable, which is needed in order to define the magnetic Schrödinger operator. Note that the magnetic field B can have severe local singularities, while Assumption 2.1 still holds.
Assumption 2.4. There exist constants α 0 < 1 and C > 0 such that
From now on we assume that V allows a decomposition V = V 1 + V 2 . How one splits V = V 1 + V 2 is quite arbitrary, as long as the conditions below are met.
Assumption 2.5. Suppose that
holds with some α j , C j > 0, j = 1, 2, 3.
These assumptions are all we need to prove a quadratic form version of the virial theorem, which allows us to treat rather singular magnetic fields and to avoid having explicit gauge dependent conditions on the magnetic vector potential.
For a unique continuation type argument at infinity, we need in addition Assumption 2.6. The constants α j in assumption (2.5) satisfy
(2.16)
Behaviour at infinity. The following assumptions set up conditions on the behavior of B and V = V 1 +V 2 at infinity.
Assumption 2.7. The functions |V 1 | and |V 2 | are small at infinity with respect to (P − A) 2 in the sense of Definition 1.2.
j } j and {ω (2) j } j such that ε j → 0 as j → ∞, and such that for all u ∈ H
By monotonicity we may assume, without loss of generality, that the sequences {β j } j∈N and {ω j } j∈N in assumption 2.8 are decreasing. We then define 
The continuous vector fields are dense in B and the map B → A := T ( B) given by
In particular, the Poincaré gauge map given in (2.8) is well defined for all magnetic fields obeying assumption 2.1. Moreover,
21)
for any R > 0.
Proof. Given B ∈ B and R > 0 let
Also let A be the space of vector potentials A for which
is finite for all R > 0. This makes A and B locally convex metric spaces and by construction,
The metrics consistent with the topologies on A and B are, for example,
The usual arguments show that A and B are complete metric spaces. Moreover, the usual cutting and mollifying arguments show that the continuous functions are dense in B. In addition, T ( B) is well defined and locally bounded when B is continuous, so T ( B) ∈ A, when B is continuous. The bound (2.21) then gives
so T is uniformly continuous, thus it extend to a map from B into A which we continue to denote by T . This shows that the Poincaré gauge map (2.8) is well defined for all magnetic fields B obeying assumption 2.1.
Hence it is enough to prove the bound (2.21) and by density, it is enough to prove it for continuous vector fields B. Let g be a radial function, which is positive and finite for almost all |x| < R. Since
where we also used the substitution t 1 = ut 2 and y = t 2 x and then Cauchy-Schwarz inequality. Thus as soon as |x|≤R g(|x|)|A(x)| 2 dx is finite, we arrive at the a-priori bound
Choosing g(s) = s 2−d , one easily calculates
Plugging this into (2.22) gives (2.21). We note that A(x) = 1 0 B(tx) dt is locally bounded as long as B is locally bounded. Thus for the above choice of g
is, as required, finite for all continuous B. Hence the a-priori bound (2.21) holds for all continuous B and extend by density to all of B.
Together with the quadratic form Q A,V we will also need the associated sesqui-linear form
(2.23) and denote by H = H A,V the self-adjoint operator associated with Q A,V .
Dilations and the magnetic virial theorem
We will write H A,V = (P − A) 2 + V , even though, strictly speaking, the operator is only defined via the sum of the corresponding quadratic forms.
3.1. Dilations and the Poincaré gauge. In this subsection we will study the behavior of the magnetic Schrödinger form Q A,V under the action of the dilation group.
, when A is in the Poincaré gauge (2.9), since then x · A(x) = 0 for all x ∈ R d . This is one of the reasons why dilations and the Poincaré gauge work well together. A deeper reason is the representation (3.14) which connects the Poincaré gauge with dilations.
It is easy to see that U t is unitary on L 2 (R d ) and forms a group,
In particular, the adjoint is given by
The claim now follows from [17, Thm. VIII.10].
We denote by D the closure of D 0 , which is self-adjoint, and by D t the operator given by
D t is bounded and symmetric. We will use it to approximate D in the limit t → 0.
Let ϕ ∈ D(P ). It is easy to check the commutation formula
In a similar way, one checks that for a multiplication operator V the commutation formula
A similar result also holds for vector valued multiplication operators, for example,
For the virial theorem, we want to define the commutator [H A,V , iD], where D is the generator of dilations. Since the two operators involved are unbounded, this usually leads to involved domain considerations. Even worse, in our case we do not know the domain D(H A,V ) exactly, nor do we intend to know it, since we prefer to work only with quadratic forms. This seems to make a usable virial theorem impossible to achieve, however, a quadratic form approach turns out to be feasable.
Assume that u ∈ D(H A,V ) and we approximate the unbounded generator of dilations D by the bounded
. So the right hand side of (3.8) can be written as 2 Re(q A,V (u, iD t u)) and this extends, since
. Moreover, we can define the commutator [H, iD], again in the sense of quadratic forms, by
provided the limit on the right hand side exists. In the remaining part of this section, we will deal with the calculation of the right hand side of (3.10) and, in particular, the claim that D(P − A) is invariant under dilations under a natural condition on the magnetic field. By (3.5), the Sobolev space D(P ) is invariant under dilations. To see how one can also get this for the magnetic Sobolev space D(P − A) let ϕ ∈ D(P − A). Then, as distributions,
. This is the content of the next proposition. 
The main tool for the proof of Proposition 3.3 is the following
for all t ∈ R and z > 0, where the + sign holds for t ≥ 0 and the − sign for t < 0 and the constant C z is given by
Remark 3.5. In the above bound we use the convention Cz Cz−1 e (Cz −1)|t| − 1 = |t| when C z = 1. Given Lemma 3.4, the proof of Proposition 3.3 is simple.
Moreover, the bound (3.12) shows that the map t → (e t A − A −t )ϕ is continuous at t = 0. Since, for any s, t ∈ R,
By taking a subsequence, if necessary, we can also assume that ϕ n → ϕ almost everywhere, hence
Then Fatou's Lemma and (3.12) imply
Since A is in the Poincaré gauge, using the change of variables t = e −s , we have
From the definition of A −t and (3.14) we get
and
Of course, any upper bound on K z can be used, we will derive a suitable bound on K z at the end of this proof. The Gronwall-type Lemma A.1 in the Appendix yields
and a straightforward calculation gives
Inserting this into (3.20) gives
which is , at least for ϕ ∈ C ∞ 0 (R d ). If t < 0, then setting τ = −t > 0, we get from (3.18) 
and plugging this back into (3.21), using t = −τ < 0 we arrive at
Recalling that we can replace K z by any upper bound in the above arguments, this proves (3.12), we only
On the other hand, since (P − A) 2 ≥ (P j − A j ) 2 for each j = 1, . . . , d,
(3.22)
Hence by density
The next result concerns the calculation of d dt e t A − A −t ϕ t=0 for ϕ ∈ D(P − A). Recall that given a magnetic field B, the vector field B is given by equation (1.4).
Proposition 3.6. Suppose that the magnetic field B satisfies assumption 2.1, the vector potential A corresponding to B is in the Poincaré gauge, and B 2 is relatively form bounded w.r.t.
where the limit is taken in L 2 (R d ).
Proof. Assume that for ϕ ∈ D(P − A) the map t → e t A − A −t ϕ is differentiable in t = 0 with derivative given by (3.24). Then (3.13) shows that it is also differentiable in any point t ∈ R with derivative
By assumption, B 2 is relatively form bounded with respect to (P − A) 2 , that is, B : D(P − A) → L 2 (R d ) is bounded. Thus the right hand side of (3.25) is in L 2 (R d ) by Proposition 3.3. Hence it is enough to show differentiability at t = 0. We will prove, for all ϕ ∈ D(P − A),
Using (3.11) we rewrite the integrand as
This implies the integral inequalities where now
for t ≥ 0, and To continue it is convenient to use, for τ ≥ 0,
since κ is increasing. Analogously, for t ≤ 0 we have
So by monotonicity, for t ≥ 0,
which in combination with (3.28) and (3.29) implies We will need a similar version for the electric potentials. Recall that iD t = (U t − U −t )/(2t). for all ϕ, ψ ∈ D(P − A).
Remark 3.8. By a slight abuse of notation, we use the symbol ϕ, V ψ for the sesqui-linear form |V | 1/2 ϕ, sgn V |V | 1/2 ψ with domain D(q V ) = D(|V | 1/2 ) and ϕ, x · ∇V ϕ for the (extension of the) form corresponding to the distribution x · ∇V .
Proof. We always have V ∈ L 1 loc (R d ). Given ψ ∈ C ∞ 0 (R d ) we denote by V ψ the distribution
Then the distributional derivative W s := d ds V −s is given by
and, by assumption, the sesqui-linear form q extends to sesqui-linear form with a domain containing D(P − A) and which is relatively form bounded with respect to (P − A) 2 . With a slight abuse of notation, we will write also q for this extension.
We claim that for any ϕ, ψ ∈ D(P − A) the map
Assuming this for the moment, the fundamental theorem of calculous shows
for any ϕ, ψ ∈ C ∞ 0 (R d ) ⊂ D(P − A) and, by density, this extend to all ϕ, ψ ∈ D(P − A). But then (3.34) implies
which proves (3.31). For (3.32) we note
again by (3.34). By a simple continuity argument this shows
as t → 0, which yields (3.32). being a bounded quadratic form, more precisely, extending to a bounded quadratic form on all of L 2 (R d ), for all z > 0. Using sesqui-linearity, it is easy to see that for all continuous maps s → ϕ s , s → ψ s ∈ L 2 (R d ) the map s → q(ϕ s , ψ s ) is continuous for any bounded sesqui-linear form q on L 2 (R d ).
For ϕ, ψ ∈ D(P − A) we have
and 
one sees that the map s → ϕ s := U s ϕ s is continuous. Similarly when ϕ is replaced by ψ ∈ D(P − A). Thus
is continuous, since q is a bounded sesqui-linear form. This proves (3.33) and hence the lemma.
An immediate consequence is In the remaining part of this section we will deal with calculation of the right hand side of (3.10). It will be useful to introduce the shorthand Proof. Recall that, as a quadratic form, we defined ϕ, [H A,V , iD t ]ϕ := 2 Re q A,V (ϕ, iD t ϕ), using the notation from (2.23). See (3.9) and the discussion before it. Let u ∈ D(P − A). By (3.11)
Lemma 3.7 gives lim t→0 Re ϕ, V iD t ϕ = − ϕ, x · ∇V ϕ and since
this finishes the proof.
If x · ∇V is given by a function which yields a nice quadratic form, then ϕ, x · ∇V ϕ is given by the classical expression. On the other hand, the virial ϕ, x · ∇V ϕ exists even if V is not at all classically differentiable. An example is given by Proof. We will calculate the limit Re ϕ, V iD t ϕ as t → 0 slightly differently than in Lemma 3.7. As distributions since any vector potential in the Poincaré gauge is transversal, that is, x · A(x) = 0 for all x ∈ R d . Altogether, we have
, the maps s → U s ( x |x| (P − A)ϕ) and s → U s ϕ are continuous. Moreover, the map s → U s ϕ is continuous in the graph norm corresponding to P − A for any ϕ ∈ D(P − A) by a similar argument as in the proof of Lemma 3.7. Also |x|V ϕ ∈ L 2 (R d ) for any ϕ ∈ D(P − A), since xV is relatively P − A bounded, that is, |x| 2 V 2 is relatively (P − A) 2 form bounded, by assumption. But then (3.41) also extends to all ϕ ∈ D(P − A) by continuity.
Since for ϕ ∈ D(P − A) the map s → U s is continuous in the graph norm of P − A, we also have
which, taking real parts, finishes the proof of Lemma 3.12. 
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Remark 3.15. This is a quadratic form version of the bounds of [8] , who considered only the nonmagnetic case. Also note that the conditions in [8] are stronger, since they work with operators and not with forms.
To get an idea why the bounds from Lemma 3.14 are useful for excluding eigenfunctions for positive energies E > 0, think of ψ F , E + |∇F | 2 ψ F , respectively −4 √ g D ψ F , as the main terms in (3.42) and (3.43), and the other terms as lower order. Then (3.42) and (3.43) contradict each other when E > 0 unless ψ = 0.
Proof. As distributions,
Hence in view of assumption 2.4 and the conditions on F and g we have ψ F ∈ D(P − A) and equation (3.42) follows immediately from the magnetic virial Theorem 3.10.
To prove (3.43) we first collect some auxiliary results, to simplify the calculations. First note that the operators ∇F · P and P · ∇F are well defined on D(P − A). Since F is radial we have ∇F = gx for some function g depending only on |x|. This implies ∇F · A = 0, see also (2.9) . Hence, as distributions,
for all u ∈ D(P − A). Similarly,
for all u ∈ D(P − A), by the assumptions on g. A straightforward calculation using the above equations and (3.44) yields
Since e −F u, V e F v = u, V v this gives
for all u, v ∈ D(P − A). Applying (3.45) with u = ψ F and v = iD t ψ F one sees Re
Using D ∇F u = gDu − i 2 (x · ∇g)u for all u ∈ D(P − A), we get D ∇F u, D t u = gD u, D t u + 1 2 (x · ∇g)u, iD t u and we already know from Lemma 3.7 that 1 2 (x · ∇g)u, iD t u → − 1 4 u, ((x · ∇) 2 g)u as t → 0. Moreover,
, but by density and since x −1 D : D(P − A) → L 2 (R d ) is bounded, this extends to all u ∈ D(P − A). Thus, by continuity,
as t → 0 for all u ∈ D(P − A). This completes the proof of (3.47) and of the Lemma. 
Proof. In what follows the value of a constant c might change from line to line. Since ψ F ∈ H 1 (R d ), Lemma 3.14, the Cauchy-Schwarz inequality and assumption 2.5 give
Therefore using (3.44) and assumption 2.4 we find that for any κ > 0
On the other hand assumption 2.5 implies that
Hence
, and the result follows upon setting
Main results
We set x λ := λ + |x| 2 for x ∈ R d , λ > 0. For λ = 1, we write simply x 1 = x . We have Proposition 4.1 (Fast decay). Assume that B and V satisfy assumptions 2.1-2.8 and that the magnetic field A corresponding to B is in the Poincaré gauge. Furthermore, assume that ψ is a weak eigenfunction of the magnetic Schrödinger operator H A,V corresponding to the energy E ∈ R, and that there exist µ ≥ 0 and λ > 0 such that x → e µ x λ ψ(x) ∈ L 2 (R d ). If E + µ 2 > Λ with Λ given by (1.7) , then
Proof. Obviously it suffices to prove the statement for λ = 1. We will first consider the case µ = 0, i.e., we only know that ψ ∈ D(P − A) ⊂ L 2 (R d ). The choice
for the weight function, for some µ ≥ 0 and ε > 0, will be convenient. We have F µ,ε (x) → µ x as ε → 0. Moreover, let
the maximal exponential decay rate. The bound (4.1) is equivalent to µ * = ∞, so we have to exclude 0 ≤ µ * < ∞. We are going to prove this in two steps.
Step 1. Assume µ * = 0. Then there exist sequences µ n > 0 and ε n > 0 with µ n → 0 and ε n → 0 as n → ∞ such that, a n := e Fn ψ 2 → ∞ as n → ∞,
where we put F n := F µn,εn . Let ϕ n be given by ϕ n = e Fn ψ a n .
the function e Fn is bounded uniformly in n ∈ N on compact subsets of R d . So for each compact set K ⊂ R d we have ϕ n , 1 K ϕ n → 0 as n → ∞ . and |∇F n (x)| = µ n e −εn x x x ≤ µ n . (4.8)
Since ψ ∈ H 1 (R d ), it follows that
and ∇ϕ n → 0 in L 2 loc (R d ) .
(4.10)
Let χ j ∈ C ∞ (R d ) be a cut-off function satisfying 0 ≤ χ j ≤ 1, |∇χ j | ≤ C 0 , and
Then by assumption 2.4
Now in view of (4.5) and (4.8)
But ∇ √ χ j is compactly supported. Hence from (4.3) and (4.9) we deduce that
holds for any fixed j. On the other hand, by (2.7)
Since j can be chosen arbitrarily large and ε j , α j → 0 as j → ∞, we conclude with
where o n (1) denotes a quantity which vanishes as n → ∞. The same argument shows that
In a similar way, using assumption 2.8 we obtain, as n → ∞ Since equation (3.42) with F = F n implies ϕ n , i [H, D] ϕ n ≥ E + ϕ n , |∇F n | 2 ϕ n + (P − A)ϕ n 2 2 − 2 (P − A)ϕ n 2 Bϕ n 2 + x V 1 ϕ n 2 − ϕ n , x · ∇V 2 ϕ n + ϕ n , (dV 1 − V )ϕ n passing to the limit n → ∞ gives the lower bound
On the other hand, if we write ∇F n (x) = xg n (x), then a straightforward calculation shows that there exists a constant C, independent of n, such that Step 2. Assume that µ * < ∞. Then there exist sequences µ n > µ * and ε n > 0 satisfying lim n→∞ µ n = µ * , lim n→∞ ε n = 0, (4.19) and such that (4.3) holds true. Hence (4.16) remains valid. As for an upper bound, we use (4.17) and note that for every δ > 0
This in combination with (4.18) implies that there exists ν ∈ (0, µ * ), depending on δ, such that for all n large enough
By the definition of µ * it thus follows that Proof. Assume that Hψ = Eψ for some E > Λ. Let µ > 0, ε > 0, λ > 0, and define
Denote ψ µ,ε,λ = e F µ,ε,λ ψ. Lemma 3.16 and equation (3.43) then show that
holds true for all µ, ε, λ > 0 and some constant C independent of µ, λ and ε. Moreover, a direct calculation shows that lim ε→0
x · ∇|∇F µ,ε,λ (x)
and lim
in view of Proposition 4.1 we can pass to limit ε → 0 in (4.20) to obtain
Using Proposition 4.1 again and the monotone convergence theorem we finally obtain, by letting λ → 0,
where ψ µ (x) = e µ|x| ψ(x). This is of course impossible for µ large enough. Hence ψ µ = 0 and the claim follows. then the operator H 0 has no eigenvalues above b 2 L ∞ (S 1 ) . Note that in this particular setting Λ = b 2 L ∞ (S 1 ) .
Remark 4.6. One of the authors of the present paper established in [14] dispersive estimates for the propagator e −itH in weighted L 2 −spaces under the condition that H has no positive eigenvalues, see [14, Assumption 2.2]. Theorem 4.3 implies that the latter assumption can be omitted.
Pointwise conditions
Below we show that Assumptions 2.1-2.8 are satisfied under certain regularity and decay conditions on B, and under similar conditions on V as in [1, 19] .
for k = 1, 2 and some q > d. Assume moreover that there exists a compact set
Then assumptions 2. 
Below we denote by C ε a numerical constant, depending only on ε, whose value may change from line to line. The compactness of the Sobolev imbedding H 1 (U (R)) ֒→ L s (U (R)), 2 ≤ s < s * in combination with the diamagnetic inequality implies that for any ε > 0 there exists C ε such that
This together with the Hölder inequality gives
where p > d and 2 < p ′ < s * satisfy 2 p + 2 p ′ = 1. This implies (2.11) . In the same way we get
holds for any ε > 0 and some C ε . Hence in combination with (5.1) we get (2.12) with arbitrarily small α 0 . Moreover, by applying (5.5) to xV 1 and using hypothesis (2) in combination with equation (5.4) we find that (2.13) and (2.15) hold with α 1 and α 3 arbitrarily small.
To treat the term x · ∇V 2 we take R large enough such that K ⊂ U (R). Integration by parts yields
Now let ε > 0. Since the imbedding H 1 (U (R)) ֒→ L 2 (∂U (R)) is compact, there exists C ε such that
For the second term we note that x · ∇u = x · (P − A)u, see (2.9), and hence
where we have used the estimate
which follows in the same way as (5.5). Putting the above estimates together we find that for any ε > 0 there exists C ε such that
This together with hypothesis (2) 
with α > 1, then the spectrum of H is purely absolutely continuous in (0, ∞).
Note that β = +∞ in the case (1). On the other hand, Theorem 4.3 guarantees the absence of eigenvalues in the interval (B 2 0 , ∞) for the case (2) , and in the interval (0, ∞) for the case (3).
Wigner-von Neumann potential. Suppose that B = 0. Wigner and von Neumann showed that the operator −∆ + V in L 2 (R 3 ) with the radial potential V (r) = − 32 sin r g(r) 3 cos r − 3g 2 (r) sin 3 r + g(r) cos r + sin 3 (r) (1 + g(r) 2 ) 2 , g(r) = 2r − sin(2r), (5.8) has eigenvalue +1, see [19, 22] and [18, Ex. VIII.13.1]. As pointed out in [19] for large r it holds
with ω 1 and ω 2 defined by equation (1.6). We can thus optimize the splitting V = V 1 + V 2 in order to minimize Λ. A quick calculation using (5.9)shows that the optimal choices are V 1 = V, V 2 = 0 and V 1 = 0, V 2 = V . In both cases we get Λ = 8 which coincides with [1, Thm. 4] . Note that [19, Thm. 2] implies absence of eigenvalues in the interval (16, ∞). has no eigenvalues in the interval (0, ∞).
Remark 5.3. Absence of positive eigenvalues of the Pauli operator in R 3 will be treated elsewhere.
Essential spectrum
Recall that H 0 = (P − A) 2 . We have the following dichotomy: where k ∈ R d is arbitrary. Then in the sense of distributions (P − A) φ n (x) = e ik·x (P − A + k) ϕ n (x), and H 0 φ n (x) = (P − A) 2 φ n (x) = e ik·x H 0 ϕ n (x) + 2e ik·x k · (P − A) ϕ n (x) + |k| 2 φ n (x).
Since ϕ n 2 = 1, it follows that H 0 φ n ∈ L 2 (R d ). Hence φ n ∈ D(H 0 ). Moreover the above calculations and the Cauchy-Schwarz inequality show that (H 0 − |k| 2 ) φ n 2 ≤ H 0 ϕ n 2 + 2|k| (P − A) ϕ n 2 = H 0 ϕ n 2 + 2|k| ϕ n , H 0 ϕ n ≤ H 0 ϕ n 2 + 2|k| H 0 ϕ n 1/2 2 .
By (6.2) we thus have (H 0 − |k| 2 ) φ n 2 → 0 for any k ∈ R d . Hence [0, ∞) ⊆ σ es (H 0 ) and since H 0 ≥ 0, we conclude that σ(H 0 ) = σ es (H 0 ) = [0, ∞).
Next we formulate a condition on B under which σ(H 0 ) = [0, ∞), see Theorem 6.3 below. B(x n + t(x − x n )) [t(x − x n )] dt (6.5) be the vector potential related to B via the Poincaré gauge centred at x n . Then curl A n = curl A = B for all n ∈ N and therefore there exits a scalar field χ n ∈ H 1 loc (R d ) such that A n = A − ∇χ n . (6.6)
We only have to show that 0 ∈ σ(H 0 ). To this end we will construct a sequence {φ n } n ⊂ H 1 (R d ) with φ n 2 = 1, and such that (P − A) φ n 2 2 → 0 n → ∞. (6.7)
We choose φ n = e iχn v n , where v n (x) = C d R Moreover, using the fact that (1 − t) 2 ≤ 1 ≤ t 2−d for all 0 < t < 1, inequality (2.21) and equations (1.4) and (6.5), we obtain A n v n The assumption that B vanishes somewhere at infinity now implies A n v n 2 → 0 as n → ∞. By (6.8) we thus get (P − A) φ n 2 2 = (P − A n ) v n 2 2 ≤ 2 ∇v n 2 2 + +2 A n v n 2 2 → 0 as n → ∞, which proves (6.7). Since φ n 2 = v n 2 = 1 for all n ∈ N, it follows that 0 ∈ σ(H 0 ). Application of Lemma 6.1 then completes the proof. Proof. We proceed in two steps. First we apply Theorem 6.3 to show that σ es (H 0 ) = [0, ∞). Let R n → ∞ as n → ∞, and let {x n } n ⊂ R d be a sequence such that
x n,m = (n + 1) R n ∀ m = 1, . . . d, ∀ n ∈ N. We have to show that C n → 0 as n → ∞. If we write x = y + x n , then for every y ∈ U (R n ) we get, in view of (1.4) and the Cauchy-Schwarz inequality,
Hence C n ≤ 1 n 2 R 4 n u n , | B| 2 u n , (6.12)
where u n (x) := |x − x n | 2− d 2 log R n |x − x n | + .
A quick calculation now shows that u n 2 2 + ∇u n 2 2 R 4 n , which together with (2.11) and (6.12) further implies C n 1 n 2 + 1 n 2 R 4 n u n , |A| 2 u n .
(6.13)
We now estimate the last term on the right hand side as follows u n , |A| 2 u n = U (Rn,xn)
where in the last step we have used again inequality (2.21) and equation (1.4) . Plugging this estimate into (6.13) gives C n → 0 as n → N, and therefore, by Theorem 6.3, σ es (H 0 ) = [0, ∞).
Next we show that σ es (H) = σ es (H 0 ). By assumption 2.4 the operator H = H 0 + V is bounded from below. Hence there exists a ≥ 1 such that the operators H 0 + a and H + a are invertible in L 2 (R d ). We are going to prove that (H 0 + a) −1 − (H + a) −1 is compact in L 2 (R d ). (6.14) 
