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Abstract. State of the art image retrieval performance is achieved with
CNN features and manifold ranking using a k-NN similarity graph that
is pre-computed off-line. The two most successful existing approaches are
temporal filtering, where manifold ranking amounts to solving a sparse
linear system online, and spectral filtering, where eigen-decomposition
of the adjacency matrix is performed off-line and then manifold ranking
amounts to dot-product search online. The former suffers from expensive
queries and the latter from significant space overhead. Here we introduce
a novel, theoretically well-founded hybrid filtering approach allowing full
control of the space-time trade-off between these two extremes. Experi-
mentally, we verify that our hybrid method delivers results on par with
the state of the art, with lower memory demands compared to spectral
filtering approaches and faster compared to temporal filtering.
1 Introduction
Most image retrieval methods obtain their initial ranking of the database images
by computing similarity between the query descriptor and descriptors of the
database images. Descriptors based on local features [22,16] have been largely
replaced by more efficient CNN-based image descriptors [9,20]. Regardless of the
initial ranking, the retrieval performance is commonly boosted by considering
the manifold structure of the database descriptors, rather than just independent
distances of query to database images. Examples are query expansion [5,1] and
diffusion [8,12,11]. Query expansion uses the results of initial ranking to issue
a novel, enriched, query [5] on-line only. Diffusion on the other hand, is based
on the k-NN graph of the dataset that is constructed off-line, so that, assuming
novel queries are part of the dataset, their results are essentially pre-computed.
Diffusion can then be seen as infinite-order query expansion [12].
The significance of the performance boost achieved by diffusion has been
recently demonstrated at the “Large-Scale Landmark Recognition”1 challenge
in conjunction with CVPR 2018. The vast majority of top-ranked teams have
used query expansion or diffusion as the last step of their method.
Recently, efficient diffusion methods have been introduced to the image re-
trieval community. Iscen et al . [12] apply diffusion to obtain the final ranking,
1 https://landmarkscvprw18.github.io/
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in particular by solving a large and sparse system of linear equations. Even
though an efficient conjugate gradient (CG) [10] solver is used, query times on
large-scale datasets are in a range of several seconds. A significant speed-up is
achieved by truncating the system of linear equations. Such an approximation,
however, brings a slight degradation in the retrieval performance. Their method
can be interpreted as graph filtering in the temporal domain.
In the recent work of Iscen et al . [11], more computation is shifted to the off-
line phase to accelerate the query. The solution of the linear system is estimated
by low-rank approximation of the k-NN graph Laplacian. Since the eigenvec-
tors of the Laplacian represent a Fourier basis of the graph, this is interpreted
as graph filtering in the spectral domain. The price to pay is increased space
complexity to store the embeddings of the database descriptors. For comparable
performance, a 5k-10k dimensional vector is needed per image.
In this paper, we introduce a hybrid method that combines spectral filter-
ing [11] and temporal filtering [12]. This hybrid method offers a trade-off between
speed (i.e., the number of iterations of CG) and the additional memory required
(i.e., the dimensionality of the embedding). The two approaches [12,11] are ex-
treme cases of our hybrid method. We show that the proposed method pairs
or outperforms the previous methods while either requiring less memory or be-
ing significantly faster – only three to five iterations of CG are necessary for
embeddings of 100 to 500 dimensions.
While both temporal and spectral filtering approaches were known in other
scientific fields before being successfully applied to image retrieval, to our knowl-
edge the proposed method is novel and can be applied to other domains.
The rest of the paper is organized as follows. Related work is reviewed in Sec-
tion 2. Previous work on temporal and spectral filtering is detailed in Sections 3.1
and 3.2 respectively, since the paper builds on this work. The proposed method
is described in Section 4 and its behavior is analyzed in Section 5. Experimental
results are provided in Section 6. Conclusions are drawn in Section 7.
2 Related work
Query expansion (QE) has been a standard way to improve recall of image
retrieval since the work of Chum et al . [5]. A variety of approaches exploit
local feature matching and perform various types of verification. Such matching
ranges from selective kernel matching [23] to geometric consensus [5,4,14] with
RANSAC-like techniques. The verified images are then used to refine the global
or local image representation of a novel query.
Another family of QE methods are more generic and simply assume a global
image descriptor [21,13,7,18,27,8,1]. A simple and popular one is average-QE [5],
recently extended to α-QE [20]. At some small extra cost, recall is significantly
boosted. This additional cost is restricted to the on-line query phase. This is in
contrast to another family of approaches that considers an off-line pre-processing
of the database. Given the nearest neighbors list for database images, QE is
performed by adapting the local similarity measure [13], using reciprocity con-
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straints [7,18] or graph-based similarity propagation [27,8,12]. The graph-based
approaches, also known as diffusion, are shown to achieve great performance [12]
and to be a good way for feature fusion [27]. Such on-line re-ranking is typically
orders of magnitude more costly than simple average-QE.
The advent of CNN-based features, especially global image descriptors, made
QE even more attractive. Average-QE or α-QE are easily applicable and very
effective with a variety of CNN-based descriptors [20,9,24,15]. State-of-the-art
performance is achieved with diffusion on global or regional descriptors [12].
The latter is possible due to the small number of regions that are adequate to
represent small objects, in contrast to thousands in the case of local features.
Diffusion based on tensor products can be attractive in terms of perfor-
mance [2,3]. However, in this work, we focus on the page-rank like diffusion [12,28]
due to its reasonable query times. An iterative on-line solution was commonly
preferred [8] until the work of Iscen et al . [12], who solve a linear system to
speed up the process. Additional off-line pre-processing and the construction
and storage of additional embeddings reduce diffusion to inner product search in
the spectral ranking of Iscen et al . [11]. This work lies exactly in between these
two worlds and offers a trade-off exchanging memory for speed and vice versa.
Fast random walk with restart [25] is very relevant in the sense that it follows
the same diffusion model as [12,28] and is a hybrid method like ours. It first
disconnects the graph into distinct components through clustering and then
obtains a low-rank spectral approximation of the residual error. Apart from
the additional complexity, parameters etc. of the off-line clustering process and
the storage of both eigenvectors and a large inverse matrix, its online phase is
also complex, involving the Woodbury matrix identity and several dense matrix-
vector multiplications. Compared to that, we first obtain a very low-rank spectral
approximation of the original graph, and then solve a sparse linear system of the
residual error. Thanks to orthogonality properties, the online phase is nearly as
simple as the original one and significantly faster.
3 Problem formulation and background
The methods we consider are based on a nearest neighbor graph of a dataset
of n items, represented by n× n adjacency matrix W . The graph is undirected
and weighted according to similarity: W is sparse, symmetric, nonnegative and
zero-diagonal. We symmetrically normalize W as W : = D−1/2WD−1/2, where
D : = diag(W1) is the diagonal degree matrix, containing the row-wise sum of
W on its diagonal. The eigenvalues of W lie in [−1, 1] [6].
At query time, we are given a sparse n × 1 observation vector y, which is
constructed by searching for the nearest neighbors of a query item in the dataset
and setting its nonzero entries to the corresponding similarities. The problem is
to obtain an n× 1 ranking vector x such that retrieved items of the dataset are
ranked by decreasing order of the elements of x. Vector x should be close to y
but at the same time similar items are encouraged to have similar ranks in x,
essentially by exploring the graph to retrieve more items.
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3.1 Temporal filtering
Given a parameter α ∈ [0, 1), define the n× n regularized Laplacian function by
Lα(A) : = (In − αA)/(1 − α) (1)
for n× n real symmetric matrix A, where In is the n× n identity matrix. Iscen
et al . [12] then define x as the unique solution of the linear system
Lα(W)x = y, (2)
which they obtain approximately in practice by a few iterations of the conjugate
gradient (CG) method, since Lα(W) is positive-definite. At large scale, they
truncate W by keeping only the rows and columns corresponding to a fixed
number of neighbors of the query, and re-normalize. Then, (2) only performs
re-ranking within this neighbor set.
We call this method temporal2 filtering because if x, y are seen as signals,
then x is the result of applying a linear graph filter on y, and CG iteratively ap-
plies a set of recurrence relations that determine the filter. WhileW is computed
and stored off-line, (2) is solved online (at query time), and this is expensive.
3.2 Spectral filtering
Linear system (2) can be written as x = hα(W)y, where the transfer function
hα is defined by
hα(A) : = Lα(A)−1 = (1− α)(In − αA)−1 (3)
for n × n real symmetric matrix A. Given the eigenvalue decomposition W =
UΛU⊤ of the symmetric matrix W , Iscen et al . [11] observe that hα(W) =
Uhα(Λ)U
⊤, so that (2) can be written as
x = Uhα(Λ)U
⊤y, (4)
which they approximate by keeping only the largest r eigenvalues and the cor-
responding eigenvectors of W . This defines a low-rank approximation hα(W) ≈
U1hα(Λ1)U
⊤
1 instead. This method is referred to as fast spectral ranking (FSR)
in [11]. Crucially, Λ is a diagonal matrix, hence hα applies element-wise, as a
scalar function hα(x) : = (1− α)/(1 − αx) for x ∈ [−1, 1].
At the expense of off-line computing and storing the n × r matrix U1 and
the r eigenvalues in Λ1, filtering is now computed as a sequence of low-rank
matrix-vector multiplications, and the query is accelerated by orders of mag-
nitude compared to [12]. However, the space overhead is significant. To deal
with approximation errors when r is small, a heuristic is introduced that grad-
ually falls back to the similarity in the original space for items that are poorly
represented, referred to as FSRw [11].
2 “Temporal” stems from conventional signal processing where signals are functions
of “time”; while “spectral” is standardized also in graph signal processing.
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We call this method spectral filtering because U represents the Fourier basis
of the graph and the sequence of matrix-vector multiplications from right to left
in the right-hand side of (4) represents the Fourier transform of y by U⊤, filtering
in the frequency domain by hα(Λ), and finally the inverse Fourier transform to
obtain x in the time domain by U .
4 Hybrid spectral-temporal filtering
Temporal filtering (2) is performed once for every new query represented by y,
but W represents the dataset and is fixed. Could CG be accelerated if we had
some very limited additional information on W?
On the other extreme, spectral filtering (4) needs a large number of eigenvec-
tors and eigenvalues of W to provide a high quality approximation, but always
leaves some error. Could we reduce this space requirement by allocating some
additional query time to recover the approximation error?
The answer is positive to both questions and in fact these are the two extreme
cases of hybrid spectral-temporal filtering, which we formulate next.
4.1 Derivation
We begin with the eigenvalue decomposition W = UΛU⊤, which we partition
as Λ = diag(Λ1, Λ2) and U = (U1 U2). Matrices Λ1 and Λ2 are diagonal r × r
and (n− r) × (n− r), respectively. Matrices U1 and U2 are n× r and n× (n−
r), respectively, and have the following orthogonality properties, all due to the
orthogonality of U itself:
U⊤1 U1 = Ir, U
⊤
2 U2 = In−r , U
⊤
1 U2 = O, U1U
⊤
1 + U2U
⊤
2 = In. (5)
Then, W is decomposed as
W = U1Λ1U⊤1 + U2Λ2U⊤2 . (6)
Similarly, hα(W) is decomposed as
hα(W) = Uhα(Λ)U⊤ (7)
= U1hα(Λ1)U
⊤
1 + U2hα(Λ2)U
⊤
2 , (8)
which is due to the fact that diagonal matrix hα(Λ) is obtained element-wise,
hence decomposed as hα(Λ) = diag(hα(Λ1), hα(Λ2)). Here the first term is ex-
actly the low-rank approximation that is used by spectral filtering, and the
second is the approximation error
eα(W) : = U2hα(Λ2)U⊤2 (9)
= (1− α) (U2(In−r − αΛ2)−1U⊤2 + U1U⊤1 − U1U⊤1 ) (10)
= (1− α)
((
U2(In−r − αΛ2)U⊤2 + U1U⊤1
)−1 − U1U⊤1 ) (11)
= (1− α)
((
In − αU2Λ2U⊤2
)−1 − U1U⊤1 ) (12)
= hα(U2Λ2U
⊤
2 )− (1− α)U1U⊤1 . (13)
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We have used the definition (3) of hα in (10) and (13). Equation (12) is due
to the orthogonality properties (5). Equation (11) follows from the fact that for
any invertible matrices A, B of conformable sizes,
(U1AU1 + U2BU2)
−1
= U1A
−1U1 + U2B
−1U2, (14)
which can be verified by direct multiplication, and is also due to orthogonality.
Now, combining (8), (13) and (6), we have proved the following.
Theorem 1. Assuming the definition (3) of transfer function hα and the eigen-
value decomposition (6) of the symmetrically normalized adjacency matrix W,
hα(W) is decomposed as
hα(W) = U1gα(Λ1)U⊤1 + hα(W − U1Λ1U⊤1 ), (15)
where
gα(A) : = hα(A)− hα(O) = (1− α)
(
(In − αA)−1 − In
)
(16)
for n × n real symmetric matrix A. For x ∈ [−1, 1] in particular, gα(x) : =
hα(x) − hα(0) = (1− α)αx/(1 − αx).
Observe that Λ2, U2 do not appear in (15) and indeed it is only the largest r
eigenvalues Λ1 and corresponding eigenvectors U1 ofW that we need to compute.
The above derivation is generalized from hα to a much larger class of functions
in appendix A.
4.2 Algorithm
Why is decomposition (15) of hα(W) important? Because given an observation
vector y at query time, we can express the ranking vector x as
x = xs + xt, (17)
where the first, spectral, term xs is obtained by spectral filtering
xs = U1gα(Λ1)U
⊤
1 y, (18)
as in [11], where gα applies element-wise, while the second, temporal, term x
t is
obtained by temporal filtering, that is, solving the linear system
Lα(W − U1Λ1U⊤1 )xt = y, (19)
which we do by a few iterations of CG as in [12]. The latter is possible because
Lα(W−U1Λ1U⊤1 ) is still positive-definite, like Lα(W). It’s also possible without
an explicit dense representation of U1Λ1U
⊤
1 because CG, like all Krylov subspace
methods, only needs black-box access to the matrix A of the linear system, that
is, a mapping z 7→ Az for z ∈ Rn. For system (19) in particular, according to
the definition (1) of Lα, we use the mapping
z 7→ (z− α (Wz− U1Λ1U⊤1 z)) /(1− α), (20)
where product Wz is efficient because W is sparse as in [12], while U1Λ1U⊤1 z is
efficient if computed right-to-left because U1 is an n× r matrix with r ≪ n and
Λ1 is diagonal as in [11].
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4.3 Discussion
What is there to gain from spectral-temporal decomposition (17) of x?
First, since the temporal term (19) can recover the spectral approximation
error, the rank r of U1, Λ1 in the spectral term (18) can be chosen as small as
we like. In the extreme case r = 0, the spectral term vanishes and we recover
temporal filtering [12]. This allows efficient computation of only a few eigen-
vectors/values, even with the Lanczos algorithm rather than the approximate
method of [11]. Most importantly, it reduces significantly the space complexity,
at the expense of query time. Like spectral filtering, it is possible to sparsify U1
to compress the dataset embeddings and accelerate the queries online. In fact,
we show in section 6 that sparsification is much more efficient in our case.
Second, the matrix W − U1Λ1U⊤1 is effectively like W with the r largest
eigenvalues removed. This improves significantly the condition number of matrix
Lα(W − U1Λ1U⊤1 ) in the temporal term (19) compared to Lα(W) in the linear
system (2) of temporal filtering [12], on which the convergence rate depends.
In the extreme case r = n, the temporal term vanishes and we recover spectral
filtering [11]. In turn, even with small r, this reduces significantly the number of
iterations needed for a given accuracy, at the expense of computing and storing
U1, Λ1 off-line as in [11]. The improvement is a function of α and the spectrum
of W , and is quantified in section 5.
In summary, for a given desired accuracy, we can choose the rank r of the
spectral term and a corresponding number of iterations of the temporal term,
determining a trade-off between the space needed for the eigenvectors (and the
off-line cost to obtain them) and the (online) query time. Such choice is not
possible with either spectral or temporal filtering alone: at large scale, the former
may need too much space and the latter may be too slow.
5 Analysis
How “easier” for CG is W − U1Λ1U⊤1 in (19) compared to W in (2)?
In solving a linear system Ax = b where A is an n× n symmetric positive-
definite matrix, CG generates a unique sequence of iterates xi, i = 0, 1, . . . , such
that the A-norm ‖ei‖A of the error ei : = x∗ − xi is minimized over the Krylov
subspace Ki : =
〈
b, Ab, . . . , Aib
〉
at each iteration i, where x∗ : = A−1b is the
exact solution and the A-norm is defined by ‖x‖A : =
√
x⊤Ax for x ∈ Rn.
A well-known result on the rate of convergence of CG that assumes minimal
knowledge of the eigenvalues of A states that the A-norm of the error at iteration
i, relative to the A-norm of the initial error e0 : = x
∗, is upper-bounded by [26]
‖ei‖A
‖e0‖A
≤ φi(A) : = 2
(√
κ(A)− 1√
κ(A) + 1
)i
, (21)
where κ(A) : = ‖A‖
∥∥A−1∥∥ = λ1(A)/λn(A) is the 2-norm condition number of
A, and λj(A) for j = 1, . . . , n are the eigenvalues of A in descending order.
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In our case, matrix Lα(W) of linear system (2) has condition number
κ(Lα(W)) = 1− αλn(W)
1− αλ1(W) =
1− αλn(W)
1− α . (22)
The first equality holds because for each eigenvalue λ of W there is a corre-
sponding eigenvalue (1−αλ)/(1−α) of Lα(W), which is a decreasing function.
The second holds because λ1(W) = 1 [6].
Now, let Wr : =W −U1Λ1U⊤1 for r = 0, 1, . . . , n− 1, where Λ1, U1 represent
the largest r eigenvalues and the corresponding eigenvectors of W respectively.
Clearly, Wr has the same eigenvalues as W except for the largest r, which are
replaced by zero. That is, λ1(Wr) = λr+1(W) and λn(Wr) = λn(W). The latter
is due to the fact that λn(W) ≤ −1/(n− 1) ≤ 0 [6], so the new zero eigenvalues
do not affect the smallest one. Then,
κ(Lα(Wr)) = 1− αλn(W)
1− αλr+1(W) ≤ κ(Lα(W)). (23)
This last expression generalizes (22). Indeed,W =W0. Then, our hybrid spectral-
temporal filtering involves CG on Lα(Wr) for r ≥ 0, compared to the baseline
temporal filtering for r = 0. The inequality in (23) is due to the fact that
|λj(W)| ≤ 1 for j = 1, . . . , n [6]. Removing the largest r eigenvalues ofW clearly
improves (decreases) the condition number of Lα(Wr) relative to Lα(W). The
improvement is dramatic given that α is close to 1 in practice. For α = 0.99 and
λr+1(W) = 0.7 for instance, κ(Lα(Wr))/κ(Lα(W)) = 0.0326.
More generally, given the eigenvalues λr+1(W) and λn(W), the improvement
can be estimated by measuring the upper bound φi(Lα(Wr)) for different i and
r. A concrete example is shown in Figure 1, where we measure the eigenvalues of
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Fig. 1. (a) In descending order, eigenvalues of adjacency matrixW of Oxford5k dataset
of n = 5, 063 images with global GeM features by ResNet101 and k = 50 neighbors
per point (see section 6). Eigenvalues on the left of vertical red line at j = 300 are the
largest 300 ones, candidate for removal. (b) Contour plot of upper bound φi(Lα(Wr))
of CG’s relative error as a function of rank r and iteration i for α = 0.99, illustrating
the space(r)-time(i) trade-off for constant relative error.
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the adjacency matrix W of a real dataset, remove the largest r for 0 ≤ r ≤ 300
and plot the upper bound φi(Lα(Wr)) of the relative error as a function of
rank r and iteration i given by (21) and (23). Clearly, as more eigenvalues are
removed, less CG iterations are needed to achieve the same relative error; the
approximation error represented by the temporal term decreases and at the same
time the linear system becomes easier to solve. Of course, iterations become more
expensive as r increases; precise timings are given in section 6.
6 Experiments
In this section we evaluate our hybrid method on popular image retrieval bench-
marks. We provide comparisons to baseline methods, analyze the trade-off be-
tween runtime complexity, memory footprint and search accuracy, and compare
with the state of the art.
6.1 Experimental setup
Datasets. We use the revisited retrieval benchmark [19] of the popular Oxford
buildings [16] and Paris [17] datasets, referred to as ROxford and RParis, re-
spectively. Unless otherwise specified, we evaluate using the Medium setup and
always report mean Average Precision (mAP). Large-scale experiments are con-
ducted on ROxford +1˚m and RParis +1˚m by adding the new 1M challenging
distractor set [19].
Image representation. We use GeM descriptors [20] to represent images. We
extract GeM at 3 different image scales, aggregate the 3 descriptors, and perform
whitening, exactly as in [20]. Finally, each image is represented by a single vector
with d = 2048 dimensions, since ResNet-101 architecture is used.
Baseline methods. We consider the two baseline methods described in Sec-
tion 3, namely temporal and spectral filtering. Temporal filtering corresponds to
solving a linear system with CG [12] and is evaluated for different numbers of
CG iterations. It is used with truncation at large scale to speed up the search [12]
and is denoted by Temporal†. Spectral filtering corresponds to FSR and its FSRw
variant [11]. Both FSR variants are parametrized by the rank r of the approxi-
mation, which is equal to the dimensionality of the spectral embedding.
Implementation details. Temporal ranking is performed with the implemen-
tation3 provided by Iscen et al . [12]. The adjacency matrix is constructed by
using top k = 50 reciprocal neighbors. Pairwise similarity between descriptors
v and z is estimated by (v⊤z)3+. Parameter α is set to 0.99, while the observa-
tion vector y includes the top 5 neighbors. The eigendecomposition is performed
on the largest connected component, as in [11]. Its size is 933,412 and 934,809
for ROxford +1˚m and RParis +1˚m, respectively. Timings are measured with
Matlab implementation on a 4-core Intel Xeon 2.60GHz CPU with 200 GB of
RAM. We only report timings for the diffusion part of the ranking and exclude
the initial nearest neighbor search used to construct the observation vector.
3 https://github.com/ahmetius/diffusion-retrieval/
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Fig. 2. mAP vs. CG iteration i and mAP vs. time for temporal, spectral, and hybrid
filtering. Sparsified hybrid is used with sparsity 99%.
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Fig. 3. mAP vs. CG iteration i for different rank r for our hybrid method, where r = 0
means temporal only.
6.2 Comparisons
Comparison with baseline methods. We first compare performance, query
time and required memory for temporal, spectral, and hybrid ranking. With
respect to the memory, all methods store the initial descriptors, i.e. one 2048-
dimensional vector per image. Temporal ranking additionally stores the sparse
regularized Laplacian. Spectral ranking stores for each vector an additional em-
bedding of dimensionality equal to rank r, which is a parameter of the method.
Our hybrid method stores both the Laplacian and the embedding, but with
significantly lower rank r.
We evaluate on ROxford +1˚m and RParis +1˚m with global image descrip-
tors, which is a challenging large scale problem, i.e. large adjacency matrix,
where prior methods fail or have serious drawbacks. Results are shown in Fig-
ure 2. Temporal ranking with CG is reaching saturation near 20 iterations as
in [12]. Spectral ranking is evaluated for a decomposition of rank r whose com-
putation and required memory are reasonable and feasible on a single machine.
Finally, the proposed hybrid method is evaluated for rank r = 400, which is a
good compromise of speed and memory, as shown below.
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Spectral ranking variants (FSR, FSRw) are not performing well despite re-
quiring about 250% additional memory compared to nearest neighbor search
in the original space. Compared to hybrid, more than one order of magnitude
higher rank r is required for problems of this scale. Temporal ranking achieves
good performance but at much more iterations and higher query times. Our
hybrid solution provides a very reasonable space-time trade-off.
Runtime and memory trade-off. We report the trade-off between number of
iterations and rank r, representing additional memory, in more detail in Figure 3.
It is shown that the number of iterations to achieve the top mAP decreases as
the rank increases. We achieve the optimal trade-off at r = 400 where we only
need 5 or less iterations. Note that, the rank not only affects the memory and
the query time of the spectral part in a linear manner, but the query time of the
temporal part too (20).
Sparsification of spectral embeddings is exploited in prior work [11]. We spar-
sify the embeddings of our hybrid method by setting the smallest values of U1 to
zero until a desired level of sparsity is reached. We denote this method by SHy-
brid. This sparse variant provides memory savings and an additional speedup due
to the computations with sparse matrices. Figure 4 shows that performance loss
remains small even for extreme sparsity e.g. 99%, while the results in Figure 2
show that it offers a significant speedup in the global descriptor setup.
0.8 0.9 1
62
63
sparsity
m
A
P
ROxford +˚1m
0.8 0.9 1
80
82
sparsity
m
A
P
RParis +˚1m
Fig. 4. mAP vs. level of sparsification on our hybrid method for r = 400. Dashed
horizontal line indicates no sparsification.
Performance-memory-speed comparison with the baselines is shown in Ta-
ble 1. Our hybrid approach enjoys query times lower than those of temporal with
truncation or spectral with FSRw, while at the same time achieves higher per-
formance and requires less memory than the spectral-only approach.
We summarize our achievement in terms of mAP, required memory, and
query time in Figure 5. Temporal ranking achieves high performance at the cost
of high query time and its truncated counterpart saves query time but sacrifices
performance. Spectral ranking is not effective at this scale, while our hybrid
solution achieves high performance at low query times.
Comparison with the state of the art. We present an extensive comparison
with existing methods in the literature for global descriptors at small and large
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Temporal [12] Temporal† [12] Spectral (FSRw) [11] SHybrid
mAP 61.6 59.0 42.1 62.6
Time (s) 2.8 1.0 1.3 0.9
Memory (MB) 205 205 35,606 264
Table 1. Performance, memory and query time comparison on ROxford +˚1m with
GeM descriptors for temporal (20 iterations), truncated temporal (20 iterations, 75k
images in shortlist), spectral (r = 5k), and hybrid ranking (r = 400, 5 iterations).
Hybrid ranking is sparsified by setting the 99% smallest values to 0. Reported memory
excludes the initial descriptors requiring 8.2 GB. U1 is stored with double precision.
ROxford ROxf +˚1m RParis RParis +˚1m
Medium Hard Medium Hard Medium Hard Medium Hard
NN-search 64.7 38.5 45.2 19.9 77.2 56.3 52.3 24.7
α-QE [19] 67.2 40.8 49.0 24.2 80.7 61.8 58.0 31.0
Temporal [12] 69.9 40.4 61.6 33.2 88.9 78.5 85.0 71.6
Temporal† [12] - - 59.0 31.4 - - 79.7 65.2
FSR [11] 70.4 42.0 22.6 5.8 88.6 77.9 66.6 40.2
FSRw [11] 70.7 42.2 42.1 18.8 88.7 78.0 77.4 59.7
SHybrid (ours) 70.5 40.3 62.6 34.4 88.7 78.1 82.0 66.8
Table 2. mAP comparison with existing methods in the literature on small and large
scale datasets, using Medium and Hard setup of the revisited benchmark.
scale (1M distractors). We choose r = 400 and 5 iterations for our hybrid method,
20 iterations for temporal ranking, r = 2k and r = 5k for spectral ranking at
small and large scale, respectively. Temporal ranking is also performed with
truncation on a shortlist size of 75k images at large scale. The comparison is
presented in Table 2. Our hybrid approach performs the best or second best
right after the temporal one, while providing much smaller query times at a
small amount of additional required memory.
7 Conclusions
In this work we have tested the two most successful manifold ranking methods
of temporal filtering [12] and spectral filtering [11] on the very challenging new
benchmark of Oxford and Paris datasets [19]. It is the first time that such meth-
ods are evaluated at the scale of one million images. Spectral filtering, with both
its FSR and FSRw variants, fails at this scale, despite the significant space re-
quired for additional vector embeddings. It is possible that a higher rank would
work, but it wouldn’t be practical in terms of space. In terms of query time,
temporal filtering is only practical with its truncated variant at this scale. It
works pretty well in terms of performance, but the query time is still high.
Our new hybrid filtering method allows for the first time to strike a reasonable
balance between the two extremes. Without truncation, it outperforms temporal
Hybrid Diffusion 13
1 2 3 4
40
50
60
50
100 200
100
300
100
300
time (s)
m
A
P
Temporal.†
Temporal
Spectral
SHybrid
Hybrid
1 2 3 4
102
104
50 100 200
100
300
100
300
time (s)
m
em
o
ry
(M
B
)
40 50 60
102
104
50150
100
300
100
300
mAP
m
em
o
ry
(M
B
)
Fig. 5. Time (s) - memory (MB) - performance (mAP) for different methods. We show
mAP vs. time, memory vs. time, and memory vs. mAP on ROxford +˚1m. Methods
in the comparison: temporal for 20 iterations, truncated temporal for 20 iterations
and shortlist of size 50k, 75k, 100k, 200k and 300k, spectral (FSRw) with r = 5k,
hybrid with r ∈ {100, 200, 300, 400} and 5 iterations, sparse hybrid with 99% sparsity,
r ∈ {100, 200, 300, 400} and 5 iterations. Text labels indicate the shortlist size (in
thousands) for truncated temporal and rank for hybrid. Observe that the two plots
on the left are aligned horizontally with respect to time, while the two at the bottom
vertically with respect to memory.
filtering while being significantly faster, and its memory overhead is one order
of magnitude less than that of spectral filtering. Unlike spectral filtering, it
is possible to extremely sparsify the dataset embeddings with only negligible
drop in performance. This, together with its very low rank, makes our hybrid
method even faster than spectral, despite being iterative. More importantly,
while previous methods were long known in other fields before being applied to
image retrieval, to our knowledge our hybrid method is novel and can apply e.g.
to any field where graph signal processing applies and beyond. Our theoretical
analysis shows exactly why our method works and quantifies its space-time-
accuracy trade-off using simple ideas from numerical linear algebra.
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A General derivation
The derivation of our algorithm in section 4.1 applies only to the particular function
(filter) hα (3). Here, as in [11], we generalize to a much larger class of functions, that
is, any function h that has a series expansion
h(A) =
∞∑
i=0
ciA
i. (24)
We begin with the same eigenvalue decomposition (6) of W and, assuming that h(W)
converges absolutely, its corresponding decomposition
h(W) = U1h(Λ1)U
⊤
1 + U2h(Λ2)U
⊤
2 , (25)
similar to (8), where U1, U2 have the same orthogonality properties (5).
Again, the first term is exactly the low-rank approximation that is used by spectral
filtering, and the second is the approximation error
eα(W) := U2h(Λ2)U
⊤
2 (26)
=
∞∑
i=0
ciU2Λ
i
2U
⊤
2 (27)
=
∞∑
i=0
ci
(
U2Λ2U
⊤
2
)i
− c0U1U
⊤
1 (28)
= h(U2Λ2U
⊤
2 )− h(0)U1U
⊤
1 . (29)
Again, we have used the series expansion (24) of h in (27) and (29). Now, equation (28)
is due to the fact that
(U2Λ2U
⊤
2 )
i = U2Λ
i
2U
⊤
2 (30)
for i ≥ 1, as can be verified by induction, while for i = 0,
U2Λ
0
2U
⊤
2 = U2U
⊤
2 = In − U1U
⊤
1 = (U2Λ2U
⊤
2 )
0 − U1U
⊤
1 . (31)
In both (30) and (31) we have used the orthogonality properties (5).
Finally, combining (25), (29) and (6), we have proved the following.
Theorem 2. Assuming the series expansion (24) of transfer function h and the eigen-
value decomposition (6) of the symmetrically normalized adjacency matrixW, and given
that h(W) converges absolutely, it is decomposed as
h(W) = U1g(Λ1)U
⊤
1 + h(W − U1Λ1U
⊤
1 ), (32)
where
g(A) : = h(A)− h(O) (33)
for n × n real symmetric matrix A. For h = hα and for x ∈ [−1, 1] in particular,
gα(x) : = hα(x)− hα(0) = (1− α)αx/(1− αx).
This general derivation explains where the general definition of function g (33) is
coming from in (16) corresponding to our treatment of hα in section 4.1.
Hybrid Diffusion 15
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