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Activation in sensorimotor areas of the brain following perception of linguistic stimuli
referring to objects and actions has been interpreted as evidence for strong theories of
embodied semantics. Althougha large number of studies have demonstrated this “language-
to-action” link, important questions abouthowactivation in the sensorimotor systemaffects
language performance (“action-to-language” link) are yet unanswered. As several authors
have recently pointed out, the debate should move away from an “embodied or not” focus,
and rather aim to characterize the functional contributions of sensorimotor systems to
language processing in more detail. For this purpose, we here introduce a novel movement
priming paradigm in combination with electro- and magnetoencephalography (EEG/MEG),
which allows investigating effects of motor cortex pre-activation on the spatio-temporal
dynamics of action-word evoked brain activation. Participants initiated experimental trials
by either finger- or foot-movements before executing a two alternative forced choice task
employing action-words. We found differential brain activation during the early stages of
subsequent hand- and leg-related word processing, respectively, albeit in the absence of
behavioral effects. Distributed source estimation based on combined EEG/MEG measure-
ments revealed that congruency effects between effector type used for response initiation
(hand or foot) and action-word category (hand- or foot-related) occurred not only in motor
cortex, but also in a classical language comprehension area, posterior superior temporal
cortex, already 150 msec after the visual presentation of the word stimulus. This suggests
that pre-activation of hand- and leg-motor networksmay differentially facilitate the ignition
of semantic cell assemblies for hand- and leg-related words, respectively. Our results
demonstrate the usefulness of movement priming in combination with neuroimaging to
functionally characterize the link between language and sensorimotor systems.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/4.0/).Brain Sciences Unit, 15 C
ac.uk (O. Hauk).
Elsevier Ltd. This is an opehaucer Road, Cambridge CB2 7EF, UK.
n access article under the CC BY license (http://creativecommons.
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Embodied theories of semantics, proposing that semantic in-
formation is at least partly stored in distributed neuronal
networks including sensory and motor systems of the brain,
have recently gained support from cognitive neuroscience
(Barsalou, Kyle Simmons, Barbey, &Wilson, 2003; Kiefer, Sim,
Herrnberger, Grothe, & Hoenig, 2008; Martin, 2007;
Pulvermu¨ller, 2001) as well as behavioral research (Boulenger
et al., 2006; Glenberg & Kaschak, 2002; Meteyard, Zokaei,
Bahrami, & Vigliocco, 2008). However, there is still contro-
versy as to how exactly sensory-motor systems contribute to
semantic processing, and whether the existing empirical ev-
idence really is support for an “embodied” view on language
(Chatterjee, 2010; Mahon & Caramazza, 2008). The empirical
evidence is still ambiguous and inconsistent (see e.g., Hauk &
Tschentscher, 2013). It is ambiguous in so far as behavioral
interactions and brain activation usually only provide corre-
lational rather than causal evidence, i.e., they demonstrate
that processing action- or object-related stimuli affects
sensorimotor systems, but not that activations in these areas
affect language processing. It is inconsistent in so far as the
pattern of activation in functional magnetic resonance imag-
ing (fMRI) studies varies across studies (Postle, McMahon,
Ashton, Meredith, & de Zubicaray, 2008), some studies have
found effects of transcranial magnetic stimulation (TMS)
stimulation on action-word processing (Kuipers, van
Koningsbruggen, & Thierry, 2013; Pulvermu¨ller, Hauk,
Nikulin, & Ilmoniemi, 2005) while others have not
(Tomasino, Fink, Sparing, Dafotakis, &Weiss, 2008), and some
studies have found effects of lesions in motor areas on action
concept processing (Kemmerer, Rudrauf, Manzel, & Tranel,
2012) while others have not (Arevalo, Baldo & Dronkers,
2012). On this background, some authors have suggested
that a debate “Embodied e yes or no?” is not meaningful, and
should rather be framed as “Embodied e to what degree?”
(Chatterjee, 2010; Hauk & Tschentscher, 2013).
While studies that focus on embodied semantics usually
highlight the role of sensorimotor brain areas, it is usually
assumed that these areas function in connection with other
“core language areas” or “hubs” (Patterson, Nestor, & Rogers,
2007; Pulvermu¨ller et al., 2010; Rogers et al., 2004). The rela-
tive contribution of these poly- or a-modal regions on the one
hand and the distributed modal regions on the other deter-
mine to which degree language processing can be considered
as embodied. It is therefore important to characterize the link
between sensorimotor and core language areas inmore detail,
and in particular its relationship to language performance. In
order to specify the functional contributions of sensorimotor
systems to semantic processing, we need experimental par-
adigms that allow us to show that
1) effects occur at a semantic level of processing [and not for
example at a “post-translational stage” (Glenberg &
Kaschak, 2002), as may be the case for metabolic imaging
methods with low temporal resolution such as fMRI]
2) activation in sensorimotor systems affects language pro-
cessing (rather than vice versa, as in neuroimaging studies
that show sensorimotor activation during word processing)We here propose to combine motor priming with EEG/MEG
methodology to address these issues. In our experiment,
experimental trials were initiated by finger or foot button
presses, respectively. Participants kept a button pressed, and
therefore the corresponding muscles flexed and motor cortex
activated, while they were presented with an arm- or leg-
related word. This allowed us to study the spatio-temporal
brain dynamics during processing of different types of
action-words while different parts of motor cortex were pre-
activated. Furthermore, participants had to perform lexical
and semantic Go/NoGo decisions at the end of each trial by
releasing the button, thus offering the possibility to detect
behavioral movement priming effects.
With respect to point 1) above, the high temporal resolu-
tion of EEG/MEG allows monitoring brain activity at latencies
that have been associated with earliest stages of semantic
information retrieval, e.g., around 150 msec after word pre-
sentation (Amsel, Urbach, & Kutas, 2013; Hauk, Coutout,
Holden, & Chen, 2012; Moseley, Pulvermu¨ller, & Shtyrov,
2013; Pulvermu¨ller, Shtyrov, & Hauk, 2009). The exact time
course of semantic processing is still debated, and the
boundary between early lexico-semantic processing and later
imagery or mental simulation processes may be fuzzy
(Barsalou, 2009), but effects at such early latencies would rule
out a “post-translational” explanation. Furthermore, state-of-
the-art source estimation of combined EEG/MEG data e
although not as precise as fMRI localization e allows the
dissociation of effects in different language-related brain
areas, such as inferior frontal lobe (“Broca's area”), anterior
temporal lobe (ATL), and posterior superior temporal lobe
(pSTL, “Wernicke's area”).
With respect to point 2), we propose to study effects of pre-
activation of a specific effector or movement type (e.g., left/
right finger/foot) on word processing. Thus, rather than
showing that word processing activates motor areas, we can
potentially reveal whether the activation state of the motor
system affects language processing. Similar paradigms have
already been used in behavioral and event-related potential
(ERP) research (Boulenger et al., 2006; Dalla Volta, Gianelli,
Campione, & Gentilucci, 2009; Glenberg et al., 2010; Helbig,
Steinwender, Graf, & Kiefer, 2010; Liepelt, Stenzel, & Lappe,
2012; Sato, Mengarelli, Riggio, Gallese, & Buccino, 2008;
Shebani & Pulvermu¨ller, 2013; Van Elk, van Schie, &
Bekkering, 2008; Van Elk, van Schie, & Bekkering, 2010). In
our approach, we can study the effect of motor priming on
both behavior and spatio-temporal brain dynamics.
In principle, this paradigm could also be applied to other
stimulus modalities, e.g., using color priming of color words.
The motor system is of particular interest, since it allows
precise hypotheses about somatotopic activation patterns, and
because motor cortex is relatively easy to study using different
types of neuroimaging methods such as fMRI, electro- and
magnetoencephalography (EEG/MEG), and TMS. fMRI studies
have reported that stimuli referring to actions performed with
different body parts elicit a somatotopic activation pattern
within motor and premotor areas (e.g., “kick” or “pick” in leg-
and hand-motor cortex, respectively) (Aziz-Zadeh, Koski,
Zaidel, Mazziotta, & Iacoboni, 2006; Boulenger, Hauk, &
Pulvermu¨ller, 2009; Buccino et al., 2001; Hauk, Johnsrude, &
Pulvermu¨ller, 2004; Kemmerer, Castillo, Talavage, Patterson,
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Tettamanti et al., 2005; Willems, Hagoort, & Casasanto, 2010).
EEG/MEG studies have provided evidence that differential
action-word activation occurs early on in processing, around
150e200 msec after stimulus onset (Boulenger, Shtyrov &
Pulvermuller, 2012; Hauk & Pulvermu¨ller, 2004; Hauk,
Shtyrov, & Pulvermu¨ller, 2008; Kiefer et al., 2008; Klepp et al.,
2014; Moseley et al., 2013; Pulvermu¨ller, 2001).
TMS also enables the investigation of motor cortex acti-
vation on behavioral and EEG responses, with reasonable
spatial and temporal resolution (Devlin & Watkins, 2007).
However, TMS is limited to cortical sites close to the skull, and
sampling of multiple stimulation latencies is cumbersome
and may require between-subject designs. Importantly, one
cannot generally assume a one-to-one relationship between
brain regions and processes. Even if TMS stimulation of motor
areas interferes with movement execution, it is still possible
that sub-populations of neurons in the same area are involved
in other cognitive functions than movement execution (e.g.,
sequence monitoring, attention to action etc.). An effect of
TMS stimulation in such an area can therefore not uniquely be
interpreted as a result of the disruption of specific movement
execution processes.
A previous single-pulse TMS study found facilitation of
arm- and leg-word processing after hand- and leg-motor cor-
tex stimulation, respectively (Pulvermu¨ller, Hauk, Nikulin, &
Ilmoniemi, 2005). Another study only found TMS effects on
action-word processing for pulses delivered at late latencies,
and only in a task that encouraged motor imagery (Tomasino
et al., 2008). A recent study reported disruption of semantic
priming on the late N400 ERP component following rTMS
stimulation of hand-motor cortex for hand-related but not
mouth-related words (Kuipers et al., 2013). Thus, evidence for
effects of motor cortex pre-activation on word processing is
still scarce and inconsistent. Here, we propose a novel exper-
imental paradigm that allows the assessment of effects of
motor cortex pre-activation on brain dynamics and behavior.
Semantic priming effects, i.e., facilitated behavioral re-
sponses and reduced brain responses to stimuli following
semantically related stimuli, are well-established in the
literature (McNamara, 2005). A number of neural and cognitive
mechanisms have been suggested to account for these and
related findings (Henson & Rugg, 2003), including recent the-
ories of predictive coding (Bastos et al., 2012; Summerfield &
de Lange, 2014). Adapted to our paradigm, the trial-initiating
movement takes the role of the semantic prime. Thus, we
hold the view that in all these frameworks one would predict
faster responses and lower brain activation for congruent
compared to incongruentmovement primes andword targets,
e.g., for arm-words compared to leg-words following a finger
button press. The somatotopy of action-words (SAW) model
(Pulvermu¨ller, 2005) suggests a mechanistic explanation in
terms of cell assemblies. According to the SAWmodel, action-
word semantics is stored in distributed cell assemblies
comprising core language areas in left perisylvian cortex, as
well as effector-specific parts of the sensorimotor cortex.
These cell assemblies are supposed to have formed based on
Hebbian principles (Hebb, Lambert, & Tucker, 1971), and
ignition of one of its parts may trigger e or at least facilitate e
the activation of the whole assembly.Therefore, we here expect prime movements to facilitate
responses to congruent compared to incongruent action-
words. Importantly, we are also able to test for congruency
effects in motor and non-motor brain regions at the earliest
stages of semantic information retrieval. If action-word se-
mantics is stored in cell assemblies including specific parts of
motor cortex together with perisylvian language areas, then
pre-activating the corresponding specific part of motor cortex
should make it easier to ignite the whole assembly when the
action-word is presented. Thus, we expect lower activation for
congruent compared to incongruent stimulus pairs in peri-
sylvian brain areas involved in early semantic information
retrieval. A recent MEG study has reported differential acti-
vation for action-word types in motor areas around 150 msec
after word onset (Moseley et al., 2013), and recent behavioral
as well as ERP data have indicated that semantic information
retrieval can begin already around 160 msec (Amsel et al.,
2013; Hauk et al., 2012). Thus, congruency effects in peri-
sylvian language areas in this latency range would be the
strongest evidence for an effect of activity in motor cortex on
language areas during semantic information retrieval.
EEG and MEG brain responses were measured simulta-
neously and combined for distributed source estimation. In a
region-of-interest (ROI) analysis, we tested whether the con-
gruency between effector type (i.e., hand or foot used for
button presses) and word type (i.e., arm- or leg-related words)
would modulate activity in left-hemispheric motor and lan-
guage brain areas at early stages of processing. We selected
language areas that have previously been implicated in se-
mantic processing (Binder, Desai, Graves, & Conant, 2009;
Bookheimer, 2002; Geschwind, 1970; Patterson et al., 2007;
Vigneau et al., 2006), and that we consider to be separable
based on EEG/MEG source estimation, namely the ATL, the left
pSTL, as well as inferior frontal gyrus (IFG).2. Materials and methods
2.1. Participants
17 healthy native speakers of English entered the final anal-
ysis (10 females). Their mean age was 24 years (SD 5 years). All
of themwere right-handed according to a simplified version of
Oldfield's handedness inventory (Oldfield, 1971), they had
normal or corrected-to-normal vision and reported no history
of psychiatric or neurological disease, head trauma, substance
abuse or other serious medical conditions. Informed consent
was obtained from all subjects and they were paid for their
participation. This study was approved by the Cambridge
Psychology Research Ethics Committee. None of the partici-
pants was aware of the purpose of the study at the beginning
of the experiment.
2.2. Stimulus materials
The stimulus set included a) 40 arm-related words (e.g.,
“write”), b) 40 leg-related words (e.g., “kick”), as well as c) 80
abstract words (e.g., “hope”, for the semantic task) and d) 80
orthographically legal pseudowords (for the lexical decision
task) (see Appendix for list of stimuli). Stimulus sets were
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egories in previous sentence), word frequency (a,b,c), ortho-
graphic neighborhood size (Coltheart's N) (Coltheart,
Jonasson, Davelaar, & Besner, 1977) (a,b,c,d), bi-gram and tri-
gram frequency (a,b,c,d). Psycholinguistics parameters were
obtained from CELEX lexical database (Baayen, Davidson, &
Bates, 1993). The matching procedure was performed using
the software match (Van Casteren & Davis, 2007) and the
matching results are shown in Table 1. Note that only arm-
and leg-related words entered the relevant analyses. All
pseudowords were in accord with the phonological and
orthographic rules of British English. The same action-related
words were used for the four sessions of the experiment.2.3. Procedure and experimental design
The stimuli detailed above were used in a lexical decision task
(LD) and a semantic decision (SD) task. Participants sat in a
comfortable chair located in a dimly lit and sound-attenuated
magnetically shielded room. The experiment was imple-
mented with e-Prime 2.0 (Psychology Software Tools, Inc).
Stimuli were written in white lowercase Arial font with size 24
on a black background and presented on a screen placed at
1.5 m in front of the participant. The size of each stimulus did
not exceed a visual angle of 4. Each trial began whit a white
fixation cross (‘þ’) presented for a random duration between
900 and 1500 msec, followed by a red dot which remained on
the screen until the subject pressed the button. After a fixed
period of 500 msec after the button press, a letter string
appeared for 150 msec. Each trial ended with the presentation
of a red cross after 1 sec (Fig. 1).
In LD the participants were instructed to press the button
after the red dot presentation, keep it pressed, andwait for the
presentation of the letter string. They had to release the but-
ton as quickly as possible in response to a word, but wait for
the presentation of the red cross to release the button after a
pseudoword presentation. In SD they followed a similar pro-
cedure, but had to release the button as quickly as possible
after a concrete word (regardless of word type) and to wait for
the presentation of the red cross to release the button after an
abstract word.
In separate sessions, responses were given using the right
index finger or the right foot. The sequence of task and
response effector blockswas counterbalanced across subjects.
Initially, each participant practiced each task until they felt
comfortable with it.
Finger button presses were recorded using a conventional
MEG-compatible button box. The participants rested theirTable 1 e Stimulus properties.
Word
frequency n
Arm-related words 4.6 21.4
Leg-related words 4.6 21.8
Pseudowords 4.7 /
Abstract words 4.7 30.3
Psycholinguistic parameters for all stimulus categories. Frequencies arearms comfortably on a cushion, and pressed the correspond-
ing buttons with little effort. Keeping a button pressed
required sustained tension in the corresponding finger. Foot
button presses were recorded using a purpose-made foot
pedal, consisting of a button box inserted into the sole of a
sandal. Buttons could be pressed by a small comfortable
movement of the toes (the big toe executing the button press).
As with the finger button press, keeping the button pressed
required sustained tension in the toes.2.4. Data acquisition
Electroencephalographic (EEG) and magnetoencephalo-
graphic (MEG) data were simultaneously collected in the
magnetically and acoustically shielded room at the MRC
Cognition and Brain Sciences Unit in Cambridge, UK. The EEG
was recorded using 70 Ag/AgCl electrodes mounted on an
electrode cap (Easycap, Falk Minow Services, Herrsching-
Breitbrunn, Germany) placed according to the extended 10/
20 system. The nose electrode was used as recording refer-
ence, while the ground electrode was placed on the left
cheek. MEG signals were collected with a whole-head 306
channel Neuromag Vectorview system (Elekta AB, Stock-
holm) combining 204 planar gradiometers and 102 magne-
tometers. Data were sampled at 1000 Hz with a band-pass
filter .03e333 Hz (MEG) and .1e333 Hz (EEG). The EEG had a
gain of 5000 (1 mV maximum peak-to-peak signal to elec-
trode input). Eye-movements and blinks were monitored
using the electrooculogram (EOG) recorded bipolarly through
electrodes placed above and below the left eye (vertical) and
at the outer canthi (horizontal). The participants' head
shapes were digitally collected with a 3Space Isotrak II Sys-
tem (Fastrak Polhemus, Colchester, VA), along with the po-
sition of five Head Position Indicator (HPI) coils, three
anatomical landmark points (nasion, left and right preaur-
icular points) and additional randomly distributed points on
the head.
High-resolution structural T1-weighted magnetic reso-
nance imaging (MRI) images were acquired in a 3T Siemens
Tim Trio scanner at the MRC CBU, using a 3D MPRAGE
sequence (field-of-view 256 mm  240 mm  160 mm, matrix
dimensions 256  240  160, 1 mm isotropic resolution,
TR ¼ 2250 msec, TI ¼ 900 msec, TE ¼ 2.99 msec, flip angle 9).2.5. Data processing
We tested 24 native English speakers. One participant's data
were discarded because of an exceptionally high error rate; sixOrthographic
eighborhood size
Bi-gram
frequency
Tri-gram
frequency
6.5 1152.4 135.1
6.5 1039.2 163.3
6.3 1145.9 149.302
5.8 1265.1 191.8
reported as per million.
Fig. 1 e Trial structure for lexical decision (LD) and semantic decision (SD) tasks. Trials could be initiated by pressing a
button either by finger or by foot. The “release” instructions refer to the lexical decision (LD, word/pseudoword) or semantic
decision (SD, concrete/abstract) tasks, respectively. Target word categories in both tasks were arm-related (e.g., “stir”) and
leg-related (“kick”) words.
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frequency of ocular artifacts (mostly eye blinks following trial
initiation, and due to technical problems. Thus, data from 17
participants entered the final analysis.2.6. Behavioral data processing
Behavioral data were only informative for stimuli in the
“release” conditions, because in the “no” conditions responses
were given after a fixed interval. For each participant, aver-
ages for correct Reaction Times (RTs) were calculated for each
word category during LD and SD. For statistical analysis, we
performed an ANOVA as well as linear mixed-effects
modeling (LME) considering as within-subject factors task
(Lexical and Semantic Decision Task), response type (hand
motor response and foot motor response), andword type (arm-
related and leg-related words). Compared to traditional anal-
ysis of variance, LME is a more flexible (albeit more complex)
modeling approach, which allows the incorporation of sub-
jects and items as crossed random factors (Baayen, Davidson,
& Bates, 2008). In our LME model, we included intercepts as
well as slopes corresponding to the fixed effects as subject-
dependent random effects.1 LME analysis was performed in
the statistical software package R (Version 3.1.3), using the
functions lmer() from the package lme4 (Bates, Maechler,
Bolker, & Walker, 2014), and the function summary() from
package lmerTest (Kuznetsova, Brockhoff, & Christensen,
2014) to obtain beta estimates, t- and p-values.
Effect sizes were also calculated and reported as suggested
by Lakens (2013).
Performanceaccuracywasevaluatedusingnon-parametric
tests. Differences between tasks, response types and word types
were separately tested using Wilcoxon rank tests for related
samples; while, differences within each of these conditions
were assessed using Friedman's 2-way ANOVAs.
We defined as Congruency Condition (CC) the case of same
effector and word type (e.g., arm-word presentation after button
press by finger), and as No Congruency Condition (NCC) the case
of different effector and word type (e.g., foot-word presentation
after button press by finger).1 Using R notation: data ~ V1*V2 þ (1 þ V1 þ V2jsubjects)
þ (1jitems).2.7. EEG/MEG pre-processing
The temporal extension of signal-space separation (tSSS)
method was applied during the pre-processing stage of anal-
ysis using Elekta Neuromag MaxFilter software, together with
the detection of statically bad channels and head movement
compensation (Taulu & Simola, 2006). EEG and MEG data were
band-pass filtered off-line at 1e30 Hz. The continuously
recorded neurophysiological data were divided into epochs of
1700 msec length, starting 700 msec before word presentation
(i.e., 200 msec before the red dot presentation that indicated
the beginning of a trial). Baseline correction was applied by
subtracting the average response of the 100 msec prior to the
red dot presentation (700 to 600 from the onset of the word
presentation) from all data points throughout the epoch.
Epochs were rejected when, within 100 to 500 msec of word
presentation, maximumeminimum amplitudes exceeded the
following thresholds for any channel: 120 mV for EEG, 150 mV
for the EOG, 3000 fT for magnetometers, 1000 fT/cm for gra-
diometers. Trials containing behavioral errors were also
excluded from subsequent analysis.2.8. Data analysis and statistics
We hypothesized that pre-activation of the motor system af-
fects activation in classical language areas and motor regions
already at early stages of language processing. In order to
exactly define this latency range of interest, the time course of
the data was determined by means of the root-mean-square
(RMS) of the signal-to-noise ratio (SNR) across all magne-
tometers, gradiometers and electrodes for all action-words in
both tasks (see Fig. 2). The SNR was computed as the signal at
a particular channel and at a particular latency divided by the
standard deviation of the baseline interval of this channel (as,
e.g., in Hauk et al., 2012). The computation of SNR prior to RMS
makes the values for all channels unitless (original measure-
ments are in T, T/m and V, respectively), and allows the
computation of a combined measure for display.2.9. Source estimation
For each participant, the brain's cortical surface was recon-
structed from structural MRI images processed using auto-
mated segmentation algorithms of the FreeSurfer software
Fig. 2 e Time course of the EEG/MEG signals in sensor and source space. Source estimates for the average across all
conditions at latencies derived for peaks in the time courses below. Activation is displayed on the right (top) and left
(bottom) hemispheres of the inflated average cortical surface. Color scale is in nA. The time courses at the bottom represent
root-mean-square (RMS) of signal-to-noise ratios (SNR) for all EEG and MEG sensors across time.
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tional data analysis was accomplished using MNE software
(Version 2.6; http://www.nmr.mgh.harvard.edu). The cortical
surface was down-sampled to about 10,000 vertices, with an
average distance between vertices of 5 mm. EEG and MEG
sensor configurations and MRI images were coregistered
based on the matching of scalp surface reconstructed from
the MRI images, and about 50e100 digitized locations on the
scalp surface prior to the recording session. Forward solutions
for combined EEG and MEG data were computed using a
boundary element model (BEM) based on a three-layer seg-
mentation of the MRI image (inner skull, outer skull and skin
surfaces, 5120 triangles), created using awatershed algorithm.
The noise covariance matrices for each data set were calcu-
lated for baseline intervals of 200 msec before the beginning a
trial. For regularization, the default method in MNE was used,
i.e., a SNR value of 3 was specified.
Source estimates were computed for each subject and each
of the conditions using unweightedminimumnormestimates
(MNEs; Hamalainen & Ilmoniemi, 1994; Hauk, 2004). Sources
were restricted to the cortical surface of each individual
applying a loose orientation constraint (parameter value .2).
This means that the source component perpendicular to thesurface contributes most to the estimate, while still allowing
some variation in the tangential component. The individual
source estimates were morphed to the group-average brain
using Free-Surfer. These grand-averages are displayed on the
inflated average cortical surface of all participants/taken from
the Montreal Neurological Institute (MNI) standard brain.
2.10. ROI analysis in source space
We performed a region-of-interest analysis for five regions,
selected to cover brain areas inmotor cortex (Hauk et al., 2004)
as well as in areas related to semantic word processing in left
perisylvian cortex (Binder et al., 2009; Bookheimer, 2002;
Geschwind, 1970; Patterson et al., 2007; Vigneau et al., 2006).
The spatial resolution of EEG/MEG data, in the absence of
specific modeling constraints, is limited (e.g., Hauk,
Wakeman, & Henson, 2011). We therefore chose regions that
we considered to be separable based on our combined EEG/
MEG data.
For our language ROIs, we did not have localizer re-
cordings, and the use of fMRI coordinates from the literature is
not straightforward due to the limited spatial resolution and
potentially systematic mislocalization of sources in EEG/MEG.
Fig. 3 eWhole-brain activation for movement types and
action-words. Source estimates at peak latencies for the
finger (A) and foot (B) button presses that initiated each
trial, as well as for all word stimuli 150 msec after stimulus
onset (C). The ellipses indicate activation peaks used to
define regions-of-interest in language comprehension
areas for statistical analysis.
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Surfer software, and defined ROIs around peaks of activation
for the average across all stimulus conditions within those
labels. The contrasts of interest used for statistical analysis
are orthogonal to the average across conditions, and the
numbers of trials within each condition are similar. Our se-
lection of ROIs is therefore not biased towards a particular
effect (Kriegeskorte, Simmons, Bellgowan, & Baker, 2009).
This resulted in regions “ATL”, “pSTL” and “IFG”. We
consider it likely that these regions capture activity from
different parts of the brain, but it is possible that effectswithin
each ROI also reflect “leakage” of activity from areas in their
vicinity. The labeling of these ROIs should therefore not beoverinterpreted. Importantly, our language ROIs are clearly
separated from our motor ROIs. Our ROI selection is therefore
well-suited to address our main objective, i.e., to determine to
what degree pre-activation of motor areas affects language
areas during word processing. The locations of our ROIs are
indicated in Fig. 3.
The hand and foot motor ROIs were individually defined for
each participant, using the source estimation results from the
motor-evoked signals in the button press conditions on the
group-average inflated cortex. The peak latency was deter-
mined from RMS-of-SNR curves, and ROIs were chosen around
activation peaks around the vertex position (for foot) and in left
central sulcus (for hand). Source estimates were visualized
using the mne_analyze function in the MNE software, and the
border of theROIsweredrawnapproximately following the line
of half peak amplitude for the corresponding activation peak.
Given the sensitivity of MEG to focal, tangential and superficial
source in motor cortex, we used MEG signals alone for the
source estimation of themotor ROIs (Ahlfors, Han, Belliveau,&
H€am€al€ainen, 2010). By contrast, for the more distributed acti-
vation patterns in perisylvian language ROIs, we used a com-
bination of EEG andMEG signals for source estimation. EEG has
been shown to be particularly beneficial for the detection of
distributed sources (Goldenholz et al., 2009).
For the statistical analysis, mean current amplitudes were
extracted for each Motor and each language ROI, respectively,
within the time windows of interest identified by the sensor
analysis (Fig. 3A, B and C). We tested our hypotheses of con-
gruencymotor effects separately for Motor ROIs and Language
ROIs for each time interval of interest by means of 3-way
repeated measures ANOVAs and LME with factors ROI,
response type (hand motor response and foot motor response),
and word type (arm-related and leg-related words). Our LME
models contained by-subject random intercepts and slopes
corresponding to the fixed effects. For significant interactions,
we tested our directed hypothesis with respect to a congru-
ency effects (i.e., lower amplitudes for congruent compared to
incongruent response and word type pairings) using one-
tailed paired t-tests as planned comparisons.3. Results
3.1. Behavioral results
Response times were submitted to a repeated-measure
ANOVA (“ANO”) and linear mixed-effects modelling
(“LME”) with factors task, response type and word type (Table 2).
Participants responded more quickly in the LD than in the SD
task (LD ¼ 673 ± 99 msec; SD ¼ 732 ± 101 msec), as shown by a
significant main effect of the factor task [ANO: F(1,16) ¼ 19.38,
p < .001; LME: beta ¼ 74.9, t ¼ 4.66, p < .001]. In addition, we
found a response type main effect [ANO: F(1,16) ¼ 8.87, p < .01;
LME: beta¼40.7, t¼3.29, p < .01] with faster hand than foot
responses (hand response: 685msec ± 95msec; foot response:
720msec ± 110msec).We did not find an interaction involving
both factors word type and response type, i.e., there was no
congruency effect in our behavioral data. The pattern of re-
sults did not change qualitatively when testing z-scores, me-
dian responses times, removing outliers (more than two
Table 2 e Mean Reaction Times in LD and SD (in msec).
Task Lexical
decision task
Semantic
decision task
Response type Hand Foot Hand Foot
Arm-related words 655 694 713 757
Leg-related words 656 685 708 744
c o r t e x 7 4 ( 2 0 1 6 ) 2 6 2e2 7 6 269standard deviations off the mean), or adding participants
excluded from MEG analysis.2
Differences in performance accuracy were separately
tested using Wilcoxon rank tests for related samples. Statis-
tically significant differences were present for task [W ¼ 118.5,
p < .05] and response type [W ¼ 100.5, p < .05]. Participants were
slightly more accurate during LD (95.5% correct, SD 5.6%) than
SD (92.2%, SD 4.1%). Performance was also more accurate
during hand (94.5%, SD 4.3%) than foot (93.1%, SD 5.2%) re-
sponses. No difference within each task was statistically
significant.
3.2. Functional data results
Artifact rejection led to the exclusion of 17.2% of trials on
average. These exclusions can be broken down as 15.9% of
trials in the LD and 18.5% in the SD task, 15.7% of the hand
responses and 18.7% of the foot responses, and 16.8% of the
arm-related words and 17.6% of the leg-related words. There
were no statistically significant differences between the
number of trials excluded for each condition (all F values < 1).
Fig. 2 shows the RMS of SNR curves calculated across all 102
magnetometer, 204 gradiometer and 70 EEG channels for all
action-related words in all conditions, illustrating the time
course of the overall signal strength of the ERP/Fs. During the
first 500msec peaks occurred at 108msec, 156msec, 276msec
and 342 msec after the stimulus onset. Similar to previous
studies, in order to capture early short-lived effectswe defined
short non-overlapping time windows of 20 msec duration
around those peaks (Hauk et al., 2012; Hauk & Pulvermu¨ller,
2004; Sereno & Rayner, 2003). Although there is no
consensus on the exact time course of visual word recogni-
tion, two recent studies converged on the view that semantic
information retrieval can begin around 160 msec after stim-
ulus onset (Amsel et al., 2013; Hauk et al., 2012). Differences
between action-word types have been shown around
150 msec (Moseley et al., 2013) and 200 msec (Hauk &
Pulvermu¨ller, 2004; Klepp et al., 2014). Brain differences be-
tween visual object categories have been observed at 150msec
(Fabre-Thorpe, Delorme, Marlot, & Thorpe, 2001) or even
earlier (Boutonnet & Lupyan, 2015). We therefore focused on
our peak around 150 msec and later latencies.
We tested whether motor responses along with their
associated activity in cortical motor systems affect language
processing of action-related words in both motor and non-
motor areas at early processing stages, and whether any
such effect is specific to semantic word type. A recent study
reported similar time courses for lexical and semantic deci-
sion tasks (Hauk et al., 2012), and we did not find an2 These analyses were suggested by an anonymous reviewer.interaction with the factor task in our behavioral data. For this
reason, we did not include a factor Task in the present sta-
tistical analysis of our EEG/MEG data.
In the following, we will refer to effects that involve an
interaction between the factors response type andword type as
“congruency effects”. Note that main effects of the factor ROI
are meaningless due to differences in sensitivity, e.g., with
respect to source depth, anatomy or sensor coverage. Error
bars in bar graphs indicate standard errors of the mean after
between-subject variability has been removed, as appro-
priate for repeated-measures comparisons (Loftus &Masson,
1994).
3.3. Perisylvian language ROIs
Non-motor perisylvian language areas were studied using an
ANOVA (“ANO”) and linear mixed-effects modelling
(“LME”) performed on source estimates including the factors
Language ROIs (IFG, pSTG and ATL), response type (Hand and
Foot) and word type (arm- and leg-related). The ROIs were
defined based on MNE source estimates for all conditions
averaged together, i.e., independently from the comparisons
in the following ANOVAs (Fig. 3C).
3.3.1. 150 msec
There were no main effects for the factors response type and
word type (F < 1); while therewas amain effect of Language ROIs
[ANO: F(2,32)¼ 3.77, p< .05, hp2¼ .19, hG2¼ .09; LME: beta¼ 7.7,
t ¼ 2.66, p < .05]. Most importantly, we found a differential
congruency effect across ROIs, as shown by a statistically sig-
nificant Language ROI(3) X response type(2) X word type(2) inter-
action [ANO: F(2,32) ¼ 4.52, p < .05, hp2 ¼ .15, hG2 ¼ .01; LME:
beta¼6.1, t¼1.73, p¼ .086]. More detailed analyses on each
level of the Language ROIs factor revealed that only pSTG
showed a significant congruency effect, i.e., an interaction of
response type(2) X word type(2) [ANO: F(1,16) ¼ 5.77, p < .05,
hp2 ¼ .36, hG2 ¼ .02; LME: beta ¼ 6.3, t ¼ 2.87, p < .01].
Planned comparisons confirmed a cross-over interaction in
pSTG, such that during the foot response activity was weaker
for leg-related (9.5 nA) than arm-related words (13.6 nA)
[t(16) ¼ 2.07, p ¼ .03, d ¼ .46], while during the hand response
we observed the reverse [t(16) ¼ 2.03, p ¼ .03, d ¼ .45], with
lower signal amplitude for arm-related words (10.7 nA)
compared to leg-related words (12.9 nA) (Fig. 4B). Fig. 4A dis-
plays the time course of the cortical activation in pSTG. IFG and
ATL did not show any significant main effects or interactions.
3.3.2. 276 msec
The repeated-measures ANOVA performed on source esti-
mates around 276 msec showed a main effect of the Language
ROIs factor [ANO: F(2,32) ¼ 15.87, p < .001, hp2 ¼ .56, hG2 ¼ .19;
LME: beta ¼ 11.7, t ¼ 4.23, p < .001]. No other main effects or
interactions were significant (all F < 1). The analyses per-
formed on each Language ROIs separately showed no further
statistically significant effect.
3.3.3. 350 msec
Our analysis of the time window around 350 msec showed
only a main effect of the factor ROIs [ANO: F(2,32) ¼ 6.43,
p < .01, hp2¼ .33, hG2¼ .13; LME: beta¼ 10.2, t¼ 3.5, p < .01], no
Fig. 4 e Time-course of cortical activation in the source space ROI analyses. The ellipses indicate ROIs that showed
significant congruency effects for effector type (finger and foot) and word category (arm- and leg-related). A and C present
the time course of activation during the four experimental conditions [hand response (HR) to arm-related words (AW), HR to
leg-related words (LW), Foot Response (FR) to AW and FR to LW] in pSTG and Hand area, respectively. The zero latency
marks the onset of the written word. The bar graphs B and D show the mean activation values in the corresponding ROIs in
the time interval around 150 msec. Error bars indicate standard errors of the mean after individual subject variance has
been removed. Asterisks indicate a significance level of p < .05.
c o r t e x 7 4 ( 2 0 1 6 ) 2 6 2e2 7 6270other main effects or interactions reached statistical signifi-
cance (all F < 1). Further analyses on each level of the Lan-
guage ROIs factor failed to reveal any statistically significant
effect.3.4. Congruency effects in motor ROIs
Previous studies have reported differential effects of action-
word processing on early brain activity in motor regions
c o r t e x 7 4 ( 2 0 1 6 ) 2 6 2e2 7 6 271(Hauk et al., 2004; Moseley et al., 2013). We therefore analyzed
our Motor ROIs for congruency effects during the same time
intervals as above. However, the pre-activation of motor cor-
tex by an actual movement is expected to induce strong sus-
tained activation in motor cortex, which in this type of
analysis may mask subtle differential modulations by action-
word types.
We tested the hypothesis of an early congruency effect in
motor areas by applying a repeated-measure ANOVA on
source estimates in two Motor ROIs (hand and foot). These
Motor ROIs were defined based on MNE localizations from the
hand and foot button press conditions, respectively (Fig. 3A
and B).
3.4.1. 150 msec
We obtained a significant congruency effect, reflected in a
three-way interaction Motor ROIs(2) X response type(2) X word
type(2) [ANO: F(1,16) ¼ 8.57, p < .01, hp2 ¼ .35, hG2 ¼ .02; LME:
beta ¼ 6.6, t ¼ 2.01, p < .05]. We also obtained a significant
interaction Motor ROI(2) X response type(2) [ANO: F(1,16) ¼ 4.23,
p¼ .06, hp2¼ .21, hG2¼ .01; LME: beta¼6.3, t¼2.79, p < .01].
No other main effects or interactions reached significance (all
F < 1).
In order to analyze the three-way interaction in more
detail, we performed further ANOVAs on each motor ROI,
including the factors response type and word type. We found a
significant congruency effect in the Hand ROI, manifest as a
significant interaction between word type and response type
[ANO: F(1,16) ¼ 5.04, p < .05, hp2 ¼ .31, hG2 ¼ .03; LME:
beta ¼ 4.5, t ¼ 2.24, p < .05], whereby the congruent con-
ditions produced lowermotor activation than the incongruent
condition. Lower signal amplitude was observed for hand re-
sponses during arm-related (8.3 nA) compared to foot related
word (10.1 nA) processing as well as for foot responses during
leg-related (8 nA) compare to arm-related word (10.6 nA)
processing, although the planned comparisons were not sig-
nificant. We found a trend that Foot Presses were followed by
more activation to arm-words than to leg-words (t ¼ 1.41,
p ¼ .09, d ¼ .33). Other planned comparisons did not reach
significance. Fig. 4C and D illustrates this interaction in the
Hand ROI.
No significant main effects or interactions were found in
the Foot ROI (F > 1). Note that foot motor areas are located in
themedial portion of the central sulcus; therefore, signal from
this region may be reduced because of the greater distance
from the sensors (H€am€al€ainen, Hari, Ilmoniemi, Knuutila, &
Lounasmaa, 1993; Hillebrand & Barnes, 2002). This may have
led to lower statistical sensitivity in the Foot ROI. This inter-
pretation is supported by our Fig. 3, which shows lower am-
plitudes in this region compared to Hand ROI.
3.4.2. 276 msec
We found a marginally significant interaction response type (2)
Xword type (2) [F(1,16) ¼ 4.04, p ¼ .06, hp2 ¼ .20, hG2 ¼ .02; LME:
beta ¼ 2.2, t ¼ 1.06, p ¼ .29]. We found a general higher
amplitude during the hand responses to leg-related words
(incongruent condition) (10 nA) compared to the other condi-
tion (hand response to arm-related words: 8 nA; foot response
to leg-related words: 7.5 nA; foot response to arm-related
words: 8 nA), but planned comparisons were not significant.3.4.3. 350 msec
We did not find any statistically significant effects during this
time interval.4. Discussion
We used a novel movement priming paradigm to determine
the degree to which semantic word processing is linked to
sensorimotor systems. We investigated effects of pre-
activation of specific movement-related brain areas on lan-
guage processing, both in spatio-temporal brain dynamics
and behavioral responses. We found that pre-activation of
brain areas related to finger and foot movements led to
decreased activation in motor cortex as well as pSTL during
subsequent arm- and leg-word processing, respectively. This
congruency effect between effector and word type already
occurred around 150 msec, arguably the earliest stage of se-
mantic information retrieval (Amsel et al., 2013; Hauk et al.,
2012; Moseley et al., 2013; Pulvermu¨ller et al., 2009). Howev-
er, we did neither detect such a congruency effect in ATL and
inferior frontal cortex, nor in our behavioral data. While our
results provide support for a functional link frommotor cortex
to core language areas at the neuronal level, the behavioral
relevance of this link is still not clear.
Some authors have suggested previously that re-
quirements for embodiment of semantics in sensorimotor
systems are that effects are elicited in an implicit task, and
activate specific perceptual or motor regions at early latencies
(Hauk et al., 2008; Kiefer et al., 2008). Our results fulfill these
requirements for the case of action semantics, in so far as 1)
participants did not have to explicitly focus their attention on
action-related aspects of the stimuli; 2) effects were predicted
for specific motor and non-motor brain areas; 3) effects
occurred at early latencies, around 150 msec. It is still an open
questionwhether these criteria are sufficient for embodiment,
which will be discussed in more detail below.
The use of a movement priming paradigm enabled us to
activate neuron populations specific to movement execution
with a particular effector. This is an important advantagewith
respect to TMS, which may stimulate more than just the tar-
geted area, and within this area more than just the targeted
neuron population. Both methodologies are susceptible to
leakage among connected brain areas. However, differential
effects and double dissociations such as the congruency effect
in our study provide novel evidence for effector-specific
involvement of motor areas in language processing. Our re-
sults showed specific effects of motor effectors on activity in
non-motor language area pSTL. When a button was being
pressed using the finger prior to the presentation of an arm-
word such as “stir”, brain activity in hand motor cortex and
in pSTL was reduced compared to incongruent conditions (for
example in response to the word “jump”). The latency of
150 msec is consistent with the earliest stages of semantic
information retrieval (Amsel et al., 2013; Hauk et al., 2012;
Pulvermu¨ller et al., 2009).
We demonstrated motor-priming effects as activity
reduction in motor and language areas to action words in
congruent action contexts. This suggests facilitation of action-
word processing in the congruent conditions. However, we
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behavior. Most previous neuroimaging studies were not
designed to reveal behavioral effects for different action-word
types, which requires some sort of context or task manipu-
lation, and their results cannot be compared to ours. Several
behavioral studies have reported an interference between
semantic sensorimotor features of linguistic stimuli and
response execution (e.g., Boulenger et al., 2006; Glenberg &
Kaschak, 2002; Liepelt et al., 2012; Meteyard et al., 2008). The
strongest evidence for a causal role of sensorimotor systems
in semantic processing would be a specific break-down or
facilitation of semantic processing after specific impairment
or stimulation of sensorimotor systems. In a single-pulse TMS
study, facilitation e not impairment e of hand- and foot-word
processing after hand and foot motor cortex stimulation was
reported (Pulvermu¨ller, Hauk, Nikulin,& Ilmoniemi, 2005), but
Tomasino et al. (2008) did not find a comparable effect. Ac-
cording to Binder and Desai (2011), the evidence from lesion
studies suggests that “conceptual deficits in patients with
sensory-motor impairments, when present, tend to be subtle
rather than catastrophic”.
Our results would undoubtedly have been stronger if a
congruency effect had been obtained in behavior as well.
There may be methodological reasons for the absence of
behavioral effects. Our participants had to release (rather than
press) a button in response to our word stimuli, after it had
been pressed continuously for more than 500 msec. It is as yet
unclear how small additional activation during word pro-
cessing may affect this type of response. Furthermore, our
button presses required very specific finger and foot move-
ments, which may only partly have overlapped with the ac-
tions denoted by our word stimuli (see Appendix). The
corresponding priming effects may therefore have been too
weak to be detected. While the neuronal specificity of the pre-
activation is one of the advantages of our movement priming
paradigm, it also poses novel challenges on stimulus selection
and experimental design, which should be addressed in future
studies.
We would like to note that we did not find reliable con-
gruency effects after 150 msec either. It may be the case that
our subtle effects are indeed specific to early latency ranges,
but word recognition “catches up” at later latencies. This may
be related to the absence of behavioral priming effects in our
study. A similar point has recently been made with respect to
task effects in visual word recognition, which appeared at
early but not later latencies (Chen, Davis, Pulvermu¨ller, &
Hauk, 2015). A more detailed analysis of the time course of
movement priming effects and its relevance for behavior
must be left for future studies. In the present study, we made
the first attempt to link early brain responses with behavior in
a movement priming paradigm. We could confirm and com-
plement previous findings on the time course of semantic
processing, but failed to find a clear link between brain re-
sponses and behavior. We consider it as essential that future
research investigates the link between behavioral and brain
responses in more detail. Our movement priming paradigm
will be a valuable tool in this endeavor.
The core finding of the present study is the specific activity
reduction for the congruent conditions in pSTL. The spatial
resolution even of combined EEG and MEG source estimates isinherently limited, which restricts the interpretation of our
resultswith respect to precise anatomical areas comparable to
fMRI analysis (Goldenholz et al., 2009; Hauk et al., 2011;
Molins, Stufflebeam, Brown, & Hamalainen, 2008). Brain
areas around pSTL have consistently been linked to language
comprehension, in neuropsychological as well as neuro-
imaging studies (“Wernicke's area”, e.g., Binder et al., 2009;
Geschwind, 1970; Price, 2000). An involvement of this region
in language processing has also been demonstrated using
priming paradigms (Helenius, Salmelin, Service, & Connolly,
1998; Nobre, Allison, & McCarthy, 1994; Simos, Basile, &
Papanicolaou, 1997). The typical brain activity reduction
following the presentation of a word primed by a semantically
related word has been reported in superior temporal lobe both
during semantic and phonological priming tasks (Kujala,
Vartiainen, Laaksonen, & Salmelin, 2012; Vartiainen,
Parviainen, & Salmelin, 2009). This ROI was therefore likely
to show a semantic congruency effect between effector type
and word category in language comprehension, as confirmed
by our results.
We did not find effects in ATL and IFG. Note that we used
combined EEG andMEGmeasurements, whichmaximized the
sensitivity of our measurements (Goldenholz et al., 2009;
Molins et al., 2008). Inferior frontal areas have been impli-
cated in semantic processing by some authors (Bookheimer,
2002; Poldrack et al., 1999). Nonetheless, these areas are
more frequently associated with phonological and syntactic
processing as well as response selection (Binder&Desai, 2011;
Grodzinsky & Friederici, 2006; Jobard, Crivello, & Tzourio-
Mazoyer, 2003; Marslen-Wilson & Tyler, 2007; Thompson-
Schill, 2003). Furthermore, our Fig. 3 shows that IFG pro-
duced the least amount of overall activation among the peri-
sylvian ROIs in the present experiment. The null effect in this
ROI is therefore not surprising.
We would still have expected a congruency effect in ATL,
as this area has been labeled as a “semantic hub” in the hub-
and-spoke model of Patterson and Rogers based on neuro-
psychological and neuroimaging findings (Patterson et al.,
2007; Pulvermu¨ller et al., 2010; Rogers et al., 2006). fMRI
studies have reported semantic priming in ATL (Gold et al.,
2006), and masked semantic priming has been reported in a
recent MEG study, although in the N400 latency range (Lau,
Gramfort, H€am€al€ainen, & Kuperberg, 2013). Our null result
cannot be taken as evidence against ATL's possible role as a
semantic hub, as it may reflect a lack of statistical sensitivity,
e.g., due to incomplete sensor coverage.
In conclusion, this experiment added new evidence to the
growing literature that the motor system contributes to se-
mantic processes in the human brain. We confirmed that
action-related stimuli activate motor cortex early on in pro-
cessing. Importantly, this early effect depended on the con-
gruency between the effector used for pre-activation of motor
areas and the meaning of subsequently presented action-
words. In contrast to many previous neuroimaging studies,
our movement priming paradigm allowed testing for a direc-
tional link from motor to language systems. However, we did
not find a congruency effect on behavioral responses, raising
questions about the behavioral relevance of our and previous
neuroimaging results. We hope that our movement priming
paradigm, in combination with the high temporal resolution
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measurements, will prove useful to further clarify the link
between brain and behavior for semantics as well as in other
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