Understanding the complex mutation patterns that give rise to drug resistant viral strains provides a foundation for developing more effective treatment strategies for HIV/AIDS. Multiple sequence alignments of drug-experienced HIV-1 protease sequences contain networks of many pair correlations which can be used to build a (Potts) Hamiltonian model of these mutation patterns. Using this Hamiltonian model we translate HIV protease sequence covariation data into quantitative predictions for the probability of observing specific mutation patterns which are in agreement with the observed sequence statistics. We find that the statistical energies of the Potts model are correlated with the fitness of individual proteins containing therapy-associated mutations as estimated by in vitro measurements of protein stability and viral infectivity. We show that the penalty for acquiring primary resistance mutations depends on the epistatic interactions with the sequence background. Primary mutations which lead to drug resistance can become highly advantageous (or entrenched) by the complex mutation patterns which arise in response to drug therapy despite being destabilizing in the wildtype background. Anticipating epistatic effects is important for the design of future protease inhibitor therapies.
I. INTRODUCTION
change in thermal stability, where E and E ref are the statistical energies of the mutated 150 and reference sequences corresponding to each pair of stability measurements. We observe a 151 strong correlation between Potts ∆E and the change in stability as reflected by the change in 152 melting temperature (R = −0.85, p = 0.0003). In contrast, the change in stability computed 153 using the independent model shows no correlation ( Figure S3A ). 154 We have extracted results for viral replicative capacity in which 29 single Protease mu-155 tants were studied by Henderson et al. (Henderson et al. 2012) and an additional small set 156 of more complex sequence variants (van Maarseveen et al. 2006 ) that were tested relative et al. 2002) . V82 and I84 are positions inside the substrate cleft and major resistance muta-191 tions V82A and I84V have been shown to directly affect binding of inhibitors (Chellappan 192 et al. 2007 , King et al. 2002 , Lefebvre and Schiffer 2008 . L90 is a residue located outside 193 of the substrate cleft and flap sites. Mutations at position 90, specifically L90M, have been 194 shown to allow shifting of the aspartic acids of the active site catalytic triad (D25) on both 195 chains, subsequently allowing for larger conformational changes at the dimer interface and 196 active site cleft that reduce inhibitor binding (Kovalevsky et al. 2006 , Mahalingam et al. 197 2004 , Ode et al. 2006 ).
198
Given a sequence containing one of the 3 mutants V82A, I84V, and L90M, we can deter-199 mine the context-dependence of that mutation in its background by calculating the change 200 in statistical energy associated with reversion of that mutation back to wildtype. This cor-201 responds to computing ∆E = E obs − E rev where E obs is the Potts energy of an observed 202 sequence with one of these primary mutations and E rev is the Potts energy of that sequence 203 with the primary mutation reverted to its consensus amino acid type. Due to the pair-204 wise nature of the Potts Hamiltonian, this computation reveals a measure of epistasis for a 205 sequence σ containing mutant X → Y at position k
where the pair terms J ik are the couplings between the mutation site and all other positions 207 in the background. When this measure is positive, the background imparts a fitness penalty 208 for the reversion of the primary resistance mutation to the wildtype and when negative, the 209 sequence regains fitness with reversion to wildtype. Using this measure, we computed ∆E 210 for every sequence in our HIVDB MSA containing V82A, I84V, L90M and have arranged the 211 energies versus sequence hamming distance from the consensus including only PI-associated 212 sites, shown in Figure 4 . As more mutations accumulate in the background, the preference 213 for each primary resistance mutation to revert to wildtype is lost and the primary muta-214 tion becomes preferred over the wildtype on average when enough background mutations 215 have accumulated. These crossover points are 6, 9, and 7 mutations for V82A, I84V, and 216 L90M, respectively. When a sufficient number of mutations have accumulated, the primary 217 resistance mutation becomes entrenched, meaning a reversion to wildtype at that position 218 is destabilizing in most sequences; the primary mutation becomes more entrenched as more 219 background mutations are acquired. The effect is largest for L90M; for sequences contain-220 ing > 7 PI-associated mutations, on average the L90M primary mutation is ≈100 times 221 more likely than the wildtype leucine at position 90. In contrast, this primary mutation is 222 ≈80 times less likely than the wildtype residue in the subtype B consensus sequence back-223 ground. In other words, there is an ≈8, 000 fold difference in the probability of observing 224 the mutation L90M depending on the background sequence. The trend shared for V82A,
225
I84V, and L90M is representative of the larger class of primary mutations; mutations V32I,
226
M46L, I47V, G48V, I50V, I54V, L76V, and others become less destabilizing as the number 227 of background mutations increases (see Figure S5 ).
228
Why are primary resistance mutations much more likely in some backgrounds and not 229 others? Are these effects caused by a small set of epistatic interactions with the primary 230 resistance mutation or the collective effect of many small epistatic interactions?
231
To answer these questions, we compared the sequence backgrounds which most entrench 232 primary mutations from those sequences which most prefer wildtype instead of the primary 233 mutation. Using as an example a fixed hamming distance of 10 from the subtype B consensus as "most entrenched" (ME) and "least entrenched" (LE) sequences, respectively.
239
One might expect that the accumulation of accessory mutations in a sequence will lead to 240 the entrenchment of a primary mutation and, under this assumption, the most entrenched 241 sequences should contain more accessory mutations than the least entrenched sequences.
242
We observe more accessory mutations in the most entrenched sequences on average, but 243 the difference is not significant and a large number of accessory mutations accumulate in 244 the least entrenching sequences for V82A, I84V, and L90M as shown in Figure 5 . In other 245 words, simply counting accessory mutations in a sequence is unlikely to predict whether that 246 sequence will entrench a primary mutation.
247
Previous research has identified significant correlations between various primary and ac-248 cessory mutations and the primary resistance mutations under study here (Flynn et al. 2015, 249 Rhee et al. 2007 , Wu et al. 2003 . We find that the presence of these accessory mutations 250 alone cannot account for the separation of the most entrenched sequences from the least 251 entrenched sequences. The most striking example is the double mutant G73S-L90M. G73S 252 is present in 75% of the ME sequences and never present in the LE sequences; however, 253 reversion of G73S in the sequences with the double mutation only results in a shift of ∆E 254 equivalent to 15% of the difference between the mean ∆Es in the ME and LE sequences.
255
This suggests that while G73S certainly helps to entrench L90M, it is not required for the seen in the plots of hamming distance in Figure S6 ). computed and assigned to each sequence. With these weights, estimates of the bivariate 386 marginal probabilities were computed from the MSA of N sequences:
where σ k i is the residue identity at position i of the kth sequence σ k , 0 < w k ≤ 1 is the 388 weight of sequence k, and delta δ(α, β) equals one if α = β and is otherwise zero.
389
Otherwise, all sequences are assumed independent; no reweighting was done to account 
where we take µ ≈ 1/N . 
442
The model distribution we choose is the maximum entropy distribution, e.g. the distribution 443 which maximizes
and has been derived by (Barton et al. 2016a , Ferguson et al. 2013 , Mézard and Mora 2009 , Morcos et al. 2011 , Weigt et al. 2009 ) and others satisfying the following constraints:
i.e. such that the empirical univariate and bivariate marginal probability distributions are preserved. Through a derivation using Lagrange multipliers not presented here (but can be found in (Ferguson et al. 2013, Mora and Bialek 2011)) , the maximum entropy model takes the form of a Boltzmann distribution
where the quantity E( σ) is the Potts Hamiltonian, which determines the statistical energy tions and by the need for the simulation to equilibrate. Also, the method is computationally 
with a similar relation for ∆P i (σ i ). The challenge is to compute the Jacobian
∂J kl (σ k ,σ l ) and 490 invert the linear system in Equation 11, and solve for the changes ∆J ij and ∆h i given ∆P ij 491 which we choose as
given a damping parameter γ chosen small enough for the linear (and other) approximations 493 to hold.
494
The computational cost of fitting 93 2 ×(4 − 1) 2 +93×(4−1) = 38, 781 model parameters while the other two components explain variation within the two groups of sequences.
Shown in the inset are the distributions of hamming distances between (gray) and within the most entrenching (red) and least entrenching (blue) sequences. 
