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1. Introduction
It is well-known that if A is an m × m matrix and B is a p × p matrix such that σ(A) ∩ σ(B) = ∅,
then the equation
AX − XB = C (1.1)
has a unique solution X for every m × p matrix C (see, e.g. [2,3]). This theorem was ﬁrst proven
by Sylvester in [13], hence it is called Sylvester’s Theorem in the sequel, and the operator equation
(1.1) is called Sylvester’s equation. Generalizations of Sylvester’s Theorem to bounded operators, as
well as to some classes of unbounded operators, are due to Krein (see e.g. [5]), Rosenblum [12], and
other authors. In particular, Rosenblum has found the following integral formula for the solution: if
σ(A) ∩ σ(B) = ∅ and  is a rectiﬁable contour which surrounds σ(A) and is separated from σ(B),
then the unique solution X of Eq. (1.1) is given by
X = 1
2π i
∫

(λI − A)−1C(λI − B)−1dλ. (1.2)
For a review of the related topics (for matrices and bounded linear operators), we refer the reader to
the survey by Bhatia and Rosenthal [4] (see also [1,14]).
It is also well known that if K is a bounded linear operator whose spectrum is the disjoint union of
two compact subsets 1 and 2, then there is a projection operator (idempotent matrix) E such that
σ(K|ran(E)) = 1, σ(K|ran(I − E)) = 2. Namely,
E = 1
2π i
∫

(λI − K)−1dλ,
where  is a rectiﬁable contour which surrounds 1 and is separated from 2. Observe that if we
apply this fact to the operator
K =
[
A C
0 B
]
,
where σ(A) ∩ σ(B) = ∅ (by letting 1 = σ(A),2 = σ(B)), then the projection E must have the
form
E =
[
I X
0 0
]
,
and X is the solution of Eq. (1.1). In fact, since KE = EK and
KE =
[
A C
0 B
] [
I X
0 0
]
=
[
A AX
0 0
]
,
EK =
[
I X
0 0
] [
A C
0 B
]
=
[
A C + XB
0 0
]
,
it follows thatAX = C + XB, orAX − XB = C. Thus, solvingEq. (1.1) is reduced toﬁndingan idempotent
matrix E which separates the spectrum of the operator K: the solution can be read off from the block
upper triangular form of the matrix E.
In this paper, we investigate simultaneous solutions of k Sylvester equations
AiX − XBi = Ci, i = 1, 2, . . . , k, (1.3)
where A = {A1, . . . , Ak} is a k-tuple of commuting m × m matrices, B = {B1, . . . , Bk} is a k-tuple of
commuting p × pmatrices and {C1, . . . , Ck} is a k-tuple ofm × pmatrices.
If we introduce linear operators TAi,Bi in the space C
m×p of allm × pmatrices by
TAi,Bi(X) = AiX − XBi, i = 1, . . . , k,
then TA,B = {TA1 ,B1 , . . . , TAk,Bk} is a k-tuple of commuting linear operators on Cm×p, and equations
(1.3) have the following form
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TAi,Bi(X) = Ci, i = 1, 2, . . . , k. (1.4)
From (1.4) it follows that in order for equations (1.3) to have a common solution X , Ci must satisfy
the following necessary condition, which is naturally called the compatibility condition
TAi,Bi(Cj) = TAj,Bj(Ci), ∀i, j = 1, . . . , k,
or, what is the same,
AiCj − CjBi = AjCi − CiBj, ∀i, j = 1, . . . , k. (1.5)
It is directly veriﬁed that condition (1.5) is equivalent to the fact that the operators
Ri =
[
Ai Ci
0 Bi
]
, i = 1, . . . , k,
are commuting.
As in the case of a single matrix equation, we observe that there is a close relation between the
existence of an idempotent matrix separating the subset (A) and (B) in the joint spectrum of the
k-tuples R = {R1, . . . , Rk} with the existence of the common solution of equations (1.3). In Section
2, we prove an Idempotent Matrix Theorem, which states that if a k-tuple of commuting matrices
A = (A1, . . . , Ak) is such that its joint spectrum is a disjoint union of two subsets 1 and 2, then
there exists an idempotentmatrixE, commutingwithAi(∀i) such that the joint spectrumofA restricted
to the range of E is 1 and the joint spectrum of A restricted to the range of (I − E) is 2 (Theorem
2.1). Using this Idempotent Matrix Theorem, we prove in Section 3 that if {Ai : i = 1, 2, . . . , k} is a
commuting family of m × m matrices, {Bi : i = 1, 2, . . . , k} is a commuting family of p × p matrices
such that the joint spectra (A1, . . . , Ak) and (B1, . . . , Bk) are disjoint, then for every family {Ci :
i = 1, 2, . . . , k} ofm × pmatrices satisfying the compatibility condition (1.5), the Sylvester equations
AiX − XBi = Ci have a unique common solution X for all i = 1, . . . , k (Theorem 3.1). Conversely, if
for every family {Ci : i = 1, 2, . . . , k} of m × p matrices satisfying the compatibility condition (1.5)
the Sylvester equations AiX − XBi = Ci have a unique common solution X for all i = 1, . . . , k, then
(A1, . . . , Ak) ∩ (B1, . . . , Bk) = ∅ (Theorem 3.2).
In Section 4, using the results on the simultaneous solutions of the Sylvester equations, we obtain
a spectral mapping theorem for the joint spectrum of the difference of two commuting k-tuples
and the (vector-valued) function p(x1, . . . , xk, y1, . . . , yk) = (x1 − y1, . . . , xk − yk). Namely, we show
that (TA,B) = (A) − (B), i.e. (LA1 − RB1 , . . . , LAk − RBk) = {−  :  ∈ (A),  ∈ (B)}. This
result is an extension of the earlier result which states that for the operator TA,B(X) := AX − XB we
have σ(TA,B) = σ(A) − σ(B) (see e.g. [1]). In Section 5, we apply the Idempotent Matrix Theorem
to characterize k-tuples of commuting matrices which generate a joint exponentially dichotomic
multi-parameter semigroup.
Our results on the simultaneous solutions of Sylvester’s equations also shed new light on the
old and well studied notion of the joint spectrum of commuting operators. In fact, Theorems 3.1
and 3.4 can be formulated as follows: a point (0, 0, . . . , 0) ∈ Ck is not in the joint spectrum of
TA,B if and only if the operator equations TAi,Bi(X) = Ci, i = 1, . . . , k have a unique common solu-
tion X for every compatible k-tuple {C1, .., Ck}. Motivated by this observation, in Section 6 we give
a characterization of the joint spectrum of commuting n × n matrices {A1, . . . , Ak}. In particular, we
introduce, for each point  = (λ1, . . . , λk) ∈ Ck , a linear subspace S() = {x = (x1, . . . , xk) ∈ Cnk :
(λiI − Ai)xj = (λjI − Aj)xi ∀i, j = 1, . . . , k} and prove that a point  = (λ1, . . . , λk) ∈ Ck belongs to
Ck\(A) if and only if dim(S()) = n and for every x = (x1, . . . , xk) ∈ S() there exists a unique
element y ∈ Cn such that (λiI − Ai)y = xi, i = 1, . . . , k (Theorem 6.1).
Among various applications of the Sylvester equations let us mention the paper [15], in which the
periodicity, almost periodicity and other properties of solutions of linear differential equations
u′(t) = Au(t) + f (t)
in Banach spaces are reduced to solving the equation AX − X d
dt
= −δ0, δ0f = f (0), in a correspond-
ing function space. Our investigation of the simultaneous solutions to Sylvester equations has been
motivated, originally, by a desire to extend the results of [15] to differential equationswithmulti-time,
i.e. to the following system of differential equations
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⎧⎪⎨⎪⎩
∂u
∂t1
= A1u(t1, . . . , tk) + f1(t1, . . . , tk)
. . .
∂u
∂tk
= Aku(t1, . . . , tk) + fk(t1, . . . , tk)
where Ai are commuting matrices or, more generally, linear operators on a Banach space.
Let us note that themain results of this paper remain true for commuting bounded linear operators,
as well as for some classes of unbounded linear operators, on Banach spaces. However, the results
for matrices are more complete and contain important speciﬁc aspects, and, as we hope, present an
independent interest; therefore it is worthwhile to make them available by giving detailed proofs of
the statements for the matrix case, as we have done in this paper. Extensions to linear operators on
Banach spaces and applications to asymptotic behavior of differential equations with multi-time will
be given elsewhere.
Throughout the paper, R and C denote the set of real and complex numbers; Rn and Cn denote
the n-dimensional real and complex spaces, respectively. The space of all complex m × p matrices is
denoted byCm×p. ByRk+we denote the subsemigroup ofRk consisting of elementswith non-negative
components, by Ck− the closed left half-space of Cn and by Ck+ the closed right half-space of Cn, i.e.
Rk+ = {t = (t1, . . . , tk) ∈ Rk : ti  0 ∀i = 1, . . . , k}, Ck− = { = (λ1, . . . , λk) ∈ Ck : Re λi  0 ∀i =
1, . . . , k}, Ck+ = { = (λ1, . . . , λk) ∈ Ck : Re λi  0 ∀i = 1, . . . , k}. Furthermore, iRk = {i = (iλ1,
. . . , iλk) : λi ∈ R∀i = 1, . . . , k}. The spectrumofamatrixA is denotedbyσ(A), and the joint spectrum
of a k-tuple A = {A1, . . . , Ak} is denoted by (A) or (A1, . . . , Ak). If E is an idempotent matrix, then
ran(E)denotes the range of the linear operator deﬁnedby thematrix E,A|ran(E)denotes the restriction
of (the operator deﬁned by) A to ran(E) and A|ran(E) denotes the k-tuple {A1|ran(E), . . . , Ak|ran(E)}.
The zero vector and matrix will be denoted interchangeably by 0, 0 or O (we hope it does not create a
confusion).
2. Idempotent matrix separating the joint spectrum
Let R = {R1, R2, . . . , Rk} be a k-tuple of commuting m × m matrices. The joint spectrum, denoted
by (R) or (R1, . . . , Rk), is a subset of C
k deﬁned by
(R) = (R1, . . . , Rk) = { := (λ1, . . . , λk) ∈ Ck: there exists x ∈ Cm
such that x /= 0, and Rix = λix, i = 1, . . . , k}
Since Ri are commuting, there exists a unitary matrix U such that
U∗RiU =
⎡⎢⎢⎢⎢⎣
λ
(i)
1 · · · · · · · · ·
0 λ
(i)
2 · · · · · ·· · · · · · · · · · · ·
0 0 · · · λ(i)m
⎤⎥⎥⎥⎥⎦ , i = 1, . . . , k (see, e.g.[8]), (2.1)
and the joint spectrum (R) can be read off from the diagonal elements in (2.1); namely,
(R) = {j = (λ(1)j , . . . , λ(k)j ): j = 1, 2, . . . , m}
It is well known that if R is a single matrix and σ(R) = 1 ∪ 2, where1 and2 are non-empty
and disjoint, then there exists an idempotent matrix E, commuting with R, such that σ(R|ran(E)) =
1, σ(R|ran(I − E)) = 2. In fact, the idempotent matrix E can be constructed as
E = 1
2π i
∫

(λI − R)−1dλ, (2.2)
where  is a smooth contour which surrounds 1 and is separated from 2.
It is easy to see that there is a unitary matrix U such that
U∗RU =
[
R0 C
0 B
]
,
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and σ(R0) = 1, σ(B) = 2. The idempotent matrix E deﬁned in (2.2) must have the form
E =
[
I X
0 0
]
where X is the unique solution of the equation R0X − XB = C.
In this section,weextend this fact to commutingmatrices. Namely,weprove the following theorem.
Theorem 2.1. SupposeR = {R1, . . . , Rk} is a k-tuple of commutingm × mmatrices.Assume that the joint
spectrum (R) satisﬁes
(R) = 1 ∪ 2,
where1 ∩ 2 = ∅. Then there exists an idempotent matrix E such that ERi = RiE for all i = 1, 2, . . . , k,
and
(R|ran(E)) = 1, (R|ran(I − E)) = 2.
Lemma 2.2. Let R = {R1, R2, . . . , Rk} be a k-tuple of commuting m × m matrices and (R) = {1, . . . ,
m0}, where i = (λ(1)i , . . . , λ(k)i ), i = 1, 2, . . . , m0, are distinct elements. Then for each i = 1, . . . , m0,
there exists an idempotent Ei such that (R|ran(Ei)) = {i},
(R|ran(I − Ei)) = {j : j /= i}.
Proof. It is enough to prove the lemma for i = 1. Denote byπj themapping from(R) toσ(Rj) deﬁned
by
πj() = λj , (if  = (λ1, . . . , λk) ∈ (R)).
It is easy to see thatπj maps(R) onto σ(Rj) and,moreover, for every λ ∈ σ(Rj) there exists  ∈ (R)
such that λ = πj().
Foreach j = 1, 2, . . . , k, letj beasmoothcontour inCwhichsurrounds thepointλ(j)1 andseparated
the other points of σ(Rj), with positive orientation, and let
Ej = 1
2π i
∫
j
(λI − Rj)−1dλ. (2.3)
Then, for each j = 1, . . . , k, Ej is an idempotent matrix commuting with Ri for all i = 1, . . . , k, such
that σ(Rj|ran(Ej)) = {λ(j)1 }, σ(Rj|ran(I − Ej))=σ(Rj)\{λ(j)1 }. Therefore, (R|ran(Ej)) = π−1j ({λ(j)1 }),
(R|ran(I − Ej)) = π−1j (σ (Rj)\{λ(j)1 }) (note that it may happen that Ej = I, which is a case when
σ(Rj) = {λ(j)1 }). Let E = E1E2 · · · Ek . Then E is an idempotent matrix, and it is clear from the above
construction that (R|ran(E)) = {1}, (R|ran(I − E)) = (R)\{1}. 
Proof of Theorem 2.1. Let 1 = {1, . . . , s},2 = {s+1, . . . , t}, where i, i = 1, 2, . . . , t, are dis-
tinct elements. By Lemma 2.2, there exist idempotent matrices E1, . . . , Es, commuting with each
other and with Ri, i = 1, . . . , k, such that (R|ran(Ej)) = {j}, j = 1, 2, . . . , s. It is easy to see that
E = E1 + · · · + Es is an idemponent matrix satisfying the condition of Theorem 2.1. 
Remark 2.3. In general, if (R) = 1 ∪ 2, where 1 ∩ 2 = ∅, then the idempotent matrix E in
Theorem 2.1 can be constructed by an analogous method as in the proof of Lemma 2.2. Namely,
for each j = 1, 2, . . . , k, let 	j be the projection of 1 onto σ(Rj), given by 	j = πj(1). Further,
let j be a smooth contour which surrounds 	j and is separated from σ(Rj)\	j , and let Ej be
deﬁned by
Ej = 1
2π i
∫
j
(λI − Rj)−1dλ.
Then Ej, j = 1, 2, . . . , k, are idempotent matrices which commute with each other and with all Ri, i =
1, 2, . . . , k,, and the idempotent matrix E = E1E2 · · · Ek satisﬁes the condition of Theorem 2.1.
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Remark 2.4. Theorem 2.1 can be derived from the celebrated Shilov Idempotent Theorem for commu-
tative Banach algebras (see, e.g. [6]).
3. Simultaneous solutions of Sylvester equations
Consider a family of matrix equations
AiX − XBi = Ci, i = 1, 2, . . . , k, (3.1)
where Ai are m × m matrices, Bi are p × p matrices and Ci are m × p matrices. The main condition
that we impose on Ai, Bi and Ci is that the matrices Ri deﬁned by
Ri =
[
Ai Ci
0 Bi
]
, i = 1, 2, . . . , k, (3.2)
are commuting. Note that this implies that A := {Ai : i = 1, . . . , k} and B := {Bi : i = 1, . . . , k} are
commuting k-tuples, and, moreover, Ai, Bi, Ci satisfy the following compatibility condition
AiCj + CiBj = AjCi + CjBi, ∀i /= j, i, j = 1, . . . , k. (3.3)
In this section, we prove the following theorem.
Theorem 3.1. Assume thatA = {A1, . . . , Ak} is a k-tuple of commutingm × mmatrices,B = {B1, . . . , Bk}
is a k-tuple of commuting p × p matrices, such that (A) ∩ (B) = ∅. Then, for every k-tuple of m × p
matrices {C1, . . . , Ck} satisfying the condition (3.3), there exists a unique matrix X which is a solution to
all equations in (3.1).
Proof. First we prove the uniqueness of the common solution X . Assuming the contrary, there exists
a non-zero matrix X such that AiX − XBi = O, i = 1, 2, . . . , k. LetM = ker(X), N = ran(X). ThenM is
an invariant subspace for Bi, and N an is invariant subspace for Ai (for all i = 1, . . . , k). Consider the
quotient space M̂ = Cp/M, and denote uˆ = u + M for u ∈ Cp. Deﬁne operators B̂i on M̂, X̂ : M̂ → N
by
B̂iuˆ = B̂iu, X̂uˆ = Xu.
Since X /= O, M /= Cp so that M̂ (as well as N, of course) are non-zero spaces, and since X̂ is one-
to-one and onto, it is an invertible linear operator. The k-tuples A|N = {A1|N, . . . , Ak|N} and B̂ ={̂B1, . . . , B̂k} are commuting, and, moreover, (A|N) ⊂ (A), (B̂) ⊂ (B). The condition AiX = XBi
implies (Ai|N)X̂ = X̂B̂i, i.e. the k-tuples A|N and B̂ are similar. Therefore, (A|N) = (B̂), which is a
contradiction to (A) ∩ (B) = ∅.
Let R := {R1, . . . , Rk}, where Ri, i = 1, . . . , k, are given by (3.2). Since (R) = (A) ∪ (B), and
(A) ∩ (B) = ∅, by Theorem 2.1, there exists an idempotent matrix E such that E commutes with Ri
for all i = 1, . . . , k and (R|ran(E)) = (A), (R|ran(I − E)) = (B). Let E have the following block
form according to the decomposition Cm ⊕ Cp
E =
[
E1 X
Y E2
]
.
From RiE = ERi, i = 1, . . . , k, it follows that BiY − AiY = 0 for all i = 1, . . . , k, which implies, by the
uniqueness of the common solution, that Y = 0. Moreover, the condition RiE = ERi, i = 1, . . . , k, im-
plies that E21 = E1, E22 = E2 and XE2 = 0.We show that E1 = Im (where Im denotes the identitymatrix
of order m). Assuming the contrary, there exists x0 ∈ Cm, x0 /= 0, such that E1x0 = 0. This implies
Ex0 = 0, hence x0 ∈ ran(I − E) (here we identify Cm with the subspace Cm ⊕ {0} of Cm ⊕ Cp and
x0 with the element (x0, 0) in C
m ⊕ Cp).
Consider the subspace M = span{Rix0, i = 1, . . . , k}. From one side, x0 ∈ Cm and Cm is an in-
variant subspace for all operators Ri, i = 1, . . . , k, hence M ⊂ Cm. Therefore (R|M) ⊂ (A). From
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the other side, x0 ∈ ran(I − E), henceM ⊂ ran(I − E); therefore(R|M) ⊂ (R|ran(I − E)) ⊂ (B).
Since (A) ∩ (B) = ∅, it follows that (R|M) = ∅, which is a contradiction.
Thus, we have shown E1 = Im. Next, we show that E2 = 0. Assuming the contrary, there exists an
elementy0 ∈ Cp such that E2y0 = y0. SinceXE2 = 0,wehave Ey0 = y0, so thatRiy0 = Biy0,wherewe
identify y0 with the element (0, y0) inC
m ⊕ Cp. LetM = span{Riy0: i = 1, 2, . . . , k} = span{Biy0: i =
1, 2, . . . , k}. SinceM ⊂ ran(E), we have (R|M) ⊂ (A).
On the other hand, let denote L = Cm ⊕ Cp, M = Cm ⊕ {0}, P = {0} ⊕ Cp, and consider the
quotient space L̂ = L/M. For each z ∈ L, we denote the element z + M in L̂ by zˆ. Since M is an
invariant subspace for the operators Ri, one can deﬁne R̂i : L̂ → L̂ by R̂izˆ = R̂iz. There is a natural
isomorphismφ : L̂ → P given byφ(zˆ) = y, if z = x + y, x ∈ M, y ∈ P . Under this isomorphism,we
have, for every z = x + y, x ∈ Cm, y ∈ Cp,φ(̂Rizˆ) = φ(R̂iz) = φ[(Aix + Ciy, Biy)̂ ] = Biy = Biφ(zˆ),
i.e. the operators R̂i are isomorphic to Bi. Thus,(R̂) = (B). Let M̂ := {zˆ : z ∈ M}. SinceM is invariant
for Ri, M̂ is invariant for R̂i, and, moreover, φR̂izˆ = Riφzˆ for all z ∈ M, i.e. Ri|M is isomorphic to R̂i|M̂.
Therefore, (R|M) = (R̂|M̂) ⊂ (R̂) = (B). Since (A) ∩ (B) = ∅, we have (R|M) = ∅, which
is a contradiction.
Thus, we have shown that the idempotent matrix E must have the form
E =
[
I X
0 0
]
.
Now the identity ER(i) = R(i)E implies that[
Ai Ci
0 Bi
] [
I X
0 0
]
=
[
Ai AiX
0 0
]
=
[
I X
0 0
] [
Ai Ci
0 Bi
]
=
[
Ai Ci + XBi
0 0
]
,
hence AiX = Ci + XBi or AiX − XBi = Ci, i = 1, . . . , k. 
Note that in the proof of Theorem 3.1 we have also proved the following statement, which may be
of independent interest.
Proposition 3.2. Assume thatA = {A1, . . . , Ak} is a k-tuple of commutingm × mmatrices,B = {B1, . . . ,
Bk} is a k-tuple of commuting p × p matrices, such that (A) ∩ (B) = ∅, {C1, . . . , Ck} is a k-tuple of
m × p matrices satisfying the condition (3.3) and Ri are given by (3.2). Then every operator Q which
commutes with Ri (for all i = 1, . . . , k) must have the form
Q =
[
Q1 Q2
0 Q3
]
.
Remark 3.3. Proposition 3.2, for the case of a single operator, has been applied to obtain results on
the existence of hyperinvariant subspaces for operators of some classes by Radjavi and Rosenthal [11]
(cf. also [4]).
The converse statement to Theorem 3.1 also holds.
Theorem 3.4. Assume that A = {A1, . . . , Ak} and B = {B1, . . . , Bk} are commuting k-tuples such that for
every k-tuple of m × p matrices {C1, . . . , Ck} satisfying the condition (3.3), there exists a unique matrix X
which is a solution to all equations in (3.1). Then (A) ∩ (B) = ∅.
Lemma 3.5. LetA = {A1, . . . , Ak} and B = {B1, . . . , Bk} be commuting k-tuples of t × t and s × s matri-
ces, respectively, and assume that (A) = (B) = {}. Then there exists a non-zero t × s matrix X such
that AiX = XBi for all i = 1, . . . , k.
Proof. We may assume, without loss of generality, that the matrices Ai and Bi are given in the up-
per triangular form for all i = 1, . . . , k. Then it is straightforward to check that the t × s matrix X
given by
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X =
⎡⎢⎢⎣
0 · · · 0 1
0 · · · 0 0
· · · · · · · · · · · ·
0 · · · 0 0
⎤⎥⎥⎦
satisﬁes the condition of the lemma. 
Proof of Theorem 3.4. Assuming the contrary, there exists an element  = (λ0, . . . , λk) ∈ (A) ∩
(B). Let E be the idemponent in Lemma 2.2 such that (A|ran(E)) = {} and (A|ran(I − E)) =
(A)\{}, and let F be the idemponent such that(B|ran(F)) = {} and(B|ran(I − F)) = (B)\{}.
By Lemma 3.5, there exists a non-zero operator X0 : ran(F) → ran(E) such that [Ai|ran(E)]X0 =
X0[Bi|ran(F)], i = 1, 2, . . . , k. Deﬁne
Xu =
{
X0u, if u ∈ ran(F),
0, if u ∈ ran(I − F).
It is easy tosee thatAiX = XBi, i = 1, 2, . . . , k,which isacontradiction to theuniquenessof thecommon
solution X . 
From Theorem 3.1 we obtain the following corollary.
Corollary 3.6. Under the conditions of Theorem 3.1 the matrices
Ri =
[
Ai Ci
0 Bi
]
are simultaneously similar to the matrices
R
(0)
i =
[
Ai 0
0 Bi
]
, i = 1, . . . , k,
where the similarity transform P is given by
P =
[
I X
0 I
]
.
Remark 3.7. From the formula for the idempotent matrix separating the spectrum (see Remark 2.3),
we can also obtain a formula for the simultaneous solution X of the Sylvester equations (3.1). Recall
that if we represent the corresponding idempotentmatrix E, which is obtained in the proof of Theorem
3.1, in the form
E =
[
I X
0 0
]
,
corresponding to the decompositionCm ⊕ Cp, then thematrix X in the above form of E is the solution
of (3.1). As noted in Remark 2.3, E = E1E2 · · · Ek , where Ek are idempotent matrices deﬁned by (2.3).
By Proposition 3.2, each matrix Ej must have the form (corresponding to the same decomposition
Cm ⊕ Cp)
Ej =
⎡⎣E(1)j Xj
0 E
(2)
j
⎤⎦ ,
Since, for each λ /∈ σ(Rj), we have
(λI − Rj)−1 =
[
(λI − Aj)−1 (λI − Aj)−1Cj(λI − Bj)−1
0 (λI − Bj)−1
]
,
and since Ej is given by (2.3), it follows that Xj must have the following form
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Xj = 1
2π i
∫
j
(λI − Aj)−1Cj(λI − Bj)−1dλ, j = 1, 2, . . . , k.
Therefore,
X =
k−1∑
j=1
E
(1)
1 E
(1)
2 · · · E(1)j−1XjE(2)j+1E(2)j+2 · · · E(2)k ,
(where we put E
(1)
0 = I).
Remark 3.8. If X is a simultaneous solution of the equations (3.1), then X also satisﬁes the single
Sylvester equation AX − XA = C, where A = A1 + · · · + Ak, B = B1 + · · · + Bk, C = C1 + · · · + Ck .
In general, the condition (A) ∩ (B) = ∅ does not imply that σ(A) ∩ σ(B) = ∅ (nor does the con-
verse implication hold). However, if both (A) ∩ (B) = ∅ and σ(A) ∩ σ(B) = ∅ hold, then the
unique simultaneous solution X of the Sylvester equations (3.1) also is the unique solution of the single
Silvester equation AX − XB = C, hence we can apply the Rosenblum formula (1.2) for the solution X .
This is the case, e.g. when A and −B generate jointly exponentially stable semigroups (see Section 5).
4. A spectral mapping theorem
Firstwe recall some simple facts concerning the spectrumof the differences of commutingmatrices
A and B and of the operator T: X → AX − XB. Assume that A and B are commuting n × n matrices.
Then we have
σ(A − B) ⊂ σ(A) − σ(B), (4.1)
as canbe seeneasily by simultaneously reducingA andB to theupper triangular form(seee.g. [8, p. 92]).
In general, the inclusion in (4.1) is strict (as shown by an example with B = −A). One can view (4.1)
as a spectral inclusion theorem for the function p(x, y) = x − y, namely σ(p(A, B)) ⊂ p(σ (A), σ(B)).
Now let A be an arbitrarym × mmatrix and B be an arbitrary p × pmatrics. Deﬁne linear operators
LA and RB on C
m×p by
LA(X) = AX, RB(X) = XB, X ∈ Cm×p,
and let TA,B = LA − RB, i.e. TA,B(X) = AX − XB, X ∈ Cm×p. Then LA and RB are commuting linear op-
erators, such that σ(LA) = σ(A), σ(RB) = σ(B). By (4.1), we have σ(LA − RB) ⊂ σ(LA) − σ(RB) =
σ(A) − σ(B). Moreover, from Theorems 3.1 and 3.4 it follows that the following identity, which can
be regarded as a spectral mapping theorem for the operator LA, RB and the function p(x, y) = x − y,
holds.
σ(LA − RB) = σ(LA) − σ(RB) = σ(A) − σ(B). (4.2)
The above spectral mapping theorem is due to D.C. Kleinecke (see, e.g. [4,10,1]).
Now let A = {A1, . . . , Ak} be a k-tuple of commuting m × m matrices, B = {B1, . . . , Bk} be a k-
tuple of commuting p × pmatrices, and let LA andRB denote the corresponding (commuting) k-tuples
LA = {LA1 , . . . , LAk}, RB = {RB1 , . . . , RBk}. Then, (LA) = (A), (RB) = (B) and, as can be directly
veriﬁed, the k-tuple TA,B = {TA1 ,B1 , . . . , TAk,Bk} also is commuting.
From Theorems 3.1 and 3.4 we obtain the following result.
Theorem 4.1. The following equality holds
(TA,B) = (LA) − (RB) = (A) − (B). (4.3)
Theeorem 4.1 can be regarded as a spectral mapping theorem for the vector-valued function p :
C2k → Ck deﬁned by p(x1, . . . , xk, y1, . . . , yk) = (x1 − y1, . . . , xk − yk).
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5. Joint exponential dichotomy
A single n × n matrix A is called (exponentially) dichotomic, if there is an idempotent matrix E
which commutes with A, such that ‖etA|ran(E)‖ → 0 and ‖e−tA|ran(I−E)‖ → 0, as t → ∞. It is well
known that A is dichotomic if and only if σ(A) ∩ iR = ∅, i.e., if and only if σ(A) = 1 ∪ 2, where
1 ⊂ {λ ∈ C : Re λ < 0},2 ⊂ {λ ∈ C : Re λ > 0}. In particular, if ‖etA‖ → 0 as t → ∞, that is if
A is a dichotomic matrix such that 2 = ∅, then A is called (exponentially) stable.
Assume now that A = {A1, . . . , Ak} is a k-tuple of commuting n × nmatrices. The matrices Ai, i =
1, . . . , k, generate a k-parameter group T(t) = T(t1, . . . , tk) by T(t1, . . . , tk) = et1A1+···+tkAk ,
t = (t1, . . . , tk) ∈ Rk . InRk+ there exists a natural order deﬁned by (t1, . . . , tk) ≺ (t′1, . . . , t′k) ⇔ t′i −
ti  0 ∀i = 1, 2, . . . , k.With this order,Rk+ becomes a directed set and we can deﬁne the convergence
through Rk+, denoted by limRk+ T(t)x.
The k-parameter semigroup T(t), t ∈ Rk+, is called a bounded semigroup if supt∈Rk+ ‖T(t)‖ < ∞. It
is easy to see that T(t) is a bounded k-parameter semigroup if and only if each individual semigroup
T1(t) = etA1 , t ≥ 0, is bounded.
Lemma 5.1. (i) limRk+ T(t)x = y if and only if for every  > 0 there exists t(0) > 0 such that if ti  t(0),∀i = 1, . . . , k, then ‖T(t)x − y‖ < .
(ii) If limRk+ T(t)x exists for every x then the semigroup T(t), t ∈ Rk+, is bounded.
Proof. (i) The proof is straightforward.
(ii) Let limRk+ T(t)x = y. Fix  > 0. There exists t0 ∈ Rk+, such that ‖T(t)x − y‖ <  for all t  t0.
Let = {T(s)x : s  t0}. Then, and hence T(−t0), is bounded. For any s ∈ Rk+, we have T(s)x =
T(−t0)T(t0 + s)x ⊂ T(−t0)(), hence sup ‖T(s)x‖ < ∞. By the Principle of Uniform Boundedness,
sups∈Rk+ ‖T(s)‖ < ∞. 
Note that functions f (t), which are convergent through t ∈ Rk+, need not be bounded.
Deﬁnition 5.2. We say that the semigroup T(t), t ∈ Rk+, is jointly exponentially stable if
limRk ‖T(t)‖ = 0.
It is clear that if each individual semigroup etAi , t ≥ 0, is exponentially stable, then T(t), t ∈ Rk+, is
jointly exponentially stable, but the converse is not true, in general.
Proposition 5.3. If (A) ⊂ { = (λ1, . . . , λk) ∈ Ck : Re λi < 0 ∀i = 1, . . . , k}, then the k-parameter
semigroup T(t) generated by A is jointly exponentially stable.
Proof. The statement follows from the fact that all eigenvalues of Ai are in the open left half-plane, so
that each individual semigroup etAi , t ≥ 0, is exponentially stable. 
The condition (A) ⊂ { = (λ1, . . . , λk) ∈ Ck : Re λi < 0 ∀i = 1, . . . , k} in Proposition 5.3 is not
a necessary condition for the joint exponential stability (for the case k 2). On the other hand, the
condition (A) ⊂ Ck−\iRk (i.e. (A) consists of bounded characters which are not unitary) is not
a sufﬁcient condition for joint exponential dichotomy for the case k 2, as shown by the following
example.
Example 5.4. Let A1 and A2 be the following 2 × 2 matrices
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A1 =
[
0 1
0 0
]
, A2 =
[−1 0
0 −1
]
.
Then A1 and A2 are commuting, (A1, A2) = {(0,−1)} ⊂ C2−\iR2. But since
etA1 =
[
0 t
0 0
]
is unbounded, the semigroup etA1+sA2 is not jointly exponentially stable.
In the next proposition, we give a necessary and sufﬁcient condition for the joint exponential
stability.
Proposition 5.5. Let T(t), t ∈ Rk+, be a k-parameter semigroup generated by a commuting k-tuple of
n × n matrices. Then the following are equivalent
(i) T(t) is exponentially stable.
(ii) supt∈Rk+ ‖T(t)‖ < ∞ and (A) ⊂ Ck−\iRk.
(iii) supt∈Rk+ ‖T(t)‖ < ∞ and σ(A1 + A2 + · · · + Ak) ⊂ {λ ∈ C : Re λ < 0}.
(iv) (A) ⊂ Ck−\iRk and for each i = 1, . . . , k, there is no root vector associated with an eigenvalue
λi ∈ iR of Ai.
(v) (A) ⊂ Ck−\iRk and for each i = 1, . . . , k, there is no Jordan cell of order  2 with an eigenvalue
λi ∈ iR of Ai. .
Proof. It is well known that (iv) ⇔ (v).
(i) ⇒ (iii). Let T(t) be exponentially stable. Then, by Lemma 5.1, supt∈Rk+ ‖T(t)‖ < ∞. More-
over, limt→∞ ‖T(t, t, . . . , t)‖ = limt→∞ ‖et(A1+···+Ak)‖ = 0, which implies that σ(A1 + A2 + · · · +
Ak) ⊂ {λ ∈ C : Re λ < 0}.
(iii) ⇒ (ii). As noted, the condition supt∈Rk+ ‖T(t)‖ < ∞ implies that (A) ⊂ Ck−. Assuming that
(ii) does not hold, i.e. there exists  = (λ1, . . . , λk) ∈ (A) ∩ iRk . Then λ = λ1 + · · · + λk ∈ iR ∩
σ(A1 + · · · + Ak), so that (iii) does not hold.
The equivalence (ii) ⇔ (iv) and (v) follows from the well known fact that, for every matrix A, the
condition supt  0 ‖etA‖ < ∞ is equivalent to σ(A) ⊂ {λ ∈ C : Im λ 0} and if λ ∈ iR ∩ σ(A), then
there is no Jordan cell of order ≥2 and with the eigenvalue λ. 
Deﬁnition 5.6. Wesay thatA is jointly (exponentially) dichotomic if there exists an idempotentmatrix
E, commuting with Ai, i = 1, . . . , k, such that the semigroups T(t)|ran(E) and T(−t)|ran(I − E), t ∈
Rk+, are jointly exponentially stable.
Theorem 5.7. Acommutingk-tupleofn × nmatricesA = {A1, . . . , Ak} is jointly exponentiallydichotomic
if and only if(A) ∩ iRk = ∅ and thematrices Ai have no Jordan cell of order 2, corresponding to a purely
imaginary eigenvalue of Ai.
Proof. Let A be jointly exponentially dichotomic. By Proposition 5.5, applying to T(t)|ran(E), t ∈ Rk+,
we have (A|ran(E)) ⊂ Ck−\iRk , and applying to |T(−t)|ran(I − E), t ∈ Rk+,we have−(A|ran(I −
E)) ⊂ Ck−\iRk , or (A|ran(I − E)) ⊂ Ck+\iRk . Combining these facts, we have (A) ∩ iRk = ∅. The
fact that Ai have no Jordan cell of order2, corresponding to purely imaginary eigenvalue of Ai, follows
from Proposition 5.5 (v).
Conversely, assume that (A) ∩ iRk = ∅ and the matrices Ai have no Jordan cell of order 2,
corresponding to purely imaginary eigenvalue of Ai. Applying Theorem 2.1, we obtain an idempotent
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matrix E such that (A)|ran(E) ⊂ Ck−\iRk and (A|ran(I − E)) ⊂ Ck+\iRk . By Proposition 5.5, the
semigroups generated by A|ran(E) and−A|ran(I − E) are jointly exponentially stable, which implies
that A is jointly exponentially dichotomic. 
Remark 5.8. Assume that A = {A1, . . . , Ak} and B = {B1, . . . , Bk} are k-tuples of commuting matri-
ces of order m × m and p × p, respectively, such that the corresponding semigroups T(t1, . . . , tk) =
e−t1A1−···−tkAk and S(t1, . . . , tk) = et1B1+···+tkBk , t = (t1, . . . , tk) ∈ Rk+, are jointly exponentially sta-
ble. Then from Proposition 5.5 it follows that (A) ∩ (B) = ∅ and σ(A1 + A2 + · · · + Ak) ∩ σ(B1 +
B2 + · · · + Bk) = ∅. Therefore, for every compatible k-tuple of m × p matrices {C1, . . . , Ck}, the
Sylvester equations (3.1) have a unique common solution X and, moreover, the solution X of (3.1)
also is the unique solution of AX − XB = C, where A = A1 + A2 + · · · + Ak, B = B1 + B2 + · · · + Bk
and C = C1 + C2 + · · · + Ck , and hence can be found by the Rosenblum’s formula (1.2), as well as by
the following integral formula ﬁrst obtained by Heinz [8] for the case of a single Sylvester equation
with exponentially stable semigroups e−tA and etB (see also [4])
X =
∫ ∞
0
e−tACetBdt.
6. A characterization of the joint spectrum
In this section, we apply the results on the simultaneous solutions of Sylvester equations to give a
natural characterization of the joint spectrum of commutingmatrices. For information about the joint
spectrum, we refer the reader to [9].
Theorem 6.1. LetA = {A1, . . . , Am} be am-tuple of commuting n × nmatrices, = (λ1, . . . , λm) ∈ Cm
and S() = {(x1, . . . , xm): (λiI − Ai)xj = (λjI − Aj)xi ∀1 i, jm}. Then the following statements are
equivalent:
(i)  /∈ (A);
(ii) for every (y1, . . . , ym) ∈ S(), there exists a unique x ∈ Cn such that (λiI − Ai)x = yi.
Proof. (i) ⇒ (ii). Assume that  /∈ (A), and consider the Sylvester equations
AiX − XBi = Yi
where Bi = λi, considered as operators on the 1-dimensional space C, and Yi : C → Cnare deﬁned
by
Yi(c) = cyi, c ∈ C, i = 1, . . . , m.
By Theorem 3.1, there exists a unique X : C → Cn which is a simultaneous solution of the Sylvester
equations AiX − XBi = Yi. Thus, there is a unique vector x ∈ Cn such that Aix − λix = yi for all i =
1, . . . , m.
(ii) ⇒ (i). Assuming the contrary, that is condition (ii) holds and there exists y /= 0 such that (λiI −
Ai)y = 0 for all i = 1, . . . , m. This implies that the element (y, . . . , y) is in S(); therefore, there exists
y1 ∈ Cn such that (λiI − Ai)y1 = y /= 0, but (λiI − Ai)2y1 = (λiI − Ai)y = 0. Since (y1, . . . , y1) is
in S(), there exists y2 ∈ Cn such that (λiI − Ai)y2 = y1 /= 0, for all i = 1, . . . , m. This implies that
(λiI − Ai)3y2 = 0, but (λiI − Ai)2y2 /= 0, i.e. y2 is a root vector of height 3. Continuing this process,
we see that the matrices Ai have root vectors of arbitrary heights, which is absurd. 
From Theorem 6.1 we obtain the following corollary.
Corollary 6.2. Let A = {A1, . . . , Am} be an m-tuple of commuting n × n matrices and  = (λ1, . . . , λm)∈ Cm. Then the following are equivalent
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(i) For every yi, i = 1, . . . , m, such that Aiyj = Ajyi, i, j = 1, 2, . . . , m, the linear systems Aix = yi have
a unique common solution.
(ii) 0 /∈ (A).
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