The deposition of microspheres in small tissue regions is not strictly flow dependent. In comparison with the soluble flow marker 2-iododesmethylimipramine (IDMI), deposition of 16.5-,um microspheres was mildly but systematically biased into high flow regions of rabbit hearts (Bassingthwaighte JB, Malone MA, Moffett T-C, King RB, Little SE, Link JM, Krohn KA. Am J Physiol 1987;253(Heart Circ Physiol 22):H184-H193). To examine the possibility of bias in larger hearts, a similar study was undertaken in sheep. 141Ceand '03Ru-labeled 16.5 -,um microspheres in one syringe and 1251and '311-DMI in another syringe were injected simultaneously into the left atrium of five open-chest sheep while obtaining reference blood samples from the femoral artery. In six other sheep, one microsphere type and one IDMI were used. Hearts were removed 1 minute after injection, cut into approximately 254 pieces averaging 217 mg, and regional deposition densities calculated for each tracer from the isotopic counts. Correlations in the five animals between the two differently labeled IDMIs and between the two microspheres were both .0.98. In all 11 sheep, scatter plots of microsphere deposition densities versus IDMI densities showed that differences between microspheres and IDMI had substantially more scatter (0.84<r<0.98) but were not random. Microsphere depositions tended to be lower than IDMI depositions in low flow regions and higher in high flow regions, in accord with the expected bias that at a bifurcation a microsphere is most likely to enter the branch with higher flow. There was less bias ascribable to endomyocardial/epicardial maldistribution. Thus, while microsphere depositions appear to err systematically with respect to flow when the regions of interest are small enough that the diameters of their arterioles are only a few times those of the microspheres, microspheres are, in sheep as in rabbits, adequate for estimating regional flows.
In rabbit hearts we observed that 16-,um microsphere distributions were mildly biased compared with a soluble flow marker (the so-called "molecular microsphere," 2-iododesmethylimipramine [IDMI]1), which was presumably deposited in precise proportion to local flow since extraction was virtually complete. The bias was that 16-p.m microspheres tended to be deposited, compared with IDMI, at statistically greater frequency in high flow regions and at lesser frequency in low flow regions. The difference was not so great as to invalidate the microsphere technique in rabbits, but was sufficient to raise the concern that similar biases might be greater in larger animals, whose ventricular walls are thick, and where cavity pressures and pressure differences across walls are greater. In addition, the increased lengths of arterioles penetrating from epicardium to endocardium offer a greater number of branchings where skimming or separation of spheres and fluid might occur.
Consequently, we undertook a series of studies in sheep similar to those in rabbits to test whether or not microsphere maldistribution was greater in the 50-70-g hearts of sheep than in the 5-7-g hearts of rabbits. An expected bias was excessive microsphere deposition in high flow regions, as in rabbit hearts. A second expectation was disproportionately high microsphere deposition in subendocardium compared with subepicardium, in accord with the differences between microsphere and antipyrine depositions observed by Yipintsoi et a12 in dog left ventricular myocardium.
The results show that, while the noniodinated compound 3H-DMI is 99% extracted, IDMI is only 95% extracted in blood perfused sheep hearts. However, the excess microsphere deposition in high flow regions compared with IDMI is not due to selective incompleteness of IDMI extraction since the bias is just as great when 3H-DMI is considered as the reference regional flow marker.
Materials and Methods General Protocol
Experiments were performed on 11 domestic sheep anesthetized with sodium pentobarbital (28 mg/kg). Following tracheal cannulation, both femoral arteries were cannulated with PE90 tubing for recording arterial pressure and for blood sampling. The chest was opened via a midsternal incision, and a 10-cm length of PE160 tubing for injection of tracers was introduced 1.5 cm into the left atrium through the lumen of a large needle puncturing the tip of the left atrial appendage. The tubing was held in place with a clamp at the site of entry. The outside portion of tubing was then cut to 2.5 cm and attached to a three-way stopcock for injection. In five sheep, all radioactive tracers (two differently labeled microspheres mixed together in one syringe and two differently labeled IDMIs in another syringe) were injected simultaneously via the two inflow ports to the stopcock, through the tubing, and into the left atrium. A "reference organ" sample from one femoral artery was collected over a 40-second period to provide a measure of cardiac output and absolute coronary blood flow. The tracers were injected over approximately 3 seconds, and the timing was recorded on photokymographic paper. All injections covered more than one cardiac cycle. After about 50 seconds, the sampling was stopped and the heart was quickly removed, rinsed in physiological saline to remove superficial blood and most of that in the blood vessels, and frozen by immersion in liquid nitrogen. The hearts were sectioned while still a few degrees below freezing in accord with a standard scheme similar to that used for baboons. 3 The left ventricle (LV) was divided into four rings from base to apex, each ring into eight sections, and each section into six slices from endocardium to epicardium, for a total of up to 192 pieces. The right ventricle (RV) was divided into four half rings from apex to base, each ring into four sections, and each section into four pieces from endocardium to epicardium, for a total of up to 64 pieces. The pieces were identified so that three-dimensional reconstructions of the flow profiles could be made. The average weight of the left and right ventricular pieces was 0.219 g and 0.212 g, respectively, with an overall average of 0.217 g. These are still very large pieces compared with microvascular unit sizes, but, being smaller than the 1-g size commonly used for such investigations, they will show broader heterogeneity and more differences between microspheres and IDMI. Tracer Methods Tracer methods were essentially identical to those used in the rabbit study,1 but the doses were larger. in which tracer IDMI and radioiodinated albumin were injected into the left atrium and a series of samples was taken at 1or 2-second intervals from the coronary sinus. An example is shown in Figure 1 , where the solid line is the curve for the intravascular reference tracer albumin, hR(t), and the dashed line is that for the IDMI, hD(t). The extraction, E(t)= 1-hD(t)/hR(t), where hD(t) is the curve for IDMI and hR(t) is the curve for '311-albumin, averaged 94.1+ 2.4% (mean±SD, N=5) at the peak of the dilution curves. In isolated blood-perfused hearts with flows of 3.7 to 5.4 ml g`1 min (N= 4), the extractions were less (70% to 79%), giving estimates of capillary permeability-surface area products, (PS,s) of 4.5 to 6.7 ml g`1 min-l. With the average PS, of 5.4 ml gm in-1, the extraction at a flow F=1 ml g-1 min1
would be 99.5% and at F=2 extraction would be 93.3%. In two sets of dilution curves from isolated sheep hearts perfused with physiological saline (as used by Little et a16 for rabbits), the capillary PScs were 18.5 and 23 ml g`min-1, which gave 92% extraction at F=8 and 99.3% at F=4 ml g`1 min-m.
(The apparent PS, was four times higher with saline perfusate, which suggests that IDMI is mostly bound in the blood.) The conclusion is that the effective PS,s are high, although lower in blood-perfused than in saline-perfused hearts, and extraction can be expected to be about 95% at normal coronary flows around 1 ml g1 min-1 in the sheep. The curves for the instantaneous IDMI extraction, E(t), calculated at each sample relative to the albumin reference, were almost flat, suggesting that extraction in regions with short transit times were the same as in regions with long transit times and presumably slower flows.
The extraction was also checked by comparing the ratio of (IDMI activity)/(microsphere activity) in the heart with the same ratio in blood sampled at the femoral artery. The ratio of ratios (heart to femoral) averaged 0.997±0.05 (N=7), giving an estimate of extraction indistinguishable from unity. The conclusion from these methodological tests was that IDMI is an adequate "molecular microsphere" for studies in sheep, as it is in rabbits.
A coronary sinus sampled outflow dilution curve, sampled at 1-second intervals for 50 seconds after an injection of 3H-DMI into the left atrium of an anesthetized sheep, showed a 99% average extraction. Thus, 3H-DMI is better extracted than IDMI in blood perfused hearts, and IDMI was highly extracted in saline-perfused hearts. These results are similar to those in the rabbit, but the binding of IDMI to plasma components appears to be somewhat tighter in sheep. 3H-DMI deposition and microsphere depositions were compared in one heart in which the LV was divided into 505 pieces as a check on the interpretation of IDMI/microsphere data. (The sectioning scheme was similar to that described earlier but used 32 sectors per ventricular ring and four slices from endocardium to epicardium.) Estimation of Blood Flows Cardiac output and total cardiac flow. The cardiac output, CO (ml min-1), was calculated from flow, Fref (ml min-1), into reference femoral sample syringes (averaging 18.35 ml min-1); activity, qref (cpm), of the "reference organ" sample (collected over 50 seconds); and injected dose, qo (cpm):
CO=Fref-qo/qref (1) Total myocardial blood flow, FH (ml min1), was calculated from total amount of each tracer deposited in the ventricles, qH (cpm): FH = Fref qH/qref (2) The average flow per gram of myocardium, F'H, is FH/M, where M is the mass, g, of both ventricles. (In this study, we use F' to denote flow per unit mass, F for flow in ml min1, and f, subscripted i or j, to denote regional flow per unit mass relative to mean flow. Subscript j denotes individual pieces; i denotes classed groupings.)
Local tracer deposition densities and flow distributions. For each tracer the local relative deposition densities (dj) for individual pieces of tissue were normalized by dividing concentration in the piece by mean tracer concentration for the heart. Because IDMI is delivered to tissue in proportion to local blood flow67 and is nearly completely extracted during a single pass, the local IDMI depositions are proportional to the flow. Thus, we define fj, dimensionless, the local flow per unit mass of tissue relative to mean flow for the organ, as identical to dj(IDMI).
The absolute flow per unit mass in each sample, F' (ml g`min1), is F' =f -FH(ml min1)/M(g) To calculate w(d), the probability density function of relative regional deposition densities, individual values of dj are grouped into classes centered upon di and of width Adi= 0.1, that is, classes have a width of 10% of the mean, with N=30 classes covering the data, with the highest flow class at three times mean flow. This gives the density function, wi(di), in its finite class width histogram representation with area= 1.0 and mean d=1.0. As a measure of spread of the distribution, we use the relative dispersion, which is the coefficient of variation or the standard deviation divided by the mean. The same is done for the fjs.
Statistical assessment was aided by having two IDMIs and two microsphere types in each piece of tissue in five of the 11 animals. Comparisons of 125Ito '1I-DMI and of 141Ceto 103Ru-microspheres gave estimates of methodological variability. Linear regressions were based on the equal weighting of assumed random error in X and Y minimizing the lengths of perpendiculars from the points to the line.8 Variation about means is reported as ±+1 SD. Differences in deposition densities, x (e.g., between those of two differently labeled microspheres in each of many pieces) are reported as the standard deviation. These are cr= [(xx2+ (Ix)2/N)/N] 12. Since the mean differences, tx/N, are zero for normalized deposition densities in the heart, this reduces (3) to cr=( x2/N)"2. (If the differences in subregions were to be estimated, lx might differ from zero.) Table 1 shows data on the mean flows in the heart in 11 anesthetized open-chest sheep. The heart weights averaged 0.35±0.06% (mean+SD, n=11) of body weight. The LV comprised 67+3% of the total heart weight, the RV 22+2%, and the atria 11+2%.
Results

Mean Flows
Atrial flows were not examined in this study because there was some chance of artifact due to contamination of the atrial wall. The cardiac outputs averaged 1.03+0.56 ml min-1 kg-1, and the total ventricular coronary flows averaged 0.84±0.24 ml g`1 min-l. The left ventricular flow was higher, 0.88+0.28 ml g1 min-m , and it received 79±7% of the coronary flow. The relative flow per gram to the LV, F'Lv/F'H, averaged 1.05+±0.11, whereas for the RV the relative flow per gram was 18% less, 0.87+0.35. There was less variation in these relative flows than in the absolute flows, which was consistent with what was observed by King et a13 in baboons, and consistent with a stability of relative regional flows in the heart. Just before the injections of IDMI and microspheres, the arterial pressures were 103+±25 torr, and the heart rate was 171±48 beats/min. The stroke volumes, calculated as cardiac output divided by heart rate, were 6.7+3.9 ml (N=9).
The ventricles were cut into 254 pieces on the average; the average weight of each piece was 217+100 mg (N=2,789) with a range from 20 to 845 mg. With four tracers in each piece in five animals and two in each in the other six, there were 8,100 observations of local flow.
In one animal (010586), the cardiac output, coronary flow, and blood pressure were low. Although this animal was not in a normal physiological state, its myocardial tracer distributions did not differ from those of the other animals. All the animals were considered valid vehicles for the test of the differences between IDMI and microspheres, for the test should be independent of both blood pressure and the absolute flow levels. The wide variability in conditions is an advantage in establishing the conclusions of the study.
Scatter Due to Methodology
The simultaneous injection of two differently labeled microspheres and two differently labeled IDMIs in five animals provides separate methodological controls on the microsphere and IDMI depositions. The results for one experiment are shown in Figure 2 . The left panel shows the scatter plot of I21-DMI versus 13ll-DMI, and the right panel shows "Ce versus '03Ru microspheres. The data are summarized in Table 2 . There is less scatter with IDMI than with microspheres; the correlation coefficient for the two IDMIs shown in Figure 2 is 0.995 and averaged 0.991±0.009 for five hearts. Calculated as the percent difference between the two observations of IDMI densities in one piece, the average of the differences for this heart was 3.7% (N=255) and for five hearts was 3.1% (N=1,258). This random methodological error averaged about 60% of that seen with microspheres. (The correlation coefficients for microspheres and for IDMI are listed in the second and third columns of Table 2 ).
The correlation coefficient between the two differently labeled microspheres was 0.992 in this heart Relative deposition density and averaged 0.988+0.007 for the five animals. The differences in deposition densities between the two spheres averaged 5.4% in the 255 ventricular pieces of this heart. For all five hearts the differences averaged 7.4% (N=1,258). The percent differences were examined to determine whether there was greater difference in low versus high flow ranges. The average of the differences in microsphere depositions for those pairs with deposition densities of less than 70% of the mean was 13.3% (N=229). With densities between 70% and 130% of the mean, the average of the differences was 5.4% (N=764). For those pairs with average depositions greater than 130% of the mean, the average of the differences was 4.4% (N=265). Thus, there was considerable variation at all flow ranges, but significantly greater error at low flows. Sources of error in the depositions. In the heart illustrated in Figure 2 , there were on average about 1,320 03Ruand about 1,480`41Ce-labeled microspheres deposited in each piece, or a range of 180 to 2,600 microspheres of each type per piece over the observed range of dj. For the five hearts, the average number was 1,930 per piece (range, 10 to 6,330) for 141Ce microspheres and 1,900 per piece (range, 20 to 5,460) for "Ru microspheres.
The percent differences in groups of paired observations on microsphere deposition described above are consistent with the confidence limits predicted by the calculations of Buckberg et al,9 and in agreement with the analysis of Nose et al. 10 This can be seen more clearly from an examination of the individual differences between the paired indicators in each piece of tissue. In Figure 3 these differences are shown for the two IDMIs (left lower panel) and the two microsphere types (left upper panel) for all the ventricular pieces of five sheep. Of the 1,258 tissue pieces in these five sheep, 3.7% (46 pieces) contained less than 800 microspheres (an average of 400 for each of the two labels); only 0.9% (12 pieces) contained less than a total of 400 microspheres. Thus, in these five sheep, over 99% of the IDMI-microsphere comparisons were made on pieces containing more than 400 microspheres, the 20% error level according to Buckberg et al. 9 The absolute values of the percent differences are plotted. In these panels the heavy continuous line lies above approximately 68% of the observations, and therefore marks the error equivalent to 1 SD from the mean. The errors are expressed here as percent differences, which is compatible with the estimates and observations of Buckberg et al' and Dole et al. 11 The lighter dashed line lies above approximately 95% of the differences and denotes 2 SDs in methodological variation. The right panel shows that the microsphere error in flow estimation is about twice that for IDMI, even with an average of 1,900 microspheres per tissue sample. At the level of 400 microspheres per piece, the microsphere error is almost three times the IDMI error.
Since all four isotopes were counted simultaneously in each piece of tissue with no chemical or other separation, it is useful to consider whether counting statistics or count separation techniques are the sole sources of error in the IDMI measurements. Since the Relative flow, f (IDMI) microsphere confidence limits plotted against regional flow (fj) as measured by IDMI deposition in the sample. average total number of microcuries of IDMI injected was 107, the number of labeled molecules in the average piece was 2 x 1012. Since this number is extremely high compared with the approximately 1,000 microspheres required to bring the error down to the 10% level,9 the variance cannot be ascribed to delivery of too few molecules to each piece. The raw counting statistics for the data of Figures 2 and 3 would suggest that the error should not be more than 1.0% for flows from IDMI. As calculated by a matrix approach1 the count separation error is under 1 %, and does not account for the total difference between the two IDMIs. The majority of the error is thus not accounted for by either counting statistics or matrix inversion. Other sources of differences that might be considered if the two IDMIs were injected from separate syringes, such as solubility being higher in erythrocytes and consequent hematocrit effects,6 appear to be ruled out because of the premixing in a single syringe. The most likely explanation is that the count separation error is underestimated by the covariance matrix approach, as we find in parameter optimization studies.
Assessment of the Microsphere Method by Comparison With IDMI Depositions
The five experiments, in which four tracers (two IDMIs and two microsphere labels) were injected, allow a close comparison of the markers, one to another, along with an assessment of the inherent methodologic noise. In Figure 4 are shown the averages of the deposition densities for two microspheres versus the average for two IDMIs. In both hearts there was substantial scatter around the line of identity, more than for paired comparisons of either IDMI or microspheres themselves. The experiment shown in the left panel has a slope of the best linear regression, which was about the average for the 11 animals; the slope for the right panel is one of three animals studied that had slopes near 1.0.
From the IDMI-to-IDMI percent differences (absolute values), averaging 2.4%, and the sphereto-sphere percent differences, averaging 4.7%, one would anticipate IDMI-to-microsphere differences of approximately (2.42+4.72)1 /2=5.3%. However, the observed percent differences between microspheres and IDMI deposition densities in these two hearts were 5.6% and 8.7%, and the average percent difference in the eleven hearts was 11.4% (N-11), suggesting that the difference is greater than can be attributed to random methodological variation. The differences between microspheres and IDMI are reproducible, as they are consistently larger than those between the pair of deposited microspheres or the pair of IDMIs in each piece of tissue, indicating systematic, nonrandom differences between the microspheres and the IDMI depositions. The data are summarized in Table 2 . The correlation coeffi- cients for the IDMI versus IDMI linear regression and for microspheres versus microspheres are in columns 2 and 3. The linear regression coefficients and correlation for spheres versus IDMI are in columns 4-6 for each of the 11 animals. The rightmost columns give the relative depositions of the probability density functions of local densities, the w(d) distributions; the IDMI distributions are narrower than microsphere depositions. The data on microsphere versus IDMI depositions in the 2,789 pieces from all 11 animals are plotted in Figure 5 . For the five animals in which four tracers were injected the means of the two differently labeled microsphere depositions and the means of the two IDMI depositions in the same piece were used; the others provided single estimates. The scatter on this plot is little greater than for the individual plots shown in Figure 4 ; the correlation coefficient was 0.93 for the aggregate plot as compared with 0.93+0.05 for the 11 individual animals, four of which showed poorer correlations. The percent differences between the microspheres and the IDMI averaged 12.6±13.7% (N=2,789), and were greater in low flow regions, and less in high flow regions, as in Figure 3 . The best fitting linear regression (r=0.925) had a negative intercept on the microsphere axis, as has been often observed for thallium versus microspheres in partially ischemic hearts.12 Fits were also obtained with a quadratic forced through the origin (r=0.945) and with a power function (r=0.948), both shown in Figure 5 , left panel. (See also In the one heart in which 3H-DMI and 85Sr-labeled microspheres were used, the same curvature can be discerned ( Figure 5, right panel) . The 3H-DMI is less lipid soluble than IDMI and binds less avidly to plasma proteins. The integral extraction compared with femoral sampling was 99%, the same as estimated from coronary sinus outflow curves. In this case, the unextracted fraction is too small for the overly high microsphere deposition densities in high flow regions to be explained solely by incomplete 3H-DMI extraction. The distributions of densities were very similar to those of Figure 6 ; that is, the 3H-DMI distribution is narrower and the 85Sr sphere distribution extended to both lower and higher deposition densities. The corollary to a biased entry of spheres into high flow regions is that they must exhibit lower densities in low flow regions. Since both phenomena show for both 3H-and 131I-DMI, this argues for rheologic biasing as the dominant cause.
Two other indications that the incompleteness of IDMI extraction is not the source of the curvature are based on quantitative evaluation of the data. Firstly, the unextracted IDMI is too little in total quantity to account alone for the deviations from the line of identity in Figure 5 . Secondly, the flatness of the extraction curves argues that the regional extractions are similar and that the nonextracted IDMI does not come preferentially through high flow regions, and cannot account for the relatively high microsphere deposition densities in high flow regions. The first argument is based on analysis of the data in the left panel of Figure 5 and is based on the contrary (and incorrect, we believe) assumption that microsphere depositions are perfect measures of local flow and that the region of transmitted or unextracted portion, Ti of the IDMI is given by the basis that these are due to random variation; this increases the average TTot to 9.8+3.3% of the dose while introducing a bias. These hypothesized TT0ts, even though computed only for high flow regions, are higher than the total nonextracted fraction observed in the outflow dilution studies, which averaged 1-0.941 or 5.9%. Therefore, one cannot attribute the excess microsphere deposition to failure to extract IDMI in high flow regions. This conclusion is supported by the same calculation of TTot for 3H-DMI ( Figure 5, right panel) . This gave a value of TTOt of 12.1%, well in excess of the 1% extraction observed for 3H-DMI in a blood-perfused heart and again indicating the impossibility of attributing the high ratios of spheres to DMI, dj/fj, in high flow regions solely or even substantially to throughput or nonextraction of DMI. The second argument is qualitative, since we have no direct measurement of local extraction. (This would be given by the deposition of IDMI versus a perfectly completely extracted molecular marker.) In viewing outflow indicator dilution curves it is logical to agree with Rose and Goresky,13 who proposed that the first tracer to appear at the outflow is from high flow regions, and later appearing tracer is from regions with less flow. In one indicator dilution study, IDMI extraction, E(t), rose from 86.1% on the upslope to 89.2% at the peak and plateaued at 92% to 93% up to t=58 seconds. In another heart, E(t) was 91.6% on the upslope, 93% at the peak of albumin reference curve, and was down only to 92% at the point on the downslope at 50% of peak. Clearly the incompleteness of extraction was not highly biased to high flow regions.
Both arguments separately lead to the conclusion that the excess in sphere deposition dj over IDMI deposition fj must be due mainly to biased delivery of spheres into high flow regions. The fact that the slope of the linear regression and the exponent on fj for the best power function regression are both greater than unity indicates the bias, using either IDMI or 3H-DMI as the molecular deposition marker. Plots for endocardium and epicardium alone show similar shapes, so we conclude that this effect was not due simply to plasma skimming or inertial effect tending to carry the microspheres to the endocardium. As a point of interest, in the 3H-DMI experiment, all but one of the points with di and fi above 1.5 were from the epicardium, not the endocardium, presumably because a reduction of aor-I,~~~~---.IDMI tic pressure to a mean of 50 mm Hg led to a relative reduction in subendocardial flow.
Distributions of Deposition Densities and Flows from IDMI and Microspheres
Probability density functions for IDMI deposition densities and for microsphere deposition densities for one heart are shown in Figure 6 . The two IDMI density distributions (left panel) are seen to be quite similar, as anticipated from the small differences shown in Figure 1 . The differences between the two microsphere distributions (right panel) are slightly greater. Microsphere distributions are broader than those for the IDMIs, as illustrated here and summarized in the last two columns in Table 2 .
The composite IDMI distribution for the 11 animals is shown in Figure 7 , left panel, as a histogram rather than as a polygon joining midpoints as in Figure 6 . The SDs for the observations in each class are shown; there are 11 observations in each class, each representing one animal. Such composite distributions for several animals must inevitably be broader than for the average individual distribution. For microspheres, the composite distributions for the 11 animals are shown in the right panel in the same fashion. For comparison, the distribution of IDMI depositions from Figure 7 , left panel, is overlaid as a dashed polygon connecting the midpoints of each class.
The composite IDMI distribution is narrower than that of the microspheres (relative deposition of 34% versus 40%). It is also somewhat more symmetric, with a skewness of -0.07 versus 0.39 for the microspheres. The kurtosis was 3.22 versus 3.72 for the microspheres. (For a Gaussian distribution, skewness is 0 and kurtosis 3.0.) The differences between the microsphere and IDMI distributions are small, and both are nearly Gaussian. The microsphere methodological error averaged only 4.7% in five sheep, contributing little to the breadth of the microsphere distributions. Nevertheless, the microsphere distributions were broader than IDMI distributions, therefore implying that the systematic bias undergone by the spheres is the major cause of the disparity. With the exception of heart 190686-2, the relative depositions for spheres were greater than for the simultaneously obtained relative deposition for IDMI ( Table  2 , right columns). Because dividing the heart more finely will produce a more heterogeneous distribution of both IDMI and microsphere depositions, it is unlikely that either IDMI or microsphere distributions are broader than the true flow distributions in these hearts. A major contributor to the spread of these distributions is the difference between right and left ventricular flows. About 80% of the ventricular flow goes to the LV, although it has only 75% of the ventricular mass (Table 1 ). The left ventricular flows averaged 105% of the heart mean, and the right ventricular flows averaged 87%. (The wide variation in these averages is presumably due to widely varying physiological states in these open-chest animals.) Since no pulmonary artery pressure measurements were made, we cannot say in retrospect why the right ventricular flows were actually higher than left ventricular flows in four animals. The approach to the left atrial injection site involved pushing the left lung aside, which may have given rise to compression and increased right ventricular work. Figure 7 . The right ventricular myocardium is defined here as the right ventricular free wall only; the septum is considered to be a part of the LV, which is more or less a tapering cylinder, while the RV forms a patch pocket attached to the LV. The relative dispersions for the total distribution were broader than for the LV or RV alone. The right ventricular flows, estimated from either IDMI deposition (left panel) or from microsphere deposition (right panel), form the bulk of the left or low flow side of the distribution, thereby broadening the overall distributions. The individual relative depositions for the LV and RV are listed in Table 2 ; the average values were 34% for LV and 28% for RV from the IDMI depositions. The higher left ventricular flows are expected from the heavier contractile workload. The similarity of distributions for IDMI and microspheres in the RV may be ascribable to the combination of lower flows and a thinner wall, reducing the chances for separation of microspheres from plasma and red blood cells.
Patterns of Deposition
The identification of all individual pieces allowed reconstruction of the information with respect to location within the ventricular myocardium. The left ventricular deposition patterns are quite different among the hearts, and, as in the rabbits, there are no very remarkable gradients from endocardium to epicardium or from base to apex. A typical set of observations for one heart is shown in Figure 9 . The shading is proportional to IDMI deposition density. Two features are evident: 1) Although there is considerable variation, it is not wholly haphazard, for adjacent regions tend to have similar flows, and 2) there is no tendency toward subendocardial regions having higher flows than subepicardial regions.
The data from all 11 animals were combined to examine the question of whether some regions have flows distinguishable from the mean. Because all the hearts were cut with the same pattern, the average deposition could be calculated for any particular piece from data on all animals. Because the pieces from a given location were not all of equal size among the 11 animals, a mass-weighted average was used to determine the concentration for each piece. The profiles of the average of the local relative flows (the fjs) for IDMI in the LVs of the 11 animals are shown in Figure 10 . The octagonal representation emphasizes the cutting pattern. These composite distributions for all of the animals suggest that there may be some regions that tend to have higher or lower flow than the average. The 192 regions in the four rings from the base toward the apex show only a few locations in which the average local flow differs from the mean for the whole LV. Some differ from the left ventricular mean by as little as 20% but are statistically significant; the extremes were at 0.8 and 1.4 times the ventricular (LV+RV) mean.
An examination of the statistically different regions is in order. Previous surveys of the mapped myocardium in isolated dog hearts2 and in awake baboons3 failed to identify locations that were different from the norm in a large group of animals. The data are more precise in our present experiments; still, of the 192 locations in these 11 sheep, only 27 pieces differed from the average for the heart. (Of those having flows two standard deviations or more below the mean flow for the left ventricle, 12 were epicardial, none were midmyocardial, and two were cltI v. 1-cm thick left ventricular rings. In each 45' sector there were six slices from endocardium to epicardium. For each ring, septum is left, free wall is right, and posterior wall is above. P R KillC' -Ap\ endocardial. Of those having flows two SDs or more above the mean flow, one was subepicardial, six were midwall, and six were subendocardial.) The data from the transmural slices were also lumped so that the three endocardial slices and three epicardial slices represented the endocardial and epicardial halves of the myocardial wall, respectively. When this was done, of those having flows two or more SDs below the mean flow for the LV, 12 were in the epicardial half and two were in the subendocardial half. Of those having flows two SDs or more above the mean, three were epicardial and 10 were subendocardial. Such lumping of the observations tends to affirm the idea that subendocardial flows are higher than average, but we shall see that this is not statistically so. The idea may be mainly a misconception based in part on the systematic biases undergone by microspheres. After all, of the 96 pieces in the endocardial half, only 10 showed statistically unusually high flows and two showed unusually low flows.
(This is shown in more detail in Figure 12 .) For microspheres, the scatter is greater but the general pattern is similar (no figure is provided). The range is only slightly greater (0.7 to 1.6), and the high and low spots have the same locations as for the IDMI depositions.
The local ratios of microsphere deposition density to I est, are location-dependent tendencies to microsphere biases. For each piece, the ratio dj/fj was obtained.
[As described in "Materials and Methods," this is dj(gspheres)/fj(IDMI), the local concentration of spheres relative to whole heart mean divided by the local IDMI concentration relative to its whole heart mean.] The average ratios dj/fj for each location for the 11 hearts are displayed in Figure 11 . Statistically significant differences from unity are indicated. The sites where the ratios differ from unity are not located at random but are found in the epicardial (slices 5 and 6 of each sector) and endocardial regions (slices 1 and 2 of each sector). Of those sites with ratios differing statistically from 1.0 by Student's t test, 15 are epicardial, five are midregion, and eight are endocardial. (This is similar to the distributions of flows by IDMI [ Figure 10 ], where the statistically significant differences, epicardial-midregion-endocardial, were distributed 13-6-8.) In Figure 11 , it is evident that the high ratios are dominantly subendocardial (eight of nine are subendocardial) and the low ratios are dominantly subepicardial (15 of the 19 statistically below the mean).
To simplify the situation, consider an outer half to inner half comparison. The ratios are significantly greater than 1 in one epicardial and eight endocardial locations; ratios are significantly less than 1 to-epicardial gradients in the ratios, but dilution of the deviation by the main mass of pieces reduces this apparent effect, since only 28 of 192 were recognizably different from the mean. Figure 12 shows the transmural profiles of the ratios of depositions of microspheres to IDMI. The upper and middle panels show the IDMI and microsphere depositions in the six slices from endocardium to epicardium in the LV. Each point represents about 350 pieces (11 hearts times four rings times eight sectors), and each piece represents two or four observations so that each point represents a total of 1,000 observations of tracer deposition in myocardium. The bars represent 1 SD and the boxes delimit one SEM (with N, the number of pieces, about 350). The flow distributions, by IDMI, tend to show higher midwall values than either the endocardium or the epicardium. In contrast, the microspheres tend to deposit preferentially in the endocardium. The averages of the ratios dj/fj are shown in the bottom panel, each point representing about 350 pieces or about 1,000 observations. Apportionment of the influences on microsphere deposition of the different factors is not as easy. While in principle a multiple regression analysis might be undertaken, simple linear analysis for flow and position are unlikely to be meaningful from the rheological point of view. The flow relation, from Figure 5 , appears to demand an exponent greater than 1; the branching from epicardium to endocardium can also be expected to cause nonlinear effects. The quadratic and power law expressions do test for particular types of flow influences but do not account for depth of penetration into the ventricular wall. Consequently, we fitted the data with a slightly more comprehensive approximation:
The di is the estimate of dj based on the hypothesis that deposition is governed by three factors: 1) The sphere deposition is in linear proportion to flow f, with proportionality constant C; 2) the scalar A times the difference from the local flow to the power a represents preferential entry of a particle into regions with flow greater than the mean particle flow; and 3) the scalar B times the fractional distance from epicardium to endocardium to the power ,B represents the plasma skimming in arteries penetrating from epicardium to endocardium. The second term might in concept be written A(t-1)c but is written differently in Equation 4 to account for the numerical problem that one cannot raise negative numbers to noninteger powers and get a real number. For the third term, the distance x is zero at the epicardium C -fj+Q-1) . A. (1 fj-1 1) xj=1.0-ri± zm /jiEmi (5) where the m's are the masses of the pieces. Thus, x; represents a normalized fraction of transmural distance. This five parameter expression (with A, a, B,(, and C), was fitted by a nonlinear least-squares minimization procedure, SENSOP.14 The logic of the choice of model is that microspheres should deposit in proportion to flow (first term), but may be a biased function of flow differences from the mean with a power less than or greater than one, namely a, and might be subject to a further bias to progress straight down penetrating vessels toward the endocardium, which is given by Bx' for the skimming that might increase with the depth of penetration.
The best fit for all data from the LV is d=-0.95fj+0.262(fj-l)1 06+ 0.242x 7 (6) with correlation coefficient r=0.930, N=2,097 pieces. The 68% confidence limits for the fit were C=0.951 + 0.006, A=0.262±0.017, a=1.056±0.069, B=0.242± 0.013, and 3=3.17±0.37. The confidence limits are estimated from the covariance matrix, a method devised by Gauss.15'16 Since a is not significantly different from 1.0, the second term could be written 0.26 (fj-1). The analysis shows that there are distinct biases due to both a higher power of flow, a rheologic bias, and distance through the wall, a geometric or skimming factor, since A and B both differ significantly from zero. Somewhat unexpectedly, similar biases were found for the right ventricular samples: dj=0.860fj +0. 102(fj 1) l f i°5 + 0.3 12XJ 23 (7) The correlation coefficient was 0.925 for the 692 pieces, and the coefficient of variation was 0.106. The 68% confidence limits were C=0.860+0.018, A=0.102+0.023, a=0.488+0.115, B-0.312+0.015, and 13=1.232+0.190. The bias due to rheology, the middle term, has about half the relative influence as for the LV. The influence of transmural position, or distance from the epicardium, is evident in the RV, despite its thinner wall and lesser systolic pressure gradient than the LV.
For the LV of the single heart in which 'H-DMI was used, the optimized best fit was dj=0.93fj+0.68(t-1> tfj-] 4+0.067x §, (8) For the 505 pieces the coefficient of variation for the fit was 13.5%. The 68% confidence limits were C= 0.93+0.010, A0.68+0.05, a=1.41±0.09, B = -0.067 ±0.054, and 8=5.63 +7.10. Omitting the l\b0\ c il.ii2IT -
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2.0 Endo myocardial blood flows. While this validates methodology that is widely used, this study also affirms that there are systematic errors in the technique. The 1.5 T lresults also affirm that the heterogeneity of regional flows in the ventricular myocardium is normally r.0 broad. In the 11 'he results affirm the rabbit study' in leading to crease of 10% in one branch and a 10% decrease in conclusion that 16.5-,m microsphere deposition the other branch would result in a 4% overestimate isities provide a fairly good measure of regional of regional blood flow from IDMI deposition in the 25 The data from their artificial systems suggest that microspheres should preferentially enter a branch with higher flow than an otherwise equivalent branch. This is because the pressure drop across the sphere at the branch point will be greater in the direction of the higher flowing stream and will bias it into that stream. While the vascular network is not made up of binary branching arteriolar trees with cylindrical symmetry and equal branch angles, it is mainly dichotomously branched, usually asymmetrically, with more complex branching near the terminal arterioles. The biasing effect on microspheres is greatest at branchings in tubes with diameters not much larger than those of the microspheres and is less in large arterioles. The arterioles supplying regions of the size studied here, which contain roughly 600,000 capillaries and perhaps 200 terminal arterioles, are probably closer to 100 gm in diameter than to the microsphere size of 16 ,um. Thus, even though the hypothesis probably cannot be examined with great acuity by these data, the data do suggest the applicability of their theory and in vitro observations. The biases are not very large for 16-,um diameter microspheres and have a small effect on the estimates of flow distributions. The data of Domenech et al, 26 Yipintsoi et al,2 and Utley et a127 showed that these biases in the distribution of microspheres were larger for larger microspheres. Neither these authors nor King et a1 were able to identify differences between 9-and 15-,Lm microspheres. All showed that subendocardialto-subepicardial ratios of deposition densities were larger for larger microspheres; Domenech et al found ratios of -1.4 for 60-,m spheres, while Yipintsoi et al found even higher ratios for 35-,um microspheres. Yipintsoi et al interpreted their data on 35versus 15-pm microspheres to support the hypothesis that biases were due to flow and not substantially to the geometry of the vasculature.
Comparisons of microsphere depositions with those of diffusible indicators have been previously reported, but not comparisons for trapped tracers. Utley et a127 compared microsphere depositions with antipyrine and give a thorough discussion of the problems. Tripp et a128 compared microspheres with tritiated water content after a 20-60-second infusion. Both indicators show virtually flow-limited exchange in the heart,23,29 and to use their deposition to estimate regional flows, a model analysis is required to account for the fact that even in the first seconds of an infusion, tracer will be washing out of some high flow regions before it has entered the lowest flow regions. While their results were consistent with a bias in higher flow regions, sources of errors in microsphere and diffusible indicator techniques discouraged firm conclusions. With continuing infusions the tissue eventually equilibrates uniformly, at which point there remains no information on regional flows. Ramp infusions, linearly accelerating the infusion rate, do better but are subject to the same problems, and technically cannot be run longer than a few tens of seconds without problems. Bassingthwaighte et a118 used indocyanine green dilution curves and iodoantipyrine washout curves to estimate the breadth of the distribution of flows in dog hearts; the distributions were similar to those observed here but there were no direct piece-bypiece comparisons with microspheres.
The rationale for a geometric effect on microsphere distributions, as opposed to a flow effect, is that the subendocardial region is fed by straight vessels penetrating the epicardium toward the endocardium and along which microspheres may be more likely to travel straight rather than take the side branch. The extensive data and the rather refired nonlinear regression analysis reveal the geometric effect anticipated from the theory of Fung.30 It is actually a strong effect, given that only short distances are traveled through vessels of sizes less than four times the sphere diameters, presumably less than 1 to 2 mm. (The method of analysis is an improvement on standard multiple regression analysis because it allows nonlinear terms without degrading the data by using logarithms or other transformations. The exponents are free parameters, not forced to integer values as for a power series.) One important result is that the flow biasing coefficient has a moderate effect, with an exponent near 1.0, that is, linear proportion. The other newly revealed phenomenon is that the geometric effect, depth into the left ventricular wall, has a high exponent but only a moderate weighting. Values of the exponent (3>2 mean that the effect is virtually undetectable near the epicardium and has only about a 1-2% effect at midmyocardium, but has up to a 25% effect in the subendocardium. (Values of x cannot exceed 1.0.) This high leverage makes sense in that the skimming of microspheres at branches cannot be significant until the diameter of the penetrating vessel diminishes to only a few times the sphere diameter.
It should be appreciated that the flow effects and the geometric effects are not truly independent; both occur in the same range of vessel sizes. The observation of a geometric effect is therefore to some extent a restatement of the observation that arteries penetrate from the epicardium toward the endocardium, and the geometric effect occurs mainly because the penetrating arteriole is larger than its side branches. The flow effects presumably occur at all branches regardless of position within the wall. These data do not reveal what the influence of the cyclic systolic stoppage of subendocardial flow might be, for the tracers are inevitably deposited over a few cardiac cycles.
The importance of these observations is twofold.
One is the demonstration that microspheres are maldistributed in a particular way. The other is that the heterogeneity of flows is a consistent observation not due to an artifact. Accounting for the distributions of transit timest3 and of flows31,32 is an essential factor in determining the transport capacity of the capillary bed, not for flow, but for permeation of the capillary walls and parenchymal cell membranes. The effects of heterogeneity of flows are the parameter estimates, and descriptions of various methods for accounting for the heterogeneity are reviewed by Bassingthwaighte and Goresky.33 Further research into this is needed to improve the interpretability of data obtained by external detection of tracers, as with single photon emission computed tomography or positron emission tomography.
