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Abstract—With the emergence of the high-resolution fin-
gerprint sensors, research community has focused on level-
3 fingerprint features especially, pores for providing the next
generation automated fingerprint recognition system (AFRS).
Following the recent success of the deep learning approaches
in various computer vision tasks, researchers have explored
learning-based approaches for pore detection in high-resolution
fingerprint images. These learning-based approaches provide bet-
ter performance than the hand-crafted feature-based approaches.
However, domain adaptability of existing learning-based pore
detection methods has not been examined in the past. In this
paper, we present the first study of domain adaptability of
existing leaning-based pore detection methods. For this purpose,
we have generated an in-house ground truth dataset referred
to as IITI-HRF-GT by using 1000 dpi fingerprint sensor and
evaluated the performance of the existing learning-based pore
detection approaches on it. Further, we have also proposed an
approach for detecting pores in a cross sensor scenario referred
to as DeepDomainPore using unsupervised domain adaptation
technique. Specifically, DeepDomainPore is combination of a con-
volutional neural network (CNN) based pore detection approach
DeepResPore and an unsupervised domain adaptation approach
included during the training process. The domain adaptation
in the DeepDomainPore is achieved by embedding a gradient
reversal layer between the DeepResPore and a domain classifier
network. The results of all the existing and the proposed learning-
based pore detection approaches are evaluated on IITI-HRF-GT.
The DeepDomainPore provides a true detection rate of 88.09%
and an F-score of 83.94% on IITI-HRF-GT. Most importantly,
the proposed approach achieves state-of-the-art performance on
the cross sensor dataset.
Index Terms—Pore detection, high-resolution fingerprint senor,
domain adaptation.
I. INTRODUCTION
PORES, which are level-3 fingerprint features, are gener-ally observable in high-resolution fingerprint images of
resolution higher than 800 dpi [1]. With the advancement
in fingerprint sensing technology, researchers have focused
their attention on level-3 fingerprint features especially, pores
and proposed various next generation automated fingerprint
recognition system (AFRS) [2]–[14]. Pore features have been
found to carry sufficient discriminating power and they have
also shown to be effective for recognition using partial fin-
gerprint images, which may not contain sufficient level-2
features [7]. The performance of pore-based AFRS majorly
depends on the pore detection approach. Thus, it is imperative
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that the pore coordinates are detected correctly. The pore
detection approaches can be broadly classified into feature-
based approaches [2]–[13] and the learning-based approaches
[15]–[18].
The early pore detection approaches [2]–[5] are based on
skeletonization of fingerprint images. These approaches are
evaluated on very high-resolution (∼ 2000 dpi) fingerprint
images and their performance is likely to be adversely af-
fected by fingerprint degradation caused by skin conditions.
As a solution to aforementioned challenges, Jain et al. [6]
presented a hierarchical fingerprint recognition in which pores
are detected by employing the Mexican-hat wavelet transform
on the linear combination of original and enhanced fingerprint
image. However, the presented pore detection approach in [6]
is non-adaptive in nature. Later on, Zhao et al. [7] proposed an
approach, in which the pores are extracted using the adaptive
pore filtering method [19]. The authors have also demonstrated
the usefulness of pores for biometric recognition using partial
fingerprint images, which may not contain sufficient level-2
features [8], [9]. Teixeria and Leite [20] performed spatial
distribution analysis of pores obtained by adaptive filtering us-
ing the directional field information and toggle mapping. The
approaches presented in [7], [20] improved the pore detection
accuracy but at the cost of increased computational complexity.
Lemes et al. [12] proposed a pore detection approach with
a low computational cost. Their approach is adaptive and
handles variations in the pore size. Firstly, a binary fingerprint
image is obtained through global thresholding. For every white
pixel, the average valley width is then estimated by computing
the distance to neighbouring dark pixels in each of the four
directions. The average valley width is used to define the size
of a mask centered on each white pixel. Bright pixels inside
the mask are then used to define a local threshold Tlocal and
a local radius rlocal. Finally, a circle centered at each bright
pixel with its local radius rlocal is used to determine whether
the bright pixel is part of a pore or not. Later on, Segundo and
Lemes [13] improved the dynamic pore filtering approach [12]
by considering the average ridge width in place of the average
valley width to obtain the global and local radii,which are used
in the same manner as in [12] to estimate the pore coordinates.
With the success of deep learning approaches in various
computer vision tasks [21]–[23], researchers have focused on
designing learning-based pore detection approaches. Labati
et al. [15] proposed an approach for pore detection using
a shallow CNN to generate a pore intensity map on which
threshold is employed to obtain the pore coordinates. However,
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2the approach [15] does not provide any improvement in the
pore detection over the existing feature-based techniques. Later
on, Jang et al. [16] presented a pore detection approach by
employing deep CNN consisting of 10 learnable layers. In
their approach, pore label image is generated by considering
the distance of the pixels form the pore coordinates. The deep
CNN is trained to obtain the pore intensity map which is
further processed to obtain the pore coordinates. DeepPore
[16] provides a considerable improvement in the pore detec-
tion accuracy over the existing approaches. However, CNN
network presented in [16] employed a plain CNN architecture
with only 10 learnable layers and tested on a very small
test set containing 6 fingerprint images only. Authors in
[17] proposed a residual learning based CNN, referred to as
DeepResPore, for detecting pores in high-resolution fingerprint
images. Specifically, DeepResPore model consists of 18 layers
containing 8 residual blocks. DeepResPore has been trained
on a large labeled dataset containing 210,330 patches and
evaluated on multiple test sets each containing 30 fingerprint
images to ascertain its performance. Dahia and Segundo
[18] employed fully convolutional neural network (FCN) for
detecting pores in high-resolution fingerprint images. Authors
in [18] have also provided a common protocol to evaluate the
pore detection accuracy.
A review of the pore detection literature indicates that
learning-based pore detection approaches achieve better per-
formance than the feature-based pore detection approaches.
However, all the existing learning-based pore detection ap-
proaches are trained and tested on the fingerprint images
from the benchmark PolyU HRF datasets [24] only. Thus, the
domain adaptability of existing learning-based pore detection
approaches have not been examined in the past. To this end,
we have generated an in-house pore ground truth dataset
referred to as IITI-HRF-GT containing 20 fingerprint images
of resolution 1000 dpi and the corresponding pore coordinates
marked manually. The objectives of this work is to explore
the domain adaptability of learning-based pore detection ap-
proaches on cross-sensor fingerprint images captured using a
different fingerprint sensors. To the best of our knowledge, this
is the first study of domain adaptability of learning-based pore
detection approaches on the cross sensor fingerprint images.
The key contribution of this paper are as follows: this
paper presents the first study of domain adaptability of the
existing learning-based pore detection approaches on the
cross-sensor fingerprint images. A cross-sensor pore ground
truth (IITI-HRF-GT) is generated from fingerprint images of
resolution 1000 dpi captured using the commercially avail-
able Biometrika HiScan-Pro fingerprint scanner. The in-house
ground truth dataset used in this study will be made publicly
available to further research in this area. Finally, as a solution
for domain adaptability in pore detection, we have proposed an
approach for detecting pores referred to as DeepDomainPore
using unsupervised domain adaptation. Domain adaptability
is achieved by incorporating the gradient reversal layer during
the training phase.
The rest of this paper is organized as follows: Firstly, a
brief introduction to the proposed methodology is presented
in Section II followed by a detailed description of the domain
adversarial training of the proposed approach. Experimental
results and discussion are presented in Section III. This section
also presents detailed description of the dataset preparation for
adversarial training the proposed model. Finally, Section IV
presents our concluding remark.
II. PROPOSED METHOD
In this paper, we present an automated pore detection
approach referred to as DeepDomainPore capable of pore
detection in cross-sensor fingerprint images. DeepDomainPore
is combination of the residual learning-based CNN model
DeepResPore [17] and the unsupervised domain adaptation
approach [25] incorporated by embedding a gradient reversal
layer during the training of DeepResPore model. The Deep-
DomainPore is trained using the labeled data from the source
domain and an unlabeled data from the target domain. A
schematic diagram of the proposed approach is presented in
Fig. 1.
The domain adaptation is defined as the process of learning
a discriminative classifier or predictor in the presence of a shift
between the training and test distribution [25], [26]. In this
paper, we present a learning-based pore detection approach
which incorporates a domain adversarial learning during the
training process. Let the PolyU HRF dataset [24] be treated
as source domain S. For our experiments, S consists of
fingerprint patches xsi and the pore label image yi highlighting
only the pore coordinates and its neighbourhood. On the other
hand, the in-house high-resolution fingerprint dataset IITI-
HRFP [27] containing fingerprint images of resolution 1000
dpi and size 320× 240 pixels be treated as target domain T .
The target domain T contains unlabeled the fingerprint patches
xti. Sample fingerprint images from IITI-HRFP-GT and PolyU
HRF pore ground truth (PolyU HRF GT) are presented in Fig.
2. As can be observed, there exist a significant difference in
terms of resolution and pores between the fingerprint images
of PolyU HRF and IITI-HRFP datasets. Thus, our objective is
to design a learning-based pore detection approach which can
handle the domain shift.
For training the DeepDomainPore, fingerprint patches are
taken from both S and T domains. In order to have domain
variability, each training sample xi is assigned a domain label
di as follows:
di =
{
0, if xi ∈ S
1, if xi ∈ T
(1)
As presented in Fig. 1, DeepDomainPore consists of Deep-
ResPore [17] in the the feed forward network. In this work,
we have included an additional batch normalization (BN) and
rectified linear unit (ReLU) layer after the last convolutional
layer of the DeepResPore model. The detailed architecture
of the DeepResPore is presented in Table I . As can be
observed, the output size of each layer is the same as that
of the input. In order to achieve this, we have performed
padding operation and have not employed pooling operation.
A schematic diagram of the modified DeepResPore model
is presented in Fig. 3. As depicted in Fig. 3, the modified
DeepResPore model contains 4 residual blocks and additional
3Fig. 1: Schematic diagram of the DeepDomainPore model
Fig. 2: Sample fingerprint images from IITI-GT (top) and PolyU HRF GT (bottom)
BN and ReLU layer are used with the last convolutional layer
(conv6).
TABLE I: Architecture of DeepResPore
Layer name output size kernel
conv1 80× 80 7× 7, 64, stride 1, padding same
conv2 x 80× 80
[
3× 3, 64
3× 3, 64
]
×2
conv3 x 80× 80
[
3× 3, 128
3× 3, 128
]
×2
conv4 x 80× 80
[
3× 3, 256
3× 3, 256
]
×2
conv5 x 80× 80
[
3× 3, 512
3× 3, 512
]
×2
conv6 80× 80 3× 3, 1
DeepRespore generates a pore intensity map yˆ of the size
same as that of the input fingerprint patch xi. Let this mapping
and the parameters associated to it be represented as:
yˆ = fP (X, θpore) (2)
The pore intensity map yˆ generated from the feed forward
network fP , is then compared with the pore label images y to
obtain the loss Lpore as:
Lpore =
1
n
n∑
i=1
(yi − yˆi)2 (3)
For domain adaption, the pore intensity map yˆ generated
from fP is mapped to the domain label d by a domain classifier
function fD as follows:
dˆ = fD(Xd, θd) (4)
During the learning phase, our goal is to minimize the
pore-label loss Lpore on the annotated fingerprint images xsi
4Fig. 3: Schematic diagram of DeepResPore showing generation of pore map from a given fingerprint patch
from the source domain which form a part of the training
set X . The parameters θpore of the feed forward network
(DeepResPore) is optimized to minimize Lpore for fingerprint
images from source domain. Simultaneously, our aim is to
make the predictions yˆ from the DeepResPore model to be
domain invariant. To this end, we have incorporated domain
adversarial training [26] in the DeepResPore model and ob-
tained the DeepDomainPore model. DeepDomainPore contain
an additional domain classifier fD which takes pore intensity
map yˆ of size 80 × 80 pixels generated form the fP and
employs a series of linear functions to obtain 1-dimensional
vector, from which domain probability can be estimated by
employing softmax function. Thus, during training, our ob-
jective is to obtain parameters θpore of pore intensity map
generation function fP that minimizes the predicted pore loss
Lpore and maximizes the domain classifier loss Ld to ensure
domain invariability between the pore maps generated from
the source and target domains. Further, we seek the parameters
θd of domain classifier that minimizes the loss of the domain
classifier. The aforementioned objectives are summarized as
the loss function as follows:
E(θpore, θd) =
1
n
n∑
i=1
Lipore(θpore)−λ
[
1
n
n∑
i=1
Lid(θpore, θd)
+
1
n′
N∑
i=n+1
Lid(θpore, θd)
]
(5)
In order to optimize euq. (5), we need to find the saddle point
θˆpore and θˆd such that
θˆpore = argmin
θpore
E(θpore, θˆd) (6)
θˆd = argmax
θd
E(θˆpore, θd) (7)
A saddle point defined in (6)-(7) can be obtained as a
stationary point of gradient updates of θpore and θd as follows:
θpore ←− θpore − µ
(
∂Lipore
∂θpore
− λ ∂L
i
d
∂θpore
)
(8)
θd ←− θd − µ∂L
i
d
∂θd
(9)
where µ is the learning rate. The updates in equ. (8) can be
achieved by introducing a special layer termed as gradient
reversal layer [26]. The gradient reversal layer does not
contain parameters associated with it. However, it has a meta-
parameter λ (domain adaptation factor) associated with it.
During forward pass the gradient reversal layer acts as an
identity transform. On the other hand, during backpropagation,
gradient reversal layer takes the gradient from the following
layer and multiplies it with −λ and passes it to the preceding
layer. Mathematically, the forward and the backpropagation
of the gradient reversal layer can be represented by pseudo-
functions as follows [26]:
Rλ(x) = x (10)
dRλ
dx
= −λI (11)
In the proposed approach, the gradient reversal layer is
employed between the DeepResPore model fP and the domain
classifier fD as presented in Fig. 1. During the backpropaga-
tion pass through gradient reversal layer, partial derivative of
domain classifier loss Ld with respect to the layer parameter
θpore i.e. ∂Ld∂θpore is multiplied by −λ and then passed to
DeepResPore model. During test phase, a test fingerprint
image is first divided into non-overlapping patches of size
80×80 pixels, which are then processed by DeepDomainPore
model to generates the pore intensity map of same size as
that of input patch which highlights only the pore coordinates
and suppress the remaining details. These output pore intensity
5maps are then combined to form the complete pore map of the
same size as that of the input fingerprint image.
For a given test fingerprint image, DeepDomainPore gen-
erates a pore intensity map, in which pores appear clearly
as grey-level blobs and rest of the fingerprint features are
suppressed, as can be seen in Fig. 4. Also, it may be observed
that the centers of the grey-level blobs (pores) correspond to
the local maxima in the pore intensity map. Thus, we have
employed a simple spatial filtering approach to estimate the
pore coordinates [17]. In this approach, firstly, a maximum
value map is obtained by filtering the pore intensity map with
a maximum filter of window size 5×5 pixels. Next, for every
pixel in the pore intensity map, if its value is equal to the
corresponding pixel value in the maximum value map and
greater than a pre-defined threshold thp, the corresponding
pixel in the binary pore map is set to 1. If the aforementioned
condition is not satisfied, the corresponding pixel in the binary
pore map is set to zero. Sample fingerprint images from the
target domain and their corresponding pore intensity map
and binary pore map obtained by the proposed approach are
presented in Fig. 4.
III. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we first present the details of preparation
of the dataset for examining the domain adversary on the
learning-based pore detection approaches followed by the
results of our experiments.
A. Dataset preparation
As presented in Section I, existing learning-based pore
detection approaches have been trained and tested on the
fingerprint images form PolyU HRF dataset [24]. Specifically,
all the existing learning-based pore detection approaches have
used the ground truth of pore coordinates provided in the
PolyU HRF dataset which contains high-resolution fingerprint
images of resolution 1200 dpi captured using a single sen-
sor. Therefore, the performance of the learning-based pore
detection approaches on an adversarial domain containing
high-resolution fingerprint images from different sensor has
not been evaluated in the past. The main reason behind this
could be the unavailability of the ground truth of the pore
coordinates of high-resolution fingerprint obtained from a
different sensor. To this end, we have expanded the in-house
IITI-HRF high-resolution fingerprint dataset [27] to include
fingerprint images from 100 subjects. The current IITI-HRF
high-resolution fingerprint dataset contains fingerprint images
from 8 fingers (all fingers except the little fingers from both
the hands), each contributing 8 impressions. These images are
captured using the commercially available Biometrika HiScan-
Pro fingerprint scanner. IITI-HRF dataset has two subsets,
the first one contains the partial fingerprint images of size
320 × 240 pixels, while the second one contains the full
fingerprint images of size 1000 × 1000 pixels. the details of
IITI-HRF dataset is presented in Table II .
We have performed our experiment on IITI-HRFP dataset.
Specifically, We have manually marked the pore coordinates
TABLE II: Details of the IITI-HRF dataset
Dataset Resolution(dpi)
Image size
(pixels) Fingers Total images
IITI-HRFP 1000 320× 240 800 6400
IITI-HRFC 1000 1000×1000 800 6400
location for 20 fingers (randomly selected) to form the in-
house ground truth, referred to as IITI-HRF-GT. Out of 20
fingerprint images form IITI-HRF-GT, 5 fingerprint images
have been used for validation and fine tuning experiments and
the remaining 15 fingerprint images are used for testing the
DeepDomainPore model. On the other hand, all the impres-
sions of remaining fingers (780× 8) are used for training the
DeepDomainPore as target domain T . We have divided the
fingerprint images in T into non-overlapping patches of size
80 × 80 pixels. Thus, we have a total of 74,880 fingerprint
patches from T to train the DeepDomainPore model in domain
adversarial manner. Furthermore, the training images for the
source domain S are obtained from the fingerprint images
from the PolyU HRF dataset for which the pore annotations
are provided in [28]. Authors in [28] have provided pore
annotation for 120 fingerprint images of size 640×480 pixels
from Polyu HRF dataset. Out of 120 fingerprint images, we
have selected 90 fingerprint images from the first session as
source training set. The images from source training set are
divided into overlapping patches of size 80× 80 pixels with a
step size of 10 pixels. Overall, we have a total of 210,330
fingerprint patches from S to train the DeepDomainPore
model.
For training the DeepDomainPore model in a domain ad-
versarial manner, we require training fingerprint images from
source domain S with their corresponding pore label images
IP and training fingerprint images from target domain T . We
have generated the pore label images from the annotated pores.
Specifically, the pixels corresponding to the ground truth pore
coordinates are marked as 1 in the pore label image and the
pixels present inside the radius of 5 pixels from each of the
ground truth pore are marked with the value equal to the
distance from the center pore and the remaining pixels are
marked as 0, in the following manner [16], [17]:
IP (i, j) =
{
1− dpg(i,j)5 , if dpg(i, j) < 5.
0, otherwise.
(12)
where IP (i, j) is the label assigned to the pixel at (i, j) and
dpg(i, j) is the Euclidean distance between the pixel at (i, j)
and the ground truth pore coordinates.
B. Experimental results
We have trained DeepDomainPore in an end-to-end manner
to optimize the pore detection loss Lpore for the source domain
fingerprint images and the domain classifier loss Ld for target
domain fingerprint images. DeepDomainPore has been trained
for 10 epochs (each containing 9360 iterations) using a batch
size of 8 for both the source and target training sets and a
learning rate of 0.0001. The number of epochs have been
decided by considering the training loss and the average
true detection rate on the validation set. The loss functions
6Fig. 4: Results from different stages of the proposed approach
have been optimized using the adaptive moment estimation
(ADAM) [29]. The domain adaptation factor λ is set to 0.005.
All our experiments have been performed using PyTorch [] in
python environment on a computer with 3.60 GHz Intel core
i7-6850K processor, 48 GB RAM and Nvidia GTX 1080 8
GB GPU.
The performance of all the approaches are evaluated using
the following metrics: true detection rate RT and false detec-
tion rate RF [15]–[17]. RT is defined as the ratio of the true
detected pores to the pores present in the ground truth. RT can
also be treated as the recall of the pore detection approach. On
the other hand, RF is defined as the ratio of the falsely detected
pores to the total number of detected pores. RF is equivalent
to 1 − precision of the pore detection approach. We also
report the F-score, which is harmonic mean of the recall and
the precision. In addition, we present the receiver operating
characteristic (ROC) curve to help ascertain the performance
of the proposed approach in the cross sensor scenario.
In order to obtain the aforementioned performance metrics,
it is quintessential how the detected pores are treated as true
pores. To this end, we have employed the protocol presented
in [18]. For a given fingerprint, let the detected pores and the
corresponding ground truth pores be represented as Pd and
Pg , respectively. Firstly, we compute the pair-wise Euclidean
distance between P id and P
j
g and store it in a distance matrix
Di,jpg , for i = 1, 2, . . . , N and j = 1, 2, . . . ,M where N
and M are the number of detected pores and the ground
truth pores, respectively. Next, we obtain the index of the
minimum distance along each rows of the Di,jpg . These indices
j
′ ∈ {1, 2, . . . ,M} provide the coordinates of the nearest
ground truth pore for each of the detected pores. Further, we
determine the nearest detected pore to the obtained ground
truth pore by examining the j
′
th column of the Di,jpg to find
the index i
′ ∈ {1, 2, . . . , N} of the minimum distance along
the column. Finally, a detected pore P id is considered as true
pore only when i = i
′
, i.e. the detected pore has minimum
distance with a ground truth pore and that ground truth pore
must also has the minimum distance with that detected pore
only.
To make a fair comparison, we have evaluated the exist-
ing approaches [16]–[18] and the proposed DeepDomainPore
model on the test fingerprint images from IITI-HRF-GT. It
should be noted that the existing approaches [16], [17] have
been trained using the 210,330 fingerprint patches from the
source domain. While, the approach in [18] has been trained
on different segment of images obtained from the source
domain only. We have also performed the pore detection in
cross sensor domain through fine-tuning approach referred
to as DeepResPore-FT. Specifically, we have fine-tuned the
DeepResPore model by using the validation fingerprint images
from the IITI-HRF-GT and retaining the weights of the trained
DeepResPore model for all the layers expect the last convo-
lutional layer. The last convolutional layer is replaced with
a new convolutional layer whose weights are learned using
the cross sensor fingerprint images and the pore labels. The
validation fingerprint images from IITI-HRF-GT are divided
into overlapping patches of size 80 × 80 pixels with a step
size of 10 pixels. Thus, we have 2125 patches for fine-
tuning experiment. The pore label image fro the corresponding
fingerprints are obtained by using the equ. 12. We have trained
the DeepResPore-FT model for 20 epochs with a learning rate
of 0.01.
The results from the cross sensor scenario experiments are
presented in Table III. To make a fair comparison, we have
fixed the RF value ≈ 19 and computed the corresponding RT
and F-score for the proposed DeepDomainPore, DeepRespore-
7TABLE III: Performance comparison with the existing methods in cross sensor scenario
Method Metric
RT RF F-score
DeepPore [16] 86.34% 19.11% 83.23%
DeepResPore [17] 70.91% 19.13% 74.75%
Dahia and Segundo [18] 85.19% 29.09% 76.79%
DeepResPore-FT 85.89% 19.10% 82.70%
DeepDomainPore 88.09% 19.17% 83.93%
TABLE IV: Performance comparison with the existing methods on source sensor data
Method Metric
RT RF F-score
DeepPore [16] 84.85% 2.52% 90.49%
DeepResPore [17] 85.00% 2.50% 90.44%
DeepDomainPore 87.41% 2.52% 92.04%
FT and the existing approaches [16], [17]. For the approach
in [18], we have not been able to set the RF value to
19. Therefore, we have reported the minimum RF and the
corresponding RT and F-score of the approach [18]. As can
be observed from the Table III, DeepDomainPore model which
has been trained in a domain adversarial manner provide
better results than all the existing approaches in a cross
sensor scenario. To ascertain this superior performance, we
have plotted ROC curves (please see Fig. 5) by varying the
thp values. These curves clearly indicate that the proposed
approach achieves better RT for low RF , specifically, for RF
values below 25. The performance improvement in the cross
sensor scenario is mainly be due to the domain adversarial
training of the DeepDomainPore model.
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Fig. 5: A comparative analysis using ROC curves in cross
sensor scenario
Further, we have also compared the performance of the
DeepDomainPore with the existing approaches [16], [17] on
fingerprint images from the source domain. For this set of
experiments, the ground truth provided in PolyU HRF dataset
[24] has been used as the test fingerprint images. Table IV
presents the results obtained from this set of experiments.
As performed in cross sensor scenario experiments, we have
fixed the RF value ≈ 2.5 and then reported the corresponding
RT and F-score. As can be seen the proposed approach
performs better than the current state-of-the-art approaches
on the test set from the source domain. To ascertain this
superior performance, we have plotted ROC curves in Fig. 6
by varying the threshold thp. These curves clearly indicate that
the proposed DeepDomainPore model trained with domain
adversarial manner achieves better RT for low RF values.
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Fig. 6: A comparative analysis using ROC curves on source
domain
Overall, the experimental results presented in this section
indicate that the proposed DeepDomainPore model provides
improvement in performance over the current state-of-the-art
approaches for both the cross sensor scenario and the source
domain scenario. Specifically, it achieves higher RT for low
RF on both the datasets.
IV. CONCLUSION
In this paper, we have presented a learning based method-
ology for pore detection in cross-sensor high-resolution fin-
gerprint images. Specifically, we have developed a CNN
model named DeepDomainPore that generates a pore intensity
map for the input fingerprint image. DeepDomainPore is a
combination of residual learning-based CNN named DeepRe-
sPore and the unsupervised domain adaptation incorporated by
embedding a gradient reversal layer between the DeepResPore
and the domain classifier network and training the entire
network in domain adversarial manner. The results of our
evaluations on the cross sensor IITI-HRF-GT demonstrate the
effectiveness of the proposed DeepDomainPore in detecting
pores in high-resolution fingerprint images with a significant
domain shift. Most importantly, the proposed DeepDomain-
Pore model achieves state-of-the-art performances on both
the source (PolyU HRF GT) and the target (IITI-HRF-GT)
domain.
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