This paper presents a family of algorithms for approximate inference in credal networks (that is, models based on directed acyclic graphs and set-valued probabilities) that contain only binary variables. Such networks can represent incomplete or vague beliefs, lack of data, and disagreements among experts; they can also encode models based on belief functions and possibilistic measures. All algorithms for approximate inference in this paper rely on exact inferences in credal networks based on polytrees with binary variables, as these inferences have polynomial complexity. We are inspired by approximate algorithms for Bayesian networks; thus the Loopy 2U algorithm resembles Loopy Belief Propagation, while the IPE and SV2U algorithms are respectively based on Localized Partial Evaluation and variational techniques.
Introduction
Consider a set of variables X = {X 1 , . . . , X n }, associated with general probabilistic assessments: for example, the probability of {X 1 = 1} is larger than 1/2, while the expected value of X 2 conditional on {X 3 = 0} is smaller than 2. Such assessments may reflect incomplete or vague beliefs, or beliefs held by a group of disagreeing experts. In these circumstances, assessments characterize a set of probability distributions over X. Suppose also that conditional independence relations over the variables are specified -we later discuss the exact definition of conditional independence for sets of probabilities; for now assume one has been given such relations. Assume these independence relations are specified by a directed acyclic graph where each node is a variable, and such that a variable and its nondescendants are conditionally independent given its parents. If one or more distributions can satisfy all assessments, then we call the set of assessments and independence relations a credal network [10, 19, 27] . Whenever a credal network represents a single distribution, we refer to it simply as a Bayesian network [51] . In fact, credal networks can be viewed as straightforward generalizations of the well-known Bayesian network model. The basic theory of sets of distributions, credal and Bayesian networks is reviewed in Section 2.
In this paper we produce algorithms for approximate inference; that is, algorithms that approximate lower and upper conditional probabilities for a variable given observations. Such algorithms are necessary in practice, as exact inference in credal networks is a complex problem, typically of higher complexity than exact inference in Bayesian networks [23] . The best existing exact algorithms operate by converting inference into an optimization problem [9, 21, 28] ; currently they can produce inferences for medium-sized networks, provided the network topology is not dense. Even if future developments lead to extraordinary improvements in exact inference, it seems that approximate inference are unavoidable in applications.
Here we ask, can credal networks benefit from approximation techniques that have been very successful for Bayesian networks and that are based on polytrees? We answer this question positively. Most ideas in this paper can be applied to networks containing non-binary variables; however, their effectiveness depends on the existence of efficient algorithms for inference in auxiliary polytree-like networks. We propose algorithms for approximate inference that exploit the surprising properties of polytree-like credal networks with binary variables; specifically, the fact that in this case inference is polynomial, as shown by the 2U algorithm [27] .
We present three algorithms:
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(1) The Loopy 2U algorithm, presented in Section 3, extends the popular Loopy Belief Propagation [46] algorithm to credal networks with binary variables. Just as Loopy Belief Propagation modifies Pearl's Belief Propagation [51] , Loopy 2U modifies the 2U algorithm, with excellent results (fast response, outstanding accuracy). ( 2) The Iterated Partial Evaluation algorithm, presented in Section 4, extends the Localized Partial Evaluation [25] algorithm by iterating through many instances of Localized Partial Evaluation (each instance corresponds to a loop cutset, and is run by the 2U algorithm). The Iterated Partial Evaluation algorithm produces lower and upper bounds on probabilities that surely enclose the tighest possible bounds. (3) The Structured Variational 2U, presented in Section 5, uses a variational technique, often employed in large statistical models [56] , to generate an approximating polytree-like credal network. When all variables are binary, this approximating credal network can be processed by the 2U algorithm.
Schematically, these algorithms can be organized as in Figure 1 , where we use several abbreviations that are adopted throughout: L2U for Loopy 2U, LBP for Loopy Belief Propagation, BP for Belief Propagation, IPE for Iterated Partial Evaluation, LPE for Localized Partial Evaluation, SV2U for Structured Variational 2U. Similarly to their counterparts for Bayesian networks, not all algorithms guarantee convergence to proper bounds; we discuss this issue and investigate the practical behavior of the algorithms through experiments (Section 6). Overall, the Loopy 2U shows the best performance in terms of accuracy and running time, while the IPE is the only one with guarantees concerning accuracy, and the SV2U algorithm seems to be promising as a first step towards future treatment of continuous variables.
Background
A Bayesian network uses a directed acyclic graph to compactly encode a probability distribution [49, 51] . The term "polytree" is often used to refer to Bayesian networks whose underlying undirected graph is a tree, but in this paper we refer to such networks as polytree-like networks (because we have several types of networks, with differences that go beyond graph topology). In this paper the nodes of every graph are random variables; given a graph, the set of its nodes/variables is denoted by X. In this paper all variables are categorical; in fact all variables are binary with values 0 and 1. If an edge leaves node X i and reaches node X j , then X i is a parent of X j . The set of parents of X i is denoted by pa (X i ).
A Bayesian network is endowed with a Markov condition: each node is independent of its nondescendants given its parents. Consequently, the distribution p(X) factorizes as
) is the marginal of X i whenever pa (X i ) is empty. An inference in a Bayesian network is usually taken as the calculation of the distribution for a variable X Q given a set E of assignments for variables X E (this process is also referred to as belief updating [24] ). For example, if E = {X 2 = 0, X 5 = 1}, then X E = {X 2 , X 5 }. Thus an inference is:
In this expression, the summation is over the values of its subscripting variables, not over the variables themselves. Whenever a summation has subscripting variables, it runs over the values of the variables.
Inference in Bayesian network is an PP-complete problem [54] ; however, there exist algorithms that work well in practical applications. Exact algorithms have explored Expression (1) to order operations efficiently [24, 45] , sometimes using auxiliary junction trees [15, 42] . A few algorithms exploit conditioning operations [51, 57] that reduce inference to manipulation of polytrees. These conditioning algorithms employ loop cutsets: a loop cutset is a set of edges that, once removed, leaves the underlying undirected graph as a tree [51] . For a network with n nodes and n a arcs, we must remove n a − n + 1 edges so as to obtain a loop cutset. There are also other inference algorithms that combine auxiliary operations and conditioning, without necessarily resorting to loop cutsets [20, 52] . Finally, we note that Pearl's belief propagation (BP) is a polynomial algorithm for the special case of polytree-like Bayesian networks [51] .
Given that large multi-connected networks pose serious difficulties for exact inference, approximate algorithms have received steady attention. Approximations are often based on Monte Carlo schemes [30, 32, 36] , on structural or variational changes in networks [25, 41, 43] , or in specialized techniques such as Loopy Belief Propagation [48, 64] . We briefly review variational techniques in Section 5 as we use them in the SV2U algorithm.
Much as Bayesian networks offer an organized way to encode a single probability distribution, credal networks offer an organized way to encode a set of probability distributions. There are many different formalisms that can be expressed as or related to sets of probability distributions: belief functions and possibility measures [61] , ordinal ranks and several types of qualitative probability [13, 22, 53] . There are also situations where probabilistic assessments are imprecise or vague, sometimes due to constraints in elicitation resources, sometimes due to properties of the representation. For example, consider probabilistic logics; that is, logics with probabilistic assessments over logical formulas [12, 34, 35, 50] . In these logics it is almost impossible to guarantee that every set of formulas attaches a single probability number to each event; usually all that is guaranteed is that an event is associated with a probability interval. Another source of imprecision in probability values is lack of consensus, when several experts disagree on the probability of events or variables. As another source of imprecision, one may wish to abstract away details of a probabilistic model and let the modeling process stop at probability intervals [33] .
Denote by K(X) a set of distributions associated with variable X; such sets are referred to as credal sets [44] . A conditional credal set, that is, a set of conditional distributions, is denoted by K(X|A), where A is the conditioning event. We denote by K(X|Y ) the collection of credal sets indexed by the values of variable Y (note that this is not the single set of functions p(X|Y )). Given a credal set K(X), one can compute the lower probability P (A) = min P ∈K(X) P (A) of event A. In words: the lower probability of event A is the tight lower bound for the probability of A. Similarly, the upper probability is P (A) = max P ∈K(X) P (A). We assume that all credal sets are closed. To simplify the presentation, we also assume that all credal sets are convex. If a credal set is not convex, we can consider its convex hull for the purposes of this paper, as any lower/upper probability is attained at a vertex of the credal set [27] .
Suppose a set of assessments, containing bounds on probability and possibly bounds on expectations, is specified. Consider for example a binary variable X and assessments P (X = 0) ≥ 1/2 and P (X = 1) ≥ 2/3. These assessments are inconsistent as no probability distribution can satisfy them; they are said to incur sure loss [60] . As another example, consider again binary X and assessments P (X = 0) ≥ 1/2 and P (X = 1) ≤ 2/3. These assessments avoid sure loss, as there is at least a probability distribution satisfying them [5] . However, the assessments are not as tight as possible, as P (X = 1) must be smaller than 1/2. If all assessments are tight, the set of assessments is coherent. For example, assessments P (X = 0) ≥ 1/2 and P (X = 1) ≥ 1/3 are coherent.
A set of assessments that avoids sure loss is usually satisfied by several sets of probability distributions. Each one of these sets is an extension of the assessments. We are always interested in the largest possible extension; for finite domains, this largest extension is always well defined and called the natural extension of the assessments [60] .
Consider then a directed acyclic graph where each node is associated with a variable X i , and where the directed local Markov condition holds (that is, a node X i is independent of its nondescendants given its parents). There are in fact several possible Markov conditions, as there are different concepts of independence for sets of probability distributions in the literature [14, 18] . In this paper, "independence" of X and Y means that the vertices of K(X, Y ) factorize. That is, each distribution p(X, Y ) that is a vertex of the set K(X, Y ) satisfies P (X, Y ) = P (X) P (Y ) for all values of X and Y (and likewise for conditional independence).
Suppose that each node X i and each configuration ρ ik of parents of X i in a credal network is associated with a conditional credal set K(X i |pa (X i ) = ρ ik ). Suppose also that each set K(X i |pa (X i ) = ρ ik ) is specified separately from all others; that is, there are no constraints among distributions in these sets. The credal network is then said to be separately specified. The largest extension of this credal network that complies with the Markov condition in the previous paragraph is called the strong extension of the network [17] :
An inference in a credal network is usually taken as the calculation of a lower probability conditional on observations: it is necessary to minimize Expression (1) subject to constraints in (2) . A similar formulation can be used to compute upper probabilities. The resulting optimization problems can be reduced to multilinear programming [21] , and they can be solved in exact or approximate forms. Exact algorithms have either explored the exhaustive propagation of vertices of relevant credal sets [10, 16] , a process with high computational demands; or have explored more direct optimization methods [1, 9, 21, 28] . Several approximate algorithms employ techniques such as local or genetic search and simulated annealing to produce bounds [6, 7, 16, 65] .
One of the first approximate algorithms for inference in credal networks is Tessem's propagation for polytree-like networks [59] . This algorithm mimics Pearl's BP, using only "local" operations (that is, summations and products in a node). While each local optimization can be solved exactly, their combined result produces approximate lower and upper probability bounds. Later, Zaffalon noticed that Pearl's BP could be modified and applied to polytree-like credal networks with binary variables so as to produce exact inference through local operations. The resulting algorithm, called 2U, is the only polynomial algorithm for inference in credal networks. As the 2U algorithm is the basis for all algorithms in this paper, it is presented in Appendix A and is assumed known in the remainder of the paper -it is important to note that we use the notation in Appendix A without further explanation. In the 2U algorithm, interval-valued messages are propagated among nodes of a polytree-like network, much like Pearl's BP.
3 The L2U algorithm: Loopy belief propagation in credal networks
As indicated before, the L2U algorithm is a "loopy" version of the 2U algorithm, inspired by the Loopy Belief Propagation (LBP) algorithm that has been so successful in Bayesian networks [46, 48] .
The idea is simple. Consider a multi-connected credal network; that is, a network with cycles in the underlying graph. Take an ordering of the nodes, and initialize messages as in the 2U algorithm: that is, a root node X gets π X (x) = [P (X = x) , P (X = x)], a barren node X gets Λ X = [1, 1] and an observed node X receives a dummy child X that sends a message Λ X ,X = 0 if {X = 0} and Λ X ,X = ∞ if {X = 1} (Appendix A). All other messages are initialized with the interval [1, 1] . (If we are only interested in a particular variable X Q , then it is possible to discard barren nodes, and several others, using d-separation [31] ).
All nodes are then updated in the selected order. That is, messages are updated by running the formulas of the 2U algorithm. And the propagation does not stop after the nodes are exhausted; rather, a complete run over the network is a single iteration of L2U. The algorithm then keeps sending interval-valued messages. The process stops when messages converge or when a maximum number of iterations is executed.
A description of the L2U algorithm is presented in Figure 2 . Lines 01 to 03 initialize various components of the algorithm. Lines 04 to 10 run the main loop, and line 11 produces the approximate bounds for P (X Q = x Q |E). As in LBP, the nodes can be visited in any order; it has been empirically noted that the ordering of the nodes affects convergence of LBP [64] , and we leave for future work an in-depth study of the relationship between orderings and convergence in L2U. It should also be noted that the algorithm updates all functions related to a node using the necessary messages from the previous iteration. This is also not required; messages produced in iteration (t + 1) may use other messages produced in the same iteration. In fact, in our implementation we use the most recent messages in the computation as the algorithm progresses, as we have concluded empirically that this strategy accelerates convergence and does not seem to affect accuracy.
Expressions (A.1) and (A.2) demand considerable computational effort. For L2U: Loopy 2U Input: credal network with binary variables; evidence E; integer T (limit of iterations). Output: approximate maximum/minimum values of P (X Q |E). 01. Initialize messages of root nodes, barren nodes, and observed nodes as in the 2U algorithm (Appendix A); these messages are marked with a superscript (0). 02. All messages not initialized in the previous step are initialized with the interval [1, 1] , and marked with a superscript (0). 03. Take t ← 0. 04. Repeat until convergence of messages or until t > T : 05.
For each node X, compute:
X and π
(A.6)) using the messages in the last iteration. each expression, we have a search among 2 #pa(X i ) numbers, where #pa (X i ) indicates the number of parents of X i ; for each configuration, we must sum across 2 #pa(X i ) probability values. Therefore, if K is the largest number of parents for a node, and the algorithm stops after t * iterations, the computational effort is O(t * 4 K ).
The most difficult issue with L2U is convergence. When all probability values are real-valued, L2U collapses to LBP; thus convergence of L2U includes the already difficult (and largely open) issue of convergence of LBP [47, 58, 62] . In fact, the convergence of L2U may depend on the convergence of LBP, for the following reason. As L2U iterates, it is possible that after some point the same extreme points of probability intervals are always selected in the local optimization problems (A.1), (A.2), (A.15) and (A.16). If that is the case, then L2U operates as propagation on two distinct Bayesian networks in parallel. We have observed this behavior in our tests: after some iterations L2U settles on two Bayesian networks that are then processed in a loopy scheme. We in fact conjecture that convergence of L2U will ultimately rely on the convergence of LBP for all Bayesian networks that are encoded in a credal network; an in-depth study of these matters is left for future work.
We now discuss the steps of the L2U algorithm through a simple example. Con- sider the credal network in Figure 3 . In this example we adopt the convention that, for a variable X, the event {X = 0} is denoted by ¬x and the event {X = 1} is denoted by x. Suppose then that E = {C = 0, D = 1} = {¬c, d}, and consider the calculation of [P (a|E), P (a|E)]. Thus there is a Λ-message equal to 0 to node C, as {C = 0} ∈ E; and there is a Λ-message equal to ∞ to node D, as {D = 1} ∈ E. Suppose the nodes are visited in the sequence {B, D, A, C} in each iteration of L2U. The algorithm then computes the following lower bounds (upper bounds have analogous expressions) as it propagates messages.
As B is a root node,
, where Λ C,B = 1. Node D similarly processes messages; in particular, Expression (A.15) produces:
, and this message is sent to node A. As A is a root node, π(a) = P (a). Node A processes its messages, and sends messages to C and D, as π A,C (a) = (1
(note that Λ C,A = 1 in this last expression). Node C processes the incoming messages and sends messages to A and B; in particular,
All messages have been updated at this point; the first iteration has finished. The second iteration goes through all these calculations again, and so forth. A few messages are shown in If we stop iterations at t = 2, then P (a|E) = (1 Table 1 Interval-valued messages propagated by the L2U algorithm for the credal network in Figure 3 (t = 0, 1, 2). 
Interval-valued messages
2691. Note that convergence does not necessarily lead to more accurate bounds.
The IPE algorithm: Localized partial evaluation in credal networks
The IPE algorithm exploits the technique of Localized Partial Evaluation (LPE) developed by Draper and Hanks [25] . The idea here is to adapt LPE to our purposes and to iterate it over, so as to produce increasingly accurate bounds -thus the name Iterated Partial Evaluation. The most positive aspect of IPE is that the resulting bounds are guaranteed to enclose the exact inference (Theorem 1); the disadvantage of the algorithm is that our experiments indicate a loss of accuracy when compared to L2U and SV2U (Section 6).
The original LPE algorithm produces approximate inferences in Bayesian networks by "cutting" edges of the network and then sending vacuous messages through these missing edges. The vacuous messages are actually probability intervals, and the LPE algorithm then uses an approximate scheme to propagate these probability intervals. In principle the LPE algorithm can be directly applied to credal networks; just select the missing edges, introduce the intervalvalued vacuous messages, and propagate all probability intervals together. In the case of binary networks this propagation can be efficient when the missing edges form a loop cutset: we can then employ the 2U algorithm to efficiently and exactly handle the vacuous messages. Figure 4 shows a multi-connected network (left) and the same network with missing edges removed so as to ob- tain a polytree (right). We emphasize: only in networks with binary variables we obtain an efficient and accurate method, due to the 2U algorithm.
Suppose then that missing edges do form a loop cutset, and that vacuous messages are propagated using the 2U algorithm, thus generating an interval I * for P (X Q = x Q |E). We now show that I * in fact provides outer bounds; that is, P (X Q = x Q |E) ∈ I * for every distribution in the strong extension of the credal network:
The IPE algorithm returns an outer bound; that is, an interval
Proof. 4 Only the extreme points of credal sets in the credal network must be inspected to find the lower and upper probabilities of interest [27] . Thus we have a finite number of Bayesian networks that must be inspected; take a loop cutset and for each one of these networks, propagate probability intervals. In our setting, simply run the 2U algorithm as we only have binary variables. We obtain an interval for each Bayesian network; now we use a key result by Draper, who proves that for a particular Bayesian network the produced interval encloses the exact (real-valued) inference for that network [26] . If we run the 2U algorithm directly on the credal network with vacuous messages, the result will certainly include the approximate intervals for each one of the Bayesian networks just mentioned, and by Draper's result, the exact inference for each Bayesian network -and thus the 2U algorithm will produce an interval that encloses the exact probability interval of interest in the original 4 A reviewer suggested the following interesting proof: for each edge X → Y that is cut, consider edges X → Y and X → Y with new variables X and Y ; a single iteration of IPE then performs the "conservative inference" where X and Y are missing not at random [3, 66] . As each IPE iteration is correct, the intersection of these results is correct.
Fig. 5 . Intersection of approximate intervals in IPE, to produce outer bounds P * and P * .
credal network. This is true for any loop cutset, so if we have a collection of loop cutsets C t , every interval I * t encloses the exact interval, and the intersection ∩ t I * t encloses the exact interval as well. QED Hence it is natural to consider the following procedure. Select a loop cutset C 1 and produce an approximation I * 1 as described; then select another loop cutset C 2 and produce an approximation I * 2 ; repeat this for a sequence of loop cutsets. Each loop cutset C t leads to an interval I * t that contains the exact probability interval of interest, thus we can always combine the sequence of approximations by taking their intersection. Figure 5 illustrates this argument (intervals are not related to Figure 4 ).
The basic computations in the IPE algorithm are depicted in Figure 6 . Basically, lines 02 to 05 execute an adapted LPE algorithm, and line 07 returns the intersection of approximate intervals. Lines 02 and 03 produce a polytree by selecting a loop cutset. The 2U algorithm is run in line 05 using vacuous messages. The original LPE algorithm uses intervals [0, 1] for all vacuous messages; here we can use the same strategy for the π-messages but not for the Λ-messages. The later messages represent ratios of probability values, so a vacuous Λ-message is the open interval [0, ∞). The messages flowing from missing edges need not be updated during propagation.
The complexity of IPE algorithm is of same order of 2U algorithm. For T iterations, the complexity is O(T 4 K ) where K is the maximum number of parents of a node. For every network there is clearly a limit on T , that is, a maximum number of different loop cutsets that can be generated. Even medium sized networks admit so many loop cutsets that in practice the cutsets are not exhausted. A detailed analysis of the trade-off between the number of visited cutsets and accuracy is left for future work.
Consider again the credal network depicted in Figure 3 , and the calculation of P (a|E) where E = {¬c, d} (we again use x to denote the event {X = 1} and similarly for ¬x). Remove the edge from B to C and introduce the corresponding vacuous messages: Λ C,B = [0, ∞), π B,C (b) = [0, 1]. Node C receives a Λ-message equal to zero, while node D receives a Λ-message equal to infinity, due to the evidence E. We now run the 2U algorithm; again we only report the lower bounds as upper bounds have similar expressions.
IPE: Iterated Partial Evaluation
Input: credal network with binary variables; evidence E; integer T (limit of iterations). Output: approximate maximum/minimum values of P (X Q |E). 01. Take t ← 0 and repeat while t ≤ T : 02.
a) Select a cutset C t .
03.
b) Produce a network B t by removing the edges in C t .
04.
c) Insert vacuous messages: for a missing edge from X to Y , send π X,Y (x) = [0, 1] to Y , and Λ Y,X = [0, ∞) to X. 05. d) Run the 2U algorithm in the network B t , producing the interval 
= 0.1667.
Node C also sends a message to A; as Λ C < 1, we have: 
The SV2U algorithm: Structured variational methods in credal networks
There are several "variational" methods for approximate inference in Bayesian networks, Markov random fields and similar models [41, 55, 56, 63] . Typically, a variational method selects a family of distributions with desirable properties, and approximates a distribution P by some distribution Q in the family; one seeks to minimize the distance between P and Q without actually performing inferences with P .
In this section we explore the following idea. Given a credal network with binary variables, we search for the best polytree-like network with binary variables that approximates the original network. Then we process the approximating network with the 2U algorithm. The search for polytree-like approximations mimics the usual variational techniques, but we resort to additional approximations to reduce computational complexity.
Structured variational methods
We start by briefly reviewing some basic concepts. Suppose we have a Bayesian network B associated with a joint distribution P (X), where X represents the set of variables in the network. Suppose variables X E are observed (that is, the event E is observed), and define Y = X\X E . We assume that X and Y are so ordered that: (i) variables in X E are the last elements of X; (ii) variables in Y are in the same order as in X, so that Y i is the same variable as
We now want to approximate P (Y|E) by a distribution Q(Y). We take the Kullback-Leibler (KL) divergence as a "distance" between P (Y|E) and Q(Y); that is, KL(Q(Y)||P (Y|E)) = Y Q(Y) ln Q(Y)/P (Y|E) (note that the Kullback-Leibler divergence is not a true metric).
The goal is to find a good approximation Q(Y) to P (Y|E) by minimizing KL(Q||P ). The approximate distribution Q(Y) should also be easier to handle than P (Y|E); in a structured variational method, one assumes that Q(Y) factorizes as i Q i , where each Q i denotes a function of a small number of variables. We restrict attention to approximations that can be represented by Bayesian networks; thus we assume that Q(Y) factorizes as
. Note that pa (Y i ) refers to the parents of Y i in the approximating distribution, not the original distribution. To simplify the notation, we use P i and Q i instead of the more complete forms P (Y i |pa (Y i )) and
Consider then the iterative minimization of KL(Q(Y)||P (Y|E)) by minimizing one component Q i at a time. That is, we fix all components Q j for j = i and modify Q i so as to minimize KL(Q(Y)||P (Y|E)) locally. We then cycle over variables in Y, and keep repeating this procedure until the Kullback-Leibler divergence reaches a stationary point.
Denote by G i the set containing i and indexes of the children of Y i in the original network B. Likewise, denote by C i the set containing the indexes of the children of Y i in the approximate network B . It can be shown that once we fix all components Q j for j = i, the Kullback-Leibler divergence is minimized with respect to Q i by taking [63, page 104]:
where Q −i (Y) = j =i Q j and λ i is a constant such that Y i Q * i (y i |pa (Y i ) ) = 1. Note that inner summations run over indexes of variables, not over values of variables. We now observe that many variables are summed out for each term in Expression (3), and consequently:
where
Note that summations in Expression (4) go over sets of indexes, while summations in the expressions of M i,k and M i,k go over values of variables; products in the expressions of M i,k and M i,k go over the variables themselves.
We have reached an updating scheme that depends only on "local" features of the original network (that is, on the variables in the Markov blanket of Y i ). For a network B, we can produce several structured variational approximations by selecting different factorizations for Q(Y). A particularly popular factorization is the complete one, in which Q i depends only on Y i ; this is often called the mean field approximation and is attractive for its simplicity, even as it is not always very accurate [41, 55] . Then C i is empty, and
Structured variational methods in credal networks
Suppose we have a credal network B and we must find approximate bounds for P (X Q = x Q |E). We wish to construct a structured variational approximation; to do so, we must select a factorization for Q(Y). To clarify the issues involved, we start with the mean field approximation, where Q is represented by a Bayesian network without edges. We have to go over the variables and, for each one of them, update Q i according to Expression (5). The "exact" way to apply Expression (5) would be to compute it for each possible vertex of the local credal sets. But this would produce a list of distributions for Q * i , and this list would have to be combined with the various lists of Q * j for j = i in the next iteration of the method. That is: while in a Bayesian network the variational techniques require only manipulation of local factors, in a credal network we must keep track of which products of Q * i are possible from iteration to iteration. The number of possible combinations becomes unmanageable as iterations are executed.
We propose the following updating scheme. Instead of applying Expression (5) to every possible combination of vertices of local credal sets, we simply compute the upper and lower bounds for Q * i (Y i ). For example, the lower bound is
where the minimization is over the relevant local credal sets in the original network (that is, P k ) and in the approximating network (that is, Q l ). Note that Y i Q i (Y i ) = 1, thus it is only necessary to compute upper and lower bounds of Q i for one value of Y i . Such bounds can be computed using local information only, as they depend on the bounds for local credal sets and other Q * j . This interval-valued updating introduces approximations beyond those induced by the particular structure of the Q i ; in particular, we do not have guarantees of convergence to a local minimum of the Kullback-Leibler divergence (in standard variational methods it is usually the case that a global minimum of the Kullback-Leibler is attained). However, note that in our setting we cannot expect convergence to a single minimum, as we are dealing with sets of distributions and this may introduce a partial order over approximating distributions. Moreover, the validity of variational methods lies in their practical success, not in the fact that they minimize a "distance" that is not even symmetric; thus we have investigated the validity of these approximations empirically (Section 6), particularly for structured approximations using polytrees (as the naive mean field approximation turned out not to be accurate in our preliminary experiments [38] otherwise, leave Y i unmarked and take Q i = P i . 07. Repeat until convergence of distributions Q i (or until number of iterations reaches T ): 08.
For every marked Y i , and for every configuration of pa (Y i ) : 09.
Update Q i using the probability interval (Expressions (6) and (7))
10. Run the 2U algorithm in the approximating network (a polytree-like network with distributions Q i ) using the 2U algorithm, thus producing approximate bounds on P (X Q = x Q |E). The resulting algorithm is presented in Figure 7 . Given a credal network B with binary variables, the algorithm first constructs an approximating network B that is based on a polytree (lines 01-09) and then runs the 2U algorithm on B . The approximating network B is built in several steps. First, a loop cutset for B is selected and applied (line 01); then distributions Q i are initialized (lines 02-06). The loop in lines 03-06 makes sure that a node Y that is not affected by the cutset is also untouched by the variational approximation. Lines 07-09 are responsible for the variational approximation, by iterating the lower and upper bounds of Q i . That is, by iterating
where the minimization/maximization is over the values of distributions P k and Q l .
The computational effort demanded by the SV2U algorithm depends basically on the size of the Markov blankets in a network. Expressions (6) and (7) require the examination of 2 #G i configurations (where #G i is the size of the Markov blanket of Y i ), and for each configuration a summation over 2 #G i is calculated.
An example may help clarify the details of the SV2U algorithm. Consider the Pyramid network depicted in Figure 8 [48] . This network has 28 binary variables. We associate each variable with a randomly generated credal set (that is, with probability intervals). Suppose there is no evidence (E is empty). A loop cutset is formed by the edges (1, 6) , (2, 6) , (2, 8) , (3, 8) , (3, 10) , (4, 10) and (4, 12) . In the resulting polytree-like network we only have to update local credal sets for variables X 6 , X 8 , X 10 and X 12 . Consider the updating of variable X 6 : we have G 6 = {6, 14, 15, 16} and C 6 = {14, 15, 16}. Because Q i (X i |pa (X i )) = P (X i |pa (X i )) for j = 1, 2, 14, 15, 16, Expression (4) yields for X 6 :
and this expression must be minimized/maximized to produce Q 6 and Q 6 . Analogously, minimum and maximum values of other approximated local credal sets are derived from: (1) . The 2U algorithm can now be used to produce approximate inferences.
Experiments
Empirical analysis is a necessary companion to the algorithms presented so far.
In fact, even their versions for Bayesian networks have relatively scant conver- gence and accuracy guarantees; thus a complete understanding of their value must include experiments with simulated and real networks. In this section we report on experiments we have conducted with the L2U, IPE and SV2U algorithms. We report on experiments with randomly generated networks (Section 6.1) and with well-known networks (Section 6.2). When designing these experiments we had to take a few facts into account. First, the generation of ground truth for experiments with credal networks is not a trivial matter. Current exact algorithms can handle networks of up to forty nodes [9, 21, 28 ], so we cannot have ground truth for large networks. Moreover, existing approximate algorithms do not have clear guarantees on accuracy, and there are no standard implementations available for them.
We first run tests with small and large artificial networks generated according to several parameters; among those, the density of the connections in the network was given attention -density is defined as the ratio between the number of edges and the number of nodes [26] . Then we run experiments with the well-known networks Pyramid and Alarm.
Experiments were conducted using implementations of 2U, L2U, IPE and SV2U in the Java language (version 1.4), in a PC Intel Pentium 1.7GHz with 480MB RAM. All algorithms in this paper, plus the 2U algorithm, were implemented by the first author in a freely available package called 2UBayes (http://www.pmr.poli.usp.br/ltd/Software/2UBayes/2UBayes.html). User interfaces and input/output facilities were adapted from the source code of the JavaBayes system, a freely available package for inference with Bayesian networks (http://www.pmr.poli.usp.br/ltd/Software/JavaBayes). The graphical user interface is presented in Figure 9 . The code declares two real-valued quantities to be equal if their difference is smaller than 10 −12 ; this is used to check convergence.
We compared approximations with exact inferences whenever we could generate the latter, using one of the best algorithms for exact inference in credal networks (we used the LR-based algorithm by Campos and Cozman [21] ). We waited up to 30 minutes for an exact inference before declaring it to be unfeasible. The quality of approximations (P * , P * ) was measured by the Mean Square Error (MSE) between exact and approximate results [11, 29] :
where the summation runs over all configurations of unobserved variables (that is, variables not in X E ), and N is the number of such configurations. We also present later the Maximum Absolute Error (MAE), defined as the largest difference between an approximate inference p and the correct value p * ; that is, max |p − p * | (the maximization is over all inferences in a particular credal network). The MAE is not as meaningful as the MSE, as it only displays the absolutely worst result in a large sequence of approximations; however, it is useful later to suggest the relative advantages of the L2U algorithm over the IPE and SV2U algorithms. Clearly it would be desirable to investigate other performance measures such as relative entropy between exact and approximate credal sets, but this often leads to more complex calculations than the inference itself.
Randomly generated credal networks
We started with tests in small networks, so that approximations could be compared with exact inferences. We generated sets of ten networks with ten nodes each, and varying densities. Here we report on results for networks with densities 1.2 and 1.6; similar results were obtained for density 1.4. These networks were generated with a modified version of the BNGenerator package (http://www.pmr.poli.usp.br/ltd/Software/BNGenerator) [37] ; this modified version produces random directed acyclic graphs according to various parameters, and then produces random probability intervals for the local credal sets. In all tests (here and in the next section) the IPE algorithm was run with 100 randomly generated cutsets. For each one of these small networks, approximate intervals are computed for the marginal probability of each variable (no evidence was used). The MSE and clock time for inferences are presented in Tables 2 and 3 ; the results for networks with density 1.4 are omitted as they are similar. Note in particular that one of the networks led to huge processing effort with the SV2U algorithm, possibly as its specific structure led to many combinations between local results.
As we have remarked, the MAE criterion is perhaps too pessimistic as it only captures the worst performance of algorithms in large numbers of runs. But even then, it is interesting to look at MAE values to note the impressive performance of the L2U algorithm; Table 4 shows MAE values that correspond to runs in Table 2 . The total average is 0.034436 for L2U, 0.2343 for IPE, and 0.1610 for SV2U. Even more impressive is the fact that for networks with Table 2 Results We also performed experiments with the L2U algorithm in large and very dense credal networks. Unfortunately in this case we cannot compare approximations with exact inferences, thus these experiments are meant to verify convergence and time spent in calculations. Results were rather promising. For example, in credal networks with 50 binary variables and 150 edges (thus, with density 3), we obtained convergence in about a dozen iterations, taking a few minutes of computer time.
Networks in the literature
Experiments were also run using the structure of the Pyramid and Alarm networks, mimicking the tests of LBP by Murphy et al. [48] . The Pyramid network, depicted in Figure 8 , has binary variables and a regular structure that often appears in image processing. The Alarm network is a classic tool for medical diagnosis. As some of the variables in the original Alarm network are not binary, we modified those nodes so that every variable is binary. We generated probability intervals for several realizations of these networks, running inference (using the L2U, IPE and SV2U algorithms) for all nodes and computing the MSE for each one of them. Again, we run tests without evidence.
On average, the L2U algorithm converges in just 4 iterations for the Pyramid network, and in 9 iterations for the "binarized" Alarm network; approximate inference takes a few milliseconds, and the MSE is about 0.013 for both net- works. Results for the L2U algorithm are presented in Figure 10 (the figure summarizes all inferences in a single instantiation of the networks). Similar results are presented in Figure 11 for the IPE algorithm; approximations are clearly less accurate (again, all inferences in a single instantiation of the networks). In fact, the MSE is 0.05 for the Pyramid network and 0.072 for the "binarized" Alarm network, using 100 iterations (both networks are always processed in less than 10 seconds). We could improve accuracy by increasing the number of iterations; we have empirically noted that 100 iterations is a good trade-off between accuracy and computational effort. Figure 12 shows results for the SV2U algorithm (again for a single instantiation of the networks) -MSE is 0.02 for the Pyramid network (in 0.078 seconds) and 0.029 for the "binarized" Alarm network (in 0.422 seconds).
Summary
The experiments discussed so far are summarized in Table 5 . The L2U algorithm definitively produces the best results (smallest MSE and processing times; the algorithm always converged in all our tests). Note also that L2U's performance seems not to be much affected by the density of the network. The drawback of L2U is the lack of theoretical guarantees concerning convergence and accuracy. Overall, the algorithm follows the pattern of the LBP algorithm in the literature: excellent empirical results despite few guarantees.
The IPE algorithm offers a different combination: it produces outer bounds, but its accuracy is not spectacular, and processing time is relatively high. The SV2U algorithm offers intermediate accuracy, but large processing times. The reason for this is the following. Both L2U and IPE depend polynomially on the size of the network, and exponentially on the number of parents; however L2U is faster because it requires less iterations. It is always possible that in a particular run the IPE algorithm will hit the best cutsets right on; however in our tests we have seen that many random cutsets have to be generated before we have reasonable accuracy. The SV2U algorithm instead depends exponen- tially on the number of variables in the Markov blanket, and this quantity grows quite fast as density increases. We clearly observe this phenomenon in Table 5 . An intriguing aside is that, contrary to L2U, both IPE and SV2U display high variability in performance as density increases.
Conclusion
In this work we have produced new algorithms for approximate inference in credal networks, by taking advantage of the 2U algorithm. We have investigated analogues of algorithms that are successful in dealing with Bayesian networks; thus the L2U algorithm mimics LBP, the IPE algorithm extends LPE, and the SV2U algorithm adapts insights from standard structured variational methods. These algorithms can in principle be applied to credal networks with general categorical variables. However, approximations will then require considerable computational effort, because inference in polytree-like credal networks is NP-hard in general [23] . One solution is to "binarize" a network before applying the algorithms; that is, to transform each non-binary variable into a set of binary variables [2] .
Each algorithm has strengths and weaknesses. The L2U algorithm is the clear winner for credal networks with binary variables regarding both accuracy and processing time; in fact, this algorithm is possibly the most important contribution of this paper. The IPE algorithm is relatively slow and not very accurate, but it has theoretical guarantees that may make it useful as a component of branch-and-bound algorithms [9, 28] ; it is thus to be added to a few existing algorithms that produce guaranteed bounds with varying degrees of effort [8, 21, 59] . The SV2U algorithm offers intermediate accuracy and faces difficulties handling dense networks. Perhaps the most valuable aspect of the SV2U algorithm is that it suggests how variational techniques can be applied to credal networks. Such techniques may be the only effective way to deal with continuous variables in credal networks, a topic that has received scant, if any, attention.
In fact, there are several loosely connected "variational techniques" in the literature, and a natural sequel to the present work would be to explore these techniques. One might seek a better way to minimize the "interval-valued" Kullback-Leibler divergence. Or one might propose a more appropriate distance for interval-probability, for example inspired by Bethe and Kikuchi distances [64] . In fact, we note that Loopy Belief Propagation can be viewed as the iterative minimization of the Bethe energy function, and consequently the L2U algorithm can be framed as an interval-valued version of this variational technique. Apart from such extensions, the most pressing body of work that we leave for the future is the study of convergence in the L2U and the SV2U algorithms. Fig. A.1 . Messages propagated in the 2U algorithm [27] . Every node X in a network receives messages π U i ,X from its parents and messages Λ Y j ,X from its children. Messages are used to update π X and Λ X . Then node X sends messages π X,U i to its parents and Λ X,Y j to its children.
A The 2U algorithm
The 2U algorithm modifies Pearl's belief propagation (BP) in such a way that inferences are exact for polytree-like credal networks with binary variables [27] . As all variables are binary, the (convex hull of) a conditional credal set K(X|U = u) is completely specified by a coherent probability interval [P (x|U = u) , P (x|U = u)] (for x equal to 0 or to 1).
Messages propagated in the 2U algorithm are depicted in Figure A When a node X receives all messages π U i ,X and Λ Y i ,X , the node updates its "internal" functions π X and Λ X as follows:
where Expressions (A.1) and (A.2) require optimization across messages π U i ,X , and f i refers to auxiliary real-valued functions. Solutions to these optimization problems are always found at the extremes of π U i ,X [27] ; consequently solutions can be found by visiting the 2 m possible configurations of U .
It can be shown that all π-messages encode bounds on the probability of X given all evidence in polytrees "above" node X. Likewise, Λ-messages encode bounds on the ratio between the probability of evidence "below" X given {X = 1} over the probability of the same evidence given {X = 0}. Once π X and Λ X are computed, we obtain:
Node X can also send messages to its children:
Messages from X to its parents use several auxiliary functions. The message to parent U i uses auxiliary functions g i , g i , g i , g i , h i , h i , These auxiliary functions are of the form k i (γ, F ), where γ is a real number and F is a set of functions. During the computation of the message to U i the set of functions is {f j (U j )} j=1,...,m;j =i ; that is, there is a function for every parent of X except U i . Each function f j (U j ) is completely specified by two real numbers as every variable is binary; it will be clear later that each function f j must satisfy U j f j (u j ) = 1, and consequently each function f j is in fact defined by a single number. To simplify the notation, we denote these sets of functions by {f j } j =i , to emphasize the fact that function f i is absent. We also simplify the notation by not indexing explicitly the auxiliary functions by X.
We have:
(A.9) and finally
(A.14)
With these definitions in place, node X can produce messages to its parents by local optimization:
Λ X,U i = min g i (Λ, {f j } j =i ) (A.15) subject to Λ ∈ {Λ X , Λ X },
Λ X,U i = min g i (Λ, {f j } j =i ) (A.16) subject to Λ ∈ {Λ X , Λ X },
Solution of these optimization problems are always found at the extremes of the constraints [27] ; consequently solutions can be found by visiting the 2 m extreme points.
The algorithm propagates messages as in Pearl's BP. A root node X is initialized with π X (x) = [P (X = x) , P (X = x)]; a barren node X is initialized with Λ X = [1, 1] . Finally, a node X that is observed (belongs to X E ) is processed as follows. A dummy node X is created and X sends to X a message Λ X ,X that is equal to 0 if {X = 0} ∈ E and is equal to ∞ if {X = 1} ∈ E. For this to be consistent, it is necessary to propagate messages with value ∞; in some cases it is also necessary to handle messages that apparently require division by zero. As discussed by Fagiuoli and Zaffalon, the algorithm handles all cases correctly provided that: (i) whenever 1/∞ is met, it is replaced by
