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Abstract 
Eco-innovation will play a major role in contributing to a sustainable future. Understanding the diffusion is critical, since the 
diffusion rate is slow and the path unclear. We present the conceptual methodology for eco-innovation diffusion. This 
methodology combines mixed and combined research methodology to improve the validity and reliability of results. A survey is 
used as a quantitative method; artificial neural networks and system dynamic are applied as qualitative methods. With this article 
we aim to contribute to the applications of combined and mixed methods research in the field of eco-innovation diffusion. The 
application of the presented methodology can be extended for other problems. 
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1. Introduction 
Eco-innovation will play a major role in securing a sustainable future. Eco-innovations are related to sustainable 
production and consumption; they are increasingly used to substitute existing products or services [1].  
Some eco-innovations have already reached a mature state, but they diffuse slowly. A recent review by Karakaya 
et al. [2] states that understanding the diffusion of eco-innovations is critical, since the diffusion rate is slow and the 
path unclear. Consequently, eco-innovations have required a long-time period to be adopted. Moreover, there is little 
known about the importance of various factors on the diffusion process of eco-innovations.  
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The use of various simulation models and data analysis tools are a fundamental part in the majority of research 
problems. Each method has its strengths and weaknesses and therefore growing interest is given to the application of 
combined and mixed methods or hybrid methods [3, 4, 5].  
The study by VƯgants et al. [6] combines quantitative and qualitative research methods to study eco-innovation 
diffusion. The work studies the influence of various policy tools and the relative importance of internal and external 
on the diffusion processes of eco-innovations. As the quantitative research methods regression analysis is used in 
studies by VƯgants et al. [6] on the intention to use micro-fibre clothes, Tonglet et al. [7] on the intention to recycle 
and Bariss et al. [8] on the intention to adopt energy efficient practices. The highest adjusted deviance explained by 
these studies was 33.5 %. We aim to improve these statistics with proposal of a novel methodology. 
Therefore the goal of this study is to present a conceptual methodology and develop a model for eco-innovation 
diffusion. We use both mixed and combined research methodology to improve the model of eco-innovation 
diffusion. 
 
Nomenclature 
aj actual  target output 
bj predicted output of the neural network 
d  number of time-delays 
m number of output data
erf(x) asymptotic series of error function 
erfc(x) complementary error function of asymptotic series 
i  external neurons (i = 1,2, …, n) 
k the neuron 
MSE mean square error as training parameter 
R2 statistical coefficient of determination 
t discrete time step
uk output from the summation function
xi input signals from external neurons 
x(t) input to the network at discrete time step t
wki weight between the ith external input and neuron k
y(t) output of the network at discrete time step t 
2. Methodology  
In this study mixed and combined research methods will be integrated to obtain the model for innovation 
diffusion, see Fig.1. 
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Fig. 1. Proposed methodology for eco-innovation diffusion. 
2.1. Mixed methods research 
Mixed research methodology is achieved when qualitative and quantitative research methods are used together, 
see Fig.1.  
A qualitative method survey of focus groups was used; this survey is based on the goal framing theory 
Lindenberg and Steg [9] developed by motivational and cognitive social psychology. This theory focuses on 
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different goals, which motivate an individual to act in a particular way. Three possible goal frames are assessed by 
the survey: hedonic (immediate pleasure or convenience), gain (preservation and improvement of one’s own long-
term resources), and normative („appropriateness”, moral and environmental duties). All goal frames can serve as 
motives for pro-environmental action. Goal frames do interact with each other; therefore they can either strengthen 
or make other goal frames weaker.  
Artificial neural networks (ANN) and system dynamics modelling were applied as quantitative methods. 
In order to explore which goal frames might affect the willingness to adopt eco-innovation, ANN was developed. 
This developed ANN explains the interaction between various goal frames with the intention to use or not use eco-
innovation.  
The system dynamics model is used in this study to outline relations between physical activities, information 
flows and policy measures, thus revealing the dynamic nature of the variables.  
2.2. Combined methods research 
As combined methods research we present the application where white-box and black-box research methods are 
coupled.  
The white-box model is constructed using system dynamics methodology. This methodology is an effective tool 
in dealing with dynamic problems in complex systems with delays, non-linearities, and feedbacks. A general 
diffusion model by Bass [10] is used to model the diffusion process, where the cumulative number of adopters 
follows S shape growth and reaches market saturation.  
System dynamics explore how and why problematic behaviour is generated, and to discover leverage points and 
policy tools to abate the causes of these problems. Information campaigns were simulated as one of the policy tools. 
The effect of information campaigns is modelled according to the asymptotic series of error function erf(x) (see Eq. 
(1)) and the complementary error function of Eq. (1) erfc(x) (see Eq. (2)). 
dxexerf
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x³  0
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x³
f   
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(2)
A system dynamics model is developed using the graphical program Powersim. The simulation time step was set 
as one year. 
2.2.1. Black-box modelling 
Artificial neural networks (ANN) are applied as a black-box method. The early aim of the application of artificial 
intelligence was to simulate brain structure and functions. The main objectives were to store and to represent the 
acquired knowledge, to give a solution to the problem based on the acquired knowledge and, finally, to obtain new 
knowledge while a system is running. Since engineering processes became more and more complex, the traditional 
artificial intelligence methods, based on a symbol processing mechanism were substituted with a novel theory of 
artificial intelligence. The new theory should have higher flexibility, preserve simplicity and be suitable for the 
large-scale parallel computation at the same time [11].  
The ANN consists of neurons, weights and summation functions. The neuron receives a signal from another 
external source. This signal is then weighted. The reinforcement of the signal is triggered by positive weights, the 
inhibition – by negative weights. After weighting, the input signal undergoes an aggregation superposition and non-
linear activation. Under conditions when the aggregation signal exceeds a threshold value, the neuron generates an 
output signal, which is transferred to other neurons. After the signal is transferred, the next weighting processes are 
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started, thus supporting the process of information-processing [11, 12]. The mathematical model for the model of 
artificial neuron is given in Eq. (3). 
xwxwxwxwu nknkk
n
i ikik
  ¦  22111 (3)
The xi (i = 1,2, …, n) are the input signals from n external neurons transmitted to the neuron k and wki is the 
weight between the ith external input and neuron k. The output from the summation function uk. 
In order to obtain the desired output with the required accuracy from the ANN, a training process of this network 
is needed. The mean square error (MSE) and statistical coefficient of determination (R2) were used as training 
parameters. The MSE is used as a measure for the magnitude of the error and is calculated by Eq. (4). 
m)b(aMSE j
m
j j
2
1¦   (4)
Where aj is the actual of target output, bj is predicted output of the neural network and m is the number of output 
data.  
The statistical R2 shows how well the fitted line explains the variance in the target outputs; see Eq. (5). 
> @ ¦¦    mj jjmj j b)b(aR 1 2212 1 (5)
The value of MSE is negatively oriented – the lower values show better performance of the network. Opposite to 
the MSE statistical R2 is positively oriented – the value to R2 should converge close to 1 for the best fit model. After 
the satisfactory training parameters have been reached, the ANN is validated. Training and validation of ANN is 
done with the MatLab’s neural network simulation module. 
3. Results and discussion 
The diffusion path of eco-innovation among consumers is given in Fig.2 for the white-box model. A causal loop 
diagram illustrates (Fig.2) the main structure of the system dynamics model and illustrates the feedback mechanisms 
in the system that generated the dynamic behaviour [13]. The co-authors of this article have elaborated this causal 
loop diagram and adopted it from the study by VƯgants et al. [6]. 
‘Causal’ refers to the cause-and-effect relationship while ‘loop’ denotes the closed chain of cause and effect 
creating the feedback. In positive feedback, both variables change their values in the same direction, while in the 
negative feedback, the variables change their values in opposite directions. Positive or reinforcing loops are labelled 
with the letter R in the middle of the loop, negative or balancing loops with the letter B, see Fig 2.  
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Fig. 2. Causal loop diagram for the model (MFC – microfiber cloth as eco-innovation used in the study [6]). 
Artificial neural networks are applied as a black-box method, in the MatLab’s neural network simulation module. 
A non-linear autoregressive neural network (NARX) with external input has been chosen for training of ANN, 
because the structure of the NARX can be used for non-linear fitting and the network is commonly used for time-
series modelling and modelling of non-linear dynamic systems [14]. The general mathematical definition of the 
closed loop NARX is given in Eq. (6). 
))(),...,1(,(),...,1(()( dtxtxdtytyfty  (6)
Where x(t) and y(t) are the input and output of the network at time discrete time step t, d is the parameters 
representing number of the time-delays and used to store the previous values of x(t) and y(t) sequences. After the 
satisfactory training parameters (MSE and statistical R2) have been reached, the NARX with external input has been 
modified to the closed loop NARX network, see Fig.3. 
 
 
Fig. 3. Structure of closed loop non-linear autoregressive neural network (NARX) from the MatLab neural network simulation module 
environment. 
pop ulat ion not
aware of MFC
pop ulat ion
adopted MFCMFC adoptionrate
+
-
+
+
contacts p er MFC
adopter
time to meet MFC
adopter
time to adopt
MFC
-
intention to use
-
gain goal
hedonic goal
normative goal
+
+ +
social influence
+
+
R1B1
R5-
R2
-
R3
R4
information
camp aign +
+
306   Lelde Timma et al. /  Energy Procedia  72 ( 2015 )  300 – 306 
 
Currently the approbation of the proposed model is in progress. For now, the questionnaire and the conceptual 
system dynamics model (Fig.1.) is complete, further research is to be carried out to obtain mathematical expressions 
from the focus groups. These expressions will allow constructing the ANN model and feed the values obtained to 
system dynamics model. The final model will be used to simulate the diffusion of eco-innovation among consumers.  
4. Conclusions 
The conceptual methodology for eco-innovation diffusion is presented. This methodology combines both mixed 
and combined research methodology to improve the validity and reliability of study results. 
We use mixed research methodology, where qualitative and quantitative research methods are used together. As 
quantitative methods the survey of focus groups is used, as qualitative both the artificial neural networks and system 
dynamic is applied.  
We integrate both of qualitative research methods to obtain combined research methodology. The artificial neural 
network presents black-box modelling and system dynamics white-box modelling.  
With this article we aim to contribute to the applications of combined and mixed methods research in the field of 
eco-innovation diffusion and environmental studies. The application of the presented methodologies can be 
extended for various engineering problems. 
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