We classify surface textures using a polymer-based microelectromechanical systems (MEMS) tactile sensor array and a robust statistical approach. We demonstrate that a MEMS tactile sensor resembling a flexible sensor 'skin' built using a polyimide substrate can successfully classify textures. Texture classification is achieved by using a maximum likelihood decision rule that optimally classifies patterns in the presence of noisy signal to cope with texture variation and random noise. Using a 4 × 4 sensor array, a variety of simple textures are distinguished despite low sensitivity mechanical strain gauges serving as a transduction element. The final result analyzed using leave-one-out cross validation yields acceptable overall performance of 68% correct classification. Directions for future work to improve identification performance of the system are also presented.
Introduction
Many biological creatures including humans use tactile sensing to explore and interact with the world around them.
Biological tactile sensors employ a variety of specialized sensory structures embedded in biological skin that provide information about the shape, force, hardness, motion, temperature, thermal conductivity and texture of objects in contact with the skin. Inspired by these capabilities, researchers have been working for decades to develop an artificial sensor or array of sensors that can provide robotic systems with a similar source of tactile feedback [1] .
The growth of the microelectromechanical systems (MEMS) field has resulted in a wide range of approaches to providing an artificial tactile sensor based on the capability of photolithography to pattern tiny sensors and sensor arrays. MEMS micromachined tactile sensors to date have mainly focused on silicon-based sensors that use piezoresistive [2] [3] [4] , or capacitive transduction principles [5] [6] [7] . A number of other techniques such as ultrasonic [8] , pneumatic [9] , and hybrid resistive [10] sensing have been explored to a limited degree. Polymer-based devices that use embedded silicon [11] , metal film [12] or piezoelectric polymer film [13] [14] [15] sensing elements have also been demonstrated. Polymer materials are more robust than silicon, which is brittle.
Biological sensors not only provide excellent electrical and mechanical transduction characteristics, but also use noise tolerant and robust signal processing algorithms as well. MEMS tactile sensors must be accompanied by suitable signal processing algorithms to take advantage of arrayed performance and to mitigate individual sensor performance limitations. A number of approaches have been put forward to process the output of these sensors to yield useful characterizations of the contact surfaces, for applications such as imaging surface features and texture for dexterous manipulation as well as object identification. For example, the output of a single-point sensor sliding over different textures has been used to identify surfaces based on the frequency power spectrum of the sensor response [16, 17] . For arrayed tactile sensors, researchers have adapted techniques developed for processing satellite photography and RADAR imagery such as probability density function (PDF) estimation and neural networks. For example, neural network techniques have been applied to identify objects [18] as well as to detect incipient slippage for dynamic gripping [19] . Statistical PDF methods have also been presented, with 'fuzzy' data fusion techniques as well as PDF-based Bayesian approaches [17, 20] .
A theoretical analysis of image-based texture classification approaches by Blacknell and White shows that in the case of Gaussian textures, the maximum likelihood (ML) estimation technique provides a 98% correct identification, performing better than autocorrelation (76%), PDF estimation (83-97%) and neural network identification (81-88%) approaches [21] . However, the main drawback of the ML approach is its limitation to Gaussian textures, since for non-Gaussian distributed textures the formulation of an ML classification is analytically and numerically intractable [21] . Here, we assume that the single-point data generated by our MEMS tactile array are Gaussian-distributed. On the basis of our results, this assumption is found to be acceptably valid and robust in the presence of noise as shown in the subsequent sections. In this work, we focus on the use of the ML classification theory to analyze surface textures based on tactile sensor output, and evaluate its classification performance with various statistical methods.
Theory
In this section, we discuss the ML estimation approach in the general pattern recognition problem. The ML method assumes the parameters 3 as unknown but fixed values. In ML, those values that maximize the probability of obtaining the samples actually observed are considered as their best estimates [22] . It has two key features. First, the ML method has good convergence rates with an increasing number of samples. Also, its application is relatively simple compared to other methods. In section 4, this approach is further extended to our texture classification problem.
Maximum likelihood estimation
In typical pattern recognition problems, it is rare to have the complete probabilistic information [22] . This is also true in the case of tactile texture identification where periodicity, orientation and intensity are unknown and statistically distributed. Often, only a set of samples or training data is available along with general knowledge of the texture contact environment. Therefore, the goal is to find ways to design or train the classifier by using this limited information.
One way to solve this problem is to estimate the unknown prior probabilities P (ω i ) and conditional densities p(x|ω i ) based on the given samples and use those estimates assuming them to be true. Here, ω represents the state of nature, and x denotes a continuous random variable whose distribution depends on ω. The problem arises when the number of samples available is small, and the dimension of x is large. If the number of parameters is known and parametrization of the conditional probabilities is possible, then the complexity of this problem can be significantly reduced. For instance, if p(x|ω i ) has a Gaussian distribution with mean µ i and 3 Parameters can be a mean or a variance of the probability density function. 4 then θ j is composed of µ j and j . Thus, the problem is to find the best estimates of the unknown parameter vectors θ 1 , θ 2 , . . . , θ i [22] .
Generally, samples in D i provide no information about θ j for i = j . This implies that the whole problem is equivalent to i different problems of estimating θ using a data set D from p(x|ω). Suppose that D has n samples, x 1 , x 2 , . . . , x n . Assuming independence between samples, the likelihood function of θ with respect to D is
The ML estimate of θ iŝ
Using the property of logarithms, the logarithm of p(D|θ) is often easier to analyze with than the likelihood itself. Since p(D|θ) has a one-to-one relationship to the log-likelihood function (θ) = log{p(D|θ)}, the ML estimateθ that maximizes (θ) also maximizes p(D|θ). Therefore, it is possible to restate the ML estimation in terms of the loglikelihood function as follows:
Also, equation (1) can be rewritten as follows:
An ML estimator can be extended to a maximum a posteriori (MAP) estimator. A MAP estimator determines the value of θ such that p(D|θ)p(θ) is maximized, where p(θ) represents the prior probability. For the case where all patterns have the same prior probabilities, a MAP estimator is equivalent to an ML estimator. This is because of the fact that according to Bayes' formula:
maximizing p(D|θ)p(θ) is the same as maximizing p(θ|D), where p(D) is a normalizing constant, and p(θ) is a constant which does not influence the max operation. In other words, a MAP estimator chooses the maximum value or peak of a posterior density p(D|θ). The main drawback of a MAP estimator is that if there is a nonlinear transformation of the parameters, the density changes make it no longer suitable for any further operations while an ML estimator is independent of any nonlinear transformations [22] . Also, knowledge of p(θ) may not be available. If the probability of all classes is equal, then the ML and MAP classifiers are identical. 
Sensor design and fabrication

Sensor design
The experimental results presented in section 5.1 are based on data collected from a 4 × 4 array of tactile sensor pixels (taxels) made from a flexible polyimide substrate. Sensing is accomplished using thin-film metal strain gauges placed across a thin polyimide diaphragm as shown in the schematic of figure 1. The strain gauge converts mechanical strain developed by deformation of the diaphragm into a change in electrical resistance. In the case of the presented metal film strain gauges, the response is limited to geometric effects and thus the gain or 'gauge factor' sensitivity is only approximately two times the input strain [23, 24] . In contrast, semiconductor strain gauges provide gauge factors on the order of tens (in the case of polycrystalline silicon) to hundreds (in the case of single crystal silicon) due to piezoresistive properties of the semiconductor materials. The use of metal strain gauges as a sensing method provides simplicity of fabrication and low cost, but presents several difficulties due to this low gauge factor and resulting low signal-to-noise ratio (SNR). These difficulties lead naturally to an analysis approach such as the ML estimation approach presented due to its ability to reject the noise present in measurements. The structure of a individual taxel is shown in figure 1 . A thin diaphragm is suspended over a cavity, with a centrally located bump that limits overall deflection of the diaphragm under load. Polyimide is used for the substrate (Dupont Kapton HN type) and diaphragm (HD Microsystems HD4000) due to its relatively high modulus (3 GPa), excellent elongation performance (∼20%), and resistance to process solvents and etchants.
A metal strain gauge lies on the top surface of the diaphragm for measuring diaphragm deflection. The placement of the strain gauge is important for sensor performance. Since the presented devices use a thin diaphragm relative to both the diaphragm width and maximum deflection, traditional clamped-clamped plate theories do not apply [25] . Rather, as the deflection increases (the z-direction in figure 1 ) the diaphragm behaves like a membrane and is in tension over most of the diaphragm. In the case of a square membrane, the tension is greatest extending out from the middle of the sides (2) . Thus, it is important to place the strain gauge symmetrically across the middle of the diaphragm while maintaining electrical insulation and environmental protection in order to achieve maximum sensitivity.
Nickel-Chrome alloy 80:20 by weight (NiCr) is chosen as the metal used for the strain gauges due to its high resistivity (101 µ cm) and low coefficient of thermal resistance (TCR) (1700 ppm
• C −1 ) as deposited. In contrast, other materials such as pure nickel have a resistivity and TCR of 6.8 µ cm and 6900 ppm
• C −1 , respectively [27] . Wiring from the NiCr gauges to the external circuitry is run with gold traces (resistivity 2.4 µ cm) in an effort to minimize parasitic interconnect resistances.
Sensor fabrication
The fabrication of the sensor proceeds as detailed in figure 3 . The first step is to degrease and bake the 50 µm thick Kapton substrate at 125
• C for 3 min. This is followed by the evaporation of a 2000Å aluminum layer on the top surface ( figure 2(a) ). This layer is patterned to serve as an etch-stop layer. Photoresist is spin coated and patterned on the back side of the Kapton film in alignment with the first aluminum features. 2000Å of aluminum is then deposited and patterned via the lift-off method to form an etch mask on the back surface ( figure 3(a) ).
Next, a 6 µm thick layer of HD4000 polyimide is spun on the top surface along with a 2 µm thick layer on the back surface. Both are then cured under 1 Torr of nitrogen at 350
• C for 3 h ( figure 3(b) ). The top polyimide layer serves as the structural diaphragm layer. The bottom polyimide layer serves to protect the aluminum etch mask layer during subsequent processing steps, since the aluminum has poor adhesion to the Kapton without an adhesion layer.
Once the polyimide is cured, photoresist is spun and patterned for the lift-off of 1000Å of NiCr to form the strain gauges. This is repeated to lift off 1500Å thick Au on a 100Å thick Cr adhesion layer ( figure 3(c) ). Before the deposition of metals, the substrate is placed in a 300 W planar oxygen plasma for 3 min to remove photoresist residue and enhance metal adhesion [26] . Next, a 15 µm thick layer of photoresist is spun and patterned to form the deflection-limiting tactile bumps which are then encapsulated along with the wiring and strain gauges in a 1 µm thick layer of Parylene-C using a PDS 2010 Labcoater parylene vapor deposition system (figures 3(d ) and (e)). The final step is to etch to cavities in the Kapton in an oxygen plasma RIE ( figure 3(f ) ). Optionally, the aluminum etch mask and stop layers are removed using photoresist developer. A micrograph of a completed taxel is presented in figure 4 , where the diaphragm size is 250 µm 2 . The final devices are diced by cutting the substrate. Individual dies are packaged to a patterned printed circuit board (PCB) and 500 µm pitch surface mount connector. The flexible polyimide substrate allows the device to bend and allows electrical interconnection with the 20-pin surface-mount flex-cable connector (Digikey HFK20CT-ND) ( figure 5(a) ).
Classification approach
Experimental setup
The tactile array is packaged on a PCB ( figure 5(b) ), which allows simple and reliable connection to a computerized data collection system for experimental testing. The array is tested by placing objects with a variety of manufactured textures in contact with the array while measuring the response of each taxel. As a first effort and to allow evaluation of the strain gauge sensors, the textures are manually aligned with the array taxels using alignment marks patterned on the array and textures. The experimental textures are fabricated by patterning a 60 µm thick photoresist layer on a glass microscope slide in patterns shown in figure 7 .
The experimental procedure begins by connecting the tactile array to an Agilent 34970A data acquisition switch using a twisted-pair cable. The patterned leads at the edge of the PCB mate to a card-edge connector at the end of the cable. The texture under test is then manually aligned to the tactile array and a 1 g weight placed on the texture to provide loading to the array. Using the Agilent Benchlink software designed for interface with the 34970A, the resistance of the tactile array is measured. The weight and texture are immediately removed, and the resistance of the array is sampled again to provide a baseline measurement. This process is repeated to generate training data histograms for each texture to allow identification of 'unknown' textures using the ML estimation approach.
Texture classification scheme
The ML estimation approach introduced in section 2.1 is used to classify the texture patterns. Let k be the texture of type k, and x ij be the sample values of the vector x obtained by a 4 × 4 MEMS tactile sensor. It is assumed that each taxel observation of k is a Gaussian random variable with mean µ ij and variance σ 2 ij . Its PDF is the following:
Each entry of k is assumed to be independent, so the conditional PDF of the vector x consisting of all entries is
Here, a likelihood function
Finally, the decision rule is as follows:
(10) Figure 6 shows a block diagram for the texture detection scheme. 
Results and analysis
Results
Five types of textures shown in figure 7 are tested. Figure 8 illustrates the steps taken to measure the performance of the detection algorithm. Initially, the templates for each texture are formed by calculating the means and variances of all 16 indices. Using these template values for all five textures, the incoming unknown textures are detected and indentified based on the ML decoding rule as shown in equation (9) . For each texture, 50 samples are obtained. Sample threedimensional plots of texture with noise are shown in figure 9 . Among them, 20 samples per texture are used to form training templates. The detection success ratio is calculated by using the remaining 30 samples. The result of these tests are tabulated in table 1. It is found that Four corners texture has the highest detection ratio mainly because its four 'On' indices are widely distributed. Figure 10 shows sample histograms of 'On' and 'Off' signals from Four corners superimposed with plots of the estimated Gaussian PDFs with respective means (µ) and variances (σ 2 ). The 'On' signal refers to the signal with a positive response, and the 'Off' signal refers to the signal with no response at all. As expected, an 'On' signal has a higher mean than that of an 'Off' signal as evidenced in figure 10.
Performance analysis
Cross validation.
In pattern classification problems, validation techniques are required for two purposes: model selection and performance estimation. Those techniques are used to select the optimal parameters or models for a classification problem and to estimate the performance of the chosen model. If there exists an unlimited number of samples to test with, then the error rate on the entire population is simply the true error rate. However, in real applications only a finite number of samples is usually available. One approach of validation is to use the holdout method, in which the entire data set is separated into two groups: training set and test set. While a training set is used to train the classifier, a test set is used to estimate the error rate of the previously trained classifier. However, if a sparse data set is given, then this method is not desirable since it is hard to afford the luxury of assigning a major portion of the data set for testing.
At the expense of higher computational costs, the limitation of the holdout method can be alleviated by using cross validation. Specifically, leave-one-out (LOO) cross validation is useful when there is a finite number of samples to test. Given that there is a data set of N samples, LOO performs N experiments, in which N − 1 samples are used for training, and the remaining one sample is used for testing. Figure 11 shows a block diagram of the LOO cross-validation technique. Performance is typically measured by the true error rate, the classifier's error rate on the entire population (N ). Usually, the true error rate is estimated as the average error rate on the whole test sample as the following:
(a) Four corners (b) Diagonal Figure 9 . Three-dimensional plots of textures with noise. where E i = 1 if there is an error, and if otherwise, E i = 0. Since there are 50 samples for all five textures, N = 50 × 5 = 250, and E is found to be 0.32, which is equivalent to a 68% classification accuracy, using equation (11) . For the specific values of E for all five types of textures, refer to table 2.
Confusion matrix.
A confusion matrix is used to show the actual classification performance of a given classification system, showing both the successful classifications and the incorrect 'confused' classification. The confusion matrix C for our five texture class classifier with LOO cross validation is the following: 
The row is the actual values of five classes (types 1, 2, etc) while the column is the estimated result. For example, C(1, 1) (12) illustrates that the presented texture classification system is not perfect and exhibits 'confusion'. It is possible to observe that the textures can be categorized into two groups: (1) Diagonal, Big diagonal and Checker, and (2) Four corners and Out box. The first group all shares diagonal structure and many common 'On' elements. The second group has many taxels on the boundary. The overall classification accuracy between these two groups is 94%.
Conclusions
The ML estimation approach has been shown to allow simple texture discrimination using a MEMS tactile sensor array. The MEMS array, constructed from an inexpensive, flexible polymer sheet and with embedded strain gauges, while exhibiting low sensitivity (250 ppm µm −1 ) and SNR (29 dB), has proven to provide adequate data for identification of simple textures. The sensitivity of the presented devices is slightly better (11%) than previously reported polymer tactile sensors with thin metal film strain gauges (225 ppm µm −1 [15] ). These performance limitations are evident in the 'detection ratio' compiled in table 1, where probability of correct identification is at maximum 80% compared to a theoretical maximum of 98% and in the true error rate of 0.32 (68% detection rate) for LOO cross validation. There are two primary approaches to improve the performance. First, a larger array with more elements would capture more data and therefore, improve the classification performances as well as allow discrimination between complex texture patterns. Although a number of fabrication and integration challenges remain to be solved, there is no fundamental barrier to the construction of a much larger array. Second, improved sensitivity of the individual sensing elements would help the performance.
In addition to the sensor sensitivity limitations discussed, tactile system performance is limited by the presence of particulate contaminants such as dust, pollen, etc. Present in any real-world environment, these particles are on the order of the size and height of the presented sensors (10-100 µm) and thus, can cause significant variation in texture identification regardless of the sensitivity of the sensing element. For example, in figure 9 , the sample data show that not all sensors are loaded when in contact with the texture. We observed this situation throughout the experiment but did not attempt to artificially improve system performance by testing in a cleanroom facility. As a result, system performance does not approach theoretical upper bounds, but rather representative data from texture and object identification in a dirty, nonideal environment. Since these sensor systems are envisioned to be applied to intelligent exploratory robots as well as tele-presence systems for micro-surgery where dust and other contaminants will be the norm, this metric was felt to be more applicable. We note that a larger array with more sensing elements would also help overcome the errors introduced by contaminants averaging in the classification algorithm.
Through the use of a simple texture set and small array size, we have shown that low-cost, low-sensitivity and low-complexity sensing arrays can be used to identify textures. Work is under way to explore the use of more sensitive polymer-based force sensitive resistors (FSRs) to improve system performance. In the future, testing of sensing performance in the presence of liquid and biological contaminants in addition to particulates will be of interest in order to assess medical applications. Increasing sensor array size will be an integration issue, since the identification approach demonstrated is scalable.
