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Self–assembly driven by phase separation coupled to Coulombic interactions is fundamental to a
wide range of applications, examples of which include soft matter lithography via di-block copoly-
mers, membrane design using polyelectrolytes, and renewable energy applications based on complex
nano-materials, such as ionic liquids. The most common mean field framework for these problems
is the non-local Cahn-Hilliard (a.k.a. Ohta-Kawasaki) framework. In this work, we study the emer-
gence of spatially localized states in both the classical and the extended Ohta-Kawasaki model. The
latter also accounts for: (i) asymmetries in long-range Coulomb interactions that are manifested
by differences in the dielectric response, and (ii) asymmetric short-range interactions that corre-
spond to differences in the chemical potential between two materials phases. It is shown that in one
space dimension (1D) there is a multiplicity of coexisting localized solutions, which organize in the
homoclinic snaking structure, bearing similarity to dissipative systems. In addition, an analysis of
2D extension is performed and distinct instability mechanisms (related to extended and localized
modes) of localized stripes are discussed with respect to model parameters and domain size. Finally,
implications to localized hexagonal patterns are also made. The insights provide an efficient mech-
anistic framework to design and control localized self–assembly that might be a plausible strategy
for low cost of nano electronic applications, i.e., a rather simple nano scale fabrication of isolated
morphologies.
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I. INTRODUCTION
Self–assembly is prominent phenomena that is frequently being exploited to design patterns in variety of soft matter
applications at a wide range of scales, examples of which include active layers in organic photovoltaics [1, 2], membranes
in fuel cells [3, 4], and multi-component fluids, such as surfactant or polymer based emulsions and micro-emulsions [5].
Unlike self–organization in systems that are driven far from thermal equilibrium, such as reaction diffusion media, self-
assembly models are variational, i.e., systems that are characterized by energy decrease over time. The phenomenology
of self–assembly is well described by two prototypical mean field models: the Cahn–Hilliard theory for phase separation
and crystal phase field for formation patterns with a characteristic spatial scale [6, 7]. However, both frameworks
rely on local interactions and neglect the impact of long-range Coulombic forces. The latter, however, are inherently
present in a wide range of chemical mixtures, examples of which include polyelectrolytes, inverse micelles and colloids,
di-block copolymers, and ionic liquids, see [8] and the references therein.
Motivated by self–assembly in polymeric compositions Ohta and Kawasaki (OK) have suggested a framework that
incorporates both the short– and the long–range interactions [9]; the OK equation is also often referred to as the
non–local Cahn–Hilliard approach. To date, not only that the OK model is being frequently employed for studies
of polymers [5, 10], but also has been recently suggested as basis for a general theory for morphology development
driven by competing short-range, and long-range nonlocal interactions [11]. In the current form, however, the model
does not account for symmetry breaking properties of the coexisting phases, such as asymmetry in the double well
potential and permittivity. In what follows, we study an extended version of the OK model and specifically investigate
the emergence of spatially localized solutions, having properties as reviewed in [12] and the references therein.
While in the OK context most studies and applications focused on the properties of spatially periodic patterns and
have described a rich variety of patterns [13, 14], spatially localized patterns such as isolated stripes (e.g.t, wires),
are significant for integrated circuits as nano scales [15–18]. To date, such wires are being generated via polymer
lithography, however, not only that the latter methods are cumbersome and expansive, stability is also a notorious
issue [16]. It would be thus plausible to induce a stable localized self–assembly from a single perturbation as an
alternative to multi–step lithography. However, theory of localized states in the context of self–assembly is missing
although these attract much of interest in applications, such as nonlinear optics, self–organization of quantum dots,
convection, and reaction–diffusion systems, and analysis due to the intriguing phenomena of homoclinic snaking [12].
Specifically, while many insights have been provided via models with local interactions (e.g., the Swift–Hohenberg
model [12]), the existence and stability properties of localized states under Coulombic interactions are in general
missing [19].
Here we aim to investigate the emergence of localized states in both the classical and extended Ohta–Kawasaki model
and provide a basic understanding of their formation mechanism. The focus is on homoclinic snaking phenomena in
1D and transverse instabilities of localized stripes with a limiting discussion also on localized hexagonal stripes. The
paper is structured as following: First, in section II, we describe the Ohta–Kawasaki framework, then in Section III, we
perform linear and weakly nonlinear analyses (deriving the Newell–Whitehead–Segel equation) and show the presence
of super– and sub–critical bifurcations. Thirdly, we study in Section IV the properties of spatially localized states
in 1D and 2D, and finally discuss the results by focusing on the not-slanted snaking properties as could have been
expected from analyses of conserved systems without Coulombic interactions [20, 21].
II. EXTENDED OHTAKAWASAKI FRAMEWORK
The competition between short– and long–ranged Coulomb forces can be introduced by considering a mixture of
two immiscible and counter-charged phases that incorporate repelling and attractive interactions, respectively. In
addition to the basic OK formulation, we allow phase properties also to differ, e.g., their permittivities and/or free
energies. Letting Ω be a bounded domain, the extended Ohta-Kawasaki (EOK) functional [22] reads as
F = E0
ˆ
Ω
ε2
2
|∇u|2 +Wτ (u) dΩ︸ ︷︷ ︸
ECH
+
ˆ
Ω
q(p(u)− n(u))φ− 1
2
0(u)|∇φ|2 dΩ︸ ︷︷ ︸
EC
, (1)
where ECH is the Cahn-Hilliard free energy associated with phase separation and EC stands for the long-range
Coulomb forces with electrical potential φ that satisfies the Poisson’s equation
−∇ · [0(u)∇φ]) = q [p(u)− n(u)] . (2)
2
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Figure 1: An example for a tilted double-well potential computed from (3) with τ = −0.2.
Furthermore, in (1), the distinct phases are given by the order parameter u which is associated with the relative molar
density of the positively (u = 1) and negatively (u = −1) charged domains, 0(u) is the permittivity, p(u) := cp 1+u2
and n(u) := cn
1−u
2 are total volume densities of the positively and negatively charged phases, respectively (with
cp, cn > 0), q is the electrical charge, ε represents the characteristic length of the interface generated by the phase
separation, E0 is a characteristic interfacial energy between the phases, and Wτ (u) is the tilted double-well potential
(Figure 1):
Wτ (u) :=
(1− u2)2
4
+ τ
3u− u3
3
. (3)
For simplicity, we assume a relatively weak difference in permittivity, i.e., linear order in u [22],
0(u) = Au+B,
and employ Neumann boundary conditions on ∂Ω
∂u
∂n
=
∂φ
∂n
=
∂∇2u
∂n
= 0, (4)
where n is the outer unit normal to Ω. These boundary conditions imply mass conservation and global electroneutrality
d
dt
ˆ
Ω
u dΩ = 0,
ˆ
Ω
p(u)− n(u) dΩ = 0, (5)
respectively. Using the notations for p and n we then retrieve the total mass
m :=
1
|Ω|
ˆ
Ω
u dΩ =
cn − cp
cn + cp
. (6)
Finally, by combining (2) with H−1 gradient-flow approach for the phase evolution [19],
d
dt
E[u(t)] = −D
ˆ
Ω
∣∣∣∣∇δEδu
∣∣∣∣2 ≤ 0, (7)
3
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where D > 0 is the diffusion constant, and by introducing rescaled variables u˜ = u+m,
x˜ =
x
λD
, t˜ =
DE0
λ2D
t, φ˜ =
q
KBT
φ, ˜0 =
0
B
, λD =
√
0(0)KBT
q2c¯
, c¯ =
cp + cn
2
,
we obtain the dimensionless form of the EOK equation (presented after omitting the tildes),
∂u
∂t
= ∇2 [(3m− τ)u2 + u3 − (1− 3m2 + 2τm)u− γ∇2u+ σφ] , (8a)
−∇ · {[a(u+m) + 1]∇φ} = u, (8b)
where the new parameters are given by
√
γ =
ε
λD
, σ =
c¯kBT
E0
, a =
A
B
.
In what follows, we use (8) to study spatially localized states and chose γ as a control parameter, since it expresses
the balance between the short- and long-range forces. Namely, a balance between the characteristic length of the
interfacial energy, ε, and the Coulombic (a.k.a. Debye) screening length λD. Nevertheless, the results are not limited
to γ and can be generalized to any other parameter.
III. LINEAR AND WEAKLY NONLINEAR THEORY
Equations (8) has uniform trivial solutions and we perform here, a linear analysis in both time and space to identify
the bifurcation onsets that are essential for the symmetry breaking and perform a weakly nonlinear analysis to capture
the parameter space in which localized states can be anticipated.
A. Temporal and spatial linear analysis
Let us consider solutions of (8) on an infinite domain. Finite domain effects will be discussed in a subsequent
section. At the linear order about the uniform trivial state, the solutions to (8) are approximated as
u ' eλt+ikx + complex conjugated, (9)
with
φ ' u
(am+ 1)k2
+ const, (10)
where λ is the growth rate of perturbations associated with the wavenumber k. Substituting (9) and (10) into (8),
we obtain the dispersion relation
λ = (1− 3m2 + 2τm)k2 − γk4 − σ
am+ 1
. (11)
The instability onset is associated with a critical parameter for which λ(k = kc) = 0, λ(k 6= kc) < 0 and dλ/dk = 0
at k = kc. In what follows, we use γ as a control parameter and study the parameter space spanned by (a, τ);
for simplicity we use in numerical computations σ = 1. Consequently, we identify a finite wavenumber instability
associated with
γc =
(am+ 1)η2
4σ
, (12)
kc =
√
η
2γc
, (13)
4
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Figure 2: Dispersion relation (11) computed from (8) for a = τ = 0. The inset zooms into the finite wavenumber
region k = kc at (γ = γc, dashed line), above (γ < γc) and below (γ > γc) the instability onset, where γc and kc are
given in (12) and (13), respectively.
and
η := 1− 3m2 + 2τm > 0. (14)
Figure 2, shows the dispersion relation at the instability onset (solid line) and additional two curves below and above
the onset, where latter (γ < γc) is identified with a finite band of wavenumbers around k = kc, for which λ > 0.
In fact, the finite wavenumber bifurcation has been already identified in the OK system (a = τ = 0) by Shiwa [23]
and from the above analysis the qualitative results persist also with a, τ 6= 0. However, since our interest is in localized
states, we examine also the configuration spatial eigenvalues which is a necessary condition for exponentially decaying
solutions as x → ±∞ [24], i.e., the existence of a Hamiltonian Hopf bifurcation in space. Thus, to analyze the
spatial dynamics, we use the time-independent version of (8) which forms six spatial first order ordinary differential
equations:
u′ = v, (15a)
v′ = w, (15b)
w′ = z, (15c)
γz′ = 3(2uv2 + u2w) + (6m− 2τ)(v2 + uw)− ηw − σ u+ avψ
a (u+m) + 1
, (15d)
φ′ = ψ, (15e)
ψ′ = − u+ avψ
a (u+m) + 1
, (15f)
where prime denotes derivative with respect to x. Linearizing again about the trivial solution, we obtain six eigen-
values, among which two remain always trivial (s = 0) and the other four are given by
s2± =
−η
2γ
± 1
2γ
√
η2 − 4σ γ
am+ 1
. (16)
For γ = γc, η > 0, and 0 ≤ a ≤ 1 the eigenvalues have a double multiplicity at the imaginary axis:
s2c =
−2σ
(am+ 1) (1− 3m2 + 2τm) < 0, (17)
5
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while in the vicinity of γc, γ − γc ∼  γc, the real and imaginary parts in (16) are determined by
s± ∼
√
σ
η(am+ 1)
+O(2)± i
√
η +
σ
η(am+ 1)
+O(2), (18)
where, for simplicity we ignore the eigenvalue multiplicity. Following (18), we indeed obtain at γ = γc the Hamiltonian–
Hopf bifurcation, where for  < 0 (γ < γc) the eigenvalues split on the imaginary axis and for  > 0 (γ > γc) the
eigenvalues upon splitting become complex and form a quartet in the real-imaginary plane [24]. The latter case,
designates also temporal stability of the uniform solution and implies a sub–critical bifurcation to localized states,
bearing similarity to dissipative systems even in the presence of a double multiplicity of zero eigenvalues which is a
characteristic of conservative systems [12].
B. Weakly nonlinear theory: Newell-Whitehead-Segel amplitude equation
Following the possible existence of localized states as sub–critical solutions, we perform here a weakly nonlinear
analysis to study their emergence and as a generalization of the OK model, also for periodic solutions that bifurcate
in the super–critical direction. Using a standard multiple time scale method [25] and the ansatz
u ∼ √A(X,Y, T )eikcx + c.c.+O () (19)
φ ∼ √Z(X,Y ) + [√B(X,Y )eikcx + c.c]+O () , (20)
we obtain a Newell-Whitehead-Segel (NWS) amplitude equation (see appendix for details)
∂A
∂T
= γˆk4cA+ f |A|2A+
(√
2η
∂
∂X
− i√γc ∂
2
∂Y 2
)2
A. (21)
where A,B are complex amplitudes, X =
√
x, Y = 
1
4 y, T = t,  = |γ − γc|  1, γˆ := sgn(γc − γ), c.c. stand for
complex conjugate, and
f =
2σ
9η2(am+ 1)3
(198a2m4 − 108a2m3τ − 3a2m2 − 18a2mτ + 468am3 − 318am2τ + 36amτ2 − 5a2
− 60am+ 2aτ + 225m2 − 150mτ + 16τ2 − 27).
(22)
Transforming back to fast variables, we obtain:
∂A
∂t
= (γc − γ)k4cA+
γc − γ
sgn(γc − γ)f |A|
2A+
(√
2η
∂
∂x
− i√γc ∂
2
∂y2
)2
A. (23)
As expected, Eqs. 21 (and respectively 23) gives rise to three type of solutions:
• Constant
Ap =
√
γˆk4c
−f e
iψ, ψ ∈ R, (24)
which corresponds periodic solutions in EOK
up =
√
γc − γ
−f k
2
ce
iψ + c.c. . (25)
• Periodic
AQ =
√
2ηQ2 − γˆk4c
f
eiQX+iψ. (26)
6
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which corresponds modulations of the periodic solutions in EOK
uQ =
√
|γc − γ|
√
2ηQ2 − γˆk4c
f
ei(kc+
√
|γc−γ|Q)x+iψ + c.c. . (27)
• Spatially localized
AL :=
√
−2γˆk4c
f
sech
(√
−γˆk4c
2η
X
)
eiψ, (28)
which corresponds to solutions that decay exponentially as x→ ±∞
uL =
√
γ − γc
√
2k4c
f
sech
(
√
γ − γc
√
k4c
2η
x
)
eikcx+iψ + c.c. . (29)
For γ < γc and f < 0, branches of the spatially periodic solutions up and uQ bifurcate in a super–critical fashion
(towards the linearly unstable regime), while for γ > γc and f > 0 they bifurcate sub-critically (towards the linearly
stable regime) together with spatially localized solutions uL. Although in (29) uL is phase invariant, beyond-all-orders
analysis shows that under even symmetry, ψ eventually locks to two relative values of 0 and pi [26], as will be also
confirmed numerically here.
C. Super-criticality: periodic solutions and Busse balloon
Before starting the analysis of spatially localized solutions, we wish to generalized the properties of periodic solutions
in 1D and their respective analogue of stripes in 2D, i.e., compute the onset of secondary instabilities with respect to
Eckhaus and zig–zag, and construct the Busse balloon in a similar fashion that was done for the classical OK model
(a = τ = 0) [23].
1. Eckhaus instability
The Eckhaus instability is a phase instability in x that results in a weak modulation of the primary period kc, so
that solutions AQ are different from Ap up to an O(
√
) phase shift. To compute the instability onset, we consider
the ansatz
Apert := AQ + ak(X) · eλT , (30)
where ak = F+ke
i(Q+k)X + F−kei(Q−k)X with F±k  1. Substituting (30) into (21) we obtain the linear system(−γˆk4c − 2η(Q+ k)2 + 4ηQ2 −γˆk4c + 2ηQ2
−γˆk4c + 2ηQ2 −γˆk4c − 2η(Q− k)2 + 4ηQ2
)(
F+k
F−k
)
= λ
(
F+k
F−k
)
. (31)
with eigenvalues given by
λ0 = 2(2ηQ
2 − γˆk4c ), (32)
λ±k = 2ηQ
2 − γˆk4c − 2ηk2 ±
√
(γˆk4c − 2ηQ2)2 + 16η2Q2k2. (33)
It that both λ0 and λ
−
k are negative, so that the Eckhaus instability corresponds to the sign of λ
+
k which can get
positive values in the range of
Q2 <
γˆk4c
2η
< 3Q2. (34)
7
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(a)
x
t
(b)
Figure 3: (a) Space–time plot showing the Eckhaus instability by direct numerical integration of (8), at γ = 0.24
with Ω = [0, 20 2pikc ] and t ∈ [0, 1000], where kc ' 1.923. (b) Snapshots at given times, showing the evolution of stripes
to labyrinthine-type pattern due to the zigzag instability. Here γ = 0.1 and Ω = [0, 8 2pikc ]× [0, 8 2pikc ]. Other
parameters for both (a) and (b): a = 0.1, m = τ = 0, and σ = 1.
In this region the solution uQ, see (27), loses stability to the modes which satisfy
|k| <
√
6Q2 − γˆk
4
c
η
, (35)
as shown by time integration in Figure 3(a). In general, direct numerical integrations in 1D, were performed by a
standard finite differences scheme where the derivatives with respect to time and space being calculated explicitly and
implicitly, respectively. In each time step, the system of finite-difference equations was solved using Newton iterations,
where the initial guess was chosen to be the forward Euler approximation, see [27] for details.
2. Zigzag instability
The second phase instability corresponds to a transverse direction to stripes, a.k.a. zigzag instability. Consequently,
the ansatz (30) is modified as al = F+le
i(QX+lY ) + F−lei(QX−lY ). The eigen system then becomes(
2ηQ2 − 2√2ηγcQl2 − γcl4 − γˆk4c −γˆk4c + 2ηQ2
−γˆk4c + 2ηQ2 2ηQ2 − 2
√
2ηγcQl
2 − γcl4 − γˆk4c
)(
F+l
F−l
)
= λ
(
F+l
F−l
)
, (36)
and the corresponded eigenvalues are
λzz1 = −l4γc − 2Ql2
√
2ηγc, (37)
λzz2 = −l4γc − 2Ql2
√
2ηγc + 2(−γˆk4c + 2ηQ2)︸ ︷︷ ︸
≤0
, (38)
so that λzz1 > λ
zz
2 . The zigzag instability is of long wavenumber so that a stripe solution of wavenumber kc−
√
Q will
be unstable for perturbations in y direction, provided that l2 < −2√2ηQ/√γc. Figure 3 shows the time evolution of
a stripe solution with weak initial random noise. We employed for 2D direct numerical schemes the pseudo-spectral
discretization following Eyre’s method (Eyre used only for a = 0 otherwise we split linear and nonlinear terms) [28],
by splitting F (see Eq. 1) into contractive and expansive terms (exploiting that |u| < 1).
8
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IV. SPATIALLY LOCALIZED STATES
Typically, bifurcating localized solutions are unstable near the bifurcation onset and gain stability via saddle node
bifurcations [12]. To follow the branch of asymptotic (time independent) localized state, we employ a numerical
continuation method using the package AUTO [29]. Unless stated otherwise we use the norm
||u|| =
√ˆ 1
0
u2 + v2 + w2 + z2 + φ2 + ψ2 dx, (39)
to plot the bifurcations in the (γ, ||u||) plane. As has been already noted, the parameters a and τ do not add any
qualitative changes to the linear problem, and thus for simplicity we start with OK model and then generalize to
EOK.
A. OhtaKawasaki model, a = τ = 0
1. Homoclinic snaking in 1D
Spatially localized solutions (29) bifurcate in two branches toward the region where uniform state is linearly stable
(γ > γc), as shown in Figure 4. We mark these branches as L0 and Lpi due to the relative phase difference that exists
beyond all order computations [26], i.e., in (29) ψ = 0, pi. These branches snake back and forth through folds, in an
interval γ ∈ [γ1, γ2]. This intertwined snaking structure has a standard (vertical) form and bares similarity to models
with dissipative properties, such as Swift-Hohenberg [30] and Gierer-Meinhardt [31]. Within this region, each branch
corresponds after an odd (even) fold to stable (unstable) localized solutions with either even or odd number of peaks
while the number of peaks at each stable branch increases by two, as shown in the snaking region zoom in and the
respective profiles in Figure 4.
The stability analysis of localized solutions is performed numerically by expanding(
u
φ
)
=
(
uL(x)
φL(x)
)
+
(
u˜(x)
φ˜(x)
)
eβt, (40)
and solving at the leading order (u˜, φ˜ 1) the eigenvalue problem:
βu˜ = σφ˜′′ − γu˜′′′′ − ηu˜′′ + (6m− 2τ) (uLu˜)′′ + 3
(
u2Lu˜
)′′
, (41a)
0 = (am+ 1) φ˜′′ + u˜+ a
(
uLφ˜
′
)′
+ a (φ′Lu˜)
′
, (41b)
where primes stand for derivatives with respect to the argument. Equation (41b) is solved first, using µ(x) =
a(uL +m) + 1 6= 0, so that
(µφ˜′)′ = −u˜− (au˜φ′L)′. (42)
To compute the stability of (uL, φL) with Neumann BC, we proceed with
µφ˜′ + au˜φ′L = −
ˆ x
−L
u˜(s)ds, (43)
which leads to
φ˜′ = − 1
µ
(
au˜φ′L +
ˆ x
−L
u˜(s)ds
)
, (44)
and finally
φ˜′′ =
au′L
µ2
(
au˜φ′L +
ˆ x
−L
u˜(s)ds
)
− 1
µ
(u˜+ au˜′φ′L + au˜φ
′′
L) . (45)
Substitution of (45) into (41a) allows to solve for β and thus determine the stability. We note that this computation
9
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Figure 4: Top panel: Bifurcation diagram showing both periodic and localized solutions to (15) obtained via
continuation method [29]. Solid and dashed lines in the zoom in, represent stable and unstable solutions,
respectively. The localized states are organized in the so called homoclinic snaking structure. The primary
bifurcating periodic solution is marked by kc (Pc =
2⇡
kc
) while kL (PL =
40
35
2⇡
kc
, kc ' 1.96) stands for a periodic
solution on which the branches of localized states terminate. Bottom panel: spatial profiles at respective locations as
indicated as the top panel. Neumann BC have been employed for all fields except  (L/2) = 0, where L = 40⇡/kc.
However, the latter is equivalent here to Neumann BC, as was also independently verified by an integral condition.
Parameters: m = 0.4, a = ⌧ = 0, and   = 1.
was confirmed by an independent method that we use in 2D stability analysis (by setting ky = 0) and by direct
numerical integrations.
On an infinite domain, the branches would emerge from  c and snake back and forth without any limitations.
However, on finite (albeit large) domains L = n 2⇡kc   Pc = 2⇡kc (n 2 N), the localized solutions bifurcate from the
periodic branch Pc for   &  c [32], a.k.a. a finite domain e↵ect, and in fact understood using by Jacobi elliptic
functions as solutions to (23) in vicinity of the onset. The second impact of the finite domain e↵ect is related to
branch termination, which happens to be on a periodic solution after the domain gets filled by peaks [12]. However,
unlike typical behavior in dissipative models [33], here the branch terminates at a distinct periodic solution, to which
we refer as 2⇡kL =
35
80
2⇡
kc
, as shown in Figure 4.
In general, insights to formation and properties of the snaking region exploit the presence of conserved quantities
(excluding reaction–di↵usion systems) [12], e.g., Hamiltonian or chemical potential. Thus, typically the snaking region
is organized in a parameter space around a Maxwell-point (here   =  Max), a point where the multiple peaks (a finite
periodic state) inside the localized state have the same energy as the surrounding uniform state [32]. In the EOK case,
there is an absence of a conserved quantity for (8), due to the nonlocal dependence of the function   on u. However,
since the system is conservative (although the conserved quantity is not depended locally on u), it is still possible to
identify the Maxwell-point from energy considerations and stability of periodic solutions.
Notably, in models which account for short-range interactions, such as the Swift-Hohenberg [30] and the conserved
Swift-Hohenberg, the conserved quantity is uniquely determined by the problem parameters and the mass of the
initial condition. The latter dictates structure of the snaking region by local minimizers of the energy under the mass
constraint, resulting in a slanted snaking pattern [21]. In contrast, here, the conserved quantity takes the form
⌫ = ⌘u+ (3m  ⌧)u2 + u3 +      r2u, (46)
where   is determined only up to a constant (see appendix). The latter implies that the conserved quantity is not
determined with the solution for mass, as in the cSH case [21].
The primary periodic solution (k = kc) stabilizes at a fold where the branch direction is reversed toward decreasing
  values. However, this solution on larger domains is Eckhaus unstable and gains ultimate stability at   <  c (a region
10
Figure 4: Top panel: Bifurcation diagram showing both periodic and localized solutions to (15) obtained via
continuation method [29]. Solid and dashed lines in the zoom in, represent stable and unstable solutions,
respectively. The localized states are organized in the so called homoclinic snaking structure. The primary
bifurcating periodic solution is marked by kc (Pc =
2pi
kc
) while kL (PL =
40
35
2pi
kc
, kc ' 1.96) stands for a periodic
solution on which the branches of localized states ter inate. otto panel: spatial profiles at respective locations as
indicated as the to panel. Neuma n BC have been e loye for all fiel s except φ(L/2) = 0, where L = 40pi/kc.
However, the latter is equivalent here to Neumann BC, as l i endently verified by an integral condition.
Parameters: m = 0.4, τ σ 1.
was confirmed by an independent method that we use i alysis (by set ing ky = 0) and by direct
numerical integrations.
On a i finite domain, the branches would emerge fro γc e back and forth without any limita ions.
However, on finite (albeit large) domains L = n 2pikc  c 2pikc ( ∈ ), the localized solutions bifurcate from the
periodic branch Pc for γ & γc [32], a.k.a. a finite do ain effect, and in fact understood using by Jacobi elliptic
functions as solutions to (23) in vicinity of the onset. The second impact of the finite domain effect is related to
branch termination, which happens to be on a periodic solution after the domain gets filled by peaks [12]. However,
unlike typical behavior in dissipative models [33], here the branch terminates at a distinct periodic solution, to which
we refer as 2pikL =
35
80
2pi
kc
, as shown in Figure 4.
In general, insights to formation and properties of the snaking region exploit the presence of conserved quantities
(excluding reaction–diffusion systems) [12], e.g., Hamiltonian or chemical potential. Thus, typically the snaking region
is organized in a parameter space around a Maxwell-point (here γ = γMax), a point where the multiple peaks (a finite
periodic state) inside the localized state have the same energy as the surrounding uniform state [32]. In the EOK case,
there is an absence of a conserved quantity for (8), due to the nonlocal dependence of the function φ on u. However,
since the system is conservative (although the conserved quantity is not depended locally on u), it is still possible to
identify the Maxwell-point from energy considerations and stability of periodic solutions.
Notably, in models which account for short-range interactions, such as the Swift-Hohenberg [30] and the conserved
Swift-Hohenberg, the conserved quantity is uniquely determined by the problem parameters and the mass of the
initial condition. The latter dictates structure of the snaking region by local minimizers of the energy under the mass
constraint, resulting in a slanted snaking pattern [21]. In contrast, here, the conserved quantity takes the form
ν = ηu+ (3m− τ)u2 + u3 + σφ− γ∇2u, (46)
where φ is determined only up to a constant (see appendix). The latter implies that the conserved quantity is not
determined with the solution for mass, as in th cSH case [21].
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Figure 5: Branches of periodic solutions on large domains (L) and their relation to stability to Eckhaus; dashed lines
indicate unstable solutions. The secondary two branches are related to the critical spatial period 2pikc , as
2pi
ki
= 4035
2pi
kc
and 2pikL =
40
36
2pi
kc
, where kc ' 1.96. Solid circles represent the Eckhaus instability onsets while hollow circles on the kc
branch correspond to the consecutive locations of the instability point when increasing the domain size. The snaking
region (shaded region) is presented for reference. Parameters: m = 0.4, a = τ = 0, σ = 1.
The primary periodic solution (k = kc) stabilizes at a fold where the branch direction is reversed toward decreasing
γ values. However, this solution on larger domains is Eckhaus unstable and gains ultimate stability at γ < γc (a region
in which the uniform state is linearly unstable) [31, 34], see solid circle on branch kc in Figure 5. Consequently, a
Maxwell point between the primary periodic state and the uniform cannot exist. The same is true for several additional
secondary periods that emerge from γ < γc. Nevertheless, there exist periodic solutions that gain stability to Eckhaus
above γc and thus form multi–stability in the same parameter range, e.g., k = ki in Figure 5. This coexistence has
also a signature in the snaking region. Indeed, examination of profiles along the stable portion of the Lpi branch (in
between seventh and eighth saddle nodes), shows that oscillations inside the localized state correspond to distinct
periods that are selected not according to minimal energy of (8), see dashed line in Figure 6(a). Consequently, such a
coexistence designates locus of points, γ = γM , at which the periodic solutions (P =
2pi
k ) has the same energy as the
uniform solution, see solid line in Figure 6(b). Finally, up to a numerical validity the Maxwell-point (see also γMax
in Figure 6(a)), is identified by the intersection between γM (solid line) and the periodic solutions (dashed line), and
thus appears as a global minima in energy landscape.
2. Localized stripes in 2D and transverse instabilities
Spatially localized states in 1D correspond to stripes in quasi-2D geometry [16] and thus for example, of interest
to nanowire fabrication [18]. Unlike the energetic/Maxwell analogue developed above for 1D, it was shown that a
similar construction for 2D and thus existence of stable localized stripes on infinite domain is unlikely to form [13].
Nonetheless, our interest is in finite domains, for which stable localized stripes are known to persist [30, 35].
For the analysis, we consider stripe solutions that correspond to stable 1D localized solutions obtained via 1D
continuation, as described in Section IV A 1. In 2D, additional transverse instabilities often appear and thus, re-
duce the parameter region where the solutions gain linear stability [30, 35]. Linear stability of localized stripes
(uL(x, y), φL(x, y)) can be obtained by using the anstaz(
u
φ
)
=
(
uL
φL
)
+
(
u˜(x)
φ˜(x)
)
eβt+ikyy. (47)
Substituting (47) in (8), we obtain
βu˜ = σDφ˜− γD2u˜− ηDu˜+ (6m− 2τ)DuLu˜+ 3Du2Lu˜, (48a)
0 = (am+ 1)Dφ˜+ u˜+ a∂x(uL∂xφ˜) + a∂x(u˜∂xφL)− ak2yuLφ˜, (48b)
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Figure 6: (a) Location of the Maxwell point  Max and the frustration e↵ect. The latter is associated with spatial
period P (dashed line) variation inside periodic localized state in the snaking region, presented for example in
between the seventh and eighth saddle nodes (solid line) of the localized solutions along the L⇡ branch. (b)
Numerical identification of the Maxwell point, denoted by intersection of locus of cases in which periods have the
same energy as the uniform state  M (solid line) and the respective minimal energy of the periodic solutions (dashed
line). All solutions have been obtained via the numerical continuation method. Parameters: m = 0.47, ⌧ = a = 0,
and   = 1.
where D := @xx   k2y. To solve this polynomial eigenvalue problem, we rewrite (48) as
S
✓
u˜
 ˜
◆
:=
L1(uL, L) L2(uL, L)
L3(uL, L) L4(uL, L)
 ✓
u˜
 ˜
◆
=  
✓
u˜
0
◆
, (49)
where L1,2,3,4 are linear operators. Applying the projection✓
u˜
0
◆
= P
✓
u˜
 ˜
◆
(50)
reduces (48) to a generalized eigenvalue problem that is solvable numerically
[S    P]
✓
u˜
 ˜
◆
=
✓
0
0
◆
. (51)
The growth rates  max(k), show distinct instability mechanisms [30], which are consistent with the emergence of
hexagonal/spot type solutions [13]:
• The primary instability is of long wavelength (zigzag) type, as shown in Figure 7(a) and respectively by direct
numerical integration in Figure 8(a). Consequently, we refer to this mode as a body mode;
• As   is varied, there is a growth of a secondary finite mode, to which we refer as a wall mode, as shown in
Figure 7(b) and Figure 8(b).
• In addition, there exists a localized–body mode that corresponds to spatially local domain within the interior of
stripes, as shown in Figure 8(c).
The perturbation that is associated with the body instability develops on a slower time scale than the wall and
localized–body instabilities, as also indicated by larger growth rate ( max) values in Figure 7. A summary of the
transverse instabilities and the corresponding eigenfunctions is shown in the parameter space ( ,m), see Figure 9.
Although not in the scope of this paper, localized spots can also persist in this type of problems [13, 35] due to
equal energy between spots and a uniform state. In Figure 10, we present several coexisting stable branches of
localized hexagonal patterns which were computed by direct numerical integration of (8); the shaded region denotes
1D homoclinic snaking region.
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Figure 6: (a) Location of the Maxwell point γMax and the frustration effect. The latter is associated with spatial
period P (dashed line) variation inside periodic localized state in the snaking region, presented for example in
between the seventh and eighth saddle nodes (solid line) of the localized solutions along the Lpi branch. (b)
Numerical identification of the Maxwell point, denoted by intersection of locus of cases in which periods have the
same energy as the uniform state γM (solid line) and the respective minimal energy of the periodic solutions (dashed
line). All solutions have been obtained via the numerical continuation method. Parameters: m = 0.47, τ = a = 0,
and σ = 1.
where D := ∂xx − k2y. To solve this polynomial eigenvalue problem, we rewrite (48) as
S
(
u˜
φ˜
)
:=
[L1(uL, φL) L2(uL, φL)
L3(uL, φL) L4(uL, φL)
](
u˜
φ˜
)
= β
(
u˜
0
)
, (49)
where L1,2,3,4 are linear operators. Applying the projection(
u˜
0
)
= P
(
u˜
φ˜
)
(50)
reduces (48) to a generalized eigenvalue problem that is solvable numerically
[S − βP]
(
u˜
φ˜
)
=
(
0
0
)
. (51)
The growth rates βmax(k), show distinct instability mechanisms [30], which are consistent with the emergence of
hexagonal/spot type solutions [13]:
• The primary instability is of long wavele gth (zigzag) type, as shown in Figure 7(a) an respectively by direct
numerical integration in Figure 8(a). Consequently, we refer to this mode as a body mode;
• As γ is varied, there is a growth of a secondary finite mode, to which we refer as a wall mode, as shown in
Figure 7(b) and Figure 8(b).
• In addition, there exists a localized–body mode that corresponds to spatially local domain within the interior of
stripes, as shown in Figure 8(c).
The perturbation that is associated with the body instability develops on a slower time scale than the wall and
localized–body instabilities, as also indicated by larger growth rate (βmax) values in Figure 7. A summary of the
transverse instabilities and the corresponding eigenfunctions is shown in the parameter space (γ,m), see Figure 9.
Although not in the scope of this paper, localized spots can also persist in this type of problems [13, 35] due to
equal energy between spots and a uniform state. In Figure 10, we present several coexisting stable branches of
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Figure 7: Dispersion relation showing the transverse instabilities of stripes obtained from (51). (a) A long
wave-number instability (body) at γ = 0.0242 and (b) a finite wave-number instability corresponding to the wall
mode at γ = 0.0437. Parameters: m = 0.5, τ = a = 0, and σ = 1.
localized hexagonal patterns which were computed by direct numerical integration of (8); the shaded region denotes
1D homoclinic snaking region.
Additionally to dependence on equation parameters, spatially localized stripe instability depends on a finite domain
size in y direction, i.e., on Ly. The latter is attributed to the preferable energy between the hexagonal and the stripe
patterns. Thus, in the region where body modes exist (larger m that corresponds to asymmetry), the stability of
localized stripes over extended Ly domains can be achieved due to the long wavenumber instability mechanism, as
shown by the shaded region in Figure 11(a). Otherwise in the sole presence of localized eigenfunctions (i.e., for wall
and localized–body), localized stripes are obtained for relatively small domains (Ly < λH), where λH the hexagonal
characteristic period, as shown in Figure 11(b).
B. Extended OhtaKawasaki model, a, τ 6= 0
According to the linear and weakly nonlinear analyses, a 6= 0 and τ 6= 0 do not indicate any qualitative differences
regarding the presence of localized states, see Section III. Numerical continuation shows that both 1D homoclinic
snaking and the respective selection mechanism, are indeed present although being shifted, as shown in Figure 12(a).
To generalize the results for a larger range of parameters, we chose a pair of adjacent saddle nodes (specifically
sixth and seventh) and obtained their locations and consequently the existence of homoclinic snaking region, see
Figure 12(b). The 2D stability properties of localized stripes are also persist, although as expected with some shift in
parameter range, as shown in Figure 12(c). Specifically, it is shown that asymmetry in charged domains increases the
region of stability for localized stripes. To this end, the localized patterns and mechanisms obtained for the classical
OK model (a = τ = 0) hold also for the more general case and due to simplicity can be exploited for future studies.
V. DISCUSSION
Self–assembly of spatially localized states in one- and two-space dimensions has been studied in a context of
electrically charged and mass conserved media (i.e., a system which exhibits both short and long range interactions).
As a case study system, we focus on the Ohta-Kawasaki framework which incorporates, in addition, difference in the
properties of the charged domains and non-uniform permittivity. While the OK model has been studied extensively
in the context of spatially extended patterns that arise through super–critical bifurcations, it is the sub–critical
bifurcations that give rise to a rich behavior of localized states. Although the OK system is conservative, the self–
assembly behaves differently than typical phase field model (a.k.a. conserved Swift-Hohenberg) [20, 21, 36]. In
particular, the OK system obeys the linear stability properties (dispersion relation) of dissipative systems, such as
Swift-Hohenberg [30] and Gierer-Meinhardt [31] and the formed localized states in 1D create a vertical (in contrast
to slanted, as in [20, 21, 36]) homoclinic snaking structure that corresponds to heteroclinic cycles linking uniform and
13
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Figure 8: Snapshots at given times, showing the evolution of localized stripes due to three types of instability
mechanisms: (a) body at γ = 0.0242, (b) wall at γ = 0.0199, and (c) localized–body at γ = 0.0437. Other
parameters: m = 0.5, a = τ = 0, σ = 1. Solutions are calculated on domain (x, y) ∈ [0, L]× [0, 15],
where L = 80pi/kc and kc ' 2.822, but, for clarity, presented on the subdomain [L/6, 5L/6]× [0, 15].
periodic solutions.
The reason for the distinct behavior is attributed to the coupling with non–local interactions that precludes unique
chemical potential for both the mass and the electrical field. Without the electrical field, any change in the model
control parameter corresponds to a respective change in chemical potential [21], which leads in turn to slanted snaking.
Although the EOK model also posses the property of energy minimization under mass constraint, the first variation of
the energy depends also on the solution of Poisson’s equation (2). However, the latter is not unique under Neumann
boundary conditions and sets a degree of freedom in setting one of the Lagrange multipliers, see (46) and the appendix.
Consequenly, vertical snaking can form without violation of thermodynamic principles.
The impact of Coulombic interactions is reflected also in the asymptotic analysis and the form of the amplitude
equations: Poissons’ equation (2) is solvable only when
´
Ω
u−m dΩ = 0. Therefore mass of EOK (8) solutions cannot
be arbitrarily determined via the initial condition, as occurs, for example in cSH [21]. The arbitrary choice of mass
in cSH, is reflected in the dispersion relation via the ever neutrality of λ(k = 0) = 0 [7, 20], different from the EOK
model (8) where λ(k = 0) < 0, see Figure 2. Coupling to k = 0 results in two coupled amplitude equations with
nonlocal properties [20]. Consequently, our study gives rise to a counter-intuitive picture that while conservation in
local equations leads to non-local effects in the amplitude equations, in our case coupling to non-locality leads to local
effects in the amplitude equations, bearing similarity to dissipative systems [12].
Localized stripes which are the natural extension in 2D have been also investigated. We found distinct instability
types associated with spatially extended eigenfunctions (body modes) and localized eigenfunctions (wall and body–
14
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Figure 9: Regions of distinct transverse instabilities for localized stripe patterns according to (51) and the respective
eigenfunctions: Localized–body (LB), body (B), wall (W ) and the profiles A, B, and C,D, receptively. The
dash-dotted line marks the limits of the snaking region. The analysis corresponds the L0 branch between 5 and 6
saddle nodes. Profiles (A–D) show the most unstable eigenfunction in the background of the 1D localized state
profile, as obtained numerically on a domain 2L = 128 that is much larger than the typical critical period
2pi/kc ∼ O(1). Parameters: a = τ = 0 and σ = 1.
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Figure 11: Dependence of transverse instabilities on domain size in y direction within the snaking region, i.e.,
numerical results obtained via (51) showing the critical domain size according to the instability type. The
computations have been performed with respect to cuts in Figure 9 at (a) m = 0.5, (b) m = 0.45. Other parameters:
a = τ = 0, σ = 1.
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Figure 12: (a) Homoclinic snaking region ( 1 <   <  2) for the EOK equation (a, ⌧ 6= 0) obtained via numerical
continuation, see Figure 4, where  1 ' 0.0752,  2 ' 0.0762. Two branches of localized states are indicated by dark
intertwined lines while light lines indicate periodic states. Stability is the same as in Figure 4 and not shown here.
The localized states terminate on a periodic branch 3540kc, where kc ' 1.923. For comparison, we indicate the snaking
region at a = 0 (vertical light lines). Parameters: a = 0.1, m = 0.4, ⌧ = 0,   = 1. (b) Persistence of the snaking
region in parameter space (a,  ). The snaking region lies in between the two lines that correspond to the sixth and
seventh saddle nodes in (a). The locations have been obtained numerically via continuation of saddle nodes. (c)
Regions of distinct transverse instabilities as in Figure 9 but for ⌧ =  0.1, a = 0.1.
localized modes) [30], as demonstrated in Figures 8 and 9. Specifically, the instability via localized eigenfunctions
leads to localized spots while body eigenfunctions lead to stripes embedded in a hexagonal background; stability of
stripes to body modes persists over a larger domain as compared with the localized modes (see Figure 11). In a more
general context, localized pattern formation in the vicinity of Maxwell points, e.g., an energy equivalence between
periodic and uniform states, allows to interpret existing phase maps in 2D or 3D to map possible localized structures in
high-dimensions and thus applications. For example, the phase diagram devised for the OK equation [13], discloses an
interface between stable periodic spots and strips. At the interface, the two states should presumably have the same
energy and therefore, it is likely that localized strips on a spotted background would also coexist. On the other hand,
in the absence of interface between stable stripes and uniform (disordered) states, it is unlikely that localized strips
would be present. Indeed, both observations are consistent with our results. To this end, we believe that insights into
the localized self–assembly mechanism developed here for conserved and charge systems, can be exploited to design
by simple means, low cost isolated morphologies that can be attractive for example, to nano electronics [15–18].
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Figure 12: (a) Homoclinic snaking region (γ1 < γ < γ2) for the EOK equation (a, τ 6= 0) obtained via numerical
continuation, see Figure 4, where γ1 ' 0.0752, γ2 ' 0.0762. Two branches of localized states are indicated by dark
intertwined lines while light lines indicate periodic states. Stability is the same as in Figure 4 and not shown here.
The localized states terminate on a periodic branch 3540kc, where kc ' 1.923. For comparison, we indicate the snaking
region at a = 0 (vertical light lines). Parameters: a = 0.1, m = 0.4, τ = 0, σ = 1. (b) Persistence of the snaking
region in parameter space (a, γ). The snaking region lies in between the two lines that correspond to the sixth and
seventh saddle nodes in (a). The locations have been obtained numerically via continuation of saddle nodes. (c)
Regions of distinct transverse instabilities as in Figure 9 but for τ = −0.1, a = 0.1.
localized modes) [30], as demonstrated in Figures 8 and 9. Specifically, the instability via localized eigenfunctions
leads to localized spots while body eigenfunctions lead to stripes embedded in a hexagonal background; stability of
stripes to body modes persists over a larger domain as compared with the localized modes (see Figure 11). In a more
general context, localized pattern formation in the vicinity of Maxwell points, e.g., an energy equivalence between
periodic and uniform states, allows to interpret existing phase maps in 2D or 3D to map possible localized structures in
high-dimensions and thus applications. For example, the phase diagram devised for the OK equation [13], discloses an
interface between stable periodic spots and strips. At the interface, the two states should presumably have the same
energy and therefore, it is likely that localized strips on a spotted background would also coexist. On the other hand,
in the absence of interface between stable stripes and uniform (disordered) states, it is unlikely that localized strips
would be present. Indeed, both observations are consistent with our results. To this end, we believe that insights into
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the localized self–assembly mechanism developed here for conserved and charge systems, can be exploited to design
by simple means, low cost isolated morphologies that can be attractive for example, to nano electronics [15–18].
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Appendix: Derivation of Newell-Whitehead-Segel amplitude equation
In the vicinity of γc, we seek asymptotic solutions for  1 with multiple scales of the form
u(t, x, y) =
√
u1(t, T, x,X, y, Y ) + u2(t, T, x,X, y, Y ) + · · · , (A.1a)
φ(x, y) =
√
φ1(x,X, y, Y ) + φ2(x,X, y, Y ) + · · · . (A.1b)
Substituting (A.1) in (8), and matching terms in each order we obtain:
O(
√
) :
0 =L(u1, φ1) := −γc∂4xu1 − (1− 3m2 + 2τm)∂2xu1 + σ∂2xφ1,
0 =G(u1, φ1) := (am+ 1)∂
2
xφ1 + u1,
(A.2)
O() :
0 =L(u2, φ2)− 4γc∂xxxXu1 − 2(1− 3m2 + 2τm)∂xXu1 − 2γc∂xxY Y u1
+ (3m− τ)∂xx(u1u2)− (1− 3m2 + 2τm)∂Y Y u1 + 2σ∂xXφ1 + σ∂Y Y φ1,
0 =G(u2, φ2) + a∂xu1 · ∂xφ1 + au1 · ∂2xφ1 + 2(am+ 1)∂xXφ1 + (am+ 1)∂Y Y φ1.
(A.3)
O(
3
2 ) :
∂Tu1 =L(u3, φ3) +Nu[u1, u2, φ1, φ2],
0 =G(u3, φ3) +Nφ[u1, u2, φ1, φ2], (A.4)
where Nu and Nφ are nonlinear operators, which for brevity are not explicitly presented. Neumann boundary
conditions are imposed for (ui, φi) at all orders. The solution of the first-order equation (A.2) is
u1 =A(X,Y, T )e
ikcx + c.c., φ1 = Z(X,Y ) +
A(X,Y, T )
k2c (am+ 1)
eikcx + c.c. (A.5)
The solution of the second-order equation (A.3) is
u2 =A3(X,Y, T )e
ikcx +
2
9
· 15am
2 − 6amτ − a+ 12m− 4τ
3am3 − 2am2τ − am+ 3m2 − 2mτ − 1A
2(X,Y, T )e2ikcx + c.c.,
φ2 =F (X,Y ) +M(X,Y, T )e
ikcx +
1
9
· 3am
2 − 3amτ − 2a− 3m+ τ
σ(am+ 1)
A2(X,Y, T )e2ikcx + c.c.
(A.6)
Substituting the solutions (A.5) and (A.6) into the third-order equation (A.4) yields the form
AT e
ikcx = N0[u, φ] +N1[u, φ]eikcx +N2[u, φ]e2ikcx, (A.7)
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where Ni are operators of [u1, u2, u3, φ1, φ2, φ3]. Orthogonality of the Fourier modes implies that the coefficients
of eikcx in (A.7) equate, yielding
AT = N1[A] = γˆk4cA+ f |A|2A+
(√
2η
∂
∂X
− i√γc ∂
2
∂Y 2
)2
A. (A.8)
Similarly, the equations for Z(X,Y ) in (A.5) read as
ZXX = ZY Y = 0,
∂Z
∂X
∣∣∣∣
∂Ω
=
∂Z
∂Y
∣∣∣∣
∂Ω
= 0.
Therefore, Z is a constant function. This implies that, as expected, φ is not unique under Neumann boundary
conditions, see (A.5), but rather determined up to a constant.
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