We extend the notion of list decoding to ratio list decoding which involves a list decoder whose list size is specified as a function of the number of messages M n and the block length n. We present the necessary and sufficient conditions on M n for the existence of code sequences which enable reliable list decoding with respect to the desired list size L(M n , n). It is shown that the ratio-capacity, defined as the supremum of achievable normalized logarithms of the ratio r(M n , n) = M n /L(M n , n), is equal to the Shannon channel capacity C, for both stochastic and deterministic encoding. Allowing for random list size, we are able to deduce some properties of identification codes, where the decoder's output can be viewed as a list of messages corresponding to decision regions that include the channel output. We further address the regime of mismatched list decoding, in which the list constitutes of the codewords that accumulate the highest score values (jointly with the channel output) according to some given function. We study the case of deterministic encoding and mismatched ratio list decoding. We establish similar necessary and sufficient conditions for the existence of code sequences which enable reliable mismatched list decoding with respect to the desired list size L (M n , n) , and we show that the ratio-capacity with mismatched decoding is equal to the mismatch capacity. Focusing on the case of an exponential list size L n = e n , its comparison with ordinary mismatched decoding shows that the increase in capacity is by bits per channel used for all channels and decoding metrics. Several properties of the average error probability in the setup of mismatched list decoding with deterministic list size are provided.
I. INTRODUCTION
U NLIKE ordinary decoding where the decoder has to select a single message as its estimate, a list decoder outputs a list of messages, among which the transmitted one is expected to be found. Therefore, an error occurs if the actual transmitted message is not in the list. List decoding was introduced by Elias [1] and by Wozencraft [2] , and has been studied extensively for linear codes and other specific code structures (see [3] - [6] and references therein), and also from the information theoretic point of view (see [7] - [10] and references therein). The notion of a decoder that outputs a list of possible messages arises naturally in many channel coding settings, either for applications that do not require full decoding of the transmitted message, or when full decoding is impossible. For example, the relay channel can be regarded as Manuscript a case in which list decoding is used, even though the ultimate goal of the receiver is to obtain a single message and not a list of messages [11] . In certain applications, it is possible to pick the correct codeword from the list with the help of side information or the semantic context. In some cases, such as concatenated code constructions, the entire list is more advantageous than just having the most probable codeword [6] , [12] .
In this paper we extend list decoding to a notion that we call ratio list decoding. Whereas classical list decoding has to do with a list size which is predetermined as a function of the block length n, in ratio list decoding, the list size is a function of both n and the size of the message set M n . As in classical list decoding, the requirement from the decoder is that with probability converging to one, the transmitted codeword must belong to the declared list whose size is a function of (n, M n ).
For simplicity of presentation, we consider a desired list size of L(M n , n) = M n r(M n ,n) where r (M n , n) is referred to as the ratio function (ratio of codebook size to list size). We allow the actual size of the list to be a random variable with a vanishingly small probability to exceed L(M n , n). Note that the following three cases fall within the scope of our model:
• The case of r (M n , n) = M n , (L(M n , n) = 1) which corresponds to classical channel coding. • The cases in which L(M n , n) is a function of the block length, such as L(M n , n) = exp(n); i.e., r (M n , n) = M n · exp(−n) have been studied extensively in the literature. • The special case of r (M n , n) = 1, i.e., L(M n , n) = M n , where clearly the codebook size can be infinite, since the list of messages {1, . . . , M n } is exhaustive. The new setup of ratio list decoding introduces a generalized theoretical perspective to list decoding, by adding the dimension of the proportion of the list size compared to the number of messages. It is motivated by applications such as concatenated code constructions, in which the proportion of the list relatively to the entire message set is of main interest.
We show that under stochastic as well as deterministic encoding, the supremum of the achievable normalized logarithm of the codebook to the list size ratios is equal to the Shannon channel capacity C. Furthermore, we show that if the number of messages as a function of the block length M n is such that lim sup n→∞ 1 n log r (M n , n) > C, reliable list decoding cannot occur, and if 0 < lim sup n→∞ 1 n log r (M n , n) < C then there exists a sequence of codes having M n messages for blocklength n which enables reliable list decoding w.r.t. (with respect to) the ratio function r (M n , n). We first prove these results for information-stable channels, and subsequently we show that they continue to hold for general channels in the Verdú-Han sense [13] . 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
As a corollary of our results we deduce some properties of identification codes. Identification codes [14] are about a decoder that needs to answer reliably to the M n binary hypothesis testing questions "was message i transmitted?" for i = 1, . . . , M n . Although this is not a list decoding setup, the decoder's output can be viewed as a list of messages whose decision regions include the channel output Y n . This interpretation enables us to derive a non-vanishing lower bound on the probability that the list size of the identification decoder with M n > exp e n(C−) will exceed exp e n(C−) /e n(C−−δ) for δ > > 0.
The remainder of this paper focuses on the important special case in which the structure of the decoder is predetermined, such as for instance the Hamming distance, and cannot be optimized with respect to the actual channel over which transmission occurs. We refer to this setup as mismatched list decoding. This setup extends classical mismatched decoding to the framework of list decoding. In classical mismatched decoding, there is a real-valued function q n , usually referred to as a "metric", which maps each pair of channel input and output sequences (x n , y n ) to a real number q n (x n , y n ). The decoder chooses the messagem = argmax i∈{1,...,M n } q n (x n (i ), y n ) as its output. It is assumed that in selecting its codebook, the encoder is aware of the structure of the decoder. Mismatched decoding for the Discrete Memory Channel (DMC) with an additive metric q n (x n , y n ) = n i=1 q(x i , y i ) was studied by Csiszár and Körner [15] and by Hui [16] who presented a formula for the rate achievable by random coding. It turns out that higher rates can be achieved by more complex random coding methods [17] , [18] such as superposition coding [19] - [24] . Achievable error exponents were studied in [15] , [22] , and [23] . Nevertheless, a single letter formula for the mismatch capacity of the DMC has not been established. Multiletter upper bounds are obtained in [25] and a general multi-letter expression for the mismatch capacity was derived in [26] . For other related works, see [27] - [30] and references therein.
In our mismatched list decoding, the decoder's list is composed of the codewords which accumulate the highest metrics values jointly with the channel output, and in this setup we focus on deterministic encoding. The main reason for focusing on deterministic encoding, apart of the simplicity of the analysis, is that it is not clear how one should define a fixed decoding rule when there are multiple options for transmitted signal x n which occur with positive probability given a particular message m. There are several possibilities to approach this issue such as considering the decoding rules:m = argmax m max x n : Pr(x n |S=m)>0 q n (x n , y n ) orm = argmax m x n Pr(x n |S = m) · q n (x n , y n ) (where S stands for the random message) but the analysis thereof becomes more involved.
In the mismatched case too, we establish necessary and sufficient conditions for the existence of code sequences which enable reliable mismatched list decoding with respect to the desired list size L(M, n). We show that in this mismatched setup, the supremum of achievable logarithm of normalized ratios 1 n log r (M n , n) is equal to the mismatch capacity.
Further, we specialize the results to the mismatched case of a list of size L n = e n n where n ∈ (0, c], in which case we derive a general multi-letter formula for the capacity. This is an extension of our previous results in [26] , where a general multi-letter formula was established for the mismatch capacity of a general channel, defined as a sequence of conditional distributions with a general decoding metric sequence. It is shown that the increase in capacity for the e n list size case (compared to ordinary mismatched decoding) is bits per channel use.
An expression for the average error probability in list decoding with a constant list size L n = e n n (that is, equal list size for all y n ) and rate R, denoted E (n) q n (R, n ), where n ≤ R, is established. We further present a random coding lower bound on E (n) q n (R, n ) which is based on the analysis of [10] . Finally, we derive an inequality that can be regarded as an extension (to the case of mismatched list decoding) of the inequality resulting from Fano's inequality for matched channel coding for the DMC; i.e., P (n) e ≥ 1 − C R − 1 n R , where C is the channel capacity, R is the code rate and P (n) e is the average probability of error obtained by a code of rate R. In the case of the erasures-only decoding metric, this yields a lower bound on the average error probability above the capacity.
This paper is organized as follows. Section II is devoted to definitions and the problem formulation. Section III presents converse and direct results for ratio list decoding. In Section IV we extend the results to the mismatched case, and describe properties of the average error probability in mismatched list decoding. Section V presents the discussion and concluding remarks.
II. PROBLEM FORMULATION AND DEFINITIONS
We consider a point-to-point communication channel with input alphabet X and output alphabet Y. We adopt the following definition of [13] for a general channel. A channel W = {W (n) } ∞ n=1 is an arbitrary sequence of increasing dimension where W (n) is a conditional output distribution from X n to Y n , and where X and Y are the input and output alphabets, respectively. With a little abuse of terminology we refer to W as well as to W (n) as channels, where the exact meaning will be clear from the context.
An encoder observes a random message S, which is distributed uniformly over {1, . . . , M n }, and produces a channel input signal X n of length n as a function of S. 1 The encoder is not constrained to using deterministic functions and therefore can be viewed as a collection of distributions {P n (·|m)} from {1, . . . , M n } to X n . The signal X n is fed into the channel W (n) , which is a conditional distribution from X n to Y n , and the resulting channel output is denoted by Y n .
A list decoder is defined by a collection of not necessarily disjoint decision regions
Another representation of the decoder can be the list of decision regions which contain the channel output. In other words, we let L n (y n ) be the list at the output of the decoder, that is,
A list decoder maps every y n ∈ Y n into a subset L n (y n ) ⊆ {1, . . . , M n }. Note that we allow the list size to depend on y n , and that
We next state a number of definitions leading to the ratiocapacity. Let N stand for the set of all positive integers.
Definition 1: We say that r (M n , n) is a ratio function if for all (n, M n ) ∈ N × N one has 1 ≤ r (M n , n) ≤ M n .
{L n (y n )} y n ∈Y n for the channel w.r.t. ratio function r (M n , n)
is one for which
In words, is the probability that the transmitted message is not in the output list of the decoder, and ζ is the probability that the output list size is larger than permitted by the ratio function. The quantities and ζ will be referred to as error of the first and second kind, respectively. Definition 3: We say that a sequence {M i } ∞ i=1 , M i ∈ N is feasible for the channel w.r.t. ratio sequence r (M n , n) if there exists a sequence of (n, M n , n , ζ n )-codes having vanishing probabilities of error of the first and second kinds, that is, lim n→∞ n = 0, and lim n→∞ ζ n = 0.
Definition 4: We say that ρ is an achievable normalized log-ratio for the channel if there exist a ratio function r (M n , n) and a corresponding feasible sequence M 1 , M 2 , . . . ., M i ∈ N such that lim sup n→∞ 1 n log r (M n , n) = ρ. Definition 5: The ratio-capacity of the channel W is the supremum of achievable normalized log-ratios, and will be denoted ρ sup (W).
III. CONVERSE AND DIRECT RESULTS FOR RATIO LIST DECODING
Our first result is a coding theorem for channels W whose capacity is given by the formula
Note that information-stable channels satisfy this condition (see [13] ). This enables us to use a Fano-type proof for the converse part, and to present some insights that are applicable to identification codes. In Section III-C we extend the coding theorem to general channels in the spirit of [13] .
be a given sequence and let r (M n , n) be a ratio function. Let
is feasible for the channel w.r.t. the ratio function r (M n , n) and if the channel capacity C satisfies (5) then
where C is the channel capacity, it is feasible for the channel w.r.t. the ratio function r (M n , n). The theorem straightforwardly implies the following theorem. Corollary 1: If the capacity of the channel W satisfies (5) , then
Note that in fact C should be denoted C(W ), but this is omitted for notational convenience. The converse part of Corollary 1 follows from (7) , and the direct part follows by choosing r (M n , n) = M n and by using the direct part of the ordinary channel coding theorem.
Before we prove Theorem 1 we present the following example which demonstrates the application of the theorem.
Example 1: It is required to construct a sequence of codes such that reliable list decoding is possible with list size L(M n , n) = M 1−1/n n . Theorem 1 implies that the maximal number of messages M n as a function of the blocklength n is essentially M n ≈ e n 2 C ; that is, for all > 0 there exists a sequence of (n, e n 2 (C−) , n , ζ n ) codes such that lim n→∞ n = 0, and lim n→∞ ζ n = 0, and no such sequence exists if M n > e n 2 (C+) . To see this, note that the (monotonically increasing) function M n = e n 2 C is the solution of the equation 1 n log r (M n , n) = 1 n log M n /M 1−1/n n = C. We begin with the converse part.
A. A Proof of the Converse Part of Theorem 1 for Information Stable Channels and Implications
The proof of the following Fano-type inequality for list decoding appears in [31, Appendix 3.E]. 2 Lemma 1: Let X be a discrete random variable over alphabet X . Let Y be another random variable, and let L(Y ) ⊆ X be a mapping from Y to the set of all subsets of X . 3 Denote
then
where h 2 (·) is the binary entropy function; i.e., h
The generalization of Lemma 1 for fixed-size list decoding (i.e., when |L(Y )| is independent of observation Y ), which provides an upper bound on the Arimoto-Rényi conditional entropy of an arbitrary positive order α as a function of the list decoding error probability, appears in [32, Sec. 4] . This result generalizes previously reported bounds in [33, Sec. 5] and [34, Sec. 1] , providing an upper bound on the conventional conditional entropy of Shannon (the latter being a special case of the Arimoto-Rényi conditional entropy for α = 1) in the setting of fixed-size list decoding.
Our next result uses Lemma 1 to upper bound 1 n log(r (M n , n)). Theorem 2: Let a channel, a code {P(·|m) m∈{1,...,M n } , L n (y n ) y n ∈Y n }, and a ratio function r (M n , n) be given. The following inequality holds
where X n and Y n are the channel input and output vectors, respectively, and
Proof: Since S − X n − Y n is a Markov chain we have
From
Therefore,
where (16) follows from (14) , and (17) follows from (15) .
Consequently, from (17)- (18) we get
Hence,
That is,
and this concludes the proof of Theorem 2.
This straightforwardly leads to the converse part (i) of Theorem 1 which holds for channels that satisfy (5) 
A few conclusions can be drawn from the converse part of Theorem 1 concerning special cases of list decoding setups.
• The converse part of Theorem 1 highlights the tradeoff between the probability of successful list decoding, (1 − n ), and the probability of not exceeding the desired ratio function, (1 − ζ n ). In particular, rearranging (12) we obtain
which gives a lower bound on n for fixed ζ n and vice versa. • Consider for example the case |L(Y n )| = e n ; that is, r (M n , n) = M n e n . In this case, defining R = 1 n log M n we obtain from (7) R
which for the special case of discrete memoryless channels is a known result. • It is easy to see that if r (M n , n) = 1; that is, the list size is equal to M n and ρ r = 0, then the converse part ρ r ≤ C poses no restriction on the number of messages, which is not surprising since a list that contains the entire set of all possible messages always includes the transmitted one, and therefore infinitely many messages can be transmitted. The following corollary gives a lower bound on the probability that the list size exceeds e −nδ L(M n , n) if the normalized logarithm of the ratio r (M n , n) exceeds C − for δ > > 0.
Corollary 2: If C = lim sup n→∞ max P(X n ) 1 n I (X n ; Y n ), and a sequence of (n, M n , n , ζ n )-codes is given such that lim sup n→∞ 1 n log r (M n , n) ≥ C − , and lim n→∞ n = 0, then for all δ > 0 lim sup
Before proving Corollary 2, we mention its implication to the identification problem. To this end, we briefly describe the information-theoretic identification problem [14] . A randomized identification code of parameters (n, M n ) for the DMC W from X to Y is defined by a family of M n conditional distributions P(·|i ) ∈ P(X n ) and M n decision regions D i ⊆ Y n where i = 1, . . . , M n . The decision regions are not necessarily disjoint and the question is how large M n can be such that
It turns out that unlike the classical channel decoding problem, in order to guarantee arbitrarily small λ 1 and λ 2 for the DMC, M n can grow double-exponentially fast with n with normalized iterated logarithm 4 that is equal to Shannon's channel capacity C. Note that by choosing δ > > 0 and r (M n , n) = log(M n ), Corollary 2 implies that a necessary condition for obtaining high values of a normalized iterated logarithm of the number of messages of the identification code is a non-vanishing probability that the list will include essentially ≈ M n log(M n ) messages. We state this special case as a separate corollary.
Corollary 3: If C = lim sup n→∞ max P(X n ) 1 n I (X n ; Y n ) and a sequence of (M n , n)-identification codes is given such
This result implies that while a reliable identification code whose ID-rate is high does narrow down significantly the number of hypothesized messages with high probability, the list size of false positive message identifications exceeds M n /(log(M n )e nδ ) (and grows double-exponentially with n).
We next prove Corollary 2.
Proof: Denote
and repeat the proof of Theorem 2 (steps (14)-(21)) with r (M n , n) replaced by exp(nδ)·r (M n , n) and ζ n replaced by η n . This gives
Taking the limit as n tends to infinity, and noting that in fact n = Pr(S / ∈ D S ) which is required to vanish as n tends to infinity for reliable identification, we obtain
which implies that lim sup
B. Proof of the Direct Part of Theorem 1
Proof: The proof of the direct part of Theorem 1 is quite straightforward. Assume a sequence {M i } ∞ i=1 satisfies (8) and let
Note that ∈ (0, C). Let ∈ (0, /2] be an arbitrarily small constant and consider a sequence of classical channel encoders 4 The iterated logarithm of M n stands for log(log(M n )). ϕ n : {1, . . . , 2 n(C−+) } → X n , or codebooks {x n (m)}, m = 1, . . . , 2 n(C−+) , having an average probability of error n = Pr(Ŝ(Y n ) = S) such that lim n→∞ n = 0 (whereŜ(Y n ) is the maximum likelihood decoder's output). Now, for blocklength n, construct a larger codebook which contains M n r(M n ,n) identical copies of each of the codewords {x n (m)}. The larger codebook corresponds to M n = M n r(M n ,n) · 2 n(C−+) messages. From (32) we know that for all sufficiently large n, r (M n , n) ≤ 2 n(C−+/2) and therefore, for all sufficiently large n, M n ≥ M n . Since the transmitted codeword can be decoded successfully with probability 1 − n , the list decoder can output a list containing all the messages that are mapped to that codeword.
To obtain a codebook of M n codewords, we simply use a subset of the M n codewords (of size M n ) which yield an average probability of error at least as low as n .
C. An Extension to General Channels
While the direct result of Theorem 1 (ii) holds for every general channel, the converse result (i) is stated only for channels that satisfy C = lim sup n→∞ max P(X n ) 1 n I (X n ; Y n ). We next present a converse that generalizes Theorem 1 (i) to general channels which do not necessarily satisfy this condition.
where ρ r is defined in (6) .
..,M n } , {L n (y n )} y n ∈Y n } , n=1,2,…, is a sequence of (n, M n , n , ζ n )-codes such that lim n→∞ n = 0 and
where L(M n , n) = M n /r (M n , n), then,
Consequently the following corollary follows in the same manner as that of Corollary 1.
Corollary 4: For every channel W
Before proving Theorem 3, it is noted that the converse part of Theorem 1 follows from Theorem 3 (a). Nevertheless, we included the proof of the converse part of Theorem 1 since it highlights the tradeoff between the probability of successful list decoding, and the probability of not exceeding the desired ratio function. Moreover, Corollaries 2 and 3 result from the proof of the converse part of Theorem 1. Finally, the proof of Theorem 3 relies on the information-spectrum method, and the proof of the converse part of Theorem 1 relies on a Fano-like inequality. The latter gives insight on how the classical converse theorem proof is extended to the ratio list decoding case.
We next prove Theorem 3.
Proof: By assumption in part (a), since the sequence {M i } ∞ i=1 is feasible w.r.t. the ratio function r (M n , n), there exists a sequence {P(·|m)} m∈{1,...,M n } , {L n (y n )} y n ∈Y n of (n, M n , n , ζ n )-codes such that lim n→∞ n = 0 and lim n→∞ ζ n = 0. Next we construct a sequence of (n, M n , n + ζ n , 0)-codes by replacing L n (y n ) with
where φ is the empty set. Therefore, as far as part (a) is concerned, we can assume without loss of generality that there exists a sequence of (n, M n , n , 0)-codes, i.e., with, ζ n = 0 such that lim n→∞ n = 0.
The rest of the proof refers to both part (a) and part (b) of the theorem. The proof relies on a modification of the Verdú-Han [13] technique.
Let a sequence of (n, M n , n , ζ n )-codes be given having vanishing error of the first kind, that is, lim n→∞ n = 0 and either (a) zero error of the second kind, i.e., ζ n = 0 for all n, or (b) lim sup n→∞
Let (S, X n , Y n ) be the random message, channel input sequence, and channel output sequence, respectively, and with a slight abuse of notation denote by P(·) their joint distribution. We have,
where (38) follows since the messages are equiprobable and by definition of r (M n , n). Now, as far as part (a) is concerned, if ζ n = 0 we have that |L(Y n )| ≤ L(M n , n) with probability one and therefore E (|L n (Y n )|) ≤ L(M n , n). Alternatively, for part (b) we have lim sup n→∞
under either ζ n = 0 or lim sup n→∞
As noted before, S is also a function of the block length n. So, denote by S the sequence of random variables
where S n is the message that is transmitted over the channel W (n) . Since by assumption the r.h.s. of (39) vanishes; i.e., lim n→∞ n = 0, one must have that the l.h.s. of (39) vanishes as well, and therefore by definition of the limit inferior in probability 5 we have lim sup
where P(X|S) denotes a series of conditional distributions P (n) (X n |S n ), n = 1, 2, . . ., P(X) denotes a series of distributions P (n) (X n ), n = 1, 2, . . ., and where (41) follows since S n − X n − Y n is a Markov chain and from the data processing Theorem [13, Th. 9].
Since γ can be made arbitrarily small, and since C = sup P( X) I (X; Y ) is the general formula for the channel capacity [13] we have lim sup
Now considering the special case r (M n , n) = M n /e n , we can write the general formula for the capacity of the channel with the desired list size |L(Y n )| ≤ e n , which we denote by C().
Corollary 5: For every channel, the supremum of achievable rates R = lim inf n→∞ 1 n log M n such that lim n→∞ Pr(|L n (Y n )| > e n ) = 0 and lim n→∞ Pr(S / ∈ L n (Y n )) = 0 is
IV. MISMATCHED LIST DECODING
Thus far, we have considered list decoding with decoding regions {D m } that can be optimized to minimize the error probabilities. In this section we consider the case of decoding regions that are determined by a fixed decoding function, and we confine the discussion to deterministic codes. Nevertheless, we consider the setup of a general channel W = {W (n) } ∞ n=1 as in Section III-C. For the sake of completeness, we describe the operation of the list decoder, as well as the classical mismatched decoder (list size equal to 1). A deterministic block-code C n of blocklength n and M n messages, consists of M n n-vectors, that is, C n = {x n (m)} M n m=1 , which represent M n different messages; i.e., it is defined by the encoding function
As before, it is assumed that all possible messages are a-priori equiprobable; i.e., the random message S n satisfies Pr(S n = m) = 1 M n for all m ∈ {1, . . . , M n }. Let a mapping q n : X n × Y n → R (45) be given. A classical mismatched decoder outputs the message indexm which maximizes the metric; that is,
where if the maximizer is not unique, an error is declared. Let S(Y n ) stand for the output of the mismatched decoder.
In the case of classical mismatched decoding (list size 1), M n cannot grow faster than exponentially with n. We say that R is an achievable rate with a decoding metric sequence
, if there exists a sequence of encoders f n : {1, . . . , 2 n R } such that lim n→∞ Pr Ŝ (Y n ) = S n = 0. The mismatch capacity C q (W) is the supremum of achievable rates using the decoder (46).
A mismatched list decoder is required to declare a list L n (y n , q n ) {i 1 , i 2 , . . . , i |L(y n ,q n )| } of messages which correspond to the highest metric values with the channel output, i.e., it should satisfy
where as before, the transmitted message is expected to belong to the list. Note that as in the matched case, we allow the list size to depend on y n , and M n can potentially grow faster than exponentially with n. Note also that the requirement (47) does not define the decoder uniquely; the list size as a function of y n is not specified, and the decoder may be defined in several ways. For example, the decoder's output can be defined by the M n /r (M n , n) messages having the highest metrics values, it can also be defined by a threshold τ (y n ) which the metric should cross for the message to be included in the list. The results of Sections IV-A and IV-B concern any decoder that satisfies the requirement (47). Section IV-C analyzes the average probability of error of a decoder with a constant list size, i.e., a list size that is equal for all y n . We first present results that pertain to the counterpart of ratio list decoding to the mismatched decoding setup. Then we specialize the results to the case of a list size that grows exponentially with n.
A. Mismatched Ratio List Decoding
We next present counterparts to Definitions 2-5 for the mismatched case. We begin with a formal definition of the average probability of error of the first and second kinds in mismatched ratio list decoding with a ratio function r (M n , n).
Definition 6: For a given codebook C n of size M n = |C n |, let e,r (W (n) , C n , q n ) and ζ e,r (W (n) , C n , q n ) designate the average probability of error of the first and second kinds that are incurred by the decoder q n employed on the output of the channel W (n) with list size M n /r (M n , n), respectively, that is e,r (W (n) , C n , q n ) = Pr(X n / ∈ L n (Y n , q n )) ζ e,r (W (n) , C n , q n ) = Pr(|L n (Y n , q n )| > M n /r (M n , n)). (48)
We will also be interested in the probability of the event that the number of codewords whose metrics values are at least as high as the transmitted one exceeds the desired number M n r(M n ,n) , that is,
It holds that
In fact, P e,r W (n) , C n , q n is the probability of error in list decoding with constant list size in the sense of being equal for all y n ; that is, L n (y n , q n ) ≡ M n /r (M n , n), ∀y n .
Definition 7: A code C n is an (n, M n , , ζ ; q n )-code w.r.t. the ratio function r (M n , n), for channel W (n) if it has M n codewords of length n, e,r (W (n) , C n , q n ) = , and ζ e,r (W (n) , C n , q n ) = ζ .
Definition 8: We say that a sequence {M i } ∞ i=1 , M i ∈ N is feasible for the channel w.r.t. a ratio sequence r (M n , n) with decoding metric sequence {q i } ∞ i=1 if there exists a sequence of (n, M n , n , ζ n ; q n )-codes such that lim n→∞ n = 0 and lim n→∞ ζ n = 0.
Definition 9: We say that ρ is an achievable normalized log ratio for the channel with decoding metric sequence 
, be a given sequence of decoding metrics, and consider the following random variable, which is a function of (X n , Y n )
where X n and Y n are the input and output channel vectors, respectively, andX n is independent of (X n , Y n ) and is distributed identically to X n .
The following lemma extends [26, Lemma 1]. Lemma 2: Let X n be the random variable uniformly distributed over a code C n of blocklength n and cardinality M n |C n |, and Y n the output of a channel W (n) with X n as the input, then P e,r (W (n) , C n , q n )
Proof: Note that
where the last equality follows since X n is distributed uniformly over the codebook of size M n . Hence, the right hand side of (52) is equal to
This concludes the proof of Lemma 2.
Based on Lemma 2 we can now present a ratio list decoding theorem, which is the counterpart of Theorem 1 for the mismatched case.
Recall the definition of ρ r (6) .
be a given sequence and let r (M n , n) be a ratio function.
(i) Converse part: If the sequence {M i } ∞ i=1 is feasible for channel W w.r.t. the ratio function r (M n , n) and a decoding metric sequence q, then
then it is feasible for the channel W w.r.t. ratio function r (M n , n) and metric sequence q.
Recall that C q (W) denotes the mismatch capacity of the channel W with decoding metric sequence q. The theorem straightforwardly implies the following corollary. 
We next prove Theorem 4. The converse part follows from (55) and the direct part follows by using the ratio function r (M n , n) = M n (ordinary decoding) and by definition of C q (W).
Proof: We begin with the converse part. Assume in negation that {M i } ∞ i=1 is a feasible sequence w.r.t. r (M n , n) with a decoding metric q such that for some sufficiently small γ > 0 and for infinitely many n's 1 n log(r (M n , n)) ≥ C q (W) + γ . By the feasibility assumption and by (50), there exists a sequence of codes C 1 , C 2 , . . ., with |C n | = M n satisfying lim sup n→∞ P e,r (W (n) , C n , q n ) = 0, Thus, from Lemma 2 we have for infinitely many n's,
Since the general formula for the mismatch capacity ( [26] ) is given by
(see Footnote 5 for the definition of p-liminfX n .) the r.h.s. of (58) is bounded away from zero for infinitely many n's, and hence P e,r (W (n) , C n , q n ) cannot vanish (and by (50), neither can e,r (W (n) , C n , q n ) and ζ e,r (W (n) , C n , q n ) both be vanishing sequences) in contradiction to the assumption on the feasibility of {M i } ∞ i=1 . The direct part of Theorem 4 follows similarly to the proof of Theorem 1 (i), with the exception that now C should be replaced by the mismatch capacity C q (W ) andŜ(Y n ) is the output of the mismatched decoder.
B. A General Formula for the Mismatch Capacity With List Decoding
For the special case of a list size that grows no faster that exponentially with n; that is L(M n , n) = e n n , where n ∈ [0, C], we define the mismatch capacity with list size exponent n .
Definition 11: A rate R > 0 is an achievable rate for the channel W with a decoding metric sequence q and a list size sequence e n n (where n ∈ [0, C]) if there exists a sequence of codes {C n } ∞ n=1 such that C n is an (n, e n R , n , ζ n ; q n )-code w.r.t. the ratio function r (M n , n) = M n · e −n for the channel W (n) and it holds that lim n→∞ n = 0 and lim n→∞ ζ n = 0.
Definition 12: The capacity of the channel W = {W (n) } ∞ n=1 with a decoding metric sequence q = q 1 , q 2 , . . . and a list size exponent sequence = 1 , 2 , . . . denoted C q (W, ) , is the supremum of the achievable rates as in Definition 11. The multi-letter expression for the mismatch capacity with the list size exponent sequence is stated in the following theorem.
Theorem 5: The mismatch q-capacity of the channel W with a list-size exponent sequence is given by
where the supremum can be restricted to sequences of distributions that are uniform over their supports. This is a special case of Corollary 6, and thus follows straightforwardly from it 6 ; simply substitute ρ q (W) by C q (W, ) − lim inf n→∞ n and note that
The following corollary is therefore the counterpart of Corollary 5 to the mismatched decoding setup. 
where C q (W) is the mismatch capacity, and when lim inf n→∞ n = 0, one has
Corollary 7 implies that for every channel and every metric sequence, if the list size grows sub-exponentially, the list decoding capacity is equal to the ordinary capacity [26] .
C. Properties of the Average Error Probability in Mismatched List Decoding With Constant List Size
Thus far, we have studied achievable rates for list decoding. In this section we present results that concern the average probability of error in list decoding with or without mismatch.
The exact error probability depends on the actual decision rule that determines the list L(y n , q n ), and in particular whether or not L(y n , q n ) is constant for all y n or determined by a threshold level on the metric value. Thus, in this section we confine attention to the case of a constant list size that is L(y n , q n ) = e n n , ∀y n ∈ Y n (63) in which case the average probability of error is given by
where P e,r (W (n) , C n , q n ) is defined in (49).
1) A Tight Expression for the Average Error Probability With Mismatched List Decoding:
Let G n (R) be the set of codebooks of block length n and rate R. Denote the infimum of the achievable average error probability with equiprobable codewords at rate R and block length n by
where (W (n) , C n , q n ) denotes the average probability of error for ordinary (list size equals one) mismatched decoding. Further, denote the equivalent quantity for list decoding of list-size e n n E (n) q n (R, n ) = inf C n ∈G n (R) P n e (W (n) , C n , q n ).
Let P n (R) be the set of distributions which are uniform over a subset of X n whose size is e n R . For the sake of convenience we use the abbreviation for P (n) the distribution of X n q n (P (n) ) q n (X n , Y n ).
(67)
From Lemma 2 we obtain the following straightforward result. 
(68) As a special case, the following theorem follows (it is also a straightforward result of [26, Lemma 1]).
Theorem 7: For all R
The following inequality holds: Lemma 3: For all R, n,
Similar to the proof of the direct part of Theorem 5, the lemma follows by the simple observation that given a codebook C n of size e n R one can create a codebook C n of size e n(R+ n ) containing e n R sets of identical e n n codewords, and that (W (n) , C n , q n ) = P n e (W (n) , C n , q n ).
2) A Random Coding Lower Bound on the Average Probability of Error With Mismatched List Decoding:
The next result is an upper bound on the average error probability obtained by random coding.
Theorem 8: For all R, n
Proof: Consider the chain of inequalities that was derived in [10, Equations (8)- (18) ], which can be phrased as follows: for all positive integers M ≥ L and ∈ [0, 1],
where D( pq) is the binary divergence and |t| + = max{0, t}. Denote the random variable Z i = 1{q n (X n (i ), Y n ) ≥ q n (X n , Y n )} whereX n (i ) is the random i -th codeword and X n is the transmitted one. Similar to the derivation in [10] we obtain that the random coding average probability of error E (n) RC,q n (R, n ) achieved when the codewords are drawn i.i.d. P (n) is upper bounded as follows:
In the matched DMC case, this bound was shown to prove the tightness of the Shannon-Gallager-Berlekamp bound [7] across the relevant range of rates, (, C + ), where C is the channel capacity. It would be interesting to see whether this result has an equivalent in the mismatched setup.
3) A Lower Bound on the Average Probability of Error in Mismatched List Decoding for Rates Above Capacity: As a result of Fano's Inequality, in the matched DMC case it holds that (see, e.g., [36, eq. (7.103)])
where C is the channel capacity and P (n) e is the average probability of error obtained by a code of rate R and a maximum likelihood decoder. Consequently,
We present the following related result. For the simplicity of the presentation, in this section we consider a list size exponent that does not depend on n. Theorem 9: For every channel W (n) , codebook C n and a metric q n P e (W (n) , C n , q n )
where P (n) is uniform over C n . Before we present the proof of Theorem 9 some comments are in order. Theorem 9 can be regarded as an extension of (75) to the mismatched case with list decoding. To see this, note that by substituting = 0 in (76) we obtain lim inf n→∞ E (n) q n (R) ≥ 1 − lim sup n→∞ sup P (n)
1 R E − 1 n log q n (P (n) ) , and lim sup n→∞ sup P (n) E − 1 n log q n (P (n) ) coincides with the mismatch capacity if the channel satisfies the strong converse property (see [26] ), e.g., a DMC with a matched metric.
Note the following corollary Corollary 8: For every channel W and metrics sequence q, C q (W) ≤ lim inf n→∞ sup P (n) ∈P(X n ) E − 1 n log q n (P (n) ) ,
where the supremum can be taken over distributions which are uniform over a subset of X n . Corollary 8 was derived in [26] using a different line of proof. As a special case, consider the DMC W with an erasures-only metric (without list decoding); i.e., q eo (x n , y n ) = 1{W (y n |x n ) > 0}. It was proved in [37, Th. 3 ] that the erasures-only capacity, C q eo (W ) satisfies C q eo (W ) = lim n→∞ max P (n) − 1 n E log q eo (X n , Y n ) . Combining this with Theorem 9 we obtain the following corollary which yields, as a special case, a lower bound on the average probability of error at rates above capacity.
Corollary 9: The erasures-only capacity of the DMC satisfies
where E eo (R, ) = lim inf n→∞ E (n) q eo (R, ). We continue with the proof of Theorem 9.
Proof: Let a codebook C n = {x m } M n m=1 of size M n = e n R be given and let X n be distributed uniformly over C n . We get that Pr log q n (q n (X n , Y n ), P (n) , Y n ) n ≤ − R X n " ≤ 1 M n M n m=1 y W (n) ( y|x m ) − 1 n log q n (q n (x m , y), P (n) , y)
and this concludes the proof of Theorem 9.
V. SUMMARY AND DISCUSSION
In this paper, the notion of ratio list decoding was introduced as a generalization of list decoding to the case of a list size that is specified as a function of both the number of messages and the block length. For certain choices of these functions, the number of messages in reliable ratio list decoding can grow faster than exponentially with the block length. For example, for r (M n , n) = log(M n ), the number of reliably transmitted codewords with list decoding can grow up to double-exponentially with n; that is, the supremum of the normalized iterated logarithm of r (M n , n), 1 n log log M n , is equal to the Shannon capacity. We treated the general r (M n , n) case, including cases such as log(M n ), N α , α ∈ [0, 1], etc. This is particularly relevant for applications that can tolerate a small ratio of codebook size to list size.
Furthermore, we distinguished between feasible and non-feasible sequences {M i } ∞ i=1 w.r.t. a rate function r (M n , n), where M n is the number of messages as a function of the block length. We showed that for every channel, if ρ r lim sup n→∞ 1 n log r (M n , n) > C reliable list decoding cannot occur, and if ρ r ∈ (0, C), there exists a sequence of codes having M n messages for block length n which enables reliable list decoding w.r.t. the ratio function r (M n , n).
The supremum of achievable normalized codebook to list size log ratios ρ sup (W) was characterized as follows: (a) in the case of a general channel with stochastic or deterministic encoding -it was shown to be equal to the Shannon channel capacity; (b) in the case of a general channel with deterministic encoding and a list which is determined by a fixed metric, it was shown to be equal to the mismatch capacity. In either case, the quantity ρ sup (W) is therefore equal to the supremum of the bits of information per channel use that can be transmitted reliably over the channel W.
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