We analyze the three-year SDSS-II Superernova (SN) Survey data and identify a sample of 1070 photometric SN Ia candidates based on their multi-band light curve data. This sample consists of SN candidates with no spectroscopic confirmation, with a subset of 210 candidates having spectroscopic redshifts of their host galaxies measured, while the remaining 860 candidates are purely photometric in their identification. We describe a method for estimating the efficiency and purity of photometric SN Ia classification when spectroscopic confirmation of only a limited sample is available, and demonstrate that SN Ia candidates from SDSS-II can be identified photometrically with ∼ 91% efficiency and with a contamination of ∼ 6%. Although this is the largest uniform sample of SN candidates to date for studying photometric identification, we find that a larger spectroscopic sample of contaminating sources is required to obtain a better characterization of the background events. A Hubble diagram using SN candidates with no spectroscopic confirmation, but with host galaxy spectroscopic redshifts, yields a distance modulus dispersion that is only ∼ 20 − 40% larger than that of the spectroscopicallyconfirmed SN Ia sample alone with no significant bias. A Hubble diagram with purely photometric classification and redshift-distance measurements, however, exhibit biases that require further investigation for precision cosmology.
INTRODUCTION
Measurements of luminosity distances to nearby Type Ia Supervova (SN Ia) (Phillips 1993; Hamuy et al. 1996a) and their distant counterparts have played a central role in modern cosmology and the remarkable discovery of an accelerating universe (Riess et al. will require prohibitively large time allocations with existing instruments. Studies of SN properties and cosmology will, therefore, necessitate a photometric determination of the SN type, cosmological redshift, and the luminosity distance from light curves with possibly a limited subsample with spectroscopic confirmation and redshift measurements.
Various methods for photometrically classifying SN have been discussed in the literature. Optical and UV colors near maximum light, for example, have been used to distinguish SN Ia from corecollapse SN (Pskovskii 1977; Poznanski et al. 2002; Panagia 2003; Riess et al. 2004b; Johnson & Crotts 2006) . Poznanski et al. (2007a) have developed a Bayesian method that classifies SN using only a single epoch of photometry (see also, Kuznetsova & Connolly 2007; Rodney & Tonry 2009 ). Template-fitting methods have been employed for spectroscopic targetting of active SN candidates (Sullivan et al. 2006; Sako et al. 2008) . Sullivan et al. (2006) have performed an analysis to identify a sample of photometric SN Ia candidates from the first year of the Supernova Legacy Survey. Dahlen et al. (2004) , Poznanski et al. (2007b) , Dahlen et al. (2008) , Dilday et al. (2008) , Dilday et al. (2010) , Rodney & Tonry (2010b) , and Graur et al. (2011) have also used photometric classification to measure SN rates as a function of redshift.
Although an efficient photometric SN classifier is crucial for a successful spectroscopic follow-up program and also for understanding the bias in the spectroscopic sample, the ability to estimate both the efficiency and purity of the selected sample is also important for understanding, for example, possible biases in distance measurements and studies of SN rates. Clearly, the efficiency can be improved by compromising purity, and vice versa, and the requirements may vary depending on the type of study involved.
In addition to photometrically identifying SN Ia candidates, redshifts as well as luminosity distances can be inferred from the same multi-band light curve data. These studies of SN cosmology without spectroscopy have been pioneered by Barris & Tonry (2004) and carried out more recently by a number of authors. Palanque-Delabrouille et al. (2010) , Kessler et al. (2010a) , and Rodney & Tonry (2010a) for example, study the quality of photometric redshifts on large samples of existing data. Rodney & Tonry (2010a) also construct a photometry-only Hubble diagram of the first-year SDSS-II and SNLS spectroscopically-confirmed SN Ia using their Supernova Ontology with Fuzzy Templates (SOFT) method. Others show comparisons of measured and input redshifts primarily from simulations (Kim & Miquel 2007; Kunz et al. 2007; Wang et al. 2007; Wang 2007; Gong et al. 2009; Scolnic et al. 2009 ).
The accuracy and precision of the measured parameters depend on many observational factors including the statistical quality of the observed light curves, surface brightness of the underlying host galaxy, photometric calibration, wavelength coverage, the number of filter bandpasses, and the observing cadence. Other nonobservational factors that might affect the measurements are the quality of the light curve models, assumptions on the dust properties and intrinsic SN colors, as well as priors used in the fits. The photometric redshift uncertainty on any individual SN is obviously larger than a typical spectroscopic redshift error, but a substantially larger number of unbiased redshift and distance measurements made possible photometrically might be able to provide competitive constraints on cosmological parameters with future large-scale surveys.
Some of the existing softwares and algorithms, including the one presented in this paper, were recently used to participate in the Supernova Photometric Classification Challenge (Kessler et al. 2010b ), a public competition for classifying SN light curves. The authors of the challenge released a large number of simulated SN light curves of undisclosed types and a small "spectroscopic" sample with known redshifts and types for training. Participants of the challenge submitted their classifications as well as photometric redshifts if available. The algorithm presented here achieved the highest overall figure of merit, though there is significant room for improvement.
This paper focuses on understanding these issues using an improved implementation of existing methods and through analysis of a much larger sample of SN candidates for testing. We use the three-year SDSS-II SN Survey data as our test bed to identify photometric SN Ia candidates with realistic estimates of sample purity. The description of the photometric classification algorithm and the spectroscopic and photometric SN samples from SDSS-II are presented in §2. The procedures for estimating the SN Ia typing efficiency and purity using the spectroscopic sample are described §3 and §4. The properties of the photometric SN Ia candidates identified are described in §5. The quality of the light curve photometric redshifts is discussed in §6. Comparisons with simulations are shown in §7. Finally, our results are summarized in §8.
THE SDSS-II SN CANDIDATES
The SDSS-II SN Survey was conducted during the September -November months of 2005 -2007 . A 300 deg 2 region along the celestial equator was observed using the SDSS 2.5m telescope (Gunn et al. 1998; Fukugita et al. 1996; York et al. 2000; Gunn et al. 2006) with an average cadence of four days Abazajian et al. 2009 ). The survey depth and area are optimal for discovering and measuring light curves of SN Ia at intermediate redshifts (0.1 z 0.4), complementing other surveys. During the search campaigns, new variable and transient sources detected in the difference images were designated as "SN candidates". After each night of imaging observations on the SDSS telescope, the SN candidates were photometrically classified based on the available multiband light curves, and a subset of the events were observed spectroscopically close to their moment of discovery (Sako et al. 2008) . Photometry and results from follow-up spectroscopy from the first season are presented in Holtzman et al. (2008) and Zheng et al. (2008) , respectively, and measurements of the cosmological parameters from the first-year sample and studies of the sources of systematic uncertainties are presented in Kessler et al. (2009a) , Sollerman et al. (2009), and Lampeitl et al. (2009) .
Over 10000 SN candidates were discovered during the three-year SDSS-II SN Survey, and the majority of these candidates are spectroscopically unconfirmed due to lim- 
ited spectroscopic resources. The goal of this paper is to photometrically identify the SN Ia candidates, and to estimate the efficiency and purity of that photometric classification. We investigate whether reliable cosmological measurements can be performed from SN candidates without spectroscopic confirmation. We first describe the SN classification algorithm below, and then discuss our method for estimating the efficiency and purity using a limited number of spectroscopically-confirmed SN.
2.1. Photometric SN Classification Algorithm The candidates are classified using a light curve analysis software called "Photometric SN IDentification" (PSNID), which is an extended version of the software used for prioritizing spectroscopic follow-up observations for the SDSS-II SN Survey as described in Sako et al. (2008) 17 . Extensive tests were performed using the publicly-available SNANA light curve simulations 18 as well as the data presented here. PSNID was also used to analyze simulations from the Supernova Photometric Classification Challenge and achieved the highest overall figure of merit Kessler et al. (2010b, hereafter K10b) . Briefly, the software uses the observed photometry, calculates the reduced χ 2 (χ 2 r = χ 2 per degree of freedom) against a grid of SN Ia light curve models and core-collapse SN (CC SN) templates, and identifies the best-matching SN type and set of parameters with, and without, host galaxy redshift as priors in the grid search. A number of important improvements have been made, which are described below.
First, in addition to finding the light curve model with the minimum χ 2 r through a grid search, the software computes the Bayesian probabilities that a candidate could be a Type Ia, Type Ib/c, or a Type II SN. The algorithm is similar to that of Poznanski et al. (2007a) except that we subclassify CC SN into Types Ib/c and II using an extended set of templates (see below), and also allow the SN Ia light curve shape parameter and distance modulus to vary in the fits. Specifically, we calculate the Bayesian Evidence E by marginalizing the product of the likelihood function and prior probabilities over the model parameter space. For the SN Ia models, there are five model parameters -redshift z, V -band host galaxy extinction A V , time of maximum light T max , ∆m 15 (B) (Phillips 1993; Phillips et al. 1999) , and distance modulus µ. Milky Way extinction is modeled assuming the 17 The software is included in the SNANA Package (Kessler et al. 2009b) . A standalone version is also available directly from the author.
18 http://sdssdp62.fnal.gov/sdsssn/SIMGEN PUBLIC/ Cardelli, Clayton, & Mathis (1989) law with R V = 3.1, while extinction in the SN host galaxy assumes a totalto-selective extinction ratio of Kessler et al. 2009a) . Priors in A V , T max , and µ can also be applied optionally, but we set them to be flat in this present work. For the redshift, we evaluate each light curve twice using 1) a flat prior and 2) a gaussian prior if an external redshift estimate z ext and uncertainty σ z are available from either the host galaxy (photometric or spectroscopic redshift) or the SN spectrum. The SN Ia Bayesian evidence is therefore,
where,
When an external redshift is not available, we assume the prior to be flat by setting P (z) = 1. For the SN Ib/c and SN II models, the integral over ∆m 15 (B) is replaced with a summation over the individual templates used in the comparison,
The Bayesian probability of one of the three possible SN types is then given by,
The probabilities P type and minimum χ 2 r values calculated using the gaussian spectroscopic redshift prior are denoted with a subscript z (i.e., P z,type and χ 2 z,r ). External photometric redshifts of the host galaxies are not used in the fits in this work. The probabilities are normalized such that,
which is equivalent to assuming that the SN candidate is a real SN and not another class of variable sources. This assumption is reasonable, since sources in Stripe 82 with a prior history of variability and other multi-year variables are rejected from our analysis (Sako et al. 2008 ). This set of Bayesian probabilities is useful because it quantifies the relative likelihood of SN types -the bestfit minimum χ 2 r alone is not a good indicator of the most likey SN type. As advocated by Kuznetsova & Connolly (2007) , we therefore select SN Ia based on both the Bayesian probability P Ia and the goodness-of-fit χ 2 r . Next, although the SN Ia light curve models used herein are the same as those described in Sako et al. (2008) , we have assigned empirical model errors that yield reasonable χ 2 r values for light curves with high S/N ratio. The assumed magnitude errors δm on the gri model light curves depend on the rest-frame epoch t in days from B-band maximum as follows, The CC SN light curve templates have error in gri given by, δm CC = 0.08 + 0.08 × (|t|/60)
for all epoch. The model errors in u and z are chosen to be twice the above values due to larger intrinsic model variations and calibration uncertainties in these bands. These δm parameters were determined to provide reasonable χ Finally, while the Bayesian classification probabilities are computed through marginalization over the grid of the model parameters, the posterior probability distributions for each of the five parameters are estimated by running a Markov Chain Monte Carlo (MCMC). This results in a significant reduction of computing time and more reliable estimates of the parameter uncertainties, since the probability distributions are often asymmetric, show significant correlations, and can often have more than one local maximum. It is also straightforward to incorporate additional model parameters and priors. Figure 3 shows an example output from PSNID for a spectroscopically-confirmed SN Ia, 2006jz at z = 0.20. Derived parameter constraints from the MCMC are shown for both the flat and spectroscopic redshift priors. There are two general points that are worth noting. First, z and A V are anti-correlated in the sense that a low-z, high-A V SN Ia is similar to a high-z, low-A V event. This is expected, since redshift and dust both have the effect of reddening the light curves. But since dust also attenuates the light, a larger A V value must be compensated for by putting the event at a smaller distance modulus. This happens in the way such that z and µ, marginalized over the other three parameters, are positively correlated. The slope of this correlation is redshift-dependent. Second, the widths of the marginalized µ and A V probability distribution function (PDF) for the flat redshift prior are only a factor ∼ 2 larger than those for a spectroscopic redshift prior. This general behavior is true for most of our well-observed SN Ia, although the constraints using a flat-z prior degrades dramatically at higher redshifts, as shown in Figure 4 for a z = 0.30 confirmed SN Ia 2005it.
Confirmed and Unconfirmed Samples
We first divide the full sample of SN candidates into two groups -the spectroscopically confirmed and unconfirmed samples. The unconfirmed sample consists of sources of unknown type with no spectroscopy of the active SN candidate, but a subset of the events do have spectroscopy of their host galaxies.
The spectroscopically-confirmed sample consists of SN Ia, SN Ib/c, SN II, as well as variable AGN. This sample is used to study the classification criteria and also allows us to estimate the selection efficiency and purity, which is a crucial part of our analysis. The ugriz multiband light curves of all SN candidates are constructed using the Scene-Modeling Photometry method (smp; Holtzman et al. 2008 ) and analyzed using the PSNID software described above.
The full SN sample is analyzed with PSNID, and we select the candidates that have light curve coverage and signal-to-noise (S/N) ratio that are appropriate for photometric SN Ia classification. Specifically, we consider only the candidates that meet the following three criteria: (1) Have at least one epoch of photometry near peak at −5 < t < +5 days in the SN rest frame and at least one additional epoch after peak at t > +15 days, which are determined from to the best-fit SN Ia model, irrespective of whether or not the fit is acceptable; (2) Have maximum S/N ratio greater than five in at least two of the gri bands, and; (3) Were detected during only one search season. These cuts are referred to as the light curve quality cuts.
The spectroscopically-confirmed sample consists of 508 SN Ia, 80 CC SN (18 SN Ib/c, 62 SN II), and 202 AGN 20 . We refer to these as the "conf-Ia", "conf-CC", and the "conf-AGN" samples. After imposing the light curve quality cuts, this sample is reduced to 367 SN Ia, 45 CC SN, and 83 AGN, for a total of 495 events when a flat spectroscopic redshift prior is used. Using the spectroscopic redshift prior results in 551 events. The numbers differ since the two forms of the redshift priors can result in best-fit SN Ia models with dramatically different dates of maximum light, especially for the AGN. There is a significant bias in the spectroscopicallyconfirmed SN sample toward brighter events. For the SDSS-II SN Survey, our primary goal was to discover and study the properties of SN Ia, so only a small fraction of CC SN candidates were observed for spectroscopy. A detailed study of the impact on photometric SN Ia typing due to contaminating sources is, therefore, limited by this small number of spectroscopically confirmed CC SN.
To help quantify this bias, we identified the SN candidates that are associated with galaxies with spectra from the SDSS spectroscopic survey (Eisenstein et al. 2001; Strauss et al. 2002; Richards et al. 2002) . These galaxies have well-defined selection criteria and, as we describe below, will help quantify the spectroscopic targeting bias and to obtain a better estimate of the level of contami- nation from non-SN Ia events. There are a total of 2369 SN candidates that are within 10
′′ from an SDSS spectroscopic galaxy. This sample is referred to as the "z SDSS " sample. After light curve quality cuts, there are 448 and 499 sources for the flat and spectroscopic redshift priors, respectively, which includes both confirmed and unconfirmed SN candidates. The majority of the sources are rejected because of their multi-year variability, suggesting that these sources are likely variable AGN whose nuclear activity is not immediately apparent from their optical spectra. The samples are summarized in Table 2 . The redshift distributions of the four different spectroscopic samples are shown in Figure 5 .
The unconfirmed sample consists of a total of 3221 candidates that pass the same light curve quality cuts. Of these 3221 candidates, 2776 have no spectroscopic observations, while the remaining 445 candidates are either part of the z SDSS sample described above (230 candidates) or have host galaxy redshifts from our own followup observations (215 candidates).
A histogram of the maximum r-band S/N of this sample is shown in Figure 6 . The mean S/N of ∼ 30 for the spectroscopic sample is substantially higher than that of the photometric sample, which has a mean S/N of ∼ 10. The implications of this difference are discussed in § 8.
SN CLASSIFICATION FIGURE OF MERIT
Since our goal here is to identify SN Ia, we define the photometric typing efficiency ǫ Ia as the fraction of SN Ia, after software S/N light curve quality cuts, that are photometrically identified as SN Ia. Letting N metric SN Ia selection efficiency to be,
Note that this is not the true SN Ia identification efficiency since the denominator N CUT Ia includes only the events that pass the S/N and light curve quality cuts. In terms of the total number of SN Ia (N TOT Ia ) that were detected in the area observed by the survey,
where ǫ CUT is, in general, a function of z, A V , ∆m 15 (B), peak magnitude, time of maximum light, software detection threshold, requirements on light curve S/N and temporal coverage, as well as the observing conditions. The determination of the value of ǫ CUT is beyond the scope of the paper, but the effect of our selection cuts can be modeled using the SNANA Package.
Adopting the convention similar to that used in evaluating the SN Photometric Classification Challenge (hereafter SNPhotCC; K10b) we define the photometric purity η Ia as the fraction of the candidates identified as SN Ia that are actual SN Ia with a penalty factor W false Ia described below. Letting N false Ia be the number of non-SN Ia incorrectly identified as SN Ia, the photometric purity of the sample is,
where the sum in the denominator allows for several classes i of contaminating sources (e.g., CC SN, AGN, and variable stars) possibly with different penalty factors. We define a figure of merit (C FoM−Ia ) as,
This definition of C FoM−Ia is designed for real data and differs from the pseudo-purity from the SNPhotCC a This sample includes SN that satisfy the following photometric quality criteria: (1) There is at least one epoch of photometry at −5 < t < +5 days from peak and another epoch at +5 < t < +15 days from peak for the best-fit SN Ia model; (2) There is at least two filter measurements with S/N > 5; (3) The candidate was detected in only a single search season. by the unknown factor 1/ǫ CUT , i.e., C FoM−Ia = C SNPhotCC FoM−Ia /ǫ CUT . K10b also define the true purity to be the case for W false Ia = 1. This figure of merit is only one measure of success, and it is not necessarily the optimal measure for all types of studies. Higher SN Ia purity might be more important than efficiency for certain studies, and vice versa. Finally, we define the contamination κ Ia as,
These quantities determined with the spectroscopic redshift prior are designated with a subscript z.
To give a simple numerical example, consider a survey that is capable of detecting 100 SN Ia that pass S/N and light curve quality cuts. A photometric classifier that identifies 90 candidates as SN Ia, of which 10 are actually non-Ia events has an efficiency of ǫ Ia = 80/100 = 0.80, purity of η Ia = 80/90 = 0.89, and contamination of κ Ia = 1 − 0.89 = 0.11. In practice, however, these quantities can be determined only for the spectroscopically confirmed SN sample for which the correct type is known. The efficiency, purity, or some combination of these two parameters can be optimized by choosing the appropriate values for P Ia and χ 2 r . If the spectroscopic sample is an unbiased representation of all of the SN candidates, then one can expect the efficiency and the purity of both the spectroscopic and photometric samples to be the same within statistical uncertainties. However, this is almost never the case in a blind SN survey given limited spectroscopic resources. SN candidates that are brighter and/or suffer less host galaxy contamination will have higher spectroscopic success and completeness. This is illustrated in Figure 6 , which shows that the light curve peak S/N of the spectroscopic sample is on average a factor of ∼ 3 higher than that of the photometric sample. Below we describe a method to correct for this bias and to estimate the efficiency and purity of the photometric sample using a limited and biased spectroscopic training set.
ESTIMATING THE EFFICIENCY AND PURITY

SN Ia Identification With Spectroscopic Redshifts
We first estimate the efficiency and purity of photometric SN Ia identification when spectroscopic redshifts are used as priors in the light curve fits. We determine N true z,Ia and N false z,Ia from the spectroscopic SN Ia and CC SN and how they depend on the minimum P z,Ia and the maximum allowed χ 2 z,r . This is relevant for future SN surveys that will, for example, obtain spectra of all SN candidate host galaxies after the search, but not spectra of all the active SN candidates. The values for P z,Ia and χ confirmed SN Ia and CC SN samples. As shown in the top panel of Figure 7 , all but a handful of SN Ia are well fit to a SN Ia model. Of the N CUT z,Ia = 371 spectroscopic SN Ia that pass the light curve quality cuts, 366 sources have P z,Ia ≥ 0.9. Only a single SN Ia (SN 2007qd; McClelland et al. 2010 ) has P z,Ia ≤ 0.1. This event is a nearby peculiar 2002cx-like event, which is underluminous compared to normal SN Ia and has an extremely low expansion velocity (Li et al. 2003; Jha et al. 2006b ). There are other nearby peculiar SN Ia in our sample (SN 2005hk Phillips et al. 2007 , SN 2005gj Aldering et al. 2006; Prieto et al. 2007 ), but these candidates were detected over two search seasons due to their brightness and slow decline, and were, therefore, rejected. The bottom panel of the same figure, however, shows that a substantial fraction of the spectroscopic CC SN also satisfy P z,Ia ≥ 0.9 implying that the contamination can be significant depending on the maximum allowed χ 2 z,r value used for the SN Ia identification. Specifically, 11 out of the 45 CC SN (24%) that satisfy our light curve quality cuts have P z,Ia ≥ 0.9. If no other cuts are invoked, then N true z,Ia = 366 and N false z,Ia = 11. We also note that the majority of the sources have either P z,Ia ∼ 0 or P z,Ia ∼ 1, so both N true z,Ia and N false z,Ia are not sensitive to the precise choice of the minimum P z,Ia .
Before determining how N true z,Ia and N false z,Ia depend on the choice of the maximum χ 2 z,r , we note that 5 of the 11 CC SN with P z,Ia ≥ 0.9 can be rejected by requiring the light curve photo-z (z lc ), using a flat redshift prior, to be within 3σ of the spectroscopic redshift z spec ; i.e., |z lc -z spec |/σ z < 3. We reject candidates that fail this cut, and show the distributions of the χ 2 z,r values for the SN Ia and CC SN in Figure 8 for P z,Ia ≥ 0.9 and P z,Ia ≤ 0.1. Of the 366 SN Ia and 11 CC SN with good light curves and P z,Ia ≥ 0.9, 22 and 5 candidates, respectively, are rejected by this requirement on redshift agreement. Therefore, there are only 6 CC SN that satisfy all SN Ia selection cuts.
In the last step, we estimate the unknown factor W false z,Ia , which can be interpreted as a penalty factor for spectroscopic incompleteness and targeting biases. The SDSS-II SN Survey follow-up strategy was to observe the "good" SN Ia candidates at higher priority than the CC SN candidates, especially for the fainter (r 20.5 mag) sources due to limited spectroscopic resources. A simple interpretation of this factor is that if our follow-up strategy had instead been to observe a random sample of SN candidates, then we would have spectroscopically identified W false z,Ia times more CC SN. One way to estimate this bias factor is to select a subsample of SN candidates with spectroscopic redshifts, which is representative of the underlying distribution of the SN types. The ratio of these candidates with P z,Ia ≤ 0.1 to those with P z,Ia ≥ 0.9 can then be interpreted to be approximately the ratio of CC SN to SN Ia in our survey. This can be done by considering the SN candidates in galaxies with redshifts from the SDSS spectroscopic survey, which has a set of well-defined selection criteria. We identify candidates in the main galaxy (Strauss et al. 2002) , quasar (Richards et al. 2002) , and the Luminous Red Galaxy (LRG; Eisenstein et al. 2001) samples. The LRG sample is several magnitudes deeper than the main galaxy sample and consists primarily of passive galaxies with old stellar populations, which do not host any CC SN. We include this sample to account for the fact that SN Ia are also on average a few magnitudes more luminous than CC SN, so a magnitude-limited survey will discover many more SN Ia than CC SN. The distributions of χ 2 z,r for P z,Ia ≥ 0.9 and P z,Ia ≤ 0.1 for candidates in the SDSS galaxy spectroscopy sample with |z lc -z spec |/σ z < 3 are shown in Figure 9 . The ratio of r values for a SN Ia model for P z,Ia ≥ 0.9 (black) and P z,Ia ≤ 0.1 (gray) for the SN candidates in SDSS spectroscopic galaxies using the redshift as a prior. the number of candidates with P z,Ia ≥ 0.9 to those with P z,Ia ≤ 0.1 is 197/56 = 3.5 compared to 350/11 = 32 for the combined spectroscopic sample shown in the bottom panel of Figure 8 . The bias (penalty) factor for the spectroscopic sample can, therefore, be estimated to be W false z,Ia = 32/3.5 = 9.0. An unbiased spectroscopic followup strategy would have resulted in W false z,Ia = 9.0 times more contaminating CC SN for SN Ia identification.
We use this penalty factor to calculate ǫ z,Ia and η z,Ia as functions of the maximum χ of merit has a broad maximum value of C z,FoM−Ia ∼ 0.84 at approximately χ 2 z,r = 1.8, where the efficiency and purity are ∼ 89% and ∼ 94%, respectively. A caveat to the estimate of η z,Ia is that it is based on only six confirmed CC SN that pass our SN Ia selection cuts.
SN Ia Identification without Spectroscopic Redshifts
We next determine N true Ia and N false Ia when no external redshift information is available to provide additional constraints in the light curve fits. Here we have an additional source of contaminating sources -variable AGNwhich can be identified if either the galaxy spectrum is available or the candidate is variable over a long period of time ( 1 year). We use the confirmed SN and the AGN samples discussed in § 2.2 to determine how the efficiency, purity, and figure of merit depend on the minimum P Ia and the maximum allowed χ 2 r using the flat redshift prior. The three panels in Figure 11 show the P Ia and χ 2 r values for the spectroscopic SN Ia, CC SN, and AGN samples. As with the previous case, most of the spectroscopic SN Ia are clustered near P Ia ∼ 1 and χ 2 r ∼ 1 indicating that they are well-fit to SN Ia models. There are also a handful of CC SN and AGN with P Ia ∼ 1, however, so the amount of contamination can again be substantial depending on the maximum allowed χ 2 r . We also show in Figure 12 histograms of the χ 2 r values for the same sources for P Ia ≥ 0.9. Of the N CUT Ia = 367 spectroscopic SN Ia that pass our light curve quality cuts, 357 sources have P Ia ≥ 0.9. There are also 14 CC SN and 32 AGN with P Ia ≥ 0.9.
For estimating η Ia , we apply the penalty factor only on the CC SN sample where the bias is more significant. Almost all of the spectroscopic AGN confirmation came r values for a SN Ia model for P Ia ≥ 0.9 (black) and P Ia ≤ 0.1 (gray) for the SN candidates in SDSS spectroscopic galaxies.
from SDSS quasar spectroscopy (Richards et al. 2002) and not from our own targeting, so we assume that this sample is unbiased. The expression for the efficiency is given in Eq.8. We write the purity explicitly as, where we have assumed W false Ia,AGN = 1. The penalty factor W false Ia,CC can be estimated from the histograms shown in the bottom panel of Figure 12 and Figure 13 . Specifically, we have W false Ia,CC = (403/76)/(259/199) = 4.1 using the same method as for the case with the spectroscopic redshift prior. We show in Figure 14 the efficiency and purity as a function of the maximum-allowed χ 2 r value. Also shown is the figure of merit, which exhibits a broad maximum at C FoM−Ia = 0.86. At χ 2 r ∼ 1.6, the efficiency and purity are ∼ 92% and ∼ 94%, respectively.
SDSS-II PHOTOMETRIC SN IA CANDIDATES
We now evaluate the light curves of the 445 candidates with spectroscopic redshift measurements of their host galaxies. Their SN types are unknown because there were figure-of-merit of ∼ 0.84. We refer to this sample of 210 candidates as the "z host -Ia sample". Their candidate ID, coordinates, spectroscopic redshifts, and light curve fit results are listed in Table 3 . From the 2776 candidates with no spectroscopy, identifying sources with P Ia ≥ 0.90 and χ 2 r ≤ 1.6 results in 860 purely-photometric SN Ia candidates, which we refer to as the "photo-Ia sample". The selection is shown in Figure 16 . We expect this sample to have an efficiency of ∼ 92%, a purity of ∼ 94%, and a figure-of-merit of 0.86. Its redshift distribution is shown in Figure 17 . The mean redshift of the photo-Ia sample isz = 0.31 compared toz = 0.22 for the spectroscopically comfirmed sample. The full list of candidates is provided in Table 4. In addition to their coordinates, we provide the photometric light curve redshifts z lc marginalized over all the other parameters. The reliability of these values is discussed in the following section.
The light curves of these candidates, as well as all of the other SN candidates, will be made available soon as part of the SDSS-II SN Survey Data Release.
PHOTOMETRIC REDSHIFTS AND DISTANCES
The light curve redshifts z lc are determined by marginalizing over the other four model parameters; A V , T max , ∆m 15 (B), and µ. For each SN candidate, the posterior probability distribution function is constructed from the MCMC output. The redshifts listed in Table 4 correspond to the median z lc and the ±34.1% (1σ) upper and lower limits.
We compare the spectroscopic redshifts z spec with z lc for the conf-Ia and z host -Ia samples and with the host galaxy photometric redshifts z photo from Oyaizu et al. (2008) available in the SDSS DR8 database. As shown in Figure 18 , z lc and z spec are in agreement with |∆ z | < 0.02 (∆ z ≡ (z lc − z spec )/(1 + z spec )) for z spec < 0.4, but with a small redshift-dependent bias. The RMS scat- ter is ∆ z,RMS = 0.05 below z spec = 0.30 and increases to 0.1 at z = 0.4. The sign and magnitude to this bias is similar to those found by Kessler et al. (2010a) , who analyzed a subset of the higher S/N SDSS-II SN Ia light curves presented here using both MLCS and SALT-II. Interestingly, a similar bias is seen in their simulations. Rodney & Tonry (2010a) do not quote a value for the bias, but they state that a line with a slope of unity fits the z spec vs. z lc values for the first-year SDSS-II SN Ia sample with a χ 2 r = 0.98. We also show in Figure 19 a comparison of z spec with the host galaxy photometric redshift z photo from Oyaizu et al. (2008) . Here, there is a nearly constant bias of ∆ z ∼ 0.03 with an RMS scatter of ∆ z,RMS ∼ 0.05 − 0.10.
We show in Figure 20 the Hubble diagram of the 350 conf-Ia, 210 z host -Ia, and 860 photo-Ia samples. Distance modulus residuals of the conf-Ia and z host -Ia samples relative to a simple quadratic fit are shown in Figure 21 . For the conf-Ia sample, the scatter around the mean Hubble relation is σ µ = 0.13 mag at z = 0.1 and increases monotonically to σ µ = 0.30 mag at z = 0.4. The same Hubble relation was subtracted from the z host -Ia sample, which is shown in the right panel of Figure 21 . There is a noticeably larger scatter with σ µ = 0.2 − 0.4 mag in the same redshift range. This is most likely due to contamination from non-Ia events, which we have estimated to be at the level of ∼ 6% (approximately 1 out of 16 events in this sample is likely to be a CC SN). The slight deviation of the mean from zero is not statistically significant.
The Hubble diagram of the photo-Ia sample shows extreme outliers below z ∼ 0.1. All of these points are significantly above the ΛCDM Hubble relation, and are most likely CC SN that are mis-classified as SN Ia. In fact, the majority of these events are classified by PSNID as extremely-underluminous, high-extinction (A V 1) SN Ia. Since the underlying extinction distribution of SN Ia follows the relation ∝ e −AV /τV with τ V ∼ 0.33 (Kessler et al. 2009a) , and given the smaller number of confirmed SN Ia in the same redshift interval, it is unlikely that all of these outlier events are underluminous, high-extinction SN Ia. Selecting only the candidates with A V < 1 eliminates most of these outliers at the cost of a somewhat reduced efficiency, but measurements of their host galaxy redshifts will also significantly help distinguish their types.
At higher redshifts, the mean Hubble relation of the photo-Ia sample is consistent with the conf-Ia and z hostIa samples, but with a significantly larger scatter. Above z ∼ 0.2, the rms scatter is σ µ ∼ 0.5 − 0.7 mag, which is about a factor of ∼ 2 larger than the scatter in the confIa and z host -Ia samples in the same redshift range.
COMPARISONS WITH SIMULATIONS
The Hubble diagram for the combined conf-Ia + z hostIa sample is shown in the top panel of Figure 22 . The scatter is σ µ = 0.2 mag at z = 0.1 and increases to σ µ = 0.4 mag at z = 0.4, which is slightly larger than the scatter of the conf-Ia sample.
This degradation is probably due to contamination by CC SN events, but to test this hypothesis, we analyzed the sample of simulated SDSS-II SN from K10b. This simulation corresponds to 10 three-season search campaigns, and uses the actual seeing, photometric zeropoints, and weather from our observing seasons. The right panel in Figure 22 shows the Hubble diagram using all events that pass the same light curve quality cuts, as well as identical selection criteria in P z,Ia -χ 2 z,r space. Specifically, we select SN Ia candidates using P z,Ia ≥ 0.9 and χ 2 z,r < 1.0, which is approximately where the efficiency and purity are equal at ∼ 0.90 for this simulation. The efficiency, purity, and figure-of-merit curves are shown in Figure 23 . The average S/N of the z host -Ia sample is higher than that of the simulations, so we require in the simulations S/N > 7 in at least two of the gri bands. The purity of 90% for this selection is slightly lower than the estimated purity of the z host -Ia sample.
The SN Ia Hubble digram was fitted to a quadratic function and the Hubble residuals of all candidates classified as SN Ia are shown in the bottom panel of Figure 22 . Here, the CC SN events are shown in dark (SN Ib/c) and light gray (SN II) points. These false-positives are adding scatter and a small redshift-dependent systematic shift relative to the SN Ia distances, which are represented by black points. The Hubble scatter around the mean for this simulation is σ µ = 0.2 − 0.4 mag, which is similar to the that of the z host -Ia sample over the entire redshift range. The larger scatter seen in the conf-Ia + z hostIa sample is, therefore, most likely due to mis-classified CC SN as reproduced in these simulations.
This set of simulated SDSS-II SN also includes a spectroscopic SN Ia sample selected based on our spectroscopic follow-up strategies, and represents our conf-Ia. The Hubble residual scatter of this spectroscopic sample ranges from σ µ ∼ 0.13 mag to σ µ ∼ 0.30 mag in the redshift interval 0.1 < z < 0.4, which is nearly identical to the observed scatter of the conf-Ia sample. We have identified 1070 photometric SN Ia candidates from the SDSS-II SN Survey data. This sample is more than three times larger than the spectroscopically confirmed SN Ia sample with good light curves, and is estimated to include ∼ 91% of all SN Ia candidates detected by the survey with a purity of ∼ 94% (∼ 6% contamination). This estimate of the purity, however, is based on a limited number of spectroscopically confimred CC SN, most of which are nearby, bright events and are therefore not representative of the majority of the contaminating events. As shown in Figure 6 , the majority of our photometric candidates have peak r-band S/N< 10, where we have only a handful of spectroscopic SN candidates. To obtain a better characterization of the contaminating sources, confirmation is needed for a much larger sample of faint CC SN that are comparable in apparent brightness to the photo-Ia sample. As also advocated by Richards et al. (2011) , future surveys that rely on photometric identification should obtain spectra of SN candidates over the full range of the S/N of the photometric candidates of interest.
The Hubble digram with photometric classification and host galaxy spectroscopic redshift priors show a slight increase in scatter over the confirmed SN Ia sample, which is consistent with them being due to mis-classified CC SN. Figure 21 for the combined confIa + z host -Ia sample, which are labeled in black and light gray, respectively. The same quadratic function µ conf−Ia (z) has been subtracted from the measured distance modulus. The rms scatter is slightly larger than that of the conf-Ia sample only. (Bottom) Simulated SDSS-II SN from K10b. The black, light gray, and dark gray points represent SN Ia, SN II, and SN Ib/c, respectively, which pass all of the photometric SN Ia cuts (P Ia ≥ 0.9 and χ 2 z,r < 1.0). The residuals shown are relative to a quadratic fit to the simulated SN Ia sample only, whereas the rms scatter shown is for the full sample. Note the slight redshift-dependent bias relative to the SN Ia mean.
There is no significant redshift-dependent offset in the derived distances compared to the conf-Ia sample. Simulations confirm these findings.
Photometric redshifts estimated from the multi-band light curves are unbiased below z ∼ 0.2 with an rms dispersion of σ z ∼ 0.05. There is a redshift-dependent bias above z ∼ 0.2 where the mean redshift difference z lc − z photo is between −0.04 and −0.02. The rms dispersion is σ z ∼ 0.05 − 0.10. The Hubble diagram of the photo-Ia sample also exhibits outliers and redshiftdependent biases. Although the distance and redshift accuracies at present are not yet sufficient for cosmology, the large sample can still be used for studies of the SN Ia rate as a function of redshift, correlations between SN light curves and host galaxy properties, and other studies that do not involve joint constaints on both redshift and distance.
We conclude that cosmology with future large-scale SN surveys should at the minimum measure host galaxy spectroscopic redshifts for the Hubble digram. A subset of the SN candidates must be observed spectroscopically to study the photometric classification efficiency and purity. Spectroscopy should target candidates with S/N down to the magnitude limit where photometric classifi- cation is expected to work. Cosmology with photometry alone, however, requires further investigation with realistic simulations in order to understand and characterize their systematic biases and uncertainties, and how they depend on the SN Ia candidate selection criteria.
