We consider a model describing a neuron and the input it receives from its dendritic tree when this input is a random perturbation of a periodic deterministic signal, driven by an OrnsteinUhlenbeck process. The neuron itself is modeled by a variant of the classical Hodgkin-Huxley model. Using the existence of an accessible point where the weak Hörmander condition holds and the fact that the coefficients of the system are analytic, we show that the system is non-degenerate.
Introduction
In this paper we study a stochastic model for a spiking neuron together with the input it receives from its dendritic tree. Our model is derived from the well-known deterministic Hodgkin-Huxley model and takes the form of a highly degenerate time inhomogeneous stochastic system. The deterministic Hodgkin-Huxley model for the membrane potential of a neuron has been extensively studied over the last decades. There seems to be a large agreement (see e.g. the introduction in Destexhe 1997 ) that the 4-dimensional dynamical system proposed initially by Hodgkin and Huxley 1952 models adequately the mechanism of spike generation in response to an external stimulus in many types of neurons. Hodgkin and Huxley modeled the behavior of ion channels with respect to the two ion currents which are predominant (import of Na + and export of K + ions through the membrane) in a way which later was found experimentally (cf. Izhikevich A classical deterministic Hodgkin-Huxley system (see e.g. Izhikevich 2007 , pp. 33 and 37-38) has four variables, the voltage (measured by some electrode in the soma of the neuron) and three gating variables (the state of specific voltage sensors which activate or deactivate ion channels). In addition there is some fixed deterministic function of time which represents an input. Our stochastic HodgkinHuxley model has only one source of stochasticity: we are interested in the effect of an external noise on the behavior of the system. Thus we replace deterministic input by the increments of a stochastic process whose stochastic differential equation plays the role of a fifth equation. A cortical neuron belonging to an active cortical network receives its input from a large number of other neurons through a huge number of synapses located on a dendritic tree of complex topological structure. This is our reason for modeling dendritic input as an autonomous diffusion process (ξ t ) t≥0 , time inhomogeneous and of mean-reverting Ornstein-Uhlenbeck type, having some T -periodic deterministic signal t → S(t) coded in its semigroup. We think of t → S(t) as a signal processed by the network: roughly speaking the signal is present in the mean values of the diffusion process as a function of time t ≥ 0. For the three gating variables we keep the corresponding Hodgkin-Huxley equations unchanged: their activity is conditionally deterministic given the voltage, without intrinsic source of randomness. Our equation for the voltage is keeping the traditional Hodgkin-Huxley form of the drift coefficient (a function of the voltage and the gating variables) but replaces the classical deterministic input by a stochastic input dξ t at time t ≥ 0. In this way, we are led to consider a 5-dimensional random dynamical system (X t ) t≥0 governed by one-dimensional Brownian motion which represents the external noise: the driving Brownian motion of the Ornstein-Uhlenbeck type SDE, present in two of its five equations.
The present paper is the second part of our study of periodic ergodicity for such models. The first part is the companion paper Höpfner, Löcherbach and Thieullen 2013 where we address the existence of densities for strongly degenerate time inhomogeneous random models which contain the present model of interest as a particular case.
The first main result of the present paper (Theorem 2 in Section 2.4) shows that for our highly degenerate and time inhomogeneous 5-dimensional stochastic system, the weak Hörmander condition holds at all points of the state space. As a consequence, continuous transition densities exist with respect to the 5-dimensional Lebesgue measure, at every time t ≥ 0 and for arbitrary deterministic starting points for the system. This strong result holds provided that the deterministic signal, which is perturbed by an Ornstein-Uhlenbeck process, is an analytic function of time. With this assumption, the system we are considering has analytic coefficients. For general systems as considered in Höpfner, Löcherbach and Thieullen 2013 we can achieve the weak Hörmander condition only locally.
Our second main result (Theorems 3+4 in Section 2.5) deals with the long-time behavior of the process and shows that the process possesses ergodic invariant measures all of which admit a continuous density with respect to the Lebesgue measure. Moreover, there exist at most finitely many extremal invariant measures, all supported by disjoined sets.
Our results are stated in terms of Harris recurrence which we formulate either in terms of the T −skeleton chain (X kT ) k∈IN 0 (the process observed at multiples of the periodicity T ) or in terms of the 6-dimensional continuous-time process (i T (t), X t ) t≥0 where i T (t) is t modulo T. We recall that a strong Markov process is called 'recurrent in the sense of Harris' if it possesses an invariant measure m such that any set A with m(A) > 0 is visited infinitely often by the process, almost surely. Here the process is allowed to start from any possible deterministic initial point. In particular, Harris recurrence implies irreducibility. If the process is recurrent in the sense of Harris, then the invariant measure is unique (up to multiplication with a constant). Recurrence in the sense of Harris is a powerful tool in the study of the long-time behavior of a process; positive Harris recurrence implies the ergodic theorem, which is an important step towards the implementation of statistical procedures in order to identify relevant unknown parameters of the underlying model.
For the T -skeleton chain, we prove the existence of a finite number of disjoint Harris sets (more precisely: there is at least one Harris set, and at most a finite number) in the sense of Meyn and Tweedie 1992, Theorems 2.1 and 4.5. In restriction to any of these Harris sets, the skeleton chain is recurrent in the sense of Harris, and we have one extremal invariant measure on each Harris set.
Similarly in continuous time, the 6-dimensional system (i T (t), X t ) t≥0 admits a finite number (at least one) of disjoint invariant control sets in the sense of Arnold and Kliemann 1987; we have one extremal invariant measure on each invariant control set, and in restriction to any of the control sets, the process is recurrent in the sense of Harris. The finitely many disjoint Harris and/or invariant control sets represent a finite number of typical 'stochastic equilibrium settings' for the process (in a sense of invariant law, in a sense of long time behavior), in contrast to the deterministic situation where infinitely many equilibrium states coexist.
The fact that Ornstein-Uhlenbeck diffusion has analytical coefficients comes in at several key steps of our proofs, and control arguments together with the support theorem for diffusions (see e.g. Millet have received a lot of attention, and quite often -because of the analytical complexity of the deterministic Hodgkin-Huxley model -one is forced to switch to simplified systems of equations such as the FitzHugh-Nagumo model or the Morris-Lecar model whose dynamics are tractable, at the price of questionable biological relevance. In this approach, 'noise' added to the classical deterministic dynamical system is often considered as 'small' in order to make the stochastic system mimic essential features of the deterministic system. In contrast to this aim, in our approach 'noise' -in the form of the one-dimensional Brownian motion driving the Ornstein-Uhlenbeck SDE and by means of this the 5-dimensional stochastic system -is strong enough to smoothen the stochastic dynamics, despite the degeneracy of the system, by the interaction between drift and diffusion through its 5 dimensions.
The Harris properties which we prove open a road which allows us to work in the restriction to Harris sets with ratio limit theorems or with limit theorems, and to deal in a genuinely stochastic way with long-time properties of a stochastic Hodgkin-Huxley model. One of our main results proves the existence of only finitely many extremal invariant measures for the stochastic Hodgkin-Huxley system. On the contrary to this situation, the deterministic HodgkinHuxley system exhibits a broad range of possible and qualitatively quite different behavior of its solution, depending on the specific form of the input (time-constant input, time-periodic input, jump functions ...), and depending on the starting point. Desired periodic behavior (which resembles to spiking patterns observed in neurons) appears only in special situations. Rinzel and Miller 1980 specified some interval I such that a time-constant input c ∈ I results in periodic behavior of the solution. Aihara, Matsumoto and Ikegaya 1984 determined some interval J such that an oscillating input t → S(f t) with frequencies f ∈ J (for some given continuous 1-periodic function S) yields periodic behavior of the solution. Periodic behavior includes cases where one period of the output is equal to some multiple of the period of the input. Both papers also specify intervals I and J such that a time-constant input c ∈ I or an oscillating input at frequency f ∈ J leads to a chaotic behavior of with invariant control sets for the process (i T (t), X t ) t≥0 in order to establish the link between invariant measures for the 5-dimensional skeleton chain (X kT ) k∈IN 0 and the 6-dimensional continuous-time
2 Deterministic and stochastic Hodgkin-Huxley system. Main results.
We consider a neuron modeled by a Hodgkin-Huxley system which receives a periodic input S from its dendritic system. The input is random and, as a function of time, modeled by a time inhomogeneous diffusion of mean reverting type, as argued by Höpfner 2007. We start by recalling briefly the classical deterministic Hodgkin-Huxley model.
HH with deterministic T -periodic input
The classical Hodgkin-Huxley model is a 4-dimensional ordinary differential equation. The first variable V represents the membrane potential, while the other three variables n, m and h are related to the proportion of different types of open ion channels, which allow sodium or potassium ions to enter or to leave the neuron.
Let t → S(t) be a T -periodic deterministic signal. The Hodgkin-Huxley equations with input S(t) are (HH)
with notations and constants of Izhikevich 2009, pp. 37-38. The functions α n , β n , α m , β m , α h , β h in (HH) take values in (0, ∞) and are analytic, i.e. they admit a power series representation on IR. They are given as follows.
(1)
If we think of keeping the variable V constant in (HH), then these are equilibrium values in (0, 1) for the variables n, m, h when V ≡ v ∈ IR.
We write
for the state space of (V, n, m, h), with points (v, n, m, h) (see Proposition 1 below for a proof of the fact that the system stays in E 4 whenever it starts there).
We use the notation F : E 4 → IR for drift terms not related to the signal in the first equation of (HH):
In particular, if we select c ∈ IR such that c = F ∞ (v), then
is an equilibrium point for the deterministic system (HH) with constant signal S(·) ≡ c. 
Ornstein-Uhlenbeck type T -periodic diffusions and HH system with stochastic input
From now on we suppose that the T -periodic signal t → S(t) of Subsection 2.1 is an analytic function.
We consider a stochastic Hodgkin-Huxley system which receives this signal from its dendritic system as random input. This random input is modeled by the following diffusion
where we have chosen a parametrization in terms of τ > 0 (governing the 'speed' of the diffusion) and γ > 0 (governing the 'spread' of the one-dimensional marginals). The process ξ is a time inhomogenous
Ornstein-Uhlenbeck type diffusion which carries the signal S.
Remark 1 We have an explicit representation
for the process starting at time s in x. Introducing the function
and the law of ξ s starting at time
(cf. Höpfner and Kutoyants 2010, Ex. 2.3). Hence the T −periodic signal S(·) is expressed in the process ξ under the 'periodically invariant' regime in the form of moving averages
Consider now the HH equations driven by stochastic input dξ t , i.e. the 5-dimensional system
Write X = (X t ) t≥0 , X t = (V t , n t , m t , h t , ξ t ), for the solution of (ξHH) (we show in Proposition 1 below the existence of a unique strong solution), E 5 = IR × [0, 1] 3 × IR for the corresponding state space, and denote the elements of E 5 by x = (v, n, m, h, ζ). We write P x for the probability measure under which the solution X = (X t ) t≥0 of (ξHH) starts from x. Let ( P s 1 ,s 2 (x 1 , dx 2 ) ) 0≤s 1 <s 2 <∞ be the associated semigroup of transition probabilities. Due to the T -periodicity of the deterministic signal t → S(t), the semigroup is T -periodic in the following sense:
Proposition 1 For any x ∈ E 5 , there exists a unique strong non-exploding solution X to (ξHH)
starting from x at time 0, taking values in E 5 .
Proof. By our assumptions, a strong solution ξ t of (6) Replacing n, m and h by their maximal value 1, we obtain easily from (ξHH) that
where C 1 and C 2 are suitable constants. This implies, using Gronwall's inequality and the nonexplosion of ξ t , that V t does not explode either. Hence T ∞ = ∞ almost surely and the above estimates
Weak Hörmander condition
Our system (ξHH) is a 5-dimensional diffusion driven by one-dimensional Brownian motion. As a consequence, the only possibility for guaranteeing non-degeneracy of the system is that the system 'feels the noise via the drift'. In other words, we have to check whether the weak Hörmander condition holds. Since the drift term of (ξHH) depends on time, we add time as a first coordinate to our system.
More precisely, we write T T := [0, T ] for the torus and identify t with i T (t) := t mod T. Elements of [0, T T ] × E 5 will be denoted either by (x 0 , x 1 , . . . , x 5 ) or by (t, x) or by (t, v, n, m, h, ζ). Working with the space-time processX t = (i T (t), X t ), the associated drift and diffusion coefficients are the vector
where for x = (v, n, m, h, ζ),
We identifyb(t, x) andσ(t, x) with differential operators
We are now going to introduce the successive Lie brackets that we use in the sequel. First, recall that for vector fields f (t, x) and g(t, x) :
with superscript 'i' for the i-th component. In this way, for a vector field f :
and the Lie bracket [σ, f ] takes the form
We introduce the following system of sets of vector fields based on iterated Lie brackets.
Definition 1 Define a set L of vector fields by the 'initial condition'σ ∈ L and an arbitrary number of iterations steps
For N ∈ IN , define the subset L N by the same initial condition and at most N iterations (9). Write L * N for the closure of L N under Lie brackets; finally, write
for the linear hull of L * N , i.e. the Lie algebra spanned by L N .
Note that all elements of L * N have '0-component' equal to zero, so 5 is an obvious upper bound for dim(∆ L * N ).
Definition 2 We say that a point x * ∈ E 5 is of full weak Hörmander dimension if there is some
We put
x is of full weak Hörmander dimension }.
Remark 2 Notice that in the iteration step (9), it is allowed to build Lie brackets using the drift vectorb(t, x). It is for this reason that the above condition is called 'weak' in contrast to the 'strong'
Hörmander condition. In the strong Hörmander condition, only iterations using the column vectors of the diffusion matrix are allowed. Since in our case the diffusion matrix is built of only one column, it is clear that the strong Hörmander condition can never hold.
In the following we are going to state a sufficient condition ensuring that a given point belongs to I 5 .
In order to do so, let
where ∂ k v denotes the k−fold partial derivative with respect to v 1 , and introduce
We quote the following proposition from Höpfner, Löcherbach and Thieullen 2013. Calculating the first four Lie brackets of our system by using successively first the drift vector and then three times the diffusion coefficient, we obtain the following theorem.
Theorem 1 All points x = (v, n, m, h, ζ) in E 5 whose first four components belong to O are points satisfying the weak Hörmander condition.
The proof of Theorem 1 is given in Section 3.
1 Notice that D(v, n, m, h) does not depend on time.
Remark 3
First of all, the set O is certainly non-empty since we find a strictly negative value of the determinant e.g. at the equilibrium point (0, n ∞ (0), m ∞ (0), h ∞ (0)) of the 4d deterministic system (HH). In order to obtain more information about O, we calculate
at equilibrium points of (HH) which correspond to constant input S(·) ≡ c. By equations (4) 
Non-degeneracy of the stochastic Hodgkin-Huxley process
Let y * = (0, n ∞ (0), m ∞ (0), h ∞ (0)) be the equilibrium point for the deterministic system (HH) driven by constant input c = F ∞ (0) ≈ −0.0534. By Remark 3 above we know that y * ∈ O. In this section we will show that for any neighborhood U of y * , the set U × IR is accessible. Since the coefficients of the system are analytic, this will imply that the weak Hörmander condition holds on the whole state space E 5 .
We start with the following proposition which is due to discussions with Michel Benaïm, see also Benaïm, Le Borgne, Malrieu, Zitt 2012. It shows that, starting from any initial point, our system can reach U × IR for any open neighborhood U of y * .
Proposition 3 Let U ⊂ E 4 be a neighborhood of y * . Then for all x ∈ E 5 , there exists t 0 such that for
In particular, for the T −skeleton chain (X kT ) k≥0 it holds that for all x ∈ E 5 there exists k ≥ 1 such that
The proof of this proposition is given in Section 4 below. As a consequence, we obtain the following theorem.
Theorem 2
The weak Hörmander condition holds on E 5 , i.e. I 5 = E 5 .
Proof. The proof uses the following fact. For any diffusion process having analytic coefficients, the following holds true: (12) if X t / ∈ I 5 , then X t+s / ∈ I 5 for all s ≥ 0 almost surely .
For the convenience of the reader we will give a proof of (12) in Section 5 below.
Based on (12), we argue as follows. Suppose that there exists x ∈ E 5 \ I 5 . We will apply Proposition 3 with this fixed starting point. Since y * ∈ O, we may choose a neighborhood U of y * sufficiently small
, Proposition 3 then implies that there exists t * such that for the fixed x ∈ E 5 \ I 5 ,
But, applying (12), we have P x (X t * ∈ I 5 ) = 0, since x / ∈ I 5 . This is a contradiction.
Once the weak Hörmander condition holds on E 5 , it follows that the process possesses Lebesgue densities.
Corollary 1 For 0 ≤ s 1 < s 2 < ∞, consider the process X starting at time s 1 ≥ 0 from arbitrary
x ∈ E 5 . Then the law P s 1 ,s 2 (x, ·) admits a Lebesgue density p s 1 ,s 2 (x, y) . For fixed x, p s 1 ,s 2 (x, y) is continuous in y, uniformly in x. Moreover, for any fixed 
Ergodicity of the stochastic Hodgkin-Huxley system
We start by showing, using Lyapunov functions, that almost surely the system comes back to a compact set infinitely often. We are working with the T −skeleton (X kT ) k≥0 , where T is the periodicity of the underlying signal S.
Proposition 4
1. There exists a compact set K ⊂ E 5 such that for all x ∈ E 5 , P x −almost surely,
2. There exist an integer N ≥ 1, ε 1 > 0, . . . , ε N > 0, x 1 , . . . , x N ∈ K and y 1 , . . . , y N ∈ E 5 such that K is covered by B ε 1 (x 1 ), . . . , B ε N (x N ) and such that for any 1 ≤ i ≤ N,
Φ(x) arbitrary elsewhere. Write L t for the generator of (ξHH) at fixed time t. Since 0 ≤ x 2 , x 3 , x 4 ≤ 1, it is easy to see that
where c 1 , c 2 are positive constants and whereK = {x ∈ E 5 : |x 1 | ≤ C, |x 5 | ≤ C} is a compact subset of E 5 . Applying Itô's formula to e c 1 t Φ(x) and using localization with inf{t : Φ(X t ) ≥ m} as m → ∞,
we obtain
for all t > 0. Let now t = T, where T is the period of the underlying signal. Thus
In particular, there exists a constant C 2 , such that
for some fixed ε > 0. By Theorem 4.3 of Meyn and Tweedie 1992, we know that (14) implies the following statement: Starting from any point in E 5 , the skeleton chain (X kT ) k∈IN visits the compact set K = {x ∈ E 5 : |x 1 | ≤ C 2 , |x 5 | ≤ C 2 } infinitely often. This proves the first assertion of the proposition.
Concerning the second assertion, observe that for any x ∈ K there exists y ∈ E 5 such that p 0,T (x, y) > 0. By continuity in y and lower semi-continuity in x, this can be extended to small balls around x and y.
As a consequence, for any x ∈ K there exist y and ε > 0 such that (15) inf
Hence the compact set K is covered by a finite number of such balls B ε 1 (x 1 ), . . . , B ε N (x N ), with associated points y 1 , . . . , y N . This shows the second assertion of the proposition.
The lower bound (15) can be rewritten as follows. For any 1 ≤ k ≤ N,
where
Using Nummelin splitting (see e.g. Nummelin 1978 ), this implies the following. c) The T −skeleton chain admits at most a finite number of extremal invariant measures living on disjoint Harris subsets of E 5 .
Proof. Parts a) and c) are essentially Meyn and Tweedie 1992, decomposition Theorem 2.1 and Theorem 4.5; note that our skeleton chain satisfies the assumptions of both theorems, due to assertion 2 in our Corollary 1. a) Let ν denote any probability measure on E 5 . Starting from ν, P ν -a.s., the skeleton chain visits the compact set K infinitely often. As a consequence, for P ν -almost all ω, there exists (at least one) index k = k(ω) ∈ {1, . . . , N } such that the ω-path (X nT (ω)) n≥0 of the skeleton chain visits B ε k (x k ) infinitely often. Let A k denote the set of all paths which visit B ε k (x k ) infinitely often, 1 ≤ k ≤ N .
Let (U n ) n be an i.i.d. sequence of uniform U (0, 1)−random variables, independent of the process.
By means of these, we can introduce a sequence of regeneration times (1 + R (k) n ) n≥1 associated to successive visits of B ε k (x k ) in the following way:
where β k is from the lower bound (16) . For every k ∈ {1, . . . , N }, the R (k) n are finite on A k for all n, and satisfy R
There is at least one k ∈ {1, . . . , N } such that A k has positive P ν -measure. We suppose without loss of generality that k = 1. By the lower bound (16), P 0,T (x, dy) ≥ β 1 1 Bε 1 (x 1 ) (x) ν 1 (dy), and using the Borel-Cantelli lemma (see also Lemma 1.1 of Meyn and Tweedie 1992), any path belonging to A 1 also visits B ε 1 (y 1 ) infinitely often. Recall that ν 1 is the uniform measure on B ε 1 (y 1 ). By Nummelin splitting with minorization according to (16) and regeneration times (1 + R
as a consequence of the Markov property at times (1 + R (1) n ) n and the Borel-Cantelli lemma.
At least one such 'good' set exists, namely B ε 1 (y 1 ) in the notation above. Notice that being a 'good' set is a property which only depends on the whole ball B ε k (y k ) and the semigroup of the process. Rearranging the numbering, we find some maximal subset {1, . . . , N 1 } of {1, . . . , N }, 1 ≤ N 1 ≤ N , with the property
Stated equivalently, this rearrangement induces a partition A 1∪ A 2∪ . . .∪A N 1 of the path space up to some remaining set of paths which has P ν -measure zero for every initial law ν. Next, we define
which is P ν -almost surely finite for every initial law ν. By Nummelin splitting and the strong law of large numbers,
is an invariant measure of the skeleton chain, combining in an 'adaptive' way the relevant A k 's from the above partition. Note that this formula extends the usual form of the invariant measure to the case where several balls are present in the lower bound (16) . Now define for any 1 ≤ k ≤ N 1 the measure
and let H k ⊂ E 5 be the support of µ k , 1 ≤ k ≤ N 1 . Then for any initial measure ν concentrated on H k , sets A with µ k (A) > 0 are visited infinitely often by the skeleton chain P ν -almost surely.
b) Any invariant measure µ is absolutely continuous with respect to Lebesgue measure, thanks to Corollary 1, with Lebesgue density µ(dz)p 0,T (z, y). Moreover, since the continuity of p 0,T (z, y) in y is uniform in z, the corresponding Lebesgue density is continuous by dominated convergence.
c) In order to achieve the proof of Theorem 3, we have to show that the skeleton chain possesses only a finite number of extremal invariant probability measures which have supports given by disjoint subsets of E 5 . We prove this in Section 6 below. From the structure of the above Lyapunov condition (14) and boundedness of P 0,T Φ on K according to (7), we deduce that in the restriction to a Harris set, recurrence is necessarily positive recurrence.
Recall that i T (t) denotes t mod T and that T T = [0, T ] is the torus. We get the following corollary of the above theorem.
Theorem 4 Under our assumptions, the process (i T (t), X t ) t≥0 admits at most a finite number of extremal invariant measures living on disjoint Harris subsets of T T × E 5 .
Proof: See again Section 6.
Remark 4 By Arnold and Kliemann 1987
we know that the support of any extremal invariant measure of the space-time process (i T (t), X t ) t≥0 is given by an invariant control set of the associated deterministic control system (see Section 6 below for a precise definition, see also Colonius and Kliemann 1993). Hence the number of invariant control sets of the associated deterministic control system
gives an a priori upper bound on the number of extremal invariant measures (and thus the number of Harris sets) of (i T (t), X t ) t≥0 .
Proof of Theorem 1.
LetX t = (i T (t), V t , n t , m t , h t , ξ t ) be the diffusion process of (ξ HH) to which we have added time as first coordinate, with state space T T × E 5 . Recall the exact form ofb(t, x) andσ(t, x) given in (8) .
By the structure of the diffusion coefficient, the equation is already written in the Stratonovich sense.
We start by calculating the Lie-bracket ofσ andb where we recall that we are working on T T × IR 5 , including time. We have
In the same way, we obtain
We obtain an analogous formula for
, where fourth derivatives with respect to v appear. Now we are able to conclude our proof. By definition of
Notice that the above vectors all have the first coordinate corresponding to time which equals zero. Hence we may identify them with elements of IR 5 . Doing so, without changing notations, we have for all fixed x ∈ E 5 , 
Proof of Proposition 3.
We consider the system (ξHH) driven by S of Section 2.2,
We write C = C([0, ∞[, IR 5 ) for the space of continuous functions and endow C with its canonical filtration (F t ) t≥0 . Let P 0,x be the law of (X u , u ≥ 0) on C, starting from x at time 0. With y * and U as in Proposition 3, we wish to find lower bounds for quantities of the form P 0,x (B) where
In order to do so, we will use control arguments and the support theorem for diffusions. We need first to localize the system. Let
and let T n = inf{t : X t ∈ K c n } be the exit time of K n . For a fixed n, let b n (t, x) and σ n (x) be C ∞ b −extensions in x of b(t, · |Kn ) and σ |Kn . Let X n be the associated diffusion process. For any fixed n 0 < n and any starting point x ∈ K n 0 , we write P n 0,x for the law of (X n u , u ≥ 0) on C. Then for any t > 0 and for any measurable B ∈ F t ,
It suffices to show that this last expression is strictly positive, for the given set B, for any fixed x ∈ K n 0 . For this sake we will use the support theorem for diffusions of Stroock and Varadhan 1972.
2 (u)du < ∞} be the Cameron-Martin space.
Given h ∈ H, consider X(h) the solution of the differential equation
where X(h) is of the form
Notice that there is no difference between the Itô-and Stratonovich-form thanks to the specific structure of the diffusion coefficient in our case.
The support theorem in its classical form is stated for diffusions whose parameters are homogeneous in time. In order to fit into this framework, we replace as before the 5−dimensional process X n by a 6−dimensional process (t, X n t ) which is now a classical time-homogenous diffusion process. This shows that the support theorem applies directly also in the time inhomogeneous case. As a consequence, see e.g. Theorem 3.5 of Millet and Sanz-Solé 1994 or Theorem 4 of Ben Arous, Gradinaru and Ledoux 1994, the support of the law P n 0,x restricted to F t is the closure of the set {X(h) : h ∈ H} with respect to the uniform norm on C([0, t], IR 5 ).
In order to find lower bounds for (20) we have to construct solutions X(h) of (21) which stay in K n during [0, t]. On K n , both processes X n and X have the same coefficients. Hence, by restricting to K n , the above control problem (21) is equivalent to
We construct an explicit solution of (HHcontrolled) starting from the fixed initial condition x = (v, n, m, h, ζ) ∈ K n 0 at time 0 in the following way. First, we choose a pathv t = γ(t)v, t ≥ 0, going from v to 0. Here, γ is a smooth function
Then, solving the equations for n, m and h explicitly, for this fixed choice ofv t , we obtain
where a n = α n + β n , b n = α n . We have analogous representations form t andh t . Sincev t ≡ 0 for all t ≥ 1, it follows that
where the constant depends on v and n. The same convergence result holds form t andh t .
Fix ε such that B ε (y * ) ⊂ U. Then there exists t 0 such that for all t ≥ t 0 ,
Now we want to choose h such that
Equation (24) implies that
Hence, if we defineḣ
T is indeed a solution of (HHcontrolled), for this specific choice of h.
Fix t ≥ t 0 . Notice thatḣ is well-defined and thatḣ ∈ L 2 ([0, t]), hence h ∈ H. With this choice of h, the first four lines of (HHcontrolled) reduce to the deterministic system (HH) with input signal
Write Y for the associated deterministic solution starting from (v, n, m, h) at time 0 and X x s = (Y s , J h s ), s ≤ t, starting from x at time 0. For n sufficiently large, X x s ∈ K n for all s ≤ t. By the support theorem, for every δ > 0, putting B ∞ δ (X x ) = {f ∈ C : sup s≤t |f (s) − X x s | < δ}, we have that
Now, choose δ ≤ ε/2 and n sufficiently large such that B ∞ δ (X x ) ⊂ {f ∈ C : T n (f ) > t}. Since B ε (y * ) ⊂ U and recalling (23), we have that
which finishes our proof.
Proof of (12).
For the convenience of the reader we will recall basic concepts from Control Theory as exposed in Sussmann 1973 . As above, in order to be able to deal with the T −periodic drift coefficient, we work with the space-time processX t = (i T (t), X t ), t ≥ 0.
Recall that the drift and diffusion coefficientsb(t, x) andσ(t, x) ofX have been introduced in (8) . We introduce the following family of control vector fields
Here, by definition of G, the control parameter c acts on the diffusion part only. There is no control on the drift part. Control vector fields from G correspond to the controls h of Section 4 in case of piecewise constantḣ.
Let G * be the smallest set of vector fields containing G which is closed under Lie brackets. We introduce the mapping ∆ G * which assigns to every space-time point (t, x) ∈ T T × E 5 the linear subspace
Notice that
where the Lie algebra L has been introduced in (9) .
We say that two points (t, x) and (t * , x * ) in T T × E 5 belong to the same orbit of G if and only if there exists a curve γ defined on some interval [a, b] and a suitable partition a = t 0 < t 1 < . . . < t r = b such that γ(a) = (t, x), γ(b) = (t * , x * ) and such that on each ]t i−1 , t i [ there exists a constant c i ∈ IR with
Since the coefficients ofb andσ are analytic, by Nagano 1966, see also Sussmann 1973, Theorem 8.1 and Section 9, we know that for any G−orbit S ⊂ T T × E 5 , the following holds. For all (t, x), (t * , x * ) ∈ S,
we have that
In particular, this implies the following.
Suppose that (0, x) and (t * , x * ) belong to the same G−orbit S such that dim∆ G * (t * , x * ) = 6. This is equivalent to We are now ready to give the proof of (12).
Proof of (12) . In the following, we will work with piecewise constant control functions which we call 'admissible control'. Our proof relies on the fact that the support of P 0,x is the closure of all paths X(h), as defined in (21), where h is an admissible control.
We prove the following fact. If X t / ∈ I 5 , then X t+s / ∈ I 5 for all s ≥ 0 almost surely.
Conditioning on X t = x, we can assume without loss of generality that t = 0 and X 0 = x / ∈ I 5 . Thus, all deterministic control paths X(h) issued from x and using an admissible control are such that the curve (i T (t), X(h) t ) belongs to an orbit of G on which the dimension of ∆ G * is strictly less than 6.
This implies that for any fixed N, dim∆ L * N < 5 on the whole orbit. Since this holds for any N, this implies that X s / ∈ I 5 for all s ≥ 0, P x −almost surely. This concludes our proof.
Proof of Theorem 3 Part c).
We still work with the space-time processX t = (i T (t), X t ), t ≥ 0, taking values in T T × E 5 . The process X t has the transition operatorP t given bȳ
We shall denote invariant probability measures ofX t byμ.
In order to prove Part c) of Theorem 3, we use control sets as in Arnold and Kliemann 1987, to characterize the support of extremal invariant probability measuresμ ofX t . For that sake, for any (s, x) ∈ T T × E 5 and any t > 0, we put
there exists an admissible control h such that
Notice that in the above definition we are moving through the orbit forward in time. In other words,
) is the set of all points reachable from (s, x) forward in time during a time period of length t. We will also note
the set of all points reachable forward in time, starting from (s, x). Then a set F ⊂ T T × E 5 is called
Notice that invariant control sets are necessarily disjoint. By Proposition 1.1 of Arnold and Kliemann 1987, to any extremal invariant probability measureμ is associated a unique invariant control set F such that suppμ =F .
In the following we start by describing the relationship between extremal invariant probability measuresμ of the space-time processX t and extremal invariant probability measures µ of the skeleton chain (X kT ) k≥0 . Then we prove that there are only finitely many invariant control sets.
Proposition 5
The following assertions are equivalent.
1. µ is an invariant probability measure of the skeleton chain (X kT ) k≥0 .
2. For any s ∈]0, T [, the measure µ s := µP 0,s is an invariant probability measure of (X kT +s ) k≥0 , and µ s P s,s+t = µ i T (s+t) .
3. The measure
is an invariant probability measure ofX.
Proof of Proposition 5. It is straightforward to show the equivalence of the first two points 1. and 2. Formula (28) then shows how to build invariant measures for the processX starting from invariant measures of the skeleton chain.
We have to show that any invariant measureμ forX can be written in a form (28) . The first marginal Note that for every law µ on E 5 and every f ∈ C b (E 5 ), h → Eμ(f (X h )) is continuous, by continuity of the sample paths of X. In particular, taking µ = K(s, ·) as above and h = T − s + t, 0 ≤ t ≤ T, we obtain that t → E 5 f (x)K(t, dx) is continuous. This implies that we can take a version of K(·, ·) such that t → K(t, ·) is continuous.
This avoids problems related to λ(ds)−null sets in the conditional expectations. Thus we have proved that K(s, ·)P s,s+h = K(i T (s + h), ·) for all s ∈ T T and all h > 0.
T T being the torus, invarianceμP T =μ now gives K(s, ·) = K(s, ·)P s,s+T for all s in T T . Thus µ s := K(s, ·) is an invariant measure for (X kT +s ) k≥0 , and with µ := K(0, ·) we have 1. and 2.
The following proposition follows easily from the above considerations.
Proposition 6μ = 1 T T 0 ds(δ s ⊗ µ s ) is an extremal invariant measure ofX if and only if any µ s is an extremal invariant measure of (X kT +s ) k≥0 .
Proof of Proposition 6. Suppose that µ s = µP 0,s is extremal for (X kT +s ) k≥0 . We have to show This implies that for all s ∈ T T, µ s = αµ 1 s + (1 − α)µ 2 s , where µ 1 s and µ 2 s are invariant measures of the skeleton chain (X kT +s ) k≥0 . Since µ s is extremal, it follows from this that µ s = µ 1 s = µ 2 s , for all s ∈ T T, which implies thatμ =μ 1 =μ 2 , which is a contradiction. On the other hand it is straightforward to show thatμ extremal implies that any µ s is an extremal invariant measure.
We are now able to give the proof of Theorem 3 c). We have already shown that the skeleton chain possesses invariant probability measures. We now show that the skeleton chain possesses only a finite number of extremal invariant probability measures. Let µ be such an extremal measure and letμ be the associated extremal invariant measure ofX. Then there exists an invariant control set F such suppμ =F . Fix a starting point (0, x) ∈ F and consider the process issued from (0, x). Then the skeleton chain (X kT ) k≥0 starting from x at time 0 induces a subset {(0, X kT ), k ≥ 0} ⊂ {X t : t ≥ 0}; it is this subset which is in the center of our interest.
With the notation of Proposition 5, let A k denote the set of all paths which visit B ε k (x k ) infinitely often, A ′ k the set of all paths which visit B ε k (y k ) infinitely often. Since K is visited i.o. almost surely, there exists an index k ∈ {1, . . . , N }, such that P x (A k ) > 0. Nummelin splitting then shows that P x (A ′ k ) > 0. This means that B ε k (y k ) belongs entirely to the support of k≥1 e −k P 0,kT (x, ·); i.e.,
B ε k (y k ) ⊂ supp k≥1 e −k P 0,kT (x, ·).
But by the support theorem, where Π 2 denotes the projection on the space variable. Thus, using (29) and the fact that F is an invariant control set,
Hence any invariant control set F which is the support of an extremal invariant measureμ is such that its closure contains (at least) one of the finitely many balls {0} × B ε k (y k ). Since invariant control sets are pairwise disjoint, there are no two control sets that can contain the same ball {0} × B ε k (y k )
at the same time. Thus there exist only finitely many such invariant control sets, that is, only finitely many extremal invariant probability measuresμ ofX, hence by Lebesgue disintegration, only finitely many extremal invariant probability measures µ of the skeleton chain. This concludes our proof.
