In this paper we prove two variants of the well-known Filippov-Pliss lemma in the case of dynamical inclusions on a time scale. The first variant is when the right-hand side is Lipschitz continuous on the state variable. Afterward we introduce one-sided Perron conditions for multifunctions on a time scale and prove the second variant of that lemma. Some discussions on relaxed systems are presented.
Introduction
Time scale theory is introduced in [, ] in order to unify the continuous and discrete systems. We refer the reader to [, ] for the theory of dynamical equations on a time scale and [, ], where some applications are given. Among others notice [] where the theory of dynamical systems in measure chains is studied. In [] the integration on a time scale is investigated and its connections with standard Lebesgue integral are considered in [] .
In the last years different optimization problems on time scales have been studied. We refer the reader to [-] . The theory of dynamical inclusions on a time scale is presented in [-] . In the later paper [] the authors prove the analogy of Filippov's selection theorem, which shows that the optimal control of Caratheodory controlled systems can be written equivalently as differential inclusions.
One of the most useful results in optimal control is the significant lemma of FilippovPliss (see, e.g., [] ). It was proved first time by Filippov in the case of Lipschitzian righthand side in [] and afterward extended by Pliss in [] under much weaker conditions. We refer the reader to [, ] for the main applications of this result. Notice also [] where the history and review of this lemma is presented. This result has been extended to the case of one-sided Lipschitz differential inclusions in [] .
We refer the reader to [, ] for the needed facts in set-valued analysis and differential inclusions.
In this paper we prove a variant of this lemma in the case of Lipschitz dynamical inclusion. Afterward one-sided Perron condition is introduced in the case of a time scale, and a variant of Filippov-Pliss lemma is proved in the case of one-sided Perron inclusions on a time scale. One of the most important theorems in the optimal control is that under some additional hypotheses the closure of the solution set of the original system is the solution set of the convexified one. We discuss its extension on dynamical inclusions.
The paper is organized as follows. In the next section the needed definitions, notations and preliminary results are given. Third section deals with system description. The main results of the presented paper are given in the fourth section, where we study the FilippovPliss lemma and relaxation theorem. Finally, we present conclusion with discussion of other possibilities for the definition of one-sided Perron condition.
Preliminaries
Recall that (see, e.g., []) every closed subset T ⊂ R is called a time scale, and hence the time scale T is a complete metric space with the usual metric on R. Furthermore, the intersection of T with any closed bounded interval is a compact set. Now we recall the main fact that we will use. Let t ∈ T, the forward jump operator σ : T → T is defined as follows:
Let μ(t) = σ (t)-t, clearly μ(t) =  if t is right dense point. The point t ∈ T is said to be right scattered if μ(t) > . Denote by T rd the right dense and by T rs the right scattered point of T, then T rd ∩ T rs = ∅. Analogously, ρ(t) = sup{s ∈ T : s < t}. The point t is said to be left scattered if ρ(t) < t. The set T κ is defined as follows: If T has a left scattered maximum S, then T κ = T \ {S}; otherwise, it coincides with T.
Let f : T − → R n and let t ∈ T. Suppose there exists A ∈ R n with the property: for every > , there exists δ >  such that
The vector A is called -derivative and is denoted by f (t). Now we recall some properties of the -derivative.
(c) The map f is -differentiable at t ∈ T k \T rs if and only if
In particular,
It follows from Proposition . that f (σ (t)) = f (t) + μ(t)f (t). Evidently a vector-valued function f (·) is -differentiable at t iff every coordinate function f i (·) is -differentiable at t and f (t) = (f  (t), . . . , f n (t)).
Denote the interval I = [t  , T) T = {τ ∈ T : a ≤ τ < b}. The outer measure of the set A ⊂ T is
The set A ⊂ T is said to be -measurable if
for every subset B ⊂ T.
Definition . The function f : T → R n is said to be -measurable if, for every open set
is -measurable. The multifunction F : T ⇒ R n is said to be -measurable if, for every compact set B ⊂ R n ,
We notice the following property:
is -measurable if and only if H is -measurable as a map from A i into R n for i = , .
Furthermore, every -measurable function f (·) satisfies Lusin's property, i.e., there exists a sequence of pairwise disjoint closed sets I n ⊂ I such that the -measure of I \ ∞ m= I m is  and f is continuous on I k × R n for every k ≥ .
is said to be absolutely continuous if, for every > , there exists δ >  such that
Proposition . (Proposition . in []) If the function f : I → R
n is absolutely continuous, then the -measure of the set {t ∈ I rd : f (t) =  and f (t) = } is zero.
As it is well known (see, e.g., []) every -measurable multifunction F(·) admitsmeasurable selection f (t) ∈ F(t).

Definition . The multifunction F
there exists f i ∈ F(t i , x i ) with f i → f . -Continuous if it is simultaneously USL and LSC.
System description
We study the following dynamical inclusion on a time scale:
where F : I × R n ⇒ R n is with nonempty convex compact values. Notice that I = I rd ∪ I rs .
The -absolute continuous function x(·) is said to be a solution of (.) if it satisfies inclusion (.) for a.a. t ∈ I.
Denote by B the Borel σ algebra on R n .
Definition . The multivalued map F
for every open set (and hence B measurable) B ⊂ R n , the set
F. |F(t, x)| ≤ λ( + |x|) (sublinear growth)
, where λ is a positive constant.
Remark . It is standard to show that under F there exist constants M and N such that |x(t)| ≤ M and F(t, x(t) + B) + B ≤ N for every t ∈ T and for every solution x(·) of
when such a solution exists.
F. The map F(·, ·) is × B measurable and, for every t ∈ I, the map F(t, ·) is USC.
We are going to prove the existence theorem, because we did not see the following variant of it. For other existence results, we refer the reader to [, ].
Theorem . Under F, F system (.) has a solution. The solution set is C(I
Proof Fix h n > . For t > t  , we define the approximate solution x n (·) as follows:
where f n (t) ∈ F(t, x n (t  )). If t  +h n ∈ I, then we replace t  by t  +h n when it is less than T and continue as in (.) for
, where x n ∈ F(τ , x n (τ )). Then we replace t  by σ (τ ) and continue as in (.) for t > σ (τ ). Clearly, one can define x n (·) on the whole interval I thanks to the growth condition F. The sequence {x n (·)} ∞ n= is uniformly bounded and equicontinuous. In fact we have x n (t) ∈ F(t, x n (t) + B) and x n (t) ≤ N (see Remark . mentioned above). We claim that x n ∈ F(t, x n (t) + ϕ n (t)B), where ϕ n →  a.e. on [t  , T) T . Due to our construction t ∈ [τ , τ ) T ,
where f n (s) ∈ F(s, x n (τ )). We have two cases as follows.
From Theorem . of [] we know that there exists a subsequence x n k (·) which converges uniformly to a solution x(·) of (.). The proof is therefore complete.
Recall that the multimap F(·, ·) is said to be almost USC (LSC, continuous) if, for every ε > , there exists a set N ε ⊂ I with measure less than ε and such that
We can prove the following proposition.
Proposition . Let F(·, ·) have nonempty convex compact values, and let it be almost USC, then F is × B measurable and F(t, ·) is USC for a.a. t ∈ I.
Proof It is easy to see that F(·, ·) is almost USC iff there exists a sequence of pairwise disjoint closed sets I n ⊂ I such that -measure of I \ ∞ m= I m is  and F is USC on I k × R n for every k ≥ . Therefore F is × B measurable on I k × R n for every k ≥  and hence on
Filippov-Pliss lemma on a time scale
In this section we prove the main results in the paper. We prove two versions of the Filippov-Pliss lemma which have many applications in optimal control (cf.
[]). We need the following result, which is a particular case of Proposition . of [] .
and at least one with compact values. Then the map H(t, x) = F(t, x) ∩ G(t, x) is also × B measurable.
Now we will prove two variants of the Filippov-Pliss theorem for dynamical inclusion on a time scale. The first proof deals with Lipschitz right-hand side.
Theorem . Let F(·, ·) satisfy F, F, and let F(t, ·) be L-Lipschitz. If f (·) is a -integrable function on I and if y(·) is an AC function with dist y (t), F t, y(t) ≤ f (t), then there exists a solution x(·) of (.) such that |x(t) -y(t)| ≤ r(t), where r (t) = Lr(t) + f (t) and r(t  ) = |x  -y  |. Furthermore, |x (t) -y (t)| ≤ Lr(t) + f (t).
Proof Define the map
We claim that G(·, ·) satisfies F and F.
Namely, G(t, u) admits nonempty values because F(t, ·) is Lipschitz and it is with nonempty convex compact values. We are going to prove that G(t, u) is closed and convex. Indeed if v i ∈ F(t, u) and v i → v, we know that |v -y (t)| = lim i→∞ |v i -y (t)|. Therefore,
). Also G(t, u) is USC. For this, it is enough to see that G(t, ·) has a closed graph. Let
v i ∈ G(t, u i ), u i → u and v i → v. Since F(t, ·) is USC, one has that lim i→∞ v i = v ∈ F(t, u). Furthermore, |v i -y (t)| ≤ L|y(t) -u i | + f (t), and hence |v -y (t)| ≤ L|y(t) -u| + f (t). Now, we have to show that G(·, ·) is × B measurable. Let X ∈ R n .
Since y(·) is AC, then y (·) is -measurable, and hence the multimap H(t, X)
= {(t, z) ∈ [t  , T) T × R n : |z - y (t)| ≤ L|y(t) -X| + f (t)} is × B measurable
. Due to Proposition ., the map G(t, X) = H(t, X) ∩ F(t, X) is also × B measurable. The claim is therefore proved. It follows from Theorem . that x ∈ G(t, x(t)), x(t  ) = x  admits a solution x(·). From Theorem . of [] we know that |x(t) -y(t)| = r(t), where r (t) ≤ Lr(t) + f (t) for -a.e. t and r(t
 ) = |x  -y  |.
The definition of G(·, ·) then implies the last statement of the theorem.
Now we will prove a Filippov-Pliss type theorem under much weaker condition, which gives the estimation only of the difference between x(·) and y(·) but not between their derivatives. Definition . The multivalued map F : I × R n ⇒ R n is said to be OSP (one-sided Perron) (on the state variable) if there exists a Perron function w(·, ·) such that: For every x, y ∈ R n , almost every t ∈ I and every f x ∈ F(t, x), there exists f y ∈ F(t, y) such
Recall that the function v(·, ·) is said to be a Perron function if -v(·, ·) is × B measurable, v(t, ·) is continuous; -v(·, ·) is -integrally bounded on the bounded sets and v(t, ) = ; -the unique solution of r (t) = v(t, r(t)), r(t  ) =  is r(t) = .
v(·, ·) is called module if it satisfies only the first two conditions, but not necessarily the third one.
The definition of OSP condition on a time scale is different than in ordinary differential inclusions. Here it depends also on the point t.
Now we extend the previous theorem to the case of OSP multifunctions.
Theorem . Let F(·, ·) satisfy F, F, and let F(t, ·) be OSP w.r.t. a Perron function w(·, ·). If f (·) is a -integrable function on I and if y(·) is an AC function with dist(y (t), F(t, y(t))) ≤ f (t), then there exists a solution x(·) of (.) such that |x(t) -y(t)| ≤ r(t), where r (t) = w(t, r(t)) + f (t) and r(t
Proof Clearly, the set-valued map t → y (t) + f (t)B is -measurable. Therefore H(t) =
F(t, y(t)) ∩ (y (t) + f (t)B) is also -measurable and hence t → F(t, y(t)) is -measurable. Thus there exists a -measurable selection h(t) ∈ H(t). Evidently h(t) ∈ F(t, y(t)).
Now we define the following multifunction:
We claim that G(t, ·) is upper semi-continuous for every t ∈ I. Indeed we have to prove that the graph of G(t, ·) is compact. However, the graph is bounded, and hence it remains to show that it is closed.
Let
u). Clearly v ∈ F(t, u) because F(t, ·) is USC. If t is right dense, then y(t)-u i , h(t)-v i → y(t)-u, h(t)-v , |y(t)-u i | → |y(t) -u| and w(|y(t) -u i |) → w(t, |y(t) -u|). Thus y(t) -u, h(t) -v ≤ w(t, |y(t) -u|)|y(t) -u|, i.e., v ∈ G(t, u). If t is right scattered, then |h(t) -v| ≤ w(t, |y(t)
We have to prove that G(·, ·) is × B measurable. Consider first the case G : T rs × R n ⇒ R n . Since w(t, ·) and y(·) are continuous as well as
It is easy to see that the map
Due to Theorem ., the systeṁ
, (|y(t) -x(t)|  ) = |x(t) -y(t)| · (|x(t) -y(t)|) ≤ |y(t) -x(t)|(f (t) + w(t, |y(t) -x(t)|). Clearly t → |x(t) -y(t)| is -AC.
From Proposition . we know that the intersection of the sets {t ∈ T : |x(t) -y(t)| = } and {t ∈ T : |x (t) -y (t)| = } has -measure zero. Thus
(t, |y(t) -x(t)|). However, |x(t) -y(t)| ≤ |x (t) -y (t)| and hence |x(t) -y(t)| ≤ w(t, |x(t) -y(t)|) + f (t).
Consequently,
x(t) -y(t) ≤ r(t), where r (t) = w t, r(t)
The proof is therefore complete.
Remark . It is easy to see that Theorem . remains true also when w(·, ·) is only module.
As it is well known,
The above conclusion leads us to another definition of OSP on a time scale. Namely, F(t, ·) is said to be OSP if there exists a Perron function V (·, ·) such that, for every f x ∈ F(t, x), there exists f y ∈ F(t, y) such that
In this case, however, it is difficult to prove a meaningful version of the Filippov-Pliss lemma, although the following theorem is true. 
While c = max{τ -t : [t, τ ] ⊂ T}. Clearly every g i (·) is one-sided Lipschitz with a constant . Therefore H(t, ·) is OSL with a constant  on any point (t, x) with t ∈ T rd and it is  on any point (t, x) with t ∈ T rs .
satisfies all the assumptions of Theorem .. Then clearly system (.) with t  = , T =  and x  =  satisfies the conditions of Theorem .. Now we discuss the closure of the solution set for system (.) when F(·, ·) is almost continuous and not necessarily convex-valued. Notice that we only show some further studying directions.
Clearly the closure of the solution set of (.) is not the solution set of
The following theorem holds true.
Theorem . Let F(·, ·) be almost continuous with compact values. Suppose that F holds.
The closure of the solution set of (.) is a subset of the solution set of
where
Proof Let x m (·) be a sequence of solutions of (.) such that x m (t) → x(t) uniformly on I. 
L  strongly and passing to subsequences for a.a. t ∈ I. Clearly its restriction to I g I (t) ∈ coF(t, x(t)) for a.e. t. Notice that every g ( ·) is constant on [t, σ (t)], the latter is not a single point in the case t ∈ I rs . Since I rs is countable, then it is easy to show that in g(t) ∈ F(t, x(t)) for a.a. t ∈ I rs . Consequently,
g(t) ∈ H(t, x(t)).
It will be interesting to prove or disprove the following conjecture, which is an analogue of the very important in the optimal control relaxation theorem. We hope that the reader will be able to prove this conjecture.
Conclusion
In this paper we prove a Filippov-Pliss type theorem for time scale dynamical inclusion, when the right-hand side satisfies the well-known Lipschitz condition on the state variable. Afterward we extend the one-sided Perron condition to time scale systems. The FilippovPliss lemma is then extended to OSP dynamical inclusions.
Notice that we have to distinguish the right dense and right scattered points in the Filppov-Pliss lemma and relaxation theorem. The conditions are different than in the case of continuous systems.
We prove also the existence of solutions to so-called almost LSC dynamical inclusions and pose a conjecture that a variant of the so-called relaxation theorem is true. Now we discuss some open problems.
Almost LSC problem
It seems that the following result is true.
Proposition . Let F(·, ·) be almost LSC with closed nonempty values. Under F the dynamical inclusion (.) admits a solution.
Proof (Idea). Consider the compacts I k as in the previous proof, where F(·, ·) is LSC on I k × R n . Let N be from Remark .. Consider the cone K N = {(t, x) ∈ I × R k : |x| ≤ (N + )t}.
It is well known that every LSC multifunction has a N+ continuous selection, i.e., selection f (t, x) ∈ F(t, x) such that f k (t i , x i ) → f k (t, x) if I k t i → t and |x i -x| ≤ (N + )(t i -t) (see, e.g., Lemma . in [] ). Define the multifunction G k (t, x) = ε> cof k ((t -ε, t + ε) ∩ I k , x + εB). Clearly G k (·, ·) is USC on I k × R n . Let G(t, x) = G k (t, x) as t ∈ I k , k = , , . . . , and G(t, x) = {} otherwise (see, e.g., [] ). Consequently, G(·, ·) is almost USC, and hence the dynamical inclusion x (t) ∈ G t, x(t) , -a.e. t ∈ I, x(t  ) = x  has a solution y(·).
Dealing as in the proof of Lemma . of [] (see also [] ), one can try to prove that y(·) is also a solution (.). The obstacle is that we work with right dense points.
