For control systems that model electro-hydraulic servo-actuators, the possibility of stabilization by a linear stationary feedback low is analysed. It is also shown that, when this is possible, equilibria exhibit also asymptotic stability with respect to some relevant state variables.
A natural setting for the study of various properties of a hydraulic servomechanism is a fourdimensional nonlinear system of ordinary differential equations. Among other sources [1] [2] [3] [4] [5] a detailed presentation of the model can be found in [6] . Stability analysis of the equilibria in this model shows that instability can occur within the prescribed ranges of the parameters. To avoid this, one considers controlled electro-hydraulic servo-actuators that are modeled by five dimensional control systems of ordinary differential equations. One of these, introduced in [7] for aviation servomechanisms, is the following:
where x 1 is the load displacement, x 2 is the load velocity, x 3 and x 4 are pressures in the cylinder's chambers, x 5 is the valve position and u is the control variable. The constants involved are: m, the equivalent inertial load of primary control surface reduced to the actuator rod; f an equivalent viscous friction force coefficient; k, an equivalent aerodynamic elastic force coefficient; S, the effective area of the piston; V 0 , the cylinder semivolume; p a , the supply pressure; C = c d w 2 ρ with c d = volumetric flow coefficient of the valve port, w = valve port's width, ρ = oil volumetric density; B, the bulk modulus of oil; τ , the time constant of the servovalve; and k v , a proportionality coefficient relating the input voltage to servovalve with valve displacement.
Denote by x 0 the input to the system, |x 0 | < V 0 S . One of the main requests on servomechanisms concerns x 1 following x 0 as closely as possible. With this in mind we introduce, for p ∈ (0, 1),
We are especially interested in those x 0 and p that yield an unstable equilibrium in the case of uncontrolled systems (see [6] ). Substituting into (1) we get
where u will now depend on y 1 , . . . , y 5 , u(0) = 0. We look for a feedback linear controller to stabilize the zero solution in (3) (see [8] ). This will result in the following form of the fifth equation in (3):
The Jacobian matrix in zero for (3), A, has λ = 0 in its spectrum so we face again the same critical case as in [6] , and we follow the approach in [9] .
Suppose that the other four eigenvalues of A satisfy Re λ < 0. We perform first a transformation that brings the linear part in (3) to a canonical form.
If w = (w 1 , w 2 , w 3 , w 4 , w 5 ) is a solution ofẇ = Aw we look for α 1 , α 2 , α 3 , α 4 and α 5 such that
A new system results:
where y = (y 1 , y 2 , y 4 , y 5 ) t and f = (
Note that there are no linear terms in g in its Taylor expansion around zero and that ∂( f 1 , f 2 , f 3 , f 4 ) ∂(y 1 ,y 2 ,y 4 ,y 5 ) (0) = 0 by the assumption we made on σ (A). The Implicit Function Theorem assures that we can solve the system f (y 1 , y 2 , y 4 , y 5 , ζ ) = 0
to get the solutionỹ 1 
, and, again, there are no linear terms in the equation for ζ and F contains the terms of order greater or equal to two. Note also that σ (B) is contained in the left open halfplane. System (8) is thus in the situation covered by the Lyapunov-Malkin Theorem [9] , Ch. IV, Section 34: the equilibrium ξ = 0, ζ = 0 is stable and every solution that starts close enough to it satisfies lim t→∞ ξ(t) = 0 and lim t→∞ ζ(t) = a, a real constant. We will sketch the proof of these facts for the convenience of the reader. The general case is proved in [9] , Ch. IV, Section 34. Since Re λ < 0 ∀ λ ∈ σ (B) there exists a positive definite quadratic form [9] , Ch. III, Sections 20-21). We introduce new state variables through v i (t) = e αt ξ i (t), i = 1, . . . , 4, where α is a small positive constant to be chosen later. Then, for i = 1, . . . , 4,
The Lie derivative of V (v 1 , . . . , v 4 ) along (9) is equal to
We choose α small enough so that 2αV (v 1 , . . . , v n ) − 4 i=1 v 2 i be negatively defined. Since in F i we have only terms of order equal to or greater than two we infer from (10) that d dt V [v 1 (t), . . . , v n (t)] is 
Then
and it follows that
for some positive K . Since
it follows from (12) that |ζ(t)| < |ζ(0)| + K ε α . A standard argument shows now that T = ∞ so the equilibrium ξ = 0, ζ = 0 is stable by Lyapunov. From (11) we infer that lim t→∞ ξ i (t) = 0, i = 1, . . . , 4 and from (13) (and (12)) that lim t→∞
Case study
We specialise the coefficients in (3): k = 10 5 N/m, m = 60 kg, S = 10 −3 m 2 , B = 6 × 10 8 N/m 2 , C = 2.47386 × 10 −5 m 4 /kg, f = 3000 N s/m, p a = 2 × 10 7 N/m 2 , V 0 = 3 × 10 −5 m 3 , p = 0.5, x 0 = −0.015 m. We take in Eq. (4) a 1 = −1, a 2 = a 3 = a 4 = 0, a 5 = −1.
The characteristic polynomial of A is
where b 1 = 51, b 2 = 890 606, b 3 = 890 556 and b 4 = 7.3313 × 10 7 . Then b 1 b 2 − b 3 = 4.45303 × 10 7 and b 1 b 2 b 3 − b 2 3 − b 2 1 b 4 = 3.9466 × 10 13 . The Routh-Hurwitz criterion ensures that the roots of P different from the zero one are in the open left halfplane. We take α 1 = 1, α 2 = α 5 = 0 and α 3 , α 4 result nonzero with α 3 + α 4 = 0. The solutions of (7) are h 1 (ζ ) = 0, h 2 (ζ ) = 0, h 3 (ζ ) = 1 α 3 +α 4 ζ , h 4 (ζ ) = 0, so ξ 1 = y 1 , and then lim t→∞ y 1 (t) = 0. This, by (2), implies lim t→∞ x 1 (t) = x 0 . The behavior of system (3) when u = − τ k v y 1 + 1−τ k v y 5 is simulated in Fig. 1 .
