Much of what we know about cognitive mapping comes from observing how biological agents behave in their physical environments, and several of these ideas were implemented on robots, imitating such a process. In this paper a novel approach to cognitive mapping is presented whereby robots are treated as a species of their own and their cognitive mapping is being investigated. Such robots are referred to as Albots. The design of the first Albot, Albot 0 , is presented. Albot 0 computes an imprecise map and employs a novel method to find its way home. Both the map and the returnhome algorithm exhibited characteristics commonly found in biological agents. What we have learned from Albot 0 's cognitive mapping are discussed. One major lesson is that the spatiality in a cognitive map affords us rich and useful information and this argues against recent suggestions that the notion of a cognitive map is not a useful one.
Introduction
A problem in modeling spatial cognition concerns how a biological agent, be it an ant, a rat, or a human, comes to know its environment. From an initial perception of the environment to its exploration, what is computed and how? Of much interest is the notion of a ''map-like'' representation, commonly referred to as a cognitive map, and its process, cognitive mapping. Since the seminal work of Tolman (1948) , Lynch (1960) , and O' Keefe and Nadel (1978) , researchers with disparate backgrounds have worked to understand the nature of cognitive mapping. Among them is the recent modeling of cognitive mapping using robots-the topic of this paper (see also Jefferies & Yeap, 2008) .
The development of more powerful and cheaper autonomous mobile robots has enticed researchers to use them for testing the animal ⁄ human cognitive mapping process. These studies investigated at the system, neural, and symbolic levels. At the system level, the robot is created with physical aspects (usually the sensors) similar to that of an animal or an insect. For example, Lambrinos, Moller, Labhart, Pfeifer, and Wehner (2000) created a robot that perceives and finds its way like an ant. At the neural level, the focus is simulating the neural substrate of the brain involved in cognitive mapping. Examples of work in this area include Milford and Wyeth (2007) , Barrera and Weitzenfeld (2008) , and Hafner (2008) . At the symbolic level, interest is in abstract algorithms for cognitive mapping. Examples of such work include Chown, Kaplan, and Kortenkamp (1995) , Jefferies, Baker, and Weng (2008) , and Beeson, Modayil, and Kuipers (2010) .
One perceived difficulty when using robots to model cognitive mapping is that robotic systems have different sensors with limited interpretation of their sensory data. This makes it difficult to develop a cognitively realistic model. While the systems approach somewhat overcomes this problem, their robots are difficult to build and they have only been able to match the senses of lower animals and insects. In this paper, I discuss a novel symbolic approach using robots to study cognitive mapping that does not suffer from this drawback. I have been developing this approach over a number of years with my students and coworkers Wong, Yeap, & Sapiyan, 2005; Yeap, Wong, & Schmidt, 2008) . It treats each robot, with its own unique set of sensors, as belonging to a new species that is allowed to wander autonomously and perform its own cognitive mapping, just like any other species. I refer to them as the Albot species and each individual member as Albot n . The research goal is to create an appropriate cognitive mapping process for each Albot.
The challenge is that, while one can develop a robot to map its environment, there is no guarantee that the robot produced is an Albot, that is, a robot doing cognitive mapping as opposed to robot mapping. The latter kind of mapping does not tell us about cognitive mapping. How do we know that what is implemented is cognitively plausible or relevant? The ideal way is to demonstrate that the same algorithm is being utilized in some biological agent. Unfortunately, we lack a direct mechanism to do this. Furthermore, despite numerous investigations into the nature of cognitive mapping and cognitive maps, these notions remain poorly understood (Bennett, 1996) . The lack of a clear definition and method of proof make the task of designing Albots a difficult one.
How then are Albots developed and what are they like? The remainder of this paper expounds upon this new approach by presenting Albot 0 , the first in the series. We then discuss the lessons learned from Albot 0 's cognitive mapping and conclude with a glimpse of the development of Albot 1 .
Albots and related approaches
Albots are created to investigate cognitive mapping at the robot level. In this section, I distinguish Albots from other robots used to study the mapping problem and argue why Albots are cognitively relevant. As all these works share a common mapping problem, this section concludes with a discussion of the possibility of cross-fertilization among these research areas.
There are two approaches related to Albots. I refer to them as the simulation and general robotics approaches. In the simulation approach, robots are used as a medium for implementing theories about cognitive mapping. Implementation grounds theory in the real world. Given that robot sensors are different and there is no definitive criterion to decide whether an algorithm is cognitively plausible, many researchers seldom attempt to compare their algorithms with what nature might have discovered. Instead, they focus on building a working system that embodies a theory of cognitive mapping. Thus, many rightfully claim their work to be cognitively inspired rather than cognitively plausible. Two recent examples of such work include MFIS theory of and hybrid SSH theory of Beeson et al. (2010) .
The simulation approach is thus a close relative to the Albot approach in that both attempt to implement theories of cognitive mapping using robots. However, unlike the simulation approach, creating Albots is about finding answers to questions about cognitive mapping. The significance of the Albot approach thus lies in its explanatory power rather than its demonstrative power. For example, consider Beeson et al.'s (2010) implementation of a local perceptual map (henceforth referred to as the BMK's approach). When moving about its environment, an autonomous system, robot or biological, needs to integrate successive spatial views to form a local global map of its surroundings. BMK implemented a method developed by robotics researchers and which is aimed at computing an accurate global metric map. If such a method is used to compute a perceptual map, why does this map not become the cognitive map itself? BMK argue against it because they claim that the method is not reliable when the environment experienced becomes too large. Furthermore, their theory claims that a topological representation more efficiently represents a cognitive map. Yet the essence of the method used is to compute a large accurate global map, and more recent algorithms have been developed which are performing well for large environments (Durrant-Whyte & Bailey, 2006 ). BMK's restriction of its use to compute a small global map is thus more for implementation reasons than cognitive ones.
From a cognitive perspective, could such an algorithm be used in biological systems? Could the biological systems, following BMK, restrict the use of such an algorithm to computing a small global map? Or could a cognitive map, for some lower animals, be a large global map? Most important, could we demonstrate, using an Albot, that a more cognitively plausible algorithm is possible? If so, this can provide clues as to the nature of this representation. While many researchers do not believe that a cognitive map is a large global map, others working on spatial updating consider a cognitive map to be a global map with an allocentric frame of reference (e.g., McNamara, Rump, & Werner, 2003; Wang & Spelke, 2000) . This confusion in the literature regarding what is a cognitive map might be resolved by exploring how such a map is computed and developing a theory of perceptual mapping.
Creating an Albot to solve a similar problem but with its simpler perceptual system might help us to better understand what is needed in such a theory. It is important to emphasize that one is not looking for a solution that is, say, more efficient than the robotics approach but rather one which is more consistent with findings from studies of biological systems. This is the essence of the Albot approach.
In the robotics approach, researchers are concerned with developing efficient methods to compute a map of the physical environment. While these researchers are not concerned whether their solution is cognitively plausible, they, like the Albot researchers, are involved with developing solutions for robots to do mapping. Although there is no expectation that these robotic solutions will be related to cognitive mapping, it is nonetheless an example of how the mapping problem could be solved. This often provides a useful starting point for developing Albots. Similarly, while the solutions to the mapping problem discovered using Albots might not be suitable for a robot, they too provide an alternative method for considerations. Nature develops powerful solutions to its problems. As more autonomous humanoids are developed (Michel et al., 2006) and as autonomous robots perform increasingly varied tasks, nature's solutions might be ideal even for robots.
In summary, the robotics approach is about efficiency, the simulation approach is about implementability, and the Albot approach is about an explanatory power. Viewed this way, opportunities for cross-fertilization become clear. Using the Albot approach, one can discover how to solve the mapping problem given a specific set of constraints, which robotics researchers could then optimize. Robotics researchers have provided solutions to the mapping problem which Albot researchers could consider. Simulations of cognitive mapping theories can highlight issues that require more careful analysis, while results from Albot experiments can help reshape theory. The two different approaches of building robots to map their environment, that is, robotic versus cognitively inspired, can provide mutually beneficial insights into building complex systems with mapping capabilities. Fig. 1 illustrates this three-way exchange of ideas.
Creating Albots-The basic idea
An Albot is an artificial creature (i.e., robot) created for investigating the nature of cognitive mapping. Its advantages are two-fold. First, it is a much simpler system (compared to natural species) and one could thereby use it to isolate and focus on the study of some particular issues of cognitive mapping. Second, it forces one to investigate cognitive mapping issues arising from one's perception of the environment. This aspect of cognitive mapping has rarely been studied and it is important to do so (Yeap & Jefferies, 2000) . This section looks at the basic idea of creating an Albot-what issues are to be investigated and why.
Past observations about cognitive maps came mainly from behavioral studies of a wideranging number of biological agents. (For general reviews of such work, see Downs and Stea 1973; Gallistel 1990; Poucet 1993; Golledge 1999.) This research has suggested, in general, a representation with a rich structure consisting of many interesting features. A cognitive map is thus more than a memory of the spatial location of objects perceived. For example, the map is often said to contain information about paths ⁄ routes, landmarks, shape ⁄ geometry of local space, and hierarchies of place representation. The information in it is known to be imprecise and incomplete and yet biological agents appear to use it effortlessly to return home, to orient to unseen locations, and, if needed, to create short-cuts or find new paths. At a more abstract level, significant events that happened in a place are remembered, functions of places are recognized, and habitual routines through the environment are established.
However, how such knowledge emerges from our perception of, and experience in, the physical environment remains little known. For example, how and when are landmarks formed? What is a place? What is a map-like representation? How does the geometry of each local space visited become part of the path traversed? If our map is incomplete, what is remembered and why? How could one use an incomplete and imprecise map to find one's way home? What kind of representation is needed to support short-cuts and the discovery of new routes?
Albots are created specifically to help find answers to these questions. Their representations of the environment are perceptually driven and each Albot may implement a very different perceptual system. As such, each Albot could be used to investigate those features of cognitive maps that are computable from the information made explicit in its perceptual system. Albots are thus not created just to demonstrate how cognitive mapping is implemented in an artificial system. For example, consider again the problem of computing a local global map as discussed in the previous section. Its underlying problems are how different views are integrated to form such a map, and how such a map could eventually lead to the construction of a cognitive map that has imprecise and incomplete information. To study this problem, one could create an Albot whose perceptual system uses a laser sensor as its primary sensor (see the discussions of Albot 1 below). This choice may be made because it makes explicit the key information needed to study this problem, that is, the spatial layout of the surfaces in view. This contrasts with an emphasis on investigating how cognitive mapping, in general, could be implemented in a robot equipped with laser sensors. The latter would draw the kind of criticisms mentioned earlier (such as the dissimilarity of sensors and the lack of conceptual knowledge).
Another example of an Albot is one created to address an even more fundamental question about cognitive maps: its imprecise nature. Much has been said about a cognitive map being an imprecise representation, but what exactly does this mean? Could one still use such a map to move about in one's environment? In robot mapping, researchers strive for accurate spatial maps to avoid the challenges this would introduce, especially when no other useful information (such as objects being recognized) is available. So how does a biological agent use such a map to solve many of the spatial tasks observed? Some researchers working with biological agents have begun to argue that other non-spatial information is used, and that such a map does, in fact, not exist (Benhamou, 1996; Bennett, 1996; Foo, Warren, Duchon, & Tarr, 2005; Mackintosh, 2002) . As we shall see below, Albot 0 is created to address this question. It uses sonar sensors to create a highly imprecise representation of its environment, and the problem of using such a representation to find one's way home is then investigated.
Once a cognitive map is computed using an Albot, it is important to show how the map is used to reproduce the same kind of spatial behavior as observed in biological agents' use of their cognitive map. Without doing so, and as already highlighted in our earlier discussion of the implementation of the local global map, the map computed might not be a cognitive map. Thus, in addition to conducting experiments showing how each Albot computes its map, it is also important to conduct further experiments to show how each Albot uses it to perform spatial tasks typically performed by biological agents. Some of these tasks include finding one's way home, finding short-cuts, finding novel paths, and having the ability to orient toward hidden goals. Note that these tasks are easily solved using a complete and precise map but, again, it is important to stress that one's cognitive map is incomplete and imprecise. Biological agents' performances in these tasks show limitations. For example, some subjects find it difficult to orient to familiar locations and some fail to find short-cuts. Some learned reasonably accurate metric knowledge quickly while others could not (Ishikawa & Montello, 2006) . Could such behavior be reproduced? If so, it may provide some much needed insights about cognitive mapping. This is because existing debate on the nature of cognitive mapping has been based upon one's inference as to what a cognitive map is from the behavior observed. Doing so, one could easily mistake what map is actually used by the biological agent in question. With Albots, one could discuss these cognitive mapping issues with precise knowledge of what the process is and what map is being computed.
In summary, when creating an Albot, one needs to address three key questions: (a) what features ⁄ issues of a cognitive map are being investigated; (b) what kinds of algorithms are available for computing the cognitive map; and (c) what kinds of spatial behavior could be generated? Unlike those who aim to reproduce the algorithms used in some natural species (such as the ants [Lambrinos et al., 2000] ), both the map and the algorithms developed in an Albot need not be exactly the same as those found in some biological agents. Albot is a new unique species and one can expect its algorithms to differ due to the way it perceives and moves about the environment. As long as the questions addressed are those raised in the studies of cognitive mapping and the key information used to compute the map is the same as those utilized by biological agents, then that Albot is said to compute a cognitive map. It is in this sense that the implementation of an Albot is cognitively relevant. After all, different species could use the same sensors (e.g., vision) in different ways and compute a cognitive map based on their own need to survive.
Albot 0 -An example
The ''birth'' of Albot 0 was an afterthought. Initially, together with my coworkers and students, I was testing my computational theory of cognitive maps (Yeap, 1988 (Yeap, , 2007 Yeap & Jefferies, 1999 ) using a mobile robot. One idea of my theory was that cognitive mapping begins with learning of a network of local spaces (or what I referred to as a network of absolute space representations or ASRs). We asked: How can a robot compute a similar network of ASRs as its cognitive map? Robotics researchers have been developing algorithms for partitioning the environment into smaller spaces (for a review, see Yeap & Jefferies, 2000) . However, these researchers transformed the problem into what they called simultaneous localization and mapping (SLAM; for a recent review, see Thrun, 2008) . They are primarily concerned with the robot not getting lost, for example, when it re-visits a familiar part of the environment, it should recognize it. This is achieved by knowing its position in the map. Consequently, much of their effort is focused on correcting errors in sensor measurements.
However, biological agents are not typically reported in the cognitive mapping literature to use an accurate metric map. Insects, notably ants, come close but they only tally the distance traversed to do path integration. Nature ''tells us'' we don't need a metric map. Thus, our challenge was to compute a network of ASRs from sensor measurements as they are, without error correction. What kind of a map could we compute; could it be useful? To make it challenging, we equipped our robot with only sonar sensors and an odometer. Both are known to be highly inaccurate and this will insure that whatever map is created will be fuzzy and one could not read off from the map the precise location of where one is. As the map created will be rough, a solution for finding its way home must make strategic use of the available spatial information. We successfully created an algorithm for the robot to compute a network of fuzzy ASRs and an algorithm to find its way home using these ASRs. The developed algorithms showed characteristics of cognitive mapping observed in biological agents. For example, the map computed is fuzzy and a different network of ASRs is computed depending on whether the robot traveling away from or toward home. The returning-home algorithm made use of information found in cognitive maps, specifically exit and distance information derived from the spatial extent of each local space visited.
Although not ready to perform the amazing feat of the laboratory rat in a maze, this robot demonstrates that a spatial map computed from an almost featureless environment can be used to solve the cognitive mapping task of returning home. The question we asked and the experiments conducted represent the essence of what I now describe as the Albot approach to cognitive mapping. This robot has thus become the first robot in the Albot series and is described here as Albot 0 . Technical details of Albot 0 can be found in Schmidt, Wong, and Yeap (2007) , Wong et al. (2007) , and Wong (2009) .
The robot
The robot used is a Pioneer 3DX mobile robot (from MobileRobots Inc., Amherst, NH, USA). It is equipped with a ring of eight sonar sensors and an odometer. With sonar, little is perceived when the robot is motionless. To create a ''view,'' Albot 0 must move from one part of the environment to another. Albot 0 moves until it encounters an obstacle, then stops, turns, and moves forward again. Sonar data collected from each start-stop movement constitute its view of the environment. Fig. 2 shows Albot 0 's environment, a typical path through it, and the sonar points obtained. These points are grouped together to form lines of surfaces in the environment.
The map
For each view, Albot 0 computes a shape of its local space by connecting surfaces perceived on each side of the path to form boundaries. The perceived surfaces are viewed at four resolutions. Surfaces of the highest resolution (i.e., largest surfaces) are grouped together to form an initial boundary. For each side, if the total length of the collected surfaces is more than 70% of the path traversed, then the boundary is accepted as the boundary of the current local space. Otherwise, surfaces of lower resolutions are added iteratively to form the boundary. The 70% criterion is arbitrary and emphasizes that we only need a rough description of the boundary.
Local spaces derived from each subsequent view need to be combined to form a view-independent description of the current local space in which the robot is enclosed. This representation is what I called an ASR. As Albot 0 moves, these local spaces are split to form different ASRs or merged into one ASR. Fig. 3 shows an example each of a split and a merge situation in an initial network of local spaces computed while exploring the environment of Fig. 2 . In region A, where Albot 0 enters an open space from a corridor and exits into another corridor, the local space computed is split into three different ASRs. In region B, five local spaces resulting from zigzag movements down a corridor are combined to form a single ASR.
The journey home
To find its way home using the map created, Albot 0 could not rely on the shape of the ASRs computed. Furthermore, it could not rely on counting the number of ASRs computed. In the homeward journey, one could possibly produce more or fewer ASRs given different perspectives along the path traversed. This makes Albot 0 's behavior more cognitively interesting. Taking a cue from animal behavior, we sought and developed an algorithm for returning home based on traversed distance and orientation between adjacent ASRs. The latter is not expected to be very useful in this environment (i.e., no sharp turns), but it generally enhances determination of Albot 0 's location in its homeward journey. We found that one effective measure of distance is the straight line distance traversed in each ASR, from its entrance to its exit. Measured in this way, Albot 0 remembers the total distance traversed in the outward journey and as it returns home, it travels the same distance, calculated from the ASRs computed in the homeward journey.
For example, consider the maps computed in Fig. 4 . Each pair of dots indicates the entrance and exit of an ASR. Distances measured from the zig-zag movements of the robot in between dots are not reliable to use for returning home. Instead, the sum of straight line distances measured between dots is used. This algorithm compares the distance d traveled when returning home, as measured in ASR lengths taken from the intermediate map (Fig. 4 , right map) computed on the return journey, to the ASR lengths taken from the map computed in the outward journey (Fig. 4, left map) . This enabled Albot 0 to return home in 80% of >20 trials in the corridor of the environment shown in Fig. 2 (Wong, 2009, p. 102) . In another experiment, Albot 0 went through the large empty room in the middle of the environment and returned home in 70% of >10 trials (Wong, 2009, p. 114) . One trial of this experiment is shown in Fig. 4 .
Discussion
Albot 0 was created to study the imprecise spatial nature of cognitive maps. A cognitive map gives a broader sense of where things are in one's environment, and it can be used to find short-cuts (O' Keefe & Nadel, 1978; Tolman, 1948) . Yet the precise nature of this map and how it is derived from one's experience of the environment remain unclear (Mackintosh, 2002; Yeap & Jefferies, 2000) . Furthermore, questions have been raised about whether animals, and even humans, have a cognitive map (Benhamou, 1996; Bennett, 1996; Foo et al., 2005; Mackintosh, 2002) .
Using Albot 0 , it was shown how an imprecise spatial map is computed for a robot equipped with sonar sensors. It was also shown how Albot 0 acted like other species, exploring its own kind of environment (i.e., a corridor) and returning home after each exploration. Two steps are found to be important for Albot 0 to create its spatial map. First, ''lar- ger'' surfaces perceived in each view are remembered and used to construct a rough shape of the current local space visited. Second, a ''split and merge'' algorithm is used to turn these spaces into a view-independent description. Due to its poor sensors, the map computed by Albot 0 is crude; the map has inaccurate position information of the surfaces in it and an inadequate description of the shape of each local space for later recognition. Yet it was shown that the map affords useful distance information, as measured between entries and exits of local spaces, enabling Albot 0 to find its way home. Although researchers working on cognitive mapping emphasize the use of distance information, their focus is primarily on the biological agents' knowledge of distance between known points in space (such as the location of a food source or a hidden platform and ⁄ or between known objects ⁄ landmarks) and ⁄ or how they use distance information for path integration. Few have considered it as information implicitly available in a spatial map or considered how the distance between the entry and exit of a local space may be useful for navigation.
That Albot 0 's rough spatial map of its environment is found to be useful for returning home indicates that rich and useful information could be found in a cognitive map. For biological agents using sensors superior to Albot 0 's, one expects a richer and more useful map to be computed. If so, this conclusion is in contrast with those that argue against the very idea of cognitive maps (Benhamou, 1996; Bennett, 1996; Mackintosh, 2002) . These critics suggested the use of path integration, possibly together with recognition of some landmarks and the use of other non-spatial reasoning (see below), as an alternative. While this alternative is plausible, and might even be adequate to explain animals' behavior in mazes, Albot 0 's cognitive mapping shows that one cannot rule out the use of a cognitive map even in such situations. This is because Albot 0 's map is computed as a result of exploring environments with few distinguishing features.
In many cognitive mapping experiments, subjects-people, rats, or other species-are trained in one or more fixed routes to a goal, and their spatial memory is later tested in terms of their ability to locate one or more of these goals. Much of what happens in the journey is usually ignored (unless they are trained to take note of some landmarks ⁄ objects along the path). While the task performed is spatial, some researchers have, rightly so, argued that these experiments do not rule out the subjects' use of other non-spatial methods or spatial methods that do not require a map to perform the task. For instance, in deciding where to search for food next in a radial arm maze, rats may have considered only which alley they have not visited before rather than by using a spatial map of places marked visited and not visited (Brown, 1992; Brown & Drew, 1998) . Similarly, when searching for a hidden platform in the popular Morris water maze, the rats may have figured out where the platform is from directly perceiving the maze itself as opposed to from their spatial memory of the whole environment experienced (Benhamou, 1996) . Even for the acid test for cognitive mapping, the ability to find short-cuts could be due to path integration rather than spatial reasoning involving a cognitive map (Bennett, 1996) .
These critical reviews and Albot 0 's cognitive mapping highlight a serious lack of consideration in many of these experiments regarding what spatial information is truly afforded in a cognitive map. Failing to do so, these experiments have not properly evaluated the subjects' use of their cognitive maps. Thus, future experiments must focus on testing the spati-ality in cognitive maps. Classic examples of such experiments include Cheng's (1986) work with rats locating food in a rectangular enclosure and Menzel, Brandt, Gumbert, Komischke, and Kunze's (2000) work with honeybees that does not require them to learn a fixed route to a feeding station. The former showed that rats pay attention to the geometrical shape of the room, and the latter showed how honeybees do have a spatial memory of their surroundings. These experiments are not easy to design. Designing future Albots will help provide further insight and ideas for experimentation.
When wandering in a corridor-like environment, the map serves Albot 0 well; it enables it to return home. However, it does not allow Albot 0 to take short-cuts, and it does not support Albot 0 wandering into more complex environments. Many earlier comments on our work have pointed out that the success of our algorithm is very much due to the peculiar nature of our test environment-Albot 0 rarely wanders out of the corridor. Consequently, many (particularly robotics and AI researchers) have pointed out that our algorithm is limited and would fail in more complex environments. There is little doubt that Albot 0 is basically moving through a corridor and it could not ''survive'' beyond a corridor-like environment. But then, neither could, say, an ant be able to find its way home if it is purposely displaced in its journey nor could a blind mole rat survive if it is taken out of its complex underground burrows. It is important to stress that the development of Albot 0 is not about finding an efficient algorithm for it to wander in highly complex environments. Nor is it about comparing its performance with other robots in the hope of finding the best robotic algorithm. Instead, we observe Albot 0 's cognitive mapping behavior in its own environment and discuss the insights gained about cognitive mapping in general. Like a fish that evolves to live in water and a desert ant in a desert, Albot 0 is created to ''live'' only in a corridor environment. Furthermore, like biological agents, Albot 0 can sometimes get lost, although, unlike biological agents, Albot 0 does not have other means to help it re-locate home when it is lost. This can be one of the challenges for designing future Albots.
Conclusions and future work
A novel robotic approach for investigating cognitive mapping is presented, whereby robots are created with built-in cognitive mapping. Such robots are referred to as Albots. Albot 0 is the first such robot and it exhibited the following characteristics of cognitive mapping: (a) having an imprecise map, (b) the way the map is computed is dependent on the direction of travel, and (c) much use is made of the distance information between exits to return home. Experience with Albot 0 suggests that one should not rule out the use of a spatial map in animals. It also suggests that future experiments designed to test for such maps using biological agents must demonstrate that these subjects do use the spatial information in such a map. An example of such information is the distance between entrance and exits of each local space.
Albot 0 is equipped with sonar sensors to investigate how a fuzzy view of the world can give rise to a useful cognitive map. By replacing or augmenting the sonar sensors with other kinds of sensors, one can create different Albots to investigate different aspects of cognitive mapping. For example, laser-ranging could be used to investigate how a perceptual map is computed (as discussed earlier), and vision could be used to investigate the effect of object ⁄ landmark recognition. My students and I have begun work on the former problem, assigning the task to Albot 1 . Briefly, we note that SLAM produces a class of solutions that focuses on integrating successive views to form a global representation. Its key idea is to compute precise location information via some mechanisms to correct errors in sensors. Consequently, one knows where one is by reading off one's location in the map computed. As noted, it is unlikely that biological agents know the precise locations of where things are and one's co-ordinate position in one's map. Rather, they know where they are via recognizing familiar objects in view. We are currently exploring the following idea: A single view of the environment should be sufficient to tell us where things are and one does not need to update its description until one moves out of it. As one moves in the space afforded in the initial description, one knows where one is by recognizing familiar objects perceived earlier.
The question remains as to how such a view is updated and what kind of a perceptual would result. This is currently being investigated.
