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When processing data, a principal aim is to maximize in-
formation inferred from a data set by minimizing the expect-
ed postprocessing uncertainties on parameters of interest.
Nonlinear statistical experimental design SED methods can
be used to find optimal trace profiles for processing ampli-
tude-variation-with-angle AVA surveys that account for all
prior petrophysical information about the target reservoir.
Optimal selections change as prior knowledge of rock param-
eters and reservoir fluid content changes, and which of the
prior parameters have the greatest effect on selected traces
can be assessed. The results show that optimal profiles are far
more sensitive to prior information about reservoir porosity
than to information about saturating fluid properties. By
applying ray-tracing methods, AVA results can be used to
design optimal processing profiles from seismic data sets
for multiple targets, each with different prior-model
uncertainties.
INTRODUCTION
Huge sums of money are invested every year in geophysical sur-
eys and experiments. Prior to data collection, every survey or ex-
eriment must be planned. After the raw data have been collected, a
ata-processing workflow is designed and performed to infer prop-
rties of the earth’s subsurface. These planning stages take into con-
ideration any physical and logistical constraints that place bound-
ries on the types of experiments that are feasible and on the range of
pplicable processing techniques. Within these constraints, maxi-
izing the amount of information recorded during the experiment
nd inferred postprocessing often trades off with minimizing cost.
or this reason, optimizing designs of experiments in terms of cost,
ogistics, and the information which the experiments are expected to
rovide becomes of critical importance to maximizing return on in-
estment Maurer and Boerner, 1998; Curtis and Maurer, 2000.
Statistical experimental design SED is a field of statistics devot-
Manuscript received by the Editor 12 May 2009; revised manuscript receiv
1University of Edinburgh, School of GeoSciences, Grant Institute, and E
-mail: t.e.guest@sms.ed.ac.uk; andrew.curtis@ed.ac.uk.
2010 Society of Exploration Geophysicists.All rights reserved.C37d to developing methods of designing experiments to maximize in-
ormation, typically by minimizing the predicted postexperimental
ncertainties on parameters of interest while satisfying other practi-
al constraints. However, in many of the geosciences, the design
rocess is typically carried out by using relatively inaccurate heuris-
ics rules of thumb rather than SED methods. In geophysics, in
hich enormous sums are spent on data collection, formal SED the-
ry has been used only to optimize designs in certain cases: design-
ng of tomographic surveys Barth and Wunsch, 1990; Curtis,
999a, b; Curtis et al., 2004, earthquake monitoring surveys Kijko,
977a, b; Steinberg et al., 1995; Rabinowitz and Steinberg, 2000;
interfors and Curtis, 2008, microseismic monitoring surveys
Curtis et al., 2004, resistivity surveys Maurer et al., 2000; Stum-
er et al., 2004; Furman et al., 2004; Furman et al., 2007; Wilkinson
t al., 2006; Coles and Morgan, 2009, geologic expert elicitation
rocesses Curtis and Wood, 2004, time-lapse surveys Olden-
orger et al., 2007; Ajo-Franklin, 2009; Oldenborger and Routh,
009, and amplitude-versus-offset experiments van den Berg et
l., 2003; Guest and Curtis, 2009. See Curtis 2004a, b for a review
f SED related to the geosciences.
No one has yet applied SED to design industrial-scale surface-
eismic surveys or their postacquisition processing. This paper takes
significant step in that direction by showing how to select optimal
ata subsets to process after an experiment or survey has been per-
ormed, to maximize the information inferred from the recorded data
hile minimizing processing cost.
We treat the problem of data subset selection or design in the SED
ramework because those methods are equally applicable in this con-
ext. Optimal experimental design methods can be used 1 to plan
he data-collection phase so that unnecessary data that provide little
nformation are not recorded, or 2 in the data-processing phase, in
hich only the recorded data that provide significant information
bout the parameters of interest are selected and processed. The term
ptimal design, used subsequently, can refer to designing the survey
r designing the data subset for processing.
To design experiments optimally requires an understanding of the
hysical relationships linking the recorded data and postexperimen-
al parameter uncertainties Box and Lucas, 1959; Atkinson and
ebruary 2010; published online 22 September 2010.
h Collaborative of Subsurface Science and Engineering ECOSSE, U. K.
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C38 Guest and Curtisonev, 1992. Let function F represent the relationship between pa-
ameters m and data d, such that if we ignore measurement error for
ow,
dFm 1
ould be recorded if parameters m correctly represented reality.
ubscript  in the forward function F indicates that the parameter-
ata relationship is dependent either on the experimental design , in
hich  is a vector representing, for example, source and receiver
ypes and locations, or on the data subset processed, in which 
ould represent that subset. In this study, we invoke the latter defini-
ion of .
One of the principal reasons that SED theory has not gained gen-
ral acceptance in the geosciences is that the forward function F is
ommonly highly nonlinear. The results of applying linearized SED
heory therefore are not robust, whereas applying fully nonlinear
ethods is considered to be too computationally costly. As a result,
n all the references above, only the work of van den Berg et al.
2003, Winterfors and Curtis 2008, and Guest and Curtis 2009
pply fully nonlinear design theory. Of these works, van den Berg et
l. 2003 addressed only a single-parameter vector and Winterfors
nd Curtis 2008 a 2D parameter vector. Guest and Curtis 2009 in-
roduced a novel methodology based on a Bayesian framework of
equentially increasing the parameter vector until a high-dimension-
l experiment has been designed without any linearization of the
hysical models. This work has made it computationally feasible to
pply a nonlinear SED method to geophysical survey design with
ultiple data and is also applicable to data-selection problems.
herefore, it should increase the uptake of such methods in the geo-
ciences.
In this paper, we focus on applying the method of Guest and Curtis
2009 to designing optimal trace-selection profiles for processing
mplitude-variation-with-angle AVA surveys for sand-clay reser-
oir models in which some, perhaps limited, prior petrophysical in-
ormation about the subsurface is known. We examine how the opti-
al trace-selection designs change as our prior knowledge of rock
arameters and reservoir fluid content changes, and we assess which
f the prior parameters have the greatest effect on trace-selection de-
igns and therefore are deemed the most important to bound as tight-
y as possible prior to the survey. The resulting trace selections can
e used to select a subset of traces to process or, if all traces are to be
rocessed, to decide which traces deserve most of the processor’s at-
ention to reduce noise and which should be given less attention. An
verview of the Guest and Curtis 2009 method is given below, but
e refer the reader to the original work for a detailed explanation.
EXPERIMENTAL DESIGN METHOD
The method of Guest and Curtis 2009 can be divided into three
arts. First, a Bayesian quality metric is defined that quantifies the
nformation provided by any given trace-subset design. Second, an
terative method sequentially increases the complexity of the trace
ubset so as to maximally increase the quality. Third, a numerical
ampling scheme minimizes the computational time required to cal-
ulate the best design at each iteration. Each of these three parts is
resented briefly below from the point of view of selecting optimal
ata subsets for processing.ayesian design method
Let m be the probability density function pdf representing
he prior information on parameters of interest m. If new data are re-
orded in a survey and data subset d designed or defined by parame-
ers  is processed, then according to Bayes’ theorem, the postpro-
essing or so-called posterior pdf of the parameters m given data d
nd trace-selection design  is given by
 md,
 dm,m
 d
. 2
Here,  d m, represents the pdf of data d being observed given
arameters m and selected traces  and includes information in the
orward function in equation 1, and  d  is the marginal distribu-
ion over observed data and contains all information about which
ata are likely to be recorded during the experiment Tarantola,
005.
In selecting which data subset  to process, we wish to maximize
he information content on the parameters that is expected to be con-
ained within the posterior pdf  m d,. Therefore, we need to
uantify the information I represented by this pdf for any particular
race-selection design . The entropy of any probability distribution
fx is related to Shannon’s measure of information Shannon,
948 according to
IfxcEntX
x
fxlogfxdx, 3
here Ent is the entropy function defined on the right, fx is the
df of the random variable X, I is the information measure as defined
y Shannon 1948, and c is a constant. For example, if fx is
aussian with standard deviation  , information I
1
2 log2e , hence maximizing information I is equivalent to
inimizing uncertainty  . The definition in equation 3 extends this
oncept of information to pdfs of any form, in which case entropy is
measure of uncertainty analogous to  .
The optimal trace selection corresponds to the trace-selection de-
ign that maximizes the information expected to be contained in the
osterior parameter pdf equation 2. Expected postprocessing in-
ormation on parameters m is defined after Lindley, 1956 using
quation 2 and equation 3 to be

D
Ent md, ddd, 4
hereEnt m d, represents the amount of information con-
ained in the posterior pdf about the parameters m given a particular
ata measurement d and trace-selection design . The quality mea-
ure is calculated by taking the expectation of the entropy function
ith respect to the marginal distribution  d  over all data mea-
urements.
However, in many cases evaluating  m d, in equation 2 and
quation 4 represents finding the solution to an inverse problem be-
ause it requires that information in data d on the left of equation 1 be
ranslated into corresponding constraints on parameters m. In non-
inear problems, this can be computationally demanding. However,
hewry and Wynn 1987 show that design measure obeys the
dentity
Ent dEnt d,mb, 5
here b is a constant, and the second equality is true if both the prior
arameter pdf m and the noise or uncertainty on the data mea-
urements are expected to be design independent.
In reality, the measurement noise might not be completely design
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OptimalAVAprocessing designs C39ndependent, but the assumption often is made nevertheless because
n many practical cases, it is assumed that the parameter-data rela-
ionship is of the form
d fm, 6
here  is a vector of independent random errors which do not de-
end on the parameters or on the trace-selection design. Under this
ssumption, equation 5 shows that an optimal trace-selection design
an be found by maximizing Ent d , because this ensures that
 is maximized. Evaluating this former measure only requires
nformation about the pdf  d . This pdf represents information
bout the data set expected to be recorded, which can be calculated in
ost cases by projecting the prior information on the parameters
hrough the physical forward relationship  d m,. Hence, this re-
uires only that the forward function rather than the inverse prob-
em be solved.
Altering trace selection  changes the properties of the forward
unction equation 6 and the properties of the pdf d  and there-
ore its entropy value. The selected trace combination that corre-
ponds to the maximum entropy value also corresponds to maxi-
um expected information about m and hence to the optimal experi-
ental design.
equential design
When there are multiple design parameters — in our case, traces
r angles of incidence — searching the entire design space the space
f all permissible combinations of design parameters is computa-
ionally infeasible. Guest and Curtis 2009 introduced a novel itera-
ively constructive design strategy which sequentially increases the
umber of elements within the design vector  by one element at
ach iteration,
jarg maxEnt dj, such that j1 is fixed 7
here j 1,. . ., j and  i is an element of the trace-selection de-
ign vector. The new optimal trace-selection design j combines the
ata defined at the previous iteration j1, augmented by the single
atum defined by  j that maximizes the entropy of the posterior data
df, given that j1 remains fixed. In this way, the total work required
o design an experiment with 10 selected traces is reduced from
earching a 10D design space to 10 separate searches of a 1D design
pace. Although the trace-selection design at each iteration is then
nly a locally optimal design, Guest and Curtis 2009 show that for
roblems in amplitude variation with offset AVO or AVA, the lo-
ally optimal design is almost identical to the globally optimal de-
ign in cases in which the latter was computationally viable to calcu-
ate.
umerical sampling scheme
In general, the pdf required to calculate the entropy is not known
nalytically and therefore must be calculated numerically. Samples
f m, the prior pdf describing what is known about the subsurface
efore the experiment, are generated and projected through the
hysical relationship equation 6, which also incorporates measure-
ent error , to produce samples of  d  in the discretized
ata space. The resulting histogram is normalized to have unit vol-
me, after which it represents a numerical approximation to the pdf
d . This numerical approximation of  d  then can be used
o assess the quality of the experimental design by calculating the en-
ropy,Ent d	

i
ˆ dilogˆ di, 8
here di represents the center of the ith discretized bin in the data
pace. For any given experimental design, the estimate of ˆ d  is
ffected by the number of parameter samples, the data-space dis-
retization bin size, and the measurement error.
With each iteration of equation 7, the data space increases by one
imension. For example, in a seismic AVA survey, the reflection co-
fficient recorded for a given interface at each receiver represents a
ingle dimension. As successive receivers are selected to be pro-
essed, the number of data-space dimensions increases and therefore
o does the number of model samples required to accurately approx-
mate the posterior pdf  d . As more samples are added to ap-
roximate equation 8, the calculated entropy value becomes more
ccurate and will asymptote to a final value. Guest and Curtis 2009
ntroduce a scheme that measures this change in entropy value for
everal trace-selection designs which span the entire design space.
or each of the selected designs, the standard deviation of the entro-
y value is calculated over a specific range of additional samples,
ith the maximum entropy value becoming the so-called test value.
he optimal trace-selection design result is reached when only one
ntropy maximum in the design space is found within the error range
f the test value. Using the same approach, trace-selection designs
hat have an entropy value lower than a predefined threshold, also
erived from the test value, are removed from the current iteration to
educe the size of the design space that must be searched.
Figure 1 shows a flowchart of how the design methods are com-
ined to select an additional design parameter. First the prior-model
df, the range of possible designs to be considered, and the variable
s representing the maximum number of model evaluations that are
omputationally tractable at each iteration are selected. For each
ossible design, ns random samples of the prior model pdf are pro-
ected into the discretized data space. The density of the resulting da-
Choose:
Prior-model pdf
Design-space parameter limits
Number of model samples (ns)
Samples = 1
Samples = ns
Y
Normalize data space Calculate entropy(equation 8)
Calculate entropy
test values
Optimal
design found
Y NAugment design vector
(equation 7)End
Remove designs not
deemed optimal
N Sample prior-
model pdf
Calculate simulated
data with error
Add data to
discretized data space
Samples =
samples + 1
igure 1. Flowchart showing how an additional design parameter is
hosen. The workflow inside the dotted line is performed simulta-
eously for all possible designs. With each iteration that the entropy
est value is calculated, the design space is reduced by removing de-
igns that are deemed never to be optimal. The required value of ns,
he number of times the prior-model pdf should be sampled before
he data space is normalized, is dependent on the forward function
nd the prior-model pdf. The initial design-space prior-model pa-
ameter ranges should be identical for each run through the sequen-
ial design process.
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C40 Guest and Curtisa-space samples for each design are normalized so that they repre-
ent numerical approximations of  d . The entropy is then cal-
ulated for each possible design using equation 8. A statistical test is
erformed to calculate whether the result is likely to be optimal in
he sense that it represents a statistically significant maximum above
he level of numerical random-sampling noise. If so, the design cor-
esponding to that maximum is deemed optimal, and the process is
topped. If it is not deemed optimal, then designs that fall below a
redefined entropy threshold are removed and an additional set of ns
andom samples is projected from the prior-model pdfs into the dis-
retized data spaces. The process is repeated until a statistically sig-
ificant optimal design has been found.
RESERVOIR APPLICATION: SELECTING
OPTIMAL TRACES FOR AMPLITUDE-
VARIATION-WITH-ANGLE (AVA) PROCESSING
VA design method
The amplitude of an incoming seismic wave with unit amplitude
hich is reflected from a subsurface boundary between two geologic
ayers at depth d Figure 2 is a function of the incident angle of the
ave at the boundary, density i, and the elastic media properties
able 1. Rock parameters required for the Goldberg and
urevich (1998) model.a
arameter Range
and bulk modulus GPa 36–43
and shear modulus GPa 33–46
and density kg /m3 2640–2650
lay bulk modulus GPa 20–34
lay shear modulus GPa 7–19
lay density kg /m3 2350–2680
eservoir porosity % 10–40
lay content % 20–50
aRanges represent the extreme values of the uniform prior pdfs
hat were used to create velocity and density models. Extreme values
re taken from Marion et al. 1992, Mavko et al. 1998, Carcione et
l. 2003, and Chen and Dickens 2009. The values shown repre-
ent grain properties rather than dry matrix properties.
j1
i i1 1
α β ρ
α β ρ
1 1 1, ,
2 2 2, ,
j2
i2
d
Source Receiverx
X V
igure 2. Geometry of an AVA experiment with a single interface at
epth d. The distance between the source X and the receiver V is
alled the offset x. At the interface, P-wave energy incident at an-
le i1 is split into a reflected P-wave angle i1 and a P-S wave con-
ersion angle j1 and is transmitted into the second layer as a
-wave angle i2 and P-S wave conversion angle j2.Amplitudes of
ach wave are given by equations 9. Properties of the subsurface are
ensity , P-wave velocity 	, and S-wave velocity 
  in each of
ayers 1 and 2.summarized by the P-wave velocity 	 i and S-wave velocity 
 i for
n isotropic medium of both layers i1,2. The recorded ampli-
udes of the reflected waves after the effects of geometric spreading
ave been accounted for are given by the solution to the Zoeppritz
quations Zoeppritz, 1919:
cos i1A1
	1

 1
sin j1B1
	1
	2
cos i2A2
	1

 2
sin j2B2
cos i1
sin i1A1
	1

 1
cos j1B1
	1
	2
sin i2A2
	1

 2
cos j2B2
sin i1
cos 2j1A1sin 2j1B1
2
1
cos 2j2A2
2
1
sin 2j2B2
cos 2j1
sin 2i1A1
	1
2

 1
2 cos 2j1B1
2
1

 2
2

 1
2
	1
2
	2
2 sin 2i2A2
2
1
	1
2

 1
2
cos 2j2B2sin 2i1 9
here for a horizontal boundary, i1 is the P-wave angle of incidence
nd reflection, i2 the P-wave angle of refraction, j1 the converted
-S-wave angle of reflection, and j2 the converted P-S-wave angle of
efraction. The amplitudes of the waves are represented by A1 for the
eflected P-wave, A2 for the refracted P-wave, B1 for the reflected
-wave, and B2 for the refracted S-wave. From measurements of the
eflected P-wave amplitude at a range of offsets i1, it is possible to
btain information about the elastic media properties 	2 and 
 2
nd density 2 of the lower layer
A1i1 fx	2,
 2,2;i1 . 10
The design problem that we address here is to find the optimal
ubset of incident angles i1 that best constrains these values of the
arameters given the recorded P-wave reflection coefficients. By
ay-tracing to the surface, these angles define the optimal subset of
races to be analyzed because they are expected to contain maximum
nformation about the subsurface parameters of the lower layer e.g.,
reservoir.
eservoir model
To calculate the posterior pdf  d  where d represents the
-wave reflection coefficient requires prior distributions over 	, 
 ,
nd  for both geologic layers. We assume that the overburden is a
hale with known	3048 m/s,
1244 m/s, and 2400 kg /m3,
he same overburden model used by Ostrander 1984 to analyze
lane-wave reflection coefficients as a function of incidence angle
or a reservoir model. The corresponding values for the reservoir
the lower geologic layer are unknown. In other situations, the val-
es for the overburden might also be varied without otherwise
hanging the methods used here. In this study, however, we wish to
ighlight how the optimal trace-selection designs depend on expect-
d reservoir properties, so we hold the overburden fixed.
We build a reservoir model by assuming that the semiempirical
etrophysical model of Goldberg and Gurevich 1998 is valid for
and-shale reservoirs with different saturating fluids. For any partic-
lar reservoir rock-physics properties e.g., sand and shale propor-
ions, porosities, fluid content, etc.; see Tables 1 and 2, the Goldberg
nd Gurevich 1998 model calculates corresponding P-wave and S-
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OptimalAVAprocessing designs C41ave velocities and density values. These can be used in conjunction
ith the Zoeppritz equations equation 9 to calculate a P-wave re-
ection coefficient. By assuming prior uncertainty ranges over the
roperties in Tables 1 and 2, prior parameter pdfs of the P-wave and
-wave velocity and density can be constructed and used to deter-
ine the optimal trace-selection design, given the various prior un-
ertainty ranges. The prior uncertainty ranges for the matrix bulk
roperties are shown in Table 1. Three fluid properties are consid-
red Table 2 independently to observe how the optimal trace-selec-
ion design changes for different saturating fluids. We assume uni-
orm pdfs over all parameter ranges; however, the method allows the
rior information m to be represented by any type of distribu-
ion such as Gaussian or Cauchy.
Figure 3 shows crossplot histograms of the models produced from
,000,000 random samples from these uniform distributions, using
he properties of brine Figure 3a-c, oil Figure 3d-f, and gas Fig-
re 3g-i as the saturating fluid. Figure 3 illustrates that from the uni-
orm ranges in Tables 1 and 2, a large variety of velocity and density
odels can be created.
Figure 4a shows the P-wave reflection-coefficient histogram for
he brine-saturated reservoir model generated from 1,000,000 sam-
les at incident angles ranging from 0° to 90° cal-
ulated using the Zoeppritz equations. For AVA
odeling, the Zoeppritz equations are relatively
heap to compute. If a more complex forward
unction is used, it might be computationally in-
easible to use as many as 1,000,000 samples.
learly, the posterior pdf  d  and therefore
he corresponding entropy value will be different
or each incident angle at which the amplitude is
easured. The incident angle that corresponds to
he maximum entropy value represents the opti-
al angle at which to select data for processing to
aximally reduce the expected uncertainties on
arameters	2,
 2, and 2. Then these can be used
o constrain the bulk rock and fluid properties of
he reservoir.
Assuming different saturating fluid parameters
Table 2 results in different velocity and density
rofiles and therefore different reflection-coeffi-
ient signatures. As one would predict, changing
he saturating fluid from brine to oil to gas Figure
 results in a progressively lower reservoir den-
ity. For all three fluids, however, the overall
-wave and S-wave velocity ranges remain very
imilar. Figure 4 shows the corresponding
-wave reflection-coefficient histograms for the
rine, oil, and gas reservoirs.
In the above reservoir models, a uniform po-
osity ranging from 10% to 40% has been used.
o assess the importance of accurately estimating
he porosity of the target reservoir when selecting
hich traces provide the maximum information,
e separately consider a low-porosity oil reser-
oir with a uniform porosity prior pdf distribution
anging from 10% to 20%, a medium-porosity oil
eservoir with a uniform prior pdf ranging from
0% to 30%, and a high-porosity oil reservoir
ith a uniform prior pdf ranging from 30% to
0%.
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Figure 3. Velo
an oil-filled re
in Table 1 andFigure 5 shows the velocity and density histograms for the oil-sat-
rated reservoir models with varying porosity ranges while keeping
he other parameters within the same ranges as those given in Tables
able 2. Fluid parameters required for the Goldberg and
urevich (1998) model.a
arameter Range
rine bulk modulus GPa 2.4–3.2
il bulk modulus GPa 0.5–0.75
as bulk modulus GPa 0.01
Brine density kg /m3 1040–1090
il density kg /m3 616–738
as density kg /m3 100
aRanges represent the extreme values of the uniform prior pdfs
hat were used to create velocity and density models. Values are tak-
n from Clark 1992, Carcione et al. 2003, and Chen and Dickens
2009.
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C42 Guest and Curtis1 and 2. The porosity range has a large impact on
the velocity and density profiles. As porosity in-
creases, both the velocity and density of the reser-
voir decrease. The velocity and density ranges
over which the histograms are spread are much
smaller than those in Figure 3, clearly demon-
strating that the combination of all of the narrow-
porosity range results creates the overall distribu-
tions seen in Figure 3d-f. As a result, the corre-
sponding reflection-coefficient histograms
shown in Figure 6 show reduced ranges of
P-wave reflection coefficients, particularly show-
ing that for a high-porosity reservoir, the critical
angle is never reached in any survey. When com-
bined, these results represent the overall porosity
histogram shown in Figure 4b.
RESULTS
Saturating fluid
Figure 7 shows the entropy of  d  and
hence the expected information about model m as
a function of incident angle when selecting the
first angle trace to process. This is plotted for
each reservoir model Tables 1 and 2 corre-
sponding to each of three saturating fluids. For in-
cident angles from 0° to 90° at 0.5° separation, the
information value was calculated using 500,000
model space samples. As expected, because all
the reflection-coefficient curves were similar
Figure 4, the information curves all show the
same general features. All three information
curves have a maximum value at approximately
50°, equating to the optimal location of the first
angle to process. For angles over 70°, the infor-
mation value decreases quickly, showing that re-
ceivers at very large offset angles provide rela-
tively little information relating to the subsurface
in this case. Small incident angles less than 20°
correspond to large information values, whereas
for all three fluids, there is a local minimum at ap-
proximately 30°.
Figure 8 shows the extension from a single an-
gle to a design that selects 10 angles as calculated
using the iteratively constructive method of
Guest and Curtis 2009. As expected, all three
plots show optimal trace designs with fairly simi-
lar features. In each case, the majority of angles
selected for processing are placed between inci-
dent angle
40 50 60 70 80 90
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Figure 6. P-wave reflection-coefficient histograms
for oil-filled reservoir velocity-density models
with the varying uniform prior porosity ranges in
Figure 5. Plot a represents the low-porosity reser-
voir 10% to 20%, b medium-porosity reservoir
20% to 30%, and c high-porosity reservoir
30% to 40%.1.0
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igure 5. Velocity and density histograms for an oil-filled reservoir with var
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OptimalAVAprocessing designs C43ent angles of 0° to 10° and 40° to 70°. This trend fits with the infor-
ation profiles in Figure 7, where for the single angle, an informa-
ion minimum was located between 20° and 40°, and at angles great-
r than 70° the information declines to the global minimum seen at
0°. It is also evident that in the incident-angle ranges in which an-
les are selected for processing, the angles are not evenly spaced. In
he range of 40° to 70°, in all cases the density decreases with inci-
ent angle.
In AVA inversion and processing, techniques have been imple-
ented that use recorded data at postcritical angles e.g., Macdonald
t al., 1987; Williams et al., 2001; Liu and Schmitt, 2003; Downton
nd Ursenbach, 2006; Skopintseva, 2006. In all the models shown,
he critical angle occurs at less than 70°. Beyond that angle, the actu-
l source-receiver offset generally becomes prohibitively large, and
s seen in our results, little information about the subsurface would
e recorded. Because only a single angle in each scenario in Figure 8
s at an angle greater than 70°, it is expected that reducing the al-
owed incident-angle range will not have a profound impact on the
verall design.
Figure 9 shows the 10-angle design when only
ncident angles between 0° and 70° are consid-
red. The optimal trace designs show the same
haracteristics as before. The angle selected to be
rocessed outside the range of 0° to 70° has been
elocated to fit in with the general trend of de-
reasing density within the range of 40° to 70°.
orosity
Figure 10 shows the information values used to
elect the first angle to process for the oil-reser-
oir models with different porosities. The maxi-
um and hence the optimal angle selected is very
ifferent for each of the three porosity models.As
orosity increases, the optimal incident angle
lso increases until a certain porosity threshold is
eached. At porosity values close to this threshold value, the infor-
ation provided at either large angles 60°  or near-vertical inci-
ence 0° are comparable. Beyond this value, near-offset angles
rovide more information than large angles, in stark contrast to the
ow-porosity result. From Figure 5, it can be seen that the prethresh-
ld increase in the optimal incident angle is related to an overall de-
rease in P-wave velocity, S-wave velocity, and density. The thresh-
ld corresponds to the point at which the reflection coefficients cease
o exhibit the critical-angle threshold as observed in Figure 6a and b
ut not in 6c. This shows that in cases in which the critical-angle phe-
omenon can be sampled, maximum information is obtained by do-
ng so.
The solid line in Figure 10 represents the reservoir model with a
rior porosity range of 10% to 40%. This information curve encom-
asses the peaks of the three separate models. By increasing the prior
orosity range, the relative information provided by the small inci-
ent angles relative to the large angles increases when compared to
he reservoir models with the porosity ranges of 10% to 20% dashed
ine and 20% to 30% dotted line.
Figure 11 shows the optimal design when 10 angles are selected
or processing at incident angles ranging from 0° to 90° at 0.5° inter-
als for the three porosity ranges. As porosity increases, so does the
ange of angles spanned by the selected angles. This increase in an-
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r porosity range 10% to 40%, the dashed line 10%–20% porosity,
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C44 Guest and Curtisle spread is also apparent in Figure 10, which shows that an increase
n porosity broadens the information peak relating to the optimal an-
le. For the low-porosity model Figure 11a, all angles are located
ithin 0° to 51°, with each of the two angle clusters located within
1° envelopes. As the prior porosity range increases, so does the
aximum incident angle at which an angle is selected 76.5° for the
0%–30% porosity reservoir, and 80° for the 30%–40% porosity
eservoir, as does the range over which angles are selected.
As seen in Figure 10, the 20%–30% porosity reservoir has the
 
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igure 11. Processing designs for reservoir models with varying prio
ng 10 traces selected using the Guest and Curtis 2009 method. Plot
al design for the 10%–20% porosity reservoir, b the 20%–30% po
c the 30%–40% porosity reservoir. Receivers are allowed to be se
ent angles of 0° and 90°.
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igure 12. Similar to Figure 11, but receivers are allowed to be plac
ngles of 0° and 70°.
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igure 13. Receiver density plots calculated from the results in Fig-
re 9. The regression lines shown have been fitted to 10° moving av-
rage results. The brine-reservoir density is shown by the solid line,
he oil-reservoir density by the dashed line, and the gas-reservoir
ensity by the dotted line.
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igure 14. Receiver density plots calculated from the oil-reservoir
esults in Figure 12. The regression lines shown have been fitted to
0° moving average results. The low-porosity 10%–20% oil-reser-
oir density is shown by the solid line, the medium-porosity
20%–30% oil-reservoir density by the dashed line, and the high-
orosity 30%–40% oil-reservoir density by the dotted line.roadest information peak; this is reflected in Figure 11b by having
he largest incident angle range spanning 49.5° to 76.5°. Note that
his latter range almost precludes that of the low-porosity design,
gain illustrating the importance of prior porosity information in
VA survey design. The relatively high importance of the near an-
les for the 30%–40% porosity reservoir is shown by angles being
elected between 0° and 20° instead of between 0° and 10° as seen in
he lower-porosity reservoirs.
Although these processing designs were found using purely com-
putational methods, they make sense intuitively.
Comparing Figure 6 and Figure 11, we see that
the optimal trace-selection designs use angles so
as to span 1 near-vertical incident angles and 2
the critical angle depicted in Figure 6 or 3 the
highest-curvature region of Figure 6 if no critical-
angle effects are observed e.g., Figure 6c. Thus,
the selected angles are sure to sample the ranges
spanning the maximum variation in data values
for the expected range of possible models. This
strategy produces the maximum data-model sen-
sitivity and is consistent with the expected behav-
ior of optimal experimental design methods dis-
cussed in Curtis 2004a, b.
Figure 12 shows the trace-selection design for
the three varying porosity reservoir models if all
10 selected angles are required to be located in the
incident angle range of 0° to 70°. There is no
change in the 10%–20% porosity reservoir be-
ause all selected angles in Figure 11a were located at angles less
han 70°. The two other trace-selection designs show no change in
he near-offset selected angle positions. At large offsets, the closest
elected angle remains the same, with the remaining angles more
losely spaced and a single selected angle at the maximum offset of
0°. Although Figure 10 shows that small angles for a high-porosity
eservoir correspond to the largest entropy values for a single select-
d angle, the final 10-angle design Figure 12c locates the majority
f the angles at large offsets, a result unobtainable by considering
nly the single-angle entropy plot shown in Figure 10.
DISCUSSION
Although the 10-angle results shown do not constitute an industri-
l-sized processing design, the use of 10 angles is sufficient to deter-
ine the receiver-density profile along a full seismic survey to ap-
roximately maximize the information recorded for any set number
f selected receivers. Figure 13 shows regression receiver-density
urves fitted to the 10° moving average angle results calculated from
igure 9.As shown in Figure 9, the angle density plots are very simi-
ar for all three saturating fluids. The density value peaks at about
0°, corresponding to the information peak shown in the single-an-
le information curve Figure 7. The density plot also shows a de-
reasing angle density pattern between 0° and 20°. The density is
inimum at angles of about 10° to 35°, which corresponds to the
ange void of selected angles shown in Figure 9.
Figure 14 shows the density result calculated from the angle posi-
ions in Figure 12 for oil-saturated reservoirs with different porosi-
ies. It is clear that designing an optimal angle-density processing
rofile for a reservoir is far more dependent on the reservoir porosity
nformation than on information about the saturating fluid proper-
ies. For high-porosity values dotted line in Figure 14, a larger pro-
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OptimalAVAprocessing designs C45ortion of the selected angles to be processed should be placed at low
ncident angles, around 10°, and as porosity decreases, the highest
ensity range also shifts to lower angles. For all cases, however,
here is a density minimum around 30°.
Although the trace-selection designs shown in Figure 11 are intui-
ive retrospectively given Figure 6 — and indeed, Figure 6 might be
sed to estimate the qualitative features of optimal trace-selection
esigns — Figure 6 could not be used to create the exact processing
esigns themselves because the precise optimal angle-density
urves Figure 13 and Figure 14 cannot be estimated from Figure 6
irectly. Hence, the sophisticated SED methods that we present are
ecessary.
These density profiles can be interpreted in several ways, depend-
ng on how the recorded data are to be used. If all the traces are to be
nalyzed using AVA/AVO methods, then the density results indicate
hich traces require the most attention preanalysis so as, for exam-
le, to remove sources of noise and multiples. Receivers with large
ensity values require the most effort because those traces will pro-
ide the most information on subsurface parameters. Traces corre-
ponding to low densities provide little extra AVA information, and
ime spent removing noise from the data might be proportionally re-
llocated to more important tasks. If only a subset of receivers is to
e processed, then the density indicates the densities of traces that
hould be selected to best constrain the subsurface parameters of in-
erest.
Rather than selecting single traces, a more robust approach would
e to select and process groups of traces in some small angle or offset
ange around each of the optimal locations found, perhaps combin-
ng the results of each group into a single AVA datum, using the
tacking power of each group to reduce random noise in the datum.
oth of those methods result in significant computational or time
avings compared to standard methods. In the first method, the
mount of time preanalysis is reduced to a minimum by concentrat-
ng only on data that contain useful information. In the second meth-
d, the processing time is reduced to a minimum by considering only
n optimal subset of groups of the data.
Although optimal receiver-selection profiles have been present-
d, the amount of extra information provided compared to that from
standard design has not been quantified. Figure 15 shows the ex-
ected increase in information gain on the subsurface parameters by
sing the optimal trace selection over the standard constant spatial-
eceiver separation for a medium-porosity oil reservoir located at
00-m depth with a homogeneous overburden. Both the optimal
race-selection design and the constant spatial-separation trace-se-
ection designs place the majority of the receivers at large angles.
hen only a few groups of receivers are used, the expected informa-
ion gain is very high. Figure 15 shows that as more receiver groups
re selected, the expected information gain falls but always remains
reater than 14%. By using the concept that the results relate to re-
eiver groups rather than to individual traces, a processing design
sing only three groups which could consist of hundreds of individ-
al traces would produce expected gains of 35%.
Figure 15 agrees with the idea of “diminishing returns,” which
ostulates that as the number of receivers increases, the relative ad-
antage of using optimal designs over standard designs decreases
Coles and Morgan, 2009. The highest-value niche for these design
ethods clearly occurs when we focus attention on relatively small
ortions of the data set, e.g., for rapid or low-cost AVA analysis. In-
eed, these design methods might significantly facilitate such appli-
ations.-Because the algorithm calculates the optimal incident angles at
the caprock/reservoir boundary, it is easy to transform the results
into specific cases with more complex geometry. Figure 16 shows
the actual source-receiver offset profiles rather than incident angle,
which correspond to the optimal offset selection designs for differ-
ent interface depths and subsurface properties. The solid line repre-
sents a 20%–30% porosity interface at 500-m depth and the dotted
line a 30%–40% porosity interface at 1000-m depth. In each case, a
homogeneous overburden model has been used.
Although the design may change if layers dip instead of being hor-
izontal, the algorithm that we use to calculate optimal designs still
would be robust. This is because we calculate the optimal distribu-
tion of incident angles at the reflector to be analyzed. Whatever dis-
tribution of angles is found can be traced back to the surface through
the overburden model, as shown in Figure 17, to find optimal sensor
locations on the surface.
In certain scenarios, only a limited design space may be available
from which to select traces because of logistics of the data collection
or the methods used to process the data. In these cases, the same
methods described above can be used by calculating only the infor-
mation value over the relevant design-space regions. It is also com-
mon practice to bin data into certain angle ranges, averaging theAVA
response in each bin, resulting in lower uncertainties on the mean
AVA data within each bin. In such cases, lower expected data uncer-
tainties can be used in the methods described above, and the optimal
angles found in the previous examples can be regarded as optimal
bin-center locations.
In many realistic situations, data uncertainty might increase with
offset. In our methodology, we consider only constant error with re-
spect to offset. In future work, it might be beneficial to add variable
uncertainties so that information provided by far offsets is weighted
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igure 15. Information gain expected by processing the optimal
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C46 Guest and Curtisith respect to near offsets which provide measurements with rela-
ively low error. Alternatively, the designs above are approximately
orrect if bin-widths increase with offset so that the uncertainities on
mplitudes after stacking results within the bin are roughly equal for
ach bin.
Although our presentation of the new techniques has been target-
d at how to optimize processing ofAVO data by selecting which re-
eivers from a regularly spaced data set should be processed to ex-
ract the maximum amount of information, the same principles can
e used to design the actual data-collection survey with receivers lo-
ated only at offsets which are expected to record maximum infor-
ation about the subsurface. In this way, unnecessary data are not
ecorded, and all the data can be processed with the knowledge that
he data set being processed is optimal.
CONCLUSIONS
Using an iteratively constructive design method in conjunction
ith a semiempirical petrophysical model, several optimal AVA
race-selection processing designs have been presented for reser-
oirs with differing saturating fluids and porosity ranges. It has been
hown for a range of subsurface models that reducing the prior un-
ertainty on the estimate of the reservoir porosity has a far greater in-
uence on the resulting trace-selection designs than has prior knowl-
dge about the saturating-fluid properties.
Using the optimal trace-selection designs thus found to create re-
eiver-density profiles, large-scale seismic-survey data-processing
rofiles can be designed specifically for subsurface horizons of inter-
st. By running the trace-selection algorithm for different targets of
nterest, optimal processing receiver-density profiles can be created
hich can be applied to the same original data set to ensure that for
ach interface, the maximum information is inferred for the lowest
rocessing effort and cost.
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igure 17. Raypaths calculated from five optimal angles located at a
ipping interface. Tracing the optimal angles to the surface allows
he properties of the complex overburden to be taken into consider-
tion when transforming the optimal angles to optimal source-re-
eiver offsets. Source locations are shown by  and receivers by.
ray shading represents velocity, with darker shades corresponding
o faster velocities.REFERENCES
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