Abstract. In this paper, the form of a right linear map preserving the left spectrum of quaternion matrices of order 2 is characterized. The obtained conclusion is different from the classical results of the linear map preserving eigenvalues of complex matrices.
INTRODUCTION
Let R and C be the fields of the real and complex numbers, respectively. The quaternion division ring over R, denoted by H, is the set of all elements with the form a 0 + a 1 i + a 2 j + a 3 k, where a 0 , a 1 , a 2 , and a 4 ∈ R; moreover,
If a = a 0 + a 1 i + a 2 j + a 3 k, let a = a 0 − a 1 i − a 2 j − a 3 k, |a| = √ a 2 0 + a 2 1 + a 2 2 + a 2 3 , and Re a = (a + a)/2 be the conjugate, modulus, and real part of a, respectively. It is clear that R ⊂ C ⊂ H, and the multiplication operation of quaternions is noncommutative. Let M n (R), M n (C), and M n (H) denote the set of n × n matrices over R, C, and H, respectively. Clearly, M n (R) ⊂ M n (C) ⊂ M n (H). Let E ∈ M n (C) denote the identity matrix, E i j ∈ M n (C) the matrix whose (i, j)th entry is 1 and the other entries are zero. If A ∈ M n (C), we write σ p (A) as the set of distinct complex eigenvalues of A and tr C (A) as the trace of A. In addition, for A = [a st ] ∈ M n (H), let A T = [a ts ] be the transpose of A, observing that there exist unique A 1 , A 2 ∈ M n (C) such that A = A 1 + A 2 j, thus we have A T = A T 1 + A T 2 j. Due to the noncommutativity of quaternions, there are two types of eigenvalues and linear maps: left and right eigenvalues of quaternion matrices and left and right quaternion linear maps. This paper only concerns left eigenvalues of a quaternion matrix and right quaternion linear maps, so their definitions are given below, but the introductions to right eigenvalues and left quaternion linear maps are omitted. Readers can refer to [1] , [9] , and [14] for more information about eigenvalues and linear maps related to the quaternion matrix. As for the studies of the left spectrum of a quaternion matrix, in 1985, Wood [13] used a topological method to show that the left eigenvalue always exists and demonstrated that left eigenvalues of a 2 × 2 quaternion matrix can be found by solving a quaternionic quadratic equation; in 2001, Huang and So [2] computed the left spectrum of a 2 × 2 quaternion matrix by solving quaternionic polynomials of degree 2; in 2005, So [10] also showed that the left spectrum of a 3 × 3 quaternion matrix can be found by this algebraic approach. So far it is still an open problem whether such algebraic approach works for general n × n quaternion matrices for n ≥ 4. For other properties and applications about quaternions and quaternion matrices, readers can refer to [9, 11, 14] and references therein.
Linear preserver problems are the questions about characterizing linear maps on rings or algebras that preserve certain properties, which are a very old and active research area in matrix and operator theory. There has been a great deal of research in this area, especially on spaces of complex matrices. Here, we omit the detailed introduction to linear preserver problems. For some surveys related to the linear preserver problems, readers can consult [3] [4] [5] [6] 8, 11] .
From [9, 12, 14] , we can see that there is a 2 × 2 complex matrix whose left spectrum is an infinite set, and the left spectrum of a quaternion matrix is not a similarity invariant in general, thus the classical result ( [7, Theorem 3] ) about a linear map preserving eigenvalues of complex matrices is not valid for the left spectrum of a quaternion matrix. So we will characterize the form of the linear map preserving the left spectrum of quaternion matrices in this paper.
Considering that the left spectrum of a 2 × 2 quaternion matrix can be found by the explicit formulas introduced in [2] , and finding the left spectrum of a quaternion matrix is very difficult to deal with in general, actually so far there is no algorithm for computing the left spectrum of an n × n quaternion matrix for n ≥ 3, so we have decided to work only with 2 × 2 quaternion matrices.
PRELIMINARIES
In order to prove the following Theorem 3.2, which characterizes the form of the linear map preserving the left spectrum of 2 × 2 quaternion matrices, we need the following lemmas. For convenience, some known results are also listed as Lemmas 2.1, 2.2, and 2.3. ] .
(
infinite but with a unique modulus and real part if and only if
Remark. The above Lemma 2.3 characterizes the left spectrum of a 2 × 2 quaternion matrix, and will be used many times in the proof of Lemma 2.4. In particular, Lemma 2.3 (3) shows that σ l (A) is an infinite set and all elements in σ l (A) are of the same modulus and real part if and only if a, b, c, d ∈ R and (d − a) 2 + 4bc < 0. Thus Lemma 2.3 (3) also gives a method for determining whether a 2 × 2 quaternion matrix is a real matrix. (2), then λ = 0 satisfies the following equation:
Consequently, c = 0; this contradicts to bc ̸ = 0. Hence a ̸ = 0. By a + bλ = 0, then λ = −b −1 a. Again using Lemma 2.3 (2), then
Note that a ̸ = 0, by simple computation, we imply that db −1 = ca −1 from the above equality.
. According to the above discussions, then B 12 has three types of matrix representations. That is,
Similar to the arguments of B 12 , then B 21 also has matrix representations
In the following, we give the proofs of B 12 and B 21 ∈ M 2 (R).
By Lemma 2.3 (3), we imply that σ l (E 21 − nE 12 ) is an infinite set and its elements are of the same modulus and real part for n = 1, 2. Note that
Thus σ l (B 21 − nB 12 ) is also an infinite set and its elements are of the same modulus and real part for n = 1, 2.
If 
R).
Consequently, we conclude that Φ(E 12 ) and Φ(E 21 ) ∈ M 2 (R) from the above proofs.
In the following, we show that Φ(E 11 ) and Φ(E 22 ) are also real matrices. Let 
Similar to the proof of
The proof is complete.
By Lemma 2.2 and 2.4, the following lemma 2.5 is valid. ] .
Take s = 1 and t = −1, then A = E 21 − E 12 . By Lemma 2.3 (3), then σ l (A) is an infinite set and its elements are of the same modulus and real part. Note that the assumption σ l (A) = σ l (XAY ), and again apply Lemma 2.3 (3) to σ l (XAY ), then x 12 y 11 − x 11 y 21 ∈ R, x 12 y 12 − x 11 y 22 ∈ R, x 22 y 11 − x 21 y 21 ∈ R, x 22 y 12 − x 21 y 22 ∈ R.
(1)
Take s = 1 and t = −2, similar to the above arguments, we can show x 12 y 11 − 2x 11 y 21 ∈ R, x 12 y 12 − 2x 11 y 22 ∈ R, x 22 y 11 − 2x 21 y 21 ∈ R, x 22 y 12 − 2x 21 y 22 ∈ R.
With equalities (1) and (2), by simple computation, we can imply that Lemma 2.6 holds.
Proof.
] . ] .
Take s = 1, t = 0, by Lemma 2.3 (1), then σ l (A) = {0, 1}. Since
by Lemma 2.3 (4), we have σ p (XAX −1 ) = {0, 1}. Hence, tr C (XAX −1 ) = 1, that is
Take s = 0, t = 1, similar to the above arguments, we have
Since XX −1 = E, by simple computation, one has x 11 y 11 + x 12 y 21 = 1 and x 21 y 12 + x 22 y 22 = 1.
By equalities (3), (4), and (5), then
x 12 y 21 = x 21 y 12 and x 11 y 11 = x 22 y 22 .
Note that X ∈ M 2 (C), then there exist θ i j ∈ [0, 2π), i, j = 1, 2, such that 
By equalities (3) and (4), then y 11 ̸ = 0 or y 12 ̸ = 0; moreover, y 21 ̸ = 0 or y 22 ̸ = 0. Using equalities (9) and (8), one has θ 11 = θ 21 or θ 11 ± π = θ 21 ,
In addition, by equalities (4), (7), and (9) Combining the above equality with equality (11), we obtain that
Let θ = θ 11 , by equalities (10), (11), and (12) Consequently, there are invertible matrices B ∈ M 2 (R) and θ ∈ [0, 2π) such that X = e iθ B. 
By equalities (13) and (7), then there exist c 12 and c 21 ∈ R such that y 12 = c 12 e −iθ 21 and y 21 = c 21 e −iθ 12 .
By equality (13), then x 12 ̸ = 0, y 12 ̸ = 0. In terms of Lemma 2.6, we have x 12 y 12 ∈ R. So there exists c ′ 12 ∈ R such that y 12 = c ′ 12 e −iθ 12 . Note that y 12 = c 12 e −iθ 21 and y 12 ̸ = 0, then
Since x 11 = 0, by equality (6), one has x 22 y 22 = 0. By Lemma 2.6, we know x 22 y 21 ∈ R. If x 22 ̸ = 0, then there exists c ′ 21 ∈ R such that y 21 = c ′ 21 e −iθ 22 . Since y 21 = c 21 e −iθ 12 and y 21 ̸ = 0, we have
If x 22 = 0, write x 22 = 0 e iθ 12 . Consequently, let θ = θ 12 , by equalities (7), (14), and (15), then X is one of the following matrices
Hence, there are invertible matrices B ∈ M 2 (R) and θ ∈ [0, 2π) such that X = e iθ B.
(b) When x 22 = 0. Similar to the proof of Case (a), we can show that there are invertible matrices B ∈ M 2 (R) and θ ∈ [0, 2π) such that X = e iθ B.
(c) When x 12 = 0. By equalities (4), (6) , and (7), then x 11 y 11 = x 22 y 22 = 1. 
if x 21 = 0, write x 21 = 0 e iθ 11 . Consequently, let θ = θ 11 , by equalities (7), (16) .
(d) When x 21 = 0. Analogous to the proof of Case (c), we can also show that there are invertible matrices B ∈ M 2 (R) and θ ∈ [0, 2π) such that X = e iθ B.
In conclusion, by the above arguments, the proof is completed.
Proof. Let A be the same as that of [14, Example 7.3] , that is
If Ax = 0, where x = (x 1 , x 2 ) T , by simple computation, then x = 0. Consequently, 0 / ∈ σ l (A). Take y = (−i, k) T , then A T y = 0, we have 0 ∈ σ l (A T ). Hence σ l (A) ̸ = σ l (A T ).
RIGHT LINEAR MAP PRESERVING THE LEFT SPECTRUM
With the preparations in Section 2, we prove the following Theorem 3.2. For convenience, we also list [7, Theorem 3] as Lemma 3.1 in the following. 
H) if and only if there exists an invertible matrix B
Proof. The sufficiency follows from Lemma 2.1. In the following, we prove the necessity of Theorem 3.2.
, by Lemma 2.5, we imply that
for all A ∈ M 2 (C). By Lemma 3.1, then there exists an invertible matrix X ∈ M 2 (C) such that
, by Lemma 2.7, we imply that there exist invertible matrices B ∈ M 2 (R) and θ ∈ [0, 2π) such that X = Be iθ . Note that Φ is a right quaternion linear map; moreover, A ∈ M 2 (H) can be uniquely expressed as A = A 1 + A 2 j, where A 1 and A 2 ∈ M 2 (C), then
Note that B is a real matrix, then 
for all A = A 1 + A 2 j, where A 1 and A 2 ∈ M 2 (C). Since B is an invertible real matrix, moreover, σ l (A) = σ l (Φ(A)) for all A ∈ M 2 (H), by equality (19) and Lemma 2.1, we have
for every A ∈ M 2 (H). By Lemma 2.8, a contradiction is yielded. Hence Case 2 is impossible to arise. By the above arguments, the proof is completed.
CONCLUSIONS
We have studied the problem of a right linear map preserving the left spectrum of 2 × 2 quaternion matrices and characterized the form of such map. By Lemma 3.1 and Theorem 3.2, it is easy to see that the form of a right linear map preserving the left spectrum of 2 × 2 quaternion matrices is not analogous to the classical results of the linear map preserving eigenvalues of n × n complex matrices for n ≥ 2. By Lemma 2.1 and Theorem 3.2, we conjecture that, for n > 2, the right quaternion linear map Φ preserves the left spectrum of n×n quaternion matrices if and only if there exists an invertible n×n real matrix X such that Φ(A) = XAX −1 for every n × n quaternion matrix A. This will be dealt with in future works.
