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Abstract
Length-biased sampling situations may occur in clinical trials, relia-
bility, queueing models, survival analysis and population studies where
a proper sampling frame is absent. In such situations items are sam-
pled at rate proportional to their ”length” so that larger values of the
quantity being measured are sampled with higher probabilities. More
speciﬁcally, if f(x) is a p.d.f. presenting a parent population composed
of nonnegative valued items then the sample is practically drawn from
a distribution with p.d.f. g(x)=xf(x)/E(X) describing the length-
biased population. In this case the distribution associated with g is
termed a length-biased distribution. In this note we present a uni-
ﬁed approach for characterizing exponential dispersion models which
are invariant, up to translations, under various types of length-biased
sampling. The approach is rather simple as it reduces such invariance
problems into diﬀerential equations in terms of the derivatives of the
associated variance functions.
Key words: Exponential dispersion model; length-biased sam-
pling; variance function.
1 Introduction
Length-biased sampling situations may occur in clinical trials, reliability,
survival analysis and population studies where a proper sampling frame is
absent. In such situations items are sampled at rate proportional to their
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1”length” so that larger values of the quantity being measured are sampled
with higher probabilities. This type of sampling sometimes gives rise to un-
expected conclusions, as the well-known ’waiting time paradox’ in queuing
theory shows (see Tijms (1994)). More speciﬁcally, if f(x) is a p.d.f. present-
ing a parent population composed of nonnegative valued items then the sam-
ple is practically drawn from a distribution with p.d.f. g(x)=xf(x)/E(X)
describing the length-biased population. In this case the distribution as-
sociated with g is termed a length-biased distribution. Numerous works
on various aspects of length-biased sampling are available in the literature.
For recent publications see Oluyede (1999,2000,2003), van Es, Klaassen and
Oudshoorn (2000), El Barmi (2002), and the references cited therein. Char-
acterization results on invariant length-biased distributions in the Pearson
family can be found in Sankaran and Unnikrishnan (1993). Some other char-
acterizations appear in Sen and Khattree (1996) and Lingappaiah (1988).
Such characterizations were obtained by using rather diﬀerent approaches.
In this note we present a uniﬁed approach for characterizing exponential
dispersion models (EDM’s) which are invariant, up to translations, under
various types of length-biased sampling (LBS). This approach has a rather
simple nature as it is reduces such invariance problems into diﬀerential equa-
tions in terms of the derivatives of the associated variance functions.
EDM’s have been deﬁned and studied thoroughly by Jorgensen (1987,1998)
and others, suggesting them to describe the error component in generalized
linear models. An EDM is related to a natural exponential family (NEF)




eθxν(dx) and denote by Dv the eﬀective domain of ν, i.e.,
Dv = {θ ∈ R : Lν(θ) < ∞}.A s s u m i n g t h a t Θν
. = int Dv  = φ and letting
κν(θ)=l nLν(θ) be the cumulant transform of Lν,t h e nt h eN E FF gener-
ated by ν is deﬁned by probabilities
F = F(ν)={P(θ,ν(dx)) = exp{θx − κν(θ)}ν(dx), θ ∈ Θν}. (1)
The Jorgensen set Λ = ΛF associated with F is deﬁned by
Λ =





The Jorgensen set is not empty since by convolution it contains N.I fν is
inﬁnitely divisible then Λ = R+.F o rλ ∈ Λ, the NEF generated by νλ is
Fλ = Fλ(νλ)={P(θ,λ,νλ(dx)) = exp{θx − λκν(θ)}νλ(dx), θ ∈ Θν},
(3)
2w h e r et h es u p p o r ta n dt h ec o n v e x - h u l lo ft h es u p p o r to fνλ may depend on
λ. The set of probabilities
G = {P(θ,λ,νλ):θ ∈ Θν,λ ∈ Λ}, (4)
is called the EDM associated with F. Note that the class of EDM’s is abun-
dant since any distribution with Laplace transform generates an EDM. An
EDM is parameterized by the two parameters (θ,λ) b e l o n g i n gt ot h eC a r t e -
sian product Λ × Θν. The parameter σ2 =1 /λ is termed the dispersion
parameter. The original EDM has been deﬁned by Jorgensen by transform-
ing x to y = x/λ in (3). However, the representation of Fλ in (3) suﬃces
our characterization purposes.
Alternatively, we shall consider in this note the EDM G as a set of NEF’s
deﬁned by
G ={Fλ : λ ∈ Λ}, (5)
and say that G is generated by the basis F = F1(= F(ν)) in the sense
described above. Although any other member Fλ of G can serve as a basis
of G, we prefer to use F1 for simplicity.
A main tool which is utilized to obtain characterization results for NEF’s
in general and in this note in particular is the variance function (VF) as-
sociated with an NEF and its associated EDM. A VF determines an NEF
uniquely within the class of NEF’s. For a rigorous description of the lat-
ter property as well as other fundamental properties of VF’s of NEF’s the
reader is referred Letac and Mora (1990). We shall employ the VF and
show that the problem of classifying EDM’s which are invariant under LBS
simply reduces to solving a diﬀerential equation in terms of the VF. For
this we gather in Section 2 some required preliminaries on VF’s, present a
formal description of the problem and provide a characterization of invari-
ant EDM’s under ﬁrst moment LBS. This characterization shows that the
invariant EDM’s necessarily admit quadratic VF’s, implying there are only
four possibilities: binomial, negative binomial, Poisson and gamma EDM’s.
In Section 3, we discuss the problem of EDM’s invariant under k-th moment
or factorial moment LBS and present, for k =2 , characterization results
expressed in terms of appropriate diﬀerential equations.
32 Preliminaries, a problem formulation and a char-
acterization
Consider the NEF F = F1 = F(ν) deﬁn e di n( 1 ) .T h ec u m u l a n tt r a n s f o r m






is the mean function of F. The open interval ΩF = κn
ν(Θν) is called the
mean domain of F.S i n c e t h e m a p θ  −→ κn
ν(θ) is one-to-one, its inverse
function ψν : ΩF −→ Θν is well deﬁned. Hence, the map m  −→ P(m,F)=
P(ψν(m),ν) is one-to-one from ΩF onto F and is called the mean domain
parameterization of F. The variance of the probability P(m,F) is VF(m)=
1/ψn
ν(m)=κnn
ν(θ).T h em a pm  −→ VF(m) from ΩF into R+ is called the VF
of F. In fact a VF of an NEF F is a pair (VF, ΩF). It uniquely determines
an NEF within the class of NEF’s. Morris (1982) characterized all NEF’s
having quadratic VF’s and Letac and Mora (1990) all NEF’s with cubic
VF’s. Bar-Lev (1987) showed that any k-th degree polynomial
[k
i=1 aimi
with non-zero coeﬃcients ai’s constitutes an inﬁnitely divisible VF with
mean domain R+.
In the sequel, when no confusion is caused, we shall suppress the depen-
dence of κν,κn
ν,κnn
ν,Θν,V F and ΩF, related to the basis F = F1 of G,o nν
or F1 and write κ,κn,κnn,Θ,V and Ω.
Using the above deﬁnitions and properties of VF’s, the mean function,
mean domain and VF of the NEF Fλ ∈ G, λ ∈ Λ, c a nb ee x p r e s s e di nt e r m s
of the corresponding elements of F as
mFλ = λκn(θ)=λm, ΩFλ = λΩ (6)
and






Let S = Sν and C = Cν denote, respectively, the support and the convex-
support of the measure ν. Then, S and C are also the common support
and convex-support of F. Moreover, for λ ∈ Λ, λS and λC are the common
support and convex-support of the NEF Fλ ∈ G.I f C is contained in a
half line then by using an appropriate aﬃne transformation on ν, C can be
assumed without any loss of generality to have the form C =[ 0 ,a), for some
a ≤∞ . Such an assumption is made throughout Section 2 as it is required
4for deﬁning the set of lengh-biased distributions. It entails that the common
convex-support of Fλ ∈ G is λC =[ 0 ,λa).
The set ˜ G of length-biased probabilities based on the the EDM G in
(4) is constructed as follows. For ﬁxed λ ∈ Λ,d e ﬁne the measure µλ(dx)=
xνλ(dx). Its cumulant transform is clearly λκ(θ)+lnκn(θ)+lnλ. Hence, by
absorbing the term lnλ into µλ, the NEF generated by µλ is
˜ Fλ = ˜ Fλ(µλ)=

P(θ,λ,µ λ(dx)) = exp

θx − λκ(θ) − lnκn(θ)





Therefore, the set of length-biased probabilities associated with G can be
represented as the set of NEF’s
˜ G =
q
˜ Fλ : λ ∈ Λ
r
. (9)
The mean function and VF of the NEF ˜ Fλ ∈ ˜ G are
















mV n(m)V (m) − V 2(m)
m2 ,m∈ Ω.( 1 1 )
Before posing a formal description of the invariance problem, we need
one more deﬁnition. For α ∈ R denote by fα : x  → x + α a translation
mapping. If P is a measure then fα(P) denotes the image of P by the
translation fα.I f˜ G is a length-biased model as deﬁned in (9), then fα(˜ G)
denotes the set of all images of the members of ˜ G by fα;i . e . ,
fα(˜ G)=
q
fα (P(θ,λ,µ λ)) = P(θ,λ,f α (µλ)) : P(θ,λ,µ λ) ∈ ˜ G
r
, (12)







: λ ∈ Λ
r
. (13)
Based on (10) and (11), the mean function, mean domain and VF of fα (Fλ) ∈
fα(G) are
m
fα( ˜ Fλ) = m ˜ Fλ + α, Ω




fα( ˜ Fλ)(m)=V ˜ Fλ(m),m∈ Ω (15)
or
Vfα( ˜ Fλ)(m
fα( ˜ Fλ))=V ˜ Fλ(m
fα( ˜ Fλ) − α),m
fα( ˜ Fλ) ∈ Ω
fα( ˜ Fλ). (16)
Our characterization problem is concerned with the search of all EDM’s G
deﬁned in (5) which coincide with the corresponding sets of NEF’s fα(˜ G)
deﬁned in (13). Proposition 1 provides the solution for this search. Its proof
is carried out by deriving a diﬀerential equation in terms of the VF (V,Ω)
of the basis F1 of G.
We now present four known examples of EDM’s invariant under length-
biased sampling. While demonstrating the above notation and relations,
these examples are also required for the proof of Proposition 1. We shall use
VF’s terminology and compute for each of the four examples the appropriate
functionals related to the basis NEF F = F1 and the three EDM’s: G (see
(6) and (7)), ˜ G (see (10) and (11)) and fα(˜ G) (see (14) and (15)). The
binomial and negative binomial NEF’s are displayed in Table 1, the Poisson
and gamma in Table 2.









































(λ − 1)m +1
(1,λ)
(m − 1) (1 − (m − 1)/(λ − 1))
LB NB(λ,p)
(λ +1 ) m +1
(1,∞)













m ˜ Fλ − 1
(0,λ − 1)
m(1 − m/(λ − 1))
−1
NB(λ +1 ,p)
m ˜ Fλ − 1
R+
(λ +1 ) −1m(m + λ +1 )




for binomial and negative binomial
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f o rP o i s s o na n dg a m m a
Proposition 1 Let G be an EDM as deﬁned in (5)-(7) with F1 being a
basis of G with VF (V,Ω). Assume that the convex support C of F1 has
the form [0,a), for some a ≤∞ .T h e nG is invariant, up to a translation,
under length-biased sampling if and only if G is either the binomial, negative
binomial, Poisson or gamma EDM’s.
Proof. The ’if’ part of the statement follows from Tables 1 and 2. For
proving the ’only if’ part we use VF’s techniques. If G is invariant up to a
translation under length-biased sampling then G =fα(˜ G),f o rs o m eα ∈ R.






implying that the VF’s of these two NEF’s coincide. Accordingly, relation
(17) is equivalent to requiring that VFλ1(m)=V
fα( ˜ Fλ2)
(m) for all m ∈ Ω,
8or, by (7) and employing (11) in (15), that
λ1 − λ2 =






,m ∈ Ω. (18)
Letting a = λ1 − λ2, the general solution of the diﬀerential equation (18) is
V (m)=am2+bm, a quadratic form in m. Morris (1982) showed that there
are only six types of NEF’s with quadratic VF’s, of which two, the normal
and hyperbolic cosine, are supported on R and therefore are excluded as
solutions. The other four are the binomial, negative binomial, Poisson and
gamma NEF’s (or, EDM’s in their general settings). In our formulation, the
VF’s of the bases F1 corresponding to the latter EDM’s are given, respec-
tively, by: (V,Ω)=( m(1−m),(0,1)) with b =1 ,a= −1 (i.e., λ2 = λ1 −1);
(V,Ω)=( m(1 + m),R+) with b =1 ,a=1(λ2 = λ1 +1 ); (V,Ω)=( m,R+)
with b =1 ,a =0(λ2 = λ1); and (V,Ω)=( m2,R+) with b =1 ,a =1
(λ2 = λ1 +1 ). This completes the proof.
3 Some remarks, extensions and the like
By the deﬁnition of LBS used in previous sections we have been unable to
expose those invariant EDM’s, if such exist, supported on R. For delineat-
i n gt h e s e ,w eh a v et ou s ed i ﬀerent types of LBS. For instance, consider a
continuous random variable X with a p.d.f. f(x).T h e n xf(x)/E(X) is
not a p.d.f. when Sf, the support of f, contains negative values. As op-
posed to this, x2f(x)/E(X2) is always a p.d.f. regardless of the form Sf.
A similar situation occurs for higher moments too. Accordingly, for k ∈ N,
we shall call xkf(x)/E(Xk),when is well deﬁned, a k-th moment LBS dis-
tribution. Here, xk is a special case of what is called a weight function
w(x) used in general framework of LBS. Obviously, if a continuous EDM
supported on [0,a), for some a ≤∞ , is invariant under ﬁrst order moment
LBS, then it is invariant under any other k-th order moment LBS. Con-
sequently, the set of continuous EDM’s which are invariant under second
order moment LBS contains that of continuous EDM’s invariant under ﬁrst
moment LBS. The latter situation is not entirely parallel for the discrete
case. Indeed, if a discrete EDM is supported, say, on {0,1,...,a},f o rs o m e
a ∈ N, then its invariance under ﬁrst moment LBS does not imply its in-
variance under second moment LBS. For the latter discrete case we have to
use w(x)=x(x − 1) as a weight function rather than w(x)=x2;o rm o r e
generally, to use w(x)=
\k
i=1(x − (i − 1)) instead of xk. Accordingly, if
such a discrete EDM is invariant under a ﬁrst (factorial) moment LBS then
9it is invariant, up to a translation under any k-th factorial moment LBS. In
a manner analogous to that used in Section 2, we shall derive necessary and
suﬃcient conditions for an EDM to be invariant under both, second moment
and second factorial moment LBS. These conditions are expressed in terms
of diﬀerential equations in V , the VF of the basis F1.
Proposition 2 Let G be an EDM as deﬁned in (5)-(7) and F1 be a basis
of G with VF (V,Ω).Then
i) G is invariant under second moment LBS if and only if the VF (V,Ω)
of its basis F1 is a solution of the diﬀerential equation
V

V n +2 mλ2
V + λ2m2

=( λ1 − λ2)m + b, m ∈ Ω, (19)
where λ1,λ2 ∈ Λ and b is some constant.
ii) G is invariant, up to a translation, under second factorial moment




V n +2 λ2m − 1
V + λ2m2 − m

=( λ1 − λ2)m + b, m ∈ Ω. (20)
Proof. i) We follow similar lines as in the proof of Proposition 1 and
construct the set G2 of second moment LBS NEF’s related to the EDM G.
Fix λ ∈ Λ and deﬁne the measure πλ(dx)=x2νλ(dx). Following (6) and
(7) and absorbing lnλ into πλ, the cumulant transform of πλ and the NEF









F2,λ = F2,λ (πλ)={P(θ,πλ(dx)) = exp{θx − κπλ(θ)}πλ(dx), θ ∈ Θ}.
(22)
The set G2, the mean function and VF of F2,λ expressed in terms of V and
m ∈ Ω are
G2 = {F2,λ : λ ∈ Λ},
mF2,λ = λm +
V n(m)V (m)+2 λmV (m)












10Now, if G is invariant under second moment LBS then G = G2,i nw h i c h
case there exist λi ∈ Λ,i =1 ,2, such that Fλ1 = F2,λ2 or, equivalently,
in terms of the associated VF’s, that VFλ1(m)=VF2,λ2(m),m ∈ Ω. By
employing (7) and (24) in the latter relation and rearranging terms, (20)
follows. By assuming that (20) holds for λ1,λ2 ∈ Λ, the reverse implication
follows easily.
ii) This statement can be proved analogously. Indeed, the set ˜ G2 of
second factorial moment LBS NEF’s stemming from G is deﬁned as follows.
For ﬁxed λ ∈ Λ, the cumulant transform of the measure ˜ πλ(dx) . = x(x −









˜ F2,λ = ˜ F2,λ (πλ)={P(θ, ˜ πλ(dx)) = exp{θx − κ˜ πλ(θ)}πλ(dx), θ ∈ Θ},
so that the set ˜ G2, the mean function and VF of F2,λ are
˜ G2 =
q
˜ F2,λ : λ ∈ Λ
r
,
m ˜ F2,λ = λm + V (m)

V n(m)+2 λm − 1
V (m)+λm2 − m

,m∈ Ω,






V n +2 λm − 1
V + λm2 − m
n,
,m∈ Ω.
As in (13) of Section 2, the group of translations acting on ˜ G2 generates the
following set of NEF’s
fα(˜ G2)=
q
fα( ˜ F2,λ):λ ∈ Λ
r
,
where, in analogy with (14) and (15), the mean function and mean domain
of fα( ˜ F2,λ) are
m
fα( ˜ F2,λ)
= m ˜ F2,λ + α, Ω
fα( ˜ F2,λ)
= Ω ˜ F2,λ + α,
where its VF expressed in terms of m ∈ M is
V






V n +2 λm − 1
V + λm2 − m
n,
,m∈ Ω .
11If ˜ G2 is invariant, up to a translation, under second factorial moment LBS,
i.e., if G =fα(˜ G2), then there exist λ1,λ2 ∈ Λ such that Fλ1 = fα(F2,λ2)
or that λ1V (m)=V
fα( ˜ Fλ2)
(m),m ∈ Ω. The rest of the proof can now be
continued as part (i).
In contrast to Proposition 1 where the diﬀerential equation (18) has been
entirely solved, yielding the four EDM’s in Tables 1 and 2, the situation in
Proposition 2 is diﬀerent, posing diﬃculties of two kinds. One is related to
the general solutions of (19) and (20), and the other to the question whether
the resulting solutions are VF’s of NEF’s. Indeed, both diﬀerential equations
(19) and (20) have inﬁnitely many two-parametric solutions. In principle,
once V (m) and V n(m) are ﬁxed at some point m = γ  =0 ,o n ec a nﬁnd
series of functions, represented by iterative relations, that converge to the
solutions of (19) and (20). Special solutions, however, of the two diﬀerential
equations do exist. For instance, the gamma EDM presented by a basis VF
V (m)=m2 solves (19) with λ1 = λ2 +2and b =0 . The binomial, negative
binomial and Poisson EDM’s with VF’s bases as described in Tables 1 and
2 solve (20) with λ1 = λ2 −2,α = −b = −2; λ1 = λ2 +2,α = −b = −2; and
λ1 = λ2 +2 ,α = −b = −2, respectively.




the speciﬁc values (λ1,λ2)=( 3 ,1).I f C =0 , then this reduces to the
gamma case. Otherwise, since Ω is the largest open interval on which V is
positive real analytic, it necessarily follows that C>0 and Ω = R,i nw h i c h
case the convex-support of the corresponding measure, if such exists, is the
whole real line. The question then whether (

m4 + C
1/2 , R) is a VF of
some NEF is not a simple one. Theoretically, one can invert such a pair,
obtain the corresponding pair (κ(θ),Θ) and then determine whether κ(θ) is
a cumulant transform of some positive measure on R. Practically, however,
this procedure turns out to be in most cases rather cumbersome. There
are though some easier ways for such a determination (see, for example,
Kokonendji and Seshadri (1994,1996), Bar-Lev, Bshouty and Enis (1992)
or Letac (1992), Letac and Mora (1990) and the references cited therein).
Whether there are additional VF’s solutions of (19), other than the gamma
case, is left as an open problem. An availability of a rich and accessible
’dictionary’ of VF’s items may help solving this problem, as well as other
characterization problems related to EDM’s.
In this note, however, we have used a uniﬁed approach for classifying
EDM’s invariant under various types of LBS. This approach, while demon-
strating the applicability of VF’s techniques, has the appealing property of
allowing one to reduce the problem of invariance into a problem of solv-
12ing a diﬀerential equation in terms of the corresponding VF’s. Invariance
of EDM’s under any other k-th moment or factorial moment LBS can be
derived accordingly and expressed in terms of appropriate diﬀerential equa-
tions. The solutions of these equations are obviously involved with an in-
creasing complexity as k increases.
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