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FOREWORD
This final report for Contract NAS 9-7625 covers the study
period from 30 NovemLt^r 1967 to 30 November 1968. Contract NAS 9-7625 is
Phase IV of work done by Eastman Kodak Company for NASA related to the
same basic subject, viz., photography of the moon.
Phase I work was done under Cont ra p t NAS 9-3826 in the period
1 December 1964 to I October 1965. The contract authorized a study to
investigate the materials and techniques for making realistic lunar
models, to examine the interpretation of photographs of simple geometric
shapes and typical. Itinar surface features with lunar photometric character-
istics and to prepare motion pictures simulating the landing approach of a
Lunar Module.
Contract NAS 9-3826 was extended for the period 1 November
'•	 1965 to 1 November 1966 to carry out Phase II work. Kodak investigated
the preparation of contour maps from lunar photographs by the photo-
s
clinometric method and compared this method to the stereo mapping
technique. A method was proposed for mapping by the comparison of
relative luminosities obtained from stereo photographs. Methods werei 
studied for enhancing lunar photographs by superimposition and high con-
trast printing. Techniques were studied for rating the quality of lunar
photographic systems by edge trace analysis and by use of a file of
comparison photographs. Additional motion pictures were prepared simu-
lating a Lunar Module landing using a ► arger model.
Phase III work under Contract NAS 9-3826 covered the period
from 1 June 1967 to 30 July 1967 during which time additional motion
picture simulations were prepared for new lighting conditions and
trajectories.
i
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Contract NAS 9-7625 was monitored by Mr. James L. Uragg
of the Mapping Sciences Laboratory. The work has covered three areas
related to lunar photography - motion picture simulations of Lunar
Module landings, lunar photometry and mapping, and rating and improving
lunar photographs.
Work done under the cu rrent contract was based substantially
on the experience gained in the earlier contracts. In this report many
references are made to the final reports (1) (2) for the work done under
Phases I and II. In cases where broad reference is made to the previous
work, the exact location is not cited for the description of the earlier
effort. In cases where very specific information is drawn from the
earlier reports (e.g., data, conclusions, formulas), the origin of the
item is called out.
Five computer programs were written for the current work.
Each of these programs has been delivered to the Technical Monitor in
three parts: (1) a description of the program, including the setup of
the data deck; (2) the source deck in Fortran IV language, and (3) a
listing of the program in Fortran IV. This information has been omitted 	 •
from this report except for brief descriptions of the use and content of
the programs. The five programs are: EGAUS, FILT, LOLIAP, LUNA II and
MAP.
A change has been made from earlier reports in the s , mbols
used to describe the photometric function ^(g, a). The letters g and a
are widely used in publications to represent the phase mangle and auxiliary
angle respectively describing the geometry of illumination and viewing
of the lunar surface. Readers referring to the final reports of Phases
I and II and bimonthly reports of Phase IV may be confused by the use of
the othe symbols (a, T) to describe the photometric function.
(1) All references are listed in the BIBLIOGRAPHY
1 . s
SUMMARY
A realistic 10' X 10' lunar model was made at a scale of
•	 about 1:50 to represent a portion of a potential landing site in Sinus
Medii. Construction was based on a contour map f the area furnished
by NASA. The visual appearance of the moon was achieved by dusting ..ith
cupric oxide and lighting with a soarce simulating the sun.
Motion pictures of this model were made to simulate a portion
of the view from a LM window during one of the. final minutes of a landing.
The motion picture sequences showed two basic approaches to landing - a
straight-in approach along a 14 0 incline to a primary site and a dogleg
maneuver to a secondary site. A motion picture was made for each tra-
jectory for sun elevations of 5° wid 12°; when projected at 24 frames/
sec, these motion pictures show events in real time. Still photographs
were made at seven selected positions along the trajectory during the
filming of the motion pictures for the straight-in approach.
A demonstration and an error analysis made for the photo-
clinometric mapvin! Lechniqu, for 30° sun elevation were compared with
results obtained at 15° sun elevation on an earlier contract under which
the method was developed. It was shown on a laboratory model that
photographic mapping at 30° sun elevation can be done with accuracy
comparable to that at 15' sun elevation. Accuracy depends on correctly
placing densities on the film charac eristic curve for photographic
photometry, forcing a trade-off between using small phase angles with
low scene contrast and large phase angles with lower sensitivity to
slope changes. It was concluded that the optimum sun elevation for a
photographic mapping mission depends on the average slope of the terrain
being mapped and the accuracy desired. In general rugged terrain should
be mapped at higher sun elevations.
i i J
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Tests were made on the ^l/m2 method of lunar mapping
suggested on a previous contract. From the ratio of the relative lumi-
nusity in two views of a stereo pair a unique slope can be obtained.
The 
^1/^2 method offers best accuracy for mapping gradual slopes when
stereo photographs are available but there is insufficient surface
detail to permit conventional stereo mapping.
The photometric function was measured with improved confi-
dence for a small range of slopes on a single photograph from Lunar
Orbiter. Techniques were developed to obtain data from spherical craters.
It was shown that predictions of the smallest details
recognizable in lunar photographs are best made by combining methods
for predicting limiting resolving power for a lens-film system w:,h
knowledge from a previous contract relating the threshold of L^solving
power to the threshold of recognition for lwar subjects.
Performance evaluation was done by edge gradient analysis on
laboratory and Lunar Orbiter photographs. (:rater shadows make satis-
r
factory test objects whet ►
 the crater is about 10 times the diameter of
the smallest recognizable crater. A film-process combination must be
treated as a nonlinear system when it exhibits photographic adjacency
effects. Therefore, the MTF of the photo optical systr;r, can be derived
from knowledge of its components, but component transfer functions can
not be determined by analysis of the overall MTF curve.
Measurement of Lunar Orbiter photographs confirmed the re-
sults obtained using laboratory photographs on a previous contract in
which the threshold of recognition of lunar subjects was related to the
threshold of resolving power.
•	 yr
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Identification of rocks and craters is improved with multiple
views of a lunar surface, but rapid presentation of such photographs
offers little advantage. Lrihan cement of photographs was demonstrated by
grain integration and ring smear masking techniques. Detail renditiun
is improved in a system limited primarily by film grain rather than by
lens quality.
v
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iI . MOTION PIVIURL SIMULATIONS OF ILL VIEW FROM A LM WINDOW UURI. G LUNAR
LANDING
A. Introduction
The object of this work was to make a series of motion pictures
showing a portion of the view from the LM window as seen by an Apollo
astronaut for about the last minute of approach to the lunar landing site.
Variations in the motion pictures in the series have been made to show
changes in the visibility of features on the ILmar landscape resulting
f.im different sun elevations and different LM trajectories. "these
motion pictures are for use by NASA personnel performing studies on the
effects of changes in lighting conditions.
The lunar photometric function is an important characteristic
of the moon's surface which has a major influence on the visibility of
subjects. The lunar surface gives a high degree of backscattering. Hence,
the amount of light reflected by a lunar subject depends on the relative
positions of the sun and the observer, as measured from the moon's surface.
Planning an Apollo landing on the moon requires taking into
account the ability of the astronaut to cbserve potential hazards.
Theoretical studies can describe the relative visibility of subjects in
terms requiring interpretation for prediction of the subjective value.
However, a realistic simulation provides a visual experience supplementing
the calculations and interpretation, at least for a specific set of
conditions.
B. Description: of Making the Lunar ,'Model
Previous work has developed techniques of making realistic
lunar models. In the present work these techniques have been applied to
the construction of a scale model of a specific area of the moon.
1
NASA furnished a contour map made by photometric reduction
from video analog tapes of a small portion of Framelet 400 of Telephoto
Frame 122 from Lunar Orbiter I1. The contour map covers a square area
about 750 feet on a side in Sinus Medii, a potential landing site for
Apollo astronauts.
A ;;vu feet square portion of the contour map served as a
g;:.ue in the construction of a square model 10 feet .)n the side at a
scale of about 1:50. A photograph was taken of the contour map for the
area to be represented in the model. This photograph was reproduced as
four transparencies, each representing a quadrant. The model was made
in square quadrants 5 feet on a side. For each quadrant, a box was built
with removable sides. Each box was painted white for use as 	 Projection
screen for one of the transparencies. While the contour map was projected
Unto the floor of the box, the contour lines were painted in black.
Allowances were made in projection for the presence of the bex sides.
Wire brads were driven perpendicularly into the floor of the box along
the contour lines and allowed to protrude in an amount proportional to
the contour height. The brads were spaced closely in locations of
marked change in direction of the cor. tour. Figure IA shows one of the
quadrants at this stage, with contour lines and wire b,..ds; Figure 1B
shows the four quadrants together.
Each quadrant was finished before assembly of the complete
model. Plaster of Paris was poured into the quadrant box to a depth
within about one-half inch of the tops of the wire brads and allowed to
dry. The remaining depth was filled with Marblex self-hardening clay.
Marblex clay was chosen for a number of reasons. It was de-
sirable to have a model made of a material not easily damaged in handling
or by falling objects, particularly with the prospect of repeated dusting
and dust removal. Preliminary tests showed g hat the dried Marblex clay
was compatible with the cupric oxida dust to be used to simulate lunar
2
A One quadrant before, addition of clay showing contours
with nails set to correspond to the elevations
B	 Four quadrants before addition of clay
FIGURE I. TWO STAGES IN MAKING MODEL FROM CONTOUR MAP
3
1
1
photometric characteristics. Ordinary modeliiig clay does riot have elLher
of these desirable properties. An advantage of the Marblex clay over
plaster of Paris was that the hardening could be retarded several days
to permit careful shaping. The material remained readily workaule
when covered with moist cloths and plastic to limit evaporation. Pre-
liminary tests showed that during drying the Marblex clay developed 	 I
only hairline cracks which were easily and permanently repaired.
Experience on the final model indicated that the resistance to cracking 	
1
may depend on the batch of material. Abuut one-half of the model was 	 1
made with a batch w;iich dried relatively slowly; this portion of the
model has been free of c:acks. 'rhe other half of the model has con- 	 I
sistently required repair of cracks after standing more than a few days.
Unfortunately, the cause of th3 problem cannot be identified beyond 	 f
question.	 the base layer of the first half of the model was made with
thick plaster of Paris which was allowed to dry about 3 days before
applying the Marblex clay which subsequently dried relatively slowly.
The second half of the model was made with a base layer of thin plaster
of Paris which was allowed about 3 weeks drying time before finishing
with Marblex clay which dried rather rapidly. The cracking of the cum-
pleted model could have been related to the preparations prior to
application of the Marblex clay.
Craters smaller than the minimum detail on the contour map
were added in random locac.,.ons as follows: 170 craters with 2-feet
diameters, 120 with 3-feet diameters and 80 with 4-feet diameters. The
number of craters added to the model was based on two guides. On the
contour map, 50 craters were counted in the diameter range from 5 to 10
feet within the area of the map being used. This area represents about
1/100 of a square mile on the moon, within which, from previous work,
one expected to find about 500 such craters. The same data lead one to
expect about 2 times as many 2 112 feet craters (representing the range
	 t
1-5 feet) as 7 1/2 feet craters (representing the range 5-10 feet).
However, while the ratio of craters of each size was felt to be correct,
	 1
4
t «:.
the absolute number of craters was less than anticipated. Thcrefure,
the ratio of numi-ers of craters of two di fferent sizes was preserved
but the detail was cxtcnded on the basis of the crater count on the map.
Repairs to the model have been - ►ade using vinyl spackle
which was sanded to match the surface  after drying. fainting the model
with epoxy paint provided some reduction in hairline cracks. A coating
of epoxy paint on a model made with common rnudeling clay would be a goud
candidate for investigation in future: model construction.
Each quadrant of the model was compl--teJ in the saint manner.
,tier removal of the sides of the boxes and joining of the bases, the
intervening ;Daces were filled iii anJ shaped using Harblex clay. Figure
2 shows a comparison of profiles prepared from measurements of the finished
model with those prepared from the contour map furnished by NASA.
Figure 3 shows the portion of the -_ontou: map from whi ,.h the
model was prepared. Figure 3 , is a transparent overlay ror Figure 4 which
is a high duality, vertical phutograph of the con;pleted and dusted model.
In Figure S the quality of the photographic r:uroductiun has been degraded
frorl Figure 4 to simulate that in :-ibure b, the portion of the Lunar
Orbiter photograph from which the contour map was prepared by NASA.
Figure 5 was prepared from the negative of Figu.-e ,1 by de-
focusing in the enlargement stage and adding; a granular pattern to simu-
late the phosphor noise of the Lunar Orbiter Ground Reconstruction
Electronics .
The general resemblance of Figures 5 and 6 suggests faithful
interpretation of the lunar scene by the c;u ►► tour map and in turn, care-
ful execution of the model after the contour map.
5
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Prior to each occasion of photography,	 the model was	 freshly
dusted with cupric oxide.	 Figure 7 shows the preparations for dusting
the model using the procedure previously developed.
C.	 Description of Making the Motion. Pictures
The motion p icture simulatior ►s were made b	 time-lapseY	 p
photographic	 tec;,ni.jue using a 16mm roll	 film camera with single frame
capability	 (Eastman Ko"A lane - Kodak Special). 	 The camera was actu-
ated for individual exposures by the Kodak Electric Release Control 	 for
Cine-Kodak Special.
-I'he camera was mounted on a fixture fastened to a dolly
rode down a ramp. Figure 8 shows this equipment with the ramp along the
side of the model. Figure 9 shows the camera and fixture in detail. The
fixture was constructed to allow the camera to ride in outrigger fashion
so that the ramp remained out of the field of view. The ramp provided a
constant slc.pe of about 14 0 . Small changes from this basic path were
added by the motions of the fixture which had 3 degrees of freedom in
both translation and rotation. The camera fixture moved along a path
parallel to the ramp surface by a lead screw. Periodically, it was nec-
essary to restart the lead screw; the delly was moved down the ramp tc
position the camera correctly to retain continuity of action.
The model was illizninated by a source simulating the angular
size anO position of the sw . Figure 10 shows a schematic di4gram of
the projector used for this purpose, a Kodak Master Model 1000-watt
Projector with f/2.3 lens of 5'' focal length. A condenser lens retainer
acted as a field stop (with the slide gate of the projector removed) to
give a full field angle of illumination of 25 degrees. At a distance of
30 feet to the center of the model the apparent ang" lar subtense of the
source was about 0.4 0 , nearly the angular size of the sun viewed from the
moon. The sun was positioned 5° to +he left of the initial straight
	 J
1
12 1
FIGURE /. PREPARING TO DUST THE MODEL
FIGURE 8. PHOTOGRAPH OF RAMP ALONGSIDE MODEL
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trajectory line described in a subsequent paragraph, i.e., on the model
side of the ramp.
The camera was assumed to be firmly mounted to the LM.
Figure 11A shows the geometric relationship of the camera to the LM.
Figure 11B shows the field of view of the camera with respect to the
astronaut's view of the I.M window from the nominal eye-point.
Two basic trajectories were used in the preparation of the
motion pictures, one giving a straight line approach (as seen in a plan
view) to the primary lwiding site and the other using a dogleg maneuver
to shift from the primary landing site to a secondary landing site. Two	 r
views of the trajectories are shown in Figure 12.
Four motion pictures were made with the straight-in approach.
f
Motion pictures #lA and #2A were made under identical conditions except
for position of the light source; the sun elevation was 5° for motion
picture #lA and 12° for motion picture #2A. For these two motion
pictures a scale of 1.50 was used, the same as the scale used to con-
struct the model. distance and attitude descriptors for the LM in this
trajector y
 are shown in Figure 13 starting at 621 seconds elapsed time 	
T
from ignition.
Motion picture #1 is the same as motion picture #2 except for
sun elevation, 5° in motion picture #1 and 12 0 in motion picture #2. The
scale is 1:150 in these two motion pictures. Distance and attitude
descriptors for the LM in this trajectory are also shown in F.;gure 13.
The scale of 1:150 permits filling the frame of . the camera with model
for a longer interval of time. Dimensions of features shown in Figure
12 mus'. be multiplied by 3 to be applicable to motion pictures 1 and 2.
Figures 14 and 15 show the attitude and distance descriptors
for the LM in the dogleg maneuver in motionP ictures #3 and #4 which were
1
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1
mad(- at a sc.tle of 1:2x'1.	 In mutiun picture 0 3 the sure eIc vat lor. is 3°
while in motion picture t, -1 it is 12 °. A multiplier of S must be u.,cj
to make dimensions in 1-igure 12 appiicuble to these two motion pictures.
In each of the motion pictures, except a l, t,,e landing sites
were marked ^%ith a small, open triangle at the request of NASA. The
equi !at era I triangle eras 1 inch on a side, currespunuing to 4.lt,, 1.:.3
and 20.8 fret on the moon at the three scales of 1:50, 1.150 and 1:25U.
in e arly frames of each motion picture, the im.-ge of the
nK)de, w 1nut '.arbe enough to fill the frame of the camera	 ' The apparent
lunar horizon caused by this limitation in the model is about lo' beiuw
the position where the reul iunar hori z on would occur. During the fi lin-
ing of th% motion picture.,, a shadow was cart on the foregruund in front
of the model by a panel placed in front of thr light source, lilacs felt
plush was used to provide a background behind the model. This procedure
placed both the foreground aiid background at the rni<<imum density oil
negative. M.en making motion picture a lA, one of the boxes supporting
the ramp was not covered with blush during the exr^sure of several frames.
Although the presence of these images is a cosmetic defect in this motion
pictur,_ and distracts the at:c:nt ion of the viewer, this defect does not
affect the quality of the useful area of the picture. The defect did not
warrant rem,akinb the motion pi cturc.
In the last few seconds of each simulation, the camera was
put through i,iutions to represent a pitch-up masieuver by the LM and she
initiation of the vertical descent. Hie shadow of the camera and its
support appear in the last Few frames of each motion picture; the ca.nera
film plarie was about 4 inches from the model surface during he last
exposure.
The motion pictures were filmed on Kodak Double X Negative
Film, `Type 7222, and printed on Kodak Fine Grain Duplicating Positive
21
1Film, Type 7366. Since the average illuminance on the model was very
low and the model had about 7% reflectance, camera exrk.,-,,r,^ times were
4 or 5 seconds depending on lighting conditions. The ' 	 . were given
standard processing.
The lens in the camera was an f/2.8 Kodak Cine Ektar of 15mm
foca l icingth. During the photography, the aperture of the lens was
adjusted _Tightly to compensate for the reduction in illuminance at the
far side of ue model compared to that at the near side. 'fhe lens was
set at f/16 at the start of the motion picture and adjusted to f/14 by
the end of the motion picture, a change of about 112 stop.
A magnetic sound track may be added if desired as the motion
pictures were made for projection at 24 frames per second to simulate
real time. During projection, the vif;wer can eliminate distortion of
perspective by sitting at a distance from the screen that is 2 1,'2 times
the height of the projected image.
The sketch of the model that was given in Figure 12 shows
the vicinity of the landing sites and gives the sizes of certain features.
Hie sizes of craters are given for t he scale of 1:50 used in motion
pictures IA and 2A. For motion pictures 1 and 2 with scale of 1:150
and 3 and 4 with scale of 1:250, the sizes in Figure 12 must be multi-
plied by factors of 3 and 5, respectively.
L. Description of Preparation of Still Photographs
In connection with motion pictures IA, 1, 2A and 2, still
photographs were made of the model at 7 selected points along the tra-
jectory. These photographs were reproduced as enlarged prints. One
purpose of these Irints was to make them available as visual cues to
evaluate the potential of such aids for previewing.
1
1
1
1
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1
The still photographs were made with the same procedure and
equipment used in making the motion pictures except that Kodak Plus X
Negative, Type 7231 was used. This film was given standard processing.
Enlargements of 25X were made on Kodak Polycontrast Enlarging Paper,
Type F. The prints were dry-mounted on 8 112 x 11 card stock for
delivery.
Table 1 lists the conditions for the sill photographs, one
of which is shown in Figure 16. For proper perspective, the viewer
should hold this figure at a distar, , .e from his eyes corresponding to
two and one-half times the height of the picture, i.e., 19 inches.
The steps used in making the still photographs yield tone
reproduction characteristics that cause the prints to have very nearly
the appearance of the model seen by an observer looking at it under the
lighting conditions for the corresponding motion picture.
23
'1 ABLE I
CONDITIONS FOR STILL PHOTOGRAPHS TAKEN CONCURRENTLY
WITH MOTION PICTURES OF LIM LANDING
Straight-in Approach - 5° and 12' Sun Elevation
Mot ioil	 Photo Elapsed Time Pitch Horizontal
Picture#	 Number From I&nition Angle Altitude Range
(degr es) 77— — (ft)
IA & 2A	 1 621 17.0 280 660
2 627 15.0 210 420
3 633 13.5 175 260
4 639 11.5 135 150
5 64S 9.5 100 80
6 653 7 72 10
7 661 0 54 0
1	 2	 1 600 22.6 600 2000
2 612 20.0 410 1200
3 622 17.0 280 650
4 632 14.0 190 300
5 642 11.8 140 140
6 654 9.0 90 35
6S8 3.0 70 0
r
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I 1 . I LKAR PHOTOMETRY AND ,MAPPING 	 I
A. Introduction	
01
Earth-based telescopic measurements have shown the muun's
surface to produce a high amount of backscattering. 'I1ic luminance of the
lunar surface for all conditions of illumination and viewing can be ex-
pressed in terms of the luminance for vertical illumination and viewing 	 t
and a factor of proportionality, ¢, using the lunar photometric function.
The photometric function for any area on the lunar surface
is represented in terms of phase angle g, between the directions of inci-
dence and emittance (viewing), and angle u, which is the component of
the angle of emittance projected into the phase plane. The angle a is 	 I
negative when it overlaps the phase angle. Figure 17 illustrates these
geometric relations nips.	 x
The graphical representation of the value of the photometric
function in terms of the two variables a and g is shown in Figures 18 and
l:+ for lunar maria. (3)
f
t
Knowledge of the photometric function can be combined with
information about parameters of the photographic system (f-number N,
exposure time t, and lens transmittance T), the normal surface albedo
(reflectance) p and the illuminance I to make a prediction of the expo-	
to
sure E on the film plane in a photographic system. Equation 1 describes 	 1
the relationship between these variables.
I
E _ 10.76 I p ¢ Tt	 Equation 1
4N2
Exposure E is given in meter-candle-seconds i F exposure time
t is given in seconds and I is given in foot-candles; ¢, N, T and p are
	 j
dimensionless. The conversion factor 10.76 gives the number of square
feet in a square meter.
26
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1
equation 1 is basic to all of the work reported in this
section. Effurts were made to improve knowledge of the photometric
function by solvin g the relation for m with initial knowledge of allap
the other values including g and a. Work on mapping was p arried out by
solving the relationship first for 0 And then for a.
Dependence of the photometric function on a and g indicates
that tilt of the normal to the area under observation in a plane normal
to the phast: plane does nut enter into the computation for oLserved
luminance.
B. Photoclinometric Mapping
1. Summary
The work of Phase II, Contract NAS 9-3826 (4) has been ex-
tended in a study of photoclinometric mapping from a single photograph.
New profiles prepared from photographs of Model KLM 6-65 with a sun
elevation of 30 0
 are compared to profiles for a 15° sun elevation, and
an error analysis made on the technique for the 30 0 condition.
Mapping of a lunar -aodel at 30 0 sun elevation can be done at
least as well as at 15 0 sun elevation.
2. Background
The lunar photometric f 1mction expresses the variation in
lunar luminance with the geometry of illumination and viewing. 'Me
photometric function at a point is described by two variables, g and a.
For vertical photography with very small angular coverage, the phase
angle g is the complement of the solar altitude and a is the component 	 1'
of the lunar surface slope in the phase plane.
30
the measurement of luminance values 	 irum a vertical	 phutu-
graph of the lunar surface together with knowledge of the photometric
function and ether calibration data provides 	 a photometric method for
' generating	 lunar surface profiles.	 "lo determine these	 luminance: values
at points near the optical 	 axis,
	
the photograph	 is sunned with a micro-
' dens'itometer in
	
lines	 parallel
	
to	 the phase plane	 at	 the nadir point.
Tht phase angle is the complement of the sular altitude at 	 the nadir
point,	 therefore the luminance differences occurring in the scene
photographed are a functiun of the single variable u, 	 the gruund slope
in the phase plane. 	 on the basis of a single scan,	 no information	 is
'available about,	 the surface slope 	 in	 any direction other than the phase
plane,	 But	 the slope in the direction perpendicular to the please plane
can be deduced or interred from a number of adjacent 	 scans.	 The profiles
obtained by adjacent scans can be assembled on the basis of the scanning
geometry relating the end points of the separate scans. 	 Luntours are
constructed by connecting points showing common values of elevation in
the phase plane.	 This procedure.' was
	
used in Phase	 lI	 work.
The slope is	 found by use of three relationships.	 The first
relationship is	 the characteristic curve of the photcgraphic	 film which
relates optical density to exposure. 	 The second relationship relates
exposure to the various optical	 parameters of the camera and illuminatiuri
conditions of the scene. 	 This
	
relationship is given by Equation 	 1:
E	 =	
10.76	 I	 o	 w	 Ft
4N2
where:	 E = exposure	 (meter candle seconds)
I	 =	 scene
	
illwnination	 (ft.	 candles)
p = albedo
y =	 relative	 lu,ninosity	 factor (function of g and a)
1	 =	 lens	 trans,nittance
1
t = exposure time	 (seconds)
N = lens	 f-number
3.
The third relationship is the empirical representation of the photo-
,net tic function in terms of g and a.
Assuming a constant albedo within the picture area of a
single vertical photograph, all the variables in Equation 1 are constant,
except p which only changes as a varies. For a short scan over an area
of constant slope, g and a are constant. The density changes obtained
from the micrudensitometer traces of the photograph may therefore be
related to changes in surface slope. The slope, tan a _w, be related
to the height difference, Ah, and separation, Ax, between two points by
the following relationship:
	
Ah =	 Gx an a	 Equation 2
profile may be generated using the expression:
n
h 
	 = E
	 t •.n (A	 x i	 Equation 3
	
n	 i=0
where	 h 
	 = height at point x  relative to the height at
	
n	 point x0 , the starting point.
3. Previous Work
Much of the work done in the Phase I1 Lunar Photo Study
undez Contract NAS 9-3826 involved application of the photometric: mapping
technique to the photography of laboratc.y subjects.
Initially, simple geometri ,: shapes, cor.,es and spherical con-
cavities were photographed. The subjects were dwted with cupric oxide
which has reflectance properties similar to the liciar surface, as shown
in Figure 20. Figure 20 is comparable to Figure 18, the lunar photo-
metric fwlction.
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The last part of the Phase II work included mapping the
portion of the Lunar Model kLI4 6-65 (scale of 1:48) t' 5) that is outlined
in Figure 21. the model was illuminaed by a source simulating; the sun
at wi elevation of 15 0 . SO-243 film was used with an optical system
capable of producing a system resolution of 130 lines/mm, high contrast,
at a scale of 1:30,000 (model scale 1:48 and photographic scale 1:625).
A contour map of the area outlined in Figure 21 was made
from the height profiles determined from 22 microdensitometer scans.
This map compared favorably to one determined from stereo photographs
of the model and to a map made from measurements on the model itself.
Quantitative evaluation of the photometric mapping technique
was obtained by comparing height measurements made on the model tc those
results obtained from the photograph. This comparison showed that photo-
metric mapping could deter ,^,ine lunar heights with a standard deviation
of ±2.6 inches where excursions in heights were as much as 20 inches.
4. Present Wort:
The purpose of the current work is to investigate the mapping
capability of the photometric technique at a sun e^evation of 30 0 by
comparing the results to those obtained at 15° sun elevation.
Vertical photographs were taken of both Model. K1.M 6-65 and
a flat plane surface, dusted with cupric oxide, on SO-243 film at a scale
of 1:30,000 and a sun elevation of 30° using a system having a limiting
resolving power of 130 lines/mm, high contrast. The film was processed
in D-19/D-76 to a gamma of 1.2. The plane surface is used to correct
for the light fall-off which occurs across the width of the model because
of changing distance from the light soL:rce.
A Davidson autocollimator with divisions to 1 secoi ► d of arc
was used to establish a perpendicular to the base of the model and to set
the camera optical axis coincidence with this perpendicular. A surveyor's
transit was used to establish the sun elevation of 30 degrees ±10 minutes.
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Photographs of the model and the plane surface were scanned
in the phase plane with a microdensitometer using a spot of 2-microns
diameter. Twenty-two scans wel •e made at separations of 4 microns within
the area shown in Figure 21. In each scan 271 samples were taken at
separations of 3 microns. The data from each scan were stored on punch
cards for computer analysis.
L
A photographic step tablet processed with the photographs was
also traced to provide exposure calibration. A modified least squares
curve fit was made relating film exposure E to microdensitometer output
voltage V:
E = -0.6497 + 3.630V - 3.840V 2 + 2.179V 3	Equation A
A ^ versus a equation for the photometric function of cupric
oxide dust at a phase a:;gie of 60 0 (sun elevation of 30 0 ) was generated
using the same modified least square technique, where a is the slupe
angle in the phase plane.
a = 26.263 + 0.781 ^ - 616.803 y 2 + 416.895 y3 'Equation 5
An equation was obtained for zero a to account for light fall
off on the model as a result of the inverse-square law. To get this
equation, the mean microdensitometer voltage was computed for each of
the twenty-two scads made on the image of the plane surface. Through
this mean, a first degree equation was obtained for each scan which
adjusted each point to this mean. An average equation was derived based
	 l
on the individual equations 	 r': twent y -two scans. This average
equation is:	 J
L = 1.237 + 5.8 x 10 -4 x	 Equation 6
where	 V = microdensitometer voltage
x = feet on the moon in. the phase plane from the
start of the scan I
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1he microdensitometer data from the photograph of the model
and Equations 4 through 6 were used as inputs for the computer program
LUNA II. This program, written for the Phase II work, computes lunar
surface profiles from the microdensitometer data.
In LUNA 11, an array of voltages is computed using Equa^ion G
corresponding co the points across the model at which microdensitometer
readings will be made. This voltage array is converted to an exposure
array using the exposure-voltage equation. A new array i.s created by
dividing the value of ^ corresponding to zero a by each member of the
exposure array. This ^/E ratio is used to correct the microdensitometer
voltages obtained from the trace of the model photograph for the apparent
slope which results from the effect of the light fall-off. The ratio is
given the symbol A:
A =
	
Equation 7
The value of A at each point is adjusted to zero slope, therefore any
variation in E can be attributed to a change in ^b, i.e., EA = ^ and one
does not have to go through the lengthy calculation solving Equation 1.
This artifice can only be used when an area of known slope (preferably
zero) is available in the photograph.
I'he microdensitometer voltages for a single scan are read
into the program, converted to exposure and then changed to a ^ value by
multiplying the exposure value by the A value corresponding to the posi-
tion of the data point in the scan. This ^ value is converted to a value
of cx using Equation S.
A surface profile is generated by reiterative use of Equation
i
2:
Ah = Ax tan a
where Lx is the distance between data points. The heights in
I
a scan are cumulative relative to the height of the first data point.
I
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The resulting profiles are adjusted to the model profiles
by taking the firs' and last point in each profile and setting each
equal to the known m4, l el heights.
S. Results of Pre. • ent Work
Five scans were selected for comparison with model heights 	 r
at intervals of 0.4 foot. "Ihe data points in each of the S adjusted
profiles were subtracted from the corresponding model measurements and
an average and standard deviation were calculated for height differences:
ravc.r?ge deviation = -0.35 inch
standard deviation = _*2.32 inches
Four of these profiles are shown in Figure 22. only four are shown for
convenience, at a scale large enough to show the differences.
6. Error Analysis
An error analysis for this photometric mapping technique was
performed in the Phase lI work. This analysis consisted of computing
the variance of the uncertainty for each of the factors, converting these
variances to log exposure variances and combining the variances as random
errors by computing the root sum of squares (RSS) to represent the total
log exposure error. This ion; exposure error was converted to an
uncertainty in a.
because this experiment is a duplicate of that done in Phase
II, the errors in the individual items are the same. Therefore the RSS
error is the same. The individual variancas and their RSS are tabulated
in Table II.
The uncertainty in a resulting from the log exposure error
is different because Phase II work was done at a phase aliRle of 75° and
1
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TABLE II
ERROR ANALYSE: FOR
PHOTGCLINOMLTRIC MAPPING IN LABORATORY
Factor	 Variance in log E
Illumination
	
8.1 x 10-5
Alhedo
	
1.9 x 10 4
Lens 'I rarnsmi t tance	 4.0 x 10 5
Shutter Time	 1.0 x 10-5
f/Number	 4.0 x 10-' S
Processing	 4.0 x 10-4
_;
Photometric Function	 4.9 x 10
Micrudensitometry	 4.0 x 10 5
Root Sum Square
	
'_0.03
40
the current work at W. Therefore a new uncertainty in u was cal-.:ulated
from the following :elationship: (6)
Ga = Eantilog (A log u) -1 J (y	 ) (La/ISM)	 E;qc .tiori 8
For small changes in log E (±0.030 from 'fable 11) the resulti ig changes
in log m will be apprcximately the same. Therefore, from Equation 8 the
uncertainty in a becomes:
Da = [anti log (i^ log ^) - I ] (Oa--O) ( ,al b v)
_ (1.10-1) (0.226) (211) = ±4.70
the uncertainty ii. u is therefore ±4.7*.
Hie results of the Phase I1 work are compared with the current
experimental results below:
Phase II	 C urrent
average deviation in height
	
0.0 inch	 -0.35 inch
standard deviation in height
(A uncertainty
±2.56 inches	 12.32 inches
±1.9 degrees	 ±4.7 degrees
I'xamination of the above results indicates an apparent dis-
crepancy, viz., mapping at 30° sun elevation yields a slight deviation
from a zero mean (the negativ^ value for average deviation in height
means the map :.s generally higher than the model) but results in a smaller
standard deviation in height. This smaller deviation in height was un-
expected because the larger cA uncertainty ,hould produce a greater
uncertainty in height.
In an attempt to rationalize this discrepancy, a review was
made of the height-adjusting technique used in the Phase II work. The
adjusting technique differed considerably from that in the curren t_ analysis.
41
For the Phase 11 mapping, line drawings of 22 unadjusted profiles were
assembled on an illuminator and adjusted by comparison with a vertical
photograph. Once the profiles were adjusted, a line was arbitrarily
drawn under the assembled profile. 'this line was considered zero
elevation. Profiles were then generated in the Y direction (perpendicu-
lar to the phase plane). The profiles in the phase plane were next
adjusted by taking the first and last point determined from the Y
direction profiles and linearly adjusting each scan to these points.
For comparison with the same zero elevation as the model, each data
point in each scan was subtracted from the corresponding measures height
of the model and an error curve generated for each scan. This error
curve was used to adjust each scan to the model. The adjusted heights
were again subtracted from the corresponding model heightF to cumpute
	th y, average and standard deviations in height.
	
It is -elt that this
last adjustment would not be possible in practice because the data re-
quired from the area being mapped would not be available (if the Jata
sere available there would be i o reason to make the map) .
TO compare the result at the two different phase angles
under the same cunditions, the unadjusted heights from the Phase II work
were a6j Wited using only the first and last data points in each scan.
In practice, these data points could be obtained from stereo analysis of
the lunar area. An average "­Tit' standard deviation of the height differ-
ences were calculated for these adjusted scans. The results compared
with the current work at 30° sun elevation. are:
Ph as e I 1 Run	 Phase IV Run
	is 	 30°
average deviation	 -3.02 inches	 -0.35 inch
standard dev ;
 atiun	 *_3.31 inches	 ;2.32 inches
heitner measurement has ze.o mean; the negative average de-
viatior means that the map is generally higher than the model. The
results from the 30° neap show better agreement with the model than those
of ,:he map made at 15'
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In mapping at 13' sun elevation, some data pointi occurred
in shadow areas where no data were available to compute heights. wOien
this occurred the computer was instructed to use the sun elevation
the slope angle to compile heights. "Phis technique -ay cause signi , lcan^
error in height determination for areas in shadow. 	 I'o investigate this
possibility, all the heights that were derived from areas in shadow
were removed from the data and another comparison was made against the
model, No marked change occurred when the data were rerun without these
points, but this result is not too surprising sin ge only eleven points
in all five scans were in shadow.
Che accuracy of photographic photometry varies as a function
of the point on the characteristic curve at which measurements are made.
Microdensitometers used in making density, measurement.,, have an inaccuracy
associated with them. This inaccuracy may be thought of as causing a
"band" of measurements surrounding a mean value. it is estimated that
the standard deviation of the width of this band is *_U.U3 density units
for the microdensitometcr used in these experiments and is probably
representative of these instruments. 	 If the densities being meriSured
are on the toe of the characteristic: curve, the uncertainty in exposure
caused by this error is much greater than for densities on the straight
line portion of the curve. For SO-243 film processed to a gamma r.f 1.2,
the wicertai,iti.s in exposures differ by a factor of two between areas
exposed on the toe anti those exposed on the straight line.
This exposure wicertainty may account for the differences
between the results of the 15 0 and 30 0 mapping experiments. Many crater
walls in the 1^ 0
 photographs were on the toe portion of the curve, while
all of the areas in the 30° photographs were contained on the straight
line portion of the characteristic curve.
7. Conclusions
Mapping of a luriar model At 30 0
 sun elevation can be done at
least as well as at i5° sun elevation.
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Uncertainty in a for a given uncertainty in 9 increases as
phase angle decreases; therefore, one would expect mapping accuracy to
decrease as phase angle decreases. but as ,)hase angle decreases the
scene contrast decreases, and the scene can be recorded on the straight-
est, most accurate part of the characteristic curve of the film. The
effect of combining these two opposing errors would have to be evaluated
before deciding on the best exposing conditions for a mapping mission.
C. y1102 ,'Method of Mapping
1. Sununary
The 21 /m2 mapping technique was appl ; ed to mapping a portion
of lunar (Model K1.M b-bS dusted with cupric oxide. Jnly fair correlation
was achieved between snap profiles and profiles made from measurements on
the model.
An error analysis indicated that by increasing the size of
the scanning aperture from 1Uu to 50i: and making 5 replicate scans of
the same ar , a, the error in determining exposure .:ould be reduced to
allow measuring slopes to within 15 0 around a nominal value of zero
using the photometric function of cupric oxide. 'Phis same wcertainty
in exposure results in a slope measuring capaoility of ±33 when using
the lunar photometric function.
'111e 9
1 /S., mapping technique is useful when mapping flat
areas that do not show small details and are quite difficult to ,nap
using normal stereo techniques because of the low contrast of the scene.
Z. Introduction
Photometric lwcar mapping is done by detenaining thc; v, lue
of the relative luminosity factor ,p through photographic photometry.
Knowing the phase angle at which the photograph was taken, one can
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obtain the slope of the lunii surface tin the phase planet from the
photometric function. From the slope value and the distance bet ►,ern data
points, lunar height contours caii b . termi ►► ,•d.
Solving; foi the relative luminosit\ fa:tcr re,4uires Lhe
solution of Equation 1:
4 \`E
10.'6 
T 
t I
Uncertainty in any one of the six variables in this equation causes an
uncertainty in :.
fine "I /	mapping method i provides a way of eliminating most
of the variables. hAo photographs :ire taken of the same area at different
phase angles. A value is determined for the ratio of the v value from one
photograph to the ; value from the sane area in the second photograph.
From the equation for : it can be seen that many of the variables can-:el,
leaving 7, t, and E which are the lens transmittance, exposure time anu
exposure. For areas near the optical axis or in the same place ill the
field, the ratio of ' l
/1., is unity. Also with guod exposurf; control
the ratio of t I /t 2 is unity.	 1he remaining ratio, E I /E,, is a 
► unique
function of lunar slope over a reasonable range Of s-lcres, and one can
compute the lunar slope from the ratio E I /E 2 .	 the onl)' uncertainties in
this procedure are the uncertainties in exposure determination.
3. Laboratory Test of the ;I/;: Alethod of ,tapping
A portion of Lwiar Model KLM u-65, outlined in Figure 23, was
used to investigate this mapping technique. This model was dusted with
cupric oxide and Lilw,.iin.ited b> a simulated sun at an elevation of 30°.
Two photographs were taken of the model at a scale of 1:25,000 (1:413 model
scale, 1:52 photo scale) and phase angles of 45° and 75 0 . Extreme care
►;, as used in establishing the sun ele-VIALlun and stereo angles.	 It is
45i
The Solid Lines Show the Area Initially Scanned for 
^I/^2 Mapping.
The Dotted Lines Bound the Area Without the Large Crater that was
Used for a Special, Separate Analysis of the Data
The Scales on Each Side of Model KLM 6-65 Are Used to Locate Points
on the Images for the 
^1/^2 Method of Mapping
FIGURE 23. 
^I/02 MAPPING ON LUNAR MODEL KLM 6-65
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estimated that these angles are within ±5 minutes of arc of the nominal
values. The Type SO-243 film was processed in a one-to-one mixture o1
D-19/D--70 to product. a gamma of 1.2.
A plane surface dusted with cupric oxide dust was also photo-
graphed using the same conditions as for the model. 'Ibis pl:u:e surface
was used to determine the amount of light fall-off across the width of
the model because of the inverse-square law.
Figure :.4 shows the relationship betweer. slopes and the ml/`^2
ratio for a sun elevation of 30° at a stereo angle of ± 15 0 from the
vertical. 'These data are based on lunar photometric function data(8).
Figure 24 also shows this relationship based on the photometric function
Of cupric oxide dust.
71 ► e photographs and calibration step-tablets were traced
with a microdensitometer in the phase plane using a 2u diameter spot with
samples taken ever , 3u. A total of 22 scans each separated by 4u was
made within the area outlined by the solid lines shown in Figure 23.
It is necessar/ to obtain exact registration of corresponding
rdata points in the photo pairs to do accurate mapping using the ^1I
method. Exact registration was obtained from the model photographs by
use of the coordinate grid system on the edges of the model.
^i
F
	
	 'rhe scale of the photograph constantly changes across the
width of the model because of the oblique angle under which the photog-
raphy was done. For a constant sampling increment this changing scale
separates the data points by different amounts on the model surface.
Separation of the data points must be known quite accurately because
this information and the slope between data points are used to compute
elevations.
G
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'I'his change in scale can be corrected in one of two ways.
The photos can be rectified using standard photogrammetic techniques
or the scale change differences for each location on the model can be
I
computed from the following relationship:(9)
6
AS	 - sin 0 AY	 Equation 9
a
where AY - distance of the point in question from LI1e
isocenter
9 = stereo angle
t -	 H = altitude
AS = ,cale change
The isocenter is a point on the principal line a distance U - F tan (9/2)
from the intersection of the optics: axis and the film plane in a direc-
tion toward the lower edge of the photograph, h is the focal length of
the lens. The principal line is a line in the film plane containing the
points where the nadir and the optical axis intersect the film plane.
By applying the scale change equation the e.xact data poirt spacing may
be found for any pair of points on the model.
1
!	 It was planned to use the scale change equation in this work
but the calculated scale change across the model was so small we decided
to use a constant scale. It is also difficult to establish a technique
for locating the intersection of the optical axis and image plane when
using such a small (approximately 2mm x 2mm) image. This intersection
point must be determined quite accurately if the scale change is to be
properly compensated.
If the 
^1/^2 method of mapping is to be used in mapping the
lunar surface, the scale change will have to be compensated. The optical
center -s usually located by the use of four fiducial marks properly set
around the edge of the picture format.
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the digitized microdensitometer voltages wire converted to
exposures using the following relationship:	 I
E _ -23.04 + 51.78V -36.88V2 + 9.65V 3	Equation 10 I
The ratio of E 1 /E 2 was computed for each parr of data points.
'Ihe value of this ratio was converted to lunar slope from the following 	 T
relationship curve-fitted by least mean square technique:
Slope = -145.8 + 101.6 k	 Equation 11
h. ere k = value of the E 1 /E 2 ratio
Elevation chwiges relative to the first elevation point were 	 -t
computed from the slope S and the distance AX between two data points
using the trigonometric relationship of:
All = AX tan S
	
Equation 12
A comparison of the profiles generated from the elevation data
and the profiles made from model measurements showed no correlation at
all. To get some understwiding of the reason the map profiles did not
agree with the model, an abbreviated error analysis was performed.
The major uncertainty in this mapping technique is the deter-
mination of exposure. Part of this uncertainty arises from errors in the
microdensitometer. This microdensit^metry uncertainty can be thought of
as the measurement of a band of densities rather than just a single value.
	
Ai
'Ihe microdensitometer uncertainty is constant over the range of densities
in which we work. This band of densities causes a wide range in exposure
	
?
error depend-.ng
 on the placement of the average density on the character-
istic curve. The greatest error occurs if the band of densities falls on
either the toe or the shoulder of tho characteristic curve.
SO
f
RN
	
	 If the exposure is adjusted so that regions of slope zero
are exposed at a density of about l.0 where maximum resolutien occurs,
slopes steeper than about -12' (leaning away from the sun) are exposed
in the toe region of the characteristic curve for the photography at
75° phase angle. The pla,_;:ment on the toe results in a large exposure
uncertainty. The average slope is about 15' for the wall of the large
crater occurring at the left end of the mapping area shown in Figure
23. Examination of the data points from the 75 0 phase angle photographs
indicates exposure values of about twice the magnitude expected in this
region. Therefore, the exposure ratio is quite different from the
correct value.
Table III lists the values of E I /E 2 ratio for various slopes.
These data are based on the photometric function of cupric oxide for a
sun elevation (	 30 0 and stereo angles of t15'. It can he seen that s
the slope becomes steeper than -6 0 the value of the ratio becomes
ambiguous.
Under these conditions slopes steeper than -6 0 cannot be
accurately mapped with the 
ml/(P2 method. The large elevation excursion
caused by a single pair of data points affects the remaining elevation
data points because of the cumulative manner in which the profiles are
generated.
The validity was also questioned of using a single exposure
value for each data point used to compute the exposure ratio. This map-
!	
ping technique is very sensitive to errors in exposure determination.
To test the validity of using a single exposure determination, a short
Monte Carlo simulation was performed. In this work a frequency distri-
bution was created b y computing the slopes resulting from exposure
values randomly selected within a certain range of exposures. The
exposure range was selected based on the uncertainty in measuring the
absolute density by the microdensitometer. These density uncertainties
were converted to exposure uncertainties through the characteristic curve
of the film.
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1 ABLE III
VALUES OF 0 1 /0 2	 RA - 11O	 (CUPRIC OXIDE) FOR VARIOUS SLOPES
AT 3U° SUN LLEVATION AND t	 15 0 STEREO ANGLE
g = 75°
m
	
Ratio 45/075
g	 45°
Slope a m a
-12 0 30 0.331 -27`
-10 S 0.323 -25
-8 7 0.313 -23
-6 9 0.304 -21
-4 11 0.294 -19
-2 13 0.284 -17
0 15 0.273 -15
2 17 0.263 -13
4 19 0,253 -11
E 21 0,242 -9
8 23 0.230 -7
10 25 0.216 -S
12 27 0.200 -3
0.238
0.231
0.224
0.218
0.210
0,202
0.192
0,'
0.172
0,162
0.151
0.141
0.130
1.391
1.397
1.397
1.396
1.398
1.406
1.421
1,443
1.470
1.499
1.522
:.537
1.543
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Approximately 100 different exposure values were used in
I_	 forming the frequency distribution of slupe. the 2-sigma limits of the
frequency distribution indi c ate that slopes as steep as 112' could be
calculated for a nominal a value of zero.
The Monte Carlo simulation was rerun. using 10 exposure
values randomly chosen and combined to form an average exposure value.
'11l o width at the 2-sigma level of r'ie slope frequency distribution
created from the average exposure values was reduced by about a factor
of four.
While 100 iterations are not -sufficient for an accurate Monte
Carlo simulation, it is large enOLIgh to indicate trends, and at this time
a larger simulation is nut warranted.
based on the error analysis, it was decided to mal) a relative-
ly smooth area or. the model. fhe; area chosen is outlined with broken
j ^	 lines in Figure 23. Also, each scan was rescanned five times and an
average taken. Five scans rather than ten were chosen to reduce the
amount of data collected and because the Monte Carlo simulation did nut
show a significant reduction in slope uncertainty by going from five to
Cten determinations.
The two photographs were rescanned under the above conditions
using the same microdensitometer set-up.
Analysis of the data obtained from the retracing indicatedY	 8
that no significant smoothing had been obtained from averagia g the five
scans. 7rtle precision of retracing the same area with the microdensitome-
ter was so great that the fluctuations caused by the film grain matched
one another in 311 five scans. When the five were combined, no smoothing
occurred and no improvement in mapping was obtained.
tin
11	
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It was decided to use a larger s -wining aperture in the
,..ic oden^,itometer in order to smooth the data. Unly a single scare was
made of each area, but the resulting analog tracos were very smooth.
'Ihe new data were used to generate profiles using the sa ge techniques as
before. The resulting profiles :.cowed better agreement with the model
profiles, but the correlation was still not good. Two of the scans :ere
compared to the model profilers in Figure 25.
A review of the mapping technique was made in an attempt to
get some insight into ways to improve the mapping accuracy. this expo-
sure uncertainty arises primarily from two sources. The first is the
uncertainty associated with the microdensitometer, and the second is
the uncertainty caused by the film grain noise.
the microdensitometer standard deviation in measuring
density at a nominal level of 1.0 is estimated to be 30.03 density units.
'llie density standard deviation caused by the film grain when using a IOU
scanning aperture is +_U.U2 density units.
i
d
I
_a
a:
i%
'llie value for two standard deviations of this combination,
representing a confidence level of 950, equals tU.072. The density un-
certainty was converted to a voltage uncertainty using Figure 26.
Figure 26 was obtained by tracing with the microdensitometer the step
tablet used for calibration and plotting microdensitometer voltages
against the deiisities of the step tablet. The voltage uncertainty is
±0.3 volts around a mean of 7.6 volts.
`dope S is a function of the ratio R of exposures from two
photographs. Using the relationship between exposure and voltage, and
substituting X for the voltage from the 45° phase angle photography and
Y for the 75° phase angle voltages, we have the relationship:
Ratio R = E45 = 28.8 -7.16 X +0.63:. 2 -0.02X3	
Equation 13
7.	 28.8 -7.16 Y +U.635Y 2 -0.2Y3
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The partial derivative of the ratio with respect to the 450
phase angle voltage (X) equals
LR _ (28.8 -7.16Y +0.635Y2 -0.02Y3) (-7.16 +1.27X -0.06X2)
ax	 (28.8 -7.16Y +0.635y2 _0.02Y3)2	 Equation 14
This derivative was evaluated at voltages corresponding to
zero a.
DR = -0,655ax 
Substituting the value of ±0.3 for the voltage uncertainty
(DX) the uncertainty in exposure ratio becomes:
DR = -0.655 (0.3)
DR = ±0.196
Slope S is related to the exposure ratio R by Equation 11:
r
Slope S	 -145.8 +101.6 It
dS	 =dR	 101.6
The slope uncertainty due to the ratio uncertainty is:
dS = 101.6 dR = 101.6 (0.196)
dS = ± 19.90
This slope uncertainty of almost ±20 0 accounts for the poor
agreement between the map and model profiles. This uncertainty was only
based on Lhe exposure uncertainty of the 45° phase angle photograph
assuming no uncertainty in determining exposure from the 75° photograph.
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This assumption is not true, of course. However, the exposure uncer-
tainty from the 75° photograph would be slightly less than the 45°
because the average density would be slightly lower and therefore the
granularity would be reduced,
Because this mapping technique is sensitive to uncertainty
in exposure determination, a large microdensitometer scanning aperture
must be used to reduce the effect of grain noise. For example the
standard deviation of the density variation caused by grain using a 50u
diameter spot is ±0.0095 at a nominal value of 1.0. The large micro-
densitometer aperture also integrates the small detail in the photograph
reducing the effective resolution of the mapping technique. The use of
multiple scans of the same area using a large aperture will reduce
microdensitometry uncertainties. The Monte Carlo simulation performed
earlier indicated that at least five scans over the same path would be
required.
It is estimated that the use of a 50B scanning aperture and
five multiple scans would reduce the exposure uncertainty sufficiently
to allow slopes to be determined with an accuracy of ±5° around a nominal
value of zero. The slope accuracy of i5° is an estimate based on the
error analysis and was not demonstrated in this study.
4. Conclusions
The 
^1/^2 mapping may be used on areas th.t are generally
flat with slopes no steeper than -6 0 and in which small detail is absent
or of little interest. A large microdensitometer scanning aperture must
be used (at least 50u on 5U-24:5 film) and at least 5 scans of the same
area should be made. Under these conditions a slope uncertainty of ±5
degrees around a nominal value of zero should be obtained.
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The accuracy will be better for the lunar photometric
function than for the cupric oxide photometric function assuming both
are known equally well. The gradient of the curve shown in Figure 24
for the lunar photometric function is less than for the cupric oxide
curve. This lower gradient causes a smaller error in lunar slope for
a given uncertainty in ratio, The i5° uncertainty estimated for the
cupric oxide would be reduced to about W uncertainty for lunar
mapping. Also the range of mappable slopes is increased because the
curve for lunar slopes does not exhibit the ambiguities beyond -6° as
does the cupric oxide data. Slopes steeper than -12 * will result in
exposure values falling on the toe of the characteristic curve and
larger exposure uncertainties will occur.
If one is interested in mapping a very flat area on the
lunar surface with the highest degree of slope certainty and with no
interest in small detail, the ^1/^2 mapping technique is the one to
i'
	 use. This conclusion is based on the comparison of slope uncertainties
generated for the 
^1/^2 method and those generated from the usual
photoclinometric techniques. If the lunar photometric function is knowr.
to the same degree of accuracy as the cupric oxide photometric .Function,
ry	
the lunar slope uncertainty estimated, for the ^ 1/^2 technique is ±3° ,
while that for the single photograph photoclinometric technique is ±5
based on the log exposure uncertainty computed in Phase II work for a
lunar mission with accurate knowledge of the lunar photometric function.
The log exposure uncertainty was converted to an alpha uncertainty using
the lunar photometric function at a g of 60°.
The 1/^ 2 technique requires stereo photographs which normally
;
	 can also be used to produce maps using standard stereo techniques. How-
ever, absence of small details may make stereo mapping difficult,
59
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D. Improvement of Photometric Function
1. Summary
Data were obtained for the photometric function with improved
confidence for one specific lunar area photographed by Lunar Orbiter III.
This information falls a gap between older earth-based information and
recent Surveyor information; these measurements represent 2 extreme
capabilities in scale, an important parameter in photometric measurements.
Special techniques were used to examine craters and obtain
the photometric function over a wider range of viewing geometry than can
normally be covered in a single view of a relatively flat area.
An error analysis was performed to demonstrate the improved
confidence in the new data.
2. Introduction
The original earth-based measurements of the lunar photo=
metric function were made using integrated light from the whole moon.
Measurements from earth are limited to a resolution of about 1/2 mile,
a factor of about 1000 poorer than the resolution of Lunar Orbiter
pictures.
Lunar Orbiter photographs offer a unique opportunity to re-
fine the measurements of photometric function, to produce values with
increased confidence for a wide variety of topographic .features and to
examine the effects of photographic scale on the measurement of this
function .
In this study, values for the photometric function were
obtained from measurements on high resolution photographs taken by Lunar
Orb.ter III of a potential landing site.
50
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In this procedure Equation 1 (page 26) was solved for values
of	 'rho RE films from LOP photographs taken with the 24-inch lens
were traced on a microdensitometer. The output voltage of the micro-
densitometer was related to exposure on the spacecraft film by use of
calibration information, The exposure values were converted to lunar
surface luminance values using data for lens transmittance, f-number
shutter speed, and the solar constant. Using slope data from stereo
analysis of the photographs and applying an average albedo value calcu-
lated from photography of the same area using the 80mm lens, the surface
luminance values were converted to rela-tive luminosities. Since the
photographs were taken at a known phase angle, the relative luminosities
could be related to the values of the two variables g and a. The
t
	 photometric function thus obtained was compared to a generally
accepted lunar photometric function for the same slopes and sun angles.
r
Since the range of slopes was relatively limited in the
landing sites for which stereo elevations were available, additional
values of the relative luminosities were obtained for a wider range of
slopes by fitting a spherical geometric model to a suitable crater.
3. Error Analysis of NASA Elevation Data
NASA furnished thirteen contour maps lasted in Table IV.
These maps were prepared by the Army Map Service (AMS) from Lun4r Orbiter
II photographs taken with the 80mm lens. NASA also furnished the partial
reassemblies listed in Table V. These reassemblies contained point
elevation values computed photogrammetrically by NASA from Lunar Orbiter
III photographs taken with the 24-inch lens.
An error analysis wa, performed on the contour maps (from
the 80mm lens) and the elevation data (from the 24-inch lens) provided
by NASA to assess the confidence in the slopes used in the calculation
of photometric function.
'r
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TABLE V
NASA REASSEMBLIES
OF 24-INCH LOP III PHOTOGRAPHS
FOR WHICH ELEVATION 
DATA 
WERE FURNISHED
Spacecraft
Frame Re-asse..bly Framelet
Number Section	 KI Number Numbers
187 FIR 2 of 3	 3067 343 - 373
187	 fill 3 of 3	 3067 375 - 406
188 FIR 2 of 3	 3066 471 - 503
188 FIR 3 of 3	 3066 504 - 536
Kodak Identification Number
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The contour maps listed in Table IV indicate that for the
best case the relative error in elevation (vertical) for any point is
112 meters at a JO percent confidence level, This valuo was interpreted
r
to indicate that an elevation measured from the map will be within *112
meters of the true elevation with 90 percent eonfidene-,. The spot
elevations on the reassembled pictures listed in Table V have errors
relative to each other of 25 to 35 meters, In a tabulation of data from
these reassemblies, NASA denotes the relative error term as sigma, This
accuracyspecification of	 was interpreted to mean that elevations deter-p	 Y	 ^
mined from the reassemblies are correct to within *_25 to +-35 meters with
approximately 68 percent confidence,
The error data supplied by NASA leads to an estimate of the
error in the slopes that are determined from the maps. The general
equation for slope is:
S = (11 2 - 11 1 ) /d
	
Equation 15
where: S = Slope
h2 = elevation of paint 2
h 1 = elevation of point 1
d = horizontal distance from point 1 to point 2
When h l , h2 and d are taken as true elevations and distance, the slope
determined from the map is given by
S = (h2 - h l )/d	 Equation 16
K
where: S = slope estimate
h2
 = estimate of elevation of point
h l
 = estimate of elevation of point 1
1
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AThe distribution of S is normal with a mean (h2 h l )/d and
a varlance given by;
a2 = 2(1 - p)o 2 /d2	equation 17
where; a  ^ variance of distribution S
p = correlation coefficient between elevations
K	 A
h 1 and h2
A
a = variance of distribution of h
{
Note the inclusion of the correlation coefficient, p. The
correlation coefficient is a measure of the correlation between the
A	 K
elevations hl and h 2 . It expresses the fact that if one point has a
r-
positive error of a given magnitude, the other point will probably also
have a positive error of nearly the same magnitude, Therefore an equation
can be written to define the 90 percent confidence .interval for the
f	 A
measurement of slope determined from the maps. Thus, for a slope, S,
measured from the maps, the confidence is 90 percent that it is within
the following limits:
S'	 K	 K
t^	 Con (S - 1.6	 2^p)a /d < h2 - hl < S + 1.64 / 2(l - p)a/d) = 0.90
d	 Equation 18
The above relation is a first order estimate of the accuracy
of slopes determined from the maps, Table VI gives estimates of slope
error made using this equation for slopes calculated from elevation data
on the maps and reassemblies listed in Tables IV and V.
Ovi
C
L
wP4
I
w
-4
W
t+V)
E3
C114
19
E-
Vbcl
0U)
41V)0
U)
41ro
0u
1111It11
Q+ j
 
k
1;1
e)
o
	
o
	
o
	
o
	
o
	
o
	
o
	
o
	
o
^4
o
u
 
On
 
* 1
 
o
o
 it)
 (X)
	
(,I
H
C
A
 (I P-4 " r-4
0-4
44
W
+1 +1 +1 +1 +1
	
+1 +1 +1
	
+1
Qo
th (n
0
	
0
	
0
	
0
	
0
	
0
	
0
	
0
	
0
+j
i
n
 
I
t
)
 
I
f
)
 
te
)
 
t
e
)
 
M
 
r
-
	
r
-
rj
(1)
^
V)
M
I
n
 it) it) 
^
p
 
,
o
 
-p
 
-
P
 
-
t
 
*
rt
4-)
	
:9
r
'N
 
t
-
 
t
-^
 
N
 
C
 
	
r
I
 
(
14
 C-I "
0
00 00 00 
i
n
 
I
n
 
u
,
 
r
-i P-4 P-4
4,Ju
bA to
H
0
 (
^
 
C
;
 
C
;
 
O l
 (^ C; o l
 
J
-1
P4
41
Cd
I
n
	
I
f
,
Vf)
00 00 00 
r`4
	
%D NO \0
w
W
 
4-)
(14
 
C14 C1,4 
-P 
4rt
	k
r
 
If) 
I
n
 In
'13
+j
Cd
u
 
V)
-H
	
4-J
V,O
El
0
 
i
f
)
 
1
4 1) 
I
n
 
I
n
 
m
 
f
w
	I
cd
6
 
^
+j
(114
	
C 14
	
CIA
	
C^4
	
C114
	
C11 4
V)
4-J0u
C) 0 0
Ln
fie) 
m
 
t 4)
9
0
0
 
0Cd>
W
a)
	
CD
N
 
N
 
c
q
 
N
 
N
 
N
P-4
	
P
-A
	
t
-
-q
	?
-
-
I
	
P
-4
	
P-4
r
 
	
H
 
"
q
 
r-4 
"I 0-i
+j
4j
4-JP.,
Sd
Id
CL
O
M
 W
O
O
 W
O
L
n
w
W
(M
C; Ci
	
o
 
o
	
C; C^
0
0
44
4j
M
66
4. Sensitometrie Calibration
Two methods were available for sensitometrie analysis re-
lating UHL film density to exposure on the spacecraft film: the pre-
exposed edge print data and the tone reproduction cl iaracteristic!s of he
Lunui Orbiter system.
Since the input signal to the GRE from th%-. spacecraft was
recorded on tape, the comparison between the edge print data and scene
information could be made in two ways - by analysis of the densities on
the GRE'. fi.Ims or by comparison of signal strengths on the tape,
The goal of this investigation was to make a comparison of
the results obtained from the tapes (on a sample basis only because data
reduction from the tapes requires considerable analysis) with the results
obtained by measurement of photographic densities, as a test of the
effects of flare in the GRE. This investigation could not be carried
out because of an unresolved incompatibility between the tape and
computer equipment.
A comparison was made of the reliability of calibration by
use o IF the tone reproduction characteristic and the edge print densities,
A procedure was developed for determining the tone reproduc-
tion characteristics f,)r a particular reconstructed record from Lunar
Orbiter. The procedure wcc developed in order to verify whether
densities in the Orbiter edge data could be used to obtain accurate ex-
posure information from a lunar scene. A calibration applies to only a
particular film record and must be calculated for each film record being
analyzed. Exposure calibration data for the Cround Reconstruction
Electronics (GRE) will vary from machine to machine and from one film
record to another for any one machine,
67
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This analysis shows the -edge data can be used to obtain
exposure information accurate to within *0.06 log exposure units. This
accuracy is approximately equal to the uncertainty in the exposure given
the edge print on the actual vehicle film.
Table VIII is a summary of the calibration data required.
The GRE calibration data and test signals were measured before and
after each recording of lunar data. 	 These signals include a bar func-
tion, a stairstep function, a 400 kc tone, a multiburst function, and
an unmodulated d. c. signal.
Figure 27 contains the tone reproduction diagram.	 The
curves are numbered clockwise from I to IV starting in the lower right
quadrant.	 The photo subsystem readout calibration was obtained from
the applicable Quality Control test report. (10)	The data collection
procedure is specified in a QC Procedure Document, (11)	The sensi-
tometric curve is a nominal curve for BIMAT-processed SO-243.	 Edge
data exposure calibration data is documented in a letter of
certification, (12)
Quadrant T relates density on the GRE record film 'to kine-
scope grid voltage. 	 This voltage is equal to the difference between
the biaz voltage anc? gain voltage set during calibration procedures
and measured at test points A1TP5 and A1TP4 in the video signal
processor of the GRE. 	 values are obtained by reading the
image of the stairstep function with a densitometer.	 The stairstep
function generator, which is linear with respect to time, divides the
grid voltage into 9 equal steps (10 levels) of equal amplitude incre-
ments.	 The first step corresponds to the bias level and the tenth to
the gain level.
Quadrant II is a transfer curve representing the communi-
cations link and that part of the ground system prior to the GRE.	 It
3	 '
i
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TABLE V1I
CALIBRATION DATA REQUIRED FOR L,O.P.
TONE REPRODUCTION
GRE
1. Bias voltage required for a density of 0.50.
a
2. Gain voltage required for a density of 2.00.
i	 3. A recorded image of the stairstep function.
P.S. Readout Section
L
	
1. Voltage calibration of spacecraft film density versus
video output.
r.t
Spacecraft Film
1. Sensitometric curve for BIMAT-processed SO-243 film,
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is assumed that these elements of the system produce zero attenuation
of the sp acecrift signal. Whil ,% this assumption is not strictly true,
optimization procedures for video readout from the spacecraft specify
that the video signal out of the spacecraft be adjusted to 5.0 volts to
match a 5-volt video input to the GRE used in set-up.
Quadrant III relates output voltage from the spacecraft
video amplifier to spacecraft film transmission. The curve is a plot
of data obtained in subassembly test phases of the readout assembly
construction. The data used are from the same readout section that
was flown in Lunar Orbiter III.
The sensitometric curve in Quadrant IV shows transmission
vs log exposure for BIMAT-processed SO-243 film. It is an average curve
taken from a series processed by BIMAT soaked in imbibant PS 485Y.-1 with
a pickup of 6.62 grams/sq. ft. The plot covers only the straight line
portion of the curve from a density of approximately 0.3 to 1.3 which
corresponds to the density range readout by the Orbiter system.
After obtaining the tone reproduction diagram, the system
was tested using step tablet densities in the edge data read from the
GRE record film and the log exposure values reported in reference 12.
The results for three values of video signal voltage are shown in Table
VIII. Although the 5.5-volt video signal input provides the smallest
error, the 5.0-volt input is typical of readouts. Within a density
range from 0.5 to 1.7 on the GRE record film, the system can predict
exposure to within approximately 0.06 lop; exposure units, approximately
equal to the uncertainty in exposure given the original spacecraft
flight film. Exposure predictions for densities above 1.7 show a rapidly
increasing error because these GRE densities represent densities on the
toe of the spacecraft film where a small density difference represents a
large difference in exposure. For mapping purposes, significant lunar
image information is at GRE densities below 1.7.
V,
..
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TABLE VIII
COMPARISONS BETWEEN SPACECRAFT FILM EXPOSURES PREDICTED BY
TONE REPRODUCTION AND VALUES KNOWN FROM REFERENCE 12
A.	 5,0-volt video signal input to the GRE
GRE Film Log E Obtained Log E Obtained A Log E
Density From Edge Data From Tone Reproduction
.51 T.83 *,05 T.90 +.07 ±.05
.64 1.66 *.05 1.73 +.07 ±.05
.86 T.46 x-.05 1.51 +.05 ±.05
1.20
1.72
T.25
1.05
x-.05
x-.05
T.29
2.94
-, .04
-.11
x".05
±.05
B.	 4.5-volt video signal input to the GRE
GRE Film Log E Obtained Log E Obtained 0 Log E
Density From Edge Data From Tone Reproduction
.51 T.83 ±,05 T.97 +.14 x'.05
.64 T.66 ±.05 T.76 +.10 ±.05
.86 1.46 x-.05 1.56 +.10 *.05
1.20 T.25 ±.05 1.34 +.09 ±.05
1.72 1.05 ±.05 1.05 0.00 ±.05
C.	 5.5-volt video signal input to the GRE
GRE Film Log E Obtained Log E Obtained A Log E
Density From Edge Data From Tone Reproduction
.51 1.83 ±.05 1.89 +.06 •x.05
.64 T.66 x-.05 T.69 +.03 ±.05
.86 T.46 ±.05 T.47 +.01 ±.05
1.20 1.25 t.05 1.23 -,02 ±.05
1.72 T.05 ±.05 -
The major reason for developing the tone reproduction system
was to verify the use of edge data in predicting lunar exposure, It was
felt that the phosphor blooming encountered in nearly all GRF kinescope
6
	 tubes would sufficiently falsify the edge data densities to produce
erroneous exposure determinations. 'The GRE test signals would be rela-
tively less affected since they are a constant pattern and are not
influenced as much by adjacent areas as are the edge data.
Figure 28 compares exposure predictions by the tone repro-
I
	 duction method with those predicted by the edge data; the dashed line
represents a 1:1 correlation between the two methods, A log exposure
j _	 difference of approximately 0.06 is found over most of the exposure
range. Since the edge data method is more easily applied in computer
programs, this method of exposure prediction was used.
r;—
5. LOP Photo Geometry
The areas for which films and tapes were obtained are listed
in Table IX. The areas chosen for use in improvement of the photometric
function were restricted to areas for which contour maps were available.
4
The relationship between: camera, sun, and surface configur-
ation for photography of Frame 187, LOP III, is illustrated in Figures
f
29 and 30. The location of the camera axis intercept (Q = 44.4°W,
B = 2.3°S in conventional selenographic longitude and latitude) is some
40 miles north of the crater Flamsteed in Oceanus Procellarum. It is
a flat surface covered with numerous fresh craters, many having a ray
pattern, and exhibiting local clustering. It is unfortunate that this
character occurs in over 60 percent of these pictures; however, the
slopes appear to be free of large boulders (> 1 meter) , fresh craters
greater in diameter than 10 meters, and extreme variations in albedo.
Elevation data indicate very little change in topography, i.e., a differ-
ence in elevation of less than 15 meters over a distance of five kilome-
ters. Hence, 'the general slope in the region is less than l.S °.
a
734
_._ . .
1.0	 1.2	 1. 4 	 1.6	 1.8	 0.0
LOG EXPOSURE DETERMINED FROM TONE REPRODUCTION
FIGURE 28. COMPARISON OF EXPOSURE DETERMINATIONS USING EDGE DATA
AND TONE REPRODUCTION
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FIGURE 30. LOCATION ON MOON FOR FRAME 187, LOP III
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In the high resolution (24-inch camora) scan areas selected,
a range of only 0.45 0 in surface longitude is possible. The roxrespond-
ing surface-spacecraft geometry allows a range in phase data of only
3.9". The total high resolution area involved in the analysis is lass
+h nil 12 sc{uare ki lometexs .
To obtain an approximate check on the photographic sensi-
tometry involved in the preparation of the GRh films, Langley Research
Gunter forwarded latent images of exposures on the sensitometer main-
tained at the Center.	 The film used was take-a from the same stock as
the film used in the GRh.	 Prior to processing, e> ?osures were made on
a sensitometer which is routinely kept in calibration.	 Precautions
were taken against the influence of latent image keeping changes in
the film by making the interval between exposure and processing compa-
rable for both samples,
6.	 Choice of Areas of Photographs for Analysis
High contrast renditions revealed a rion-uniform density
,gradient across the width of each .framelet, but the repetition over
many frameless allowed its removal by averaging. 	 Vertical streaking
extending the entire length of both high and low resolution frames was
apparent in the central region covering 50 percent of the total picture
In addition some dropoff in intensity resembling vignetting was
,esent.	 Less than 20 percent of the frame format in both the
and 24-inch reproductions was free from density non-uniformity.
The slopes scanned by microdensitometer on the high resolu-
tion film were selected subject to the following requirements.
1. Non-uniform areas (vertical streaking, vignetting, etc.)
were avoided.
r
1
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N. Regions of high crater density and hence diviirse surface
orientation, and elevations separated by other types of
rough grotind (rocks, crevices) were excluded.
3. dopes of wide range and large separations on either
side of the nadir point in the phase plane were chosen.
4. Frosts craters, especially those "collared" with a bright
ray system, and other high aibedo areas were kept to a
minimum.
5. The elevation points used from those supplied by NASA
did not occur on the rims or slopes of craters that
were small in comparison with the length of scan.
Sixteen slopes averaging 500 meters in length and satisfying
the above criteria were selected. Four of these were scanned in a
feasibility analysis.
Many of the flame limitations applied to the medium resolution
photographs. However, as the purpose of using these frames was to pro-
vide a check on the uniformity of surface albedo and to correlate with
albedo data from Surveyor, these scans were not restricted to areas or
computed elevation cr to specially shaped sampling region. Avoiding
craters greater than 5 meters in diameter, nine rectangular regions were
selected, each approximately 200 meters on a side. One area was measured
on Frames 187 and 188. GRh films from Frame 190 containing the Surveyor
site were not available, but a reassembly print of this frame was ex-
amined and found to have a visual appearance comparable to the areas
scanned in Frames 187 and 188.
7. Procedure for Microdensitometer Scanning
We discarded our original intention -to use a microdensi-
tometer aperture capable of registering television scan line noise to
enable filtering, primarily because of the large volume of data. To
e
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providz this capability would have required over 10,000 data points per
slope. On the other hand, the, aperture chosen could not greatly exceed
either the resolvable surface roughn.:ss or the accuracy of locating the
elevation points (*0,lmm), Consequently, a circular aperture of 100-
macrons diameter was used at a sampling rate of 10 samples per milli-
meter. This size was also convenient for reading the step tablets in
the edge data necessary to determine exposure values, and, hence, also
was used with the medium resolution frames.
The edge print of each framelet was measured in the ;step
tablet and the linearity pattern. The latter was scanned to measure
any non-uniform processing gradient.
Because the processed film was in a 35mm roll with each
framelet displayed end to end, and the phase plane was inclined 21.50
to the long axis of a framelet, scanning in a phase direction even be-
tween the closest elevation points would cause the ,scan to leave the
film strip. Consequently, to avoid tedious matrix calibration between
framelets, scanning was done out of the phase plane.
Scanning out of the phase plane in this study can be justi-
fied from the dimensions involved. In a typical example in this study,
the film was scanned between elevation points separated by about 600
meters in a direction nearly parallel to the long dimension of the
framelet. This direction was inclined about 20° to the phase plane of
the starting point of the scan. For a, scan near the nadir point, 'the
phase plane for the end point of the scan would have been about 1/4°
from being parallel to the phase plane at the starting point. (This
angle is found by dividing the product of the 600 meter separation and
the sine of 20° by the spacecraft altitude of 51 kilometers.) However,
the points used in the study were some distance from the nadir point
and the deviation between phase planes was smaller because of the in-
creased slant range. The maximum deviation was 9' for phase planes of
1
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points used in this study. In observations from the earth, points near
the two poles of the moon are about 1/2° apart but are considered to
have parallel phase planes. Thus, within an acceptable error of less
than 1/4°, the end points of a scan and all intermediate points can be
considered to have parallel phase planes. An observation in one plane
is then the equivalent of an observation in any other.
A series of observations along the direction of scan is the
equivalent of a single observation, except for the advantageous collec-
tion of more data available for averaging and use with an average phase
plane. And a series of observations over a tilted plane can be regarded
as equivalent to a single observation for a single value of a, except
for the advantageous collection of more data.
The Situation is comparable to making observations from the
earth: observations taken from points on a common luminous longitude
require changing the line of sight in a direction nearly perpendicular
to the phase plane at the first point, but the phase plane at the new
point is parallel to the phase plane of the initial point within a
fraction of a degree.
The measured elevation points did not occur at equal dis-
tances from an edge of a framelet. Lacking the capability to follow
the direct route between points, a direct trace was approximated by a
series of short traces along the film separated by 100 microns across
'
	
the film.
To get values of the albedo from 80mm photographs, a small
square was scanned on LOP Frames 187 and 188 in raster fashion (26 scans,
26 samples per scan) .
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8. Measurement of Albedo Value from 80mm Photographs
I
Frame 190 from the medium resolution camera contained the
site of Surveyor I, 22 km northeast of the nearest scan area, and pro-
vided information about the albedo, subject to the degree of similarity
between the areas in Frames 187, 188 and 190.
Examination of the 80mm frames revealed that the Surveyor
I site ( k = 43.35°W ± 0.1 0 0 R = 2.580S ± 0.16°) was similar to the x
terrain in Frames 187FIR and 188HR. A recent analysis (14) of Surveyor
I data provided luminance factors and found that the lunar photometric
properties for homogeneous areas greater than 6 centimeters in diameter
were independent of scale. If the same small area is evaluated in the
overlapping; portions of two adjacent 80mm frames, the photographic
consistency can be assessed by the relation:
^l p l 	 _ E1	 Equation 19
^2 p 2 	 E2
= ofalbedo the area as shown in frame 1p l
P2 = albedo of the area as shown in frame 2
E. 	= exposure for the area in frame 1
E 2
 = exposure for the area in frame 2
= relative luminosity of the area in frame 1
^2 = relative luminosity of the area in frame 2
A local normal albedo was calculated using Surveyor I find-
ings (p = 7.2%, luminance = 110 ft-lamberts at g = 69 0 , a = -3 0 ) by
measuring densities from an area 3.4mm x 2.7mm on frames 187 and 188
exposed by Orbiter III using the 80mm lens. The microdensitometer
voltages corresponding to 882 data points for each f'ramelet were converted
1
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to exposures by means of a third degree equation fitted to the edge print
L	 calibration step tablet. An average exposure was determined for each
area and the ratio E'1/E:2 was found by Equation 19.
E'1/E 2 = 0.814 =	
^1 ^l
t p2 ^2
The exposure tames of the two photographs are the same and the trans-
mission of the lens is essentially the same for the two positions of
the field of view. The value is reasonably consistent with the value:
of 
^l/^2 (0.75 +0.10) predicted from the geometry and from photometric
function, and indicates a faithful reproduction of intensities to ±3„3%.
Corresponding Orbiter exposure for the Surveyor site is E3 = 0.303 mcs .
Using this value and the photometric curv y for the appropriate phase
angle and alpha angle gives a slightly higher normal albedo with
considerable uncertainty -
P = 8.0% ±15%
Calculations were also made using the Surveyor I albedo value of 7.2%
(±10%). The relative intensity, 0, is then found from equation 1:
= 
0.0328 E (24-inch lens)
A
0.0328 is a constant encompassing exposure time, lens transmission,
solar constant, lens f/number, etc.
9. Reference Photometric Analysis
In order to compare new information about the photometric
function with previous information, two established standards of compari-
son were used, viz. the JPL fit to Fedoretz data and the Hapke theoretical
function.
83F-,
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The JPL fit (15) to Fedoretz data is generally accepted as
a representative interpretation of this original data which has wide-
spread scatter.
The theoretical, function developed by Hapke (16) is widely
known, was developed with regard to the structure of the lunar surface,
and fits successfully the appropriate observational data.
10. Measurement of Flat Areas
Six areas in which slope was known from NASA stereo ele-
vations were analyzed by conversion of scan voltages to exposures and
then to relative intensities employing the edge print data from each
framelet.
As outlined in the description of the procedure for micro-
densitometry, the data for the line between elevation points (generally
separated by a small amount in the direction across the 35mm framelet)
were obtained by scanning in a step-wise fashion. About 15 to 30 scans,
each containing about 30 paints per scan, were made using an aperture of
100 microns diameter and sampling at 100 micron intervals.
To avoid including sharp features, only data falling within
5% of the average voltage for each horizontal scan (one complete scan
between elevation points = 20 horizontal scans) were registered. An
average ^ and the rms scatter were then tabulated from approximately
400 sample points pe g area. The rms deviation, calculated before
filtering, seldom was greater than 5%.
Values of a and T are obtained from elevation points by the
relations (17) :
a1 Cosh SinT + u l Sind SinT Ii-N)  CAST
tan a
	
a 3 Coso SinT + u 3 Sind SinT +v3 CosT Equation 20
RW_
i
C
I
T
I
84
T = true surface slope
a = slope projected into the phase plane
	
f	 = azimuth of s ,^_an plane
Xi' i'vi = direction cosines (18) in the local coordinate
system of sun and camera
The phase angle for this a is calculated using;
Cos g = Cos Ys Cos Y  -Sin y  Sin y  Cos ^c
	
Equation 21
where Y s = zenith angle of sun
Y c = zenith angle of camera
	
L	 ^c = azimuth of camera from incidence plane
11. Measurement of Craters
i
A need for a larger variation in slope was apparent from
the small range in elevation heights in the data supplied by NASA. Ele-
c.
vation points supplied by NASA limited the range of measurement to very
{ small slopes (<2°) of minimal 500-meter length. The narrowness of data
point spread with which to correlate the photometric function, led to
analyzing a conveniently located crater whose shape could be approximated
by a spherical model. Fortunately an apparently spherical crater of 600
	
k	 meters diameter was located in the midst of the computed elevation sites
on Frame 188. This crater (located at Q = 44.285 °W ) 6 = 2.343 0 S) is
fresh enough to present minimal rounded edges and a range in slope up to
20 0 . It has a comparatively smooth interior at one meter resolution
	
f	 with almost no evidence of slumping or erosion by adjacent craters. The
crater was scanned by the microdensitomete r at an angle of 21.5 0 from
the incidence plane.
61
P
Figure 31 illustrates scan geometry for a spherical crater.
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i
Within the crater the values of a are obtained for each point
by Equation 20 where:
2	 2
1 = local normal = tan -1	
X
	
2	
L:yuation 22
a -x -y
x,y = coordinates in surface plane (origin at center of
the crater)
'	 a = spherical radius
Comparison of results from these measurements with theoretical
and observational models was possible in the region from 65 0 <g<70 0 ,
U° <T <20°.
For the apparently spherical crater, it was necessary to cal-
'	 culate a and T (slope) for each of the 403 data points in each scan. The
intensity profile allowed the elimination of the effects of rounded rim,
'	 shadow, and penumbra from the data. Consequently, all useful information
was limited to negative luminance longitudes by the local sun-crater
configuration (solar elevation = 20 0 ). The point at which a = a max
(shown as point P in Figure 31) corresponds to the a of a flat ( T =Uo)
area of the same phase orientation (shown as level F) since the surface
normal would then be tipped along a luminance longitude. Since no scan
was made along a diameter or in the phase plane, the point at which T =0°
in the scan plane characterizes a slope perpendicular to this plane and
is proportional to the cosine of the angle between scan and phase plane.
For example, a maximum slope of 22° could be achieved in this model
( T =19° in scan plane) corresponding to a = -15 0 , and a minimum slope of
10 0 0=0 0 in scan plane) occurs for a = ±.1.5 0
 (a max = +2.70).
i
A seco• id scan of this crater (crater 1) was made between at different set of elevation points. Scans were also made on two nearby,
smaller craters (crater 2 and 3). Figure 32 shows the area of the LOP
picture containing craters 1, 2 and 3.
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1
TYPICAL SCAN OF
AREA OF GENTLE,
UNIFORM SLOPE
	 CRATER I
	
CRATER 2
FIGURE 32. PORTION OF LUNAR ORBITER III FRAME 188
THAT WAS USED IN PHOTOMETRIC FUNCTION
WORK. NUMBERS AND CIRCLES ARE ELEVATION
DATA POINTS SUPPLIED BY NASA
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12. Error Analysis of p lat Area Measurements
Errors in the photometric properties of the areas between
known elevation points are caused by inaccuracies in the computed slope,
the noise caused by small terrain irregularities, the calibration of
microdensitometex voltage with spacecraft exposures, and the estimates
of the normal albedo.
An estimate of the error in slopes based upon uncertainties
in the elevation determinations was developed above. Assuming no cor-
{	 relation between the estimated heights provided by NASA for each site,
columns 7 and 8 of Table X relate the slopes and predicted slope error.
I
	
	
This uncertainty is then reflected in the error Ira in luminance longi-
tude, column 9. Errors in the computation of a and phase angle, g, are
assumed negligible in view of the accuracy of the specified surface X-Y
coordinate system, also provided by NASA, and the data presented in the
post-mission photo supporting data.
l
r	 The uncertainty in ^ (relative intensity) is a result of
f'	 the exposure fluctuation (terrain noise, film phosphor noise, etc.),
calibration errors, and albedo discrepancy. Table X suggests an rms
scatter of 5% or A^ = 0.005 for flat areas, Calibration errors include
the sum of the sensitometry error in determining exposures for the edge
print data (5'0), curve fitting discrepancies (3%) , and microdensitometry
variability (7%) . These give a total calibration uncertainty of 9%
h
	 when combined as random errors.
Because of the relation of ^ to p expressed by Equation 1,
the highor albedo value derived from the 80mm camera sampling areas tends
to reduce ^ by 15% in comparison with measurements of 0 from Surveyor I.
However, extrapolation ,.rote Surveyor data by use of a known curve of the
photometric function (Fedoretz or Hapke) is subject to the inaccuracy of
these curves. It is felt that the Surveyor value for p (7.2% ±0.7, ?-
sigma) falls within the estimated error of calculated albedo, p = 8.0%.
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The Surveyor value may be used subject to the degree of similarity
between LOP Frames 190 and 188, These areas are believed to have
identical photometric propertios based on our subjective evaluation.
In summary, assuming the mutual independence of these errors,
the total error in fp is estimated at ±14. 3%.
13. Error Analysis of Spherical Crater Model
In addition to possible errors in slope, albedo, and micro-
densitometry, the use Fulness of the spherical model is dependent upon
the accuracy of measurement of the diameter and length of shadows in
the phase plane, the degree to which craters resemble a section of a
sphere, and the assumption that the photometric properties of craters
are the same as those for flat areas.
The uncertainty in a is subject to the accuracy of the deter-
mination of crater slope which in turn is dependent upon geometrical
measurement and applicability of the spherical model. Figure 33 shows
the effect of estimating D/d to be 7.5 ir ► measuring the diameter and
shadow length of the crater for the first spherical model (Crater 1)0
believed to have a diameter/depth ratio (D/d) of 8. The corresponding
error in a, proportional to the cosine of the angle between the direction
of slope and the phase plane, is largest just inside the rounded crater
rim where Au = 3,50.
Figure 34 compares idealized and actual intensity profiles
revealing evidence of edge rounding in Crater 1 and indicates the
position of maximum a.
One is tempted to use intensity profiles of craters to deter-
mine D/d with knowledge of the photometric function, especially in the
case of shallow craters. The effect of changing D/d will affect the
91
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A. IDEALIZED CRATER PROFILES
DIRECTION
OF SUN
SPHERICAL PROFILE	 2. BUILT-UP RIM	 3, ERODED R I M
B. RELATIVE LUMINANCE PROFILES PREDICTED FROM CRATER PROFILES SHOWN IN A.
-^ 0.2
	 I	 I	 i	 ^	 I
AXM
ui
<5 <
L.Li (n V) Lo
1.	 SPHERICAL PROFILE 2,	 BUILT-UP RIM	 3.,	 ERODED RIM
C. ACTUAL MICRODENSITOMETER TRACES OF IMAGE OF
CRATER 1 FOR 2 DIFFERENT SCANS
SCAN I
MAX
SCAN II
COMPARE LEFT AND RIGHT
SHADOW AREA
MAX
HALVES OF TRACES IN C
WITH PROFILES	 IN B
(NOTE SCALE DIFFERENCES) 00
tt FIGURE 34. CRATER INTENSITY PROFILES
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1
intensity function.	 For example, two additional craters (Craters 2 and
3)	 chosen for application of the spherical model technique, although
well defined, do not present a shadow area, thus indicating a maximum
slope of less than the sun elevation of 20 0 .	 In spite of the lack of
shadow, the maximum may be found from the intensity profile (related to
the central point of a scan, T = 0 0 in scan plane, by the cosine of the
angle between the scan and phase planes), and hence the intensity
function may be compared with the lunar photometric function for the
proper range of a.	 Changing D/d changes the slope and width of the
intensity function curve because of the increased range in T as shown
in Figure 35.	 The intensity functions are shown for a given intensity
profile for three different crater geometries. 	 One crater profile has
a diameter/ depth ratio (D/d) of 7(shown in Figure 35A); this diameter/
depth ratio combined with the known intensity profile gives an intensity
function shown in Figure 35B, for albedo (p) of 0,07. 	 Similarly, pro-
files are illustrated in Figure 35A for a crater of D/d=10 and for D/d=
7 with eccentricity of 0.3 (an elliptical model); their corresponding
intensity functions are shown in Figure 35B and 35C for p of 0.07.
Figure 35D shows that the intensity function for the crater with a pro-
file having D/d of 7 can be force-fitted to the Hapke photometric function
curve when p of 0.065 is assumed. 	 However, the uncertainty in the photo-
metric funct:,=:<^ and the fact that data are taken out of the phase plane
prohibit an attempt to determine D/d by forcing a crater profile to fit
the theoretical curve,
It is estimated that the total error in a in the measurement
lessof Crater 1 (a possible variance in curvature of 7.5<D/d<8.5) was
than 4 0 .	 In shallow Craters 2 and 3 the error was less. However, for
an elliptical crater of the same diameter as Crater 1 but 20o deeper, a
maximum difference in slope of 7 0 between elliptical and spherical
craters occurs near the rim of the crater.	 In both cases the minimum
error is found at T = 0 0 ; hence, comparison with the flat area intensi-
ties and the photometric function at this point is subject to the least
1
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discrepancy. the total error in slope computation is 12 calculated
from the rms sum of the maximum measurementerrors (4°), a possible
el lipticity ( 7) ,< °	 and the estimated error in surface elevation 811^,^
The photometric properties of craters are discussed in
subsection 15.
The corresponding ^ error values are derived from an rms
noise of 6% (from paragraph 3, part 12 of this subsection) which to-
gether with the calibration (9'0-) (from paragraph 3, part 12 of this
subsection) and albedo (10 90-) (from part 8 of this subsection) error
a a1 sis produces an error of x• 14.7 o inn y	 p	 ^
14. Computer Program
A computer program, LODAP, was developed for converting
densities on the GRE film to exposure at the spacecraft. These values
of E were converted to reflected intensities ^ by Equation 1:
E 4N2'
10.76 1 Tt p
where N = f-number
T = lens transmittance
0
t = shutter speed, sec.
p = average normal albedo taken from Surveyor data
and adjusted from 80mm LOP photographs
1 = incident illuminance, ft. candles.
The computer program converts output voltage from the microµ
densi.tometer to relative luminosity using an estimate of normal albedo.
This luminosity is compared with intensities predicted by Hapke's theoreti-
cal model,, The methods for determining appropriate luminance longitude,
a, and phase angle, g, for both flat areas and craters fitted to spherical
models were described in parts 10 and 11 of this Subsection D.
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For areas havina'uniform, gentle slope, LODAP uses the
microdensitometer voltages from the tracing on the 24-iich photographs,
For each scan, an average voltage V is calculated and the data are all
truncated to values within t50 of the average value for the scan, Each
V is converted to exposure E using a third order polynominal describing
the calibration of the densitometer (a combination of the voltage-
density calibration of the instrument and the density-exposure relation
obtained from tracing the edge print for the specific framelet) . Each
E is converted to relative luminosity factor
^ = k E/p	 Equation 23
where k is a constant (0.0328) derived from , the camera characteristics
and illumance information and p is the local albedo. The value of p is
calculated for LODAP I from a combination of Surveyor information and
r
observations on the accompanying 80mm photograph. For LODAP II the
value of p is obtained directly from Sur,,­^,yor. The program then computes
an average ^ for all the data,
A value of g is computed by Equation 21 for the midpoint of
the scan and a value of a is computed by Equation 20 from the elevation
data for the endpoints. Inputs for these calculations include Ys from
post-mission data and AX, AY from end-point elevation differences. The
value of y  is calculated by:
Yc = tan -1 [d NI (Rs -H) ]+ tan -l (dN /H)	 Equation 24
where dN is the lengt1l. of the straight line between the elevation points,
Rs is the distance of Lunar Orbiter from the center of the moon, and H
is the height of Lunar Orbiter above the lunar surface. ^c = 180 - tan-1
AY/AX.
Values are calculated for the direction cosines (X, p, v) =
f (^c) Y c , Y s , g) used in Equation 20.
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For comparison with the results obtained for ^ by measure-
ments, relative luminosity factors are calculated by Hapke's modified
theoretical function;
^ C g s a) = G ( a ,	g)	 E ( g)	 B( g)	 Equation 25
ere	 a	 1' e	 unction	 is the averswh  ^(a,g) ^.s the Lomm l See rg r F	 (g)	 eg
angular scattering function of a single particle of lunar soil and B(g)
is the retrodirective function. 	 ^ is calculated for a range of g (50°
to 80°) for the appropriate a and plotted as the photometric function.
LODAP performs additional operations for density measure-
ments on craters.	 An input to the program is the spherical radius of
the crater obtained by measurement of the diameter of the crater and
the length of the shadow in the incidence plane after allowance for the
penumbra.	 New x, y coordinates are established with the origin at the
center of the crater. 	 The location of the crater center and the point
at which the scan, crosses the crater rim are given in these coordinates.
Values of ^ are obtained for each point along the scan at 1 meter
intervals; value for a and Tare also calculated.
LODAP is a program having limited capability. It requires
that constants derived from the geometry of the photograph be provided
as inputs. The program must analyze three craters and three slopes
simultaneously (or these data must be represented by dummy information).
15. Results
Table XI and Figures 36 and 37 show the values of the relative
luminosity factor measured from Lunar Orbiter photographs. The value of
in Table XI for each crater is for a point within the crater along the
wall where the projection of the slope in the phase plane is zero - this
point is not the center of the crater (the traces were not made through
1
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the center). These values of ^ provide an opportunity to check the
difference between the albedo within a crater and the albedo outside of
craters. The difference of MIS in ^'s confirms the widely head
observation that the albedo of craters is higher than for flat areas,
From Equation 23 and knowledge of the average F's (0,20 for areas of
uniform, gentle slope and 0.35 for craters), the albedo for craters
found in the maria is calculated to be about 30% higher than the albedo
for the maria.
The difference between the newly measured ^'s and ^'s cal-
culated by ,Hapke's modified theoretical, function are shown in column 5
of 'fable XI. The new ^'s average about 15% higher than Hapke's ^'s.
The ^'s obtained by scanning craters and arias of uniform,
gentle slope are shown in Figures 36 and 37. Figure Zo shows the Hapke
function and JPL fit to Fedoretz data for reference; Figure 37 shows
the Fedoretz data only for reference and illustrates the limited amount
of information gained by analysis of Lunar Orbiter photography of a
specific area under only one set of conditions.
16. Error Analysis of Results
The error estimates developed in parts 12 and 13 of this sub-
section are shown as error bounds on the new data in Figure 38. For
clarity only the data for Crater #1 are shown. The data agree remarkably
well with that from,JFL and Hapke in view of the scatter in the data
used to derive the JPL curve-fit to Fedoretz' data and the applicability
of the Hapke theoretical model requiring 45° sloped craters covering
9Wo of the moon. Both Hapke's work and the JPL curves, however, are
based on Fedoretz' observations. Hapke, while deriving a photometric
q
function for a surface of specific physical structure, nevertheless,
includes sufficient parameters (compaction, slopes) to enable a fit to
Fedoretz data. As the curve shape (^ vs g) is not affected, this is
equivalent to assuming a similar normal albedo, i.e., maria. Surveyor
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a No
c?ai; a as presented in published literature, presents luminance values
Which must be extrapolated along some photometric curve to zero phase
to obtain a normal albedo. Thus the uncertainty in estimating a
normal albedo is still subject to the errors of terrestrial observation.
It is therefore appropriate to choose a consistent normal albedo for
comparison of relative intensities and their changes with phase angle
with a predicted curve.
The significance of this evaluation lies primarily in the
reduction of uncertainties evidenced in earlier work and in determining
the shape of the photometric function. Va=riations found at this g and
a have produced as much as 15 and 20 percent error res pectively, in
previous attempts to fit curves to relative and absolute earth-based
lunar photometry.
isThe apparent consistency of restal't;s (small data scatter)
due in part to imp5=ed precision caused by the proximity of the obser-
vational instrument, the :large phase angle, and the low sun elevation.
The close agreement with previous work also shows the advantageous;
illumination geometry of earlier terrestrial observations.	 The major
achievement of this analysis was to gain	 values with higher confidenceY	 g	 ^	 g
in the range of Orbiter's limited phase data.
17.	 Conclusions and Recommendations
Lunar Orbiter phot,-)graphs offer a unique opportunity to
refine the measurements of the photometric function, to produce values
with increased confidence for a wide vario-y of topographic features
and to examine the effects of scale.
More work is needed to unify the results obtained from the
-four points of observation
	
Earth, Surveyor, Ranger'' Orbiter.and	 bi  
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Measurements should be made on Lunar Orbiter photographs to
extend knowledge of the distribution of crater sizes and shapes and to
relate this information to scene luminosity.
E. Parametric Study of Lunar Photography
1. Summary
A graphical chart was developed as a guide to making esti-
mates of exposure requirements in lunar orbital photography after
realistic limitations were set on the range of sun elevation, lunar
topography and viewing geometry. The chart shows the parameters for
optimum photography for several color and black and white films.
Dynamic resolving power can be estimated from the chart.
2. Introduction
The requirements for exposure and latitude can be extreme
for photographic films used in lunar photography if all possible combi-
nations of conditions are taken into ,account. The albedo of the moan
F
	
	 ranges from 6% to 18%, and the photometric function shows that the
relative luminance for a given subject can vary over an infinite range
of values from 0 to 1, depending on the geometry of viewing and illumi-
nation. For a scene with a large range of surface slopes and with no
restrictions on position of photography, the range of brightness exceeds
f_	
the exposure latitude of photographic films, and the requirements for
exposure are set by the individual parts of the scene.
However, if realistic limitations are placed on the geometry
of illmuination and viewing, estimates of the required exposure and
latitude of photographic films are readily made. These restrictions can
be based on she need to achieve optimum photography of lunar scenes of
interest. Although these calculations were made for orbital photography,
1p5
the method of analysis is valid for estimating proper exposure for
pictures taken from the lunar surface.
3. Choice of Lunar Scenes
Slopes of about ±15 degrees are to be expected over most of
the surface of the moon. (19) This range does not include the slopes of
crater walls, but only the general lunar terrain.
The elevation of the sun is restricted to the range between
20 0 and 30° for optimum visibility of details. Long shadows are cast
at lower sun elevations causing obscuration of details, while at higher
sun elevations, the difference in brightness becomes subtle for areas
having small differences in slope, and the scene acquires a "washed 	 -
out" appearance. From Figure 18, the range in scene luminance is from
2 to 4 for these limits of sun elevation and slope in vertical
photographs.
4. Choice of Lenses and Shutters
The range in focal lengths of lenses used for lunar photog-
raphy must include realistic possibilities for hand-held cameras carried
by astronauts and spacecraft-mounted units. A range from 50mm to 50	 -~
inches should be adequate to cover most potential cases. F-numbers for
such lenses could vary fro;n 2 to 8, and will most likely be about 5.6.
Shutter speeds will range from 0.1 second to 0.001 second.
In most cases, the shortest possible shutter speed will be used to
reduce degradation from image motion.
l
i
1
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S. Exposure Criterion for Lunar Scenes
Because the moon has no atmosphere to scatter light and
provide fill-in illumination, lunar shadows are very dark. In terres-
trial aerial photography, exposure is usually set to place the shadows,
which have some finite brightness, at the toe of the sensitometric
curve.
i
For lunar photography, a realistic criterion for exposure
is that which places the mid-scene luminance at the avid-point of the
linear portion of the sensitometric curve.
6. Graphical Chart for Prediction of Lunar Exposure
Certain parameters involved in lunar photography can be re-
garded as constant. If the others vary over established ranges, a
graphical chart can be constructed for use in estimating exposure and
latitude requirements.
C
k.
	
	
Using Equation 1, the exposure E is calculated from knowledge
of the photometric function [^(g,a,)], characteristics of the photographic
system (N, T, t), the normal surface albedo (p) and the illuminance (I) .
E = 10.76 Ip Ttc
E..	 4N2
N = lens f-number
t = exposure time, secs.
The illuminance is about 12,000 foot-candles. A value of 0.07 is
realistic for the albedo; the range of 0.06 to 0.18 covers the extremes
whereas the value of 0.07 is representative of lunar maria. A value of
0.9 is typical for the transmittance (T) of a photographic lens.
1
1
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The chart shown in Figure 30 is constructed by examining the
variation in exposure available to the film from changes in the remain-
ing variables (t, ^ and N) and relating it to the exposure requires' by
specific films.
The films used in Figure 39 are candidates for lunar pho-
to rah because of their speed, resolvi ng power and latitude. Colorg py	 p	 ^	 p
films have been included.
The chart is read by starting from the log exposure scale
in the upper right hand quadrant I of Figure 39 which shows the log E's
corresponding to the midpoints of the linear portions of the respective
characteristic curves.
Quadrant I is constructed by plotting the Ot product re-
quired to give a specific E for various lens f-numbers. The ^t product
is an artifice with little physical significance.
Quadrant II in the upper left hand part of the chart is con-
structed by plotting the ^t product versus t for various phase angles
(g) for zero surface slope. This part of the chart assumes nadir
photography of a horizontal (zero slope) plane on the lunar surface.
This procedure can be justified by the fact that the films proposed
have more than sufficient latitude to cover the 2 stop (0.6 log E) range in
exposure expected from slopes of ±15 0 from horizontal. No allowances
have been made for reciprocity law failure, which is low for each of
these films over the expected range of exposure time.
Quadrant III in the lower left hand part of the chart relates
lens focal length and smear for orbital photography at several altitudes.
For a circular orbit: around the moon the velocity of the spacecraft
varies little with altitude at typical mission altitudes (a velocity
change of 2% occurs in going from 80 n. mi . to 40 n, mi .) and is rounded
1
1
1
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QUADRANT I
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off to 5000 feet/second for simplicity of calculation. This smear rate
is assumed constant for all altitudes of interest (less than 120 n. mi.)
and may be multiplied by the exposure time to get the image smear
projected onto the lunar ,surface. The corresponding smear in the image
depends on the photographic scale, the ratio of the lens focal length
to the spacecraft altitude. The scales for focal length and altitude
are also shown on the axes of quadrant III, for convenience in prepar-
ing a line of constant photographic scale. Two specific examples ara
shown, for lenses with 80mm and 250m focal length on the Apollo 8
flight. Note that the scale of image smear is derived for a camera
without IMC. The line of constant photographic scale for the 250mm
lens at 60,nautical miles is the same for a lens of twice the focal
length at twice the altitude.
Quadrant IV relates the image smear to the dynamic resolving
power. This estimate of the visual resolving power for a tri-bar tar-
get is based on the static resolving power for a high contrast (1000:1)
target. The prediction uses the relationship between static and dynamic
resolving power given by D. Paris. (20) The ultimate film resolution is
shown by the values of static resolving power in quadrant IV for zero
image smear.
(The detection and identification of lunar subjects ha.s been
related to resolving power in Phase I work and was re-examined in Sub-
section III D of this report.)
7. Application
The chart in Figure 39 was developed to make estimates of
exposure requirements and performance of photo-optical systems using
specific films under limited, specific conditions.
Ar
f
1
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Since the calculated performance is assumed to be mainly
limited only by the resolution of the film, lenses of high relative
aperture (low f-number) are shown on the chart. The lens transmittance
is assumed to be 0.9.
The spacecraft is assumed to be in a circular orbit at an
altitude between 40 and 120 nautical miles traveling over the lunar
surface at 5000 fps. The predictions are for nadir photography, on
axis. Changes in exposure are not shown for subjects recorded off-
axis by wide-angle systems or for oblique photography.
The lunar surface is assumed to be a horizontal plane with
an albedo of 0.07. The chart is designed for sun elevations of about
10° to 30 0 . The general slope of the lunar surface is not expected to
exceed 15°, excluding crater walls. These conditions are assumed to
establish the luminance in the mid-range of scene luminances.
The criterion used to set exposure matches mid-scene expo-
sure to the exposure at the middle of the sensitometric curve. The
latitude of each film is sufficient to cover the range in luminance
	
s-
	 experienced from changes in lunar slope and changes in sun elevation
within the specified range. This criterion gives a starting point for
setting exposure; this criterion should be refined for photography of
r
specific subjects or areas of interest. In addition, the log exposure
for the mid-point of the sensitometric curve should be established for
	
'	 the specific emulsion and process to be used.
The chart was prepared for representative film and proces-
sing information and is intended as a guide to further calculations.
When any of these films is considered for lunar photographic applications,
the user must establish the availability of the film, the availability
of a specific process and the compatibility of the film with the equip-
ment for processing and printing the film.
ill
r.
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III. INFORMATION CONTENT OF LUNAR PHOTOGRAPHS
A. Introduction
This portion of the work examined four major areas of
interest in lunar photography:
1. prediction of the ability to recognize detail in lunar
photographs,
2. evaluation of performance of lunar photographic systems,
3. correlation between recognition of detail and system
quality, and
4. optimum presentation and enhancement of lunar photographs.
Much of this work was an extension of the initial efforts
of Phases I and II. The new effort used photographs from Lunar Orbiter
rather than only laboratory simulations.
Two new technique3 included in the study on maximizing de-
tail recognition were rapid presentation of photographic sequences and
ring smear enhancement.
B. Performance Prediction.
1. Summary
A lunar modulation (LM) curve for predicting the threshold
identification of lunar details was established from subjective data
collected in Phase I. An attempt to demonstrate the validity of the LM
curve using photographs of Lunar Model KLM 6-65 showed that the curve
was not independent of phase angle. The influence of ph,;,se angle makes
t	 \
the LM curve unreliable far predicting threshold identification of
lunar detail.
e
1
It was shown that a more reliable method of predicting
threshold identification of lunar detail uses the tri -bar threshold
modulation (TM) curve with MTp curves for optical systems to make a
prediction unrelated to phase angle, followed by the application of
Phase 1 data to modify the prediction for phase angle effects.
Although this study was carried out using only vertical
photographs with small fields of view, the results of Phase z work in-
dicate the technique is equally applicable to oblique photographs.(Zl)
2. Background
The threshold modulations (TM) curve of a photographic
material describes the minimum modulation that the aerial image of a
tri-bar at a particular frequency must have to be recorded successfully.
Successful recording is achieved if the tri-bar pattern can be identi-
fied in the developed image.
4
A TM curve is obtained empirically by evaluation of photog-
raphy in which the modulation: of the aerial image is varied over a
range of spatial frequencies presented to the film/process combination
under test. Variations in modulation are obtained by changes in
target contrast and f-numbers for a lens of known MTF's. The photo-
graphic images are evaluated subjectively for limiting resolving power
at each condition.
F
7
Much is known, both theoret^^.ca,lly and experimentally, about
the transfer of the intensity distribution of a tri-bar through an
optical system. From this theory one is able to predict with a reason-
able degree of confidence the limiting tri-bar resolution of a photo-
optical system from the TM curve for the film-process combination and
the modulation transfer function of an optical system.
r
L.
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t
I,xtendin,g the `1'M concept to ether targets can be done only
on an empirical basis. The manner in which an optical system transfers
an intensity distribution of a complex object is not known and therefore
the manner in which the object will be recorded cannot be predicted.
However, experience with aerial photographs has sh,^wn that some cor-
relation exists between information in the F .c:ture -Ed the patch of 2:1
contrast tri-bars at limiting resolution,
Since we have less experience with lunar photography than
terrestrial photography, no correlation has been found between tri-bar
resolution and the photographic recording of Lunar objects of various
shapes. On the Lunar Orbiter Program some correlation was found between
tri-bar resolution and the resolution of right circular cones. The
final report (22) of Lunar Photo Study Contract NAS 9-3826 Phase 1 pro-
vides the best source of infori Ynation relating tri-bar resolution and
:he diameter of the smallest lunar detail identifiable under various
lighting conditions. These results are shown in Figure 40.
These data have been used in an attempt to extend the TM
concept to the identification of lunar detail, calling the resulting
curve a lunar modulation (LM) curve to distinguish between the appli-
cation of TM to tri-bar subjects and LM to lunar-like subjects.
3. Development of the LM Curve
The objective of developing an LM curve is to establish a
technique for predicting the identification of lunar details for any
optical system. The results presented in Figure 40 are a function of
three variables, phase angle, .Film MTF and lens MTF. To create a
general curve, the effect of the lens and phase angle must be removed
from the data.
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With this goal in mind an IN curve was generated by expressing
thc, identification curve of Figure 40 in teriis of new variables, frequency
acid modulation. This change was carried out point by point by first
converting the di=eters of object-space details identified to pitch of
image-space tri-bar patterns using the relationship:
Obj ect
 
Diameter
Image Pitch = --;d	Equation 26
Scale Factor
and converting this pitch to frequency for the new abscissa;
Frequency 
=Pitch	 Equation 27
Then, the lens effect was removed by dividing the corresponding phase
angle by the modulation transfer function of the lens for the specific
frequency to get values along the new ordinate. This operation leaves
the LM curve in Figure 41 a function of film and phase angle, where the
quotient (phase angle divided by lens MTF) was plotted against frequency.
The values were arbitrarily multiplied by 1000 to get familiar-looking
values. The ordinate units (degrees/modulation) are meaningless. The
LM curve still has the phase angle effect, to be removed when the curve
is applied to a specific set of conditions.
4. Experimental Test of the LM Curve
Because this work has no theoretical basis, its validity
could be established only empirically.
The experimental test of the LM curve was carried out by
analyzing photographs of Lunar Model KLM 6-65. Two different optical
.systems, one capable of a resolving power of 30 lines/mm and the other
o  120 lines/mm, were used to take photographs at a scale of 1:30,000,
using SO-243 film processed in D-10. Phase angles of 80 0 , 60 0 , and 450
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we 3 used. Figure 42 shows the transfer functions of the two optical
+9
systems. To eliminate the phase angle effect in the UNI curve, the lens
MTF curve was multiplied by the phase angle. This procedure corresponds
to the technique used to scale the NITF curve when predicting limiting
tri-bar resolution for several target contrasts using the TM curve.
The modified curves rare shown in Figure 43 for both optical systems at
the three different phase angles. This scaling technique is intended
to allow the LM curve to be used for predicting results at any phase
angle
Table XII lists the smallest identifiable crater predicted
by crossing the scaled MTF curves with the LM curve.
Three observers examined each of the six photographs under
magnification ranging from 40 to 100X. The observers were free to
choose any magnification they desired,
The observers were asked to locate in each photograph the
smallest object they could confidently say was a crater. Crater size
was determined by measuring the objects on a high resolution photograph
of KLM 6-65.  Table XIII lists the average size craters identified in
each case. The ratios of actual to predicted size for both systems are
plotted against phase angle in Figure 44.
The differences between predicted and actual results increase
as chase angle decreases. The increasing differences indicates that
linearly scaling the lens MTF by the phase angle does not eliminate the
phase angle dependency. Also there is a slight difference between the
phase angle dependence for the two different optical systems indicating
that a constant correction factor cannot be applied.
These differences between predicted and actual results and
the lack of any theoretical background limit the value of the Lunar
Modulation concept.
I
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TABLE XII
PREDICTED CRATER SIZES FOR THRESHOLD OF IDENTIFICATION USING
THE LUNAR MODULATION CURVE
Crater Diameter (meters)
High Low
Phase Angle, Resolution Resolution
degrees System System
4S .31 .70
60 .28 .65
80 .25 .61
^' TABLE XIIIIJ
f AVERAGE DIAMETER OF CRATERS IDENTIFIED (meters)
High Low
Phase Angle Resolution Resolution
degrees System System
45 1.8 4.8
60 .68 1.7
80 .59 1.4
121-122
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CRATER IDENTIFICATION TEST
FIGURE 44. COMPARISON OF ACTUAL SIZE WITH THAT PREDICTED
BY LUNAR MODULATION CURVE (SO--243, D-19 PROCESS)
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It is felt that a better way for predicting resolvable
lunar detail would be to use the ^.onventioival tri-bar threshold modu-
lation curve to predict limiting 10., l tri-beer resolution, then sQ"ling
the resolution values by using the relationships established in the
Phase I work for diameter/pitch ratio versus phase angle. A target
contrast of 10;1 was chosen to,simulate the contrast of craters with
shadowed interiors, because a crater shadow is not infinitely black as
the photomc :rie function indicates but is slightly lighted icy reflec-
tion and scattering from the lighted part of the crator. The slope is
about 28 * at the edge of a crater with diameter/depth ratio of 8. At
a sun elevation of about 35 0 the ratio of luwinan(,.-es is about 10:1 at
the edges for the opposite walls of the crater for an observer looking
along the veitical. The contrast increase -, for lower sun elevations.
In practice, however, performance for system^:, at contrasts higher than
10;1 differs very little from the performance at 10:1 contrast.
This approach was tested in Figure 45 by crossing the TM
curve for SO-243 film (D-19 process) wilth the NIT 's of the two O'ptical
sy.-tems scaled to 10:1 contrast. The intersection of the MTF and the
TM curve predicts limiting tri-bar resolution for 10:1 contrast, These
limiting resolutions of 120 and 30 lines/mm were converted to pitch,
and the pitch values scaled for various phase angles using the graphical
relationship established during the Phase I work. This relationship Is
shown in Figure 46 and, Table XIV lists the predicted diameters of the
smallest identifiable craters.
The predictions were tested by calculating the ratio of
actual to predicted size detected. Since these ratios for the two
systems were almost identical, only the results from the high resolu-
tion system are plotted against phase angle in Figure 47.
Figure 47 shows that the TM method of predicting lunar de-
tail is superior to the LM technique. All of the ratios are near 1.0,
indicating excellent correlation. Within the accuracy of this study no
124
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TABLE XIV
PREDICTED CRATER FOR THRESHOLD OF IDENTIFICATION USING
THE THRESHOLD MODULATION CURVE
Crater Diameter (meter)
High
Phase Angle,
	
Resolution
,
degrees	 system
45	 2.28m
60	 0,64
80	 0.54
Low
Resolution
System
5.7m
1.6
1.4
AVERAGE DIAMET13"R OF CRATERS IDENTIFIED (meters)
FROM TABLE XIII
High Low
Phase Angle Resolution Resolution
degrees System System
45 1.8 4.8
60 .68 1.7
80 .59 1.4
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CRATER IDENTIFICATION TEST
FIGURE 47. COMPARISON OF ACTUAL SIZE W I TH THAT PREDICTED BY
THRESHOLD MODULATION CURVE (SO-243, D-19 PROCESS)
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ldependency on phase angle is present. The TM theory is well developed
and the diameter-to-pitch factors established during Phase I have been
verified, at least at 70 0 please angle, by analysis of LOP photographs
in another part of the current work.
The good agreement between predicted and actual results plus
the presence of well established theory makes use of the TM curve the
preferred method for predicting the resolution of threshold lunar
detail.
Figure 45 includes the TM curve for a faster film, Type 3400
for which lower resolution values are predicted. These predictions for
the two films are for static conditions. In orbital photography, the
effects of smear must be considered by modifying the MTF curves for the
r
	 optical systems to include smear. Since the two films have different
speeds, the amount of smear is different for the two films in a system
i	 without IMC because the slower film requires a longer exposure time.
w
C. Performance Evaluation by Edge Gradient Analysis
r
1. Summary
k
The sun-lit to shadow edge of craters in photographs of
k	 Lunar Model KLM 6-65 and LOP photographs have been used as test objects
for measuring modulation transfer functions. These edges make suitable
test objects providing the crater chosen is small enough, relative to
the resolution of the system, so that the penumbra is not resolved.
Results of this work ,showed that the crater diameter should be no greater
than 20 to 40 times the pitch of a tri-bar at limiting resolution, or
about 7-14 times the diameter of the smallest crater identified in the
image.
BINIAT-processed SO-243 exhibits ,large adjacency effects,
These adjacency effects produce non-iinearities which prohibit cascading
of the modulation transfer functions. Instead, a non - linear synthesis
must be used.
2. 'Theory
The modulata on transfer function (MTF) is a representation
of the transfer characteristic of an optical system or photographic
film for spatial frequencies. When the components of a system including
the photographic film are linear and independent, the MTF's may be com-
bined with one another to produce the MTF of the complete system.
Crossing the MTF of a lens with the thresLold modulation
(TM) curve of a photographic film allows one to predict the limiting
tri-bar resolution of that lens-film system.
The MTF of a Component or a system can be measured in many
way,r^, but most techniques regL're the use of special targets. Variable
transmission or variable area sine wave targets are the most common test
objects used in laboratory measurements.
Since special targets usually are not available in a scene,
other targets occurring naturally must be used if the MTF of the
operating system is to be measured.
The edges of shadows cast by objects can ve used in measuring
MTF. The photographic image of an edge is scanned with a microdensitome-
ter using a long, narrow slit. Care must 'he used to select a slit which
is :short enough to cover only the edge which must be straight and free
from anomalies.
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The output of the microdensitumeter in density is converted
to exposure, which is linear with optical characteristics. After con-
version to exposure, either the edge data is differentiated to produce
the line spread function and Fourier-transformed or the edge data is
Fourier-transformed directly and the transform differentiated. The
choice between these techniques depends on the way in which the data are
handled in the computer; both techniques produce the same MTF curve.
3. Edge Gradient Analysis l, ysing Lunar Scenes
The sunlit-to-shadow edge of a lunar crater represents a
good test object for edge gradient analysis. Care must be taken to
choose a crater with diameter and depth small enough so that the penumbra
is not resolved by the system, If the penumbra is resolved, the calcu-
lated MTF curve will be much lower than the true curve for the system.
The intensity distribution of the edge is assumed to be a step function
and any significant deviation from this perfect edge will result in a
lower MTF curve. If the penumbra is resolved, the resultant MTF curve
is one representing the MTF of the system plus the test object. Figure
48 shows the relative luminance profile (23)  of the edge of a crater
(spherical) shadow with a penumbra. Superimposed on it is an ideal step
function.
Care also must be used in selecting the length of the micro-
densitometer slit. Since the shadow of a crater is not straight, if too
long a slit is used this deviation from straightness will produce a
lower MTF curve. A slit length 1/20 the diameter of the crater has been
shown to be satisfactory. (24)
a. Edge Gradient Analysis Using Lunar Models
Lunar Model KLM 6-65 dusted with cupric oxide was used to
study the effect of the crater penumbra and the applicability of edge
gradient analysis techniques to systems using BII:IAT-processing. BIMAT
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4
processing introduces non-linearities which make difficult the inter-
pretation of results from edge gradient analysis.
The lunar model was illuminated by a source subtending 1/2°
at the model simulating the sun at an elevation of 30°. Type SO-243
film processed in a one-to-one mixture of D-19/D-76 was used. Two
photographs were taken at a scale of 1:30 0 000 (1:48 model scale and
1:625 photographic scale) using for one an optical system capable of
resolving 30 lines/mm and for the other a system capable of 120 lines/mm.
The photographs showed no edges suitable for edge gradient
analysis. Therefore the sun elevation was reduced to 20° and the
photography repeated twice with the sun subtending 1/2° and 1 0 . From
the second and third sets of photographs a crater equivalent to 12
meters in diameter on the lunar surface was traced with a microdensi-
tometer using a 1 x 25 micron slit (length 1/16 the diameter of the
crater). In a visual comparison, the edge traces showed no significant
differences between the photos taken with the source subtending 1/2°
and those taken with the source subtending 1°. Later work indicated
that a difference would likely have shown up if the analysis had been
carried out.
It was decided to abandon the use of the model for study of
the penumbra and to defer this study to the analysis of Lunar Orbiter
III photographs. This decision was based on two reasons. The first was
that there were no craters on the model larger than the 12 meter crater
used and that this evidently was not large enough to make the effect of
the penumbra significant. Secondly, the LOP photographs provided an
opportunity to analyze real lunar scenes where a variety of crater
sizes are available,
To study the effects of processing on edge gradient analysis
new photographs of KLM 6-65 were taken. The sun elevation was lowered
to 10 0
 with an angular subtense of 1/2 0 and two sets of photographs were
I
1
U-
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^11111"­`
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taken using the 30 and 120 lines/mm systems. The lower sun elevation
increased the number of crater edges suitable for edge gradient analysis.
One set of phonographs was processed in a one-to-one mixture of 0-1911
D-76. The other set was BIMAT-processed. Figure 49 shows th y; character-
istic curves of the two films.
A control edge was included in the model photographs. This
control edge consisted of a long straight edge of black than paper
mounted on a white cardboard. The contrast was approximately 12;1. The
image of the edge was small compared to the field of view, keeping the
effect of flare to a minimum. The exposure was adjusted to make the
minimum and maximum densities of the crater the same as those of the
control edge. The control edge and the shadow edge of a crater. approx-
imately 200 microns in diameter on the film (6 meters on lunar surface)
were scanned with a microdensitometer using a 1 x 25 micron slit. Both
images were scanned six times. Each time the microdensitometer sl'Ac
was realigned to the edge and the focus checked.
The traces were hand-smoothed to eliminate grain noise and
the data converted to digital form for computer analysis. Eighty samples
were taken at 6-micron increments on the 30 lines/mm edges. According
to the sampling theorem this procedure corresponds to a maximum frequency
of approximately 80 lines/mm
 and a "^equency increment of 2 lines/mm.
The sampling rate for the 120 lines/mm edges was every 2 microns to a
total of 80 samples. This corresponds to a maximum frequency of 200
lines/mm and a frequency increment of 5 lines/mm. The digital edge data
and data relating microdensitometer output to exposure were used as in-
puts to the computer program EGADS used to compute MTF curves from edge
trace data. In this program the digitized microdensitometer data of
voltage versus distance is converted to exposure versus distance, and
the Foux'er transform taken using the Cooley-Tukey fast-Fourier Technique.
The transformed data is differentiated to produc the MTF curve.
T
,9
5.0
2. 60
2.40
. 20
^.	 . 00 ..
i
1 .80
1.60
l
	
>-1,40	 D-19/D-76
uj
	01.20	 91MAT
ii
1.00
.80
.60
.40
.20
L _
	
t	 aa 
	
0	 morn 1	 ..Itrw.^r^SSJu.rsr
1	 0.0 0.20 0.40 0.60 0,80
	 i.0	 1.2	 1.4	 1.6	 1.8	 2.0	 2.2
	 2.4
tl
RELATIVE LOG EXPOSURE
'}	 FIGURE 49. SENSITOMETRIC CHARACTERISTIC CURVES FOR SO-243 FILM
L	 PROCESSED IN BIMAT AND D-I9/D-76
135
An average MTV curve is computed based on an average of the
edge traces. 1he averaging is done in the exposure domain by tuLing
the first two edges and sliding them, relative to each other, to achieve
a mw aimimi in the simi of the squared deviation in exposure values through-
out the central, sloi)ing part of the trae(., . At the point of best fit,
a new curve is formed from the average 
of 
the exposure values of the two
curves for each increment of distance. A third curve is sli ,1 into the
averaged curve and the process repeated. The average of the first two
is given the weight of two while the third curve is weighted by one to
prevent the last curve from dominating earlier curves, This continues
until an average curve based on all the individual edges is formed.
4This average edge is transformed to get the average MTV curve.
Figure 50 shows the averaged MTV curves for the control edge
and thc crater on the 30 and 120 lines/mm photographs processed in D-191
D-76. Note the close agreement between the control edge and crater for
the 30 lines/mm system and the extreme difference between the two for
	
_1
the 120 lines/mm System.
The effect of the crater penumbra explains the wide differ-
once between the two high resolution curves although it was felt that
the crater diameter chosen would be small enough to have a penumbra
which would not be resolved. The earlier vismal examination of edge
traces of a 12 meter crater gave the impression that the penumbra was
unresolved. The intensity distribution of the penumbra reduces the
steepness of the shadow edge and yields a poorer transfer function for
the system. The penumbra was apparently just below detection by the 30
Lines/mm system and therefore did not affect the MTF curve.
It is a little surprising that the 120 lines/mm system was
able to detect the penumbra as well as it did. The Cornell study (25)
indicates that on the film the penumbra is only 3,6 microns for a 6-
meter crater of 8:1 diameter-to-depth ratio at a sun elevation of 100.	 1
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The pitch of a tri-bar pattern at a limiting rosolutioi, of 120 lines/mm
is 8.4 mieront3, `The penumbra still influences the ITI'F curve when it is
2.5 times smaller than the pitch of the limiting tri-oar.
To further substantiate the penumbra effect, tl %,c MTF curve
from the 120 lines/mm crater edge was divided by the MTF eur%,e from the
control edge to produce effectively an MTF curve of the penumbra;. EGAUS
was used to compute the MTF from the penumbra intensity distribution
shown in Figure 48.
Assuming that the difference between the control-edge MTF
and crater-edge MTF was caused by the penumbra and assuming that the
photo-optical system used to produce the photographs can be treated as
linear system, the MTF, derived from the penumbra intens i ty distribu-
tion should agree with the MTF of the difference between the crater and
control-edge curves,
Figure Sl shows the comparison of the two MTF curves. While
the agreement between the tiro is not exact, it is close enough to indi-
cate that the penumbra played a significant role in cicating the differ-
ence between crater and control edge MTF, 'ibe residual discrepancy iii
F igureZ  51 is wit'Un the experimental error in this study,
Figure .1.2 shows the effect of adjacency effects on the
average MTF curve derived f:r ­.)m the edge and the crater on the 30 lines/mm
and 120 lines/mm photographs for BIMAT processing. Accurate determination
of the optical response of a system is difficult because the adjacency
effects introduce non-linearities that prevent accurate photographic
photometry.
Adjacency effects are caused by the diffusion of developer
across an area which has received a large amount of exposure relative
to an adjacent area which has received less exposure. The developer
138
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diffusing from the high exposure area is badly oxidized by the reduction
of many exposed silver halide crystals. The oxidized developer retards
development while fresh developer accelerates development near the edge.
This retardation and acceleration produce an area of lower density on
the edge of the low exposure side (fringe effect) and an area of higher
density on the edge of the higher exposure side (border effect).
Figure 52 shows the MTF curves from crater and edge for the
BIMAT-processed material. The transfer functions derived from control
edges imaged at both quality levels exceeds a value of one at low fre-
quencies. This anomaly is characteristic of an MTF curve for a film
that has strong adjacency effects present. The 120 lines/mm crater
edge MTF curve does not exhibit the overshoot because of the penumbra
which reduces the steepness of the edge intensity distribution which
reduces or eliminates the adjacency effects. The 30 lines/mm crater
MTF curve does not exhibit adjacency effects while the 30 lines/mm
control MTF does. Why the MTF from the control edge at 30 lines/mm
shows some adjacency effects and the one from the crater edge does not
is not completely understood. One possible cause could be the penumbra
effect but if the penumbra were affecting the transfer function in any
way the agreement between the 30 lines/mm control and crater edge MTF
for the D-19/D-76 processed photographs would not have been as close.
If the components of an optical system are linear, the MTF's
of the components may be combined to produce a system MTF by multiplying
their modulation values frequency by frequency. The inverse procedure
is also possible for a linear system; that is, if an MTF curve for the
system is available, its components may be separated by division.
The MTF of the system (lens, target and film) shown in
Figures 50 and 52 was divided by the film MTF leaving the lens-target
transfer function. Assuming a linear system and no influence by the
target, this resulting MTF should be the MTF of the lens used to take
the photographs.
In Figure 53 the agreement between the measured lens MTF
and the MTF derived from the control edge is quite good for the film
processed in D-19/D-76 at a quality level of 30 lines/mm. The agreement
between the MTF from the control edge and the lens MTF for the 120 lanes/
mm system is also quite close. The agreement between the MTF from the
crater edge and the lens MTF for the 120 lines/mm system is very poor
because of the effect of the penumbra (target).
In Figure 54 the transfer function derived from the BIMNI'-
processed photographs does not agree as well with the lens MTF as did
the data from photographs processed in D-19/D-76.
The adjacency effects introduce non-linearities which make
it incorrect to simply divide by the film MTF. Another reason for the
poorer agreement is that the MTF of the film-developer combination is
difficult to measure. C. N. Nelson and F. C. Eisen of the Kodak Research
Labs (26) have found that there is no unique MTF curve for a film- 	 ry
developer combination exhibiting adjacency effects. There is, instead,
a whole family of curves whose shape depends on the modulation of the
input signal and the density level; the greater the signal modulation
and density level, the greater are the adjacency effects.
The MTF curves for the film used in this study were measured
using sine wave targets of 5:1 contrast. The crater edge and control
edge were photographed to produce densities corresponding to a contrast
slightly greater than 10:1. The MTF curve derivod from the 5:1 targets
would exhibit smaller adjacency effects than the curve determined from
the crater or control edges. When the lens-film MTF curve was divided
by the film data some residual film effect was left. This residual plus
the fact we were dealing with a non-linear system explains the poor
agreement shown in Figure 54.
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r
r The techniques developed by C. N. Nelson were used to
investigate further the adjacency effects of the BIMAT-processed SO-243.
`I`he chemical spread function was measured for the BIMAT-
processed SO-243 at a density difference of approximately 1.0 (0.38 to
1.40).	 The chemical spread function is determined from an edge image
made by exposure to X-rays.
	 Since X-rays suffer little or no scattering
within the emulsion, the resulting edge trace should be almost a perfect
step function if adjacency effects were not present.	 The edge is
scanned with a microdensitometer and the weighted slope determined as
shown in R gure 55.	 The exponent n in the equation for slope b is a
function of the relationship between density and the mass of silver per
v
unit area.	 For BIMAT-processed SO-243 n was determined to be 1.0.
n
i Figure 56 shows the chemical spread function for BIMAT-
processed SO-243 based on an average of 5 curves.
	 Figure 57 describes
the non-linear process of combining the optical spread function caused
` by scattering and diffusion of light within the emulsion with the
chemical spread function.
	 Because of the non-linea-rities it has not
been possible to reverse the process, e.g., start with the D 1 density
distribution and work back to the nominal density distribution D. 	 If
this were possible we could remove mathematically the Film effect from
the system MTF and determine the lens MTF.
r'
Because the systela could not be broken down into the compon-
entcharacteristics, we synthesized it from the system's components.
^I
The line spread function of the diffraction limited f/5.6 lens used to
photograph the model was convolved with an edge.
	
This intensity dis-
tribution was convolved with the optical spread function of the film.
The film optical spread function was represented by the following
r-
1 equation.
4
2
A(x)	 =	 a	 e -(ax/2)	 Equation 28
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I
TI 12 1 3 1 4 1 5	 LIGHT INTENSITIES
a
OPTICAL SPREAD FUNCTION
EFFECTIVE EXPOSURES
	
E(x)= k fa (C) I(x -^) d^
D VS E CURVE
NOMINAL DENSITIES
CHEMKWAL SPREAD FUNCTION
DEVELOPMENT RETHRDATION
OR ACCELERATION
I	 I
DIN = D(x) - BE)2(x) + D(X)R(X) D TO D
R(x)=fb(^)D(x-6)d6
B = fb(e)de
DENS I T I Eo"
T/	 DI TO Tf
D
Ti T, T3 T4
 T5	 TRANSMITTANCES
FIGURE 57. PROCEDURE FOR NON-LINEAR COMBINATION OF COMPONENTS OF A PHOTO-OPTICAL SYSTEM
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A value of 4, 5 was used for the variable abased on work described in
the literature. (27)
The ealculated intensity distribution was converted to
density using the film characteristic curve. The chemical spread
function was convolved with this density distribution to form the dis-
tribution labeled R in Figure 57. A new density distribution was
created using the 0 to D' equation shown in Figure 57. A value of 0.20
was used for B, the area under the chemical snread function, The new
density distribution was converted to transmittance and the data used
as input to EGADS the edge gradient analysis computer program. Figure
58 shows the calculated MTF curve: for the 120 lines/mm system compared
to the MTF curve derived from the control edge,
The agreement is quite goad, The difference between the;(
L	 two curves at higher frequencies is probably caused by errors in the
shape and size assumed for the optical spread function of the film.
The selected distribution was based on the best estimate available at
the time. Normal procedure when working with non-linear synthesis is
to repeat the combination many times using different film optical
spread functions until a close fit is obtained,
b. Edge Gradient Analysis Using LOP Photographs
Edge gradient analysis was used to determine the MTF of the
Lunar Orbiter III system, Ten craters were selected on medium resolu-
tion frames 187 and 188. The size of the craters ranged from approxi-
mately 40 to 440 meters in diameter. Table XV Lists the diameters on
the GRE film. Each crater was visually examined on the 24-inch
photograph to insure that its shape was suitable, eliminating craters
r
with boulders around the rims, large collars or other similar features
which could distort the shadow edge and yield unusable edge data.
149
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TABLE XV
LOCATION AND SIZE OF CRATERS USED IN
PERFORMING EDGE GRADIENT ANALYSIS ON
LUNAR ORBITER III PHOTOGRAPHS
Crater
ID Number Size
1 438 meters
2 255
3 390
4 130
5 75
6 390
7 40
8 150
9 175
10 340
Frame
Number
187
187
187
187
187
188
188
188
188
188
151
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Each crater edge was scanned five times using a microdensi-
tometer with a slit of 1 x 50 microns. The data were digitized taking
1000 points per scan at intervals of 2 microns. The scan line
signature, superimposed on the edge data, was removed by the filter
shown in Figure 59. 'The digitized edge data was Fourier-transformed
in`,,o the spatial frequency domain, multiplied by the filter and then
back transformed into the distance domain, Figure 60 shows an edge
before and after filtering. The filtered edge was hand-smoothed to 	 -
eliminate low frequency noise passed by the filter and again digitized
for analysis by computer program EGAUS. The step tablet in the edge
data was used to convert the densities to exposures
Originally filter characteristics were set up so that 	 -
information at frequencies of 15 to 30 cycles/mm would be attenuated by
the cosine fwtction. The higher frequencies passed by this filter
caused considerable noise in the trace. Reducing the bandwidth to 15
to 20 cycles/mm decreased this noise considerably. Additional filtering
reduced the slope of the edge trace. This slope reduction signifies the
removal of important GRE film information instead of just unwanted scan
lines and noise.
The photographic film characteristics in the Lunar Orbiter
system have non-linear transfer characteristics. (28) The system must
therefore be divided into at least two transfer functions. Considera-
tion of the non-linearities introduced by the adjacency effects of the
BIMAT-processed SO-243 might require more than two transfer functions
for the system.
Two transfer functions, one for the scanner and GRE and one
for lens and film were used in previous LOP analyses. (29) Edges in the
calibration images at the border of the film were used as test objects
to obtain the scanner and GRE transfer functions, and crater edges were
used to obtain the lens-film transfer function. Calibration data were
n
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used for the SO-243 film processed in the spacecraft before launch to
correct for the fact that the edge data did not provide an ideal edge.
The prelaunch processed film is no longer available for Orbiter 111;
therefore, the density profile of the edge test object is not available
to this investigation.
The objective of this part of the study was to determine
the size of the crater whose penumbra produced a significant difference
in the measured MTF. The Lunar Orbiter was assumed to be a linear
system. The necessary data were not available to do otherwise. This
assumption would not affect the results of the penumbra study becaits-<
the data were obtained from a single system permitting a relative r,om-
r.
parison of results,
'i
	
	 Figure 61 shows the MTF curves generated from the largest
(440 meter) and smallest (40 meter) craters. The MTF curve from the
r,	 large crater is influenced by the penumbra, as shown by the lower MTF
curve.
The size of the crater whose penumbra significantly
affected the MTF data was determined by statistically comparing in the
Student t test for comparing means the mean MTF values at 10, 20, and 40
lines/mm of the transfer functions derived from the various size craters
to the mean MTF values of the 40 meter crater at the same frequencies.
c	 The crater size at which at least 2 of the 3 MTF values were significantly
t	 different at the 95% confidence level was said to have a penumbra length
significantly large enough to be resolved by the system. The three
r
	 craters 438, 390, and 340 meters in diameter produced MTF curves signi-
ficantly lower than the 40 meter crater.
}
	
	 The MTF curves from craters 4, 5, 7, 8 and 9 in Table XV
were combined to get an average MTF curve for the medlam resolution
system of Liu-tar Orbiter III. This curve and 2-sigma limits are shown
in Figure 62.
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W4. Conclusions
From images of dusted lunar models the iiadulation transfer
function of a photo-optical system can be measured by scanning the
sunlight-to-shadow edge of lunar craters whose .image diameter is less
than 20 tames the pitch of the limiting high contrast tri-bar reso-
lution for the system. No lower limit on crater sine was established.
In LOP III photography the penumbra did not significantly
affect the determination of system MTF until the crater diameter was
40 times the nominal tri-bar patch at limiting resolution.
The difference in results between the two sets of data is
attributed to uncertainties associated with the LOP analysis. Close
control of all variables was possible when photographing the model,
while many assumptions as to the linearity of the system had to be made
in the LOP analysis. Also, in many cases the minimum values obtained
from traces of crater edges were less than the minimum from tracing
edge print data. This observation reduces the confidence in the
calibration data and in the measured MTF values.
Systems using film-developer combinations which exhibit
adjacency effects must be treated as non-linear. Components of the
system cannot be combined in a linear manner and no satisfactory way
has been found to remove the MTF of the component from a system transfer
function.
A system can be synthesized from its components providing
the chemical spread function is taken into consideration and a non-
linear combination is used.
f
C). Detail Recognition
1. Summary
Analysis of LOP photographs by five
results of the identification/detection studies
using lunar models to be applicable to vertical
lunar surface. The major difference between thi
and the current work was that the percentage of
less on the LOP photographs. This reduction is
noise, scan line structure and scene complexity
observers showed the
done in Phase I work
photographs of the
results of the Phase I
objects detected was
attributed to phosphor
in the LOP pictures.
r
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1, Previous Work
The Phase I study dealt in part with the determination of
the visual detection capability for a variety of expected lunar condi-
tions. Section 0(30) of that report evaluated an observer's ability to
detect and identify several geometric shapes of different sizes photo-
graphed at a number of sun elevations and exposures. In addition,
viewing stereo negatives provided data on the effect of phase angle and
compared stereo and monoscopic resolution. Three readers viewed the
negatives under several magnifications. Their observations of ten
spherical and conical convexities and concavities were numerically
weighted to differentiate the levels of recognition and displayed in
matrices relating detection ability to target size for a given incident
illumination and film resolution. The data were also presenter to show
identification capability as a function of object size relative to the
tri-bar resolution limit. A cursory analysis of reader consistency
indicated some reliability among observers for detecting geometric
targets.
Section L(31) of the Phase I study attempted to check these
conclusions with a simulated lunar model. To provide direct correlation
with the earlier work, four of the geometric shapes were included in a
target area simulating a LM landing site of 160 feet on a side. In
addition, boulders, fault lines, a crater chain, a shallow ditch, and
several albedo differences gave realism to the site, Evaluation pro-
seeded as before, including stereo analysis and observation made outside
the ecliptic: plane.
Attention was given to earliest detection and identification
of each feature as the phase angle was increased, Although little
quantitative correlation was achieved or even deemed significant,
qualitative agreement with work done in Section G for detection capa-
bility showed remarkably similar trends Quite independent of type of
object or film threshold resolution (i.e., diameter /pitch watio is the
same). The results indicated Model KLM 6-65 was a realistic inter-
mediate step that provided additional predictions as to identification
of minimum crater size and percentage of craters identified as a
function of phase angle for a number of photographic systems. It was
also concluded that ability to detect details was similar when using
either positive or negative images although readers expressed a
preference for the former.
3. Present Work
A logical consequence of these studies was a determination
of reader ability based upon evaluation of Lunar Orbiter photography.
Verification of previous work, however, is somewhat limited by the
specific parameters of Lunar Orbiter missions, e.g., Mission TIT: mono-
scopic; resolution 100 lines/mm on axis; sun elevation 6-30°; phase
angle = (90° minus sun elevation) ±10*,
As the Orbiter limitation of camera and sun configuration
cannot be changed, we tried to find targets similar to those used in
the Phase T analysis. Scale correlation suggested Orbiter Mission III
should be used as the primary source from which to conduct a search for
160
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the required features. Objects most easily correlated with the Phase I
study are: craters, D/d = 8:1, domes, D/d
	 8:1, and rocks, D/d x 4:1.
Table XVI lists the LOP framelets requested from NASA for use in this
study.
Twelve areas displaying craters, domes, and rocks were
selected from the 80nim framelets, Each area was about 1/2 inch square
and contained approximately twenty objects, Table XVII lists the
framelets selected and the major objects in each Brea. Figure 63 shows
a typical area used in the study.
Hach of five observers was asked to examine each test area
and sketch the features lie saw on the 80mm photographs. If lie detected
something but could not identify it, he was instructed to place an 11X11
on the sketch. A stereo microscope with variable magnification from 10
to 40X was used, The observers were free to choose -he magnification
and to vary focus. Some found it eas-.*Ler to decide on an object's
identity by viewing the framelet slightly out-of-focus or by rapidly
going back and forth through focus.
The number of objects detected or identified by an individual
was compared to the possible number of objects. This latter number was
established by comparison of the medium and high resolution photographs
of the sanic area by an experienced astronomical observer. Objects were
considered to be detectable when they were judged to be at or above the
threshold limit of resolution on an 80mm framelet and their presence
could be confirmed on the corresponding photograph taken with the 24-inch
lens.
Table XVIII lists the average percentage of objects detected,
identified, and detected or identified. Standard deviation values are
also included.
9
TAtLI Y,VI
PHOTOGRAPHS Rl"QUESTED FOR 1)1 TIs'( I'ION/ I1)tiNTIF I(:r'1'11ON S`I'UI ►Y
Lunar Orbiter	 Frame
+^..ww.^w
Lens
rnrw+w...
Frameless
ITZ	 33 80 mm 353,	 351,	 tii 5 a
73 80 mm 618)	 619,	 60100
94 80 mm 61
r6 24 inch 418,	 419 0	420
162 80 mm 575,	 576
IV	 133 80 mm all
24 inch all
162
TABLE XVII
FRAMELETS SELECTED FOR STUDY AND SUBJECT MATTER
Scene Mission Frame Framelet
Number Number Number Number Ob; 2cts
1 IV 133 46 Domes, Craters
4
2 III 94 360 Domes
3 III 94 361 Rocks, Craters
4 III 94 361 Rocks, Craters
5 IV 133 42 Domes, Craters
6 IV 133 42 Domes, Craters
7 IV 133 46 Shallow Craters, Domes 	 {
8 IV 133 46 sShallow Craters, Domes
9 TV 133 46 Shallow Craters
10 III 94 359 Craters, Large Shallow
Crater
1, III 94 359 Craters
12 III 94 360 Craters
13 IV 133 53 Craters
14 IV 133 41 Caters
15 IV 133 53 Craters
16 IV 133 41 Craters
17 III 73 276 Craters and Domes
18 I11 73 276 Craters and Domes
19 IV 133 48 Craters
20 IV 133 47 Craters
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TABLE XVIII
AVERAGE OF OBJECTS DETECTED AND/OR IDENTIFIED BY
FIVE OBSERVERS IN LOP PHOTOGRAPHS WITH STANDARD
DEVIATIONS
Phase Angle 70°
Percent Percent
Object Identified Detected
Crater 35122 10120
Domes 21±26 35125
Rocks 40136 36130
Percent
Detected or Identified
46121
54126
76134
165
,,
The diameters of the craters selected were in the 15 to
30-meter range for Orbiter III photos and in the 150 to 220-meter range
for Orbiter IV photos. Assuming a nominal high contrast resolution of
100 lines/mm for both Orbiters, the ratio of crater diameter to tri-bar
pitch (U/p) ranged from 3 to S.
The detection/identification study performed during the
Phase I work at 70 0
 phase angle showed identif-cation of 70'0 of the
craters for a U/p ratio of 3 to 5 compared to the 350 obtained in viewing
LOP pictures. The difference between the Phase I results and these re-
sults is attributed to the presence of phosphor noise, scan line structure
and the more complex scene which made it difficult for the observer to
report everything he saw.
The variability between readers is represented by the values
of standard deviation associated with the various percentages,
	 This
large variability is also attributed to phosphor noise and scene com-
plexity. Furthermore, the observer's experience played some part in
this variability, as those observers with more experience in looking at
lunar scenes showed less variability than others.
An estimate of reader repeatability was obtained by asking
two of the five readers to re-examine eight of the twelve test areas.
Many weeks elapsed between the two readings, making unlikely any scene
memorization by the reader.
The number and types of objects detected and/or identified
in the second examination were compared to the results of the first
examination. This comparison showed excellent reader repeatability.
About 90% of the objects found in the first examination were also found
in the second by both readers. The most common change occurred with
shallow craters. Both readers identified many of the shallow craters
the first time but only detected something in the second examination.
No difference in detection of other objects was noted between the first
and second examination.
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The smallest crater identified on 80mm Orbiter III photo-
graphs was on the average 20 meters and on Orbiter IV was 180 meters.
These values correspond to a diameter/pitch ratio of about 3. The
Phase I work determined that a diameter-to-pitch ratio of slightly
less than three was sufficient for identification at a phase angle of
70 0 , making the agreement between the two studies quite good.
The smallest dome identified was 1500 to 2000 meters in
diameter. Orbiter IV framelets were used for this determination. These
-,	 domes had a ratio of diameter to height of approximately 10.
r. a. Phase Angle Study
The ability of an observer to detect lunar objects varies
as the phase angle changes. Two areas were selected on both Framelets
053 and 041 of Lunar Orbiter IV, Frame 133 for use in determining the
effect of phase angle on identification and detection of lunar data.
A. cursory analysis showed that the phase angle da fference between the
two areas was about 10 degrees.
l^
Sketches made by the five observers were compared to
sketches made from the 24-inch photographs as before.
L '.
An exact calculation of the phase angle of each test area
was made using the following relationships: (32)
ar Cos g = Cosy  Cosy  - Siny s Siny c Cose c 	Equation 21
r
where g = phase angle
Ys 
= angle between surface normal at camera axis
 
intersect and sun line
'I.
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'y c = tan-1	 dN	
d
+ tan -1 	 11N	 Equation 20
H = Spacecraft Altitude
RS = Distance from Spacecraft to center of moon
dN 3-x2 + y2
x = Distance on lunar surface between camera axis
intersect and object. Measured perpendicular to
edge of frame. Negative when point is between
sun and camera axis intersect; positive when
camera axis intersect lies between sun and object.
y = Distance on lunar surface between object and camera
axis intersect. Measured parallel to edge of frame.
^ c = 180 - tan-1 x
The maximum phase angle difference between any of the four
scenes was found to be less than five degrees. The average phase angle
for the four scenes was 69°.
There were no differences in the number of objects identi-
fied or detected in the four scenes. The small phase angle differences
explain why this is true. A phase angle difference of at least 10
degrees, about a nominal value of 70° would be required before a sub-
jective evaluation should reveal a significant difference in the size
and quantity of objects detected.
The results of this study wert, the same as obtained with
the twelve scenes examined at a phase angle of 70° in the first part of
this experiment.
168
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b. Obliquity Study
C
Two areas containing craters and domes were chosen on
Framelet 276 of Moderate Resolution Frame 73, Lunar Orbiter III, photo-
graphed at an oblique angle of 52 degrees.
Sketches made by the five observers were compared to sketches
drawn from 24-inch vertical views of the same areas.
The readers' results agreed very well with those obtained
from vertical photos at the same phase angle (70 0 ). Thus an oblique
view of 52 0 does not reduce the size or amount of detail detectable in
a lunar scene. These results are consistent with those found in the
Phase I work.
f
c. Scene Complexity
I`
I
	
	 One of the major causes of reduction in the quantity of
lunar objects detected in the LOP photographs was felt to be the scene
complexity. Though care was taken to choose scenes which did not con-
tain a complex background nor a tremendous quantity of different
(	 objects, the Lunar Orbiter samples were more complex than the photographs
of Lunar Model KLM 6-}65 used in the Phase I work.
To get some idea of the importance of scene complexity, two
rugged and complex areas were chosen in Framelets 47 and 48 of Orbiter
IV, Frame 133.
The five observers were asked to find the smallest item they
could confidently say was a crater. They indicated their choice by
superimposing on the crater the center of a pair of crosshairs located
in the eyepiece of the microscope. The size of this crater was measured
on the corresponding 24-inch photograph.
The average size of the craters and the standard deviation
was 210 * 35 meters. This value was statistically compared by the
Student t test to the average size (180 meters) of the smallest crater
detected in Orbiter TV photographs during the first part of this study
and found not to be significantly different.
In this test scene complexity did not affect the size of
the smallest object detectable.
E. Optimum Presentation and Enhancement
1. Summary
Two experiments were carried out to investigate techniques
to increase the recognition of detail in lunar photographs. These ex-
periments dealt with the use of multiple photographs, viz., the value
of rapid presentation of photographs of a subject from different
aspects, and the enhancement of dupl.'i,cate photographs by grain inte-
gration and ring smear masking.
Recognition of details of lunar surface features is in-
creased with multiple photographs from different aspect. The value of
rapid presentation is questionable.
Grain integration and ring smear enhancement were demon-
strated on laboratory photographs to improve the recognition of lunar
surface detail. The techniques were found not to be so valuable when
applied to GRE photographs representing repetitive reconstructions of
a single readout of a Lunar Orbiter photograph. The methods are be-
lieved to be applicable to Lunar Orbiter on redundant readouts of a
photograph from a single mission, stereo photographs from a single
mission and multiple photographs of a single area from different
missions.
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2. Rapid Presentation of Multiple Photographs
a. Purpose
The objective of the study was to determine if the
rapid presentation of a series of photographs of different views of the
same lunar area increases an observer's ability to detect detail on or
near the threshold of resolution for a single static view of that area,
b, Preparation of Test Materials
t
I'
Photography was accomplished in two phases. Lunar Model
KLM 6-65 was dusted with copper oxide. High and low contrast tri-bar
targets were attached adjacent to the model.
A 1/2-degree light source was used at an elevation of
20 degrees. Five camera positions were selected at phase angles of 30,
50, 70, 90, and 110 degrees. The model was photographed in the phase
plane with an 8 x 10 camera at a 6X reduction on Tri-X Ortho film. The
exposures were balanced so' as to produce the same image density in the
same area in each negative, The negatives were processed to a gamma of
s
0.8 and contact-printed onto Type 2420 duplicating film to produce
positive transparencies. This film was processed to a gamma of 1.25
producing a system gamma of 1.0.
The second phase of photography consisted of photograph-
ing each of the five transparencies with a. 16mm Kodak Cine Special
equipped with a 15mm Cine Ektar lens and Plus-X reversal. Film. The film
was processed to a gamma of 1.5 producing a total system gamma of 1.5.
All transparencies were registered together before photography and then
ii carefully registered separately on an illuminator to be photographed.
This procedure was required so each image occupied the same relative
position in the 16mm film format. The views from 60° on either side of
vertical were discarded because of severe distortion of perspective.
171
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When viewing the projected images of each transparency,
it was arrarent there was too much detail in the scene to ask an observer
to evaluate with any accuracy. The transparencies were repliotographed
with the camera lens defocused to reduce the resolution from 57 lines/mm
to 6 lines/nun on the 16m film. ''his change placed 1-inch objects on
the model at the threshold of resolution and reduced the number of
objects in the scene to a reasonable number.
One motion picture was made showing only the vertical
view of the model continuously. This motion picture corresponded to
the single static view, presented to the observers in the same manner
as the rapid sequences,
It was decided that, rather than use the entire model
as a test object, certain selected a?:eas would be used with a distribu-
tion of object sizes bracketing the resolution limit. This procedure
permitted more control over the observer's responses and reduced the
viewing time needed for each scene. Seven areas were selected and
	 *.
delineated by circles drawn to the proper size on the projection screen.
By proper registration and magnification of the projected image the
selected areas were readily defined.
The five views were then spliced together to produce
	 T
sequences for repetitive projection for various time intervals for each
view, making about three minutes of projection time for each motion
picture. The times chosen were 16, 8, 4, 2 seconds, 1 second, 1/2
second, and 1/4 second per view. Preliminary analysis indicated that
the 16-, 8-, and 4-second viewing tames were too long and, therefore,
these viewing times were discontinued.
When projected, the pictures showed one fault immediately,
Objects off-axis shifted position on the screen as the views changed,
giving an effect of changing perspective. The severity increased with
t
1
1
distance off axis making it impossible to keep the content of each of
the seven areas constant for all five views, Because the effect was
most severe at the two most extreme camera positions, these views were
eliminated, The circles were enlarged slightly and two areas were
replaced by two new ones closer to the optical axis. These changes
reduced the effc^;t substantially but did not eliminate it.
The spliced films were then duplicated by a direct
reversal process and spliced into loos for continuous projection.1	 p	 p	  ^
NW
c. Observational, Procedure
A panel of observers was aske,'- to mark objects detected
or identified within each circle. 	 Some circles contained detail above
the static rew°olution *nreshold, detail just at the threshold, and some
below.	 Some other circles contained no detail as a check on the
observers.
e
Figure 64 is a sample sheet for data collection. 	 Eight
observers wero asked to view the films. 	 Of the eight, six were experi-
enced tri-bar resolution readers and two were trained astronomical
observers,	 Lach was asked to view each film for as long as he wanted.
In each area, the observer was to indicate everything he could see by
placing a C for a crater, R for a rock, or X for an unidentifiable
object in approximately the same position in the circle on the data
i
4
sheet as it occupied in the corresponding circle on the screen.
.k_
The first film shown was a single view looking normal
to the model.	 The observer was given unlimited viewing time for this
film.	 The observer was then shown the 2-second, l-second, 1/2-second,
and 1/4-second films.	 Each time the observer was requested to sketch
what he saw in each area. 	 The observer was also asked to answer the
i
questions at the bottom of the data sheet after each film.	 In addition
owl
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FORMAT FOR AREAS
OF INTEREST
0
t
VIEW-DURATION
PLEASE ANSWER THE FOLLOWING QUESTIONS BY CHECKING THE APPROPRIATE RESPONSE.
YES
	 NO
I. DID THE MOVEMENT OF THE PROJECTED IMAGE FROM VIEW—TO—VIEW MAKE
IT DIFFICULT TO CONCENTRATE ON THE IMAGE?
2. DID THE BRIGHT FLASHES CAUSED BY THE SPLICES MAKE IT DIFFICULT
TO CONCENTRATE ON THE IMAGE?
3. WOULD YOU HAVE PREFERRED A LARGER PROJECTED IMAGE?
4. WOULD YOU HAVE PREFERRED A SMALLER PROJECTED IMAGE?
5. WAS THE SCENE BRIGHTNESS LEVEL TOO HIGH?
6. WAS THE SCENE BRIGHTNESS LEVEL TOO LOW?
7. DID ALL VIEWS APPEAR TO HAVE EQUAL FOCUS QUALITY?
8. DID ALL VIEWS APPEAR TO HAVE THE SAME EXPOSURE?
9. REMARKS:
FIGURE 64. SAMPLE DATA COLLECTION SHEET FOR RAPID PRESENTATION STUDY
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Mom
to answering the questions, lie was asked to make any other comments
welevant to the films.
d. Data Analysis
Figure 65 shows the responses of each reader to each
filmy
All viewers felt there was an increase in ability to
detect objects with three views rather than one and reported the rapid
presentation offered no gain and, in fact, cost some degree of confi-
dence as the presentation rate became faster. Except for Observer 3,
all observers show an increase in the number of objects detected with
three views over a single view. The observers did not feel that the
rate at which the views were presented had any effect on detection a.
low rates. A check of the graphs of observers' responses shows for
most observers a zero or slight negative slope as rate increases, but
observers 5 and 7 showed a definite positive slope from the 2-second to
G^
	 the 1/4-second rate. These people were two experienced astronomical
observers, suggesting that the familiarity of the observer with lunar
scenes has a:; influence on the amount of benefit derived from this
method. Over half the observers felt that they had less confidence in
t	 y+
identifying objects as the presentation rate increased to high rates.
An analysis of variance was performed -to compare obser-
vers and presentation ratio. Th;+ results show the observers to be the
greatest source of variation, while there was no significant effect
because of presentation rate. A second analysis of variances was made
to compare observers and the single view and 2-second rate. Again the
observers proved to be the larger source of variability. The two pre-
sentation rates were not statistically different;, however, they showed
a much greater difference than did the comparison between rates in the
first test. The error term, however, r;omprises 22.4 percent of the
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OF THE SAME LUNAR AREA FOR DIFFERING VIEWING TIMES I J 76 
total variation indlcating tho need for replicate data sets to determine 
if any interaction exists between the two factors. 
All observers complained of being distracted by the 
shifting of obj ects from view to view. Most fel t the effect became more 
troublesome as the rate increased. Several, however, said the 1-second 
rate was the most difficult to view. As they viewed more films, they 
bO\,..J.me used to the movement,and found it less distracting. Since the 
views are projected sequentially, the movement develops a rhythm or 
cyclic pattern which makes concentration easi,er for some people. A 
random order of presentation may be useful in reducing or eliminating 
this effect. 
The two astronomical observers felt the single view used 
as a standard should have been the view with the largest phase angle 
which would have the highest contrast for the views used in this study. 
All observers noticed that the splices produced flashes 
as they passed through the projector. At the 1/2-second and 1/4-second 
presentation rates, these interruptions became objectionable. 
This technique for rapid presentation of pictures is a 
time-consuming method to use. It is difficult to produce scenes of 
equal contrast, brightness and resolution. The image shift caused by 
changes in perspective from view to view is a serious problem that 
detracts from an observer's ability to concentrate. It can only be 
eliminated by restricting attention to areas within a few degrees of 
the optical axis and restricting the angle through which the views are 
obtained. 
e. Conclusions 
The results of lid- ~:r\1;t;1HJi!., .ed and two trained astronomical 
observers show increa$ed det0(';ti~':il \)li:fH multiple views, and a marginal 
177 
improvement due to the rapid presentation for the trained observers and 
little or no improvement for the untrained observers. By far the largest 
source of variation in the data is caused by the individual observers. 
3. Enhancement of Lunar Details by Grain Integration and Ring 
Smear 
a. Background 
Techniques have been developed by Eastman Kodak Company 
for the enhancement of photographic images using grain integration and 
ring smeG~r. 'These techniques were applied to laboratory photographs of 
a model and to Lunar Orbiter photographs to estimate their effectiveness 
on improving lunar photographs. 
In grain integration(33) several photographs are made 
of the same scene and separate l registered exposures are made frem each 
photograph to produce a single print with reduced granularity. 
Ring smear(34) is a special case of unsharp masking in 
which a mask having a particular modulation transfer function i5 gener-
ated to produce an enhancement over a controlled frequency bandwiath. 
The ring smear enhancement is used to increase the modu-
lation of tlle fine details while the grain integration inc:rMj.ses the 
ratio of signal to grain noise. Generally, the greatest enhancement is 
obtained when both ring smear and grain integration are performed simul-
taneously on the same scene. These techniques are particularly appli-
cable to photographs of low contrast, fine detail objects such as the 
lunar surface in the absence of shadows. 
i. Grain Integration - A photographic image is composed 
of many silver grains. The number of these grains per unit area is re-
lated statistically to the number of photons per unit area incident on 
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the film duri.ng exposure. A measure of the number of these grains and 
hence of the original exposure is the optical density for a given area 
of developed film. Density is expressed by the following relationship: 
D _. 10gl0 (1/'1') Equation 30 
where D = density of the area 
T transmission of the flux transmitted = area = flux incident 
The accuracy with which a given density (or transmission) 
may be att:r.ibuted to a definite exposure is limited. For film, this 
limitation arises primarily from the variation in size and ,quantity of 
developed silver grains that are encountered per unit area for the same 
original exposure. The fluctuations in the original exposure because 
of photon statistics are generally unimportant in relation to grai.n 
statistics. The fluctuations in measured densi tY.t for a given uniform 
exposure, over different regions of the developed fi.lm can be described 
by Selwyn's Granularity Law. This law is expressed by the following 
relation: 
Equation 31 
where G = a constant~ known as Selwyn's Granularity 
A = the image area of interest 
aD = the RMS fluctuations in measured density for the 
area A over different regions of the uniformly 
exposed film. 
Thus, it should be apparent that if one wished to attri-
uute a measu,red density for an area A to some original exposure, the 
inaccuracy in the measurement of D~ due to aD' limits the process. 
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The signal-tounoise ratio in a photographic image is . 
given by: 
Equation 32 
1hus, any decrease in 00' th~ RMS granularity, will 
cause an increase in the signal-to-noise ratio. Onu technique to 
accomplish a reduction in RMS granularity is "grain integration." This 
technique involves the superposition in excellent registration of a 
number of first-generation photographs of the same scene. Each photo-
graph must have the same scale and aspect angle. The resulting 
composite image will have an RMS granularity given by: 
Equation 33 
where 0'0' = the RMS granularity of the composite 
°0 = the RMS granularity of each photograph. It is 
asswned that the value of aD for each of the 
separate photograph.s is,; point for point) the 
same. 
N = the number Qf separate, but id'entical photo-
graphs being supe;rimposed. 
This relationship is a direct result of the statistics 
associated with the measurement of density. That is, if density is 
measured t.'ver a number of small areas of a pie,ce of uniformly exposed 
film, the recorded density values will fo~ a Gaussian or Normal distri-
bution. The standard deviation of this distribution is aD' the RMS 
value of the density measurements. When a number of separate negatives 
are superimposed, the value of aD' for the resulting composite will be 
the root-sum-square of the values of aD for each separate photograph. 
That is, 
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aD I :: Ca D1 
+ • • • • • • + 
2 L aD) '2 
N 
Equation 34 
but since it is assumed that aD = aD :: • • • • • aD 
1 2 N 
· a D EquF'.tion 3S 
TIle density (the expected value) of the composite photo-
g:l:aph will be point-far-point the sum of the individual densities in 
the separate photographs. In other words, 
D' = N x D Equation 36 
where D' = the density of the composite 
D = the density of the individual photographs 
N :: the number of photographs bein~ superimposed 
The signa1-to-noise ratio in the composite is then 
given by: 
SIN :: N Equation 37 
That is, the signal-to-noise ratio of the composite 
photograph is greater than the signal-to-noise of one of the photographs 
by a factor equal to IN. 
The effect of grain integration is observed when one 
vi.ews stereo pairs. The degree of this Irvisual grain integration" de-
pends upon the difference in quality and aspect angle between the pair, 
and the relief height of the object being observed. For two-dimensional 
subjects such as tri-bar targets, an improvement in resolution of about 
one~ target increment, or about 12 percent has oft~n been observed 
in viewing stereo pairs. 
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ii. Unsharp Masking (Ring Smear) - The general nature of 
the photographic image resulting from lunar photography may be charac-
terizeJ near the limit of resolution by low contrast, fine detail. 
Historically, unsharp masking has been used to increase the contrast 
of such fine detail relative to that at lower spatial freque~1cies • 
... 
This has been accomplished by generating a "fuzzy," negative copy of 
the original, which is then used with the original to generate a com-
posite by superposition. Because the overall contrast of the composite 
is reduced, relative to the original picture, high contrast printing is 
used in recording the composite image. The resul ting image will have 
a lower contl'ast at low frequencies than at high frequencies. The 
sketch in Figure 66 illustrates this conventional form of unsharp 
masking. 
Armi tage, Lohmann and Herrick have proposed a variation 
of the usual technique that produces a greater relative increase in the 
contrast of fine details. In this ring smear technique, a modulation 
transfer function is applied in makjng the mask that provides a phase 
inversion in the fine detail of the image spectrwn. The sketch in 
Figure 66 illustrates the effect of this modified method of unsharp 
masking. 
J The results of the analysis performed by Armitage, 
Lohmann and Herrick show that, under certain conditions, thp, trans fer 
function of the unsharp masking process is given by the following 
relation: 
T = 1 -y • T m m Equation 38 
where T = the trans£8r function of the unsharp masking 
procedure 
y = the gamma of the photographic material upon 
m 
which the unsharp mask is recorded 
T = the transfer function of the unsharp mask 
m 
generation procedure 
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11\e conditions required for this relationship to hold 
arc that the moclulation of the unsharp mask be less than that of the 
original" and that the modulation of both be less than some maximum 
value" approximately 0.3. Both of these conditions can be reasonably 
well satisfied. The quantity '1:, given in tho above equation, is the 
transfer function corresponding to the processing spread function of 
the unsharp masking process. Any desired form of 'I: may be obtained, 
provided the appropriate mask transfer function, 1;'m' can be generated. 
To obtain enhancement over some band of frequencies, the value of 1;' 
l~ust be greater than 1.0. It can be readily seen that this condition 
will occur for the appropriate value of Y
m
, whenever l' b~comes negative. 
m 
Such trans fer functions are known. A defocused lens is one example. 
liowevcr~ Armit~Lge" Lohmr.mn and Herrick proposed another method of gen-
er.ating a very strongly negative trans fer function. This method is 
caJled "ring smear." 
point in the original 
The trans fer function 
To generate an unsharp mask by this method, every 
photograph is smeared into a ring in the mask. 
of this prc·cess is given by: 
Equation 39 
where J O = a D...:ssel function of the first kind, of zero order 
p = the radius of ring smear 
\) = the spatial frequency 
1bis transfer ftmction, plotted in Figure 67, goes very 
strongly negative to a maximwn of about -0.4. The resulting enhancement 
function, "C, given by Equation 38, is plotted in Figure 68 for m = 1.0. 
Note that "C goes above 1.0 to a maximum valu0 of 1.4. 
The ring smear technique uses a precision enlarger. The 
unsharp mask is generated by rotating during the exposure a tilted glass 
plate S.Omm thick placed in the optical path of the enlarge~ SystC~1 A 
sketch of this experimental apparatus is shown in Figure 69 while Figure 
70 outlines the procedure for making and using the mask in ring smear 
enhancement. 
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b . Uemo,istrations of Grain Integration and Ring Smear
Hxperiments with the technique of grain integration were
performed, during the course of this study, to determine how well the
technique worked with lunar photography. The methods were first applied
to laboratory photographs of a lunar model and then to Lunar Orbiter
photographs.
i. Laboratory Photographs - Photographs were made on
SO-243 film at a scale of 1;30,000 and at a sun elevation of 30°. The
image quality of the pastures was degraded by defocusing to 50 lines/mm
from 120 lines/mm, This film resolution is equivalent to 23.6-inch
i	
resolution on the lunar surface.
Fox- the grain integration experiment, three nominally
identical simulations of 50 lines/mm quality were used. A print from
one of these is shown in Figure 71A. The grain structure of each
j'	 simulation negative should be statistically independent of the others.
t
	 A print showing the results of superimposing three separate negatives
is shown in Figure 71B. The granular appearance of the composite is
r
	 less than that of any one individual negative, suggesting that the
E,
signal-to-noise characteristics have been improved by the grain inte-
gration process.
k
Ring smear enhancement with grain integration was performed
on the lunar simulation with 50 lines/mm quality, degraded from 120
lines/mm by defocus. The bandwidth over which enhancement occurred was
chosen so that the enhancement stopped at the observed resolution of
the simulation. This cutoff was chosen because experience gained from
other work has shown that enhancement applied beyond the system cutoff
frequency increased the film grain noise excessively. Figure 71C shows
a 40X enlargement of the original simulation negative enhanced by ring
r
I
	 smear only. Figure 71D shows the same scene enhanced by the combined
x.
r.^
ring smear and grain integration techniques, Enhancement occurred from
20 to 48 lines/mm; maximum enhancement occurred at a frequency of 34
lines/mm.
The maximum enhancement of details is shown by comparing
Figure 71A made from the original single negative with Figure 71U, a
composite print combining grain integration and ring smear masking. No
new details are seen; the observer finds that all threshold information
in thia enhanced photo is present in the conventional reproduction,
However, the observer has improved confidence, in his detection and
identification of subjects.
The lack of new details is not a universal result of
these techniques. The gain achieved by grain integration depends on
whether the initial photography is primarily limited by optical quality
as in this demonstration, or by film grain.
ii. Lunar Orbiter Photographs - Multiple images from
one GRE and duplicate images from another GRE were used in this attempt
to enhance LOP photography. The purpose of this short study was -to
determine if LOP photography could be enhanced by either random noise
integration or ring smear masking. GRE film from telephoto Frame 137,
LOP Mission III were furnished by NASA for this work.
a. Grain Integration - It was assumed that the noise
apparent in the GRE image was caused by phosphor noise in the GRE.
Since the input signal from the spacecraft was an analog signal, the
noise from the GRE phosphor should be random. If the noise actually
were random, then superposition of multiple images should reduce the
apparent noise as it has done in "grain integration" of normal photog-
raphy. The effect of noise integration is most apparent when the signal
is limited by random noise and not by optics or systematic noise.
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B. ENHANCFQ BY GRAIN INTEGRATIONA. UNENHANCED ORIGINAL
^J
1
C. ENHANCEMENT BY RING SMEAR D. ENHANCEMENT BY GRAIN INTEGRATION
AND RING SMEAR
FIGURE 71. ENHANCEMENT OF LUNAR MODEL PHOTOGRAPHS BY GRAIN
INTEGRATION AND RING SMEAR
Two methods of noise integration were attempted:
1. tour positives from , GRE
2. Two positives from each of 2 GRLs
A suitable scene, which showed fine detail, coarse de-
tail and tonal gradients, was selected for the enhancement study. This
scene was cut from the GRE prints and sensitometrically and visually
evaluated to ensure that each copy was essentially of the same quality
and characteristics.
the linearity pattern indicated a large amount of dis-
tortion in the image. The distorticti would not hurt the enhancement
study since it was caused by the readout and, therefore, would be
incluc ed in each GRIT Image.
Images were superimposed using a precision enlarger at
an 8 X enlargement. The limiting resolution of the scene was estimated
to be 14 lines/nun. With an 3 X enlargement the finest detail prescnted
to the eye is 1.75 lines/nun.
Images were made at the following conditions:
1. Straight print
2. Two positive superimposition, 1 GRE
3. 'Three positive superimposition, 1 GRL•
4. I-our positive superimposition, 1 GRE
S. Four positive superimposition, 2 GREs
(two positives from each)
The enlarger was set up as shown in Figure 72.
f
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The first step in the procedure was to make a best
straight print from one positive for use as a comparison print for
subsequent enhancement work.
P reference paper print is made by reflecting the image
from the mirror at the primary platen back toward the lens to the refer-
once print platen. The image is made at the best focus on the reference
print platen. The processed reference print is placed back on the
reference platen. All subsequent photographs are aligned with this
reference print. Two factors make this type of alignment very accurate.
First, there is an optical lever of about 2 X magnification over the
enhanced print because the working distance is approximately doubled.
Also, since the reference print is a negative, and the GRE image to be
aligned is a positive, the eye is extremely sensitive to minute Tegis-
tratiun errors. With perfect registration, the image .uddenly goes
black; any registration errors show up as white lines on a black
background. In making the integrated prints, the enlarger is focused
for best imagery at the primary platen.
To make a print with four superimposed images, for
example, the images are aligned successively with the reference print
and each of the four images is given /4 of the total exposure. This
process was performed for combinations of 2, 3 and 4 superimposed
images with appropriate adjustments in exposure for the number of super-
impositions. The differences in density for the different GRE images
was compensated for when calculating the exposure times so each GRE
image would produce an equal effect.
It is not possible to make four separate enlarged
prints and superimpose these images to make an enhanced sandwich, be-
cause adding prints on top of each other effectively is adding gammas,
therefore, increasing contrast.
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As shown in Figure-b 73A, B 0 C and lJ o no signifii,unt
differonce was noticed between the refererce print and prints Fettle by
noise integration from 2 1 3, or 4 positli ve-ti'. This r,.-sult ind&icatetl
that tho limiting noise is not random and that noise integration would
not be useful. To verify this finding, a pair of images from one GRL
were evaluated on a comparison microscope and the noise pattorns
appeared to be identical as shown by the enlargements in Figure 74.
It is felt that the noise was created by the phosphor in the sp aevvr 40
flying spot scanner, and therefore, would be common to ea^:h GRIT-
reproduction.
Superimposed images made from the two GRES also vucii;
fied the conclusion that the noise was created in the spacecraft.
Visual comparison of these images again showed a similar noise pattern.
Also, when superimposed images were made, the photographs showed a
moire pattern, indicating a slightly different scale, in one direajun,
Ibetween images. Figure 73L shows superimposed images from two
with the moire" pattern. This scale difference could be compensated for
in the printing stage by tilting the platen. However, since the noise
was not random, no improvement would be expected from superimposing the
images and this additional adjustment was not attempted.
Three approaches might be used to apply grain integ ra-
tion techniques to these GRE films. One technique uses mathematical
filtering of the noise before it is printed in the GRE, A cursory
examination indicates that the noise spectrum is completely contained
in the signal spectrum and, therefore, could not be filtered out kiith-
out degrading the signal. In order for this technique to work, the
noise spectrum would have to exceed the signal spectrum, a condition
implying that the noise is created at a different and later stage of
the image-forming process. This approach is not promising but should
be examined more thoroughly beforo being discarded.
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A second approach invol-, es working with stereo pairs
from one mission or frames showing a common area from different missions.
'Phis procedure is considered to be too difficult experimentally to be
useful.
The most promising prospect involves making noise-
integrated photographs from scenes which received multiple readouts
(priority and final). In this case, the noise should be random.
R.	 Ring Smear Masking - Use of the ring smear technia;,,u
assumes that the signal spectrum can be enhanced in relation to the
noise spectrum.
	
This condition requires that the noise spectrum is at
least partially in a region other than the bandwidth of the signal.
Since it has already been shown that the major noise spectrum for LOP
photographs lies completel ,^ within the signal spectrum for a single
readout, we would not expect that ring smear would enhance the signal
in relation to the noise. 	 It would be possible to rearrange the rela-
tive modulation at different fre q f*tmcies,	 However, this rearranged
modulation would still include the noise modulation.
One procedural modification was made for this study
which is different from the ring smear work described in Figure 70. The
change was that the ring smear mask was not physically made. 	 Instead;,
a straight print was made by exposing through the base of the Type 8430
print film with the original positive firmly attached to the vacuum
platen.
	 After processing, this straight print was placed back on the
platen at the same position by the use of register p ins.	 The high
contrast print film (Type 5427) was placed behind the straight print.
The emulsion of the straight print was held in intimate contact with
the Type 5427 raw stock by a vacuum. 	 The effect of a ring smear mask
was created by rotating the glass plate during exposure.
	 The 5427 film
was processed to make an enhanced negative print.
1
This technique has several. advantages
1. Elimination of a printing stage; thereby reducing
sharpness ,losses.
2. Elimination of a film base thickness, also reduc-
ing a sharpness degradation and allowing a more
accurate representation of the theoretical mask
transfer function.
3. Allowance for the possibility of enhancing over
a wider band of frequencies by using several tilt
angles of the glass plate in one enhanced image,
4. Improvement in turn-around time so as to reduce
cost.
The enhanced images were made at the following con di-
tions :
1. Plate tilt = 290
Maximum enhancement at 10.4 lines/mm
2. Plate tilt = 39.56
Maximum enhancement at 6.4 lines/mm
3. Plate tilt = 210
Maximum enhancement at 14 lines/mm
4. Three separate exposures each occupying 1/3
of the total exposure, with the ring smear
plate set sequentially at 22 0 , 29 0 , and 39.5°
Figure 75 shows these enhanced prints compared with an
unenhan ced straight print. The differences are negligible between en-
hanced prints and the straight print. This result can again be attributed
to the fact that the major noise contributor is non-random phosphor noise
from the spacecraft.
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IV. RECOMMENDATIONS FOR FUTURE WORK
On the basis of the experience and progress made on this
current contract, we have outlined four activities for future work. A
brief summary of the justification for each activity follows the list
of tasks under each activity.
A. Calibration of lhuid-Field Cameras for Apollo Crewmen
1. Prepare specifications describing the characteristics to
be measured and the accuracy and precision requirements
for these measurements, These measurements will include,
but not be restricted to, the following:
a. Dens transmittance
i. Spectral - 400 - 700 mu (on axis only)
ii. Integrated - source equivalent to sunlight over
range 400 - 700 mu and detector with pan film
response (on-axis and off-axis)
Measured
Calculated
b. Filter pass band - 350 - 750 mp
c. Flare characteristic at different f-numbers
d. Shutter, reproducibility (in atmosphere and vacuum)
i. Reproducibility at each setting for repeated
actuations
ii. Reproducibility at each setting for changes in
settings
e. Aperture control reproducibility
2. Prepare written procedures to be followed to make measurements
on the cameras with the accuracy and precision required.
I`
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The prospect of taking photographs of the moon by a man
standing on the surface and/or in low orbit and having the films re-
turned to earth offers a unique opportunity to do photographic photometry.
This activity will require careful sensitometry in order to ,get maximum
value from the photographs. Careful measurements are required un all
eiiotometric characteristics of the cameras, i.e., those characteristics
of the cameras controlling the amount of light reaching the film.
Special attention is required in considering the effoct.j of
the hard vacuum environment, the presence of ultra-violet radiation anti
the influence of flare in photographing subjects having a wide range; of
brightness.
B. Preparation of Lunar Orbiter Photographs with Enhancement
1. Devise optimum techniques for enhancing prints from GRE
films
a. Grain integration
i. Repeat runs from single GRE
ii. Repeat runs on different GRE's
iii. Primary and final readouts
iv. Stereo pairs from one mission
V.	 Duplicate photos from different missions
b. Ring smear masking
c. Combination of grain integration and ring smear
2. Prepare enhanced photographs of selected areas from Lunar
Orbiter GRE films
The use of Lunar Orbiter photographs in preparing contour
maps of the lunar surface requires extracting the maximum amount of
density infortn.i.tion from then. The Lunar Orbiter system produces
206
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multiple photographic copies of each original photograph and lends
itself naturally to the classic form of photographic enhancement by
superimposition of duplicate negatives in printing.
The ratio of signal to noise in a composite photograph is
theoretically increased by the square root of the number of duplicate
negatives used to prepare the composite.
Four sources of grain noise existed in the Lunar Orbiter
system: (1) the photographic grain in the original negative; (2) the
phosphor grain in the readout system; (3) the phosphor grain in the
Ground Reconstruction Electronics system, and (4) the photographic
grain in the recording film.
Superimposition of duplicate GRE films made on the same GRE
.'.rom the same original tape recording of the spacecraft signal will re-
duce effects of recording film grain noise. Little image enhancement
is expected by this activity since recording film grain noise is not a
large contributor to system noise. A limited demonstration has confirmed
this prediction.
Superimposition of GRE films from different GRE's will
eliminate phosphor grain noise in the Ground Reconstruction Electronics
system, although this noise contribution is not very large. Differences
in the optical system in the different GRE's can introduce additional
problems. A limited demonstration has shown little gain in photographic
quality.
The phosphor grain noise in the readout system is probably
the largest contributor to the noise in the final print. Two possi-
bilities exist for reducing the effects of this noise. On each LOP
mission, readouts of certain photographs were made twice, once in
priority and once in final readout. Direct superimposition of GRE films
207
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for these readouts would reduce this large contributor to system noise.
In addition, stereo photographs were made in certain areas of interest.
Several problems are introduced in superimposing GRE films from those
photographs. Differences in orbital position and altitude produced
changes in scale and perspective. Passage of time between orbits pro-
duced changes in shadows. The latter problem could not be readily
overcome but the former problem would be reduced by using rectification
techniques. Finally, superimposition could be tried with multiple
photographs of specific areas by the different Lunar Orbiters, Some of
the same problems would exist in this work as were described for multi-
ple photographs from the same Orbiter vehicle,
Photographic masking using the ring smear technique can be
applied to any of the photographs prepared with or without grain inte-
gration. This form of enhancement provides selective relative suppres-
sion of very low spatial frequencies and the high noise frequencies,
giving a crispening effect to edges
	 Usually, ring smear enhancement
gives the reader greater confidence in detection and enhancement of
details. No attempt has been made to use photoclinometric mapping
techniques to prepare a contour map from a photograph enhanced by ring
smear,
Spatial frequency filtering could be applied to Lunar
Orbiter photographs to reduce the effects of repetitive noise caused
by the raster of the readout. Such methods have not been used to date.
C. Extension of Measurement of Lunar Photometric Function
1. Apply techniques developed to measure photometric function
to specific lunar areas using LOP photographs
a. Potential landing sites
b. Continents (highlands)
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c. Crater interiors
d. Ray systems
e. Transition zones (between marsas and continents)
f. Aristarchus region
2. Correlate photometry meas l tred from earth, Surveyor, Ranger
and Lunar Orbiter.
3. Iaxtend measurements of diameter/depth ratio and population
density of craters on Lunar Orbiter photographs.
4. Relate new crater shape and population data to average
luminance of lunar photographs as an aid in determination
of correct exposure for photographs taken from lunar orbit.
The original measurements of lunar photometric function
were made using integrated light from the whole moon. Measurements from
earth cannot avoid the limitation imposed by the limiting resolution of
telescopes, a factor of about 1000 poorer than the resolution of Lunar
Orbiter. Measurements from Surveyors are limited to very small areas.
Lunar Orbiter photographs offer a imAque opportunity to
refine the measurements of photometric function, to produce values with
increased confidence for a wide variety of topographic features and to
examine the effects of scale.
Work should be carried out to unify the results obtained
from the four points of observation--Earth, Surveyor, Ranger and Orbiter.
Measurements should be made on Lunar Orbiter photographs to
extend knowledge of the dis;cribution of crater sizes and shapes and to
relate this information to scene luminosity.
Our most recent attempt to extend this information followed
the impact landings of Rangers VII and IX, from which limited information
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could be gained because of resolution limitations
in 
high altitude
photographs and small area sampling in ,: e final frames.
A comparison of the number of small craters in the contour
map prepared by NASA for the area of Sinus Medii with the number of
craters expected from Ranger VII data shows a large difference,
One generally unappreciated but important consequence of
the population distribution of sizes and shapes of craters is the
effect on average scene luminance. Because the density of craters
(number per unit area) increases very rapidly with smaller sizes, the
average scene luminance changes with altitude. For example, based on
Ranger VII data, if the limiting ground resolution of a camera is a
10 ft. diameter crater at 100 nm altitude, and the field of view is
one square mile, a photograph under these conditions should show 16000
craters at limiting resolution. From an altitude of 50 nin, the ;Eeld
of view is 1/4 square mile and the limiting ground resolution is a 5
ft, diameter crater. A photograph under these conditions should show
20000 craters at limiting resolution. The result ^f this difference
in number of craters at limiting resolution or large7. is a difference
in the apparent average sc^4ne luminance for scones that otherwise would
look alike.
U. Preparation of Training Motion Pictures
1. Assemble camera components and models to enable the
preparation of additional motion pictures simulating
lunar landings showing the full view from LM window.
2. Prepare motion pictures using this equipment
a. 1:50 model (EKQ of Sinus Medii (10 1 x 101)
b. 1:2000 model (AMS) (14 1 x 221)
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Motion pictures PrepaTed on previous contracts have been
improved in stages, mal^ing more realistic the simulation of the Lunar
Module landing approach. The main purpose of these previous motion
pictures has been to show the relative visibility of subjects wider a
limited variety of conditions for use by personnel studying lighting
conditions for a lunar landing.
This previous work has brought about the development of
techniques for producing a realist-11 c modal and making motion pictures
with a minimum of distracting faults. This experience should be used
to prepare motion pictures without the current limitations set by
size of model and field of view,
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