The present Monte Carlo study compared the Type I error properties and power of four commonly recommended analysis of variance (ANOVA) alternatives for testing mean differences under variance heterogeneity. The Welch (1951) , Brown and Forsythe (1974) , Kruskal-Wallis (Kruskal & Wallis, 1952) , and inverse normal scores (van der Waerden, 1952) tests, and the ANOVA itself, were evaluated in the three-and four-group cases. On the basis of superior control of Type I errors and greater power, the Welch test proved to be the procedure of choice when means were equally spaced, when extreme means were paired with small variances, and when two identical means were situated midway between two extreme means. This recommendation applies whether sample sizes are equal or directly or inversely paired with variances. When extreme means were paired with large variances, the Brown and Forsythe test was optimal, though less clearly so. Discussion focuses on the relation of these findings to previously published conclusions, particularly the assertion that the Ftest is the procedure of choice under equal sample size heterogeneous variance conditions.
The one-way fixed effects analysis of variance (ANOVA) is the statistical procedure most commonly used by behavioral scientists to test the equality of AT independent means (Edgington, 1974) . Thus, conclusions concerning the effects of violating the assumptions underlying the ANOVA have important implications for researchers. We focus on the assumption of homogeneous variances in the K populations. When sample sizes are equal, the ANOVA is generally considered robust to violations of this requirement, provided sample sizes are not unduly small and variances are not inordinately heterogeneous (e.g., Box, 1954; Horsnell, 1953) . Unfortunately, as a large number of previous investigations have shown, the ANOVA is not robust to variance heterogeneity when sample sizes are unequal. It becomes overly conservative (yielding insufficient power) when larger variances are paired with larger sample sizes (direct pairing), and overly liberal (yielding too many Type I errors) when variances and sample sizes are inversely paired (for a review, see Glass, Peckham, & Sanders, 1972) .
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I error rates and power of four commonly advocated alternative omnibus tests. These are the parametric procedures of Brown and Forsythe (1974) and Welch (1951) , and two nonparametric procedures, the Kruskal-Wallis (Kruskal & Wallis, 1952) and inverse normal scores (van der Waerden, 1952) tests. We evaluated these procedures because they are among the most highly recommended ANOVA alternatives and because they are among the most convenient to perform, Concerning convenience, each of the four tests appears in at least one of the three statistical packages most commonly used by social scientists, BMDP (Dixon, 1981) , SAS (Ray, 1982) , and SPSS, (I983).
The results of previous investigations suggest that both the Welch (1951) and the Brown and Forsythe (1974) procedures are suitable alternatives to the ANOVA when variances are heterogeneous. Several studies have shown that the Welch test provides excellent control of Type I errors when both sample sizes and variances are unequal (Brown & Forsythe, 1974; Dijkstra & Werter, 1981; Kohr & Games, 1974; Levy, 1978b) . Similarly, Brown and Forsythe's (1974) original article and, more recently, Dijkstra and Werter (1981) have provided preliminary evidence that the empirical Type I error rates of the Brown and Forsythe test generally correspond well to nominal levels. Concerning power, it appears that both procedures are only slightly less powerful than the ANOVA when variances are homogeneous and sometimes are more powerful when variances are heterogeneous (Brown & Forsythe, 1974; Kohr & Games, 1974) . Of prime interest in the present context is the evidence that the Welch test is more powerful than the Brown and Forsythe test for certain combinations of variances and mean differences, whereas the reverse is true under other noncentrality structures (Brown & Forsythe, 1974; Dijkstra & Werter, 1981) .
Although these findings indicate that the Welch procedure and the Brown and Forsythe procedure both are viable alternatives to the ANOVA, most behavioral researchers are probably more familiar with nonparametric options. In particular, the Kruskal-Wallis test (Kruskal & Wallis, 1952) and normal scores procedures are commonly recommended when ANOVA assumptions are violated (e.g., Marascuilo & McSweeney, 1977; McSweeney & Penfield, 1969) . Previous studies comparing the Kruskal-Wallis and expected normal scores tests (Hoeffding, 1951; Terry, 1952) with the ANOVA have found that the Type I error rates of the nonparametric procedures are also affected by variance heterogeneity. However, they are less sensitive than the ANOVA when variances and sample sizes are inversely paired. In addition, the Kruskal-Wallis test is more powerful than the ANOVA in certain direct-pairing cases (Feir-Walsh & Toothaker, 1974; Keselman, Rogan, & Feir-Walsh, 1977; cf. Lehmann, 1975) .
Taken together, these investigations provide evidence that there are reasonable alternatives to the ANOVA when testing mean differences under variance heterogeneity. Unfortunately, the behavioral scientist may still be uncertain about which procedures are optimal for particular data structures likely to be encountered in empirical practice. Perhaps the major reason for the lack of concise guidelines is the absence of any one procedure superior in all contexts (e.g., Brown & Forsythe, 1974; cf. Bradley, 1978) . However, a second reason is the absence of any study simultaneously comparing all of the major ANOVA alternatives. The fact that sample size, variance, and noncentrality patterns have differed across previous studies further mandates a direct comparison, as each of these factors has been shown to affect the performance of the four alternative procedures.
Besides the need for a combined assessment of all four ANOVA alternatives, there were two additional reasons for our study. These were the reliance on small sample sizes in several previous investigations (e.g., Dijkstra & Werter, 1981; Kohr & Games, 1974) and the limited emphasis on power, particularly under unequal sample size conditions, in earlier comparisons of the Welch test and the Brown and Forsythe test (Brown & Forsythe, 1974; Dijkstra & Werter, 1981) . We used medium and large sample sizes in our study. In addition, the power, as well as Type I error, characteristics of the four ANOVA alternatives, and the ANOVA itself, were compared under a variety of equal and unequal sample size conditions. Thus in several respects, we attempted to extend the findings of previous investigations. 
Method
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Sampling Procedure
Sequences of uniform pseudorandom numbers were transformed to standard normal deviates with the Box-Muller (Box & Muller, 1958 ) method (routine RANNB). To simulate random draws from normal populations, the standard normal deviates for each group were multiplied by a constant representing the desired population standard deviation, and added to a constant representing the desired population mean.
The performance of the five statistical tests was examined in both the K = 3-and K = 4-group cases. Table 1 shows the combinations of sample sizes and population variances used to assess Type I error rates and power. As shown in this table, when sample sizes were unequal, the first group was always the largest, with progressively smaller sample sizes in subsequent groups. For both K = 3 and K = 4, four cases (A) investigated the behavior of the procedures when the homogeneity of variance assumption was met, using either equal or unequal sample sizes. The remaining cases investigated the effects of variance heterogeneity under equal sample size (B), direct-pairing (C), and inverse-pairing (D) conditions.
Large (average «n = 20) and medium (average «& = 12) sample size cases were included within each of the aforementioned conditions. Variance heterogeneity was evaluated at ratios of 12:4:1 and 6:2:1 in the 3-group case, and 12:6:4:1 and 6:3:2:1 in the 4-group case. Maximum ratios of 1 2: 1 and 6: 1 were chosen because they represent enough heterogeneity to encourage researchers to conduct heterogeneity of variance tests and/or consider alternatives to the ANOVA, but not so much heterogeneity as to be unrealistic (see, e.g., Stevens, 1979) . In this regard, if commonly used heterogeneity of variance tests (e.g., Cochran's tests when sample sizes are equal; Bartlett's tests for equal and unequal sample size cases) were conducted on sample variances equal to the heterogeneous population variances shown in Table  1 , the test statistics would typically be near the critical values, with some rejecting the hypothesis of equal variances, and some not. All population means were set equal to zero when Type I error probabilities were assessed. Four configurations of population mean differences were used when assessing power. One pattern, that of equally spaced means (ES pattern), occurs when adjacent means differ by the same amount. This configuration would arise when there is a linear trend among groups on the dependent variable (e.g., MI = 1.2, ^ = -4, ^3 = -.4, and ju 4 = -1.2). In all unequal sample size cases assessed, the ordering of the ES means paralleled the ordering of sample sizes, with decreasing sample sizes associated with progressively smaller means. A markedly different configuration of means arises when power is concentrated in one extreme group, with all other groups having equal population means (EX pattern). When sample sizes were unequal and/or variances heterogeneous, two variants of the EX pattern were used. In the first, the first group, that with the largest sample size, had the extreme mean (EX1 case; e.g., /*, = 1.5; ji 2 = MS = p 4 = -.5). In all unequal sample size cases, this extreme group was assigned either the largest (direct-pairing cases) or smallest (inverse-pairing cases) variance. In the equal sample size heterogeneous variance cases, this extreme group had the largest variance. In the second variant of the EX pattern, the extreme mean was assigned to the third group for K = 3 (EX3; e.g., fii = fa = ,5; ii) = -1.0) or the fourth group when K = 4 (EX4; e.g., n t -M2 = /*3 = -5; j«4 = -1.5). This group, which was always assigned the smallest sample size, had either the smallest (direct pairing) or largest (inverse pairing) variance when the sample sizes were unequal, and the smallest variance when they were equal. A fourth configuration of mean differences, included in the 4-group case only, was a "two in the middle" pattern, whereby two groups with equal means were halfway between two extreme groups (2M pattern; e.g., it t = 1.20, ^ = 0; ^ = 0, p 4 = -1.20). In all unequal sample size cases, the extreme groups were always those with the largest and smallest sample sizes, whereas in the equal sample size, heterogeneous variance cases, they were simply the groups with the largest and smallest variances.
Formulas were algebraically derived for generating these four configurations of mean differences at specified levels of Cohen's (1977) ANOVA effect size index/ where and N TV When population variances are equal, the standard deviation of each of the groups, a k , is equivalent to a in the formula for/ shown above. However, the theoretical power of the ANOVA cannot be estimated when variances are heterogeneous, because a 2 is undefined (Glass et al., 1972) . In these cases, an approximation to a 2 , a 2 = l/N T n k af, was used because: (a) Budescu (1982) has shown that this approximation generates estimates that generally correspond well with the empirical power of the ANOVA for sample sizes and noncentrality structures similar to those specified in the present study; and (b) the primary purpose of the present study was to compare ANOVA alternatives rather than evaluate the effects of variance heterogeneity on the relation be- On each sample randomly generated, all five test statistics were calculated and compared with their nominal tabulated critical values at a = .05 and .01. One thousand samples were drawn for each specific combination of sample sizes, population variances, and population means, with a different random seed used for each condition.
One difficulty involved in assessing the Type I error properties of statistical procedures is the absence of explicit, consensual criteria for "robustness." To our knowledge, the only criteria that have been explicitly advanced are those attributable to Cochran (1954) and Bradley (1978 and l.la, and a second one of between .5« and 1.5a, which he termed the most liberal "that I am able to take seriously" (1978, p. 146) . Using these two sets of standards as general guides, we decided to adopt upper limits on robustness of .07 at a = .05
and .015 at a = .01. The former value represents a reasonable compromise between Cochran's limit and Bradley's most liberal limit, and the latter is the a = .01 limit shared by both sets of criteria. In addition, these values were chosen because, overall, they best matched both our colleagues' and our own intuitive conceptions of robustness. 3 Violations of lower limits were not assessed, as these are a less important consideration in the assessment of the Type I error properties of a test procedure. Table 1 by a common letter. The consistently high concordance among within-condition cases justifies the presentation of a summary index. In addition, Table 2 presents the number of cases (maximum = 4 per condition) that significantly violated the robustness limits at nominal « = .05 (empirical rejection rates > .07) and at nominal a = .01 (empirical rates > .015).
Results

Type I Errors
Homogeneous Variances (Assumptions Met)
All five tests performed quite acceptably under variance homogeneity. At both the a = .05 and a = .01 levels of significance, the obtained proportion of rejections always fell within the robustness boundaries. Additionally, the across-case means of each test corresponded well with nominal levels. One additional noteworthy finding is the tendency for the two nonparametric procedures, K.W and NS, to be slightly more conservative across cases than the three parametric tests.
Heterogeneous Variances (Assumptions Violated)
Equal sample sizes. When variances were heterogeneous, and sample sizes were equal, a high proportion (7/8th) of the empirical rejection rates of the ANOVA significantly exceeded criteria at a = .05 and a = .01 in the K = 3 case. When K = 4, F performed more acceptably, although even here its average rejection rates exceeded the robustness limit at nominal a = .01 (see Table 2 ). The BF procedure provided acceptable control of Type I errors, although it occasionally violated the criterion at a = ,01 and its average rejection rates were somewhat high, particularly when K = 3. In contrast, the rejection rates of the W, NS, and KW tests never exceed the robustness limits. In addition, the across-case means of W and NS always adhered closely to nominal levels. Direct pairing. As expected, when larger sample sizes were associated with larger variances, the actual rejection rates of the F test were well below nominal levels. The two nonparametric procedures, KW and NS, were also generally conservative. In fact, the rejection rates of the normal scores tests were often as low as, and sometimes lower than, those of the ANOVA. In contrast, the BF test occasionally evidenced an opposite, liberal tendency (especially at a = .01, when K = 3), although its rejection rates were generally within tolerable limits. Whereas F, KW, and NS were extremely conservative and BF was slightly liberal, the Welch test yielded rejection rates that were always within the desired range. Furthermore, its average rejection rates across cases were extremely close to nominal levels.
Inverse pairing. When variances and sample sizes were inversely paired, the empirical rejection rates of the ANOVA always markedly exceeded nominal levels (see Table 2 ). Though less biased than F, the two nonparametric procedures, KW and NS, were also consistently liberal. The BF and, to a lesser degree, W procedures were both occasional violators. However, even when liberal, neither procedure was as aberrant as F, KW, and NS. Most important, the overall results appear to favor the Welch test once again. This conclusion is based on fewer total violations and across-case means that more closely approximate nominal values.
Power
Homogeneous Variances (Assumptions Met) Table 3 summarizes the results of analyses assessing the power of the five procedures when the homogeneity assumption was met. Once again, across-case means are presented, given the consistent results yielded by each mean structure's individual cases. In both the K = 3 and K = 4 equal sample size cases, the same general pattern emerged for each of the mean structures examined. The ANOVA was consistently most powerful, followed closely by the BF procedure. At a = .05, NS tended to be intermediate in power, and the W and KW tests tended to be least powerful, although all three procedures were generally equivalent at a = .01. Table 1 . b The number of criterion violations is the number of cases of each type (maximum possible = 4) that yielded empirical rejection rates > .07 at nominal a = .05 and empirical rejection rates > .015 at nominal a = .01. ° Larger sample sizes associated with larger variances.
d Larger sample sizes associated with smaller variances. c EX 1 = EX pattern with /*, the extreme mean (applicable in unequal sample size homogeneous variance cases and in all heterogeneous variance cases).
d EX3 = EX pattern with MS the extreme mean (applicable in K = 3 unequal sample size homogeneous variance cases and in all K = 3 heterogeneous variance cases; K indicates the number of groups studied).' EX4 = EX pattern with /* 4 the extreme mean (applicable in K = 4 unequal sample size homogeneous variance cases and in all K = 4 heterogeneous variance cases).
f 2M = "two in the middle" pattern, with ^ > n 2 = w > ^4 (applicable in all K = 4 cases).
It is important to note that at a -.05 the best and worst tests generally differed in power by 2%-3% when sample sizes were equal (see, e.g., EX results in Table 3 ) and by 4%-6% when sample sizes were unequal (see, e.g., EX 1, EX3, and EX4 results). Thus, the overall lack of meaningful differences among test procedures may be the most important conclusion to be drawn from Table 3 . Table 4 presents the results of the power assessments under all heterogeneous variance conditions. When evaluating procedures it is necessary to consider first their Type I error properties summarized previously (see Table 2 ). In particular, the extreme violations of the ANOVA, the KW test, and the NS test in the inverse-pairing cases render them unreasonable alternatives irrespective of their relative power.
Heterogeneous Variances (Assumptions Violated)
With these three procedures excluded from consideration in the inverse-pairing cases, a glance at Table 4 reveals a striking consistency across the equal sample size, direct-pairing, and inverse-pairing conditions. In each instance, the Welch test proved to be the most powerful procedure when means were equally spaced (ES structure), when extreme means were paired with the smallest variances (EX3 and EX4 structures in equal sample size and direct-pairing cases; EX I structure in inverse-pairing cases), and when two identical means were situated midway between two extreme means (2M structure). Although W was consistently superior for these mean patterns, its relative advantage varied somewhat across conditions. Its rejection rates ranged from 5%-15% higher than the nearest competitor in equal sample size and direct-pairing cases to 15%-20% (ES and 2M structures) or even 30%-40% higher (EX 1 structures) in inverse-pairing cases.
Whereas W was unequivocally the test of choice for three mean structures, BF was optimal, though less clearly so, for the remaining noncentrality pattern, that of extreme means paired with large variances (EX1 structure in equal sample size and direct-pairing cases; EX3 and EX4 structures in inverse-pairing cases). Although the ANOVA was the most powerful alternative for this mean pattern when sample sizes were equal, the Type I error assessments showed that F was frequently liberal under equal sample size conditions, particularly when K = 3. In contrast, BF had more acceptable Type I error rates, and power that closely approximated that ofF in EX 1 cases. Under direct-pairing conditions, BF itself was the most powerful of all procedures, and it was more powerful than W, the other reasonable alternative, in inverse-pairing conditions.
It should be remembered, however, that at «= .01 in particular, BF was occasionally liberal in equal sample size and direct-pairing cases. Additionally, this test had more criterion violations than W in inverse-pairing cases. If, then, strict adherence to nominal a levels is important enough to justify a nontrivial decline in power (i.e., 10%-15%), the optimal procedures for extreme mean/ large variance structures would be KW or NS for equal sample size cases, W(tf = 3) and F(K = 4) for direct-pairing cases, and W for inverse-pairing cases (see Table 4 ).
Discussion
We first summarize our findings and use them as a basis for recommendations to the applied researcher. Then we discuss the performance of each of the five test procedures in greater detail, with an emphasis on the relation between our findings and conclusions and those of previous investigations. Finally, we note additional aspects and implications of our results.
Summary and Recommendations
When the homogeneity of variance assumption was met, the Type I error rates of all the procedures were quite acceptable. Because the ANOVA consistently afforded the greatest power, it is therefore the optimal procedure when population variances are equal. This conclusion is by no means surprising, as it can be shown that the ANOVA is the uniformly most powerful procedure when distributions are normal and variances are homogeneous (Scheffe, 1959, p. 48) . What may be surprising, however, is the evidence that only minimal declines in power are incurred when each of the ANOVA alternatives is used to test mean differences under variance homogeneity. The most dramatic evidence of this point is the behavior of the BF test, the rejection rates of which were often almost identical to those of the ANOVA. However, none of the procedures was ever dramatically inferior to the ANOVA, Under variance heterogeneity, the Welch test was clearly the optimal procedure for three out of the four noncentrality structures specified in the present study. In particular, W is the test of choice when means are equally spaced, when extreme means are paired with small variances, and when two identical means are situated midway between two extreme means. The Welch test is superior because of its consistently acceptable Type I error rates and its greater power for each of these mean structures, relative to all competitors. It should be noted that this latter advantage is sometimes quite marked, as in the inverse-pairing Note, For all cases, mean structures were specified corresponding to an estimated ANOVA power of .70 of at a = .05. F = ANOVA F. W = Welch F w . BF = Brown and Forsythe F*. KW = Kruskal-Wallis H. NS = inverse normal scores W. ES = equally spaced means. EXl is an EX pattern with m the extreme mean. EX3 is an EX pattern with n$ the extreme mean. EX4 is a EX pattern with m the extreme mean. 2M is a "two in the middle" pattern, with ,u, > ^ = ^3 > M4-* Additional power assessment with estimated ANOVA power of .85 at a = .05. " Additional power assessment with estimated ANOVA power of .55 at « = .05.
EX 1 cases. Finally, we must emphasize that this recommendation applies whether sample sizes are equal or directly or indirectly paired with variances. When variances are heterogeneous and extreme means are paired with large variances (EX 1 cases under equal sample size and direct-pairing conditions; EX3 and EX4 cases under inversepairing conditions), the BF procedure appears to be the test of choice. This recommendation is based on its generally acceptable Type I error performance, and its superior power for this mean structure, relative to all competitors that adequately control Type I errors.
However, our conclusion favoring BF requires two qualifications. First, when sample sizes are equal and K = 4, the choice between BF and the ANOVA may be difficult. Although the former provides better control of Type I errors, the latter is slightly more powerful. On the whole, our results appear to favor BF, given the priority of Type I error considerations. However, it may be that F would be preferable under lesser variance heterogeneity or other conditions that lead to a more acceptable Type I error performance than was shown in our study. The second qualification is that BF itself is slightly liberal under all heterogeneous variance conditions. Thus, researchers who desire firm adherence to nominal a levels should consider other procedures. However, a significant loss of power may be incurred by eschewing BF.
Specific Results and Comparisons with Previous Findings
Concerning the ANOVA, our results and recommendations are consistent with those of previous studies for the homogeneous variance and direct-and inverse-pairing heterogeneous variance cases. What may appear surprising, however, is our recommendation that the ANOVA is not the test of choice when sample sizes are equal and variances are heterogeneous. This conclusion contradicts the familiar assertion that the ANOVA is robust to variance heterogeneity when sample sizes are equal (see, e.g., Glass et al., 1972; Hays, 1981; Keppel, 1982) . There are two reasons for this discrepancy.
First, for heterogeneous variance conditions comparable to those of the present study, an alternative would be sought because of the undesirable Type 1 error properties of the ANOVA, especially when K = 3. Simply put, both its across-case means and its frequent criterion violations indicate that /' is more liberal than commonly believed under equal sample size conditions (see Table  3 ). Admittedly, however, this conclusion requires qualification. For instance, other, even more lenient, robustness criteria than those we chose could be adopted. Additionally, our recommendations are based only on those specific population parameters used in our study. In this regard, we should note that the results of other investigations cited in the well-known review by Glass et al. (1972) do in fact more strongly support the assertion that the ANOVA is robust to variance heterogeneity when sample sizes are equal.
There appear to be two reasons for the discrepancy between our results and those cited by Glass et al. First , the large majority of cases used in the Glass et al. studies involved variances that were less heterogeneous than those of the present investigation (see, e.g., Box, 1954; Hsu, 1938; Hsu & Feldt, 1969) . Second, while we assessed the effects of heterogeneity in the 3-and 4-group cases, the majority of studies in the Glass et al. (1972) review used only the 2-group case (see, e.g., Boneau, 1960; Hsu, 1938; Young & Veldman, 1963) . This difference may at least partially account for the disparate results, as it appears that variance heterogeneity has a more profound effect on Type I error rates with increases in the number of groups (Bradley, 1978; see, e.g., Box, 1954; Brown & Forsythe, 1974) ."
In short, it appears that there are indeed circumstances in which the ANOVA may provide better control of Type I errors than was evidenced in the present context. At the same time, however, our results clearly appear to justify abandoning the robustness claim for numbers of groups, sample sizes, degrees of heterogeneity, and robustness criteria comparable to those of the present study. Whatever the verdict concerning the Type I error rates of the ANOVA when sample sizes are equal and variances are unequal, it must be emphasized that there is a second, more fundamental reason than liberalness for selecting an alternative procedure under these circumstances. This is the superior power of the Welch test, relative to the ANOVA, for three out of the four noncentrality structures examined here (ES, 2M, EX3-EX4). As Blair (1981) noted, past recommendations to use the ANOVA despite assumption violations tended to rely solely on the correspondence between its empirical Type I error rates or power and its nominal or theoretical values. The greater power of the Welch test found here underscores the need to consider additionally the relative efficiency of the ANOVA compared with other procedures.
Turning to a comparison of the results for the BF test, our results are consistent with those of Brown and Forsythe (1974) and Dijkstra and Werter (1981) in indicating that when extreme means are paired with large variances, BF is more powerful than the Welch test and, sometimes, the ANOVA. Although our Type I error conclusions also generally accord with those of previous investigations, there are two discrepancies. We found that the BF test, though generally acceptable, was at least slightly liberal whether sample sizes were equal or directly or inversely paired with variances. Additionally, it consistently produced more criterion violations and higher across-case rejection rates than the Welch test. In contrast, Brown and Forsythe (1974) concluded that BF and W provided equally good control of Type I errors. Although Dijkstra and Werter (1981) noted that BF is sometimes liberal, they also concluded that its Type I error performance is essentially equivalent to that of the Welch procedure.
Although our conclusions thus differ slightly from those of both Brown and Forsythe and Dijkstra and Werter, a closer examination of their actual findings helps resolve this discrepancy. Specifically, their results for sample sizes large enough to be most like those of the present study (average n > 10) are in fact highly consistent with our results. In these cases, their across-case means for the empirical Type I error rates of the BF test equaled or even surpassed those of the present study. In addition, when sample sizes were medium to large, BF tended to produce higher Type I error rates than W. In contrast, when average sample sizes were very small (average n < 6), BF had surprisingly lower, and generally excellent, Type I error rates in previous studies, and performed better than, or as well as, the Welch procedure. Thus, as well as resolving a slight discrepancy concerning the BF test, this comparison of the present and previous findings establishes some important boundary conditions on the generalizability of our conclusions (see, e.g., Bradley, 1978) .
The two nonparametric procedures, the Kruskal-Wallis and inverse normal scores tests, generally proved to be less adequate ANOVA alternatives than either the BF or Welch tests. In large part, the disappointing performance of the KW and NS tests appears attributable to the fact that, like the ANOVA, they too can be strongly affected by variance heterogeneity when sample sizes are unequal. In this respect, our findings are consistent with those of previous empirical investigations (Feir-Walsh & Toothaker, 1974; Keselman et al., 1977) , and with asymptotic results (Lehmann, 1975) . Indeed, at least some degree of sensitivity to variance heterogeneity would be expected, as the KW and NS procedures test for identity of distributions, rather than just location (Lehmann, 1975) .
Whereas other procedures had limitations in several contexts, the present findings clearly indicate that, overall, the Welch test may be the optimal alternative to the ANOVA when variances are heterogeneous and distributions are normal. As noted previously, this recommendation is due to its consistently acceptable Type I error rates and superior power for three of the four mean structures specified here. As a glance at our power results shows, researchers planning power analyses for the Welch procedure should be aware that estimates of the power of W based on the power calculations for the ANOVA are likely to be rather inaccurate (see Tables 3 and 4) . Fortunately, Levy (1978a) has shown that the noncentral distribution of W can be approximated by a noncentral F distribution with parameters u, = K -1, i> 2 = I/A, and X, where
and Comparisons of the estimated and actual power of the Welch test for the data of our study support Levy's conclusion that this formula provides a good approximation to the empirical power ofW.
Finally, in line with recent warnings against overgeneralizing findings about the performance of the ANOVA and its alternatives, it is necessary to caution against blind application of the present results to contexts in which the sample sizes, population parameters, and distributions differ markedly from those specified here (Blair, 1981; Bradley, 1978) . At several previous points, we have attempted to point out the potential dangers attendant on overgeneralization. For example, we have noted that under equal sample size conditions, F may provide acceptable control of Type I errors if variances are less heterogeneous than those specified here. We have also mentioned evidence that the BF test may provide better control of Type I errors than the Welch procedure when variances are heterogeneous and sample sizes are small. Additionally, it must be emphasized that our conclusions concerning power are based on only four out of a potentially infinite number of noncentrality structures.
A final reason for caution is our reliance on sampling from normal distributions. Indeed, Levy (1978b) has shown that, under variance homogeneity, the empirical rejection rates of the Welch test can become excessive when scores are drawn from uniform, chi-square, or exponential distributions. Similarly, in a study that came to our attention after the completion of the present investigation, Clinch and Keselman (1982) found that, under a chi-square distribution, the Type I error rates of the Welch test were liberal, especially in inverse-pairing cases. In contrast, the rejection rates of BF were acceptable under these conditions. Finally, it is likely that the two nonparametric procedures, KW and NS, would demonstrate relative increases in power under alternative distributional forms (see, e.g., Marascuilo & McSweeney, 1977) . Each of these considerations suggest that future investigations assessing the dual effects of variance heterogeneity and nonnormality may arrive at conclusions different from those reported here.
