Abstract-We suggest a novel tool for the parametrization ol molecular force fields by using multi-objective optimization algorithm with a new set of physically motivated objective functions. The new approach is validated in the parametrization of the bonded terms for the homologous series of primary alcohols. Multi-Objective Evolutiouary Algorithms (MOEAs) and particularly Multi-Objective Particle Swarm Optimization (MOPSO) are applied. The results show that in this case MOPSO finds solutions with higher convergence than the MOEA method. Physical analysis of the results confirms the performance of the MOPSO method and the choice of objective functions.
I. INTRODUCTION
Molecular force fields are used to explore, explain and predict a large variety of molecular properties like vibrational spectra, energy changes and binding affinities e.g., for pbarmaceuticals and to simulate chemical reactivity as in transition states, minimum energy pathways and free energy differences.
The parametrization of molecular force fields is a tedious task involving a large number of parameters as well as a number of objectives. The conventional methods in solving such problems are iterative techniques and the weighting methods. Iterative methods optimize each of the objectives one by one until a self-consistent state has been reached [l] .
Weighting methods reduce the dimensionality of the problem by suitable weighting parameters 121. However, the classical weighting method finds one solution for the chosen weighting parameters after each simulation run. The choice of weights for different objectives is challenging if different properties of different physical nature are combined. Also different weights have to be used if the quality of one property should be increased at the cost of another one [2] . Therefore a priori knowledge is necessary to find suitable weights.
An alternative approach is the use of multi-objective optimization algorithms in which all of the objectives are optimized at once. The result is not a single parameter set (or a small number thereof) which satisfies the dynamical process outlined above, but rather a variety of parameter sets with trade-offs in terms of the objective functions. Within this variety one objective can not be improved without loss of performance for other objectives. The consideration of accuracy of the description of the individual objectives can * There authors contributed equally to this work hence be postponed until after the optimization. A suitable solution can then be chosen according to demands of accuracy and physical arguments.
One important aim for the force field parametrization is to get the best description of the reference data. For finding solutions close to the global best solution for this optimization problem genetic algorithms are well suited.
Different approaches for force field parametrization have been made using genetic algorithms. Busold and Strassner [31, [4] describe an approach for parametrizing metalloorganic compounds in the framework of the MM3 (Molecular Mechanics version 3) force field [5] using genetic algorithms. They only use Cartesian, geometric root mean square deviations (rmsd) for fitting all force field parameters (including force constants). Hence they neglect other essential properties such as the curvature of the potential energy surface and structure and energetics of different conformations, which are actually needed for physically determining all of the parameters involved. In similar (earlier) publications of Huttner et al. natural parameters for molybdenum compounds in the framework of the MM2 (Molecular Mechanics version 2) force field [6] were determined using the Tmsd values to a large number of reference structures as the objective function [7] , [SI. The authors optimize the parameters which can directly be deduced from the objective function. Wang and Kollmann [2] describe the parametrization using genetic algorithms and a combination of different objectives with weighting functions. This approach however has the intrinsic problem outlined above.
So far there is no research on the application of MultiObjective Evolutionary Algorithm (MOEA) [9] , [IO] for force field parametrization. Therefore in this paper we study the application of MOEA on this problem. MOEA methods were tested on different other problems [9] and are recorded to be able to find solutions with high diversity and convergence particularly for problems with a high number of parameters and objectives. On the other hand, Multi-Objective Particle Swarm Optimization (MOPSO) [ l l ] methods are also recorded to solve such problems successfully. Therefore, the MOPSO method is also applied as another alternative optimization method on the parametrization of the force fields and compared with the result of the MOEA. 0-7803-85 15-2/04/$20.00 02004 IEEEThis paper is organized as follows: A brief introduction on molecular force fields is given in Section 11. In Section 111, methods, the objective functions and parameters are introduced. The validation of the methods both from a technical as well as a physical point of view is shown in Section IV.
MOLECULAR FORCE FIELDS
To describe deformations of a molecular structure a suitable functional form has to he chosen which maps coordinate fluctuations onto an energy function. Various functional forms and parametrizations have been introduced as reviewed in [121. The work presented here is focused on the parametrization of a class I1 force field, namely in the framework of the force field implemented in CHAFWM (Chemistry at HARvard Molecular Mechanics) [13]. The molecular force field is of the functional form denoted in Equations (1)-(3). In these equations interactions in molecules are classified into interactions mediated by bonds, termed intramolecular (2) and interactions between atoms separated by three or more bonds, termed intermolecular (3). The total energy term describing a molecule is the sum of inter-and intramolecular energy contributions:
A natural choice of coordinates for the intramolecular interactions is one which is directly derived from the topology of the molecule using bond lengths, angles and dihedral angles (see Figure 1) . The intramolecular potential describes the variation of energy connected to deviations from given geometrical parameters (natural parameters) I .
The first term in (2) describes the necessary energy for lengthening and shortening bond lengths b relative to a natural bond length bo. The potential is harmonic with a force constant kb. In the same fashion deviations of bond angles B from a natural bond angle Bo are described. it. An objective vector is called Pareto-optimal if the corresponding decision vector is Pareto-optimal.
The non-dominated set of the entire feasible search space 5' is the Pareto-optimal set. The Pareto-optimal set in the objective space is called Pareto-optimul front.
E . Quantitative convergence metric
For quantitatively comparing two non-dominated sets in terms of the convergence there are several different quantitative metrics, like the diversity metric and the number of nondominated solutions [lS] . Another measure, the C metric is introduced in [16] and is aimed to compare the convergence of two non-dominated sets of A and B as follows:
The value of C(A,B) = 1 means that all the members of B are weakly dominated by the members of A. We can also conclude that C ( A , B ) = 0 means non of the members of B are weakly dominated by the members of A. However,
C ( A , B )
is not equal to 1 -C ( B , A ) and we have to consider both of the C(A, B ) and C ( B , A ) for comparison.
C. Description of objective functions
For the parametrization of force field terms both experimental and ab initio' data can be employed. Here we will focus on the reproduction of ab initio molecular geometries, molecular vibrations and rotational barriers. In this study we consider three objective functions as follows.
) Reproduction of molecular geometries:
Some parametrization studies use the Cartesian rmsd of the atoms with respect to a reference structure. However, this can lead to an unphysical weighting of different deviations of optimum force field parameters which in turn can result in an unbalanced optimization. An alternative approach employed by Dasgupta et al. [17] is to take the forces exerted on the atoms of the reference structure using the test parameters. If the potential generated by the force field has a minimum at the same place as the reference structure the forces i.e. the gradients should be zero. We follow these arguments and suggest to take the maximum component of the energy gradient in Cartesian coordinates as the objective function for the reproduction of molecular geometries ( 5 ) '.
Here, N specifies the number of atoms in the molecule and
Vi is the gradient vector with respect to the position of the a-th atom.
2) Reproduction of molecular vibrations: The interpretation of vibrational spectra suffers from the identification problem. It describes the task of assigning each calculated vibration to the corresponding reference vibration, i.e. an experimentally observed one or one calculated using ab initio methods. Due to this problem a direct fitting which only compares the 'ab initio refers to quantum mechanical calculations where no a priori
The units far objective functions f l and f3 are kcal (mol A)-' and infamation is required.
(kcal mol-')*.
vibrations directly sorted by frequency can lead to unphysical results and may prevent correct optimization.
To circumvent this problem a better choice is to compare the force matrices in internal coordinates. Molecular vibrations in harmonic approximation, i.e. vibrational frequencies and normal coordinates are obtained using the second derivatives of the energy. The elements F!,e) of the Cartesian force matrix F(') in direction of the Cartesian displacement coordinates <If)
are calculated according to (6).
In internal coordinates the deformations of a molecule are not described using displacements in terms of an external Cartesian coordinate system but regarding changes of internal coordinates of the molecule, e.g. bond lengths, bond angles and dihedral angles. The definition of the internal coordinates used in this work is based on Pulay et al. [18] . These intemal coordinates q(') can be described as a function of the displacement in Cartesian coordinates q('):
This function is not linear in general. But under the assumption of small displacements the transformation from Cartesian to internal coordinates can be linearized.
The construction of the matrix B was first described by Wilson et al. [19] . In this work the (3N,3N-6)-dimensional B matrix respective its pseudoinverse Bt is used to transform the force matrix into internal coordinates [20] .
F(f) = BTtF(C)Bt (9) One of the advantages of this approach is that the problem is decoupled from the external coordinate system. So a more natural description of the system can be achieved at the costs of choosing a proper set of non-redundant intemal coordinates and transforming the calculated matrices into inlemal coordinates. In order to minimize the identification problem the relative deviation (10) of the diagonal elements of the force constant matrix in internal coordinates with respect to a reference matrix is used as objective. Comparing only the diagonal elements is possible because after the transformation the off-diagonal elements are smaller by several orders of magnitude than the diagonal elements.
The choice of absolute deviations leads to a good description of vibrations associated to diagonal elements which are large (i.e., bond stretching) but a weak description of vibrations where the associated diagonal elements are small. Hence we choose relative deviations.
3) Reproduction of energetics for different conformations:
Of course a force field should be able to reproduce the relative energies for different conformations as well as barriers between them. Therefore the third objective function is defined by the sum over quadratic energy deviations for all relevant conformations and barriers between them3:
D. Choice of parameters
As components of the decision vector we use the force field parameters kb. bo, ke, 00 and k,+. The number of components of the decision vector Z is defined by the particular parametrization problem. As explained above for each specific chemical bonding situation different parameters are required.
In the first step the search space S is chosen such that all of the bonding situations described so far in the CHARMM27
force field [21] are covered. The final intervals for S are then increased in order not to exclude alternative solutions from the beginning.
Iv. VALIDATION
A. Computational Details
Reference molecular geometries, energetics for different conformations and vibrational force matrices were calculated using a 6-311G** basis set and the B3LYP hybrid density functional as implemented in the ab inito program package Gaussian98 [22] . The Cartesian force fields were transformed into internal force fields using the UNRAVEL program suite [20] . The force field calculations were performed using CHARMM [131.
The optimizations were carried out using the MOPSO and MOEA methods. The Sigma method [Ill is selected as the MOPSO and SPEA2 [IO] as the MOEA method. The MOEA and MOPSO methods are run with the parameters: population size: 300, archive size: 200 MOEA specific: mutation probability: 0.01, 0.1, cross-over probability: 0.8 MOPSO specific: inertia weight: 0.4, turbulence factor: 0.01
B. Exeniplaric study
For validation the force field parameters were determined for primary alcohols.
While the force field parameters for these alcohols are available in common force fields we use them for validation of the methods described here. They are of simple structure and allow the testing of the new suggested procedure. In each run of parametrization multiple alcohols were parametrized simultaneously. This guarantees a certain degree of transferability ensuring that deviations (of physical origin) in small molecules do not determine the parameters for all of the molecules of the series. Also in a previous study it was pointed out that the parametrization problem can be under-determined in some cases [171. By fitting to multiple alcohols simultaneously we can ensure that the problem is well defined.
Aliphatic alcohols whose parameters were fitted in this study have the general structure depicted in Figure 2 . In the series k is a nonnegative integer describing the length of the alcohol. Fig. 2 . General ~UUclme of non-branched. primary, aliphatic alcohols. I h e index k indicates how often Ihe unit conlained within the brackets is repeated.
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C. Case Study: Set of two alcohols
Here we want to find force field parameters for a set of two alcohols: methanol (k=O) and ethanol (k=l). The number of parameters and objectives are 36 and 3 respectively. The set of parameters is composed of 6 parameters for each kb and bo, 9 parameters for each ke and 00 and 6 parameters for k,,+ As objectives we use the functions introduced in (5). (10) and (1 1) where the values for the two molecules are summed up, e.g. f? = f;""'h"n"' + fftha""'. For the computation of the objective function f2 the number of internal coordinates i.e., the dimension of tbe force matrices F(') according to (9) are 12 and 21 (for methanol and ethanol respectively).
The evaluation of the sums in the contributions to f3 in (1 1) is carried out using a number of control points which describe the rotational profile sufficiently. In the case of ethanol 4 resp.
points are included for the rotations about the H-C[-IC-0 and the C-C[-IO-H bonds. The rotation about the H-C[-IO-
H bond in methanol can be described using 2 points due to symmetry. For additional comparisons we also compare the results of the 10 runs of MOPSO method after 3000 generations. Again we picked out the best run the same as the MOEA results. 
) Comparison
C) MOPSO
The non-dominated front in objective space obtained after 3000 generations for the best three runs of a) MOEA, p,=O.OI b) MOEA, pm=O.l
C ( M O P S 0 , M O E A m i )
42%
C(MOEAO.o1,MOPSO) = 2%
These values show that the solutions of the MOPSO dominate most of the solutions of MOEA with p , = 0.1 and 42% of the solutions of the MOEA with p , = 0.01. This can also be observed in Figure 3 . Although, MOEA with a lower p, is able to obtain solutions with better convergence than with higher probability, 42 % of its solutions are still dominated by the solutions of the MOPSO. In other words, for the same number of generations, MOPSO is able to achieve solutions which show a higher convergence than those obtained with MOEA. This has also been studied in detail and confirmed for standard test functions in [Ill.
2) Stopping Criteria: As the single evaluations of the objective functions are computationally expensive the applicability for real world parametrizations depends critically on the number of generations required. Further the results of the optimization are in general not known. Hence we require a reliable criteria for estimating whether further generations significantly improve the physical results obtained. However, the following issues should be considered in this application:
-A relatively small set of solutions is needed i.e., here it is not necessary to use unconstrained archives to find the whole set of Pareto-optimal solutions. -Convergence of solutions is more important than a well distribution of solutions along the approximated Paretooptimal front. Further convergence only makes sense to a certain threshold after which the improvements are no longer of physical significance because of other sources of errors (e.g. in the reference or the model).
-As calculating the objective functions is the most time consuming part in this application, the number of generations, particles in the population should be selected as low as possible.
It can be observed that the MOPSO obtained lower objective values than when it is run for 3000 generations. This is also confirmed quantitatively:
For finding the least number of generations, the following experiment was performed: After running 10 independent optimizations using MOPSO for each of the runs we compared the non-dominated set (A,) of generation t with the nondominated set of generation t-At (At-at) using the C metric. Figure 4 shows the trend of this measure averaged over these 10 runs together with its standard deviation. We further picked one representative we used for further examination (runl, as shown).
We can observe that after a certain number of generations (approx. 6500) the measure nearly constant and below 20%. From this we assume that the differences between following non-dominated sets [At-bt,At] are small and the costlgain of accuracy raho i.e. the amount of generations required for further improvements is high. Hence, we suggest to take a C metric threshold as termination criteria instead of running it for a fixed number of generations. In the next section we will analyze the results obtained after the threshold set has been reached (6500 generations) and the final results (loo00 generations) for run I . When comparing the non-dominated sets in objective space we can see that the differences between them are minor.
Justification: The selected comparison metric (C metric) compares the convergence of two non-dominated sets. In comparison to other metrics, e.g., the v metric [23], it is more applicable in our approach because we compare the solutions of one archive during several generations. The non-dominated solutions survive in the archive and the diversity of solutions can vary only when one non-dominated solution is inserted into the archive. Otherwise the diversity of solutions remains equal. Indeed, we are interested to measure the number of non-dominated solutions which remain in the archive after some generations, i.e., if there is improvement in terms of the convergence and not the diversity. This can not be achieved by a metric like the U metric, because it doesn't yield this information.
3 ) Analysis ofphysical properties: In the following we take a closer look at four sets of parameters taken from the nondominated set from run1 after 6500 and 10000 generations.
In the following we regard the parameter sets having the best objective functions (A,B,C) and one point manually picked out (D) of the center of the surface defined by the nondominated set. This point was chosen under the assumption that it represents a reasonable compromise for the different objective functions. The position of the parameter sets in objective space are shown in Figure 5 . The corresponding objective values are listed in Table I .
The objectives values defined by fl (5) and fi (IO) are not directly related to observable physical properties and hence it is difficult to judge the quality of the force field parameters obtained. Therefore we analyze more ostensive properties in the following. Structural Analysis: The molecules were optimized with respect to the energy function defined by the force field (1-3) using the parameter sets A-D after 6500 and 10000 steps.
Some characteristical geometrical parameters obtained using the parameter sets obtained after 6500 generations are shown in Table 11 . For all of the sets the geometrical data shows good agreement with the reference. The deviations from the reference are less than the usual error bar and hence not significant from a physical point of view. The data obtained with the parameter sets after 10000 steps of MOPS0 show the same picture (data not shown). We conclude that the accuracy obtained here after 6500 generations is sufficient for application purposes no matter which of the parameter sets A-D is chosen. Vibrational spectra were calculated for each of the parameter sets at the energetic minimum. A simple ordering of the vibrational frequencies by magnitude can lead to wrong assign- ments of vibrations (see the identification problem described in the section "Reproduction of Molecular Vibrations"). Hence the vibrational modes of the different test sets were manually assigned those of the reference. The vibrational spectrum for the two alcohols calculated with parameter set D6'Oo in comparison to the reference is shown in Figure 6 . For most vibrations of both alcohols good correspondence is found though various swappings of vibrational modes can be observed. This is common when comparing different methodologies and is not a problem per se as relative shifts are more meaningful. A few of the vibrational modes are significantly shifted leading to the large maximal absolute deviations as listed in Table 111 .
Closer observation of the vibrational spectrum shows that the modes being responsible for the maximum deviations are the same ones for all parameter sets and similar ones for both alcohols. In all of these description these modes are to high compared to the reference. We can also observe this problem with the CHARMM27 parametrization [211. Not considering this problem the maximum absolute deviations are about 100 cm-' or less. The large maximum absolute deviation for ethanol using parameter set B1oooo is hence not significant for the overall quality of the fit.
Apart from this deviation the comparison of the maximum absolute deviations shows clearly that vibrational spectra are Also the qualitative features are well represented for all of the parameter sets considered here. Thir, is depicted in an example for one rotational profile in Fi.gure 7 for one bond in ethanol and the parameters obtained after 6500 steps. This particular torsional angle was chosen for illustration as it shows the most prominent deviations. Even those paramaters which lead to the larger deviations in terms of f3 show the required features of maxima and minima at the respective angles. Nevertheless we observe that parameter set C and D best reproduce the rotational profile. When taking a closer look at the curves at 60" we get the impression that: the curve generated by parameter set D is superior to set C in its description of the rotational profile. This is counterintuitive on first glance with respect to the objective values f3. However we have to keep in mind that f3 measures the fit of all rotational profiles in some of which the deviations of D are larger.
Similar behavior as for this dihedral rotation is observed for the other rotational profiles (data not shown).
v. CONCLUSION AND FUTURE WORK
In this paper, we studied the parametrization of molecular force fields using multi-objective evolutionary algorithms (MOEA) and particle swarm optimization methods (MOPSO).
The optimization methods were applied on a set OF two alcohols and compared in terms of convergence. The results show that MOPSO achieves solutions with higher convergence than MOEA for the same number of generations. The MOPSO was run for a high number of generations and the termination criteria for an acceptable convergence of solutions is studied by the C metric. We showed that when using this measure as a termination criteria a reasonable description of the physical properties can be obtained while limiting the time required.
The non-dominated results achieved by MOPSO were also analyzed from an application point of view. It is obvious that both the accuracies reached for geometrical properties and the conformations are sufficient. In both cases the ac,zuracy is within the usual error bar of force fields. This is different for the vibrational modes were significant errors can be found in in some cases. From this result it is clear that the utilization of multiobjective optimization is superior to weighting methods. A wrong choice of weights can easily lead to a faulty description of single objectives involved. In contrast to weighting methods the approach presented here delivers a multitude of different solutions. A reasonable choice of a parameter set from the nondominated set can lead to a good description of all physical properties concerned.
Further we introduced a set of objective functions for the purpose of parametrization. The results confirm that the choice of objective functions is suitable for this task.
Having introduced and validated a new method for parametrizing molecular force fields using an admittingly simple test case, we are looking forward to presenting more work on biologically relevant molecules not yet parametrized as an application of the methods introduced here. Further we will show the ability of the methods outlined here to solve larger parametrization problems (= 60 parameters). ACKNOWLEDGMENT S. Mostaghim and P. H. Konig are grateful for stipends from the DFG sponsored Graduiertenkolleg "Application oriented modelling and development of algorithms". The authors would like to thank R. Rebentisch for making the UNRAVEL package available to us.
