Summary. Three different optical security systems are surveyed in this chapter. Their common feature is the appearance of meaningful images on the system's output. In the first system, two phase-only transparencies are placed in a 4f correlator such that a known output image is received. In the second system, two phase-only transparencies are placed together in a joint-transform correlator for the same purposes. In both cases, the two phase masks are designed with an iterative optimization algorithm with constraints in the input and the output domains. In addition to simple verification, these security systems are capable of identifying the type of input mask according to the corresponding output image it generates. The third system is different from the two others in the sense that the system's input signal also is a meaningful image. This last system can offer various solutions for steganography, watermarking, and information coding. This chapter summarizes research first published in [1-3].
Introduction
Optical technologies have recently been employed in data security [4] [5] [6] [7] . Compared with traditional computer and electrical systems, optical technologies offer primarily two types of benefits. (1) Optical systems have an inherent capability for parallel processing; that is, rapid transmission of information. (2) Information can be hidden in any of several dimensions, such as phase or spatial frequency; that is, optical systems have excellent capability for encoding information.
In several pioneering studies [4] [5] [6] , the authors demonstrated different optical verification systems for information security applications based on optical correlations. These systems correlate two functions: one, the lock, is always inside the correlator, and the other, the key, is presented to the system by the user in the verification stage. Mostly, the systems determine whether the input is true or false by detecting the correlation peak in the output plane. The next generation of these security systems should offer a higher level of security and more sophisticated services than the simple verification offered by the existing systems. In this chapter, we survey three optical security systems [1] [2] [3] that are based on existing spatial correlators but have some additional benefits over those of the first generation. The common feature of all three systems is meaningful images on the output plane of the correlators.
The first property we intend to improve is the security level of the verification systems. It seems to us that the Achilles' heel of other systems is that the output of the optical system is a single narrow, intense spot of light, the correlation peak. This peak of light is detected by an intensity detector or a camera and converted to an electronic signal. If the signal is above some predefined threshold, the input mask is verified as the true input. We believe that this procedure has a weakness because unauthorized intruders may bypass the correlator and illuminate the camera from the outside with a sufficiently intense light spot to cause a false verification. In addition, the complete information of the key mask is given in the lock and vice versa. This is because the key function is equal to the complex conjugate of the Fourier transform of the lock function. That means that the reading of one phase mask by some phase-contrast technique permits a counterfeiting of the other mask. To overcome these drawbacks, we have suggested replacing the single spot with a collection of light points ordered in some predefined code or creating an image. This image is confidential and known only to the system designer. If and only if this image appears on the camera plane as a result of a correlation between two masks is the true input verified. Therefore, knowing one phase mask does not permit a person to know the distribution of the other. Even if a person in addition knows the expected image in the output, he cannot compute the other mask's values. He also needs to know the phase distribution of the output image to calculate the missing phase mask. However, the phase distribution of the output image can be measured only when the two masks exist inside the system performing the correlation process between their functions. As we shall see, the same system with the same filter can yield many images for different input masks. This property is an additional benefit of the proposed system. It can verify more than one kind of true input and identify the type of input. Let us compare the existing and the proposed systems with a real example. In a secured plant, for instance, the existing verification systems [4] [5] [6] can let someone enter or block that person from entering. Our system can do the same, but in addition it can identify the authorized person that asks to enter and distinguish him from other authorized persons. That is because each person gets a different key function, which yields a different image in the system's output when the key mask is introduced in the input.
To bypass the correlator illegally is impossible now unless the intruder knows the expected image and can project this image onto the output camera. One can argue that, because the correlator's yield is an image, this image should be automatically recognized. If a second optical correlator is added to recognize the yield of the first one, the output result of the second correlator is a correlation peak, which can be counterfeited in this stage. Our reply to this argument is that optical pattern recognition is not always the best option. If the image is binary with a simple shape or is some code such as a bar code and it appears alone on the output plane at more or less the same location, it can easily be recognized by a digital computer with appropriate software. Breaking into a digital pattern-recognition system seems harder than just illuminating the camera with an intense light spot. Moreover, in many cases the decision whether a presented identification card is legitimate or not is performed by a human rather than by an automatic machine. In these cases, a clear image in the output of the verification system is preferred over a peak of light. The human brain recognizes known images more easily than comparing an intensity of light to some threshold value. In conclusion, we claim that, although having the verification process in two stages adds complexity, it offers two new benefits: (1) improvement of the security level and (2) more information about the verified user or product.
The general concept described so far has been implemented in three different systems, which are described in this chapter. The first system [1] , to be described in the next section, is an optical correlator in a 4f configuration. In this configuration, the key mask is displayed on the correlator's input plane, whereas the lock mask is displayed on the correlator's frequency plane. The joint transform correlator (JTC)-based security system [2] described in Section 4.3 overcomes inherent difficulties that exist in the 4f correlator. In Section 4.4, we survey a new development in our general paradigm called Concealogram. In this system, not only is the output a meaningful image but the input mask is as well [4] .
Optical Security Systems Based on the 4f Correlator
An improved optical security system based on two phase-only computergenerated masks is described in this section. The two transparencies are placed together in a 4f correlator so that a known output image is received. In addition to simple verification, this security system is capable of identifying the type of input mask according to the corresponding output image it generates. The two phase masks are designed with an iterative optimization algorithm with constraints in the input and the output domains.
To make the concept clearer, let us precisely define the design problem of the proposed system. The system, shown in Figure 4 .1, is an optical correlator in a 4f configuration with three domains: the input domain, in which the input mask h 1 is displayed; the Fourier domain, in which the filter mask H 2 is displayed; and the correlation domain, in which the camera should record the output predefined image. h 1 is employed as a kind of a key, whereas H 2 is used as a lock that always exists within the system. The predefined image is built up at the correlation plane P 3 only if the true key h 1 appears in the input. Otherwise, a scattered, meaningless light distribution is expected there. As in the systems of [4] [5] [6] , and for the same reasons, both the masks h 1 and H 2 are chosen to be phase-only valued. That is because the phase distribution of phase-only transparencies, compared with the distribution of absorption masks, is hardly deciphered. The output image, obtained on the correlation plane, is constructed from an electromagnetic field projected onto this plane. Thus, the image is represented by the complex values of this field. However, the camera can record only the light intensity that is proportional to the square magnitude of the electromagnetic field. Therefore, the image's phase distribution actually creates a degree of freedom for the present problem, meaning that it can get any value between 0 and 2π. The problem is to find two phase masks located at two different planes of the correlator that together should yield on the output plane some function whose magnitude is equal to a predefined image. In other words, the problem is actually an optimization under constraints, in which one needs to find two transparency functions that yield the result closest to the desired image. In this study, we solve the optimization problem by a procedure similar to that suggested in [8] . This procedure is a generalization of the algorithm known by the name projection-onto-constraint sets (POCS) (sometimes "constraint" is replaced by "convex" [9] ). Basically, in the POCS algorithm, a function is transformed back and forth between two domains. At each domain, the appropriate constraints are placed until the function converges, in the sense that the final error between the desired and the obtained images is minimal. Wang et al. [7] have proposed an algorithm similar to the POCS, called the phase-retrieval algorithm, for security applications. However, their algorithm produces the phase mask at the spatial-frequency plane (designated here as H 2 ) and not the input phase mask h 1 , as in our case. Therefore, their algorithm is good only for producing a single pair of phase masks, one for the input plane and the other for the spatial-frequency plane. Creating many masks at the spatialfrequency plane for the same single input mask is useless because alignment problems do not permit use of the spatial-frequency plane as the input of the system. However, our algorithm can produce any desired number of input phase masks (many keys) for the same single phase-only filter (single lock) at the spatial-frequency plane. As a result, our method offers the additional service of identifying the type of input mask according to the corresponding output image it generates. The various output codes used to design the many input masks can give, in addition to simple verification, relevant information on the verified user or product. For example, if the input phase mask is part of a bill of paper money, as suggested in [4] , we can design a verification system of bills that yields a series of codes, each of which would contain information on, for instance, the printing date and location of every bill. To the best of our knowledge, this additional service of coding information in the key function was not proposed in [7] or in other studies. The algorithm is explained in detail in Section 4.2.1, but before that we note that an additional application can be realized by the proposed system. The same setup and the same algorithm are suitable for encryption as well. Let us consider the image in the correlation plane P 3 as the information that we wish to encrypt. The same optimization algorithm yields two phase functions, h 1 and H 2 . One of them, say h 1 , is the encrypted data, whereas the other function, H 2 , is employed as the decipher of this encrypted data. Placing h 1 in the input plane of the correlator, in which H 2 is positioned in its Fourier plane, is the only way to reconstruct the original image. In comparison with other optical encryption systems [10, 11] , the encryption process in our system is iterative and digital. The deciphering can be done either digitally or optically. However, the main advantage of this method comes from the nature of the encrypted data. Unlike in other methods [10, 11] , the encrypted data appear now as a phase-only function. This means that the amount of data in the encrypted function is half the general complex function with the same size; such phase functions are difficult to read with conventional detection devices.
Synthesizing the Key Mask in the 4f Correlator
With regard to the 4f correlator shown in Figure 4 .1, the information is encoded into two phase-only computer-generated masks. One is located in the input plane, denoted by h 1 (ξ, η) = exp[iϕ(ξ, η)], and the other is in the spatial-frequency plane, denoted by H 2 (u, v) = exp [iΦ(u, v) ]. In this system the output at the correlation plane is given by
where F and F −1 denote the Fourier transform and its inverse transform, respectively. For notational simplicity, we assume that (u, v) are the spatialfrequency variables related to the spatial coordinates (u , v ) by the relation (u, v) = (u , v )/λf . The expected system's output is
where A(x, y) is the amplitude of the expected output image and ψ(x, y) denotes the phase of c(x, y). From Eq. (4.1) the input function is given by
To design two phase-only masks that produce an output image with a given magnitude, we choose to use the generalized POCS algorithm. This iterative algorithm starts with a random function for the first h 1 (ξ, η). Then the function h 1 (ξ, η) is transformed by the correlation, defined in Eq. (4.1), into the output function c(x, y) and then back through the inverse correlation defined by Eq. (4.3). At every iteration, in each of the two domains (x, y) and (ξ, η), the functions obtained are projected onto the constraint sets. In the (x, y) domain, the constraint set expresses the expectations to get the predefined image. In the (ξ, η) domain, the constraint set manifests the limitation on the input function to be a phase-only function. The algorithm continues to circulate between the two domains until the error between the actual and the desired output functions is no longer meaningfully reduced. As mentioned above, the constraint in the output plane should reflect the desire to get the image expressed by the positive function A(x, y). Therefore, in the output plane, the projection P 1 on the constraint set is
where A(x, y) is a real positive function representing the output image. S is an area support of the output image. In the input plane, we recall that h 1 (ξ, η) should be a phase-only function, and therefore the projection P 2 on the constraint set is
where ϕ(x, y) denotes the phase of
|h1(ξ,η)| , and W is a window function that is necessary for reasons described in Section 4.2.2. The iteration process is shown schematically in Figure 4 .2. Note that H 2 (u, v) is chosen only once before the beginning of the iterations, in a process that will be explained below. After H 2 (u, v) is defined, it becomes part of the correlator and is never changed during the circulating process. The convergence of the algorithm to the desired image in the nth iteration is evaluated by the average mean-square error e n between the intensity of the correlation function before and after the projection as
where γ n is a matching constant [12] determined to minimize e n , and M is the total area of the output plane. When the reduction rate of this error function becomes slower than some predefined value, the iterations are stopped. As discussed in [8] , there are two conditions that guarantee that this error will never diverge. First, the correlator should be an energy-conserving operator. This property is easily achieved if H 2 (u, v) is a phase-only function, as indeed it is in the present case. The second condition to satisfy the nondiverging feature is realized if, among all the functions that belong to the constraint sets, the two projected functions in the nth iteration, P 1 [c n (x, y)] and P 2 [h 1,n (ξ, η)], are the functions closest (by means of the mean-square metric) to the functions c n (x, y) and h 1,n (ξ, η), respectively. It is easy to show that the second condition is also fulfilled in the present algorithm. Therefore, the POCS algorithm here can never diverge. Note that the nondiverging feature of the algorithm is an additional reason to favor phase-only functions in the spatial-frequency domain.
Simulation Results of the 4f Correlator
We wrote a computer simulation demonstrating our general concept discussed above. In our simulations, the algorithm was tested with two different binary images, as shown in simulation based on a discrete Fourier transform truly simulates the analog optical system. The signal transformed by the discrete Fourier transform is considered periodic. Therefore, correlation between two functions that are extended beyond the central window W causes correlation between different cycles of the signals, a phenomenon that does not exist in the optical correlator. Padding the input plane with zeros outside the window is done on h 1 (ξ, η) at every iteration by the projection P 2 , defined in Eq. (4.5). To generate H 2 (u, v) so that in the input domain h 2 (ξ, η) will also cover only the window area, a mini-POCS algorithm was introduced. This algorithm generates H 2 (u, v) with phase-only values, whereas its inverse Fourier transform h 2 (ξ, η) can get any complex value inside the window W and zero outside it. This mini-POCS algorithm is shown schematically in Figure 4 .4. In this mini-POCS algorithm, the projection onto the constraint set in the Fourier domain is
where, as defined above, exp [iΦ(u, v) ] is the phase of function H 2 (u, v). In the input domain, the projection on h 2 (ξ, η) is where W is the window defined above. This time the average mean-square error function in the nth iteration is defined as
where B is the area surrounding the window W (i.e., B ∪W = M ). In this simulation, the average error is less than 0.1% of the maximum value of h 2 (ξ, η) after only 30 iterations. Figure 4 .5 shows the phase of H 2 (u, v) obtained with 30 iterations of the mini-POCS. H 2 (u, v) was calculated only once by the mini-POCS and then introduced into the correlator at the spatial-frequency plane. With the same H 2 (u, v), we calculated two different input functions h 1 (ξ, η) for the two images using the main POCS algorithm described in Section 4.2.1. Note that there is no limitation by H 2 on the number of different output patterns that can be created by the same single H 2 and many different h 1 functions. The only limitation is the number of patterns that can be drawn on a finite-sized matrix. For both images, the algorithm was terminated after one hundred iterations. The error plots for both experiments are shown in Figure 4 .6. The final average errors are less than 2% of the average value of the image for both images. relation width is still one pixel, which indicates that the phase values are mutually independent. The resultant correlation functions |c(x, y)| 2 after one hundred iterations can be seen in Figure 4 .8. The final question we consider here is whether the two phase functions h 1 (ξ, η) and H 2 (u, v) can be deciphered when we know the image function A(x, y). Because each process of POCS starts with a random function as the first trial, the final solutions are always different from one experiment to another, although all of them yield the same desired image on the correlation plane. Therefore, even if some unauthorized intruder acquires the predefined image in the output plane, he or she would not be able to reproduce the masks H 2 (u, v) and h 1 (ξ, η) to get access to the system. This feature is demonstrated in the table shown in Figure 4 .9. Five pairs of H 2 (u, v) and h 1 (ξ, η) were calculated for the same image of the scale by the mini-and the main POCS. This table shows the correlation intensity between any possible pair h 1,i (ξ, η) and F −1 {H 2,j (u, v)}. Only the pairs, calculated together in the same process, yield the desired image, as seen along the diagonal of the table. All the rest of the cross correlations yield scattered meaningless distributions. The conclusion is that, even if the image is known, it is impossible to deduce the right h 1 (ξ, η) for an unknown H 2 (u, v).
In the next section, we describe a similar algorithm for a security system implemented in a JTC. The expected advantage from a JTC-based security system is the invariance of the system to in-plane shifts of both masks. Thus, the JTC can be a proper solution for the problem of misalignment sensitivity of the filter mask in the 4f correlator.
Optical Security Systems Based on JTC
In this section we review our security scheme implemented in the JTC [2] . The main advantage of this scheme over the 4f correlator described in the previ- ous section is the less restrictive alignment requirements. The lateral distance between the two masks can be changed within a reasonable tolerance without changing the shape of the output image. Only the image location on the output plane is changed according to the relative distance between the two phase masks. On the other hand, in the 4f correlator, a slight mutual shift between the filter and the light distribution coming from the input considerably modifies the correlation results. The values of the phase mask used as the system's lock are determined once by a random-number generator. The system design problem is to find the second phase mask (the key) such that a correlation between the two masks yields an intensity pattern as close as possible to a predefined image. This design problem is actually equivalent to a nonlinear optimization problem. We choose to compute the mask's values by a modified version of the POCS algorithm, adjusted for the JTC [13] . This algorithm is a relatively rapid iterative process, but it usually achieves suboptimal solutions. 
Synthesis of a Key Mask in the JTC
The proposed optical security system is based on the JTC configuration shown in Figure 4 .10. The JTC input plane contains two phase functions, h 1 (x, y) and h 2 (x, y), located apart from each other. The output of the correlator contains three spatially separated diffraction orders,
where ⊗ denotes the correlation operator, and a and b are the distances between h 1 and h 2 in the x and y directions, respectively. The useful terms are either the third or the fourth terms since both represent the cross correlation between the two input functions. We choose one of them, say the third term, as the output of the security system. This output distribution is complex-valued and is expressed by
where A(x, y) is the amplitude of the expected output image and ϕ(x, y) denotes the phase function of c(x, y). The computation of the phase-only mask h 1 , which produces the desired output image from the cross-correlation intensity distribution with the other random phase-only mask h 2 , is performed by the modified POCS algorithm. The POCS shown in Figure 4 .11 is an iterative process, which in the present case transfers a function, by the JTC operator, from one domain to another. In Fig. 4.11 . Block diagram of the POCS process used to compute the phase-only mask h1(ξ, η); FT is the Fourier transform, PE is the phase extraction, MF is the minimum finder, and Ri is the ith projection.
every domain, the resulting function is projected onto a constraint set by two projection operators denoted by P 1 and P 2 ; both are defined in the following.
The convergence of the process is achieved when the function satisfies all the constraints in every domain simultaneously. This iterative algorithm starts with an initial random phase function denoted by h 1,1 and another random phase function h 2 , which remains fixed thereafter. The overall input function of the JTC in the first iteration is
(4.12)
The support areas of the phase functions h 1 (ξ, η) and h 2 (ξ, η) After calculating the square root of a real positive spectrum, we multiply this result by the memorized phase factor of the spectrum in the forward step, as denoted in Figure 4 .11 by exp[i arg{U j (f x , f y )}]. This last product is inversely Fourier-transformed back to the (ξ, η) plane. Finally u j (ξ, η) is projected by P 2 and the next iteration starts.
As mentioned, at every iteration, in each of the two domains (x, y) and (ξ, η), the resulting functions are projected onto the constraint sets. In the (x, y) domain, the constraint set reflects the expectations to get the predefined image represented by the positive function A(x, y) . Therefore, in the output plane, the projection P 1 on the constraint set is
where W x and W y are the width and the height of the desired output image centered around (x, y) = (a, b) and (−a, −b). This constraint set guarantees that the spectrum O j (f x , f y ) remains a real function. ψ j (x, y) is the phase function of o j (x, y), and it obeys the rule ψ j (x, y) = −ψ j (−x, −y). In the input domain (ξ, η), the constraint set manifests the properties of the input functions as phase-only functions in a predefined area and zero elsewhere. Therefore, the projection P 2 is
14) where exp[iθ j (ξ, η)] denotes the phase of u j (ξ, η). The algorithm continues to circulate between the two domains until the error between the actual and the desired output functions is no longer meaningfully reduced. Note that h 2 (ξ, η) is chosen in the initial step of the iterations, becomes a part of the correlator, and is never changed during the iteration process. Moreover, h 2 (ξ, η) is not in any way related to h 1 (ξ, η) or the output image and is not in any part of the system's memory. Therefore, h 2 (ξ, η) does not limit the quantity of key-mask output-image pairs that can be processed by the same key function h 2 (ξ, η). The present security system can be viewed as a generalization of the Fresnel computer-generated hologram. In this analogy, h 2 (ξ, η) plays the role of a generalized medium between h 1 (ξ, η) and the reconstructed output image A(x, y) in a fashion similar to the quadratic phase factor representing the free-space medium in the Fresnel hologram reconstruction [14] . The medium function can be used as a lock to expose an image but does not contain any information on the image, and therefore its size does not limit the image capacity that can be utilized by the system.
The convergence of the algorithm to the desired image in the nth iteration is evaluated by the average mean-square error (MSE) between the intensity of the correlation function before and after the projection,
where M is twice the area of the output images. Unlike the corresponding algorithm in the 4f correlator described in Section 4.2, the convergence of the process is not guaranteed. From our experience, the MSE here decreases to some saturation level and fluctuates slightly around this level. Apparently, the obtained output images resulting from the algorithm of Section 4.2 are less noisy than the results here. However, the comparison is not done in an equal condition and therefore it is hard to determine which algorithm leads to a lower MSE. We chose an arbitrary number of iterations, much larger than it takes to converge to the saturation level. During the iterations, we keep the key function h 1 that gives the minimum MSE in the memory, and this function is used as the final solution of the process. 
Simulation Results in the JTC
We performed a computer simulation demonstrating our proposed system discussed earlier. In the simulation, the algorithm was tested with two different binary output images. The first one is composed from the letters EIFLT, as shown in Figure 4 .12(a), in a symmetrical position on the JTC's output plane. The JTC input and output planes have 256 × 256 pixels each. In the input domain, each of the two correlated functions covered only 70 × 230 pixels of phase-only values. All the rest of the matrix outside these two windows was padded with zeros, as shown in Figure 4 .12(b). The lock phase mask was positioned in the lower part of the plane and was not being changed during the process. The algorithm was terminated after one hundred iterations, and the resultant correlation functions can be seen in Figure 4 .13. The plot of the MSE, defined in Eq. (4.15), for this experiment is shown in Figure 4 .14. The three orders of the correlation plane and the letter images in the first two diffraction orders can be clearly seen in Figure 4 .13, demonstrating that our algorithm is effective in accomplishing its goal. Note that a low dynamic range of the joint power spectrum is not a problem here since both masks h 1 and h 2 are phase masks that yield an almost uniform joint power spectrum. In the second experiment the output image was a picture of a bar code, shown in Figure 4 .15(a). The reconstructed picture is shown in Figure 4.15(b) . The error-function plot is shown in Figure 4 .16. The behavior of the MSE along the iterations and the quality of the final result are similar to that of the first experiment. 
Concealogram: An Image within an Image
This section is devoted to a new development in our general concept [3] . Not only the output but also the input signal contains a meaningful image. Therefore, the input mask should incorporate two types of signals; on the one hand, the mask should be looked at as an ordinary meaningful image, but on the other hand it should include a secretive code that yields the other meaningful image on the system's output plane. Encoding the input image by a modified version of the halftone code satisfies these two requirements.
Halftone coding is a common method of representing continuous-tone images by binary values. In one of many techniques for halftone binarization [15] , the various tone levels are translated to the area of binary dots. This method, termed binarization by a carrier [16] , is related to the pulse-width modulation in communication theory. The locations of the dots inside their cells in the halftone picture usually do not represent any information. When the positions of the dots are not uniform from cell to cell, the nonuniformity is actually used to reduce the difference between the original gray-tone image and the resultant binary image as viewed by the detection system [15] .
We describe here a method of encoding visual information in a halftone image using the locations of the dots inside their cells. The algorithm puts together two data files for two images, one that we want to print as an observable picture and the other that we want to conceal within the observable picture. The halftone image obtained is termed a Concealogram. In addition, we scramble the mathematical representation of the hidden image with a mathematical key. Once an image is encoded, only an authorized person who has the key can reveal the hidden image. The composite image can be printed on any printer. The print can then be read by a conventional optical scanner and processed by computer, or optical correlator, to access the hidden image. Like a Fourier hologram, the hidden image is concealed in a global manner. Every part of the visible image contains information on the entire hidden image, such that if one covers or destroys part of the Concealogram the entire hidden image can still be recovered from the rest. It is shown that the hidden image can be elicited even when most of the halftone picture is damaged or missing.
The scheme hides one image in another halftone image so that scanners of any kind can unlock and view the information. In general, this technique can be used as a pictured dot code. On one hand, it is a collection of dots used as a secret code, which can be deciphered only by a special key. On the other hand, this code is a picture in the sense that the code itself is a meaningful image, encoded independently of the hidden image. This feature is different from other known codes, such as the common bar code. Another application might be embedding steganographic information [17] [18] [19] in halftone pictures. The ordinary visible image is conventionally encoded by the dots' sizes, whereas the steganographic image is encoded by their positions. A possible application for this technique might be, for example, in identification cards [20] . A special halftone photograph of a person on an identification card can show the cardholder's picture, as usual. However, the same photograph can conceal confidential data such as an image of the person's signature, his or her fingerprint, or some other personal records. The cardholder in this case must be matched to both types of images and to all the rest of the data on the card. Thus, counterfeiting of identification cards by a person who resembles the authentic person, or switching of the photographs on their identification cards, without being discovered becomes much more difficult. The steganographic images are revealed by a special key in a particular processor that we discuss next.
Our proposed tool for revealing the hidden image is the well-known 2-D spatial correlator. The spatial filter of this correlator is the key function that enables the hidden image to appear on the output plane when the halftone figure is displayed on the correlator input plane. In other words, the hidden image is obtained as the correlation function between the halftone picture and a reference function. The reference function is related to the spatial-filter function by a 2-D Fourier transform. Using the correlator has the following advantages: (1) The image reconstruction from the halftone picture is relatively robust to noise. This is so because the hidden image can be memorized globally in all the halftone's dots. This means that every pixel in the output image is obtained as a weighted sum of the entire input picture's dots. Therefore, even if several pixels from the input halftone figure are distorted, the output result can still be recognized because of the contributions from the other, nondistorted pixels. (2) The spatial correlator has the property of the shift invariance, which means that, no matter where the halftone image appears at the input plane, the hidden output image is produced on the output plane. (3) The same deciphering system can be implemented as an optical, electrical, or hybrid system. This is so because spatial 2-D correlators can be implemented by the optical 4f correlator, by the hybrid JTC, or by a digital computer. The system that we show here is based on digital computing, although the use of optical correlators is also discussed. (4) When digital correlations are used, it is obvious to use the fast Fourier-transform algorithm as a tool for computing the correlations, both in the coding process and in reading the hidden images. Therefore, the computation time is relatively short compared with those of other, more general, linear space-variant processors [21] .
Encoding of Images in a Halftone Picture
The coding process starts with the data of two images, the visible image f (x, y) and the hidden image a(ξ, η). They are defined in different coordinate systems because they are observed in two different planes. f (x, y) is observed on the correlator's input plane, a(ξ, η) on its output plane. Because they represent gray-tone images, both functions are real and positive. An additional function is determined once at the beginning of the process and is referred to the key function H(u, v). H(u, v) is the filter function displayed on the spatial-frequency plane, and its inverse Fourier transform is denoted h(x, y). For reasons of algorithm stability explained below, H(u, v) is a phaseonly function of the form H(u, v) = exp[iφ(u, v)], where φ(u, v) is a random function generated by a random-number generator of the computer and is uniformly distributed on the interval −π to π. The computational problem is to find the halftone figure that, correlated with the predefined function h * (−x, −y), yields the hidden output image a(ξ, η). The visible image f (x, y) is used as the constraint on the input function. This means that, instead of a meaningless pattern of binary dots in the input, the halftone picture presents the image f (x, y). The proposed algorithm is separated into two stages. In the first stage, we compute a phase function exp[iθ(x, y)] of the complex function g(x, y) = f (x, y) exp[iθ(x, y)]. In other words, we are looking for a phase function exp[iθ(x, y)] that, when it is multiplied by the image function f (x, y) and passes through the correlator, results in a complex function with a magnitude that is equal to the hidden image a(ξ, η). Therefore, one can get two independent images f (x, y) in the input plane and a(ξ, η) in the output. Both functions are the magnitude of the two complex functions. In the second stage, the complex gray-tone function g(x, y) is binarized to a final halftone image. In other words, the phase function exp[iθ(x, y)] is embedded in the binary pattern by modulating the dots' position, and the image f (x, y) is encoded by modulating the dots' area. We next describe the first part of the algorithm; the second stage follows.
As we have mentioned, our goal for the first stage is to find the phase function exp[iθ(x, y)] of the input function g(x, y) such that a correlation between g(x, y) and h (−x, −y) yields a complex function with the magnitude function a(ξ, η). The phase of the output function is denoted exp[iψ(ξ, η)], and the complex output function is denoted c(ξ, η) = a(ξ, η) exp[iψ(ξ, η)]. Therefore, the output correlation function is 16) where ⊗ denotes correlation and we recall that the operators F and F −1 are the Fourier transform and the inverse Fourier transform, respectively. From Eq. (4.16), the input function is given by
To compute phase function exp[iθ(x, y)], we choose again to utilize the POCS algorithm modified to operate with correlations. This iterative algorithm starts with an initial random function exp[iθ 1 (x, y)]. Then the function f (x, y) exp[iθ 1 (x, y)] is transformed by the correlation described in Eq. (4.16).
The function c 1 (ξ, η) is transformed backward by use of the inverse correlation defined by Eq. (4.17). At every iteration in each of the two domains (x, y) and (ξ, η), the functions obtained are projected onto the constraint sets. In both domains, the constraint sets express the expectation of getting the predefined images a(ξ, η) at (ξ, η) and f (x, y) at (x, y). The algorithm continues to iterate between the two domains until the error between the actual and the desired image functions is no longer meaningfully reduced. The constraint on the output plane is defined by the requirement to obtain the hidden image a(ξ, η) . Therefore, in the output plane, projection P 1 onto the constraint set at the jth iteration is
where exp[iψ j (ξ, η)] is the phase function of c j (ξ, η) in the jth iteration. W is a window support of the hidden image. The window's area is smaller than, or equal to, the area of the output plane. Similarly, in the input plane, projection P 2 onto the constraint set at the jth iteration is 19) where exp[iθ j (x, y)] is the phase function of g j (x, y) at the jth iteration. The iteration process is shown schematically in Figure 4. 
Note that H(u, v)
is chosen only once before the iterations. This H(u, v) becomes part of the correlator, and it is never changed during the iteration process. Moreover, H(u, v) is not in any way related to any of the encoded images and is not any kind of system memory. Therefore, as before in the two systems described in previous sections, the size of H(u, v) does not limit the quantity of image pairs that can be revealed by the same key function. The convergence of the algorithm to the desired images in the jth iteration is evaluated by two average mean-square errors between the two complex functions, before and after the projections in the two domains. Because the phase functions are not changed by the projections, the errors are the average mean square of the difference between magnitudes before and after the projections. The mean-square errors are 20) where the size of the input planes is M ×M and the size of the window support of the hidden image in the output plane is M W × M W . When the reduction rate of these error functions falls below some predefined value, the iterations can be stopped. As discussed in [8] , there are two conditions to guarantee that these errors will never diverge. First, the correlator should be an energy-conserving operator. This property is inherently achieved if H(u, v) is a phase-only function, as is indeed so in the present case. The second condition is satisfied if, among all the functions that belong to the constraint sets, the two projected functions in the jth iteration, P 1 [c j (ξ, η)] and P 2 [g j (x, y)], are the functions closest (by means of the mean-square metric) to the functions c j (ξ, η) and g j (x, y), respectively. Because the phase distributions are the same before and after the projections in both domains, it is obvious that the second condition is also fulfilled. Therefore, the POCS algorithm here can never diverge, and at most the errors may stagnate at some values. Note that the nondiverging feature of the algorithm is the reason to favor phase-only functions as filters in the spatial-frequency domain. The optical realization of the correlator yields another reason to prefer phase-only filters. These filters theoretically do not absorb energy and thus promote maximum system efficiency.
The first stage of the algorithm is terminated in the nth iteration when the correlation between g n (x, y) and h * (−x, −y) yields a complex function whose magnitude, it is hoped, is close enough to the hidden image a(ξ, η) by means of a relatively small mean-square error. Note that small error values are not guaranteed and depend on the nature of the given images a(ξ, η) and f (x, y). The algorithm is terminated before projection P 2 , as indicated in Figure 4 .17. This is so because, in the next stage, the function g n (x, y) is binarized, an operation that causes the output image to become only an approximation of the desired image. If we chose to terminate the algorithm after projection P 2 , the error in image a(ξ, η) would be increased because the magnitude of the correlation between P 2 [g n (x, y)] and h * (−x, −y) is only an approximation of a(ξ, η), and the binarization adds more error. The goal of the second stage in our process is to convert the complex function g n (x, y) into a binary function b(x, y). By displaying b(x, y) on the input plane, we should obtain the hidden image in the output of the correlator equipped with the same filter function H (u, v) . In the usual halftone binarization, only a single, positive, real graytone function is converted into a binary function. However, in the present case, there are two positive real functions to be encoded, phase θ n (x, y) and magnitude |g n (x, y)|, which is close enough to the visible image f (x, y) if e g,n is indeed small. Following computer-generated hologram (CGH) techniques [22] , we propose to encode magnitude |g n (x, y)| with the dot's area modulation and phase θ n (x, y) with the dot's position modulation. Every pixel of the complex gray-tone function g n (x, y) is replaced by a binary submatrix of size d × d. Inside each submatrix there is a dot represented by some binary value, say 1, on a background of the other binary value, say 0. The area of the (k, l)th dot is determined by the value of g n (x, y). The position of the (k, l)th dot inside the submatrix is determined by the value of θ n (x k , y l ). Without loss of generality, we choose the shape of the dot as a square. Each dot can be translated to two orthogonal axes, whereas each axis can store an independent phase function and thus a different hidden image. A schematic of one of the (k, l)th cells is shown in Figure 4.18. b(x, y) is the final halftone binary picture, in which an approximation of the visible image f (x, y) [i.e., |g n (x, y)|] is encoded by the area of the dots. θ n (x, y) is embedded into the halftone pattern by the position of the dots, and the hidden image a(ξ, η) is exposed at the output plane of the correlator that is described next.
b(x, y) is a 2-D grating, and its Fourier transform is an array of 2-D Fourier orders on the spatial-frequency plane separated by M pixels from one another. An example of a typical spatial spectrum of the grating b(x, y) is depicted in Figure 4 .19. Following the analysis of the detour-phase CGH [22] , it is possible to show that an approximation of the complex function G n (u, v) (the Fourier transform of g n (x, y) = |g n (x, y)| exp[iθ n (x, y)]) is obtained in the vicinity of the first Fourier-order component. Thus, the approximation is expressed as
where ∆u × ∆v is the size of the pixel in the spatial-frequency plane, and B(u, v) is the Fourier transform of b(x, y). The fact that the distribution about the first order is only an approximation of G n (u, v) introduces some error in the reconstructed image. This error is inversely dependent on the number of quantization levels used in the halftone picture. The number of quantization levels is naturally determined by cell size d. Future improvements in the phase coding may minimize this error in a fashion similar to the evolution of the CGH from the first detour-phase CGH [22] to the more recent and more accurate iterative CGHs [12] . Because the interesting distribution (that is, the approximation of G n (u, v)) occupies only part of the spatial-frequency plane about the first-order component, we isolate this area of M × M pixels about point (M, 0). Next, the isolated area is multiplied by filter function mask H (u, v) , whereas the entire spectral area is blocked. The last product is Fourier-transformed again by lens L 2 onto plane P 3 , where the hidden image is assumed to come into sight. In this scheme, we assume that the input halftone picture is a transmission mask that modulates the plane wave. When the halftone picture is printed on regular opaque paper, it has to be recorded first by a digital camera. Then the recorded binary image can be displayed on a spatial light modulator and processed as shown in Figure 4 .20.
Experimental Results with Concealogram
The proposed halftone-coding method was examined with a digital correlator. The first example is shown in Figure 4 .21. Figure 4.21(a) is the visible halftone image, and Figure 4 .21(b) shows the hidden image. Originally the boy's picture was a gray-tone image of the size of 512 × 512 pixels, and the hidden picture with the acronym "BGU" was a binary image of the size of 64 × 48 pixels. The size of each one of the three planes in the POCS algorithm was 512 × 512 pixels. The phase filter H(u, v) distribution was generated by the randomnumber generator of the computer. The POCS algorithm was iterated on average as many as 50 times. Additional iterations have not meaningfully reduced the two errors e c,j and e g,j .
After completing the POCS algorithm, we binarized the resultant complex functions g n (x, y) according to the above-mentioned rule. The size of each cell in these experiments is 9 × 9 pixels, and the gray-tone image is quantized with 19 levels of magnitude and 9 levels of phase. An enlarged region of the halftone figure is shown in Figure 4 .22(a). For comparison, the same region, but without modulation of the dot position, is shown in Figure 4.22(b) .
The robustness of the method was also examined. As mentioned above, this robustness is achieved because each pixel in the output is obtained as a weighted sum of many input pixels. The exact number of pixels that participate in this summation is equal to the size of h(x, y). In the present study we did not take any action to narrow h(x, y), as was done in the project described in Section 4.2, for instance. Thus we expect from our system a maximum degree of robustness to noise and distortions. In the first example of distortions illustrated in Figure 4 .23(a), 16% to 40%, in 8% steps, of the pixel values of the halftone pictures were flipped randomly from their original values. The robust behavior was maintained for this type of noise, as is shown by the correlation results. The hidden images revealed from these covered halftone figures are shown in Figure 4 .23(b). In another example, illustrated in Figure 4.23(c) , the four images were covered in the vicinity of their centers with zero-valued squares of an area that varied from 22% to 55% in 11% steps. The hidden image can still be recognized, even when 55% of the area of the halftone picture is missing, as shown in Figure 4 .23(d).
In the next example, six different images were hidden in a single colored halftone image. The original colored picture was separated into its three basic monochromatic red, green, and blue images. Each one of the basic pictures was Figure 4 .24(a) shows the three halftone images for the three basic colors after the coding process. The original and the reconstructed hidden icons, two in every basic color, are shown in Figure 4 .24(b). Finally, the three separated halftone pictures were superposed to a single colored image shown in Figure 4 .24(c). Using colored pictures and concealing images along two orthogonal axes enables six different images to be hidden in a single halftone picture.
Conclusions
We have described three different types of optical security systems based on computer-generated optical diffractive elements. In the first proposed system, one can design two phase-only transparencies for a 4f correlator in order to receive a chosen image. The resulting masks can be used for security and encryption systems, as the desired image will be received in the output plane only when the two specific phase masks are placed in the 4f correlator. Because computation of the two holograms starts from completely random functions, they cannot be reproduced, even if the output image is known. With the same phase mask in the spatial-frequency plane, the system can produce many images in the output by the introduction of different input masks. Therefore, in addition to simple verification, the system can provide information on the identity of the authorized person. The second proposed system is a modification of the first one. The algorithm is implemented on a JTC instead of the 4f correlator. According to this method, one can design two phase-only transparencies for a JTC to receive a chosen code or image. The resulting masks can be used for security systems such that the desired code is received on the output plane only when the specific phase masks are placed on the JTC input plane. As in the 4f correlator case, since the computation of the holograms starts from completely random functions, they cannot be reproduced, even if the output image is known. With the same phase mask of the system's lock, the correlator can produce infinite output images by introducing different input key masks. Therefore, in addition to simple verification, the system can provide information on the identity of the authorized person. The implementation of the security system by a JTC avoids alignment difficulties between the various optical components.
The third system described in this chapter, the Concealogram, is an evolutionary stage in our general concept. This time both the input and the output signals of the system are meaningful images. The Concealogram is used as a method of concealing an arbitrary image in a different arbitrary halftone picture. A digital or optical correlator with a unique key filter can recover the hidden image. Every part of the hidden image is concealed globally in all the points of the Concealogram. This feature increases the robustness of the process to noise and distortions. The amount of the stored data can be significantly increased by shifting the halftone dots along the two orthogonal Cartesian axes. Additional expansion of the concealed data is achieved by use of a colored halftone image that can be considered as a composition of three monochromatic independent Concealograms. For future research, we believe that different optimization and coding algorithms can significantly reduce the noise and error of both input and output pictures. Also, a clever design of the correlator's filter function may extend the distortion-invariance properties of this system.
