There are a great many problems in mathematical physics and engineering which, when modelled mathematically, are reduced to Wiener-Hopf functional equations defined in some region of a complex plane. In simple models this equation is scalar, but in more complicated situations inherent coupling, etc., can often give rise to coupled systems of equations, and so the resulting Wiener-Hopf kernels are of matrix form. The crucial step in the solution of any Wiener-Hopf equation is to decompose the kernel, which can be a quite general function of the complex transform variable, into a product of two factors which are regular in overlapping half-planes. This can be accomplished explicitly for scalar kernels, and may be generalized to a particular class of matrix kernels, namely those which permit a commutative decomposition. Although this class is wide, and therefore contains some valuable physical problems, it is found that many such kernels yield factorization elements with exponentially large behaviour at infinity in their half-planes of analyticity. This prevents a later step in the Wiener-Hopf procedure being carried through, and therefore introduces a serious limitation to the usefulness of Khrapkov's approach.
Background to Khrapkov matrices
There is an enormous variety of important problems in physics and engineering which have proved amenable to mathematical analysis via the Wiener-Hopf technique. Subjects for which the method is applicable range from neutron transport (see Noble 1988) to geophysical fluid dynamics (Davis 1987) . Further, it has been pivotal to the fundamental understanding of many subjects, such as diffraction theory (Noble 1988) , fracture mechanics (Freund 1993) , non-destructive evaluation of materials (Achenbach 1973) , etc. Its success rests on two factors: the first is that many problems in mathematical physics have geometries which naturally lead to mathematical equations of Wiener-Hopf type, and second the scalar form of the equation has an exact solution. Indeed, using transform techniques, Green's theorem or otherwise, semi-infinite bodies, finite cracks, gaps or screens, or wedge shaped domains are often amenable to Wiener-Hopf analysis. It is beyond the scope of this article to discuss the reduction of initial or boundary value problems to Wiener-Hopf functional equations. Here it suffices to mention briefly that a standard Wiener-Hopf equation takes the form The forcing F (α), and K(α) (usually referred to as the Wiener-Hopf kernel), contain singularities outside the strip D which are related to physical features of the original boundary value problem. The quantities Φ ± (α) are to be determined from (1.1); however, the subscript refers to the fact that some a priori information is known about them, namely that Φ + (α) is analytic in D + and Φ − (α) is analytic in D − . The solution of equation (1.1) is achieved by rearranging it so that the left-hand side is regular in D − and the right-hand side in D + . Then, analytic continuation arguments allow both sides to be equated to an entire function. A necessary manoeuvre to rearrange (1.1) as mentioned above is to factorize K(α) into a product of two terms, one which contains all the singularities of K(α) in the lower half-plane (i.e. below the strip D) and the other with singularities only in the upper half-plane (above D). For scalar kernels this can be achieved by application of the Cauchy integral theorem, namely
where 3) in which C is the infinite line integral from −∞ to ∞ lying in D, s(α) must be such that the integral in (1.3) exists, and α lies above (below) the contour C for s + (α) (s − (α)). From this definition it is clear that s + (α) is regular in and above the region D, which is called D + , and s − (α) in analytic in D − . The product factorization for scalar functions follows: 4) with definitions as given above, but note also that r ± (α) are zero-free in their regions of regularity. Product factorization is not unique ((1.4) yields one particular choice), but critical to the successful solution of (1.1) is the requirement that the factors of K(α) have at worst algebraic growth in their respective half-planes of regularity. Matrices which permit a commutative factorization can be reduced to scalar factorizations of the above form. The approach taken here is that employed by Khrapkov (1971a, b) , although an equivalent exponential form has been suggested by others (e.g. Heins 1950; Noble 1988; Daniele 1978) . (Alternative approaches have also been offered by Rawlins (1975) , Hurd (1976) and others.) Square matrices of any order with this property can always be written in the form K(α) = I + f(α)J(α), (1.5) where I is the identity matrix, f (α) is an arbitrary scalar function of α with algebraic behaviour at infinity, J (α) is a square matrix which has the important property that it has entire elements of algebraic form and its square is J 2 (α) = ∆ 2 (α)I, (1.6) in which ∆ 2 (α) is a polynomial in α. A commutative product factorization of K(α) can be posed as K(α) = Q − (α)Q + (α), (1.7) where Q ± (α) and the inverses are analytic in the regions D ± , and the factors take the form
Note that ∆(α) has branch-points in both half-planes in general, but this does not affect Q ± (α) because they are in fact functions of the square of ∆(α). The problem is reduced to solving for the scalar functions r ± (α), θ ± (α) and these can be determined by multiplying Q + (α) by Q − (α) and equating with (1.5). It is found that 10) or rearranging gives
(1.12)
So, θ ± (α) are found from the sum split formula (1.3): 13) and r ± (α) are given employing the representation (1.4). The Khrapkov commutative factorization just described does indeed produce product factors with the requisite analyticity properties. Further, the inverses of Q ± (α) are also analytic in D ± . However, as will be shown in the following section, when ∆ 2 (α) is a polynomial of order greater than two, then Q ± (α) will have exponential growth at infinity. This prevents a solution to the Wiener-Hopf equation (1.1) being obtained and so presents a serious hurdle to overcome. Various schemes have been suggested to eliminate this exponential behaviour, which will necessarily lead to the construction of non-commutative factors. The first was offered by Daniele (1984) which will be discussed in some detail in § 2. An alternative approach by Moiseyev (1989; see also Antipov & Moiseyev 1991) involves an examination of the eigenvalues of K(α) over all copies of the α-plane cut from the branch-points at the roots of ∆(α) = 0. This leads to a Riemann problem whose solution gives a condition of essentially identical form to that prescribed by Daniele (namely (2.28) , (2.29)). Thus, it is asserted that both methods, whilst appearing quite different, are in fact equivalent. Essentially, both schemes are useful for ∆ 2 (α) of low order, say four, but prove practically ineffectual for higher-order polynomials. This is clearly demonstrated in the following section.
The objective of this article is to present a new approach for eliminating the exponential growth in the product factors (1.8) for any Khrapkov matrices. The scheme will be shown to be straightforward and side-steps the difficulties of previous methods for high-order polynomials ∆ 2 (α) (as well as overcoming other problems such as exponential growth through numerical inaccuracy). It is an approximate method in that a scalar component of the kernel will be replaced by its Padé approximant. The idea has been used by the author for obtaining simple but accurate (and numerically efficient) approximate factors of scalar kernels (Abrahams 1998a) , and for factorizing matrix kernels which do not have Khrapkov commutative decompositions (Abrahams 1996 (Abrahams , 1997 . As regards the latter class of problems, to the author's knowledge only Wickham (1995) has proposed an alternative factorization scheme, and a comparison between approaches may be found in the author's paper (Abrahams 1997) .
This article is organized as follows. In § 2, Daniele's method (Daniele 1984 ) is summarized using a slightly modified approach to that employed in his paper. As in his article, attention is restricted to a class of 2 × 2 matrices. The problems with Daniele's scheme to eliminate exponential growth are discussed at the end of that section. Following on, § 3 introduces the new scheme for obtaining non-commutative factors of Khrapkov matrices by application of Padé approximants. Note that the class of matrices discussed in this section is wider than that amenable to Daniele's method. To verify the accuracy of the new method, a specific example is studied in § 4. The polynomial ∆ 2 (α) (defined by equation (1.6)) in this case is of sufficiently low order that Daniele's method yields an exact solution; hence it provides a useful check on the new approach. Concluding remarks are offered in the final section, § 5.
Daniele's factorization procedure
This section will summarize briefly the approach proposed by Daniele (1984) for obtaining a factorization with algebraic elements. For consistency with the method employed by the author herein (in the following sections) and elsewhere, the notation and style of presentation has been modified from that given in the aforementioned article. In particular, the Khrapkov (1971a, b) formulation for commutative factors (1.8) is used instead of Daniele's exponential form (Daniele 1978) . The purpose of outlining Daniele's approach is to highlight the limitations of the implementation of the proposed scheme. It is also useful to see the similarities and differences of Daniele's and the author's methods.
Daniele's procedure aims to factorize matrices of the form
Here a(α) and b(α) are arbitrary functions of the complex variable, α, except that: (i) they are free of singularities in some finite width strip of α, D say, which contains the real axis at α → ±∞ (see figure 1) 
is likewise regular and zero-free in D; and (iii)
where n(α) and p(α) are polynomials of the same order so that a(α)/b(α) → const. as |α| → ±∞ in D. Further, the strip is chosen so that the zeros of n(α) and p(α) lie outside D; note that this is not a requirement of the original Khrapkov formulation, i.e. when ∆ 2 (α) is a polynomial of degree two or less, but does not present any real loss of generality as, in practice, the strip D can always be deformed accordingly. The matrix (2.1) can be recast into the form (1.5), namely
where in this case
(2.6) and as before, I is the identity matrix. Thus, (2.1) is of Khrapkov type and has the commutative factorization K(α) = Q − (α)Q + (α), where Q ± (α) are given in (1.8)-(1.10). The scalar elements, r ± (α), θ ± (α) occurring in the factors satisfy
and (1.12), respectively, and they take the values 8) and the Cauchy integral representation for θ ± (α) in (1.13). This is all satisfactory so far, but now the behaviour of θ ± (α) is studied. If n(α) and p(α) are polynomials of O(M ), then ∆(α) = O(α M ) as |α| → ∞. Thus, the integrand of (1.13) is small at infinity in the strip (note that tanh −1 [∆(ζ)f (ζ)] has at worst integrable singularities in C), and so employing the identity
allows θ ± (α) to be re-expressed as
where
The constants c n are given by the (convergent) integrals
(2.14)
and the other hyperbolic functions in (1.8) are exponentially growing as |α| → ∞ unless c(α) ≡ 0. As mentioned previously, the Wiener-Hopf technique relies critically on the construction of a factorization of K(α) which has, at worst, algebraic growth at infinity. Thus, the Khrapkov commutative factorization (1.7), (1.8) must be modified to limit the growth of the elements in their respective half-planes of regularity. To achieve this, Daniele (1984) introduced a new matrix to factorize:
where τ is an integer and q(α) is the polynomial
The constants q j , j = 0, . . . , M − 2, constitute M − 1 unknowns (plus the constant τ ) which will be chosen to eliminate the M − 1 constants c n . As S(α) contains only meromorphic elements then it can be factorized using fairly straightforward techniques (see, for example, Noble 1988, pp. 154-157; Abrahams 1987; Abrahams & Wickham 1991 ) and compare it with the factorization of the matrix M (α) employed in the following section. This decomposition, with minimum growth at infinity, is unique up to an arbitrary constant matrix, and is, in general, non-commutative; it is written here as 17) which in general is not equal to R + (α)L − (α). An example of this decomposition is given explicitly in § 4, but, although a factorization always exists, a general solution of (2.17) is not presented herein. The matrix S(α) also possesses a commutative factorization. For convenience it is appropriate to factorize the inverse of S(α), namely,
and J (α) given in (2.5). Hence, substituting (2.19) into (2.18) yields 20) and
The relationships (2.17) and (2.18) imply that
which can be inserted into (1.7) to yield the complete factorization of K(α):
and
Notice, firstly, that these factors are now non-commutative. Second, the factorization is an improvement over (1.7) if and only if the elements of K ± (α) are algebraic at infinity as well as satisfying the analyticity properties already discussed. Thus, it remains to determine the conditions on the q j s which ensures the former point. The commutative component of K − (α) can be combined to yield
which clearly has exponentially growing elements unless the combination But, employing (2.9) in the manner shown previously, it is known that 27) where
Hence, exponential growth is eliminated in the elements of K − (α), and also in
) and c n is written in (2.13). Clearly setting (2.28) equal to zero gives a highly nonlinear system of M − 1 equations for the M − 1 unknowns, q j , in view of the fact that they appear within the tanh −1 function. Daniele (1984) proved, for a sufficiently large integer value of τ , that (2.29) can be arranged into a form which constitutes a contraction mapping; that is, the nonlinear operator on the M −1 vector of unknowns, q j , is a continuous mapping into itself in the neighbourhood of a fixed point of the equation. Therefore, with a sufficiently close 'guess' for the values of q j , iteration of (2.29) will converge to the required solution. However, the proposed scheme in Daniele's article (and that expounded in Moiseyev 1989 ) is unlikely to be useful to construct the values of the q j except for very-low-order systems and when the unknowns happen to be real. In general, the problem of determining M −1 constants, which will all usually be complex, from severely nonlinear equations is extremely difficult.
The example given in § 4 for a single unknown constant when M = 2, and τ = 1, is extremely special in that an exact explicit factorization will be shown to be derivable. The best that can be hoped for when M > 2 is an approximate numerical evaluation of the q j s, which as stated above, is non-trivial to obtain. Further, any numerical inaccuracy in the values of the q j s obviously means that the d n will, in practice, have small but non-zero values. Therefore, any numerical scheme for solving the system d n ≡ 0 will necessarily fail to eliminate the exponential growth in the factors K ± (α) due to rounding errors. This constitutes a serious limitation of Daniele's procedure, i.e. not only is it extremely difficult to determine the q j analytically or numerically for kernels in which the polynomials p(α), n(α) have order greater than two, but also the numerically determined coefficients will, through small inaccuracies, inevitably fail to produce factors K ± (α) with algebraic growth at infinity. In the following section an alternative procedure is offered to obtain an approximate factorization of K(α). This will be shown to yield non-commutative decomposition matrices with algebraic growth at infinity, whatever the level of error in the approximation.
The Wiener-Hopf approximant factorization method
To compare the new procedure with that of Daniele, it is appropriate to restrict attention to matrices of size 2 × 2, of the form
Any 2 × 2 kernel can be written in this form, noting that kernels can be pre-or post-multiplied by entire matrices, or scalar multiplicative functions removed and factored separately. However, here we constrain the functions so that
then the second term is an entire matrix times an arbitrary scalar function. This can further be rewritten as
where simple algebra reveals that
is meromorphic and therefore the inner matrix of (3.4) is identical to that in (2.1). Hence it is written
where f (α) is an arbitrary scalar function of α with singularities lying outside some strip D, and n(α), p(α) are polynomials in α. A significant generalization over § 2, which can be allowed here, is that n(α), p(α) can have distinct orders:
where, without loss of generality, here and henceforth t 2 t 1 .
(a ) t 2 − t 1 = even integer There are two cases to consider. The first is if t 1 and t 2 are both even or both odd, i.e. t 2 − t 1 = even integer. Then (3.6) is posed as
in which
that is, the entire matrix in (3.6) has been normalized, so that
The scalar function g(α) is
This selection for J (α), with ∆ 2 (α) = 1, when comparing (2.6) with (3.10), will ensure that a Khrapkov factorization of (3.8) will lead to algebraic behaviour of the respective factorization elements. However, J (α) is now not entire, and contains branch-point singularities in both D + and D − . Note that this procedure will not introduce spurious branch-points into the strip, D, in which the Wiener-Hopf equation is valid, including the point at infinity, because the zeros of n(α) and p(α) lie outside D. Further, as there are an even number of such zeros in both the region above D and below, the matrix J (α) can be made single-valued in the whole α-plane by joining the branch-points by finite cuts (none of which pass through D or end at infinity).
The first step of the factorization process is to ignore for the moment the fact that J (α) has singularities and obtain the commutative 'partial' factorization of (3.8). Thus, the Khrapkov form is
14)
Clearly, if g(α) is bounded in D, then the factors β ± (α) are, from (1.3), at worst of logarithmic growth as |α| → ∞ in D ± . Hence as already stated, this implies that Q ± (α) are algebraic at infinity. The next step is to remove the branch-cut singularities in J (α) from the desired half-planes of regularity. No method has yet been found to achieve this end in general, but a discussion of alternative approximate (numerical) schemes can be found in Abrahams (1997) . Here an approximate technique is employed which circumvents a good deal of the algebraic manipulation of other methods, and appears to be remarkably accurate. The procedure is to replace J (α) by an approximation to it, J N (α) say, containing meromorphic elements: 16) where
are polynomials of degree j, and the key property
is preserved. Clearly the polynomial ratio approximation has a regular power series expansion in D if the zeros of Q N (α) lie outside D, and f N (α) = O(α (t2−t1)/2 ), |α| → ∞, which is the same integer power growth as the function it approximates. Further, N is an arbitrary parameter and the coefficients of the top and bottom polynomials must be selected to give as good an approximation in D as possible. The most convenient approach is to take f N (α) as the 19) are determined uniquely by equating this with the first U + 2N + 1 terms of the Taylor series expansion of [p(α)/n(α)] 1/2 about Z. Note that the coefficients a n , b n will be different for different choices of Z ∈ D. Assuming for simplicity that the Taylor series expansion is taken at the origin: 20) then the above statement is expressed mathematically as
Further details regarding the properties, and accuracy of Padé approximants are to be found in Baker (1975) and Abrahams (1996 Abrahams ( , 1997 . In particular, the zeros and poles of f N (α) usually cluster along the paths taken by the finite cuts of f (α), and hence do not stray in the vicinity of the strip of analyticity. Also of note is the fact that f N (α) will be extremely accurate around the origin, but as |α| → ∞ in D the coefficient of the leading term, i.e. a U +N /b N , will differ by a (usually very) small amount from the exact constant
One way around this latter point is to obtain a 'two-point' Padé approximant (see Abrahams 1998a). That is, 1/2 along a path in D. It is easy to show that the error between the two functions can be made as small as required by increasing the value of N (see the example to follow).
In view of the discussion above, the aim is to exactly factorize the approximate kernel K N (α) which is the matrix given in (3.8) with J (α) replaced by J N (α). That is, 24) in which Q N ± (α) are given in (3.13)-(3.15) with J N (α) replacing J (α). It is now possible to eliminate the spurious poles in Q N ± (α), occurring at the zeros of the polynomials P U +N (α) and Q N (α) in J N (α), namely p n and q n , by introducing a suitable meromorphic matrix. Employing the approach in Appendix B of Abrahams (1997) , it can be shown to take the form 25) and is used to write the factorization as (3.26) where
These factors are of algebraic growth in their half-planes of analyticity and must contain no poles at p n , q n in these respective regions. The coefficients A n -B n are chosen to enforce this latter condition. First, the zeros of the polynomials are ordered as follows: p n , 1 n P, lie in the upper half-plane, p n , P < n U + N, lie in the lower half-plane, q n , 1 n Q, lie in the upper half-plane, q n , Q < n N, lie in the lower half-plane,
in which P , Q are integers determined for any particular case, and it is always taken that p n , q n ∈ D, ∀n. Also, it is helpful to write f N (α) and its inverse in partial fraction form,
where δ 0U is the Kronecker delta,
the dash denoting differentiation with respect to α, and the γ n are found from the Laurent expansion of f N (α) about the point at infinity. Note that, for cases with double poles the original ansatz for M (α) must be modified slightly. However, here f N (α) is obtained using Padé approximants, which in this context always yields rational function approximations with simple poles and zeros. Now, expanding the right hand side of (3.27), and employing the representation (3.31), gives for the (1, 1) element:
This has no poles in D − at q n , and those at p n (n > P ) can be removed by setting their residues to zero. This yields
Removing singularities in the lower half-plane for the remaining elements of K N − (α) gives the algebraic equations
The procedure may be repeated for K N + (α), that is, multiplying out the right-hand side of (3.28), and suppressing the singularities in D + gives
38)
39)
40)
Hence, (3.34), (3.35), (3.38) and (3.39) constitute coupled linear algebraic equations for the 2N + U constants A n , B n . These are simple to solve, as are the other four equations to yieldĀ n ,B n . The final point to note is that the determinant of M (α) is
42) which, from constraints (3.34)-(3.41), can be shown to have no poles at α = p n , q n and it is therefore an entire function. Also, by inspection it tends to a constant as |α| → ∞, and so Liouville's theorem gives the result
This is a key point of the method, and one reason for selecting the ansatz (3.25). This completes the general explicit factorization of the approximate kernel K N (α) for the case when t 2 − t 1 is an even integer (see (3.7)). The factorization is noncommutative, as clearly
in general. Evidence for the convergence of the approximate factors to the exact ones in D is given in Abrahams (1997 Abrahams ( , 1998a . Further, from arguments given in these articles, K N ± (α) must be close to K ± (α) not just in D, but in the whole of their respective regions of analyticity, D ± ; indeed, the maximum error between the two matrix functions (exact and approximate) occurs in D, and diminishes as α moves into D ± away from the bounding strip D. This will be verified in the following section for a specific kernel. Finally, it is worth stressing again that the approximate factorization derived here always has at worst algebraic growth at infinity, whatever the level of approximation. This is in contrast to Daniele's method which, for cases where the unknown constants have to be determined numerically, will yield exponential growth due to (small) computational errors.
(b ) t 2 − t 1 = odd integer When the growth factors of n(α), p(α), (3.7) are such that t 2 − t 1 = odd integer (t 2 > t 1 ), then the previous procedure needs to be altered slightly. If one of the roots of p(α) is α − c, say (c ∈ D), then it is convenient to redefine p(α) such that 45) which means that K(α) is now given in (3.8) with
46) and g(α) as written in (3.11). For the amended choice of p(α), [p(α)/n(α)]
1/2 now behaves as 48) where
Substitution reveals that
51)
The regularizing matrix M (α), needed to remove the poles in J N (α), and hence in Q N ± (α), is in fact the same as that employed previously (3.25). The coefficients of this matrix will satisfy slightly different algebraic equations to those given in § 3 a. For example equation (3.34) becomes
and, for brevity, the other seven equations are omitted here.
The approach employed in this section should be applicable to a wide range of physical problems, and the various elements of the solution scheme are easily automated. Once the Padé approximant is generated, and the coefficients of M (α) determined, the kernel factors are extremely quick to evaluate for specific example kernels studied by the author. A particular model problem is illustrated in the next section to demonstrate both the accuracy of the approximant method and its efficacy.
A check on the approximant factorization procedure
In this section a specific kernel is examined to illustrate the factorization methods presented in § § 2 and 3. The kernel under investigation is
in which k, τ a , τ b are constants, (4.4) and the strip D runs above the points
1/2 = −iB, and below the points α = k, iA, iB. This example was presented by Daniele (1984) because it is one of the few cases in which his solution method ( § 2) yields an exact explicit value for the unknown constant q (2.16). It therefore provides an excellent check on both the implementation and accuracy of the approximant method. The physical motivation for studying this kernel comes from diffraction theory; it is the function which arises in the study of the scattering of acoustic waves by a half-screen having different impedances on either face.
(a ) Daniele's factorization As mentioned, Daniele gives an explicit factorization of (4.1) in his article (Daniele 1984) . Rather than merely quoting the result, it is worth very briefly recapping the derivation here because it reveals the effort needed to complete the decomposition, and also the solution in Daniele's paper appears to be slightly in error. Note that the notation used in this article differs somewhat from that of Daniele.
The first part of the factorization is to obtain the (exponentially growing) Khrapkov factors of K(α):
To eliminate any ambiguity of these functions, and hence to make them single-valued, the Riemann surface of (τ (α) + τ a ) 1/2 (τ(α) + τ b ) 1/2 is chosen such that it is real and positive at the origin in the α-plane, and (τ (α) − τ a ) 1/2 (τ (α) − τ b ) 1/2 is also positive real at the origin if k < τ a , τ b . Without loss of generality we henceforth take τ b > τ a . The former function is then single-valued in the whole of the α-plane cut in the lower (upper) half from −k (+k) to infinity. The latter expression is single-valued in α with branch-cuts from −k (+k) to infinity in the lower (upper) half-plane, as well as finite cuts between iA and iB, −iB to −iA. With these definitions it easy to show that r(α) and θ(α) do not have the finite branch-cuts between ±iA to ±iB, and so the integral representations (1.4), (1.3) can be deformed around the branch-cuts emanating from +k or −k. Thus, employing (4.7) in the plus definition of (1.4), and deforming down onto the lower cut gives, after some algebra, that
where from the symmetry of r(α),
A similar approach for the sum split of θ(α) reveals (4.12) which is easily computable, but in this example an exact factorization is obtainable as
Here A, B are written in (4.4), F and Π are elliptic integrals of the first and third kind, respectively (in standard notation: see ch. 17 of Abramowitz & Stegun 1972) with amplitude φ = tan −1 (B/k) (4.14) and parameter
(4.15) Note that, for large α in D + , the last term in (4.13) dominates, i.e.
Clearly, therefore, as ∆(α) ∼ α 2 , |α| → ∞, then cosh(∆(α)θ + (α)) has exponential behaviour which must be removed.
Daniele introduces a new matrix whose commutative factors have the same growth as those of Q ± (α), yet which can be factorized into a non-commutative form without too much difficulty. For convenience, it is a slight modification to the general form given in (2.15), namely
where q is an as yet unknown constant and J (α) is as written in (4.3). The commutative Khrapkov factors of the inverse are (4.18) in which S ± (α) take the forms (2.19), with
(4.21)
The scalar product factors are trivially found to be
but the integral forms (1.3) of the sum factors µ ± (α) are somewhat more difficult to determine. They can be obtained by first differentiating with respect to q, performing the integration in ζ and then expressing the result as an integral in q. After substantial algebraic manipulation it can be shown that
where m is the parameter given in (4.15) and
Therefore, for large |α|,
The value of q is now determined by removing the exponential growth in the matrix pairs Q ± (α)S ± (α). From equation (2.26), algebraic growth of the product pairs is achieved if and only if 27) or in this case by insisting that d 1 in (2.27), (2.28) vanishes. Hence, (4.16) and (4.26) gives the nonlinear equation for q:
Fortunately, in this rather special example, it is possible to invert one of the elliptic integrals to give q = sc(
where sc is a Jacobian elliptic function and φ and m are given in (4.14), (4.15). The final part of the factorization procedure is to obtain an algebraic noncommutative split of S(α) (4.17). This is easily performed by virtue of the fact that the second row has constant elements. Omitting all details, it is found that
and p ± (α) are written in (4.23). It is a trivial matter to prove this relation by direct substitution. Therefore the non-commutative factorization of (4.1) is complete, given by
32) where 33) in which Q ± (α) are defined in (4.6), S ± (α) are found in (2.19) and L − (α), R + (α) are written above. The superscript D indicates that this factorization is found by Daniele's method. The scalar factors within the commutative matrix components, namely ∆(α), r ± (α), θ ± (α), s ± (α), and µ ± (α) are to be found in (4.9)-(4.15), (4.22)-(4.25), and the constant q takes the value assigned to it in (4.29). This can be coded using a mathematical package such as Mathematica to determine the values of the product factors in their respective regions of analyticity of the α-plane.
(b ) Approximant factorization The factorization method using Padé approximants is now demonstrated for the specific kernel given in (4.1)-(4.3). Firstly, the K(α) is approximated by K N (α) where
Note that f N (α) is approximating an even function, with finite branch-cuts between −iB to −iA, and +iA to +iB (B > A without loss of generality) in the complex α-plane, and which tends to the value unity as |α| → ∞. Therefore, f N (α) is the [N/N ] Padé approximant given in (3.19) with U ≡ 0. However, as f N (α) must be an even function, it is more convenient notationally to write 38) and if it is a two-point approximant, then it will transpire that a N /b N = 1. The coefficients a n , b n are extremely easy and quick to find, for reasonable values of N , from (3.21)-(3.23) or by calling the Padé approximant routine in Mathematica, etc. The [N/N ] approximant of (4.37) can easily be shown to have zeros and poles lying along the finite intervals ±iB ↔ ±iA, that is, where the branch-cuts lie in the original function. Therefore, f N (α) can be written in the factored form 39) in which p n , q n are the positive pole and zero coefficients respectively, and
(4.40)
The matrix K N (α) can be factorized exactly. First, the Khrapkov factors of
42) and t ± (α), β ± (α) are written in (3.14), (3.15), (4.35). It is simple to verify that 43) where r ± (α) are written in (4.10), (4.11), but β ± (α) are a little more difficult to calculate. The most computationally efficient form is found by writing (3.15) as 44) where the first term on the right-hand side does not contain branch-points at ±k and the second term can be factored by inspection. For the first term, deforming the contour of the sum decomposition integral (1.3) around one of the finite-cuts gives, after some algebra, the result
in which α ∈ D ± . The next step is to regularize Q N ± (α), that is, to remove the poles at α = ±ip n , ±iq n in Q N ± (α) due to the presence of the matrix J N (α). This is done by writing 46) where M (α) is slightly simplified to that given in (3.25) due to the symmetry of f N (α) (see, for example, equation (72) of Abrahams 1997):
Multiplying the matrices together and applying the conditions of no poles in D ± for K N ± (α), respectively (see § 3), gives the four equations 
( 4.52) This completes the exact explicit factorization of K N (α). The matrices Q N ± (α) (4.42), with scalar terms r ± (α) (4.10), (4.11), and β ± (α) (4.45), are straightforward to code using Mathematica, and the solution of the four coupled algebraic systems of equations for A m toB m is simple to find, hence giving M (α).
(c ) Comparison of solutions
The purpose of this section has been to compare the two factorization methods for a specific kernel. This example is useful in that Daniele's factorization method is exact, that is, q is exactly solvable in terms of elliptic functions. As already stated, for kernels with polynomial ∆ 2 (α) (see (1.6)) greater than order 4 it is most unlikely that the unknowns q n , given in (2.16), can be determined exactly. For the present case the exact result provides a useful check on the numerical evaluation of the approximate factorization.
Before presenting the numerical results two points must be dealt with. First, it is easy to show that the non-commutative factors derived in the two different ways have the same asymptotic behaviour at infinity. Therefore, they can only differ by a constant matrix C, say. In other words, if
is a factorization then K − (α)C −1 and CK + (α) are also valid factors as long as the determinant of C does not vanish. Thus, to compare the two factorizations the following procedure will be employed. The elements of K + (α) are evaluated at one point in D + by the two different methods outlined in the previous subsections, and from these C is calculated. Multiplying one of these factors by C should then ensure that both solution techniques yield the same results. For the numerical results to be presented below, the constant matrix is chosen as the approximate kernel K N (α), defined by (4.34), need only be close to K(α) in the strip D. Then K N ± (α) are also close to the exact factors in D and will be even more accurate in their respective regions of analyticity, D ± . However, the error in K N ± (α) will increase rapidly as the singularities in D ∓ are approached. Therefore, if, for example K + (α) is required in the lower half-plane, then an accurate approximation is not
(4.55) This preserves the singularity structure of the factorization, which is essential for an accurate solution of the original physical problem. It also means that the approximant factorizations need only be checked in the half-planes of regularity, and if K N + (α) is accurate, then so will be K N − (α).
A comparison between the exact and approximate factors is illustrated in figures 2-5 for the particular case k = 1, τ a = 2, τ b = 3, (4.56) which is entirely typical of most parameter values. Figures 2 and 3 show the real and imaginary parts, respectively, of the four elements of K D + (α) (4.33) and CK N+ (α) (4.46) along the real line from −1 to +20. The real and imaginary parts of these matrices are also shown graphically in figures 3 and 4 for α on the imaginary axis from α = − √ 3i to +10i. The elements top left, top right, bottom left, bottom right are indicated as (1), (2), (3), (4), respectively, in all figures and N is taken as 10. The accuracy of the approximant factors is such that the results for K D + (α) and CK N+ (α) are indistinguishable, that is, the curves lie directly on top of each other. This clearly demonstrates the efficacy of the approximant method, and it should be noted that the K N + (α) elements were actually found to be significantly quicker to calculate than those of the exact matrix factor. It perhaps seems a little surprising that even near the branch-points in the lower half-plane, i.e. at α = −k = −1 (where the elements are infinite) and α = −i τ 2 a − k 2 = − √ 3i, the approximant results remain very accurate for this value of Padé number N . In fact, for all Padé numbers, e.g. N = 2 or 4, it can be shown that the K N + (α) factors still give excellent approximation to the exact ones. This confirms what was suggested elsewhere (Abrahams 1996 (Abrahams , 1997 (Abrahams , 1998a , that the approximant method converges rapidly to the exact factorization as N increases, and that it gives good approximation everywhere except very close to the singularities (in which case the alternative matrix factors (4.55) are used).
Summary and concluding remarks
This article has introduced a new method for quenching the exponential growth in the decomposition factors of Khrapkov matrices. This behaviour, which must be avoided in order for the successful completion of the Wiener-Hopf procedure, occurs when ∆ 2 (α) (2.6) is a polynomial of degree greater than two. As with other approaches (Daniele 1984; Moiseyev 1989) , a commutative factorization is performed first, and then modified by the introduction of suitable matrix terms; all approaches lead to non-commutative kernel factors, i.e.
Daniele's method involves balancing the growth at infinity in the commutative factors with that found in the commutative decomposition matrices of a special matrix. This latter matrix also has a known non-commutative decomposition, each factor of which has algebraic behaviour at infinity. The scheme leads to highly nonlinear equation (2.29) for a set of (in general complex) constants q j , j = 0, 1, . . . , M − 2, where M depends on the order of the polynomial ∆ 2 (α). As was discussed at the end of § 2, Daniele's (and Moiseyev's) method has two major drawbacks. The first is that the system of equations (2.29) is very difficult to solve for M > 2, and second, if a numerical solution is employed, then small rounding errors in the q j will mean that exponential growth in the final factors K ± (α) is, in practice, unavoidable.
The method introduced here, in § 3, employs the idea of removing a scalar component from the entire matrix J (α) (3.6), (3.9) so that it has square J 2 (α) = I (3.10), i.e. ∆ 2 (α) = 1. This means that algebraic growth in the Khrapkov factors is ensured, but unfortunately spurious finite branch-cuts have been introduced (outside D) into both half-planes. This cannot be resolved exactly, but it was shown that one way around this difficulty is to approximate the branch-cuts by meromorphic functions containing simple poles and zeros; if the approximate kernel is close to the original one in D then it can be shown that its commutative factors, Q N ± (α), are close to Q ± (α) in their respective half-planes of regularity D ± . Then, Q N ± (α) have poles in D ± which are straightforward to remove by introduction of a regularizing matrix M (α) (3.25), leading to an exact explicit factorization of K N (α), and K N (α) is an accurate approximation to K(α) for α ∈ D. It is suggested here and elsewhere (Abrahams 1996 (Abrahams , 1997 (Abrahams , 1998a that Padé approximants offer a useful way of generating suitable approximations to the square root function in (3.9), because they are related to the analyticity properties of it through Taylor series expansions (Baker 1975) , and because the Padé number N can be increased to improve the accuracy to any level required.
The efficacy of the Wiener-Hopf approximant method for generating accurate matrix factors was demonstrated in § 5 for a specific matrix kernel (4.1)-(4.3). In this example the order of the polynomial ∆ 2 (α) is low enough for Daniele's method to yield an exact solution, which therefore provides a useful check. Numerical results revealed that: (i) for modest Padé number (N = 10) the approximant and exact factors agree to very high accuracies within their half-planes of regularity; (ii) even low Padé number (N = 2, 4, etc.) approximations give acceptably good results for the factors, which confirms the claims made in the author's earlier articles (Abrahams 1996 (Abrahams , 1997 ) that convergence to the exact result is very rapid; (iii) the approximant matrix factor elements are much more efficient numerically at generating results than their exact counterparts; this is a key reason for the approximant factors to be used to replace very complicated scalar kernels (Abrahams 1998a) .
Perhaps the main advantage of the method proposed in § 3 is that fact that it is effective whatever the orders of the polynomials n(α), p(α) (3.7). The function f N (α) is organized to always approximate a product of finite branch-cuts outside D, and so the point at infinity is regular (see § 3 b for the case when t 2 − t 1 is odd (3.7)). Padé approximants are well suited to approximating just such functions, and it is a simple matter to automate an algorithm to deal with large numbers of such cuts. Similarly, the regularizing procedure, via the introduction M (α), is identical whether there is one or many finite cuts in either half-plane. This opens the way to determining the matrix factors in many problems of physical importance which have hitherto proved intractable. One such example, which is currently under analysis by the author (Abrahams 1998b) arises from the scattering of sound waves by sandwich panels consisting of elastic plates. If one side is perforated, then Leppington (1990) and Jones (1990) have shown that the model reduces, in certain circumstances, to a Wiener-Hopf equation with a matrix kernel of Khrapkov type. It is easy to show that their matrix can be recast into the form (3.6) with where µ, q are real constants, and so in Daniele's method one would find ∆ 2 (α) (2.6) is a polynomial of order 8. From what has been said before, this order implies that previous approaches will not prove effective on this kernel. Jones (1990) obtained asymptotic values of the kernel product factors in the limits of small and large q (in this notation) which relates physically to negligible or considerable effects of the perforations, respectively. The author will, in Abrahams (1998b) , examine scattering results for intermediate values of the perforation parameter.
