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KLEIN-GORDON-MAXWELL EQUATIONS IN HIGH
DIMENSIONS
PIERRE-DAMIEN THIZY
Abstract. We prove the existence of a mountain-pass solution and the a
priori bound property for the electrostatic Klein-Gordon-Maxwell equations in
high dimension.
In what follows we let (M, g) be a smooth closed Riemannian n-manifold, n ≥ 3,
closed meaning compact without boundary. We let 2⋆ = 2nn−2 be the critical Sobolev
exponent for the embeddings of H1, the Sobolev space of functions in L2 with one
derivative in L2. We let also p ∈ (2, 2⋆], q > 0, m0,m1 > 0, and ω ∈ (−m0,m0)
be real numbers. The electrostatic Klein-Gordon-Maxwell system we investigate in
this paper is written as{
∆gu+m
2
0u = u
p−1 + ω2(1− qv)2u
∆gv + (m
2
1 + q
2u2)v = qu2 ,
(0.1)
where ∆g = −divg∇ is the Laplace-Beltrami operator. This system arises when
looking for standing waves solutions of the full Klein-Gordon-Maxwell system in
Proca formalism (see Hebey and Truong [37]). The first equation in (0.1) is energy
critical when p = 2⋆. The second equation in (0.1) is energy supercritical when
n ≥ 5. The Proca mass m1 > 0 makes that the two equations in (0.1) are strongly
coupled one with another.
The system (0.1), in Proca form, has been investigated by Druet and Hebey
[24], Druet, Hebey and Ve´tois [27], Hebey and Truong [37], and Hebey and Wei
[39] in the case of 3 and 4-dimensional manifolds (see also Hebey and Wei [40]). In
these dimensions, the second equation in (0.1) is either subcritical or critical and
we do have a well established variational framework for the system. When n ≥ 5,
as already mentioned, the second equation in (0.1) is supercritical. The problem
comes with the u2v-term in the left had side of the equation as well as with the
u2-term in the right hand side of the equation (there holds that 2+1 > 2⋆−1 when
n ≥ 5, and we even have that 2 > 2⋆−1 when n ≥ 7). A priori we lose a variational
framework for the system in these dimensions but, as we will see in Section 1, such
a variational framework can be restored thanks to the very special structure of the
second equation in (0.1). Then we can ask the question of the existence of solutions
of (0.1) with special variational structures, and more precisely the question of the
existence of solutions with a mountain-pass structure. We investigate this question
in this paper, as well as the more involved question of the existence of a priori
bounds for arbitrary solutions of (0.1). The first result we prove in this paper is
concerned with p < 2⋆. The 3-dimensional case in Theorem 0.1 below is due to
Druet and Hebey [24], the 4-dimensional case to Hebey and Truong [37], and the
n ≥ 5 cases are new. As one can check, it follows from the theorem that when
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the first equation in (0.1) is subcritical, then the possible supercriticality of the
second equation has no importance. The notion of a smooth positive mountain-
pass solution of (0.1) is defined in Section 4.
Theorem 0.1 (Subcritical case). Let (M, g) be a smooth closed Riemannian n-
manifold, n ≥ 3, m0,m1, q > 0 be positive real numbers, and p ∈ (2, 2⋆). For any
ω ∈ (−m0,m0), there exists a smooth positive mountain-pass solution (u, v) for
(0.1). Moreover, there also exists C > 0 such that ‖u‖C2,θ ≤ C and ‖v‖C2,θ ≤ C
for any positive solution (u, v) of (0.1) and all ω ∈ (−m0,m0).
In the critical case of the first equation in (0.1) there holds that p = 2⋆. Then,
as shown in Hebey and Wei [40], and Druet, Hebey and Ve´tois [27], resonant states
appear in particular situations, and we cannot get a priori bounds for all phases as
in Theorem 0.1. Our second result establishes that the conclusions of Theorem 0.1
are still valid when the potential m20 in the first equation of (0.1) is geometrically
small, despite the supercriticality of the second equation in high dimensions. The 3-
dimensional case in Theorem 0.2 is due to Druet and Hebey [24], the 4-dimensional
case to Hebey and Truong [37], and the n ≥ 5 cases, as for Theorem 0.1, are new.
Theorem 0.2 (Critical case). Let (M, g) be a smooth closed Riemannian n-manifold,
n ≥ 3, m0,m1, q > 0 be positive real numbers, and p = 2⋆. Assume that
m20 <
n− 2
4(n− 1)Sg (0.2)
somewhere in M , where Sg is the scalar curvature of g. Then, for any ω ∈
(−m0,m0), there exists a smooth positive mountain-pass solution (u, v) for (0.1).
If we assume that (0.2) holds true everywhere in M , then there also exists C > 0
such that ‖u‖C2,θ ≤ C and ‖v‖C2,θ ≤ C for any positive solution (u, v) of (0.1) and
all ω ∈ (−m0,m0).
In the process of the paper we also prove that the phase compensation phenom-
enon, established in Druet and Hebey [24] when n = 3, and Hebey and Truong [37]
when n = 4, stops to hold true when n ≥ 5 (see Corollary 2.1). In addition, we
establish that the gauge potential v in (0.1) cannot be controlled in Ho¨lder spaces
C0,θ if we do not get a similar control on u (see Corollary 2.2). We also discuss a
model case where (0.2) is not satisfied in Proposition 9.1 but the a priori bound
property remains valid.
The above two theorems prevent the full KGMP system from having standing
waves solutions with arbitrarily large amplitude. Better, they claim the compact-
ness in the C2-topology of the set of non-negative solutions of (0.1), as the phase
ω varies in (−m0,m0).
Acknowledgements. The author warmly thanks Emmanuel Hebey for his con-
stant support and valuable remarks at every stage of this work, and Bruno Pre-
moselli for many helpful discussions and comments.
1. A variational setting for the second equation
Following a very nice idea due to Benci and Fortunato [6], we introduce, from
the formal point of view, the auxiliary functional Φ given by
∆gΦ(u) + (m
2
1 + q
2u2)Φ(u) = qu2 . (1.1)
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The definition of Φ : H1 → H1 makes sense when n = 3, 4, as shown in Druet and
Hebey [24] and Hebey and Truong [37]. Moreover, there holds in these dimensions
that
0 ≤ Φ(u) ≤ 1
q
, for all u ∈ H1. (1.2)
Now we aim to give a meaning to equation (1.1) when n ≥ 5 and to define its
solution Φ(u) in some suitable sense for all u ∈ H1. As already mentioned, (1.1)
is a priori not variational anymore in H1 when n ≥ 5 because of the cubic term
u2Φ(u). Adapting the ideas in Hebey [36] to the closed setting, we prove that we
can give a meaning to Φ when n ≥ 5 which, as shown in Section 3, will be sufficient
to get a variational characterisation of the first equation in (0.1).
Definition 1.1. Let u ∈ H1 be given. A function Φ(u) ∈ L∞ ∩H1 is said to be a
solution of (1.1) in the restricted weak sense if∫
M
〈∇Φ,∇ϕ〉gdvg +
∫
M
(m21 + q
2u2)Φϕdvg = q
∫
M
u2ϕdvg, (1.3)
for all ϕ ∈ H1 ∩ L∞.
When n = 3, 4, we can define Φ as a true variational solution of (1.1). It is then
locally Lipschitz, differentiable, and its differential DΦ(u) = Vu at u ∈ H1 is given
as the unique solution of
∆gVu(ϕ) +
(
m21 + q
2u2
)
Vu(ϕ) = 2qu (1− qΦ(u))ϕ
for all ϕ ∈ H1. When n ≥ 5, with the notion of weak solution given in Definition
1.1, we can prove that the following result holds true.
Lemma 1.1. Let (M, g) be a closed Riemannian n-manifold, n ≥ 5, q, m1 > 0.
There exists Φ : H1 → H1 such that
∆gΦ(u) + (m
2
1 + q
2u2)Φ(u) = qu2 (1.4)
in the restricted weak sense, and 0 ≤ Φ(u) ≤ 1q for all u ∈ H1. Moreover, Φ is
locally Ho¨lderian continuous with coefficient θn = min(
n−2
2(n−4) , 1).
Proof of Lemma 1.1. Let u ∈ H1 be given. Let Λ > 0 and uΛ = min(|u|,Λ). Then
uΛ ∈ L∞ and the equation
∆gΦΛ(u) + (m
2
1 + q
2u2Λ)ΦΛ(u) = qu
2
Λ (1.5)
has one and only one solution ΦΛ(u) ∈ H1. By the maximum principle, ΦΛ(u) ≥ 0
and writing
∆g
(
1
q
− ΦΛ(u)
)
+ (m21 + q
2u2Λ)
(
1
q
− ΦΛ(u)
)
=
m21
q
> 0,
we get that ΦΛ(u) ≤ 1q . We take now (Λp)p an increasing sequence of positive real
numbers such that Λp → +∞ as p→ +∞. For p, t ∈ N,
∆g(ΦΛp(u)− ΦΛt(u)) + (m21 + q2u2Λp)(ΦΛp(u)− ΦΛt(u))
= q(u2Λp − u2Λt)(1 − qΦΛt(u)) .
(1.6)
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We multiply (1.6) by ΦΛp(u)−ΦΛt(u) ∈ H1 and integrate overM . We assume first
n ≥ 6. Using a Ho¨lder inequality, and the Sobolev inequality, we get the existence
of C > 0, independent of p and t, such that
min(m21, 1)‖ΦΛp(u)− ΦΛt(u)‖2H1
≤ q
∫
M
|u2Λp − u2Λt ||ΦΛp(u)− ΦΛt(u)|dvg
≤ C‖uΛp − uΛt‖L2⋆‖u‖L2⋆‖ΦΛp(u)− ΦΛt(u)‖L2⋆/(2⋆−2)
≤ C‖u‖H1‖uΛp − uΛt‖H1‖ΦΛp(u)− ΦΛt(u)‖2
⋆−2
H1 ,
where we have used that 2⋆/(2⋆ − 2) ≥ 2⋆ when n ≥ 6. If we assume n = 5, then
‖ΦΛp(u)− ΦΛt(u)‖2H1 ≤ C‖u‖H1‖uΛp − uΛt‖H1‖ΦΛp(u)− ΦΛt(u)‖H1 ,
using Ho¨lder inequality, the Sobolev embedding theorem and that M has finite
volume. In any case, we get that (ΦΛp(u))p is a Cauchy sequence in H
1. Hence,
there exists Φ = Φ(u) ∈ H1 such that
ΦΛp(u)→ Φ in H1 ∩ Lq (1.7)
as p → +∞ for all q ≥ 1. Up to a subsequence, we may assume that ΦΛp → Φ
a.e. In particular, 0 ≤ Φ ≤ 1q and by (1.5) and (1.7), we get that Φ(u) satisfies
(1.4) in the restricted weak sense. There holds that Φ(u) is unique in H1 ∩ L∞.
Testing the equation satisfied by Φ(u) − Φ(v) in the restricted weak sense against
Φ(u)− Φ(v) ∈ H1 ∩ L∞, we get the same estimates as above, namely
‖Φ(u)− Φ(v)‖1/θnH1 ≤ C(‖u‖H1 + ‖v‖H1)‖u− v‖H1
for all u, v ∈ H1, where θn = 1 if n = 5 and θn = 1/(4− 2⋆) if n ≥ 6. This proves
Lemma 1.1. 
When n = 5, though the problem is not variational in H1, we can prove that
Φ(u) is actually a true weak solution in H1 of (1.4). Independently, whatever the
dimension is, multiplying by Φ(v)−Φ(u) the equation satisfied by Φ(v)−Φ(u), and
since 0 ≤ Φ ≤ 1q , we get that
‖Φ(u)− Φ(v)‖2H1 ≤ C‖u+ v‖L2‖v − u‖L2 (1.8)
for all u, v ∈ H1, where C > 0 is independent of u and v.
2. Non smooth convergence of the gauge and loss of phase
compensation in the critical case
We prove in this section that, in the model case of a bubble, the associated
gauge potentials are not controlled and we loose the key equation from which phase
compensation was established in Druet and Hebey [24] when n = 3, and Hebey and
Truong [37] when n = 4. Given a converging sequence (xα)α of points in M , and a
sequence (µα)α of positive real numbers such that µα → 0 as α → +∞, we define
the bubble of centers xα and weights µα as the sequence (Bα)α of functions given
by
Bα(x) =

 µα
µ2α +
dg(xα,x)2
n(n−2)


n−2
2
(2.1)
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for all α, and all x ∈ M , where dg is the distance associated to g. Bubbles are
constructed from the Caffarelli, Gidas and Spruck [12] classification of nonnegative
nontrivial solutions of the critical Euclidean equation ∆u = u2
⋆−1. Any C2 nonneg-
ative nontrivial solution of this equation is indeed, up to translations and scaling,
given by B(x) =
(
1 + λn|x|2
)−(n−2)/2
for all x ∈ M , where λn = 1/n(n − 2).
Obviously, there holds that
µ
n−2
2
α Bα
(
expxα(µαx)
)
= B(x) (2.2)
for all x ∈ Rn and all α ≫ 1. The first result we prove in this section is the
following.
Lemma 2.1. Let (M, g) be a closed Riemannian n-manifold, n ≥ 5, (uα)α and
(vα)α be sequences of smooth positive functions in M such that vα = Φ(uα), where
Φ is as in (1.4). Let (µα)α be a sequence of positive real numbers converging to
zero, and (xα)α be a converging sequence of points in M . Assume
µ
n−2
2
α uα
(
expxα(µαx)
)→ u˜0(x) (2.3)
in C0loc(R
n) as α→ +∞, where u˜0 is a given positive C1-function in Rn. Then
vˆα → 1
q
in Lploc(R
n) (2.4)
for all p ∈ [1,+∞), and a.e., as α → +∞, where vˆα is the function given by
vˆα(x) = vα(expxα(µαx)) for x ∈ Rn.
Proof of Lemma 2.1. By Lemma 1.1, 0 ≤ vα = Φ(uα) ≤ 1q and we only need to
prove the almost everywhere convergence in (2.4). Let wα be given by wα =
1
q −vα.
As for the vα’s, we have 0 ≤ wα ≤ 1q over M for all α. By (1.4), wα satisfies that
∆gwα + (m
2
1 + q
2u2α)wα =
m21
q
.
Let δ > 0 be small. We set for x ∈ B0(δ/µα) ⊂ Rn,
wˆα(x) = wα
(
expxα(µαx)
)
,
uˆα(x) = uα
(
expxα(µαx)
)
,
gˆα(x) =
(
exp⋆xα g
)
(µαx),
(2.5)
so that gˆα → ξ (ξ the Euclidean metric in Rn) in C2loc(Rn), as α→ +∞ and
∆gˆα wˆα + (m
2
1 + q
2uˆ2α)µ
2
αwˆα =
m21
q
µ2α (2.6)
in B0(δ/µα). Let now R > 0 be given. By the maximum principle, using wˆα ≤ 1q ,
(2.3), and (2.6), we get that for α large enough
0 ≤ wˆα ≤ w¯α, (2.7)
where w¯α is the solution of{
∆gˆα w¯α +
CR
µn−4α
w¯α =
m21
q µ
2
α in B0(R),
w¯α =
1
q on ∂B0(R),
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where we can choose
CR =
q2
2
inf
B0(R)
u˜20 > 0 .
Since R is any positive constant, it follows from (2.7) that Lemma 2.1 is proved if
we get that
w¯α → 0 a.e. in B0(R/2) (2.8)
as α → +∞. To get this result, we decompose the w¯α’s in a quasi-harmonic part
with nonzero Dirichlet boundary condition, and a quasi-Poisson part with zero
Dirichlet boundary condition. More precisely, we write w¯α = w¯1,α + w¯2,α, where{
∆gˆα w¯1,α +
CR
µn−4α
w¯1,α = 0 in B0(R)
w¯1,α =
1
q on ∂B0(R),
(2.9)
and {
∆gˆα w¯2,α +
CR
µn−4α
w¯2,α =
m21
q µ
2
α in B0(R)
w¯2,α = 0 on ∂B0(R).
(2.10)
Multiplying (2.10) by w¯2,α, and integrating over B0(R), we get that w¯2,α → 0 in
H1(B0(R)). Then, by elliptic theory, as developed in Gilbarg and Tru¨dinger [34],
we get that
w¯2,α → 0 in C0 (B0 (R/2)) . (2.11)
By the maximum principle, we also have that
0 ≤ w¯1,α ≤ 1
q
in B0(R) (2.12)
for all α. Since n ≥ 5, µ4−nα → +∞ as α→ +∞, and, up to a subsequence, we can
assume that the sequence (µ4−nα )α is increasing. Then, by the maximum principle
and (2.9), for any x ∈ B0(R), the sequence (w¯1,α(x))α decreases. In particular, it
converges to a limit w¯1(x), with 0 ≤ w¯1(x) ≤ 1/q. Moreover, we get from (2.9)
that if ϕ a smooth function with compact support in B0(R), there holds :∫
B0(R)
(
∆gˆαϕ+
CR
µn−4α
ϕ
)
w¯1,αdvgˆα = 0
and then, using the dominated convergence theorem for α→ +∞ and (2.12),
µ4−nα
∫
B0(R)
ϕw¯1,αdvgˆα = µ
4−n
α
(∫
B0(R)
ϕw¯1dvξ + o(1)
)
= O(1).
As a conclusion, since n ≥ 5 and µα → 0 as α → +∞, we get that w¯1 = 0 a.e. in
B0
(
R
2
)
and then, we get (2.8) using (2.11). This ends the proof of Lemma 2.1. 
As shown in Druet and Hebey [24] and Hebey and Truong [37], phase compen-
sation holds true when n = 3, 4. Let Φ be as in (1.4), and (Bα)α be as in (2.1).
Since 0 ≤ Φ ≤ 1q , there holds that
0 ≤
∫
M Φ(Bα)B
2
αdvg∫
M
B2αdvg
≤ 1
q
(2.13)
for all α. Phase compensation when n = 3, 4 expresses the fact that in these
dimensions, the ratio in (2.13) converges to zero as α → +∞. We prove in what
follows that the limit of the ratio in (2.13) jumps from 0 to 1q when n ≥ 5 and thus
that, in this sense, we lose phase compensation.
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Corollary 2.1 (Loss of phase compensation). Let (M, g) be a closed Riemannian
n-manifold, n ≥ 5. Then, contrary to the 3 and 4-dimensional cases,
lim
α→+∞
∫
M Φ(Bα)B
2
αdvg∫
M
B2αdvg
=
1
q
, (2.14)
where (Bα)α is as in (2.1), and Φ is as in (1.4).
Proof of Corollary 2.1. By (2.2) and Lemma 2.1, if we let vα = Φ(Bα), and define
vˆα to be the function given by vˆα(x) = vα(expxα(µαx)) for x ∈ Rn, then vˆα → 1q
in Lploc(R
n) and a.e. as α → +∞. In particular, we can write by the dominated
convergence theorem that for δ > 0 sufficiently small,∫
M
vαB
2
αdvg =
∫
Bxα (δ)
vαB
2
αdvg +O(µ
n−2
α ),
= µ2α
∫
B0(δ/µα)
vˆαB
2dvgˆα + o(µ
2
α),
=
µ2α
q
∫
B0(δ/µα)
B2dvgˆα + o(µ
2
α),
(2.15)
where B is as in (2.2), and gˆα is as in (2.5). Independently,∫
M
B2αdvg =
∫
Bxα (δ)
B2αdvg +O(µ
n−2
α ),
= µ2α
∫
B0(δ/µα)
B2dvgˆα + o(µ
2
α),
(2.16)
and we get (2.14) by combining (2.15) and (2.16). This ends the proof of Corollary
2.1. 
We prove now that in the critical case of (0.1), when n ≥ 5, we cannot hope
for a C1, and even a C0, convergence of the potentials in the leading equation of
(0.1) when dealing with blowing-up sequences of solutions (uα, vα) of such systems.
More precisely, we let uα and vα be smooth positive functions such that{
∆guα +m
2
0uα = u
2⋆−1
α + ω
2
α(1− qvα)2uα
∆gvα + (m
2
1 + q
2u2α)vα = qu
2
α
(2.17)
for all α, where (ωα)α is a converging sequence in (−m0,+m0). We assume that
(uα)α is bounded in H
1. When n = 3, elliptic theory gives that (vα)α is bounded
in C0,θ for some θ ∈ (0, 1), and thus, up to a subsequence, the vα’s converge in C0
as α→ +∞. We claim that the convergence stops to hold true when n ≥ 5.
Corollary 2.2 (Non C0-convergence of the vα’s). Let (M, g) be a closed Rie-
mannian n-manifold, n ≥ 5, (ωα)α be a converging sequence in (−m0,+m0), and
uα, vα > 0 be smooth positive functions satsifying (2.17) for all α. Assume that
(uα)α is bounded in H
1, and that ‖uα‖L∞ → +∞ as α→ +∞. Then there are no
subsequences of (vα)α which converge in C
0.
Proof of Corollary 2.2. We assume by contradiction that, up to a passing to a sub-
sequence, vα → v in C0. The sequence (uα)α is bounded in H1 and, by (2.17), it
satisfies an equation like
∆guα + hαuα = u
2⋆−1
α ,
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where (hα)α converges in L
∞. In particular, the H1-theory of Struwe [49] applies,
see also Hebey [35] for an exposition in book form in this particular context, and
we get that
uα = u∞ +
k∑
i=1
Biα +Rα (2.18)
for all α, where u∞ ∈ H1 is a weak solution of ∆gu + hu = u2⋆−1, h = limhα,
k ∈ N, the (Biα)α’s are bubbles as in (2.1), and Rα → 0 in H1 as α→ +∞. By the
Tru¨dinger [50] regularity theory, u∞ ∈ Hp2 for all p ≥ 1. By the second equation in
(2.17), the sequence (vα)α is bounded in H
1. Up to passing to a subsequence, we
may assume that uα → u∞ in L2+ε for ε > 0 sufficiently small, and that vα ⇀ v in
H1. Then we get that v solves
∆gv + (m
2
1 + q
2u2∞)v = qu
2
∞
and by regularity theory, v is C3. If x0 is a point where v is maximum, ∆gv(x0) ≥ 0,
and we thus get that
v ≤ qu∞(x0)
2
m21 + q
2u∞(x0)2
. (2.19)
The assumption ‖uα‖L∞ → +∞ as α → +∞ and an adaptation of the Tru¨dinger
argument [50] imply that k ∈ N⋆ in (2.18). Let µα = mini µi,α, where the µi,α’s
are the weights of the bubbles in (2.18). Up to renumbering, and up to passing to
a subsequence, we can assume that µα = µ1,α for all α. We let the xα’s be the
centers of the bubble (B1α)α. By rescaling arguments, proceeding as in Proposition
7.1 in Hebey [35],
µ
n−2
2
α uα(expxα(µαx))→ B(x) (2.20)
in C1loc(R
n) as α → +∞, where B is as in (2.2). By (2.20) we can apply Lemma
2.1. In particular, we get that if x1 is the limit of the xα’s, then v(x1) =
1
q , a
contradiction with (2.19) which implies that v < 1q everywhere in M . This ends
the proof of Corollary 2.2. 
A typical example where Corollary 2.2 applies is when (M, g) = (Sn, g) is the
unit n-sphere, ωα = 0 for all α, vα = Φ(uα), where Φ is as in (1.4), m
2
0 =
n(n−2)
4 ,
and
uα(x) =
(
n(n− 2)
4
(β2α − 1)
)n−2
4
(βα − cos(dg(x0, x)))− n−22 (2.21)
for all α, some x0 ∈ Sn, and βα’s such that βα > 1 for all α, and βα → 1 as
α→ +∞.
3. Differentiablity of the auxiliary energy
We return in this section to the map Φ we constructed in (1.4) and prove that
despite the fact that Φ is not a priori differentiable, the map Ψ : H1 → R given by
Ψ(u) =
1
2
∫
M
(1− qΦ(u))u2dvg (3.1)
is C1 with a nice differential given by the jumping of the square power on u to
a square power on 1 − qΦ(u). More precisely, we prove that the following lemma
holds true.
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Lemma 3.1. Let (M, g) be a closed Riemannian n-manifold, n ≥ 5. Let also q,
m1 > 0, Φ : H
1 → H1 be as in (1.4), and Ψ : H1 → R be defined by (3.1). Then
Ψ is C1 in H1 and
DΨ(u).(ϕ) =
∫
M
(1− qΦ(u))2uϕdvg (3.2)
for all u, ϕ ∈ H1.
Proof of Lemma 3.1. It suffices to discuss the differentiability of
ΨR(u) =
∫
M
u2Φ(u)dvg .
We compute
ΨR(u + ϕ) =
∫
M
u2Φ(u + ϕ)dvg + 2
∫
M
uϕΦ(u)dvg + o(‖ϕ‖H1) (3.3)
since, using Ho¨lder inequality, and the inequality 0 ≤ Φ ≤ 1/q, there holds that∫
M
|uϕ(Φ(u+ ϕ)− Φ(u))|dvg
≤ ‖u‖L2⋆‖ϕ‖L2⋆‖Φ(u+ ϕ)− Φ(u)‖
L
2⋆
2⋆−2
≤ C‖u‖L2⋆‖ϕ‖L2⋆‖Φ(u+ ϕ)− Φ(u)‖L2⋆ if 5 ≤ n ≤ 6,
≤ C‖u‖L2⋆‖ϕ‖L2⋆‖Φ(u+ ϕ)− Φ(u)‖2
⋆−2
L2⋆
if n ≥ 7.
(3.4)
Testing the equations satisfied by Φ(u) and Φ(u + ϕ) in the restricted weak sense
against Φ(u+ ϕ) and Φ(u) ∈ L∞ ∩H1, we can write that∫
M
〈∇Φ(u),∇Φ(u + ϕ)〉dvg +m21
∫
M
Φ(u)Φ(u + ϕ)dvg
+ q2
∫
M
u2Φ(u)Φ(u+ ϕ)dvg = q
∫
M
u2Φ(u+ ϕ)dvg
and that∫
M
〈∇Φ(u),∇Φ(u + ϕ)〉dvg +m21
∫
M
Φ(u)Φ(u + ϕ)dvg
+ q2
∫
M
Φ(u+ ϕ)Φ(u)(u2 + 2uϕ)dvg = q
∫
M
Φ(u)(u2 + 2uϕ)dvg + o(‖ϕ‖H1) .
We eliminate the gradient terms in these two equations and get that∫
M
u2Φ(u+ ϕ)dvg =ΨR(u) + 2
∫
M
ϕuΦ(u) (1− qΦ(u)) dvg
+ 2q
∫
M
Φ(u)uϕ(Φ(u)− Φ(u+ ϕ))dvg + o(‖ϕ‖H1).
Proceeding as in (3.4), it follows from the Sobolev inequality that∫
M
u2Φ(u+ ϕ)dvg = ΨR(u) + 2
∫
M
uϕΦ(u)(1 − qΦ(u))dvg + o(‖ϕ‖H1).
Using now (3.3), we get
Ψ(u+ ϕ) = Ψ(u) +
∫
M
(1− qΦ(u))2uϕdvg + o(‖ϕ‖H1)
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for u, ϕ ∈ H1, and (3.2) holds true. The continuity of DΨ easily follows from the
continuity of Φ. Lemma 3.1 is proved. 
4. Existence of mountain pass solutions
Formally, solutions of (0.1) are critical points of the functional S defined by
S(u, v) =
1
2
∫
M
|∇u|2dvg − ω
2
2
∫
M
|∇v|2dvg + m
2
0
2
∫
M
u2dvg
− ω
2m21
2
∫
M
v2dvg − 1
2⋆
∫
M
updvg − ω
2
2
∫
M
u2(1− qv)2dvg.
We face here two major difficulties : the functional S is strongly indefinite (because
of the competition between u and v) and it does not make sense for all u, v ∈ H1
when n ≥ 5 (since then 2⋆ < 4). For instance, the expression ∫M u2v2dvg of the
last term of S does not make sense for all u, v ∈ H1. We let Φ be defined as in
(1.4) and introduce the functional I : H1 → R given by
I(u) =
1
2
∫
M
|∇u|2dvg + m
2
0
2
∫
M
u2dvg
− 1
p
∫
M
(u+)pdvg − ω
2
2
∫
M
(1 − qΦ(u))u2dvg ,
(4.1)
where u+ = max(u, 0), and p ∈ (2, 2⋆]. The functional makes sense in any dimension
since 0 ≤ Φ ≤ 1q , it is C1 by Lemma 3.1, and still by Lemma 3.1, if u is a nonnegative
critical point of I, then (u,Φ(u)) solves (0.1). We define a mountain pass solution
in Definition 4.1 below. The mountain-pass lemma we refer to in this definition is
the one given in Ambrosetti and Rabinowitz [1].
Definition 4.1. A couple (u, v) is a mountain-pass solution of (0.1) if u ∈ H1,
v = Φ(u), with Φ given in Lemma 1.1, and u is obtained from I, defined in (4.1),
by the mountain-pass lemma from 0 to u1 ∈ H1, where I(u1) < 0.
When p ∈ (2, 2⋆) the existence part in Theorem 0.1 very easily follows from the
mountain pass lemma of Ambrosetti and Rabinowitz [1] and the compactness of
the embedding H1 ⊂ Lp. We very briefly discuss the proof in what follows.
Proof of the existence part in Theorem 0.1. By Lemma 3.1, the function I defined
by (4.1) is C1 in H1 . Obviously, since p > 2, and since 0 ≤ Φ ≤ 1q and ω2 < m20,
there exist ρ1, ρ2 > 0, ρ1 ≪ 1, such that I(u) ≥ ρ2 for all u ∈ H1 satisfying that
‖u‖H1 = ρ1. Let u¯0 ∈ H1, u¯+0 6≡ 0 and T0 ≫ 1 be such that I(T0u¯0) < 0. Since
I(0) = 0 and I(T0u¯0) < 0, we can apply the mountain-pass lemma of Ambrosetti
and Rabinowitz [1], and we get that there exists a Palais-Smale sequence (uα)α at
level
c = inf
γ∈Γ
sup
u∈γ
I(u) ,
where Γ stands for the set of continuous paths from 0 to T0u¯0. Writing that
DI(uα).(u
−
α ) = o (‖u−α‖H1), we get that u−α → 0 in H1 as α→ +∞. Following the
classical scheme in Bre´zis and Nirenberg [11], it follows that the sequence (uα)α is
bounded in H1. By the Rellich-Kondrakov theorem, passing to a subsequence, we
get that there exists u ∈ H1 such that uα ⇀ u in H1, uα → u in Lp, and uα → u
a.e. By (1.8), Φ(uα)→ Φ(u) in H1, and we conclude with very standard arguments
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that (u,Φ(u)) is the mountain pass solution we look for. This ends the proof of the
existence part in Theorem 0.1. 
In the critical case where p = 2⋆, the above proof needs to be refined. The
following result follows from applying the mountain pass lemma of Ambrosetti and
Rabinowitz [1] together with arguments from Aubin [2] and Bre´zis and Nirenberg
[11]. We letKn be the sharp constant for the standard Euclidean Sobolev inequality
‖u‖L2⋆ ≤ Kn‖∇u‖L2 with u ∈ H1(Rn). The explicit value of Kn is known and
given by n(n − 2)ω2/nn K2n = 4, where ωn is the volume of the unit n-sphere Sn
endowed with its canonical metric. A compact version of this sharp inequality is in
Hebey and Vaugon [38].
Lemma 4.1. Let u¯0 ∈ H1, u¯+0 6≡ 0, and T0 ≫ 1 be such that I(T0u¯0) < 0. Let
p = 2⋆ and
c = inf
γ∈Γ
sup
u∈γ
I(u) , (4.2)
where Γ stands for the set of continuous paths from 0 to T0u¯0. Assume that
c <
1
nKnn
. (4.3)
Then there exists a smooth mountain-pass solution (u, v) of (0.1), with u, v > 0 in
M .
Proof of Lemma 4.1. First, we apply the mountain-pass lemma to get u. By Lemma
3.1, the function I defined by (4.1) is C1 in H1 . Obviously, since p > 2, and since
0 ≤ Φ ≤ 1q and ω2 < m20, there exist ρ1, ρ2 > 0, ρ1 ≪ 1, such that I(u) ≥ ρ2 for all
u ∈ H1 satisfying that ‖u‖H1 = ρ1. Since I(0) = 0 and I(T0u¯0) < 0, we can apply
the mountain-pass lemma of Ambrosetti and Rabinowitz [1], and we get that there
exists a sequence (uα)α of functions in H
1 such that
I(uα)→ c, (4.4)
DI(uα)→ 0 in (H1)′, (4.5)
DI(uα).(uα) = o(‖uα‖H1), (4.6)
as α→ +∞, where c is as in (4.2). Applying (4.5) to the (u−α )’s and using ω2 < m20,
we get that
u−α → 0 in H1 (4.7)
as α → +∞. Using (4.7), 0 ≤ Φ(uα) ≤ 1/q, the Sobolev and Ho¨lder inequalities,
we get combining (4.4) and (4.6) that(
1
2
− 1
2⋆
)∫
M
|uα|2⋆dvg = c+ o(1) + o(‖uα‖H1) +O
(‖uα‖2L2⋆ ) .
As a consequence, we get ‖uα‖L2⋆ ≤ C + o(‖uα‖H1) for C > 0 independent of α,
and then
‖uα‖H1 = O(1) (4.8)
by using (4.6), (4.7) and m20 > ω
2 again. Up to a subsequence, there exists u ∈ H1
such that
uα ⇀ u weakly in H
1,
uα → u in L2,
uα → u and (u+α )→ (u+) a.e.
(4.9)
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Thus, by (4.7), we have u ≥ 0. By the Sobolev embedding theorem and (4.8), the
sequence ((u+α )
2⋆−1)α is bounded in L
2⋆
2⋆−1 and by (4.9), we get (u+α )
2⋆−1 ⇀ u2
⋆−1,
weakly in L
2⋆
2⋆−1 as α → +∞. Then, using (1.8), (3.2) and (4.9), letting α go to
+∞ in (4.5), we get that for any ϕ ∈ H1∫
M
〈∇u,∇ϕ〉gdvg +m20
∫
M
uϕdvg
=
∫
M
u2
⋆−1ϕdvg + ω
2
∫
M
u(1− qΦ(u))2ϕdvg,
(4.10)
where u is as in (4.9). In other words, u satisfies the first equation of (0.1) in a weak
sense. It remains to prove that u 6≡ 0. We assume by contradiction that u ≡ 0. By
(4.8), up to a subsequence, we can assume that for some t ≥ 0,∫
M
|∇uα|2dvg → t (4.11)
as α→ +∞. Then, using (4.6), (4.7), 0 ≤ Φ(uα) ≤ 1/q and (4.9), we can write∫
M
u2
⋆
α dvg → t (4.12)
as α→ +∞. Using now (4.3) and (4.4), we have
0 <
t
n
= c <
1
nKnn
, (4.13)
where t is as in (4.11) and (4.12). On the other hand, keeping in mind that u ≡ 0
and writing the optimal Sobolev inequality in Hebey and Vaugon [38] for the uα’s,
we get
t
2
2⋆ ≤ K2nt . (4.14)
In particular, we get a contradiction with (4.13). This proves that u 6≡ 0. General
regularity results as in Gilbarg and Tru¨dinger [34], the Tru¨dinger [50] critical regu-
larity result, and the maximum principle then apply. In particular, u and v = Φ(u)
are smooth, positive in M , and they satisfy (0.1). This proves Lemma 4.1. 
We use now the test functions introduced by Aubin [2]. Given x0 ∈ M , ε > 0
and ρ0 > 0, we define, for x ∈M , the function uε by
uε(x) =
(
ε
ε2+r2
)n−2
2 −
(
ε
ε2+ρ20
)n−2
2
if r ≤ ρ0,
uε(x) = 0 if r ≥ ρ0,
(4.15)
where r = dg(x, x0) is the geodesic distance induced in M by the metric g. Then,
computing as in Aubin [2], for any λ ∈ R :
Iλ(uε) =
1
K2n
(
1− C1
(
n− 2
4(n− 1)Sg(x0)− λ
)
ε2 + o(ε2)
)
for n ≥ 5, (4.16)
as ε→ 0, where
Iλ(u) =
∫
M (|∇u|2 + λu2)dvg
(
∫
M
|u|2⋆)2/2⋆ (4.17)
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for u ∈ H1\{0}, and C1, C2 > 0 are independent of ε. There also holds∫
M
u2
⋆
ε dvg =
∫
Rn
(
1
1 + |x|2
)n
dx+ o(1),∫
M
|∇uε|2dvg = n(n− 2)
∫
M
u2
⋆
ε dvg + o(1)
(4.18)
as ε→ 0. We are now in position to prove the existence part in Theorem 0.2.
Proof of the existence part in Theorem 0.2. By Druet and Hebey [24] and Hebey
and Truong [37], we only need to address the case n ≥ 5. By (0.2), we can choose
x0 ∈M such that
m20 <
n− 2
4(n− 1)Sg(x0). (4.19)
Let (εα)α be a sequence of positive real numbers such that εα → 0 as α → +∞,
uα = uεα , where uεα is given in (4.15), and H be the functional defined in H1 by
H(u) = 1
2
∫
M
|∇u|2dvg + m
2
0
2
∫
M
u2dvg − 1
2⋆
∫
M
|u|2⋆dvg. (4.20)
By (4.18), there exists T0 ≫ 1 such that I(T0uα) < 0 for all α ≫ 1, where I is as
in (4.1). Using (4.16), we can choose α sufficiently large to have, setting u¯0 = uα,
Im20(u¯0) <
1
K2n
, (4.21)
where Im20 is given in (4.17). There holds that
max
0≤t≤T0
I(tu¯0) ≤ max
0≤t≤T0
H(tu¯0) ≤ 1
n
Im20(u¯0)
n
2 <
1
nKnn
, (4.22)
whereH is defined in (4.20). We get the first inequality since u¯0 is non-negative and
0 ≤ Φ(u¯0) ≤ 1q (Lemma 1.1), the second one comes from maximizing the function
t 7→ H(tu¯0) on R+ and the last one is given by (4.21). In particular, Lemma 4.1
applies, and this ends the proof of the existence part in Theorem 0.2. 
Existence of solutions and semiclassical limits for systems like (0.1), in Euclidean
space, have been investigated by D’Aprile and Mugnai [16, 15], D’Aprile and Wei
[17, 18], D’Avenia and Pisani [19], D’Avenia, Pisani and Siciliano [21, 20], Azzollini,
Pisani and Pomponio [3], Azzollini and Pomponio [4], Benci and Bonanno [5], Benci
and Fortunato [7, 8, 9, 10], Cassani [13], Georgiev and Visciglia [31] and Mugnai
[45, 46].
5. A Priori bounds in the subcritical case
Let (ωα) be a sequence in (−m0,m0) such that ωα → ω as α → +∞ for some
ω ∈ [−m0,m0]. Also let p ∈ (2, 2⋆) and ((uα, vα))α be a sequence of smooth positive
solutions of (0.1) with phase ωα. Then,{
∆guα +m
2
0uα = u
p−1
α + ω
2
α(1 − qvα)2uα,
∆gvα + (m
2
1 + q
2u2α)vα = qu
2
α,
(5.1)
for all α. By the Lemma 1.1, 0 ≤ vα ≤ 1q for all α. Assume by contradiction that
max
M
uα → +∞ (5.2)
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as α→ +∞. Let xα ∈M and µα > 0 given by
uα(xα) = max
M
uα = µ
− 2
(p−2)
α .
By (5.2), µα → 0 as α→ +∞. Define u˜α by
u˜α(x) = µ
2
p−2
α uα
(
expxα(µαx)
)
and gα by gα(x) =
(
exp⋆xα g
)
(µαx) for x ∈ B0(δµ−1α ), where δ > 0 is small. Since
µα → 0, we get that gα → ξ in C2loc(Rn) as α→ +∞. Moreover, by (5.1)
∆gα u˜α + µ
2
αm
2
0u˜α = u˜
p−1
α + µ
2
αω
2
α(1− qvˆα)2u˜α , (5.3)
where vˆα is given by vˆα(x) = vα
(
expxα(µαx)
)
. We have u˜α(0) = 1 and 0 ≤ u˜α ≤ 1.
By (5.3) and standard elliptic theory arguments, we can write that, after passing
to a subsequence, u˜α → u in C1,θloc (Rn) as α → +∞ for some θ ∈ (0, 1), where u is
such that u(0) = 1 and 0 ≤ u ≤ 1. Then,
∆u = up−1
in Rn, where ∆ is the Euclidean Laplacian. It follows that u is actually smooth
and positive, and, since 2 < p < 2⋆, we get a contradiction with the Liouville result
of Gidas and Spruck [33]. As a conclusion, (5.2) is not possible and there exists
C > 0 such that
uα + vα ≤ C (5.4)
in M for all α. Coming back to (5.1), it follows that the sequences (uα)α and (vα)α
are actually bounded in H2,s for all s. Classical subcritical bootstrap argument
and the Sobolev embeddings give that they are also bounded in C2,θ˜, 0 < θ˜ < 1.
This ends the proof of the uniform bounds in Theorem 0.1.
6. Blow-up theory in the critical case - Bounded potentials.
In what follows, we let (M, g) be a closed Riemannian n-manifold, n ≥ 5,
m0,m1, q > 0, and (ωα)α be a sequence in (−m0,m0) such that ωα → ω as α→ +∞
for some ω ∈ [−m0,m0]. Also, we let ((uα, vα))α be a sequence of smooth positive
solutions of (0.1) in the critical case p = 2⋆ with phases ωα. Namely{
∆guα +m
2
0uα = u
2⋆−1
α + ω
2
α(1− qvα)2uα,
∆gvα + (m
2
1 + q
2u2α)vα = qu
2
α,
(6.1)
for all α. Recall that we have a uniform bound in L∞ for the vα’s, to be more
precise 0 ≤ vα ≤ 1q for all α. In particular, if we let
hα = m
2
0 − ω2α(qvα − 1)2 , (6.2)
then ‖hα‖L∞ ≤ C for all α, where C > 0 is independent of α. We assume here that
max
M
uα → +∞ (6.3)
as α → +∞. Then, a priori, see Corollary 2.2, the hα’s do not converge in L∞.
We let (xα)α be a sequence of points in M and (ρα)α be a sequence of positive
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real numbers, with 0 < ρα < ig/7, where ig is the injectivity radius of (M, g). We
assume that the xα’s and ρα’s satisfy

∇uα(xα) = 0 for all α,
dg(xα, x)
n−2
2 uα(x) ≤ C for all x ∈ Bxα(7ρα) and all α,
limα→+∞ ρ
n−2
2
α sup
Bxα (6ρα)
uα = +∞.
(6.4)
We let µα be given by
µα = uα(xα)
− 2n−2 (6.5)
and let u0 be given by
u0(x) =

 1
1 + |x|
2
n(n−2)


n−2
2
(6.6)
for all x ∈ Rn. The uα’s satisfy the stationary Schro¨dinger equation
∆guα + hαuα = u
2⋆−1
α (6.7)
for all α, where hα is as in (6.2), and by Lemma 1.1, as already mentioned, there
exists C > 0 such that ‖hα‖L∞ ≤ C for all α. The L∞-bound on the potentials in
(6.7) makes that we can apply the C0-estimates proved in Chapter 6 of the book
of Hebey [35] (see Druet [22], Druet, Hebey, Robert [26], Druet, Hebey and Ve´tois
[28], Li-Zhu [42], and Li-Zhang [41, 43, 44] for original references). In particular,
Lemma 6.1 and Proposition 6.1 below hold true. First we state Lemma 6.1.
Lemma 6.1 (See Hebey [35]). Let (M, g) be a closed Riemannian n-manifold,
n ≥ 5, and ((uα, vα))α be a sequence of smooth positive solutions of (6.1), such
that (6.3) holds true. Let (xα)α and (ρα)α be such that (6.4) holds true. After
passing to a subsequence
ρα
µα
→ +∞ and µα → 0 (6.8)
as α→ +∞, where µα is given by (6.5), and
µ
n−2
2
α uα
(
expxα(µα.)
)→ u0, (6.9)
in C1loc(R
n) as α→ +∞, where u0 is given by (6.6).
In order to state Proposition 6.1 we need to introduce the range rα attached to
the uα’s. We define ϕα : [0, ρα)→ R+ by
ϕα(r) =
1
|∂Bxα(r)|
∫
∂Bxα (r)
uαdσg (6.10)
where |∂Bxα(r)| is the volume of the geodesic sphere of center xα. As a consequence
of Lemma 6.1, we have that
(µαr)
n−2
2 ϕ(µαr)→
(
r
1 + r
2
n(n−2)
)n−2
2
(6.11)
in C1loc(R+) as α→ +∞. Then we define rα ∈ [2R0µα, ρα] by
rα = sup
{
r ∈ [2R0µα, ρα] s.t.
(
s
n−2
2 ϕα(s)
)′
≤ 0 in [2R0µα, r]
}
, (6.12)
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where R20 = n(n− 2). Thanks to (6.11), we have that
rα
µα
→ +∞ (6.13)
as α→ +∞, while the definition of rα gives that
r
n−2
2 ϕα is non-increasing in [2R0µα, rα] (6.14)
and that (
r
n−2
2 ϕα(r)
)′
(rα) = 0 if rα < ρα. (6.15)
Proposition 6.1 gives sharp pointwise estimates on the uα’s at a distance like rα of
xα (an infinitesimal version of the C
0-estimates in Druet, Hebey and Robert [26]).
Proposition 6.1 (See Hebey [35]). Let (M, g) be a closed Riemannian n-manifold,
n ≥ 5, and ((uα, vα))α be a sequence of smooth positive solutions of (6.1), such that
(6.3) holds true. Let (xα)α and (ρα)α be such that (6.4) holds true. Let R > 0 be
such that Rrα ≤ 6ρα for all α ≫ 1. There exist C > 0 and (εα)α a sequence of
positive real numbers such that, after passing to a subsequence,
uα(x) + dg(xα, x)|∇uα(x)| ≤ Cµ
n−2
2
α dg(xα, x)
2−n,
|uα(x)−Bα(x)| ≤ Cµ
n−2
2
α
(
r2−nα + dg(xα, x)
3−n
)
+ εαBα(x),
(6.16)
for all x ∈ Bxα
(
R
2 rα
) \{xα} and all α, where µα is as in (6.5), rα as in (6.12),
(Bα)α as in (2.1), and εα → 0 as α→ +∞.
We refer to Hebey [35] for the proofs of Lemma 6.1 and Proposition 6.1. Now
we aim in applying to our situation the classical scheme for stability, as developed
in Druet [22] (see also Hebey [35]), but face the serious difficulty that, contrary
to what is a priori required by this scheme, and as discussed in Section 2, we do
not have any C1-control on the vα’s, and thus on the hα’s in (6.7). The loss of
sufficiently smooth control may of course reverse the stability issue and transform
an a priori stable situation into an unstable situation (see Druet and Laurain [29]
or Druet, Hebey and Laurain [25] for results in this direction). We settle this loss
of control on the derivatives in the next section thanks to the very special form of
the equations in (0.1) and the idea developed in Lemma 2.1.
7. Blow-up theory in the critical case - Sharp asymptotics
Once more we let (M, g) be a closed Riemannian n-manifold, n ≥ 5, m0,m1, q >
0, and (ωα)α be a sequence in (−m0,m0) such that ωα → ω as α → +∞ for some
ω ∈ [−m0,m0]. Also, we let ((uα, vα))α be a sequence of smooth positive functions
satisfying (6.1) for all α, and satisfying (6.3). At last we let the xα’s and ρα’s
be points in M and positive real numbers which satisfy (6.4). We continue the a
priori asymptotic analysis of the blowing-up sequence (uα)α around the theoretical
concentration points xα we initiated in the preceding section. We let µα be given
by (6.5) and define vˆα to be such that
vˆα(x) = vα(expxα(µαx))
for x ∈ B0(ρα/µα) ⊂ Rn. By Lemma 6.1, we can apply Lemma 2.1. In particular
we get that the following result holds true.
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Lemma 7.1. For any p ∈ [1,+∞[,
vˆα → 1
q
in Lploc(R
n) (7.1)
and a.e. as α→ +∞.
Now we aim to get asymptotic formulas for the uα’s at the scale of the rα’s.
Here we use assumption (0.2) for the first time. The following proposition is the
key result of this section.
Proposition 7.1. Let (M, g) be a closed Riemannian n-manifold, n ≥ 5, and
((uα, vα))α be a sequence of smooth positive solutions of (6.1) such that (6.3) holds
true. We assume (0.2) holds true everywhere in M . Let (xα)α and (ρα)α be such
that (6.4) holds true. Then rα → 0 as α→ +∞,
rα = ρα (7.2)
for all α, and
rn−2α µ
−n−22
α uα
(
expxα(rαx)
)→ (n(n− 2))n−22|x|n−2 +H(x) (7.3)
in C1loc (B0(2)\{0}) as α → +∞, where µα is as in (6.5), rα as in (6.12), and H
is a harmonic function in B0(2) which satisfies that H(0) ≤ 0.
In order to prove Proposition 7.1, we let Xα be the 1-form given by
Xα(x) =
(
1− 1
6(n− 1)Rc
♯
g(x)(∇fα(x),∇fα(x))
)
∇fα(x) (7.4)
for x ∈M , where fα(x) = 12dg(xα, x)2, Rcg is the Ricci curvature tensor of g, and ♯
is the musical isomorphism. As is easily checked, the following estimates hold true
|Xα(x)| = O(dg(xα, x)),
divgXα(x) = n+O(dg(xα, x)
2),
∆g(divgXα)(x) =
n
n− 1Sg(x) +O(dg(xα, x)).
(7.5)
We define
R˜α =
∫
Bxα (rα)
(qvα − 1)2
{
uαXα(∇uα) + n− 2
2n
(divgXα)u
2
α
}
dvg, (7.6)
where, for a 1-form X and a smooth function u, X(∇u) = (X,∇u) = gijXi∇ju in
local coordinates. The Riemannian Pohozaev identity given in Hebey [35], when
applied to uα in Bxα(rα), gives that
m20
∫
Bxα (rα)
{
uαXα(∇uα) + n− 2
2n
(divgXα)u
2
α
}
dvg
+
n− 2
4n
∫
Bxα (rα)
(∆gdivgXα)u
2
αdvg = R˜α +Q1,α −Q2,α +Q3,α,
(7.7)
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where R˜α is as in (7.6),
Q1,α =
n− 2
2n
∫
∂Bxα (rα)
(divgXα)(∂νuα)uαdσg
−
∫
∂Bxα (rα)
(
1
2
Xα(ν)|∇uα|2 −Xα(∇uα)∂νuα
)
dσg,
Q2,α =
∫
Bxα (rα)
(
∇Xα − 1
n
(divgXα)g
)♯
(∇uα,∇uα)dvg,
Q3,α =
n− 2
2n
∫
∂Bxα (rα)
Xα(ν)u
2⋆
α dσg
− n− 2
4n
∫
∂Bxα (rα)
(∂ν(divgXα))u
2
αdσg ,
(7.8)
and, in the above expressions, ν is the unit outward normal to ∂Bxα(rα). We need
two intermediate lemmas before proving Proposition 7.1. The first lemma is as
follows.
Lemma 7.2. Let (M, g) be a closed Riemannian n-manifold, n ≥ 5, and ((uα, vα))α
be a sequence of smooth positive solutions of (6.1) such that (6.3) holds true. Let
(xα)α and (ρα)α be such that (6.4) holds true. Let rα be as in (6.12), µα as in (6.5),
Xα as in (7.4), and x¯0 be such that, up to a subsequence, xα → x¯0 as α → +∞.
Let R˜α be as in (7.6). Then there holds that
R˜α = o(µ2α) (7.9)
and we also have that∫
Bxα (rα)
{
uαXα(∇uα) + n− 2
2n
(divgXα)u
2
α
}
dvg = µ
2
α (−Cn + o(1)) ,∫
Bxα (rα)
(∆gdivgXα) u
2
αdvg = µ
2
α
(
nSg(x¯0)
n− 1 Cn + o(1)
)
,
(7.10)
where Cn =
∫
Rn
u20dx, u0 is as in (6.6), and Sg is the scalar curvature of g.
Proof of Lemma 7.2. For x ∈ B0(ρα/µα) ⊂ Rn we let
uˆα(x) = uα
(
expxα(µαx)
)
,
vˆα(x) = vα
(
expxα(µαx)
)
,
ϕˆα(x) = divg(Xα)
(
expxα(µαx)
)
,
ψˆα(x) = (Xα(∇uα))
(
expxα(µαx)
)
,
gˆα(x) =
(
exp⋆xα g
)
(µαx).
(7.11)
Also we define
Ψˆα(x) =
(
µ
n−2
2
α uˆα(x)
)
µ
n−2
2
α ψˆα(x) +
n− 2
2n
ϕˆα(x)
(
µ
n−2
2
α uˆα(x)
)2
. (7.12)
Since µα → 0, we get that gˆα → ξ in C2loc(Rn) as α→ +∞, where ξ is the Euclidean
metric in Rn. On the other hand, thanks to (6.9), (6.13) and (7.5), we can write
that
Ψˆα →
(
u0〈∇u0, x〉ξ + n− 2
2
u20
)
in C0loc(R
n), (7.13)
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where u0 is as in (6.6). Setting
Ψα = uαXα(∇uα) + n− 2
2n
(divgXα)u
2
α, (7.14)
we get by mixing (7.1) and (7.13) that∫
Bxα (µα)
(qvα − 1)2Ψαdvg = µ2α
∫
B0(1)
(qvˆα − 1)2Ψˆαdvgˆα ,
= o(µ2α).
(7.15)
Using now (6.16), we can write that there exists C > 0 independent of α such that∣∣∣Ψˆα(x)∣∣∣ ≤ C|x|2n−4 (7.16)
for all x ∈ B0
(
rα
µα
)
\B0(1). Then, since n ≥ 5 and 0 ≤ vˆα ≤ 1q , we get by (7.1),
(7.13), (7.16), and the Lebesgue’s dominated convergence theorem that∫
Bxα (rα)\Bxα (µα)
(qvα − 1)2Ψαdvg = µ2α
∫
B0(rα/µα)\B0(1)
(qvˆα − 1)2Ψˆαdvgˆα
= o(µ2α).
(7.17)
In particular, combining (7.15) and (7.17), we get that (7.9) holds true. Now, we
write that ∫
Bxα (rα)
Ψα(x)dvg(x) = µ
2
α
∫
B0( rαµα )
Ψˆα(x)dvgˆα (x),
and thus, using (6.13), (7.13), (7.16), and arguing as above, we get that∫
Bxα (rα)
{
uαXα(∇uα) + n− 2
2n
(divgXα)u
2
α
}
dvg
= µ2α
(∫
Rn
(
u0〈∇u0, x〉ξ + n− 2
2
u20
)
dx + o(1)
)
.
(7.18)
Integrating by parts, there holds that∫
Rn
(
u0〈∇u0, x〉ξ + n− 2
2
u20
)
dx = −
∫
Rn
u20dx. (7.19)
By (7.18) and (7.19), the first equation in (7.10) holds true. The second one holds
true the same way, using (6.16) and the third equation in (7.5). This ends the proof
of Lemma 7.2. 
The second lemma we need to prove Proposition 7.1 is the following. Its proof
only uses the fact that the sequence (hα)α in (6.2) and (6.7) is bounded in L
∞.
Then we can proceed as in Hebey [35] to prove it. We refer to Hebey [35] for the
proof of Lemma 7.3.
Lemma 7.3. Let (M, g) be a closed Riemannian n-manifold, n ≥ 5, and ((uα, vα))α
be a sequence of smooth positive solutions of (6.1) such that (6.3) holds true. Let
(xα)α and (ρα)α be such that (6.4) holds true. Let Q2,α be as in (7.8). Then
Q2,α = o(µ
2
α) + o(µ
n−2
α r
2−n
α ) , (7.20)
where µα is as in (6.5) and rα as in (6.12).
Now that we have Lemmas 7.2 and 7.3 we can prove Proposition 7.1.
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Proof of Proposition 7.1. Let R ≥ 6 be such that Rrα ≤ 6ρα for all α ≫ 1. We
assume first that rα → 0 as α→ +∞. Given x ∈ B0(R), we define
wα(x) = r
n−2
α µ
−n−22
α uα
(
expxα(rαx)
)
,
gα(x) =
(
exp⋆xα g
)
(rαx), and
h˜α(x) = hα
(
expxα(rαx)
)
,
(7.21)
where hα is as in (6.2). Since rα → 0 as α→ +∞, we have that gα → ξ in C2loc(Rn),
where ξ is the Euclidean metric. Thanks to Proposition 6.1, we also have that
|wα(x)| ≤ C|x|2−n (7.22)
in B0
(
R
2
) \{0}. By (6.1),
∆gαwα + r
2
αh˜αwα =
(
µα
rα
)2
w2
⋆−1
α (7.23)
in B0
(
R
2
)
. Using (6.13), the fact that (hα)α is bounded in L
∞, and standard elliptic
theory, we get that, after passing to a subsequence,
wα → w in C1loc (B0 (R/2) \{0}) (7.24)
as α → +∞, where w is non-negative and harmonic in B0
(
R
2
) \{0}. Thanks to
(7.22), we have that
|w(x)| ≤ C|x|2−n (7.25)
inB0
(
R
2
) \{0}. Thus, thanks to the Boˆcher theorem on singularities of non-negative
harmonic functions, we can write that
w(x) =
Λ
|x|n−2 +H(x), (7.26)
where Λ ≥ 0 and H is harmonic in the full ball, namely satisfies ∆H = 0 in B0
(
R
2
)
.
In order to see that Λ = (n(n − 2))n−22 , we integrate (7.23) in B0(1) and proceed
as in Hebey [35]. Now we prove that H(0) ≤ 0 and that rα → 0 as α → +∞. For
that purpose, we return to the Riemannian Pohozaev identity (7.7). By (6.13) and
(7.5),
Q3,α = O(µ
n
αr
−n
α ) +O(µ
n−2
α r
4−n
α ) = o(µ
n−2
α r
2−n
α ) + o(µ
2
α). (7.27)
By (7.20), Q2,α is known. By Lemma 7.2, the left hand side in (7.7) and R˜α are
known. In particular, we get with (7.7), (7.20), (7.27), and Lemma 7.2 that
Q1,α =
(∫
Rn
u20dx
)(
n− 2
4(n− 1)Sg(x¯0)−m
2
0
)
µ2α + o(µ
2
α) + o(µ
n−2
α r
2−n
α ), (7.28)
where xα → x¯0, as α→ +∞. By (6.16), (7.5) and the expression of Q1,α, we have
that
Q1,α = O(µ
n−2
α r
2−n
α ). (7.29)
By the assumption (0.2) of Theorem 0.2, since n ≥ 5, we get from (7.28) and (7.29)
that
rα → 0 (7.30)
as α → +∞. Then (7.24), (7.25) and (7.26) hold true and, as one can check, we
get in turn that
Q1,α = −
(
1
2
(n− 2)2ωn−1ΛH(0) + o(1)
)
µn−2α r
2−n
α . (7.31)
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Coming back to (7.28), it follows from (7.31) that
1
2
(n− 2)2ωn−1ΛH(0) = −Cn
(
n− 2
4(n− 1)Sg(x¯0)−m
2
0
)
lim
α→+∞
(
µ4−nα r
n−2
α
)
, (7.32)
where Cn =
∫
Rn
u20dx. Using again the assumption (0.2) of Theorem 0.2 we get
that
H(0) ≤ 0. (7.33)
At this point, it remains to prove that ρα = rα. If it is not the case, then rα < ρα
and we get with (6.15) that
(
r
n−2
2 ϕ(r)
)′
(1) = 0, where
ϕ(r) =
1
ωn−1rn−1
∫
∂B0(r)
wdσ =
(n(n− 2))n−22
rn−2
+H(0),
by (7.24), and (7.26). Hence H(0) = (n(n− 2))n−22 > 0 and we get a contradiction
with (7.33). This ends the proof of Proposition 7.1. 
8. A priori bounds in the critical case
We prove the a priori bound property in Theorem 0.2. We let (M, g) be a smooth
closed Riemannian n-manifold, n ≥ 5, m0,m1, q > 0 and (ωα)α be a sequence in
(−m0,m0) such that ωα → ω as α → +∞ for some ω ∈ [−m0,m0]. Also, we let
((uα, vα))α be a sequence of smooth positive functions satisfying (6.1) for all α, and
satisfying (6.3). We assume that (0.2) of Theorem 0.2 holds true everywhere in M .
At this point, the sequence (uα)α is not bounded in H
1, so we cannot apply the
H1-theory for blow-up. Instead, by Lemma 6.7 in Hebey [35], we get that there
exists C1 > 0 such that for any α, there exist Nα ∈ N⋆ and Nα critical points of
uα, denoted by {x1,α, ..., xNα,α} such that
dg(xi,α, xj,α)
n−2
2 uα(xi,α) ≥ 1 (8.1)
for all i, j ∈ {1, ..., Nα}, i 6= j, and(
min
i=1,...,Nα
dg(xi,α, x)
)n−2
2
uα(x) ≤ C1 (8.2)
for all x ∈M and all α. We define
dα = min
1≤i<j≤Nα
dg(xi,α, xj,α). (8.3)
If Nα = 1, we set dα =
1
4 ig, where ig is the injectivity radius of (M, g). In case
Nα ≥ 2, we reorder the xi,α’s such that
dα = dg(x1,α, x2,α) ≤ dg(x1,α, x3,α) ≤ ... ≤ dg(x1,α, xNα,α). (8.4)
We prove now that the dα’s do not converge to zero and thus that blow-up points
have to be isolated when we assume (0.2).
Proposition 8.1. Let (M, g) be a closed Riemannian n-manifold, n ≥ 5, and
((uα, vα))α be a sequence of smooth positive solutions of (6.1) such that (6.3) holds
true. We assume that (0.2) holds true. Then, up to a subsequence, the sequence
(dα)α converges to a positive constant, where dα is as in (8.3).
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Proof of Proposition 8.1. We proceed by contradiction and assume that dα → 0 as
α→ +∞. Then, Nα ≥ 2 for α large. We assume that the concentration points are
ordered in such a way that (8.4) holds true. We set for x ∈ B0(δd−1α ), 0 < δ < 12 ig
fixed,
uˇα(x) = d
n−2
2
α uα
(
expx1,α(dαx)
)
,
hˇα(x) = hα
(
expx1,α(dαx)
)
,
gˇα(x) =
(
exp⋆x1,α g
)
(dαx),
(8.5)
where hα is as in (6.2). We have gˇα → ξ in C2loc(Rn) as α → +∞ since dα → 0.
Thanks to the first equation in (6.1), we also have that
∆gˇα uˇα + d
2
αhˇαuˇα = uˇ
2⋆−1
α (8.6)
in B0(δd
−1
α ). For any R > 0, we let 1 ≤ NR,α ≤ Nα be such that
dg(x1,α, xi,α) ≤ Rdα for 1 ≤ i ≤ NR,α, and
dg(x1,α, xi,α) > Rdα for NR,α + 1 ≤ i ≤ Nα.
Such an NR,α does exist thanks to (8.4). We also have that NR,α ≥ 2 for all R > 1
and that (NR,α)α is bounded for all R > 0 thanks to (8.3). Indeed, suppose that
there are kα points xi,α, i = 1, ..., kα, such that dg(x1,α, xi,α) ≤ Rdα. By (8.3)
Bxi,α
(
dα
2
)
∩Bxj,α
(
dα
2
)
= ∅
for all i 6= j. Then,
Volg
(
Bx1,α
(
3R
2
dα
))
≥
kα∑
i=1
Volg
(
Bxi,α
(
dα
2
))
and we get an upper bound for kα depending only on R. In the sequel, we set
xˇi,α = d
−1
α exp
−1
x1,α(xi,α)
for all 1 ≤ i ≤ Nα such that dg(x1,α, xi,α) ≤ ig2 . Thanks to (8.2), for any R > 1,
there exists CR > 0 such that
sup
ΩR,α
uˇα ≤ CR, (8.7)
where
ΩR,α = B0(R)\ ∪N2R,αi=1 Bxˇi,α
(
1
R
)
.
As in Hebey [35], one easily gets that for any R > 1, there exists DR > 0 such that
‖∇uˇα‖L∞(ΩR,α) ≤ DR sup
ΩR,α
uˇα ≤ D2R inf
ΩR,α
uˇα. (8.8)
Assume first that, for some R > 0, there exists 1 ≤ i ≤ NR,α such that
uˇα(xˇi,α) = O(1). (8.9)
Since the first two equations of (6.4) are satisfied by the sequences xα = xi,α and
ρα =
1
8dα, it follows from Lemma 6.1 that the last equation in (6.4) cannot hold
and thus that (uˇα)α is uniformly bounded in Bxˇi,α
(
3
4
)
. In particular, by standard
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elliptic theory, thanks to (8.6) and the sequence (hα)α being bounded in L
∞, (uˇα)α
is uniformly bounded in C1(Bxˇi,α
(
1
2
)
). By (8.1), assuming i 6= 1, we have that
|xˇi,α|n−22 uˇα(xˇi,α) ≥ 1
and we get the existence of some δi > 0 such that
uˇα ≥ 1
2
|xˇi,α|1−n2 ≥ 1
2
R1−
n
2
in Bxˇi,α(δi). If i = 1, applying (8.1) with i = 1 and j = 2, we get that uˇα(xˇ1,α) ≥ 1,
and the above inequality remains true for R > 1. Assume now that, for some R > 0,
there exists 1 ≤ i ≤ NR,α such that
uˇα(xˇi,α)→ +∞ (8.10)
as α→ +∞. Then, (6.4) is satisfied by the sequence xα = xi,α and ρα = 18dα, and
it follows from Proposition 7.1 that the sequence (uˇα(xˇi,α)uˇα)α is bounded in
Ωˇα = Bxˇi,α(δ˜i)\Bxˇi,α(
δ˜i
2
)
for some δ˜i > 0. Thus, using the Harnack type part of (8.8), we can deduce that
these two situations are mutually exclusive in the sense that either (8.9) holds true
for all i or (8.10) holds true for all i. We can thus split the conclusion of the proof
into two cases. In case 1 : we assume that there exist R > 0 and 1 ≤ i ≤ NR,α
such that uˇα(xˇi,α) = O(1). Then, thanks to the above discussion, we get that
uˇα(xˇj,α) = O(1)
for all 1 ≤ j ≤ NR,α and all R > 0. Arguing as above and using (8.7) and (8.8), it
follows that (uˇα)α is uniformly bounded in C
1
loc(R
n). Thus, by (8.6) and by elliptic
theory, there exists a subsequence of (uˇα)α which converges in C
1
loc(R
n) to some uˇ
solution of
∆uˇ = uˇ2
⋆−1
in Rn. Still thanks to the above discussion, we know that uˇ 6≡ 0. Moreover,
uˇ possesses at least two critical points, namely 0 and some xˇ2, |xˇ2| = 1, limit
of a subsequence of (xˇ2,α)α. This is absurd thanks to the classification result of
Caffarelli, Gidas and Spruck [12]. In case 2 : we assume that there exist R > 0 and
1 ≤ i ≤ NR,α such that uˇα(xˇi,α) → +∞ as α → +∞. Then, thanks to the above
discussion, we get that uˇα(xˇj,α) → +∞ as α → +∞, for all 1 ≤ j ≤ NR,α and all
R > 0. By (8.6), we have that
∆gˇα vˇα + d
2
αhˇαvˇα =
1
|uˇα(0)|2⋆−2 vˇ
2⋆−1
α ,
where vˇα = uˇα(0)uˇα. Applying Proposition 7.1 with the above discussion on the
one hand, and standard elliptic theory with (8.8) on the other hand, we get from
the preceding equation for vˇα that, after passing to a subsequence,
uˇα(0)uˇα → Gˇ
in C1loc(R
n\{xˇi}i∈I) as α→ +∞, where
I =
{
1, ..., lim
R→+∞
lim
α→+∞
NR,α
}
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and, for any R > 0,
Gˇ(x) =
N˜R∑
i=1
Λ˜i
|x− xˇi|n−2 + HˇR(x)
in B0(R), where 1 ≤ N˜R ≤ N2R is such that |xˇN˜R | ≤ R and |xˇN˜R+1| > R, and
where N2R,α → N2R as α→ +∞. Here, up to a subsequence, we assume xˇi,α → xˇi
as α→ +∞, for all i ∈ I. By (8.8),
uˇα(xˇi,α)
uˇα(0)
→ µi
as α→ +∞ for some µi > 0. In particular, the Λ˜i’s are positive real numbers and
HˇR is a harmonic function in B0(R). We have that
HˇR1(x)− HˇR2(x) =
N˜R2∑
i=N˜R1+1
Λ˜i
|x− xˇi|n−2
for all 0 < R1 < R2. We can write that
Gˇ(x) =
Λ˜1
|x|n−2 +X(x)
where for any R > 1 and any x 6∈ {xˇi, i ∈ I},
X(x) =
N˜R∑
i=2
Λ˜i
|x− xˇi|n−2 + HˇR(x).
For R > 1, we set ΩR,γ˜ = B0(R)\ ∪NˇRi=2 Bxˇi(γ˜). Since R is fixed, we can choose
0 < γ˜ ≪ 1 such that X attains its minimum over ∂ΩR,γ˜ in ∂B0(R). Hence, using
the maximum principle for the harmonic function X in ΩR,γ˜ and that Gˇ ≥ 0, we
get X(0) ≥ −Λ˜1R2−n. Since R > 1 is arbitrary, X(0) ≥ 0. By Proposition 7.1, we
now get that X(0) = 0. For R > 1 fixed, we let Ω˜R,γ˜ = B0(R)\ ∪NˇRi=3 Bxˇi(γ˜). We
can choose again 0 < γ˜ ≪ 1 such that X− Λ˜2/|.− xˇ2|n−2 attains its minimum over
∂Ω˜R,γ˜ in ∂B0(R). Hence, using the maximum principle for the harmonic function
X − Λ˜2/|.− xˇ2|n−2 in Ω˜R,γ˜ and that Gˇ ≥ 0, we get that
X(0) ≥ Λ˜2 − Λ˜1
Rn−2
− Λ˜2
(R− 1)n−2 .
Choosing R≫ 1 sufficiently large, we get that X(0) > 0 and this is in contradiction
with X(0) = 0. This ends the proof of the Proposition 8.1. 
We are now in position to prove the a priori bound property in Theorem 0.2.
This is the subject of what follows.
Proof of the a priori bound property in Theorem 0.2. By Druet and Hebey [24], and
Hebey and Truong [37], we only need to address the cases n ≥ 5. Then the proof
mixes the results of Propositions 7.1 and 8.1. By Proposition 8.1,M being compact,
(Nα)α is a bounded sequence. Up to a subsequence, we can assume that Nα = N
for all α and some N ∈ N⋆. Let (xα)α be a sequence of maximal points of uα. By
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(6.3), uα(xα) → +∞ as α → +∞ and we get by (8.2) that dg(xi,α, xα) → 0 as
α→ +∞ for some i. Then, by Proposition 8.1, noting that
dg(xα, x)u
2
n−2
α (x) ≤ dg(xα, xi,α)u
2
n−2
α (xα) + dg(xi,α, x)u
2
n−2
α (x) , (8.11)
we get that (6.4) holds true with the xα’s and ρα = δ¯, for some δ¯ > 0. But this
contradicts Proposition 7.1 for which ρα → 0 as α → +∞. In particular, there
does not exists a sequence ((uα, vα))α of smooth positive solutions of (6.1) such
that (6.3) holds true. Standard elliptic theory concludes the proof of the a priori
bound property in Theorem 0.2. 
9. A remark on (0.2)
The assumption (0.2) in Theorem 0.2 is sharp in the following sense : if we take
for (M, g) the standard sphere Sn and if we consider the first equation of (0.1)
with ω = 0 and m20 =
n(n−2)
4 =
(n−2)
4(n−1)Sg, then (0.2) is not satisfied, and there are
indeed blowing-up solutions (uα, vα) for the system, where uα is given by (2.21)
and vα = Φ(uα), with Φ as in (1.4). Yet, we have to be careful generally speaking
about the necessity of an assumption telling that the potential needs to sit below
the geometric threshold n−24(n−1)Sg to get the existence of positive solutions and a
priori bounds, when this potential depends on the solution, as in this paper. This
is stated more precisely in the following proposition, which is proved in this section.
Proposition 9.1. Let (M, g) be a closed Riemannian n-manifold (n ≥ 5) and q,
m0, m1 > 0, θ ∈ (0, 1) be given. We can build a continuous map h¯ : R×C1,θ → C0,θ
satisfying that
(i) h¯ω(u) >
n− 2
4(n− 1)Sg somewhere in M for all ω and all u,
(ii) h¯ω(u) is nonnegative nonzero for all ω and all u,
(iii) h¯ is uniformly bounded in subsets K × C1,θ for K ⊂ R compact,
(iv) the system (9.1) below admits at least a positive constant solution,
and satisfying that, for all β ∈ (0, 1), there exists C > 0 such that for all ω ∈ R
and for any positive solution (u, v) ∈ C2 of{
∆gu+ h¯ω(u)u = u
2⋆−1 + ω2(1− qv)2u
∆gv + (m
2
1 + q
2u2)v = qu2 ,
(9.1)
we have that ‖u‖C1,β + ‖v‖C1,β ≤ C.
The first condition on h¯ is the most significant ; the other ones are here to ensure
that our result has some interest. In our definition of h¯, we let
h¯ω(u) = hˇ(u) + ω
2(1 − qv)2, (9.2)
where v = Φ(u), with Φ as in (1.4). Thus, proving Proposition 9.1 amounts to
prove the existence of hˇ : C1,θ → C0,θ satisfying conditions like (i)-(iv), and the
existence of C > 0 such that for all positive solution u ∈ C2 of
∆gu+ hˇ(u)u = u
2⋆−1 (9.3)
we have that ‖u‖C1,β ≤ C. By elliptic theory, every nonnegative nonzero weak
solution in H1 of (9.3) is actually positive and in C2. As the proof of Proposition
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9.1 below shows, we may even require that ‖hˇ(u)‖C0 = K˜ for all u ∈ C1, for some
K˜ ≫ 1 arbitrarily large and still obtain uniform bounds for the positive C2-solutions
of (9.3).
Proof of Proposition 9.1. Let q, m0, m1 > 0 be given. (M, g) being a given closed
Riemannian n-manifold with n ≥ 5, we define here a map h¯ : R×C1,θ → C0,θ such
that Proposition 9.1 is true. Let ω ∈ R. Note first that the function
Ψ0 :
{
R
n → R
x 7→ n−22 u20(x) + 〈x,∇u0(x)〉ξu0(x),
is positive in B0
(√
n(n− 2)
)
, where u0 is as in (6.6). We choose any K˜ > 0 such
that
K˜ >
∫
Rn
u20dx∫
B0
(√
n(n−2)
)Ψ0(x)dx
(
− n− 2
4(n− 1) minM Sg
)
. (9.4)
In particular, we may also ask that K˜ > n−24(n−1) maxM Sg and we assume from now
on that this is true. We pick some ϕ ∈ C∞(R) satisfying 0 ≤ ϕ ≤ K˜, ϕ(z) = K˜ for
z ≥ 0 and ϕ(z) = 0 for z ≤ −1. We define, for y ∈M
hˇ(u)(y) = ϕ
(√
n− 2
n
|u(y)| nn−2 − |∇u(y)|
)
,
h¯ω(u)(y) = hˇ(u)(y) + ω
2(1− qΦ(u))2.
(9.5)
We have that h¯ω(u) ≥ 0 for all u ∈ C1 and that
(
K˜
n−2
4 , qK˜
n−2
2
m21+q
2K˜
n−2
2
)
is a constant
positive solution of (9.1). Easy computations, using the mean value theorem, give
that hˇ : C1,θ → C0,θ is continuous, and then, h¯ : R×C1,θ → C0,θ is also continuous
by elliptic theory. To see that h¯ satisfies (i)-(iv) of Proposition 9.1, it is sufficient
to check that Step 9.1 holds true.
Step 9.1. There holds supM h¯ω(u) ∈
[
K˜, K˜ + ω2
]
. In particular, h¯ω(u) 6≡ 0 and
supM h¯ω(u) >
n−2
4(n−1) maxM Sg.
Proof of Step 9.1. As 0 ≤ Φ(u) ≤ 1q , it is sufficient to prove that
sup
M
hˇ(u) = K˜ , (9.6)
if u ∈ C1,θ. Indeed, for any critical point x of u, hˇ(u)(x) = K˜ and (9.6) is true.
Step 9.1 is proved. 
Now we prove the uniform bounds in Proposition 9.1. Assume by contradiction
that ((uα, vα))α is a blowing-up sequence of positive C
2 solutions of (9.1), namely{
∆guα + h¯ωα(uα)uα = u
2⋆−1
α + ω
2
α(1− qvα)2uα
∆gvα + (m
2
1 + q
2u2α)vα = qu
2
α ,
(9.7)
where (ωα)α is a sequence of real numbers. Since 0 ≤ vα ≤ 1q , we have
max
M
uα → +∞ (9.8)
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as α→ +∞. Once more, the first equation in (9.7) can be written
∆guα + hˇ(uα)uα = u
2⋆−1
α (9.9)
where hˇ(uα) is as in (9.5) and is independent of the physical parameters m0, m1, q
and ωα. Replacing the system (6.1) by (9.7), and thus hα given in (6.2) by hˇ(uα),
our a priori analysis of Section 6 applies to the new sequence ((uα, vα))α, since we
only need there a C0 bound on (hα)α. On the contrary, the arguments in Section
7 use the precise form of the potentials hα which are replaced in our cases by the
hˇ(uα)’s, and need to be rewritten. First we prove that the following analogue of
Proposition (7.1) holds true for our sequence ((uα, vα))α of solutions of (9.7), while
(0.2) is not satisfied, by (i).
Proposition 9.2. Let (M, g) be a closed Riemannian n-manifold, n ≥ 5, and
((uα, vα))α be a sequence of C
2 positive solutions of (9.7) such that (9.8) holds
true. Let (xα)α and (ρα)α be such that (6.4) holds true. Then rα → 0 as α→ +∞,
rα = ρα (9.10)
for all α, and
rn−2α µ
−n−22
α uα
(
expxα(rαx)
)→ (n(n− 2))n−22|x|n−2 +H(x) (9.11)
in C1loc (B0(2)\{0}) as α → +∞, where µα is as in (6.5), rα as in (6.12), and H
is a harmonic function in B0(2) which satisfies that H(0) ≤ 0.
We first investigate the asymptotic behaviour of
(
hˇ(uα)
)
α
near the blow-up point
xα.
Step 9.2. We define h˜α for x ∈ Rn by
h˜α(x) = hˇ(uα)
(
expxα(µαx)
)
(9.12)
where µα is defined in (6.5) and xα as in (6.4), for all α. Then,
h˜α → K˜1B0
(√
n(n−2)
) a.e. in Rn (9.13)
as α→ +∞.
Proof of Step 9.2. Using (6.9), we have
µ
n
2
α
(√
n− 2
n
u
n
n−2
α − |∇uα|
)(
expxα(µαx)
)→ v0(x)(√n(n− 2)− |x|) (9.14)
in C0loc(R
n) as α → +∞, where v0(x) = 1n
(
1 + |x|
2
n(n−2)
)−n2
for x ∈ Rn. Coming
back to (9.5), we get Step 9.2. 
Proof of Proposition 9.2. We are in position to prove Proposition 9.2 by adapting
the proof of Proposition 7.1. We let Xα as in (7.4). We apply again the Pohozaev
identity given in Druet and Hebey [23] to uα in Bxα(rα), we get∫
Bxα (rα)
hˇ(uα)
{
uαXα(∇uα) + n− 2
2n
(divgXα)u
2
α
}
dvg
= −n− 2
4n
∫
Bxα (rα)
(∆gdivgXα)u
2
αdvg +Q1,α −Q2,α +Q3,α ,
(9.15)
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where Qi,α, i = 1, 2, 3, is given by (7.8). Up to a subsequence, xα → x¯0 as α→ +∞.
For the right hand side of (9.15), the second estimate in (7.10) and estimates (7.20)
and (7.27) hold true using as above (6.9), (6.13), (6.16) and (7.5). Concerning
the left hand side of (9.15), we get from (6.9), (6.16), the dominated convergence
theorem and (9.13) that∫
Bxα (rα)
hˇ(uα)
{
uαXα(∇uα) + n− 2
2n
divg(Xα)u
2
α
}
dvg
= µ2α
(
K˜
∫
B0
(√
n(n−2)
)Ψ0dx+ o(1)
)
.
(9.16)
Here we used that n ≥ 5 and that (hˇ(uα))α is bounded in L∞ by (9.6). Plugging
these estimates in (9.15), we get that
Q1,α = µ
2
α
(
n− 2
4(n− 1)Sg(x¯0)
∫
Rn
u20dx+ K˜
∫
B0(
√
n(n−2))
Ψ0(x)dx
)
+ o(µ2α) + o(µ
n−2
α r
2−n
α )
≥ ηµ2α + o(µ2α) + o(µn−2α r2−nα )
(9.17)
for some η > 0. Indeed, by (9.4), such a η > 0 does exist. Since (7.29) holds true
by (6.16) and (7.5), we get from (9.17) and since n ≥ 5 that
rα → 0 (9.18)
as α → +∞. Defining wα as in (7.21), we get that (7.24), (7.25) and (7.26) hold
true. We then have (9.11) for some H harmonic in B0(2). In the end, (7.29) can
be improved in (7.31) and combined with (9.17) to obtain
1
2
(n− 2)2ωn−1ΛH(0) ≤ −η lim inf
α→+∞
(
µ4−nα r
n−2
α
)
, (9.19)
Hence, H(0) ≤ 0. At last, mimicking the end of the proof of Proposition 7.1 shows
that (9.10) holds true, which completes the proof of Proposition 9.2. 
It is now straightforward to see that the arguments developed in Section 8 apply
to our sequence ((uα, vα))α of blowing-up solutions of (9.7), thanks to Proposition
(9.2). In particular, we obtain a contradiction with (6.3), as in the last part of
Section 8. By elliptic theory with (9.6) and (9.9), we get that ((uα, vα))α is bounded
in C1,β for all β ∈ (0, 1). This completes the proof of Proposition 9.1. 
Blow-up solutions for equations like (9.9) can be found in Esposito, Pistoia and
Ve´tois [30], Hebey [35], and Robert and Ve´tois [48, 47]. We refer also to Druet,
Hebey and Ve´tois [27], and Hebey and Wei [39] on what concerns (0.1), and to
Clapp, Ghimenti and Micheletti [14] and Ghimenti and Micheletti [32] for the semi-
classical setting associated to (0.1).
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