The exact set of periodic points in Q of the algebraic functionF (z) = (−1 ± √ 1 − z 4 )/z 2 is shown to consist of the coordinates of certain solutions (x, y) = (π, ξ) of the Fermat equation x 4 +y 4 = 1 in ring class fields Ω f over imaginary quadratic fields
Introduction.
In the papers [4] and [5] Deuring noted the following class number formulas.
Deuring's Class Number Formulas. where h(d) is the class number of primitive quadratic forms of discriminant −d; d p f runs over all positive integers, for which the principal form of discriminant −d p f properly represents p f ; h p is the class number of the quaternion algebra D p = Q ∞,p which is ramified only at p and the infinite prime p ∞ ; and t p is the type number of D p .
In these formulas, h p is the total number of j-invariants of supersingular elliptic curves in characteristic p, and 2t p − h p is the number of supersingular j-invariants which lie in the prime field F p (see [5] and [1] , p. 97). When these two numbers are the same, i.e. when all supersingular j-invariants lie in F p , then these formulas may be combined and "inverted" to give that
where the primed sum is now taken over the positive integers, for which the principal form of discriminant −d p f properly represents p f and no smaller power of p.
In [11] the formula (1) was reinterpreted (replacing f with n) for the prime p = 3 in the following form: Let D An independent proof of this formula was given, by interpreting the sum on either side as the number of periodic points of least period n of a specific 3-adic algebraic function defined and singlevalued in a certain domain of the field K 3 , the maximal unramified algebraic extension of the 3-adic field Q 3 . From the Artin reciprocity law we know that D (3) n is the set of negative discriminants −d ≡ 1 (mod 3) for which a prime ideal divisor ℘ 3 of 3 in the ring of integers R K of K has order n in the ring class group (mod f ).
A similar interpretation for the prime p = 2 was given in [12] , except that in formula (1) the prime p was replaced by 2 2 :
this is equivalent to the first half of the Deuring class number formula for the prime p = 2. Here D ′ n is the set of discriminants −d ≡ 1 (mod 8), for which the square of the Frobenius automorphism τ d = Ω f /K ℘ 2 has order n in the Galois group G(Ω f /K) over K = Q(
Once again, the number on either side of (2) was interpreted as the number of periodic points of least period n of a specific 2-adic algebraic function in a certain domain of K 2 , the maximal unramified algebraic extension of Q 2 .
In this note I show how the full formula (1) may be interpreted for the prime p = 2 and n > 1. This arises from the fact that for ring class fields of a specific family of imaginary quadratic fields, the Frobenius automorphism τ d can be represented by a single power series, independent of d, evaluated at one of a family of related generators for the fields Ω f .
Before stating the precise result we recall the following definitions and results from [10] (Section 10) and [12] . The Schläfli functions f(τ ), f 1 (τ ), f 2 (τ ) (see [13] , p. 148, or [3] , p. 256) can be defined by the infinite products
for τ in the upper half-plane
Further, let w ∈ K be given by Then the numbers
lie in the ring class field Ω f of conductor f over K, and satisfy
where R L denotes the ring of algebraic integers in the field L. In addition, we will need the fact that there is an automorphism ψ ∈ Gal(Ω f /Q) of order 2 which interchanges π d and ξ d and therefore also interchanges the ideals ℘ 2 and ℘
ψτ is an automorphism of order 2 which interchanges π = π 
, and let π be any root of the polynomial b d (x) for which (π) = ℘ 2 in the ring of integers R Ω f of the ring class field
defined for z in the disc D = {z : |z| 2 < 1}, a subset of the maximal unramified extension K 2 of the 2-adic field Q 2 . Then for any such integer d,
This is an improvement and simplification over what I was able to show in [12] , since there I was only able to represent the action of τ 2 d by a power series evaluated at a generator of Ω f . Note that Theorem 1 is analogous to the action of the polynomial P (z) = z k on cyclotomic fields Q(ζ n ), where ζ n = e 2πi/n and (n, k) = 1, since ζ n → P (ζ n ) represents an automorphism for this family of abelian fields.
Theorem 1 leads to the following result, with a substantially simpler proof than the proof that was given for the corresponding theorem in [12] . (b) The periodic points of the multivalued function
satisfying g(F (z), z) = 0, with g(x, y) = y 2 x 2 + 2x + y 2 , are 0, −1, and the roots of the polynomials b d (z) = 0, as d ranges over all positive integers d ≡ 7 (mod 8). This statement holds in any of the fields Q 2 , Q, C.
As in [12] , a periodic point of the multivalued algebraic functionF (z) is defined to be a value a (in an algebraically closed field k) for which there exist n ∈ N and a 1 , . . . , a n−1 ∈ k, for which the minimal polynomial g(x, z) of
Theorem 2 shows again, as in [12] , that all ring class fields of odd conductor f over fields K = Q( √ −d) with −d ≡ 1 (mod 8) can be generated over Q by individual periodic points of the algebraic functionF (z); moreover, that all periodic points ofF (z), with the exception of z = 0, −1, generate ring class fields over fields K in this same family.
is the set of negative discriminants −d ≡ 1 (mod 8) for which the
in R K , then for any n > 1 we have the class number formula
This corollary is a consequence of Theorem 2(a) and the fact that the period n of a periodic point π ∈ D of F (z) is the order of the automorphism τ d , by Theorem 1. Thus, the sum in the corollary is the number of periodic points of F (z) in D with primitive (i.e., minimal) period n.
In [12] the analogue of Theorem 2 was proved for the algebraic function
Thus, the discussion here proves that
and F 1 (z) have the same periodic points.
The function F (z) is closely related to the function T (z) which is defined as follows. There is an isogeny φ :
of degree 2 from the Legendre normal form
for the parameter λ to the Legendre normal form for the parameter λ 1 , and the formula for λ 1 = T (λ) is
The function T (z) defined by
This yields the following theorem for the periodic points of the multivalued functionT (z) =
Theorem 3. The periodic points of the multivalued algebraic function y =T (z) =
defined by the equation
are the numbers in the set
These are the numbers
and their conjugates over Q, where the number w has the form
The function λ(z) in this theorem is the classical λ-function, which is a modular function for the principal congruence group Γ [2] . (See [2] and [14] .) Theorems 2 and 3 give two examples of algebraic functions, whose periodic points are values of modular functions.
In Section 3 I show how to use the simple polynomial g(x, y) = x 2 y 2 + 2x + y 2 and iterated resultants to compute the minimal polynomials b d (x) in a purely algebraic way. I show in Sections 3 and 4 that the particular polynomials b d (x), for which d ∈ D k and k | n, together with x and x + 1, make up the exact set of irreducible factors of an (n − 1)-fold iterated resultant defined using g(x, y). It seems quite remarkable that the minimal polynomials of values of modular functions can be found in this way. In particular, this gives an algebraic method for computing generators of the ring class fields Ω f of fields of the type
, and therefore a purely algebraic method for computing the corresponding class equations H −d (x). See Theorem 9 and Tables 1, 2 , and 3 at the end of the paper.
The periodic points ( = 0, 1) of the functionT in Theorem 3 generate ring class fields of odd conductor over the quadratic fields of the form
, as was proved in [10] . In Section 4 I use an identity for the modular function λ(z) to show that the pre-periodic points ofT (of level r ≥ 2, see Section 5) generate ring class fields of even conductor over fields K in the same family; and conversely, every ring class field of even conductor over such a field K is generated over K by a pre-periodic point ofT . This result, summarized in Theorem 13, proves Conjecture 2 in the paper [12] for the prime p = 2. The discussion here also gives an alternate proof of Conjecture 1 (for p = 2) in that paper. Similar results holds for the periodic and pre-periodic points ofF , as we show in Theorems 14 and 15. In particular, the collection of ring class fields over fields K in this family coincides with the collection of normal closures over Q of fields generated by individual periodic or pre-periodic points of the algebraic functionF .
Lifting the Frobenius automorphism on roots of b d (x).
In this section π = π (3) and (4) . Changing notation slightly, we let ψ ∈ Gal(Ω f /Q) be the automorphism of order 2 for which
Proof. From [10] we have
2 . Furthermore, using Lemma 4, we have
Now apply the automorphism ψ ∈ G(Ω f /K) which switches the numbers π and ξ and the ideals ℘ 2 and ℘
2 and verifies the assertions.
, we have
Proof. Letting α denote a solution of 16α
, we have as in [10] (pp. 1967-68), for a suitable basis quotient w of an ideal a (prime to f ), that
where
Since j(w/2)
On the other hand, straightforward calculation shows that
Replacing π 4 by 1 − ξ 4 in the last expression yields
Using ξ = β/2, this and [10] (eq. (6.2)) yield
which gives that
Now, z 2 cannot be equal to any of the first four elements, since
imply that these four elements are not integral. Similarly, z 2 = 1 − z 1 , forcing z 2 = z 1 . This proves the theorem.
Applying the automorphism τ −1 to the equation π 4 + ξ 4 = 1 gives
hence, the points (x, y) = (π, π τ −1 ) and (x, y) = (π τ , π) satisfy the equation
Note that the first factor in the numerator is the polynomial g(x, y) = x 2 y 2 + 2x + y 2 defined in Theorem 2 above, and that the function
in a 2-adic series in the field K 2 :
If |z| 2 < 1, then z = 2z 1 , with |z 1 | 2 ≤ 1, so that
n ∈ Z is the Catalan number. Hence, the series converges for z in the disc D = {z : |z| 2 < 1}, and maps this disc into itself. This allows us to iterate the function F (z) on D. For the proof of Theorem 1 we also need the relation
from [10] (Prop. 8.5).
Proof of Theorem 1.
We would like to see that π τ = F (π). From (7) we know that the point (x, y) = (π τ , π) lies either on the curve x 2 y 2 + 2x + y 2 = 0 or on x 2 y 2 − 2x + y 2 = 0. Suppose this point lies on the latter curve; then
implies that
since the expression
is not integral. This makes use of the calculations in Lemma 4, according to which 1 + ξ 2 ∼ = ℘ 2 ∼ = π. Applying τ to the last displayed equation and using (8) gives
Using π 4 = 1 − ξ 4 in the last relation yields
, it follows that (1 + ξ + ξ 2 , 2) = 1. Thus, the right hand side in the last displayed equation is a℘ ′ 2 , where (a, 2) = 1. However, the left side is ξ 2τ ∼ = ℘ ′2 2 , giving a contradiction. This proves that
This proves Theorem 1. Iterating equation (9), and noting that τ can be viewed as an automorphism of the local extension Q 2 (π)/Q 2 , we find that
Therefore, we have the following result. Applying the automorphism ψ to (9) and using τ ψ = ψτ −1 implies
This agrees with the result of Theorem 1, since
Moreover, (ξ, ξ τ ) is also a point on the curve x 2 y 2 + 2x + y 2 = 0, as can be seen by applying the automorphism ψτ to the point (π τ , π):
It follows that ξ is a periodic point of the inverse algebraic function F −1 (z), for which g(z, F −1 (z)) = 0. Hence, the remaining h(−d) roots ξ of b d (x) = 0 are all periodic points of F −1 (z). See equation (14) below.
Iterated resultants.
We turn now to the proof that the roots of the polynomials b d (x), together with 0 and −1, are the only periodic points of the multivalued functionF (z). We let
as before, and define
and inductively,
Putting x n = x gives the polynomial
The roots of R n (x) are exactly the elements a ∈ A 2 = Q 2 for which there are a 1 , . . . , a n−1 ∈ A 2 satisfying the simultaneous equations
i.e. the a's are exactly the periodic points ofF (z) with period n.
The same arguments as in [12] lead to the factorizations
where µ(n) is the Möbius µ-function. This is done by relating the polynomials R n (x) and P n (x) to the corresponding polynomialsR n (x) and P n (x) obtained by replacing g(x, y) in the above definitions by the polynomial
Note that
It follows easily by induction that
and thereforeR
Hensel's Lemma implies thatR n (x) has at least 2 n distinct roots in K 2 , of which 2 n − 1 are units in K 2 . It can also be checked that R n (2x) = 2 2 nR n (x), which implies that R n (x) also has at least 2 n distinct roots in K 2 , of which 2 n −1 are prime elements in K 2 . Note that x = 0 is certainly a root of R n (x) for any n.
It follows from the identity
that for every root a ∈ K 2 of R n (x) the quantity b = a+1 a−1 ∈ K 2 is also a root. This is because g(a, a 1 ) = g(a 1 , a 2 ) = · · · = g(a n−1 , a) = 0 and
The roots b are distinct from all the roots a, since the b's are all units. Hence, R n (x) has 2 n+1 distinct roots in K 2 . It is not hard to see that deg(R n (x)) = 2 n+1 , so this accounts for all the roots. (See the proof of the Lemma in [12] , pp.727-728.) Furthermore, if k | n, then roots of R k (x) are also roots of R n (x). It follows that the expression P n (x) defined in (12) is a polynomial. This gives that
The roots of the polynomial P n (x) are exactly the periodic points ofF (z) of minimal period n.
This discussion proves:
Theorem 8. All the periodic points of the multivalued algebraic functionF lie in the maximal unramified, algebraic extension K 2 of the 2-adic field Q 2 .
Irreducible factors of the polynomials P n (x) are listed in Tables 1, 2, and 3 for small values of n.
The identity (13) also implies
where F −1 (z) is defined by
Equation (14) shows that F −1 (z) can be defined as a single valued function on the image of the disc D under the map φ(z) = z+1 z−1 . This image is the set
where o 2 is ring of integers in K 2 .
From the preceding discussion we also see that
where the right side is the product of the irreducible polynomials of degree n in F 2 [x]. This implies that over Q 2 , the irreducible factors of P n (x), and hence also of P n (x), have degree n. If a is a periodic point ofF and a 1 , . . . , a n−1 are the associated elements of K 2 satisfying (11), then the a i are also roots of R n (x), as can be seen by cyclically permuting the equations in (11) . Hence, the roots of R n (x) consist of complete orbits underF . The same holds for the polynomialR n (x) = 2
under the conjugate mapF (z) =
and the Frobenius map z → z 2 fixes the irreducible factors of degree n over F 2 , it follows that the roots of an irreducible factor of P n (x) over Q 2 consist of: a complete orbit under the map F (z), if those roots lie in D; and a complete orbit under F −1 (z), if those roots lie in φ(D).
Finally, note that Theorem 7 implies that b d (x) | P n (x) whenever ord(τ d ) = n. In the next section we show that the polynomials b d (x), together with x and x + 1, are the only irreducible factors of P n (x). See Theorem 9 below.
Elliptic curves and periodic points.
Consider the isogeny φ 1 of degree 2 on the elliptic curve
which is induced by the translation map
The image of E λ under this isogeny is the curve
Replacing u by u 1 + λ gives the equation
where the roots of the quadratic are
Now setting X = u1 γ and Y = v γ 3/2 yields the curve
These transformations yield an isogeny φ : E λ → E λ1 , with
for which φ(0, 0) = (0, 0). The functions T (z) =
and F (z) satisfy the relationship
which implies that
If π is any periodic point of F (z) in the disk D, with period n, then
shows that π 4 is a periodic point of T of period n in D. Conversely, if π 4 ∈ D is a periodic point of T (z), then π ∈ D and T n (π
implies that −π is a periodic point of F (z). If π were also a periodic point of F (z), with period m, then F m (π) = π implies Proof of Theorem 2. Let a be any periodic point ofF (z) in K 2 with primitive period n > 1; then the discussion in Section 3 shows that a ∈ D ∪ φ(D). By replacing a by φ(a) we assume a ∈ D. Then g(a 1 , a) = 0 implies that a 1 ∈ D, so that a 1 = F (a). Let F i (a) = a i for 1 ≤ i ≤ n − 1, and F n (a) = a = a 0 = a n with n smallest. Each of the quantities a i is a periodic point of F (z), so each a
Thus, for each i with 0 ≤ i ≤ n − 1 there is an isogeny
is an isogeny from E a 4 to itself. Moreover, by the above discussion, each φ i takes (0, 0) to (0, 0), so that ι fixes (0, 0) ∈ E a 4 . This implies that ι is a cyclic isogeny of degree 2 n , and therefore the j-invariant of E a 4 , namely
is a root of the modular equation
where the product is over orders
is the class polynomial of discriminant −d, and
See [3] . Therefore, x = a 4 is a root of the polynomial
Now the argument of [12] , pp. 736-737, applies word for word (with ξ replaced by a), and shows that a is a root of a polynomial b d (x), where d ≡ 7 (mod 8) and −d ∈ D n . This proves Theorem 2(a). Theorem 2(b) is immediate from the fact that the irreducible factors of the polynomial R n (x) are the b d (x), independent of which field Q 2 , Q, C we are working in.
The above arguments imply the following result concerning the polynomial P n (x) in (12).
Theorem 9. The polynomial P n (x) is given by the formula
where D n is defined (as in the Corollary to Theorem 2) as the set of negative discriminants
has order n in Gal(Ω f /K). In particular, equating degrees yields
For n = 1 we have
Theorem 9 shows that the polynomials b d (x) may be computed as the irreducible factors of the iterated resultants R n (x) in Section 3. Factoring R n (x) for a fixed n yields the complete set of Tables 1, 2 , and 3. (In Table 3 , there are two factors of P n (x) which are not listed, both of which have degree 42.) Formula (18) implies the Corollary to Theorem 2.
The class equation H −d (x) for the discriminant −d ≡ 1 (mod 8) may be computed using the resultant
at least for small values of the period n = ord(τ d ) (see the proof of Theorem 6). This gives a purely algebraic method for calculating H −d (x).
We now prove Theorem 3.
Proof of Theorem 3.
The above proof shows that the elements π 4 , where π runs through the roots of b d (x) for which π ∼ = π d , are all periodic points of the function T (z) in D, and therefore also periodic points of the multivalued functionT (z). We consider the iterated resultants defined in Section 3, but with the polynomial g(x, y) replaced by the polynomialg(x, y) = x 2 y 2 − 2(x 2 − 8x + 8)y + x 2 . This gives us a set of polynomialsR n (x) ∈ Z[x], whose roots are the periodic points ofT (z) in Q 2 . Since the elements π 4 , for d ∈ D n , are all periodic points ofT (z), we know that their minimal polynomials divideR n (x), for any n ≥ 1. (Any algebraic conjugate over Q of a periodic point is also a periodic point.) Moreover, Q(π 4 ) = Ω f , for each such d, by [10] , Proposition 8.1, so that the degree of the Table 1 : Polynomials P n (x), 1 ≤ n ≤ 5. 
. Noting (19), and that z = 0 and z = 1 are fixed points ofT (z), this shows thatT (z) has at least
periodic points in Q 2 whose periods divide n. However, similar arguments as in the Lemma of [12] (pp. 727-728), show that deg(R n (x)) = 2 n+1 . Since
it follows that every root ofR n (x) is π 4 or ξ 4 , for some root π or ξ of a suitable b d (x). This proves Theorem 3. . Now we put forward the following theorem and conjecture concerning the discriminants of the polynomials b d (x). (b) Any odd prime p which divides disc(b d (x)) satisfies
Proof. From the proof of Theorem 6, the function
satisfies J(ξ 4 ) = j(w/2), for some ideal basis quotient w. Since J(x) is the j-invariant of an elliptic curve in Legendre normal form, we know that J(x) = J(1 − x), so
Conjugating by automorphisms of Ω f /K shows that the roots
, then there is a prime divisor p of p in R Ω f and either: (i) two roots
Since p is odd, the quantities ξ
are relatively prime to p. It follows that for the corresponding roots j 1 = j 2 of H −d (x), we have
in case (i); and
(mod p). 
. Therefore, the first two terms in the above product are divisible by 2 3h(h−1) , as claimed, while the third term is relatively prime to 2.
Conjecture.
(c) If d is not prime, the largest prime factor of disc(b d (x)) has the form q = d− 2 k for some k ≥ 1.
It would be interesting to know if the precise set of primes dividing disc(b d (x)) can be determined, as in Deuring's paper [6] , or in the conjectures of Yui and Zagier in [15] . Also see [7] and [9] ; the former paper is the starting point for the conjectures in [15] .
5 Pre-periodic points ofT (z) andF (z).
Proof. We will show that We use the fact that λ(z) generates the field of modular functions for the subgroup G of Γ = SL 2 (Z) which is generated by the substitutions z → z + 2 and z → z 1−2z . It is clear that f (z + 1) = f (z). Furthermore,
Hence, f (z) is a rational function of λ(z). From [2] , p. 116, we take the relations lim z→∞ λ(zi) = 0, lim z→0+ λ(zi) = 1, lim z→0+ λ(1 + zi) = −∞.
These facts, together with f (z + 1) = f (z), imply that f (z) is analytic and nonzero in H (since λ(z) = 0, 1 in H) and has finite limits at z = 0, z = 1, while f (z) becomes infinite at z = ∞i. Moreover,
and similarly for u 2 (q) below. It follows that the q-expansion of f (z) at ∞i is
Therefore,
is at most a quadratic polynomial in 1/λ(z). Then lim z→0+ f (zi) = 0 implies that 0 = 16 + b + c. Finally, using the fact that lim z→0+ λ(1 + zi) = −∞, we have that
Hence, c = 0, b = −16, giving f (z) = g(z), as claimed. .
Rewriting the identity (21) gives
This shows that (x, y) = (λ(z), λ(2z)) parametrizes the curvẽ
defined by the minimal polynomialg(x, y) of y = T (x) over C(x). Hence, λ(2z) is one of the values ofT (λ(z)). The form of the polynomialg(x, y) implies that the other root ofg(λ(z), y) = 0 is y = 1 λ(2z) = λ 2z 1−2z . Hence, we have for z ∈ H that
note that λ 
by (24). Using (24) repeatedly, we see that
is a pre-periodic point ofT at level r. Now, the minimal polynomial of the quadratic irrational
is given by
with odd constant term, and
It follows that j( 
However, formula (22) gives that s r = (ρ r − 1)
Putting (26) .
This shows that j( to the domain D = {z ∈ K 2 (i) : |z| 2 < 1} in the quadratic extension K 2 (i). This is because F (iπ) = −F (π). Hence, ρ 1/4 r is either periodic or pre-periodic of level at most r + 2 with respect toF . (Similar arguments apply in case T r (ρ r ) = ξ 4 , for a root ξ which is a unit in K 2 .) Though we have worked 2-adically in this argument, the conclusions are algebraic in nature, and apply equally in C. This gives the following.
Theorem 14. The pre-periodic points of the multivalued functionF (z) are the roots of the polynomials
together with the roots of the polynomials s , r ≥ 1, ε ∈ {±1, ±i}, 16 | (v 2 + d),
and their conjugates over Q. In particular, the periodic and pre-periodic points ofF (z) are given by values of modular functions at imaginary quadratic arguments.
The roots of the polynomials s Proof. We start from the factorizatioñ g(x, y 2 ) = (xy 2 − 2(x − 2)y + x)(xy 2 + 2(x − 2)y + x).
Solving for x in this equation gives Sinceg(ρ r+1 , ρ r ) = 0, this gives
