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i
Resumo
Neste trabalho estudamos a ocorrência de bacias crivadas e variabilidade da dimensão
instável no acoplamento de mapas lineares por partes. Os mapas escolhidos para esta análise
foram o mapa da tenda inclinada e o mapa do bangalô, que são aproximações lineares para
o mapa de Lorenz. Os motivos para esta escolha são as vantagens numéricas e analíticas
obtidas, assim como a possibilidade de expandir os resultados para o próprio mapa de Lorenz.
As técnicas utilizadas consistem na avaliação de expoentes de Lyapunov e autovalores de
órbitas periódicas, juntamente com algumas considerações sobre atratores. Também foram
necessários certos procedimentos estatísticos, tais como análise de distribuições e conside-
rações sobre ergodicidade, principalmente no estudo da variabilidade da dimensão instável.
Os resultados obtidos consistem na determinação dos pontos onde bacias crivadas e variabi-
lidade da dimensão instável aparecem nos sistemas considerados, bem como os pontos onde
a variabilidade da dimensão instável é máxima.
ii
Abstract
In this work we consider the occurrence of riddling and unstable dimension variability
in the piecewise-linear couplings. We choose for this analysis the skew tent map and the
bungalow map, which are a linear approach of the Lorenz map. The reasons for this choice
are the numerical and analytical advantages, as well as the possibilities to apply the conclu-
sions to the Lorenz map. The mathematical tools consist to the computation of Lyapunov
exponents, the eigenvalues of the periodic orbits and some considerations of the attractors.
Some statistical procedures as the density probability analisys and the ergodic theory has
been necessary to our study, mainly in the unstable dimension variability. The results ob-
tained consist at first to the onset determination of the riddling and the unstable dimension
variability, then the unstable dimension variability blowout.
iii
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Neste primeiro capítulo apresentamos resumidamente a motivação que originou o presente
trabalho, bem como os resultados que já foram publicados em artigos científicos anteriores.
A estruturação dos tópicos desenvolvidos ao longo da tese é apresentada na seção 1.3.
1.1 Motivação
No processo de modelagem de situações do mundo real, muitas vezes nos deparamos com
sistemas exibindo equações de difícil solução. Na maior parte dos casos, o único modo de
estudar o modelo é considerar simplificações de natureza matemática e física, desprezando
termos com pouca contribuição no valor dos resultados finais. Procedendo assim, perde-
mos um pouco da informação real do sistema, mas ganhamos em manipulação algébrica,
permitindo um estudo mais detalhado.
De todos os modelos matemáticos, o mais simples de ser tratado é o modelo linear, que
exibe derivada constante em relação à variável independente, permitindo que muitos aspectos
da dinâmica de um sistema sejam de fácil manipulação matemática.
Edward N. Lorenz, em seu célebre artigo [1], simplificou a análise de seu conjunto de
equações considerando um sistema unidimensional em uma das variáveis do modelo. Porém,
mesmo este sistemamais simples exibia um comportamento difícil de ser analizado. A solução
1
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por ele encontrada foi então sugerir uma aproximação linear, facilitando assim a busca de
informações sobre o modelo.
Nesta atitude reside a motivação para o presente trabalho, onde consideramos sistemas
lineares por partes como aproximações do sistema unidimensional de Lorenz para estudar a
ocorrência de dois fenômenos que afetam profundamente a dinâmica de um sistema, a vari-
abilidade da dimensão instável (VDI) e a ocorrência de bacias de atração crivadas (riddling).
1.2 Revisão Bibliográfica
Os fenômenos citados na seção anterior começaram a ser investigados mais recentemente,
quando a tecnologia usada nos computadores tornou-se eficiente para uma análise numérica
mais precisa de sistemas dinâmicos. O fato é que na presença destes fenômenos, pequenos
erros devido à aproximação e truncamento de valores podem trazer consequências graves
quando se deseja seguir (“sombrear”) uma trajetória real de um sistema a partir de uma
trajetória obtida via simulação numérica. Assim, a confiabilidade dos resultados torna-se
duvidosa e o sistema considerado perde sua utilidade prática. Na sequência, mostramos um
panorama histórico de alguns resultados já investigados envolvendo bacias crivadas e VDI.
1.2.1 Bacias Crivadas
Bacias crivadas são bacias de atração de um determinado atrator possuindo buracos
que fazem parte da bacia de um outro atrator. Elas foram descritas e assim chamadas por
Alexander e colaboradores em [2], onde também apresentaram uma variedade de exemplos
escolhidos a partir de sistemas dinâmicos discretos. Independentemente, este fenômeno tam-
bém foi observado por Pikovsky e Grassberger em [3] num estudo de sistemas acoplados.
Vários autores [4, 5, 6] apresentaram um exemplo físico (partícula em movimento sobre in-
fluência de três forças) onde podem ocorrer bacias crivadas. Além disso, bacias localmente
crivadas foram detectadas em sistemas dinâmicos exibindo sincronização de caos [7, 8], pro-
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duzindo o que conhecemos hoje como atrator bubbling e intermitência on-oﬀ [9]. Neste
último contexto, a ocorrência de bacias crivadas em modelos de circuitos eletrônicos não-
lineares acoplados foi demonstrada experimentalmente [10, 11, 12]. Além disso, este tipo de
bacia também pode ocorrer no espaço de parâmetros em sistemas caóticos espaço-temporais
[13].
As propriedades matemáticas da transição de bacias fractais para bacias crivadas foram
exploradas em [14, 15, 16]. O surgimento, num sistema, de bacias crivadas devido a uma
variedade de bifurcações foi relatada em [17, 18, 19] e relacionada principalmente com a
transição a um estado caótico sincronizado [20, 21, 22, 23, 24], enquanto a influência de
ruído em bacias crivadas foi também investigada em [25, 26]. Várias bacias são chamadas
de entrelaçadas quando cada bacia é crivada com buracos pertencentes às outras bacias
[2, 27, 28].
Existe um grande número de exemplos de bacias crivadas em modelos de interesse físico
e biológico. Tais bacias têm sido investigadas em sistemas mecânicos, como arcos elásticos
acoplados [29], e geralmente encontradas em sistemas dinâmicos espacialmente extendidos,
como redes de mapas acoplados [30]. Outras aplicações incluem modelos ecológicos popu-
lacionais [28, 31, 32], reações químicas do tipo Belouzov-Zhabotinsky [33] e modelos em
economia [34].
Como as condições matemáticas para a ocorrência de bacias crivadas são bastante res-
tritivas, alguns trabalhos subsequentes encontraram situações similares à bacias crivadas em
que a definição formal não é estritamente aplicável. Estas situações podem ser chamadas
coletivamente de bacias tipo-crivadas. Nesta categoria podemos incluir a influência da quebra
de simetria ou catástrofe de riddling [26, 35], pseudoriddling ou riddling em janelas periódicas
[36, 37, 38], bacias tipo-crivadas de regime transiente [39], riddling prático [40, 41] e bacias
crivadas por sistemas Hamiltonianos abertos [42].
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1.2.2 Variabilidade da Dimensão Instável
Uma classe de sistemas dinâmicos que ocupa um lugar proeminente em dinâmica não-
linear é a classe dos sistemas hiperbólicos [43, 44], que possuem propriedades gerais interes-
santes.
A VDI é um fenômeno dinâmico que produz a quebra da hiperbolicidade de um sistema
[45] e uma de suas consequências particularmente problemática é a perda da capacidade de
sombreamento de trajetórias ruidosas, tais como as obtidas usando computadores, onde o
inevitável ruído é produzido por erros de arredondamento e truncagem.
Se a VDI é muito severa, pode acontecer que uma trajetória ruidosa não se mantenha
próxima de nenhuma trajetória real do sistema por um tempo razoável. Assim, as trajetórias
geradas por computador podem neste caso ser apenas artefatos numéricos sem nenhum
significado relevante [46]. Então, mesmo que o sistema seja formalmente determinístico, a
característica das órbitas é, na melhor das hipóteses, a de um sistema estocástico. Tais
sistemas são propriamente chamados de sistemas pseudo-determinísticos. De fato, quando
não há sombreabilidade no sistema, o modelo em questão pode ser de uso limitado e neste
caso a alternativa é procurar dados experimentais para obter informações relevantes sobre a
dinâmica do sistema.
A VDI foi inicialmente descrita [45] para um difeomorfismo e a primeira observação
deste fenômeno para um sistema dinâmico de interesse físico foi reportada para o mapa do
rotor duplo pulsado [47, 48]. A presença da VDI é típica em sistemas com dimensão alta,
como em redes de mapas acoplados [49]. Sistemas com baixa dimensão, entretanto, também
podem apresentar VDI, frequentemente com um conjunto invariante não atrativo, como
por exemplo uma sela caótica [50]. A relação entre VDI e bacias crivadas e também com
intermitência on-oﬀ, em casos onde existe um subespaço invariante contendo o conjunto
caótico, é discutida em [35] e [51], respectivamente.
Embora o mecanismo para a emergência da VDI já ter sido estudado em mapas quadráti-
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cos acoplados [52], ainda não há um completo entendimento sobre as circunstâncias pelas
quais a VDI aparece num sistema dinâmico quando um parâmetro varia. Parece natural,
entretanto, que este onset esteja vinculado a alguma bifurcação resultante da mudança de
estabilidade de um ponto fixo ou órbita periódica, no sentido que alguma autodireção es-
tável torna-se instável, aumentando a dimensão do subespaço instável em uma unidade.
A busca por esta bifurcação tem sido o tema de muitos trabalhos anteriores [35, 47, 53].
Mais recentemente, questões sobre o onset da VDI e onde ela é mais intensa (blowout) foram
analizadas em trabalhos do grupo de dinâmica não-linear da Universidade Federal do Paraná
[35, 51, 53, 54, 55, 56, 57].
1.3 Organização da Tese
O presente trabalho tem como objetivo o estudo de bacias crivadas e VDI no acoplamento
de dois mapas lineares por partes, primeiramente com o mapa da tenda inclinada e depois
com o mapa do bangalô.
No capítulo 2 fazemos inicialmente uma exposição geral sobre a teoria do caos em sistemas
dinâmicos, enfocando principalmente as técnicas que serão utilizadas nos outros capítulos.
Na sequência, abordamos de uma forma mais rigorosa os conceitos de bacia crivada e VDI.
Nos capítulos 3 e 4 fazemos uma exposição detalhada dos mapas da tenda inclinada e do
bangalô, respectivamente, analisando também aspectos de acoplamento, sincronização, ba-
cias crivadas e VDI nestes sistemas. As conclusões finais sobre este trabalho são apresentadas
no capítulo 5.
Um resultado teórico usado no texto é enunciado no apêndice A e finalmente, no apêndice
B, mostramos dois trabalhos publicados com material desta tese.
Capı´tulo2
Conceitos Fundamentais
Com o intuito de analisar detalhadamente as evidências do aparecimento de bacias
crivadas e VDI nos sistemas considerados, apresentamos neste capítulo alguns conceitos
e técnicas que serão abordados no texto.
2.1 Caos em Sistemas Dinâmicos
2.1.1 Sistemas Dinâmicos
Um sistema dinâmico [44, 58] consiste de um conjunto de objetos agrupados por alguma
interação ou interdependência, com algumas grandezas que caracterizam o sistema variando
no tempo. Para indicar o modo como um elemento deste conjunto é obtido em função
das anteriores, o sistema possui uma regra que na maior parte dos casos é uma expressão
matemática. A partir desta caracterização, podemos classificar os sistemas dinâmicos de
várias maneiras.
Quanto ao tipo de modelo, um sistema dinâmico pode ser linear ou não-linear. Nos sis-
temas lineares, um elemento pode ser obtido através de uma combinação linear dos elementos
anteriores, enquanto que os não-lineares podem exibir outros tipos de combinação. Neste
trabalho tratamos com sistemas que são lineares, mas apresentando equações diferentes em
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vários intervalos ao longo do domínio. Este tipo de sistema é chamado linear por partes.
Uma grande parte dos sistemas dinâmicos de interesse físico usam como variável temporal
um número inteiro. Neste caso o sistema é denominado de tempo discreto, ou mapa, como
aqueles que estudaremos adiante. Se, por outro lado, o tempo varia no conjunto dos números
reais, então o sistema é chamado de tempo contínuo ou fluxo.
Na teoria dos sistemas dinâmicos estamos interessados, particularmente, no modo como
certas grandezas, que são as variáveis dependentes, evoluem no tempo. No entanto, existem
outras grandezas que não dependem do tempo, mas alterações nos seus valores geram mu-
dança de comportamento no sistema. Chamamos estas grandezas de parâmetros de controle.
Neste sentido, é importante conhecer não somente a evolução temporal de um sistema, mas
também a dependência deste em relação aos parâmetros de controle.
Frequentemente, no espaço de fase de um sistema dinâmico, encontramos um conjunto
de pontos que chamamos de atrator [59], que possui a propriedade de atrair para si um
conjunto de condições iniciais, cujas trajetórias permanecem próximas a ele, mesmo na pre-
sença de pequenas perturbações. Um atrator possui características bem definidas, como o
fato de ser invariante (ao iterarmos um ponto do atrator o resultado permanece no atrator
para um tempo infinito) e mínimo (não existe um subconjunto do atrator com as mesmas
propriedades).
2.1.2 Sistemas Dinâmicos Caóticos
O estudo de sistemas ditos caóticos ocupa um papel importante na descrição de fenômenos
físicos, visto que a maior parte dos modelos utilizados apresentam caos.
O caos foi detectado pela primeira vez nos trabalhos de Poincaré [60] e Hadamard [61],
e então vários sistemas com as mesmas características foram analizados em trabalhos poste-
riores [1, 62, 63, 64].
Existem várias definições de caos no que se refere ao estudo de sistemas dinâmicos, cada
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uma delas dependendo da maneira como ele aparece no sistema. Detectamos o caos através
de suas consequências, que são aperiodicidade e sensibilidade em relação às condições iniciais
[65].
2.1.3 Expoentes de Lyapunov
O procedimento clássico para se detectar a presença de caos em sistemas dinâmicos con-
siste em calcular a média pela qual trajetórias divergem umas das outras. Esta média,
conhecida como expoente de Lyapunov, será extensivamente usada neste trabalho. A seguir,
apresentamos a metodologia para o cálculo do expoente de Lyapunov para mapas unidimen-
sionais e N-dimensionais [66].
Expoente de Lyapunov para um Mapa Unidimensional
Consideremos, num mapa unidimensional f , as trajetórias xk e yk, começando, respec-
tivamente, a partir de x0 e y0. Deste modo, até um tempo k qualquer, podemos escrever
|xj+1 − yj+1| ' |f 0 (xj)| |xj − yj| para j = 0, 1, . . . , k − 1, (2.1)
onde f 0 (x) denota a derivada de f no ponto x. Então
|xk − yk| ' |f 0 (xk−1)| |f 0 (xk−2)| · · · |f 0 (x0)| |x0 − y0| , (2.2)
ou equivalentemente







ln |f 0 (xj)| . (2.4)
Esta expressão informa a taxa média de divergência (se λ > 0), ou convergência (se
λ < 0) entre duas trajetórias, durante o intervalo de tempo [0; k], e define λ como o expoente
de Lyapunov a tempo finito. Porém, estamos interessados nesta taxa média quando o tempo
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k cresce indefinidamente, logo, introduzimos um limite nesta expressão definindo o expoente








ln |f 0 (xj)|
#
, (2.5)
desde que a expressão em colchetes esteja bem definida e o limite exista.
As condições de definição e existência acima são garantidas para quase todas as tra-
jetórias, utilizando o teorema ergódico de Birkhoﬀ [67, 68].
A existência do limite na equação 2.5 e sua independência, até um certo grau, de uma
trajetória particular, está vinculada à presença de uma densidade natural [A], garantida em
nossos sistemas pelo teorema de Krylov-Bogolyubov [69].
Assim, é possível definir o expoente de Lyapunov de um modo alternativo, sem recorrer
ao limite em 2.5. A nova expressão é enunciada da seguinte forma:
Suponha f : [0; 1]→ [0; 1] continuamente diferenciável, exceto para um número finito de
pontos. Seja ρ (x) a densidade natural da função f . Então, para quase todas as condições




ρ (x) ln |f 0 (x)| dx. (2.6)
Notemos que o expoente de Lyapunov acima fornece um valor não para todas, mas
somente para quase todas as trajetórias.
Expoentes de Lyapunov para um Mapa N-dimensional
Quando a dimensão N de um mapa é maior do que 1, a equação 2.5 não pode mais ser
usada, pois a derivada agora é substituída pela matriz jacobiana do sistema. Ainda assim
é possível fazer uma adaptação, definindo os expoentes de Lyapunov de uma trajetória xk
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onde ∂H∂x (xj) é a matriz jacobiana de H no ponto xj.
Para dimensão N = 1 existe apenas um expoente de Lyapunov e a expressão 2.7 se reduz
à 2.5.
2.1.4 Estabilidade de Pontos Fixos e Órbitas Periódicas
Dado um mapa unidimensional f qualquer, os pontos p no domínio que cumprem a
condição f (p) = p são chamados de pontos fixos. Um ponto fixo é denominado estável
quando pontos na sua vizinhança tendem a se aproximar dele sob a dinâmica do mapa. Para
um ponto fixo instável, pontos na sua vizinhança tendem a se afastar cada vez mais.
Questões envolvendo a estabilidade de pontos fixos são cruciais no estudo de sistemas
dinâmicos, visto que modelos realísticos estão constantemente sujeitos a pequenas pertur-
bações. Nesta situação, se um estado estacionário real do modelo for representado por um
ponto fixo instável do sistema, pequenos erros ou perturbações muito comuns em simulação
computacional podem direcionar a órbita para longe do ponto fixo.
Para decidir sobre a estabilidade de um certo ponto fixo p de um mapa suave f sobre R,
basta calcular o valor |f 0(p)| [44]:
• Se |f 0(p)| < 1, então p é um ponto fixo estável.
• Se |f 0(p)| > 1, então p é um ponto fixo instável.
Um ponto p no domínio do mapa que cumpre a condição fk(p) = p para algum k inteiro
positivo, com f i (p) 6= p para 1 ≤ i ≤ k − 1, é denominado ponto periódico de período k
e a órbita com condição inicial p consistindo de k pontos é chamada de órbita periódica de
período k.
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O resultado acima sobre estabilidade pode ser extendido para órbitas periódicas de
período k, visto que todo ponto p nesta órbita é um ponto fixo do mapa fk, ou seja, fk(p) = p.
Assim, podemos reescrever a regra acima na seguinte forma [44]:
Seja f um mapa suave sobre R, e assuma que {p1, p2, . . . , pk} seja uma órbita de período
k de f :
• Se |f 0(p1)f 0(p2) . . . f 0(pk)| < 1, então a órbita é estável.
• Se |f 0(p1)f 0(p2) . . . f 0(pk)| > 1, então a órbita é instável.
Quando a dimensão do mapa considerado é um número N > 1, não podemos mais
aplicar as condições acima pois, como vimos no caso dos expoentes de Lyapunov, a derivada
do mapa é substituída pela matriz Jacobiana. No entanto, aqui também é possível fazer
uma adaptação destas condições para um mapa N-dimensional, considerando sua matriz
jacobiana D e respectivos autovalores/autovetores µi e vi calculados no ponto periódico p,
respectivamente, onde i = {1, . . . , N}.
Seja então H um mapa N-dimensional, e assuma que p é um ponto fixo de H [43]:
• Se |µi| < 1, então p é um ponto fixo estável na direção do autovetor vi.
• Se |µi| > 1, então p é um ponto fixo instável na direção do autovetor vi.
2.1.5 Sincronização
Uma classe de sistemas dinâmicos de grande interesse em física são os sistemas acoplados,
que consistem de um certo número de sistemas dinâmicos que interagem entre si. Normal-
mente o acoplamento destes sistemas é regulado por um parâmetro de controle que chamamos
parâmetro de acoplamento ou força de acoplamento, e sua variação muitas vezes produz con-
sequências interessantes no sistema acoplado.
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Embora sistemas caóticos exibam extrema sensibilidade em relação às condições iniciais,
dois ou mais sistemas idênticos acoplados podem sincronizar suas trajetórias de modo que
elas possuam os mesmos valores nas variáveis dinâmicas.
Consideremos, por exemplo [70], N sistemas idênticos a tempo discreto acoplados tal
como uma cadeia de osciladores, cada um caracterizado pelo vetor de estado D-dimensional
x
(i)





t = . . . = x
(N)
t = s (t) , (2.9)
representando um conjunto de N − 1 equações que definem um subespaço de sincronização
S, que é um subconjunto D-dimensional do espaço de fase ND-dimensional. A existência
do subespaço de sincronização depende das propriedades de acoplamento do sistema.
Neste trabalho analizaremos, entre outras coisas, condições para que ocorra sincronização
nos sistemas que iremos definir.
2.2 Bacias Crivadas
Sistemas caóticos apresentando características especiais podem possuir bacias de atração
extremamente entrelaçadas. Este fenômeno tem sido chamado de riddling e o efeito que
ele provoca num sistema dinâmico é a produção de bacias crivadas [70]. Neste sentido, um
sistema pode possuir um atrator caótico A cuja bacia de atração é crivada com buracos
pertencentes à bacia de um outro atrator (não necessariamente caótico) B.
As consequências físicas do riddling podem ser bastante sérias em termos de nossa abili-
dade de predizer para qual atrator uma trajetória do sistema se aproxima. Para ver isso,
consideremos um ponto P arbitrário pertencente à bacia do atrator caótico A. Agora, se a
bacia de A é crivada pela bacia do outro atrator B, então qualquer vizinhança de P possui
uma fração não nula de seu volume petencente à bacia de B. Deste modo, se consideramos
esta vizinhança como uma pequena tolerância na determinação numérica ou experimental
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de P a partir de uma condição inicial, o ponto resultante da trajetória sempre possui uma
probabilidade positiva de estar na bacia do outro atrator. Em outras palavras, a probabili-
dade de escape da bacia do atrator A é não nula para qualquer vizinhança em torno de um
ponto. Consequentemente, predizer qual será o estado final do sistema torna-se bastante
difícil.
As condições necessárias para a ocorrência de bacias crivadas num sistema dinâmico são
[9]:
1. A existência de um subespaço invariante com dimensão menor do que a do espaço de
fase;
2. A existência de um atrator caótico A referente à dinâmica dentro do subespaço invari-
ante.;
3. A existência de outro atrator B, caótico ou não, e não pertencente ao subespaço in-
variante;
4. O atrator A deve ser transversalmente estável no espaço de fase, ou seja, considerando
órbitas típicas no atrator, os expoentes de Lyapunov para perturbações infinitesimais
ao longo de direções transversais ao subespaço invariante devem ser todos negativos;
5. A existência de um conjunto transversalmente instável de órbitas periódicas instáveis
imersas no atrator caótico A.
Uma simples inspeção na dinâmica do sistema revela a existência ou não dos elementos
necessários para satisfazer as condições 1 e 2. Para que a condição 3 seja satisfeita deve existir
outro atratorB fora do subespaço invariante. Nesta situação, dizemos que a bacia de atração,
quando existe, é globalmente crivada. Entretanto, existem muitas situações para as quais
não há tal atrator, mas as trajetórias que estão fora do subespaço invariante permanecem
vagando pelo espaço de fase por um tempo arbitrariamente longo antes de retornarem ao
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subespaço invariante. Neste caso, a bacia de atração resultante é dita localmente crivada
e consideramos este regime transiente não sincronizado como um segundo comportamento
possível, atribuindo-lhe as propriedades do segundo atrator B. As condições 4 e 5 são
verificadas avaliando-se os expoentes de Lyapunov e os autovalores das órbitas periódicas
imersas no subespaço invariante.
Estes procedimentos serão utilizados adiante para averiguar a existência ou não de bacias
crivadas em nossos sistemas.
2.3 Variabilidade da Dimensão Instável
Um atrator caótico no subespaço de sincronização possui um número infinito de ór-
bitas periódicas instáveis imersas nele e sua estabilidade transversal é dada pela relativa
contribuição destas órbitas. Deste modo, mesmo que o subespaço de sincronização seja
transversalmente estável, podem existir órbitas periódicas transversalmente instáveis imer-
sas nele. Reciprocamente, um espaço de sincronização transversalmente instável também
pode apresentar órbitas caóticas transversalmente estáveis.
A variabilidade da dimensão instável (VDI) é um fenômeno que ocorre quando temos,
no mesmo atrator caótico, órbitas periódicas instáveis possuindo números diferentes de di-
mensões instáveis. Isto viola a continuidade entre direções estáveis e instáveis ao longo de
uma trajetória, que é uma propriedade fundamental nos conjuntos hiperbólicos.
Um modo quantitativo de caracterizar a VDI é calcular o expoente de Lyapunov a tempo
finito λ⊥ (n) das órbitas imersas no subespaço de sincronização. Na presença da VDI a
distribuição probabilística deste expoente de Lyapunov em relação às órbitas flutua em torno
de zero devido à visitas da trajetória a regiões do atrator no subespaço de sincronização com
um número variável de direções estáveis e instáveis [48]. Deste modo, é útil considerar a
função de distribuição probabilística para o expoente a tempo finito P (λ⊥ (n)), a partir do
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λ⊥ (n)P (λ⊥ (n)) dλ⊥ (n) . (2.10)
Onde existe VDI no sistema, esta distribuição deve conter valores tanto positivos quanto
negativos de λ⊥ (n). Isto implica que existe uma fração positiva de valores positivos de λ⊥ (n)




P (λ⊥ (n)) dλ⊥ (n) > 0. (2.11)
Se a distribuição dos expoentes de Lyapunov a tempo finito é tal que metade de seus valores
é positivo, ou seja φ (n) = 1/2, então a VDI é mais intensa (blowout), e as consequências em
termos de sombreamento de trajetórias são mais severas.
Usando estes argumentos, estaremos interessados em avaliar a ocorrência de VDI nos
sistemas lineares por partes a serem definidos adiante, quando um certo parâmetro do sistema
variar.
2.4 O Sistema de Lorenz
O artigo publicado por Lorenz em 1963 [1] revolucionou a pesquisa em dinâmica não-
linear, por mostrar evidências numéricas da presença de caos em um sistema dinâmico.
Na esperança de encontrar um modelo matemático que reproduzisse com fidelidade os
fenômenos metereológicos, Lorenz trabalhou inicialmente num sistema de 12 equações dife-
renciais de primeira ordem, que ele considerava mais adequado do que o modelo linear
usado na época. Porém, a dificuldade técnica de tratar este sistema o levou a estudar
um conjunto mais simples de 7 equações que estava sendo investigado por B. Salzmann [71].
Simplificando o modelo de Salzmann para um sistema de apenas 3 equações, Lorenz constatou
numericamente no seu computador Royal McBee LGP-30 a presença de aperiodicidade e
sensibilidade em relação às condições iniciais nas suas soluções, sintomas que indicam a
presença do que mais tarde seria chamado de caos.
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x˙ = −σx+ σy,
y˙ = rx− y − xz,
z˙ = xy − bz,
(2.12)
onde σ é o número de Prandtl. Aqui, r e b são parâmetros relacionados com a diferença de
temperatura entre as camadas de ar e as dimensões do sistema, respectivamente.
A variável x é proporcional à intensidade da convecção na massa de ar, enquanto que
a variável y é proporcional à diferença de temperatura entre as correntes de ar ascendente
e descendente. Finalmente, a variável z é proporcional à distorção do perfil vertical da
temperatura em relação ao perfil linear.
Com o intuito de analisar uma solução númerica deste sistema, Lorenz usou como parâme-
tros os valores σ = 10, r = 28 e b = 8/3, constatando os sintomas caóticos descritos acima. A
figura 2.1 exibe a solução do sistema de Lorenz utilizando estes valores a partir da condição
inicial (x0; y0; z0) = (0; 1; 0).
Este gráfico, cuja forma lembra as asas de uma borboleta, é um esboço do atrator deste
sistema. A evolução temporal das variáveis x, y e z está ilustrada na figura 2.2.
Para argumentar que o atrator na figura 2.1 é aperiódico, Lorenz decidiu examinar o
comportamento dos sucessivos máximos locais Mn da coordenada z de uma trajetória, com
n ∈ N. Assim, ele fez uma interessante descoberta: Se plotamos o máximo Mn+1 como
função f do máximo Mn para cada n ∈ N, surge um diagrama bastante simples ao qual
chamamos de mapa de retorno, ilustrado na figura 2.3(a).
Este mapa de retorno, conhecido hoje como mapa de Lorenz é na verdade um sistema
dinâmico unidimensional. A idéia de Lorenz era então reduzir o problema da aperiodicidade
do atrator à mesma questão sobre este mapa. Como podemos observar na figura 2.3, o mapa
f possui similaridades com o mapa da tenda Ta, que veremos adiante. Esta semelhança
permitiu a Lorenz sugerir este último como uma aproximação linear para o mapa f . Agora,















Figura 2.1: Solução do sistema de Lorenz a partir da condição inicial (x0; y0; z0) = (0; 1; 0),
utilizando os parâmetros σ = 10, r = 28 e b = 8/3.
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Figura 2.2: Evolução temporal das variáveis x, y e z no sistema de Lorenz, utilizando os
parâmetros σ = 10, r = 28 e b = 8/3.












Figura 2.3: Gráficos do mapa de retorno da variável z do sistema de Lorenz (a) e do mapa
da tenda (b). O mapa de retorno (a) é obtido plotando-se o máximo localMn+1 como função
do máximo local Mn, na variável z, para cada n ∈ N.
o valor absoluto da inclinação das partes lineares do mapa da tenda é maior do que 1 em
todos os pontos, logo qualquer órbita periódica deve ser instável, pois a derivada de fk em
qualquer ponto da órbita periódica deve ser um produto de fatores maiores do que 1. Assim,
Lorenz concluiu que a forma do mapa de retorno z torna impossível a existência de uma
órbita periódica atratora.
Nos próximos capítulos estudaremos a ocorrência de bacias crivadas e VDI em dois mapas
lineares por partes, a saber, o mapa da tenda inclinada, que é uma generalização do mapa
da tenda e o mapa do bangalô.
Capı´tulo3
O Mapa da Tenda Inclinada
Neste capítulo introduzimos em detalhes o mapa da tenda inclinada. Após uma discussão
sobre as principais características deste sistema, consideramos o acoplamento de duas tendas




O mapa da tenda inclinada [66] é um sistema dinâmico unidimensional Ta : [0; 1]→ [0; 1]
controlado por um parâmetro real a ∈ (0; 1), linear por partes nos intervalos [0; a) e [a; 1].






a se x ∈ [0; a) ,
1−x
1−a se x ∈ [a; 1] .
(3.1)
Notemos que o parâmetro a controla a posição da “ponta” da tenda e que a terminologia
usada é sugerida pela forma apresentada no gráfico deste sistema, mostrado na figura 3.1,
onde utilizamos os valores (a) a = 0, 7 e (b) a = 0, 5; respectivamente.
Para este capítulo utilizaremos sempre o valor a = 0, 5 nas figuras e simulações numéri-
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Figura 3.1: Gráficos do mapa da tenda inclinada utilizando como parâmetros de controle os
valores a = 0, 7 (a) e a = 0, 5 (b). Na interseção dos gráficos com a diagonal do quadrado
[0; 1]× [0; 1] encontramos os pontos fixos, dados por x∗1 = 0 e x∗2 = 1/(2− a).
cas, obtendo assim uma aproximação em relação ao mapa de Lorenz.
3.1.2 Pontos Fixos
Os pontos fixos do mapa da tenda inclinada são obtidos pela solução da equação Ta (x∗) =
x∗. Fazendo isto, encontramos os seguintes pontos: x∗1 = 0, pertencente ao intervalo [0; a) e
x∗2 =
1
2−a , pertencente ao intervalo [a; 1]. Com relação à estabilidade, estes pontos fixos são








1 < |δ1| ≤ |δ2| . (3.3)
Na figura 3.1 estes pontos se localizam na interseção do gráfico do mapa com a diagonal
do quadrado [0; 1]× [0; 1].
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3.1.3 Expoente de Lyapunov
A linearidade por partes do mapa da tenda inclinada oferece grandes facilidades no cálculo
de expoentes de Lyapunov [66] para as trajetórias, pois T 0a (x) é constante em cada um dos
intervalos na definição do mapa. Deste modo podemos encontrar os limites inferior e superior
para o expoente de Lyapunov de qualquer trajetória do mapa conhecendo-se apenas o valor
do parâmetro a. Isto é feito lembrando-se que para pontos no subintervalo [0, a), temos
|T 0a (x)| = 1a e que para pontos no subintervalo [a; 1], temos |T 0a (x)| = 11−a . Assim, aplicando
o teorema ergódico de Birkhoﬀ e procedendo com o método para o cálculo do expoente de


























= − ln (1− a) .
(3.4)
Estes valores cumprem a condição 0 < − ln (a) ≤ − ln (1− a), visto que 1 < 1a ≤
1
1−a .
Como trajetórias suficientemente longas possuem pontos de ambos os intervalos, temos, de
um modo geral, uma situação intermediária, ou seja
0 < − ln (a) ≤ λ ≤ − ln (1− a) , (3.5)
o que indica a presença de caos para qualquer valor permitido do parâmetro a. Em particular,
fazendo a = 0, 5; os limites inferior e superior coincidem no valor λ = ln (2) = 0, 6931; que
representa o maior expoente de Lyapunov possível para este tipo de mapa.
Agora, para as considerações que faremos adiante, é necessário obter um valor do expoente
de Lyapunov para trajetórias mais longas do mapa da tenda inclinada. Para isso devemos
obter primeiramente a densidade natural ρa de pontos sobre o intervalo [0; 1] resolvendo a




ρa (y) δ (x− Ta (y)) dy, (3.6)
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da qual resulta a igualdade [66]
ρa (x) = aρa (ax) + (1− a)ρa (1− (1− a)x) , (3.7)
cuja solução é a função constante ρa (x) = k. Para facilitar os cálculos utilizaremos, sem
perda de generalidade, k = 1.





ρa (x) ln |T 0(x)| dx, (3.8)
cujo resultado é dado por
λ(a) = −a ln(a)− (1− a) ln(1− a). (3.9)
No caso especial em que a = 0, 5; obtemos λ = ln(2), concordando com o valor encontrado
anteriormente. Vale observar que o expoente de Lyapunov do mapa da tenda inclinada
exibe uma dependência contínua e suave em relação ao parâmetro de controle a [72], o que
ilustramos na figura 3.2.
3.2 Acoplamento de Dois Mapas da Tenda
3.2.1 Equações
Usando os dados gerais e características do mapa da tenda, vamos agora acoplar dois
destes mapas [66] utilizando duas formas diferentes de acoplamento. Isto produz dois mapas













Ta (xk) + (yk − xk) δ















Ta (xk + (yk − xk) δ)
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Figura 3.2: Gráfico do expoente de Lyapunov do mapa da tenda inclinada em função do
parâmetro de controle a. Esta dependência é uma função contínua e suave.
Os dois parâmetros de acoplamento δ e ε podem tomar quaisquer valores. Como veremos
adiante, o comportamento qualitativo do sistema depende essencialmente da soma d ≡ δ+ε.
A diferença fundamental entre as duas formas de acoplamento reside no fato de que no
mapa F aplicamos inicialmente o mapa da tenda para depois proceder com o acoplamento,
enquanto que no mapa G acoplamos primeiramente para depois aplicar o mapa da tenda.
Se fazemos δ = 0, xk não é influenciado por yk, mas a menos que ε = 0, xk influencia yk.
Observe que o mapa F não deixa o quadrado [0; 1]× [0; 1] invariante, a não ser que δ e
ε sejam ambos nulos, ao passo que G deixa o quadrado invariante quando δ ≥ 0 e ε ≥ 0.
Então, para obter F e G como funções bem definidas em R2 faz-se necessário extender o
domínio do mapa da tenda inclinada para todo número real, omitindo as restrições 0 ≤ x e
x ≤ 1 na equação 3.1.
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3.2.2 Sincronização
Para a análise de sincronização [66], notemos primeiramente que tanto F quantoG deixam
o conjunto
S = {(x; y) | 0 ≤ x = y ≤ 1} ⊂ [0; 1]× [0; 1] (3.11)
invariante, pois neste segmento temos yk − xk = xk − yk = xk − xk = 0. A reta x = y é
o subespaço de R2 onde os dois sistemas dinâmicos xk+1 = Ta (xk) e yk+1 = Ta (yk) estão
sincronizados, por isso, dizemos que qualquer trajetória que começa em algum lugar do
plano, mas que converge para o subespaço x = y, sincroniza. Na figura 3.3 representamos
uma órbita do mapaG (versão 2 de acoplamento) que sincroniza enquanto permanece caótica.
Observe que, dentro de S, a dinâmica é unidimensional, dada pelas iterações do mapa Ta.







Figura 3.3: Órbita do acoplamento de duas tendas inclinadas na versão 2, a partir da condição
inicial (x0; y0) = (0, 2; 0, 9), usando como parâmetro de controle o valor a = 0, 5. A diagonal
do quadrado [0; 1]× [0; 1] é o espaço de sincronização S.
A questão que colocamos agora é decidir para quais condições iniciais em [0; 1]× [0; 1] a
sincronização ocorre, ou equivalentemente, para quais condições iniciais as respectivas tra-
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jetórias convergem para S. Para responder a esta questão, vamos considerar novamente
os expoentes de Lyapunov como uma medida da convergência ou divergência entre as ór-
bitas. Como nossos mapas agora são bidimensionais, calcularemos os expoentes de Lyapunov
usando o método para sistemas N-dimensionais que descrevemos na seção 2.1 do capítulo
2. Apresentaremos os resultados primeiramente na versão 1 de acoplamento, para depois
analizarmos a versão 2.
Versão 1














a se x < a,
− 1
















e os correspondentes autovalores
µ1 = c,
µ2 = c− (δ + ε) = c− d.
(3.15)
Como os autovetores não dependem de x, eles são também autovetores da matriz Dk na
equação 2.8. Assim, os dois autovalores de Dk são dados por


µ1 = µ1 (xk−1) . . . µ1 (x1)µ1 (x0) ,
µ2 = µ2 (xk−1) . . . µ2 (x1)µ2 (x0) ,
(3.16)

















ln |µ2 (xj)| .
(3.17)
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O primeiro autovetor está no subespaço x = y, logo o primeiro expoente de Lyapunov
corresponde ao movimento ao longo de S. Por este motivo usaremos a notação λk ao invés
de λ1. O segundo autovetor é transversal ao subespaço x = y, então o exponte de Lyapunov
correspondente será denotado por λ⊥ ao invés de λ2.
Usando agora a densidade natural 1 ρ = ρa sobre S, os valores de λk e λ⊥ podem ser
novamente calculados para quase todas as trajetórias em S aplicando o teorema ergódico de




ρ (x) ln |µ1 (x)| dx e λ⊥ =
1Z
0
ρ (x) ln |µ2 (x)| dx. (3.18)
Procedendo com os cálculos, obtemos para o expoente de Lyapunov paralelo o mesmo
valor encontrado na equação 3.9, dado por
λk = −a ln(a)− (1− a) ln(1− a) (3.19)
e para o expoente de Lyapunov transversal






+ (1− a) ln
¯¯¯¯
− 1
1− a − d
¯¯¯¯
. (3.20)
Se λ⊥ é negativo, então trajetórias iniciando próximas a S são atraídas para S. Esta é uma
condição para que haja sincronização no sistema. Plotando λ⊥ em função da variável d com
a = 0, 5; mostramos na figura 3.4 os intervalos I1 = (−2, 237;−1, 731) e I2 = (1, 731; 2, 237)
onde o expoente de Lyapunov transversal é negativo.
Considerando agora qualquer valor de a no intervalo permitido, exibimos na figura 3.5
uma visão global de todos os intervalos no parâmetro d onde o expoente de Lyapunov é
negativo.
Assim, na versão 1 de acoplamento, com a = 0, 5; a sincronização de trajetórias ocorre nos
intervalos I1 e I2. Pórem, o aparecimento de bacias crivadas, que estudaremos na seção 3.3,
1Notemos que ρ (x) = ρa (x) = 1 neste caso, pois no subespaço de sincronização S a dinâmica é exercída
pelo mapa da tenda isolado.
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Figura 3.4: Gráfico do expoente de Lyapunov transversal λ⊥ em função do parâmetro d ≡
δ+ ε para a versão 1 do acoplamento de duas tendas inclinadas, utilizando como parâmetro
de controle o valor a = 0, 5. Os intervalos em negrito, dados por I1 = (−2, 237;−1, 731) e
I2 = (1, 731; 2, 237), representam valores de d para os quais λ⊥ < 0.
pode fazer com que estas trajetórias se afastem definitivamente do subespaço de sincronização
ou então fiquem num regime transiente durante muito tempo antes de sincronizarem.
Versão 2








sendo o valor de c igual ao utilizado na versão 1, exibido na equação 3.13.
Os autovetores e autovalor µ1 são os mesmos da versão 1, representados nas equações
3.14 e 3.15, respectivamente. Apenas o autovalor µ2 possui um valor diferente, dado por
µ2 = c (1− d) . (3.22)
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Figura 3.5: Gráfico global no parâmetro de controle a representando os intervalos em d
onde o expoente de Lyapunov transversal λ⊥ é negativo na versão 1 de acoplamento de duas
tendas inclinadas, usando como parâmetro de controle o valor a = 0, 5. Traçando-se uma
reta horizontal a partir de qualquer valor de a permitido, a interseção desta reta com o
diagrama em preto determina os intervalos em d para os quais λ⊥ < 0.
Procedendo como na versão 1, obtemos o expoente de Lyapunov transversal que agora tem
a forma
λ⊥ = −a ln(a)− (1− a) ln(1− a) + ln |1− d| . (3.23)
Plotando este expoente de Lyapunov transversal em função do parâmetro d, com a = 0, 5
observamos, na figura 3.6 a existência de um único intervalo I3 = (0, 500; 1, 500) onde este
expoente é negativo.
Considerando novamente qualquer valor de a no intervalo permitido, mostramos na figura
3.7 uma visão global de todos os intervalos em d onde o expoente de Lyapunov é negativo.
Assim como na versão 1, o intervalo I3 exibe valores de d para os quais ocorre sincroniza-
ção de trajetórias, porém, devemos ficar atentos ao aparecimento de bacias crivadas, que
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Figura 3.6: Gráfico do expoente de Lyapunov transversal λ⊥ em função do parâmetro d ≡
δ+ ε para a versão 2 do acoplamento de duas tendas inclinadas, utilizando como parâmetro
de controle o valor a = 0, 5. O intervalo em negrito, dado por I3 = (0, 500; 1, 500), representa
valores de d para os quais λ⊥ < 0.
podem conduzir estas trajetórias para longe do subespaço de sincronização.
Com base nos valores encontrados até aqui, podemos agora averiguar a existência de
bacias crivadas e VDI no acoplamento de duas tendas inclinadas, quando o parâmetro d
varia.
3.3 Bacias Crivadas nas Tendas Acopladas
Para investigar a ocorrência de bacias crivadas no acoplamento de duas tendas inclinadas
[66, 73], devemos mostrar que todas as condições definidas na seção 2.2 são satisfeitas para
algum valor do parâmetro d.
Olhando para o subespaço de sincronização S, definido na subseção 3.2.2, observamos
que a dinâmica é governada apenas pelo mapa da tenda, visto que pontos neste subespaço
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Figura 3.7: Gráfico global no parâmetro de controle a representando os intervalos em d onde
o expoente de Lyapunov transversal λ⊥ é negativo na versão 2 de acoplamento. Traçando-se
uma reta horizontal a partir de qualquer valor de a permitido, a interseção desta reta com o
diagrama em preto determina os intervalos em d para os quais λ⊥ < 0.
possuem as mesmas coordenadas em x e y, o que o torna invariante sob ação do mapa. Além
disso, S é caótico pela dinâmica do mapa e é transversalmente estável nos intervalos I1, I2
e I3, sendo portanto um atrator caótico para valores de d nestes intervalos. Com isso as
condições 1 e 2 são satisfeitas.
É possível mostrar analiticamente [73] que existem valores de d nos intervalos I1, I2 e I3
para os quais temos um atrator no infinito ou então o comportamento transiente descrito na
seção 2.2, produzindo, respectivamente bacias globalmente e localmente crivadas, verificando
portanto a condição 3.
A condição 4 se verifica nos intervalos I1, I2 e I3 onde temos expoentes de Lyapunov
negativos. Para completar a análise e verificar a condição 5, devemos investigar a pre-
sença de órbitas periódicas transversalmente instáveis imersas no subespaço S. Isto é feito
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observando-se a evolução dos autovalores transversais µ2 em função do parâmetro d, calcula-
dos nas respectivas órbitas períodicas. Começaremos esta análise com pontos fixos e então,
se necessário, passamos a órbitas de períodos maiores. Como as 5 condições devem ser sa-
tisfeitas simultaneamente, vamos sobrepor os intervalos I1, I2 e I3 aos possíveis intervalos
onde o logarítmo do valor absoluto do autovalor transversal calculado nos pontos fixos ou
órbitas periódicas é maior que zero, caracterizando então as regiões onde ocorrem bacias
crivadas. Analisaremos separadamente as versões 1 e 2.
3.3.1 Versão 1
Na versão 1 de acoplamento, o autovalor transversal µ(1,2)2 calculado para os pontos fixos
x∗1 = 0 e x
∗
2 = 1/(2 − a), respectivamente, foi apresentado na equação 3.15. Plotando esta
função na varíavel d e sobrepondo o gráfico ao da figura 3.4, obtemos, na figura 3.8, dois
intervalos onde simultaneamente ocorrem expoentes de Lyapunov negativos e logarítmos do
módulo dos autovalores transversais positivos, de um ou outro ponto fixo.
Note que estes intervalos são exatamente aqueles onde o expoente de Lyapunov transver-
sal é negativo, dados por I1 = (−2, 237;−1, 731) e I2 = (1, 731; 2, 237). Nas figuras 3.9 e
3.10, plotamos as bacias de atração localmente e globalmente crivadas, usando os parâmetros
d = 2 e d = 1, 8; respectivamente.
O aspecto “perfurado” que observamos na bacia globalmente crivada justifica a termi-
nologia dada. Na bacia localmente crivada não percebemos os “furos” que caracterizam este
fenômeno. Isto se deve ao fato de não haver atrator no infinito, e sim um comportamento
transiente das trajétórias que assumimos ter as propriedades de um atrator.
3.3.2 Versão 2
Na análise da ocorrência de bacias crivadas para a versão 2, não encontramos intervalos
em d contendo simultaneamente expoentes de Lyapunov negativos e logarítmos do valor
3.4 VDI nas Tendas Acopladas 32








Figura 3.8: Sobreposição dos gráficos do logarítmo do módulo do autovalor transversal µ2
para os pontos fixos e do expoente de Lyapunov transversal λ⊥ na versão 1 do acoplamento
de duas tendas inclinadas, utilizando como parâmetro de controle o valor a = 0, 5. Os
intervalos em negrito, dados por I1 = (−2, 237;−1, 731) e I2 = (1, 731; 2, 237), representam
valores de d para os quais observamos a ocorrência de bacias crivadas no sistema.
absoluto dos autovalores transversais positivos para os pontos fixos, como pode ser visto na
figura 3.11.
No entanto, a aparência da bacia na figura 3.12, onde usamos o valor d = 0, 6; sugere a
ocorrência de bacias crivadas para certos valores do parâmetro. Nestas condições, o fenômeno
poderia acontecer devido à instabilidade de órbitas periódicas de período grande, para as
quais não fizemos a análise.
3.4 VDI nas Tendas Acopladas
Para investigar a presença de VDI no acoplamento de duas tendas inclinadas, vamos
considerar os expoentes de Lyapunov a tempo finito, definidos na equação 2.4. A VDI
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Figura 3.9: Bacia de sincronização localmente crivada do sistema de duas tendas acopladas
na versão 1, utilizando os parâmetros a = 0, 5 e d = 2. Os pontos em preto representam
condições iniciais cujas trajetórias sincronizam num tempo inferior a 100 iterações.
pode então ser caracterizada observando-se a flutuação da distribuição probabilística destes
expoentes em torno de zero. Faremos esta análise numérica em separado para as versões 1 e
2.
3.4.1 Versão 1
Computando a fração de expoentes de Lyapunov a tempo finito positivos para a versão
1 de acoplamento, observamos a ocorrência de intervalos em d onde esta fração não atinge
o valor máximo. Isto significa que existe um percentual destes expoentes que é negativo,
caracterizando assim o aparecimento da VDI. A quantidade de pontos nas órbitas randômicas
influencia fortemente a localização dos pontos onde a VDI aparece (onset) e o local onde ela
é mais intensa (blowout).
Para a determinação do onset da VDI, utilizamos expoentes de Lyapunov a tempo 1
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Figura 3.10: Bacia de sincronização globalmente crivada do sistema de duas tendas acopladas
na versão 1, utilizando os parâmetros a = 0, 5 e d = 1, 8. Os pontos em preto representam
condições iniciais cujas trajetórias sincronizam num tempo inferior a 100 iterações.
alegando que deste modo as distribuições são mais bem definidas nas bordas. Na figura 3.13,
exibimos a fração positiva de expoentes de Lyapunov a tempo 1, constatando a presença da
VDI em dois intervalos, a saber J1 = (−3;−1) e J2 = (1; 3). Os extremos deste intervalo
correspondem aos pontos de onset da VDI.
Na determinação do blowout da VDI, utilizamos expoentes de Lyapunov a tempo 30,
alegando que quanto maior este número, mais bem definido é o formato da distribuição
destes expoentes, permitindo maior acuracidade na verificação das quantidades positivas e
negativas.
Na figura 3.14, plotamos a fração positiva de expoentes de Lyapunov a tempo 30, cons-
tatando a presença de pontos onde esta fração é 1/2. Este pontos correspondem a valores
de d para os quais a VDI é máxima, e são dados por d1 = −2, 24; d2 = −1, 74; d3 = 1, 74 e
d4 = 2, 24.
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Figura 3.11: Sobreposição dos gráficos do logarítmo do valor absoluto do autovalor transver-
sal µ2 para os pontos fixos e do expoente de Lyapunov transversal λ⊥ na versão 2 do acopla-
mento de duas tendas inclinadas, utilizando como parâmetro de controle o valor a = 0, 5.
Neste diagrama não encontramos valores de d que produzem bacias crivadas no sistema.
Para ilustrar de modo global a evolução da VDI em função do parâmetro a no acoplamento
de duas tendas na versão 1, exibimos na figura 3.15 um diagrama contendo todos os intervalos
(em cinza) onde este fenômeno acontece, utilizando expoentes de Lyapunov a tempo 30. Os
pontos em preto representam VDI máxima para o valor de a correspondente.
Finalmente, em caráter ilustrativo, mostramos na figura 3.16 as distribuições dos ex-
poentes de Lyapunov a tempo 30 para os valores de d = 1 e de d = 2, 24 (blowout).
3.4.2 Versão 2
Para a versão 2 de acoplamento, o cálculo dos expoentes de Lyapunov a tempo finito
não revelou a presença de VDI para nenhum valor de d. Nas figuras 3.17 e 3.18, exibimos a
fração positiva dos expoentes a tempo 1 e a tempo 50, evidenciando que não há intervalos
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Figura 3.12: Bacia de sincronização crivada do sistema de duas tendas acopladas na versão
2, utilizando os parâmetros a = 0, 5 e d = 0, 6. Os pontos em preto representam condições
iniciais cujas trajetórias sincronizam num tempo inferior a 100 iterações.
com frações positivas e negativas simultaneamente.
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Figura 3.13: Gráfico da fração positiva φ dos expoentes de Lyapunov a tempo 1 para o
sistema de duas tendas acopladas na versão 1, utilizando como parâmetro de controle o valor
a = 0, 5. Os intervalos para os quais φ 6= 1 representam valores de d que produzem VDI
no sistema e são dados por J1 = (−3;−1) e J2 = (1; 3). Os extremos destes intervalos
correspondem ao onset da VDI.
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Figura 3.14: Gráfico da fração positiva φ dos expoentes de Lyapunov a tempo 30 para o
sistema de duas tendas acopladas na versão 1, utilizando como parâmetro de controle o valor
a = 0, 5. A interseção da reta horizontal φ = 0, 5 com o diagrama representa os valores
em d para os quais a VDI é máxima (blowout). Estes pontos são dados por d1 = −2, 24;
d2 = −1, 74; d3 = 1, 74 e d4 = 2, 24.
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Figura 3.15: Gráfico global no parâmetro de controle a representando os intervalos em d
para os quais ocorre VDI na versão 1 do acoplamento de duas tendas inclinadas, utilizando
expoentes de Lyapunov a tempo 30. Traçando-se uma reta horizontal a partir de qualquer
valor de a permitido, a interseção desta reta com o diagrama em cinza determina os intervalos
em d para os quais encontramos VDI no sistema. Os pontos em preto representam valores
de d para VDI máxima.
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Figura 3.16: Distribuições do expoente de Lyapunov a tempo 30 para o acoplamento de duas
tendas inclinadas na versão 1, usando como parâmetro de controle o valor a = 0, 5; a partir
dos valores d = 1 e d = 2, 24 (blowout).
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Figura 3.17: Gráfico da fração positiva φ dos expoentes de Lyapunov a tempo 1 para o
sistema de duas tendas acopladas na versão 2, utilizando como parâmetro de controle o
valor a = 0, 5. Na figura temos somente frações positivas (φ = 1) ou negativas (φ = 0) na
distribuição dos expontes de Lyapunov, não havendo portanto indícios de VDI, qualquer que
seja o valor de d.
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Figura 3.18: Gráfico da fração positiva φ dos expoentes de Lyapunov a tempo 50 para o
sistema de duas tendas acopladas na versão 2, utilizando como parâmetro de controle o valor
a = 0, 5. A exemplo da figura 3.17, não há evidências de VDI no sistema.
Capı´tulo4
O Mapa do Bangalô
Neste capítulo apresentamos o mapa do bangalô e suas características como uma melhor
aproximação em relação ao mapa de Lorenz, comparado ao mapa da tenda. A partir da
seção 4.2 consideramos o acoplamento de dois bangalôs e analisamos as condições para a
sincronização de trajetórias, bem como a ocorrência de bacias crivadas e VDI.
4.1 Aspectos Gerais
4.1.1 Equação
O mapa do bangalô [74], a exemplo do mapa da tenda, também é um sistema dinâmico






A principal diferença em relação ao mapa da tenda está na quantidade de partes lineares












[1− a; 1] e o parâmetro a controla a posição dos “cantos” simétricos direito, (a; 1 − a) e
esquerdo, (1− a; 1− a) do gráfico que representa o mapa. Novamente, a forma deste gráfico
justifica a terminologia usada.
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1−2a (1− x) +
1−3a








a (1− x) se x ∈ [1− a; 1] ,
(4.1)
e a figura 4.1, usando os valores (a) a = 0, 2 e (b) a = 0, 45 (aproximação melhor em relação
ao mapa de Lorenz, comparado ao mapa da tenda), representa graficamente esta função.









Figura 4.1: Gráficos do mapa do bangalô utilizando os valores do parâmetro de controle
a = 0, 2 (a) e a = 0, 45 (b). Na interseção dos gráficos com a diagonal do quadrado [0; 1]×[0; 1]
encontramos os pontos fixos.
Para todas as questões numéricas tratadas a seguir, sempre utilizaremos o valor a = 0, 45.
4.1.2 Pontos Fixos
Resolvendo a equação fa (x∗) = x∗ encontramos os dois pontos fixos do mapa do bangalô:
x∗1 = 0, pertencente ao intervalo [0; a) e x
∗
2 = 1 − a, pertencente ao intervalo [1− a; 1]. Na
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figura 4.1, estes pontos estão na interseção do gráfico do mapa com a diagonal do quadrado
[0; 1]× [0; 1].








4.1.3 Órbita de Período Dois
Para a análise sobre bacias crivadas no acoplamento de dois bangalôs que faremos adiante,
será de suma importância a instabilidade da única órbita de período dois que ocorre na
dinâmica deste mapa. Para encontrá-la, resolvemos a equação f2a (x) = x descartando os
pontos fixos, que também satisfazem esta igualdade.
Numericamente encontramos os pontos da órbita de período dois na interseção do gráfico
de f2a com a diagonal do quadrado [0; 1] × [0; 1]. Os pontos correspondentes são dados por
x(2)1 = 0, 4583 e x
(2)
2 = 0, 625. Na figura 4.2 mostramos, no gráfico (a), a segunda iterada
do mapa com a localização dos pontos da órbita de período dois e no gráfico (b) uma
representação desta órbita no mapa (gráfico teia de aranha).
Para encontrar os pontos desta órbita de forma analítica, para qualquer valor de a,
devemos resolver a equação f2a (x) = x levando em conta que o bangalô mapeia o ponto
0, 4583 (2o intervalo na definição do mapa) em algum ponto situado no 4o intervalo, e o
ponto 0, 625 (4o intervalo) em algum ponto no 2o intervalo. Substituindo estes dados na
equação f2a (x) = x, obtemos:
x(2)1 =
1− a





A simples substituição pelo valor a = 0, 45 fornece os pontos correspondentes. Questões
sobre a estabilidade desta órbita serão analizadas na seção 4.2.










Figura 4.2: Gráfico da segunda iterada do mapa do bangalô (a) e gráfico teia de aranha (b)
destacando a localização da órbita de período dois do mapa do bangalô. Para estes gráficos
utilizamos como parâmetro de controle o valor a = 0, 45.
4.1.4 Expoente de Lyapunov
Uma característica útil do mapa do bangalô, que já vimos no mapa da tenda, é que o
expoente de Lyapunov é uma função suave do parâmetro de controle a [72]. Para obter esta




ρa (y) δ (x− fa (y)) dy (4.4)
obtendo a densidade natural [74]
ρa (x) =
1
2− 3aχ[0;1−a) (x) +
1− 2a
a (2− 3a)χ[1−a;1] (x) , (4.5)
onde χ é a função indicadora, ou seja, χA (x) = 1 se x ∈ A e χA (x) = 0 se x /∈ A. Assim,
a densidade invariante é constante no intervalo [0; 1− a) e salta, no ponto x = 1− a, para
outro valor constante. O expoente de Lyapunov é então calculado usando a equação




ρa (x) ln |f 0a(x)| dx, (4.6)
















Uma representação gráfica desta função pode ser visualizada na figura 4.3:









Figura 4.3: Gráfico do expoente de Lyapunov do mapa do bangalô em função do parâmetro
de controle a. Esta dependência é uma função contínua e suave.







= ln 2, que é o valor máximo deste expoente
e também o resultado esperado para o mapa da tenda. Para quaisquer outros valores de a,
o expoente de Lyapunov é sempre positivo, exibindo uma dependência suave em relação a
este parâmetro e assumindo o valor λ = 0, 5078 para o mapa do bangalô com a = 0, 45. Este
valor de λ indica que trata-se de um mapa caótico, sem janelas periódicas com respeito ao
parâmetro a.
4.2 Acoplamento de Dois Mapas do Bangalô 48
4.2 Acoplamento de Dois Mapas do Bangalô
4.2.1 Equações
Novamente consideramos aqui duas versões de acoplamento de dois mapas do bangalô,














fa (xk) + (yk − xk) δ















fa (xk + (yk − xk) δ)




onde δ e ε são parâmetros de acoplamento reais que podem ser diferentes quando o acopla-
mento é assimétrico ou mesmo se anularem num acoplamento unidirecional. Como vere-
mos adiante, o comportamento dinâmico destes sistemas depende essencialmente da soma
d ≡ δ + ε.
A diferença básica entre estes dois mapas é que F não deixa o quadrado [0; 1] × [0; 1]
invariante sob sua ação, a menos que δ e ε sejam ambos nulos, ao passo que G mantém o
quadrado invariante quando 0 ≤ δ ≤ 1 e 0 ≤ ε ≤ 1 simultaneamente. Por causa destes fatos,
devemos extender o domínio do mapa do bangalô para todos os números reais, omitindo as
restrições 0 ≤ x e x ≤ 1 na equação 4.1.
4.2.2 Sincronização
Na dinâmica do acoplamento descrito acima, o segmento
S = {(x; y) | 0 ≤ x = y ≤ 1} ⊂ [0; 1]× [0; 1] (4.9)
é sempre mantido invariante e é o subespaço onde os dois mapas acoplados xn+1 = fa (xn)
e yn+1 = fa (yn) estão sincronizados. Este segmento é o nosso subespaço de sincronização.
Uma órbita neste subespaço é obviamente a mesma órbita caótica do mapa desacoplado, só
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que em R2, portanto os pontos fixos de S são P1 = (0; 0) e P2 = (1− a; 1− a). Na figura
4.4, plotamos uma órbita típica do mapa 4.8a (versão 1), a partir de uma condição inicial
cuja trajetória sincroniza.








Figura 4.4: Órbita do acoplamento de dois bangalôs na versão 1, a partir da condição inicial
(x0; y0) = (0, 1; 0, 9), usando como parâmetro de controle o valor a = 0, 45. A diagonal do
quadrado [0; 1]× [0; 1] é o espaço de sincronização S.
Para analizarmos a estabilidade do subespaço de sincronização devemos investigar se
uma trajetória que inicia próxima de S converge para uma trajetória em S. Isto pode ser
feito considerando-se o expoente de Lyapunov máximo ao longo da direção transversal ao
subespaço de sincronização, o qual denotamos por λ⊥. Se este número é negativo (positivo)
o estado sincronizado é estável (instável) com respeito a pequenas perturbações transversais.
Esta é somente uma condição necessária, porque eventuais órbitas períodicas transver-
salmente instáveis imersas no subespaço de sincronização tornariam divergentes as órbitas
na vizinhança deste subespaço. Estas órbitas periódicas podem existir mesmo quando S é
transversalmente estável (com λ⊥ < 0) e seu efeito é direcionar as trajetórias para longe de
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S, impedindo a convergência ao estado sincronizado. Deste modo, uma condição suficiente
para a sincronização é que todas as órbitas periódicas instáveis sejam transversalmente es-
táveis. Esta condição pode ser verificada calculando-se o autovalor da matriz Jacobiana ao
longo da direção transversal a S. Se este autovalor possuir módulo menor do que 1, então
as trajetórias próximas a S sincronizarão. A seguir analizamos estas condições isoladamente
para cada versão de acoplamento.
Versão 1














a se x ∈ [0; a) ,
2a















a se x ∈ [1− a; 1] .
(4.11)
Os autovalores da matriz Jacobiana são
µ1 = c,
















O primeiro autovetor está no subespaço de sincronização S, enquanto que o segundo é
transversal a ele. Devemos observar que, pelo fato de o mapa do bangalô ser linear por
partes, o mapa 4.8a possui quatro diferentes expressões para os autovalores, cada uma delas
definida num intervalo diferente, de acordo com o valor de c dado pela equação 4.11.
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Na figura 4.5, plotamos o logaritmo do módulo do autovalor transversal µ2 como função
do parâmetro de acoplamento d para os pontos fixos P1 = (0; 0) (µ
(1)
2 ) e P2 = (1− a; 1− a)
(µ(4)2 ) do mapa 4.8a.








Figura 4.5: Gráfico do logarítmo do módulo dos autovalores transversais para os pontos
fixos do sistema de dois bangalôs acoplados na versão 1, em função de d, utilizando como
parâmetro de controle o valor a = 0, 45. Os intervalos em negrito representam valores de d
para os quais cada um dos pontos fixos é estável.
De acordo com a teoria clássica, tais pontos periódicos são transversalmente estáveis
(instáveis) se estes números são negativos (positivos). Como podemos ver, existe sempre um
ponto fixo com logaritmo do módulo do autovalor transversal positivo, mesmo que para o
outro ponto fixo este número seja negativo em algum intervalo em d. Para o ponto fixo P1,







enquanto que, para P2 temos I2 = (−d2;−d1). Usando a = 0, 45; como na figura acima, estes
intervalos são I1 = (0, 22; 2, 23) e I2 = (−2, 23;−0, 22). Concluímos então que, independen-
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temente do valor de d, sempre existirá algum ponto fixo transversalmente instável imerso na
variedade de sincronização S.
Observe que esta análise foi feita apenas para pontos fixos, o que é suficiente para a
caracterização de bacias crivadas que faremos na seção seguinte nesta versão de acoplamento.
Com relação ao expoente de Lyapunov, um procedimento semelhante ao que fizemos
na tenda inclinada nos leva a obter estes valores. Neste sentido, o expoente de Lyapunov
ao longo da direção paralela ao subespaço de sincronização tem o mesmo valor daquele
















Agora, o expoente de Lyapunov transversal pode ser obtido através da equação 2.6, aplicando






































Graficamente, usando a = 0, 45; representamos na figura 4.6 o exponte de Lyapunov transver-
sal λ⊥ como função de d, onde identificamos os intervalos C1 = (−1, 227;−1, 217) e C2 =
(0, 550; 1, 831), para os quais este expoente é negativo. Usando valores de d nestes intervalos,
garantimos uma condição necessária para sincronização.
De modo global, para qualquer valor do parametro a, visualizamos na figura 4.7 a dis-
tribuição destes intervalos, permitindo assim a condição necessária de sincronização.
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Figura 4.6: Gráfico do expoente de Lyapunov transversal λ⊥ em função do parâmetro d ≡
δ + ε para a versão 1 do acoplamento de dois bangalôs, utilizando como parâmetro de
controle o valor a = 0, 45. Os intervalos em negrito, dados por C1 = (−1, 227;−1, 217) e
C2 = (0, 550; 1, 831), representam valores de d para os quais λ⊥ < 0.
Versão 2








e onde c é dado na equação 4.11. Aqui os dois autovetores e o autovalor µ1 são os mesmos
da versão 1, sendo que o autovalor transversal é dado agora por
µ2 = c (1− d) . (4.18)
O logaritmo do módulo do autovalor transversal está plotado na figura 4.8 como função
do parâmetro de acoplamento d para os pontos fixos P1 e P2 do mapa 4.8b.
Existe um intervalo comum para o qual os dois pontos fixos são transversalmente estáveis
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Figura 4.7: Gráfico global no parâmetro de controle a representando os intervalos em d
onde o expoente de Lyapunov transversal λ⊥ é negativo na versão 1 do acoplamento de dois
bangalôs, utilizando como parâmetro de controle o valor a = 0, 45. Traçando-se uma reta
horizontal a partir de qualquer valor de a permitido, a interseção desta reta com o diagrama
em preto determina os intervalos em d para os quais λ⊥ < 0.







Fazendo a = 0.45, como na figura acima, encontramos o intervalo I3 = (0, 18; 1, 83). Neste
caso, diferentemente da versão anterior, é necessário analizar também a órbita de período
dois, visto que ela pode ser transversalmente instável, mesmo quando os pontos fixos são
transversalmente estáveis. Como vimos anteriormente, os pontos da órbita de período dois
são dados por












3−4a ∈ [1− a; 1]
(4.20)
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Figura 4.8: Gráfico do logarítmo do módulo dos autovalores transversais para os pontos
fixos do sistema de dois bangalôs acoplados na versão 2, em função de d, utilizando como
parâmetro de controle o valor a = 0, 45. O intervalo em negrito representa valores de d para
os quais os pontos fixos são estáveis.




2a− 1 − 1
¶
(1− d)2 , (4.21)




2(1− a) , d > 1 +
s
1− 2a
2(1− a) . (4.22)
O logaritmo do módulo do autovalor transversal da órbita de período dois está plotado na
figura 4.9 como função de d, para a = 0, 45; mostrando o intervalo (0, 70; 1, 28) onde esta
órbita é transversalmente estável.
















+ ln |1− d| (4.23)
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Figura 4.9: Gráfico do logarítmo do módulo do autovalor transversal para a órbita de período
dois do sistema de dois bangalôs acoplados na versão 2, em função de d, utilizando como
parâmetro de controle o valor a = 0, 45. O intervalo em negrito representa valores de d para
os quais esta órbita é transversalmente estável.
e sua representação gráfica para o valor a = 0, 45 é exibida na figura 4.10. Podemos então
observar apenas um intervalo, dado por V = (0, 396; 1, 604) onde o expoente transversal é
negativo, satisfazendo a condição necessária para a sincronização.
Globalmente, para todo valor de a permitido, exibimos na figura 4.11 a disposição dos
intervalos onde o exponte de Lyapunov é negativo, permitindo a condição necessária de
sincronização.
4.3 Bacias Crivadas nos Bangalôs Acoplados
Na verificação das condições para a existência de bacias crivadas no acoplamento de 2
bangalôs, as condições de 1 até 3 são idênticas àquelas que vimos para a tenda inclinada,
restando apenas verificar as condições 4 e 5. Para isso, vamos novamente sobrepor os gráficos
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Figura 4.10: Gráfico do expoente de Lyapunov transversal λ⊥ em função do parâmetro d
para a versão 2 do acoplamento de dois bangalôs, utilizando como parâmetro de controle o
valor a = 0, 45. O intervalo em negrito, dado por V = (0, 396; 1, 604), representa valores de
d para os quais λ⊥ < 0.
do expoente de Lyapunov e do autovalor transversal (em escala logarítmica), calculados nos
pontos fixos, para cada uma das versões de acoplamento.
4.3.1 Versão 1
Para a versão 1, esta sobreposição é mostrada na figura 4.12, onde encontramos os inter-
valos onde ocorrem bacias crivadas, dados por C1 = (−1, 227;−1, 217) e C2 = (0, 550; 1, 831).
Um exemplo gráfico de bacia globalmente crivada nesta versão de acoplamento, pode ser
visualizada na figura 4.13, onde usamos o valor d = 0, 7.
Para qualquer valor de a permitido, os intervalos onde ocorrem bacias crivadas coincidem
com aqueles em que o expoente de Lyapunov é negativo, portanto a figura 4.7 exibe também
intervalos em d cujos valores determinam o aparecimento de bacias crivadas.
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Figura 4.11: Gráfico global no parâmetro de controle a representando os intervalos em d
onde o expoente de Lyapunov transversal λ⊥ é negativo na versão 2 do acoplamento de dois
bangalôs, utilizando como parâmetro de controle o valor a = 0, 45. Traçando-se uma reta
horizontal a partir de qualquer valor de a permitido, a interseção desta reta com o diagrama
em preto determina o intervalo em d onde λ⊥ < 0.
4.3.2 Versão 2
Na versão 2 de acoplamento, quando sobrepomos os gráficos do expoente de Lyapunov e
do autovalor transversal relativos aos pontos fixos, não observamos a ocorrência de intervalos
onde se tem bacias crivadas, como podemos ver na figura 4.14.
Porém, uma análise da estabilidade transversal da única órbita de período 2 deste sistema
produz um gráfico que, sobreposto a gráfico dos expoentes de Lyapunov, revela a presença
de dois intervalos dados por V1 = (0, 421; 0, 705) e V2 = (1, 287; 1, 592) onde se verificam
bacias crivadas no sistema. Na figura 4.15 observamos estes intervalos.
Um exemplo de bacia crivada para este sistema usando o valor d = 0, 6 pode ser visua-
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Figura 4.12: Sobreposição dos gráficos do logarítmo do módulo do autovalor transversal µ2
para os pontos fixos e do expoente de Lyapunov transversal λ⊥ na versão 1 do acoplamento
de dois bangalôs, utilizando como parâmetro de controle o valor a = 0, 45. Os intervalos em
negrito, dados por C1 = (−1, 227;−1, 217) e C2 = (0, 550; 1, 831), representam valores de d
para os quais observamos a ocorrência de bacias crivadas no sistema.
lizado na figura 4.16.
Para outros valores de a, também detectamos 2 intervalos cujos valores fornecem bacias
crivadas neste sistema. Na figura 4.17, estes intervalos estão representados em preto. Aqui
não existe correspondência entre os intervalos com expoente de Lyapunov negativos e os
intervalos que geram bacias crivadas. Temos, por outro lado duas bandas representando
estes intervalos. Na banda inferior, os pontos fixos são os responsáveis pela instabilidade que
gera o crivamento das bacias, enquanto que na banda superior a órbita de período 2 cumpre
este papel. Na transição das duas bandas observamos dois intervalos degenerados, quando
a = 0, 33; que é o valor onde o bangalô se transforma na tenda.
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Figura 4.13: Bacia de sincronização globalmente crivada do sistema de dois bangalôs acopla-
dos na versão 1, utilizando os parâmetros a = 0, 45 e d = 0, 7. Os pontos em preto represen-
tam condições iniciais cujas trajetórias sincronizam num tempo inferior a 100 iterações.
4.4 VDI nos Bangalôs Acoplados
Do mesmo modo como no caso das tendas, a VDI será evidenciada calculando-se a dis-
tribuição probabilística dos expoentes de Lyapunov a tempo finito. Analizamos novamente
as versões 1 e 2 em casos separados.
4.4.1 Versão 1
Utilizando expoentes de Lyapunov a tempo 1, com a = 0, 45; encontramos dois intervalos
com ocorrência simultânea de valores positivos e negativos. Estes intervalos são dados por
H1 = (−1, 58;−0, 70) e H2 = (0, 22; 2, 23) e graficamente estão representados na figura 4.18.
Seus extremos correspondem aos pontos de onset da VDI.
Calculando agora os expoentes de Lyapunov a tempo 30, observamos uma suavização do
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Figura 4.14: Sobreposição dos gráficos do logarítmo do módulo do autovalor transversal µ2
para os pontos fixos e do expoente de Lyapunov transversal λ⊥ na versão 2 do acoplamento
de dois bangalôs, utilizando como parâmetro de controle o valor a = 0, 45. Neste diagrama
não encontramos valores de d que produzem bacias crivadas no sistema.
gráfico, representado na figura 4.19, que revela de forma mais precisa os pontos onde a VDI
é mais intensa (blowout). Estes pontos são dados pelos valores k1 = −1, 23; k2 = −1, 21;
k3 = 0, 71 e k4 = 1, 69. Algumas distribuições de expoentes de Lyapunov a tempo 100
para esta versão de acoplamento são ilustradas na figura 4.20.
Para outros valores de a o número de intervalos do parâmetro d nos quais observamos
a VDI pode variar até 4, como podemos ver na figura 4.21, onde representamos, de forma
global estes intervalos. Os pontos em preto representam valores de blowout.
4.4.2 Versão 2
Na versão 2 do acoplamento de dois bangalôs, a avalição dos expoentes de Lyapunov a
tempo 1, para a = 0, 45; revelou a ocorrência de dois intervalos no parâmetro d manifestando
4.4 VDI nos Bangalôs Acoplados 62












Figura 4.15: Sobreposição dos gráficos do expoente de Lyapunov transversal λ⊥ e do loga-
rítmo do módulo do autovalor transversal µ2 para a órbita de período dois na versão 2 do
acoplamento de dois bangalôs, utilizando como parâmetro de controle o valor a = 0, 45. Os
intervalos em negrito, dados por V1 = (0, 421; 0, 705) e V2 = (1, 287; 1, 592), representam
valores de d para os quais observamos a ocorrência de bacias crivadas no sistema.
a VDI no sistema. Este intervalos são dados por L1 = (0, 18; 0, 70) e L2 = (1, 30; 1, 82) e
aparecem representados na figura 4.22.
Considerando agora os expoentes de Lyapunov a tempo 30, encontramos os pontos de
blowout, representados por m1 = 0, 4 e m2 = 1, 6. Na figura 4.23, estes pontos aparecem
na interseção da reta φ = 0, 5 com o gráfico. As distribuições dos valores dos expoentes de
Lyapunov a tempo 100 para alguns valores de d são mostradas na figura 4.24.
De forma global, para qualquer valor do parâmetro a do mapa mostramos na figura 4.25
os intervalos em d para os quais temos VDI no sistema. Os pontos em preto representam
valores de blowout.
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Figura 4.16: Bacia de sincronização globalmente crivada do sistema de dois bangalôs acopla-
dos na versão 2, utilizando os parâmetros a = 0, 45 e d = 0, 6. Os pontos em preto represen-
tam condições iniciais cujas trajetórias sincronizam num tempo inferior a 100 iterações.
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Figura 4.17: Gráfico global no parâmetro de controle a representando os intervalos em d
onde ocorrem bacias crivadas na versão 2 do acoplamento de dois bangalôs. Traçando-se
uma reta horizontal a partir de qualquer valor de a permitido, a interseção desta reta com
o diagrama em preto determina estes intervalos. A linha tracejada divide o gráfico em duas
partes: Na parte inferior são os pontos fixos os responsáveis pelo aparecimento de bacia
crivadas, enquanto que na parte superior a órbita de período dois cumpre esta função. A
transição entre as duas partes ocorre para o valor a = 1/3, que corresponde ao parâmetro
de controle onde o bangalô se transforma em tenda.
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Figura 4.18: Gráfico da fração positiva φ dos expoentes de Lyapunov a tempo 1 para o
sistema de dois bangalôs acoplados na versão 1, utilizando como parâmetro de controle o
valor a = 0, 45. Os intervalos para os quais φ 6= 1 representam valores de d que produzem
VDI no sistema e são dados por H1 = (−1, 58;−0, 70) e H2 = (0, 22; 2, 23). Os extremos
destes intervalos correspondem aos pontos de onset da VDI.
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Figura 4.19: Gráfico da fração positiva φ dos expoentes de Lyapunov a tempo 30 para o
sistema de dois bangalôs acoplados na versão 1, utilizando como parâmetro de controle o
valor a = 0, 45. A interseção da reta horizontal φ = 0, 5 com o diagrama representa os valores
em d para os quais a VDI é máxima (blowout). Estes pontos são dados por k1 = −1, 23;
k2 = −1, 21; k3 = 0, 71 e k4 = 1, 69.
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Figura 4.20: Distribuições do expoente de Lyapunov a tempo 100 para o acoplamento de
dois bangalôs na versão 1, usando como parâmetro de controle o valor a = 0, 45; a partir dos
valores d = 1, 20; d = 1, 69 (blowout) e d = 2, 23.
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Figura 4.21: Gráfico global no parâmetro de controle a representando os intervalos em d
para os quais ocorre VDI na versão 1 do acoplamento de dois bangalôs, utilizando expoentes
de Lyapunov a tempo 30. Traçando-se uma reta horizontal a partir de qualquer valor de a
permitido, a interseção desta reta com o diagrama em cinza determina os intervalos em d
para os quais encontramos VDI no sistema. Os pontos em preto representam valores de d
para VDI máxima.
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Figura 4.22: Gráfico da fração positiva φ dos expoentes de Lyapunov a tempo 1 para o
sistema de dois bangalôs acoplados na versão 2, utilizando como parâmetro de controle o
valor a = 0, 45. Os intervalos para os quais φ 6= 1 e φ 6= 0 representam valores de d que
produzem VDI no sistema e são dados por L1 = (0, 18; 0, 70) e L2 = (1, 30; 1, 82). Os
extremos destes intervalos correspondem ao onset da VDI.
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Figura 4.23: Gráfico da fração positiva φ dos expoentes de Lyapunov a tempo 30 para o
sistema de dois bangalôs acopladas na versão 2, utilizando como parâmetro de controle o
valor a = 0, 45. A interseção da reta horizontal φ = 0, 5 com o diagrama representa os
valores em d para os quais a VDI é máxima (blowout). Estes pontos são dados por m1 = 0, 4
e m2 = 1, 6.
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Figura 4.24: Distribuições do expoente de Lyapunov a tempo 100 para o acoplamento de
dois bangalôs na versão 2, usando como parâmetro de controle o valor a = 0, 45; a partir
dos valores d = 0, 65; d = 1, 6 (blowout) e d = 1, 82. O diagrama ilustra a flutuação destas
distribuições em torno de λ (100) = 0.
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Figura 4.25: Gráfico global no parâmetro de controle a representando os intervalos em d
para os quais ocorre VDI na versão 2 do acoplamento de dois bangalôs, utilizando expoentes
de Lyapunov a tempo 30. Traçando-se uma reta horizontal a partir de qualquer valor de a
permitido, a interseção desta reta com o diagrama em cinza determina os intervalos em d





O estudo dinâmico no acoplamento dos mapas da tenda inclinada e do bangalô revelou
a presença de bacias crivadas e VDI para certos valores do parâmetro d. Na literatura já
publicada sobre este assunto encontramos trabalhos [21, 66, 73] descrevendo a existência de
bacias crivadas para as duas versões de acoplamento de duas tendas inclinadas, utilizando
um parâmetro de controle a. No que diz respeito à VDI nestes sistemas, todos resultados
obtidos são originais, bem como o estudo sobre bacias crivadas e VDI nos acoplamentos de
dois bangalôs.
Para o mapa da tenda inclinada, o acoplamento na versão 1 mostrou a incidência de bacias
crivadas nos intervalos I1 = (−2, 237;−1, 731) e I2 = (1, 731; 2, 237), quando o parâmetro do
mapa é a = 0, 5. Nesta versão a instabilidade dos pontos fixos foi suficiente para garantir a
ocorrência das bacias crivadas. Na versão 2 não detectamos nenhum intervalo que forneça
valores de d para os quais tenhamos uma bacia crivada. Porém, foram apenas analizadas
órbitas periódicas de período até 3, e como a figura 3.12 sugere, pode existir alguma órbita
de período superior cuja instabilidade permita o crivamento da bacia.
Em relação à VDI, usando novamente a = 0, 5; encontramos intervalos maiores que
73
5.1 Conclusões 74
englobam aqueles onde ocorrem bacias crivadas. Estes intervalos são dados por J1 = (−3;−1)
e J2 = (1; 3) e seus extremos representam o onset da VDI. O blowout foi encontrado nos
pontos d1 = −2, 24; d2 = −1, 74; d3 = 1, 74 e d4 = 2, 24. Na versão 2 não encontramos
evidências da presença de VDI para nenhum valor de d.
Para o mapa do bangalô, a versão 1 revelou, usando a = 0, 45; evidências de bacias
crivadas em 2 intervalos em relação ao parâmetro d, a saber C1 = (−1, 227;−1, 217) e
C2 = (0, 550; 1, 831). Usando outros valores do parâmetro a do mapa, podemos encontrar
até 4 intervalos com as mesmas características. Aqui, a exemplo do mapa da tenda na versão
1, a análise dos pontos fixos já é suficiente para garantir a existência de bacias crivadas. Na
versão 2, usando o mesmo valor de a da versão 1, o crivamento das bacias aparece também
em dois intervalos, dados por V1 = (0, 421; 0, 705) e V2 = (1, 287; 1, 592). Porém, neste caso
foi necessário analizarmos a única órbita de período 2, visto que a instabilidade dos pontos
fixos não gera crivamento de bacias nesta versão de acoplamento.
Na análise da VDI para o valor a = 0, 45; encontramos na versão 1 dois intervalos onde
este fenômeno ocorre, dados por H1 = (−1, 58;−0, 70) e H2 = (0, 22; 2, 23). Os pontos de
blowout foram identificados como sendo k1 = −1, 23; k2 = −1, 21; k3 = 0, 71 e k4 = 1, 69.
Globalmente, para qualquer valor de a permitido, temos um número de intervalos onde
a VDI ocorre que pode variar de dois até quatro. Na versão 2 de acoplamento também
constatamos a presença de dois intervalos onde a VDI ocorre no sistema, representados
por L1 = (0, 18; 0, 70) e L2 = (1, 30; 1, 82). Nestes intervalos os pontos de blowout foram
identificados como sendo m1 = 0, 4 e m2 = 1, 6. De modo global, para todo a, encontramos
sempre dois intervalos com ocorrência de VDI, dispostos em duas bandas, conforme a figura
4.17. Na banda inferior o fenômeno é gerado pela instabilidade dos pontos fixos enquanto que
na banda superior a instabilidade é da órbita de período dois. Dois intervalos degenerados
aparecem quando a = 1/3, que é o valor para o qual o bangalô se transforma em tenda.
Quanto às técnicas utilizadas na análise da VDI nos dois sistemas acoplados, observamos
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melhores resultados para onset utilizando expoentes de Lyapunov a tempo 1. Por outro lado,
tempos maiores do que 30 identificam melhor os pontos de blowout. Observamos também nos
sistemas que os pontos de blowout da VDI correspondem aos pontos de onset do crivamento
das bacias. Finalmente, devido aos métodos estatísticos utilizados, pequenas flutuações nos
valores encontrados podem ocorrer quando utilizamos mais e maiores órbitas, principalmente
na determinação da VDI.
5.2 Trabalhos Futuros
O estudo dinâmico de mapas lineares por partes possui diversas aplicações em ciência,
visto que sistemas lineares são sempre a primeira hipótese para a modelagem de um problema
físico. Neste contexto, indicamos como trabalhos futuros os seguintes itens:
• Extender os procedimentos aqui realizados para outros mapas lineares por partes.
• Investigar órbitas de período superior a 3 na versão 2 do acoplamento de duas tendas
inclinadas, com a finalidade de completar o estudo de bacias crivadas naquele mapa.
• Expandir o estudo que fizemos para uma rede de mapas da tenda e do bangalô acopla-
dos.
ApeˆndiceA
A Equação de Frobenius-Perron
Um resultado importante para o cálculo do expoente de Lyapunov de um sistema é a
equação de Frobenius-Perron [75], que define a densidade de probabilidade de pontos sobre
uma trajetória a partir de uma condição inicial dada. Neste apêndice, deduzimos uma
expressão geral para esta equação.
A.1 Densidade Natural
Chamamos de densidade natural [76] uma função ρ (x) que descreve a frequência com
a qual as órbitas de um mapa unidimensional M visitam algum intervalo dado, a partir de
condições iniciais estabelecidas. Neste sentido, partindo de um número infinito de condições
iniciais na reta real, com densidade ρ0 (x), a fração destas condições iniciais contidas num




Agora, a cada iteração do mapa, temos novas densidades de probabilidade ρ1, ρ2, . . .. Assim,
a expressão geral para a densidade de pontos num certo intervalo [a; b] a partir das iterações




ρn (y) δ [x−M (y)] dy, (A.1)
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onde δ (x) é a função delta. Esta equação, que será obtida na próxima seção, é conhecida
como equação de Frobenius-Perron. A invariância da densidade natural em relação às iter-
ações do mapa permite escrever
ρn+1 (x) = ρn (x) = ρ (x) (A.2)




ρ (y) δ [x−M (y)] dy. (A.3)
A.2 Dedução da Equação de Frobenius-Perron
Considerando [75] a figura A.1, observamos que os pontos pertencentes ao intervalo
(x, x+ dx) no tempo n + 1 são obtidos, respectivamente, a partir de pontos nos intervalos¡
y(i), y(i) + dy(i)
¢
, no tempo n, por iteração do mapa M , sendo y(i) soluções da equação
M (y) = x.
Deste modo, o número de pontos no intervalo (x, x+ dx), no tempo n+ 1, é a soma do
número de pontos nos intervalos
¡
y(i), y(i) + dy(i)
¢
, no tempo n. Considerando as densidades




































































Agora, utilizando a propriedade da função delta
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y (1)
dy (1)y (1) +
y (3)
y (2) dy (3)y (3) +





Figura A.1: Dedução da equação de Frobenius-Perron.
e substituindo a somatória por uma integral, obtemos a equação de Frobenius-Perron
ρn+1 (x) =
Z
ρn (y) δ [x−M (y)] dy. (A.7)
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ABSTRACT
Complex systems have typically more than one attractor, either periodic or chaotic, and their basin structure ultimately determines the
final-state predictability. When certain symmetries exist in the phase space, their basins of attraction may be riddled, which means
that they are so densely intertwined that it may be virtually impossible to determine the final state, given a finite uncertainty in the
determination of the initial conditions. Riddling occurs in a variety of complex systems of physical and biological interest. We review
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1 INTRODUCTION
Chaotic dynamical systems having certain symmetries and quite
general mathematical properties may present basins of attraction
densely intertwined, a phenomenon called riddling (for a recent
review covering theoretical and experimental aspects of riddling
see Ref. [1]). In this case the system has a chaotic attractor A
whose basin of attraction is riddled with “holes” (in a measure-
theoretical sense) belonging to the basin of another (non neces-
sarily chaotic) attractor B [2]. In other words, riddling means that
every point in the basin of attractor A has pieces of the basin of
attractor B arbitrarily nearby. The basins are called intermingled,
when each basin is riddled with holes belonging to the other ba-
sin. For intermingled basins there must be at least two attractors
lying in different invariant subspaces [2, 3].
Basin riddling affects our ability of predicting what attractor
the trajectory originating from a given initial condition asympto-
tes to. Let P be an arbitrary point belonging to the basin of the
chaotic attractor A. If the basin of A is riddled by the basin of
the other attractor B, then a small ball of radius  centered at
P has a nonzero fraction of its volume belonging to the basin of
B, irrespective of how small the radius  may be. Hence, if we
regard this -ball as an uncertainty neighborhood related to the
(numerical or experimental) determination of the initial condition,
the resulting trajectory has always a positive probability of falling
into the basin of the other attractor. In other words, the probabi-
lity of escaping from the basin of attractor A is nonzero for every
uncertainty . Consequently, in the presence of riddling, the task
of predicting what will be the final state of the system becomes
much more difficult than in the cases of fractal basins, where the
boundary is a fractal curve and the uncertain fraction scales with
 as a power-law [4].
There are many examples of riddling in dynamical systems
of physical and biological interest, as a forced double-well Duf-
fing oscillator [5, 6, 7], coupled nonlinear electronic circuits
[8, 9], coupled elastic arches [10], ecological population mo-
dels [11], learning dynamical systems [12], chemical reactions
of the Belouzov-Zhabotinsky type [13], and in models of interde-
pendent open economies [14]. In this paper we describe applica-
tions of riddled and intermingled basins in physical and biological
complex systems.
This paper is organized as follows: in Section 2 we review
the mathematical conditions for the existence of riddled basins.
Section 3 deals with riddled basins in coupled piecewise-linear
maps which can be viewed as a low-dimensional reduction of
coupled Lorenz equations, for which riddling is thought to occur.
Section 4 brings an application of riddling in a dynamical system
of biological interest, describing the competitive indeterminacy
for two species of a flour beetle, and which presents intermingled
basins. The last Section contains our conclusions.
2 MATHEMATICAL CONDITIONS FOR THE EXISTENCE
OF RIDDLED BASINS
Let H be the phase space in which a discrete-time map xn+1 =F(xn) is defined. Continuous-time flows can be also described
by F , if Poincare´ sections are taken. A closed subset A ∈ H is
said to be an attractor of F if it satisfies the following conditions:
(i) A has a basin of attraction, denoted β(A), of positive Le-
besgue measure (volume) in the phase space H;
(ii) A is a compact set with a dense orbit. In the Milnor defi-
nition of attractor, the basin of attraction does not need to
include the whole neighborhood of the attractor.
If the basin of attraction of A has positive Lebesgue measure, we
call A a weak Milnor attractor [15].
The basin of a chaotic attractor A is riddled if its complement
intersects every disk(in the sense of phase-space volumes of all
sizes) of the phase space H in a set of positive Lebesgue mea-
sure [2]. When the basin of attraction of A is riddled with holes
belonging to the basin of another attractor B, we can say that,
if a randomly chosen point has a positive probability of being in
β(A), then it also has positive probability of not being in β(A).
In the latter case, the point belongs to the other basin of attraction
β(B).
This measure-theoretical definition implies the following set
of conditions under which riddled basins occur in a dynamical
system [6]:
1. there is an invariant subspace M ∈ H;
2. the dynamics on M has a chaotic attractor A;
3. there is another attractor B not belonging to M;
4. the attractor A is transversely stable in H, i.e. for typical
orbits on the attractor the Lyapunov exponents for infinite-
simal perturbations along the directions transversal to the
invariant subspace M are all negative;
5. a set of unstable periodic orbits embedded in A is trans-
versely unstable. As a consequence, at least one of the
Lyapunov exponents along directions transverse to M ex-
periences positive finite-time fluctuations.
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Condition 1 is a consequence of the system having some
symmetry which enables it to display an invariant subspace M,
in the sense that, once an initial condition is exactly placed on M,
the resulting trajectory cannot escape from M for further times.
To have riddling, it is necessary to have a dense set of points with
zero Lebesgue measure in the attractor lying in the invariant subs-
pace which are transversely unstable, thus it is necessary that this
attractor be chaotic (condition 2). The existence of another attrac-
tor (condition 3) is necessary for the basin of an attractor to be
riddled with holes belonging to the basin of this second attractor.
If the transverse Lyapunov exponents of typical orbits lying in
the invariant manifold M are all negative (condition 4), then A is
an attractor at least in the weak Milnor sense, and its basin has po-
sitive Lebesgue measure. This can be verified by computing the
maximal Lyapunov exponent along a transversal direction to M:
λ⊥ = limn→∞ λ˜⊥(x0, n) < 0, (1)
where
λ˜⊥(x0; n) = 1n ln ||D f n(x0).v⊥||, (2)
is the maximal time-n Lyapunov exponent along a transversal di-
rection (specified by the singular vector v⊥) with respect to the
invariant manifold M, DFn(x0) being the Jacobian matrix of
the n times iterated map F , with entries evaluated at an initial
condition x0 ∈ A.
Condition 5 states that, while the invariant manifold M is still
transversely stable, there will be trajectories on the attractor A
that are transversely unstable. Verifying condition 5, on the other
hand, would require the determination of a transversely unsta-
ble periodic orbit embedded in the attractor A. A consequence
of these transversely unstable orbits is that there will be typically
a number of positive values of the finite-time transversal Lyapu-
nov exponent, or λ˜⊥(x0, n) > 0. Hence, this condition can be
statistically verified by considering the probability distribution of
finite-time transversal exponents P(λ˜⊥(x0, n)).
The existence of positive values of λ˜⊥(x0, n) – condition 5
for riddling – implies that there is a fraction of positive values
of λ˜⊥(x0, n) for initial conditions x0 randomly chosen in the
attractor A, i.e.
f (n) = ∫ ∞0 P(λ˜⊥(n))dλ˜⊥(n) > 0. (3)
assuming that the probability is properly normalized.
3 RIDDLED BASINS IN LORENZ-LIKE MAPS
The modern age of nonlinear dynamics begun in 1963, when Ed
Lorenz investigated the dynamics generated by a three-mode re-
duction of the equations governing thermal convection, that is one
of the mechanisms underlying climate changes [16]. Lorenz rea-
lized that the chaotic dynamics exhibited by the three-mode diffe-
rential equations
dx
dt = 10(y − x), (4)
dy
dt = x(28− z)− y, (5)
dz
dt = xy −
8
3 z, (6)
could be understood in terms of a simpler, low-dimensional
discrete map. The so-called Lorenz map is obtained by sam-
pling the local maxima of one of the evolving variables, hn =maxt=tn {z(t)}, so as to yield a first return map hn+1 = L(hn),
which is unimodal with a cusp [Fig. 1(a)]. Such maps dis-
play a similar dynamical behavior as the tent map (xn+1 =1−2|xn −1/2|) and, in fact, this similarity was used by Lorenz
to explain the erratic behavior of orbits belonging to the famous
“butterfly attractor” in the three-dimensional phase space [16].
Another piecewise-linear approximation to the Lorenz map is
provided by the so-called bungalow-tent map, which has out of
four linear segments instead of two, as in the tent function [17, 18]:




a xn, if xn ∈ [0, a) ,
2a
1− 2a xn +
1− 3a
1− 2a , if xn ∈
[a, 12) ,
2a
1− 2a (1− xn)+
1− 3a
1− 2a , if xn ∈
[ 12 , 1− a) ,
1− a
a (1− xn) , if xn ∈ [1− a, 1] ,
(7)
where a ∈ (0, 12) is a control parameter. For a = 13 we obtain
the tent map. A linear coordinate transformation h = 22x + 32
and the choice a = 0.45 furnish a better approximation of the
Lorenz map in comparison with the tent function [Fig. 1(b)]. In
the following we will refer to the former as the piecewise-linear
Lorenz map.
The two fixed points of the bungalow map are P1 : x∗1 = 0
and the right corner point P2 : x∗2 = 1 − a. For all va-
lues of the control parameter a, the fixed points are unstable
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(a) (b)
Figure 1 – (a) Lorenz map. (b) Bungalow-tent map for a = 0.45.
because the eigenvalues δ1,2 = (a − 1)/a are greater than1 in modulus. Although the map is non-smooth at the fixed point
x∗2 , we can define the map derivative at the right-hand site of x∗2 ,
because this point belongs to the interval [1−a.1]. Thanks to the
piecewise-linearity of this map, it is possible to obtain analytically
its Lyapunov exponent for any value of a, namely [17, 18]:









In particular, for a = 1/3 (tent map) we obtain λ = ln 2,
and, for other values of a, the Lyapunov exponent is always po-
sitive, displaying a smooth dependence with a. For the approxi-
mation to the Lorenz map which results from a = 0.45, we have
λ = 0.5078.
Systems of coupled Lorenz equations have been found nu-
merically to exhibit a suggestive evidence for riddled basins [19],
although without a mathematical proof. Such an investigation is
indeed quite difficult in view of the high dimensionality of the sys-
tem and of the rather strong mathematical requirements neces-
sary to characterize riddled basins, as we have seen in the previ-
ous Section. Hence we can resort to the one-dimensional reduc-
tion performed by taking the Lorenz map and its piecewise-linear
counterpart. Hence we can study the presence of riddled basins
in coupled Lorenz equations starting from its simplest possible
version, which is the coupling of piecewise-linear Lorenz maps in
the form
xn+1 = fa(xn)+ δ(xn − yn), (9)
yn+1 = fa(yn)+ (yn − xn), (10)
where fa is given by Eq. (7), and δ and ε are coupling strengths
which can be different when the coupling is asymmetric, and even
vanish for unidirectional coupling (a master-slave configuration).
As we will see, the dynamics of the system depends essentially
on their sum d ≡ δ + ε.
It has been known for a long time that two identical coupled
chaotic systems, in spite of their characteristic sensitivity on the
initial condition, can attain a completely synchronized state cha-
racterized by xn = yn for all times n [20, 21]. In terms of the
two-dimensional phase space H of the coupled system, the syn-
chronized state defines a synchronization subspace M, which is
the straight line x = y. The orbit in the synchronized state is
obviously the same as a chaotic orbit from the uncoupled maps.
Hence, it turns out that M is an invariant subspace, thus fulfil-
ling condition 1 for riddling. Moreover, there is a chaotic attractor
A embedded in the synchronization subspace (condition 2), such
that the fixed points in M are P1 = 0 and P2 = 1−a, belonging
to the intervals [0, a) and [1 − a, 1], respectively. In this case,
there is only one transversal direction to M. Besides the synch-
ronized state, there exists another attractor B off the manifold M,
that is the attractor at infinity (condition 3).
In order to verify condition 4 for riddling, we have to investi-
gate for which values of the coupling coefficient d the transversal
Lyapunov exponent is negative. The exponent along the trans-
versal direction, on the other hand, can be obtained by applying
Birkhoff ergodic theorem as [15]:
λ⊥ = 12− 3a
[
a ln
∣∣∣∣1− aa − d
∣∣∣∣
+1− 2a2 ln
∣∣∣∣ 2a1− 2a − d
∣∣∣∣
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+1− 2a2 ln
∣∣∣∣ −2a1− 2a − d
∣∣∣∣]







where we have used the invariant density of the isolated map
[17, 18].
In Figure 2 we plot the transversal Lyapunov exponent as a
function of the coupling strength sum d = δ+ ε for a = 0.45.
There are out of four intervals of d for which the transversal Lyapu-
nov exponent is negative, thus fulfilling Condition 4 for riddling.
The boundaries of these intervals are the given by the values of
d for which λ⊥ = 0, yielding transcendental equations in view
of (11). The intervals characterized by negative transversal ex-
ponents for the piecewise-linear Lorenz case (a = 0.45) are
I1 = (−1.224,−1.220) and I2 = (0.689, 1.707).











Figure 2 – Transversal Lyapunov exponent for the synchronized attractor of cou-
pled piecewise-linear Lorenz maps with a = 0.45 (as a function of the coupling
strength d .
We can now verify condition 5 for riddling, that demands that
there exist transversely unstable fixed points in the synchronized
attractor A. In principle, any periodic orbit embedded in A can be
transversely unstable, so we start by the fixed points. Thanks to
the piecewise-linearity of the bungalow-tent map, we can compute
analytically the eigenvalues of the fixed points along transversal
directions to the synchronization subspace. In Figure 3 we plot
the moduli of the transversal eigenvalue μ2 as a function of the
coupling parameter d for the fixed points P1 and P2 of the cou-
pled maps. Regardless of the value taken on by d , there will be
always some transversely unstable fixed point, i.e. there is at least
one transversal eigenvalue having modulus greater than the unity.






and for P2 = 1 − a, −d2 < d < −d1. For a = 0.45,
as in Figure 3, these intervals are I3 = (−2.23,−0.22) andI4 = (0.22, 2.23) for the fixed points P1 and P2, respectively.
Summing up, since condition 5 is verified for any d , the only
relevant condition for riddling is 4, i.e. the coupling strength sum
d must take on a value belonging to the intervals I1 or I2 such
that we have riddled basins of attraction.












Figure 3 – Moduli of the transversal eigenvalue of the coupled piecewise-linear
Lorenz maps as a function of the coupling strength d for the fixed points P1 = 0
and P2 = 1− a.
An example of a non-riddled basins of synchronization is pro-
vided by Figure 4(a), where the black pixels represent initial con-
ditions in the phase plane which asymptote to the synchronized
state xn = yn , whereas white pixels represent initial conditions
generating orbits which go to infinity. In fact, the black and white
regions do not seem to be densely intertwined, as required for
riddled basins, and are actually fractal ones, with a nonetheless
involved basin boundary structure. A riddled basin is exemplified
in Figure 4(b), for which the value (d = 1.5) of the coupling
strength is such that λT < 0 (condition 4). The black and white
regions are densely intermixed, such that for any point belonging
to the basin of the synchronized attractor there exists a neigh-
borhood containing points belonging to the basin of infinity.
4 INTERMINGLED BASINS IN A COMPETITION
TWO-SPECIES SYSTEM
Experiments on the competition of two species of flour beetles, Tri-
bolium castaneum and Tribolium confusum resulted in the even-
tual extinction of either one of the two competitors [22]. However,
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(a) (b)
Figure 4 – Initial conditions in the phase plane for a = 0.45 and (a) d = 0.5 and (b) d = 1.5. The black pixels represent
initial conditions which converge to a synchronized state, whereas white pixels are initial conditions generating orbits going to infinity.
the particular species to become extinct was found to be extremely
sensitive to the initial population and the environmental condi-
tions (such as temperature and humidity) prevailing during the
realization of the experiment [23]. Moreover, there are also expe-
rimental evidences of chaotic behavior in the time evolution of the
populations of single species of Tribolium [24]. Hence we may
regard the extinction of either species as an asymptotic state with
a well-defined attractor in the phase space [25]. The observed ex-
treme sensitivity on the initial condition has led to the hypothesis
that the basins of these attractors are riddled [26].
In fact, the basins of attraction are intermingled, for each ba-
sin is riddled with holes belonging to the other basin. In this
case the two coexisting attractors must lie in different invariant
subspaces, and the basin of each attractor is pierced with holes
containing initial conditions belonging to the basin of the other
attractor [2, 3]. Moreover, these basins are so intertwined that,
given an initial condition with a finite uncertainty, the final state
cannot be predicted. The sensitivity observed in the Tribolium
sp. experiments suggests that a mathematical model describing
the problem should exhibit intermingled basins, since the initial
population in the experiments correspond to an initial condition
which is unavoidably plagued with some uncertainty, and thus the
outcome becomes uncertain, even if the accuracy is very large in
determining the initial condition [25, 26].
Hofbauer and coworkers [25] have developed a class of two-
dimensional models in which we consider two species with po-
pulations x1(n) and x2(n) at (discrete) times n = 0, 1, 2, . . .,
which labels the insect generation, and satisfying identical evo-
lution equations. We can adapt our conditions for riddling to the
case of intermingled basins in this two-dimensional phase space
H, as follows:
1a. there are two invariant one-dimensional subspaces M0
and M1 in the phase plane;
2a. the dynamics on the invariant subspaces M0 and M1 have
chaotic attractors A and B, respectively;
3a. the attractors A and B are transversely stable in the phase
plane, i.e. for typical orbits on the attractors the Lyapunov
exponent for infinitesimal perturbations along the direc-
tion transversal to the invariant subspaces M0 and M1,
respectively, is negative;
4a. a set of unstable periodic orbits embedded in the chaotic
attractors A and B are transversely unstable. As a conse-
quence, along the direction transversal to M0 and M1, the
Lyapunov exponent experiences positive finite-time fluc-
tuations.
The Hofbauer model starts from the map equations
x1(n + 1) = x1(n)8(x1(n)+ x2(n)), (13)
x2(n + 1) = x2(n)8(x1(n)+ x2(n)), (14)
where 8(.) is a function compatible with three biological requi-
rements: (i) the proportion of each species does not change with
time, i.e. x2(n + 1)/x1(n + 1) = x2(n)/x1(n); (ii) the
total population x = x1 + x2 in a generation depends only on
the value at its previous generation; and (iii) ∂8/∂x1 < 0 and
∂8/∂x2 < 0.
Perturbations of Eqs. (13)–(14) are included in the model so
as to bring about competition effects that may lead to species ex-
tinction:
x1(n + 1) = x1(n)8(x1(n)+ x2(n))[1+ κx1(n)G(x1(n), x2(n))], (15)
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x2(n + 1) = x2(n)8(x1(n)+ x2(n))[1− κx2(n)G(x1(n), x2(n))], (16)
where 0 < κ < 1 stands for the strength of the competition
between species and, for simplicity, we assume that G(.) depends
only on the total population x = x1 + x2. Changing variables
from (x1, x2) to (x, y ≡ x1/x)we obtain, from Eqs. (15)–(16),
the following two-dimensional map
x(n + 1) = T (x(n)) ≡ x(n)8(x(n)), (17)
y(n + 1) = y(n)+ κy(n) (1− y(n)) g(x(n)), (18)
where g(x) = xG(xy, x(1 − y)) satisfies the mathemati-
cal requirements stated in Ref. [25]. Within the class of two-
dimensional discrete models defined by Eqs. (17)–(18) both func-
tions T (or 8) and g (or G) have to be determined taking into
account the possibility of riddled basins. There must be two pos-
sible outcomes: y = 0 (extinction of the x1 species) or y = 1
(extinction of the x2 species). These are the only attractors of
the two-dimensional map in the phase plane, denoted as A and
B, respectively. Moreover, their basins of attractions β(A) and
β(B) must be riddled (in fact intermingled), what poses additio-
nal requirements in the formulation of the model.
The evolution of the total population, governed by the one-
dimensional map T (x), must be chaotic in order to fulfill con-
dition 2a for intermingled basins, since the only way to have
an infinite number of unstable periodic orbits within an attrac-
tor is to ensure the existence of a dense chaotic orbit lying in
the invariant manifold. The transversal dynamics (18) has two
invariant subspaces: M0 = {(x, y = 0)|x ∈ [0, 1]} andM1 = {(x, y = 1)|x ∈ [0, 1]}, what fulfills condition 1a.
The specific function g(x), on the other hand, must be cho-
sen so as to warrant the proper transverse stability conditions
3a and 4a.
The case for which T (x) = 3x (mod 1) and g(x) =
cos(2πx) was previously studied by Kan [26], who proved the
existence of intermingled basins when κ = 1/32. This proof has
been extended to the case 0 < κ < 1 by Hofbauer and collabo-
rators [25]. In the present paper we consider a slightly modified
version of Kan’s model, by choosing
x(n + 1) = 4x(n)(1− x(n)), (19)
y(n + 1) = y(n)+ κy(n)(1− y(n)) cos(3πx(n)). (20)
such that the dynamics in each invariant subspace is strongly
chaotic (transitive).
A representative example of the basins of attraction exhibited
by this system is depicted in Figure 5(a) for κ = 0.3. A nu-
merical approximation of the basin of the attractor at M0 (M1) is
represented by the white (black) pixels, and show a fine structure,
with tongues of a basin approaching the other attractor at arbitra-
rily small distances. Moreover, the tongue-like structure of each
basin is self-similar, as suggested by the magnification shown in
Figure 5(b).
(a) (b)
Figure 5 – Basins of the synchronized attractor (white pixels) and of the attractor at infinity (black pixels) when κ = 0.3.
(b) Magnification of a small region of (a).
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In order to discuss conditions 3a and 4a for intermingled
basins in a quantitative setting, we deal with the finite-time Lyapu-
nov exponents of the two-dimensional map defined by Eqs. (19)–
(20). If either attractor has a riddled basin, it must be transversely
stable (condition 3a), such that it is necessary that the infinite-
time transversal Lyapunov exponent be negative for A and B:




ln ||DF(xi , yi ).ey || < 0, (21)
where DF is the map Jacobian. In addition, it is also re-
quired that both A and B must contain transversely unstable
orbits (condition 4a). This implies the existence of positive
and negative fluctuations of the finite-time transversal exponent,
λ˜⊥(x(0), y(0), n), what makes useful to work with the proba-
bility distribution P(λ˜⊥(x(0), y(0), n)).
The probability distribution function (PDF) we have numeri-
cally obtained for typical chaotic orbits in both attractors is fitted
by a Gaussian distribution, with small (and statistically not signi-
ficant) deviations at its tails. For a Gaussian distribution, it turns
out that the infinite-time Lyapunov exponent along the transversal





, λ˜⊥(n)P(λ˜⊥(x(0), y(0), n))dλ˜⊥(n) = λ⊥, (22)
provided the PDF is normalized.
In Figure 6(a) we depict (in gray-scale) the dependence on
the parameter κ of the numerically obtained probability distribu-
tion function P(λ˜⊥)(x(0), y(0), n) for the time-24 transverse
Lyapunov exponents. The average of these PDFs are always ne-
gative for any κ , hence λ˜⊥ < 0 (condition 3a). The widths of the
PDFs increase with κ , with a marked asymmetry toward negative
values of the exponent, as shown by the computed moments of
the PDFs as a function of κ [Fig. 6(b)]. We have used in these
computations, both typical chaotic orbits in the attractor A and
atypical unstable period- p orbits embedded in A [27], with simi-
lar results for the attractor B.
Verifying the condition 4a for intermingled basins amounts
to observe a positive fraction of positive values of λ˜⊥(n) for ini-
tial conditions (x(0), y(0)) randomly chosen in the attractor A
or B [cf. Eq. (3)]. If the PDFs are such that half of their va-
lues are positive sign, there results that f (n) = 1/2, and the
infinite-time transversal exponent vanishes (λ⊥ = 0), the attrac-
tor losing transversal stability (a blowout bifurcation). We remark
that the occurrence of a blowout bifurcation marks the endpoint of
riddling, since after that the invariant chaotic sets A or B become
transversely unstable.
Figure 6 – (a) PDF (in gray-scale) and (b) some of its moments, for time-24
transversal Lyapunov exponents for typical orbits in the subspaces y = 0 as a
function of the parameter κ . The lines stand for typical chaotic orbits, whereas the
symbols represent atypical unstable period- p orbits (open symbols of p = 24,
filled symbols for p = 12).
The dependence of the positive fraction of time-n transverse
Lyapunov exponents with κ is depicted in Figure 7(a) for three
different values of n. The results indicate that, for 0 < κ < 1
we have a nonzero positive fraction of transversal exponents, on
account of the existence of transversely unstable periodic orbits.
Since the infinite-time Lyapunov exponent is already negative for
this range of parameters there follows that the map always fulfill
the conditions for riddling. This result holds for both attractors,
so we have intermingled basins for any κ .
Our conclusions are reinforced by computing the so-called
contrast measure, that quantifies the relative contribution of the
unstable period- p orbits to the natural measure of a chaotic at-
tractor [28],
C p = |μup − μsp|, (23)
where μup and μsp are the contributions of period- p orbits, em-
bedded in the chaotic attractor, which are transversely unstable
and stable, respectively. Riddling occurs when the former con-
tribution is nonzero, hence the contrast measure is supposed to
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take on values between zero and unity for systems possessing rid-
dled basins. The contrast measure is depicted in Figure 7(b) as a
function of the parameter κ for orbits with three different periods.








n = 16n = 20n = 24









p = 16p = 20p = 24(a)
(b)
Figure 7 – Dependence with κ of (a) the positive fraction of transversal Lyapunov
exponents of attractor A for typical chaotic orbits (n = 16, 20, 24) and unstable
periodic orbits (p = 16, 20, 24); (b) contrast measure for p = 16, 20, 24.
5 CONCLUSIONS
Riddled basins, when occurring in complex systems, present
many challenges for theoretical and experimental investigations.
The extreme sensitivity to initial conditions make those systems
highly susceptible to uncertainties of parameter and state deter-
mination. On the other hand, the rather stringent mathematical
conditions necessary for the occurrence of riddled or intermin-
gled basins (chiefly the mandatory existence of invariant mani-
folds for each coexisting attractor) limit the horizon of dynamical
systems to be investigated. For example, coupled chaotic systems
commonly present one such invariant manifold – the synchroniza-
tion subspace. However, other invariant subspaces would require
additional symmetry properties that not all complex systems are
able to exhibit.
In spite of these difficulties, it turns out that riddling is quite
common in complex systems. In this paper we have shown two
representative examples of riddling in systems of physical and
biological interest. Coupled Lorenz-like piecewise-linear maps
can be viewed as a toy model that is expected to emulate dynami-
cal features of complex systems describing climate change. We
have shown that there are wide parameter values (in this case,
the strength of coupling between the systems) for which the basin
of the chaotic synchronized attractor is riddled. The advantages
here are that we can actually prove that the basins are riddled, by
verifying the mathematical requirements for that, which may be
unfeasible in a higher-dimensional model. Moreover, since we
were able to prove riddling for such a low-dimensional system, it
is well likely that higher-dimensional models would also display
riddled basins.
The second example studied involves a model for the compe-
tition between two species of flour beetles, in which the final states
are the extinction of either species. The discrete-time model we
used for this problem is simple enough that the mathematical re-
quirements for riddling can be proved to exist for any intensity
of the competition between species. Moreover, the basins of both
coexisting attractors are mutually riddled, or intermingled. A prac-
tical consequence of riddling, in this case, is that the outcome of
the species competition is indeterminate, as observed in experi-
ments with populations of Tribolium sp.. The conventional expla-
nation for this phenomenon has been stochastic, both of genetic
and demographic origin, but we showed that intermingled basins
offer a new perspective on this phenomenon, since they provide
a deterministic origin for the competitive indeterminacy, what can
be used to analyze the evolution of other animal populations.
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a b s t r a c t
We investigate the parametric evolution of riddled basins related to synchronization of
chaos in two coupled piecewise-linear Lorenz maps. Riddling means that the basin of the
synchronized attractor is shown to be riddled with holes belonging to another basin in
an arbitrarily fine scale, which has serious consequences on the predictability of the final
state for such a coupled system. We found that there are wide parameter intervals for
which two piecewise-linear Lorenz maps exhibit riddled basins (globally or locally), which
indicates that there are riddled basins in coupled Lorenz equations, as previously suggested
by numerical experiments. The use of piecewise-linear maps makes it possible to prove
rigorously the mathematical requirements for the existence of riddled basins.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In 1963 Lorenz published a landmark paper which marked the beginning of the modern age of nonlinear dynamics [1].
One of the most striking insights of Lorenz was his perception that the complicated (in fact, chaotic) dynamics exhibited by
the three-dimensional flow for some parameter values could be understood in terms of a simpler, low-dimensional discrete
map. Thiswas obviously a consequence of the strong dissipative character of the equations, and it is awidely used procedure
in modern nonlinear dynamics research. Lorenz took the local maxima of one of the evolving variables of his system and
plotted a first return map, the so-called Lorenz map. It turned out that the form of this map resembled the so-called tent
function (x 7→ 1− 2|x− 1/2|) whose properties were already known by mathematicians for a long time [2].
This resemblance between the Lorenz and tent maps was serendipitous since the latter was known to possess ergodic
orbits (now called transitive or strongly chaotic [2]), such that it provided a sound foundation for the claim that the Lorenz
original systemwould present chaotic trajectories in the phase space. Moreover, the correspondence between the butterfly
attractor and the properties of the Lorenz map furnished an early evidence that chaotic dynamics in complex, higher-
dimensional systems could be understood by studying simpler, low-dimensional systems.
The Lorenz map is non-smooth thanks to its having a cusp, but it is smooth (albeit nonlinear) otherwise. On the other
hand, we may have some advantages of using a piecewise-linear Lorenz map, also known as the bungalow–tent map [3,4].
Piecewise-linear maps have been intensively studied as models of a variety of physical systems ranging from electrical
circuits [5] to vibroimpactmechanical oscillators [6].Moreover, chaotic piecewise-linearmaps have been shown to be robust
in the sense that the chaotic orbits would persist for parameter variations, a property not shared by smooth chaotic systems
in general [5].
In this paper we will explore some dynamical properties of two coupled piecewise-linear Lorenz maps. This is a
simple system which nonetheless contains some of the fundamental properties of coupled map lattices and even oscillator
∗ Corresponding author.
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Fig. 1. (a) Lorenz map. (b) Bungalow–tent map for a = 0.45.
chains. Being piecewise linear such coupled maps have the additional advantage of having a constant Jacobian and thus
some analytical exact results for, e.g. Lyapunov spectra [7]. This allows one to investigate phenomena like complete
synchronization of chaos and riddled basins [8,9].
In brief, a riddled basin is a basin of attraction of an attractor characterized by the presence of holes belonging to the basin
of another attractor [10,11]. As a consequence, given an initial condition belonging to the basin of some attractor, there will
be always some points in its neighborhood, no matter how small it is, belonging to the basin of another attractor. Hence
the physical consequences of riddling are quite serious in terms of our ability of predicting which attractor the trajectory
originating from a given initial conditions asymptotes to.
Kim and coworkers [12] have suggested the presence of riddled basins in two diffusively coupled Lorenz equations,which
comprises a six-dimensional system where the synchronized orbit lies on a three-dimensional subspace. However, a direct
characterization of riddling is quite difficult in such high-dimensional systems, calling for indirect ways to evidence riddling.
One example is to consider the coupling of Lorenzmaps, which can give us insight on themechanismswhereby two coupled
Lorenz systems can generate riddled basins. However, since the original Lorenz map would be likewise difficult to analyze,
a better approach could be to use a piecewise-linear approximation to it, as we do in this paper.
Accordingly, our aim in this work is to describe the parametric evolution of riddled basins of chaotic synchronization in
two coupled piecewise-linear Lorenzmaps.We shall describewith particular emphasis two situations the parameter ranges
for which the coupled maps present riddled basins. The parameters to be considered are the slope of the isolated maps and
the coupling strength, considering two different coupling prescriptions. We show that the properties of riddled basins are
qualitatively distinct according to the prescription used.
The rest of the paper is organized as follows: in Section 2 we outline the properties of the piecewise-linear Lorenz map.
Section 3 deals with the synchronization prescriptions for two coupled maps, with some exact analytical results. The study
of riddled basins of synchronization are treated in Section 4. Section 5 contains our Conclusions.
2. The piecewise-linear Lorenz map
It is a well-known fact that the Lorenz equations,
dx
dt
= α(y− x), (1)
dy
dt
= x(β − z)− y, (2)
dz
dt
= xy− γ z (3)
produce phase-space trajectories which converge to a chaotic attractor with an involved fractal structure when α = 10,
β = 28, and γ = 8/3 [1]. One way to convey this idea is to perform a dimensional reduction by sampling only the local
maxima of one of the phase-space variables, so as to get a discrete-time variable hn = maxt=tn{z(t)}. Then we build a first
return plot by graphing hn+1 versus hn, the result being the so-called Lorenz map hn+1 = L(hn), which is a unimodal map
with a cusp [Fig. 1(a)]. Suchmaps display a similar dynamical behavior as the tent map (xn+1 = 1−2|xn−1/2|) and, in fact,
this similarity was used by Lorenz to explain the erratic behavior at the chaotic attractor in the three-dimensional phase
space [1].
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Fig. 2. Lyapunov exponent of a piecewise-linear Lorenz map versus its parameter a.
Another piecewise-linear approximation to the Lorenz map is provided by the so-called bungalow–tent map, which has
out of four linear segments instead of two, as in the tent function [3,4]:















1− 2a (1− xn)+
1− 3a








(1− xn) if xn ∈ [1− a, 1]
(4)
where a ∈ (0, 12 ) is a control parameter. For a = 13 we obtain the tentmap. A linear coordinate transformation h = 22x+32
and the choice a = 0.45 would approximate the Lorenz map better than the tent function [Fig. 1(b)]. In the following we
will refer to the former as the piecewise-linear Lorenz map.
The two fixed points of the bungalow map are P1 : x∗1 = 0 and P2 : x∗2 = 1 − a. For all values of the control parameter
a, the fixed points are unstable because their eigenvalues satisfy |δ1,2 = (a − 1)/a| > 1. Although the map is non-smooth
at the fixed point x∗2 , we can define the map derivative at the right-hand site of x
∗
2 , because this point belongs to the interval[1− a, 1].
A useful feature of the bungalow map is that the Lyapunov exponent is a smooth function of the control parameter a.




ρa (y) δ (x− fa (y)) dy (5)
to obtain the invariant density [3]
ρa (x) = 12− 3aχ[0,1−a) (x)+
1− 2a
a (2− 3a)χ[1−a,1] (x) , (6)
where χ is the indicator function, i.e., χA (x) = 1 if x ∈ A, and χA (x) = 0 if x 6∈ A. Thus the invariant density is constant in




















In particular, for a = 1/3 we obtain λ (1/3) = ln 2, which is the expected result for the tent map [2], and also turns to be
the maximum possible value for this exponent. For other values of a, the Lyapunov exponent is always positive, displaying
a smooth dependence with a [Fig. 2], and assuming the value λ = 0.5078 for the approximation to the Lorenz map which
results from a = 0.45. Hence we shall always be treating a chaotic (actually a transitive) map, with no periodic windows
irrespective of the value of the parameter a.
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3. Synchronization of two coupled piecewise-linear Lorenz maps
Coupled maps are paradigmatic examples of higher-dimensional dynamical systems, and have been extensively used
since the 80s to investigate spatially extended systems where there is some kind of interplay between temporal and spatial
degrees of freedom. One of such phenomena is synchronization of chaos [13]. Coupled chaotic maps can synchronize
their amplitudes at each time depending on the coupling strength. The synchronized state is a low-dimensional attractor
embedded in the system phase space, and its stability properties have been studied with respect to perturbations along
transversal directions. Most of these investigations, however, are chiefly numerical since the system Jacobian depends on
the phase space variables. Hence much effort has been devoted to coupled piecewise-linear maps, for which the Jacobian
matrix has constant entries, which simplifies enormously the calculations and shed light on the mechanism whereby the
synchronized state loses transversal stability [9].
The simplest problem belonging to this category consists of two coupled piecewise-linear Lorenz maps. Remembering
that the Lorenz systemdescribes a temporal dynamics for a fixed spatial location (the spatial structure being assumed a priori
as given), the system of coupledmaps could be regarded as a roughmodel of what happens if we consider the time evolution
at two different spatial locations in the forced convection experiment from which we derive the Lorenz equations. In this
case a natural choice for the coupling function is the diffusive one, i.e. it depends on the difference between the variables
for both maps.




= α(yi − xi), (8)
dyi
dt
= xi(β − zi)− yi, (9)
dzi
dt
= xiyi − γ zi + (zi+1 − zi) (10)
with i = 1, 2, such that z3 ≡ z1 and so on,  being the coupling strength. This system was found to present both a
synchronized and an anti-synchronized state, defined, respectively, by
(x1 = x2, y1 = y2, z1 = z2), (x1 = −x2, y1 = −y2, z1 = z2),
which are contained in three-dimensional invariant subspaces of the six-dimensional phase space of the coupled system.
There have been found numerical evidences of riddled basins for values of  large enough, but a systematic investigation
is quite difficult in view of the high dimensionality of the system. Hence we can resort to the one-dimensional reduction
performed by taking the Lorenz map and its piecewise-linear counterpart.
There are twodifferent forms of coupling twopiecewise-linear Lorenzmaps,which renders twodistinct two-dimensional













fa (xn)+ δ (yn − xn)















fa (xn + δ (yn − xn))
fa (yn + ε (xn − yn))
)
(12)
where δ and ε are coupling strengths which can be different when the coupling is asymmetric, and even vanish for
unidirectional coupling (a master–slave configuration). As it will turn out, the dynamical behavior of the system depends
essentially on their sum d ≡ δ + ε.
The basic difference between these kinds of maps is that F does not render the square [0, 1]2 invariant under its action,
unless both δ and ε are zero, whereas G keeps the square invariant when both 0 ≤ δ ≤ 1 and 0 ≤ ε ≤ 1. In fact, in order to
always have F and G as well-defined transformations ofR2, wemust extend the domain of themap variables to the whole of
R by omitting the restrictions 0 ≤ x and x ≤ 1 in (4). In any case, the segment S = {(x, y) | 0 ≤ x = y ≤ 1} is kept invariant
and is a subspace where the two coupled maps xn+1 = fa (xn) and yn+1 = fa (yn) are synchronized. It will be referred to as
the synchronization subspace from now on. The orbit in the synchronization subspace is obviously the same as a chaotic orbit
from the uncoupled map, hence the fixed points in S are also P1 = 0 and P2 = 1 − a, located at the intervals 1: [0, a) and
4: [1− a, 1], respectively.
In order to check this stability of the synchronization subspace we have to investigate whether or not a trajectory that
starts slightly off S converges to a trajectory in S. This can be done by considering the maximum Lyapunov exponent along
the direction transversal to the synchronization subspace, denoted as λ⊥. If it is negative (positive) the synchronized state
is stable (unstable) with respect to infinitesimal transversal perturbations.
This is only a necessary condition, though, since there may be transversely unstable periodic orbits embedded in the
synchronization subspace. Such transversely unstable orbits may exist evenwhen S is transversely stable (i.e. with λ⊥ < 0),
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and their overall effect is to drive trajectories away from S, spoiling the convergence to the synchronized state. Hence
a sufficient condition for a stable synchronized orbit is that all unstable periodic orbits in the synchronized state be
transversely stable. This last requirement can be verified by computing the eigenvalue of the Jacobian matrix along the
transversal directions such that all of them have moduli less than the unity.
3.1. Version I
Let us nowapply these general arguments to the particular case of the coupled piecewise-linear Lorenzmaps. Introducing
the variables u = x− y and v = x+ y results in the synchronization manifold S being given by u = 0, and the transversal




c − δ δ








if x ∈ [0, a) ,
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if x ∈ [1− a, 1] .
(14)
The eigenvalues of the Jacobian matrix are given by
µ1 = c, (15)












The first eigenvector lies in the synchronization subspace S, whereas the second eigenvector is the transversal one. It
should be remarked that, thanks to it being piecewise linear, the coupled map (11) has each of the four different results for
the eigenvalues at a different interval, according to the value of c given by Eq. (14). Since the elements of the Jacobianmatrix
are constant, their eigenvalues/eigenvectors do not depend explicitly on the value of x or y and thus take on the same value
for the fixed points P1 = 0 and P2 = 1− a in the synchronized state, belonging to intervals 1 and 4 of [0, 1] and identified
by c = (1− a)/a and c = −(1− a)/a, respectively.
In Fig. 3(a)weplot the logarithmof the transversal eigenvalue (|µ2|) as a function of the coupling parameter d for the fixed
points P1 and P2 of the coupledmaps (11). Hence such periodic orbits are transversely stable (unstable) if these numbers are
negative (positive).We see that, regardless of the value taken on by d, there will be always some fixed point with transversal
eigenvalue havingmodulus greater than the unity, although the eigenvaluemodulus of a given fixed point could be less than







and for P2 = 1−a,−d2 < d < −d1. For a = 0.45, as in Fig. 3, these intervals are I1 = (−2.23,−0.22) and I2 = (0.22, 2.23)
for the fixed points P1 and P2, respectively. We conclude that, nomatter what the value of the coupling strength d, there will
be always some transversely unstable fixed point embedded in the (chaotic) synchronized state.
Note that this analysis has been performed for fixed points only, which is sufficient for the characterization of riddling
in this coupling prescription. Other periodic orbits can be transversely unstable, however, even when some fixed point is
transversely stable. Moreover, for the intervals I1 and I2, we observe from Fig. 3(a) that one of the fixed points is transversely
stable, whereas the other one is transversely unstable. This phenomenon, called unstable dimension variability, has
important consequences in terms of the global dynamics of the system [14,15], such as the validity of computer-generated
trajectories of some strongly non-hyperbolic chaotic systems [16]. Moreover, it has applications in chaotic systems with
more than one attractor, like the ecological problem of two-species competition with extinction of either one of the
species [17].
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Fig. 3. (a) Logarithm of the transversal eigenvalue and Lyapunov exponent of the coupled piecewise-linear Lorenz maps (version I) as a function of the
coupling strength d = δ+ε for the fixed points P1 = 0 (µ(1)2 ) and P2 = 1−a (µ(4)2 ). The intervals for riddling are denoted as thicker lines. (b) Magnification
of a portion of the diagram.
3.2. Version II







where c is given by (14), and whose eigenvectors as well as the eigenvalue µ1 are the same as in version I, the transversal
eigenvalue µ2 being given by
µ2 = c(1− d). (20)
The logarithmof the transversal eigenvaluemodulus is plotted in Fig. 4(a) as a function of the coupling parameter d for the
fixed points P1 and P2 of the coupled maps (12). There is a common interval for which both fixed points are simultaneously







and which turns to be the interval I3 = (0.18, 1.83) when a = 0.45, as shown in Fig. 4(a). In this case, unlike the previous
coupling prescription, it is necessary to analyze also period-2 orbits, since we found that these can be transversely unstable
even when the fixed points themselves are transversely stable.
The period-2 points are given by









P (2)2 : x(2)2 = fa(x(2)1 ) ∈ [1− a, 1], (23)






2a− 1 − 1
)
(1− d)2 (24)
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Fig. 4. Logarithm of the transversal eigenvalue and Lyapunov exponent of the coupled piecewise-linear Lorenz maps with a = 0.45 (version II) as a
function of the coupling strength d = δ + ε for (a) fixed points, and (b) period-2 orbit in the synchronization subspace. The intervals for riddling are
denoted as thicker lines.




2(1− a) , d > 1+
√
1− 2a
2(1− a) . (25)
The log-eigenvalue of the period-2 orbit is depicted in Fig. 4(b) as a function of d, showing that, for the following intervals
of d: [0.4, 0.7] and [1.2, 1.5], there will be some transversely unstable orbit (either a fixed point or a 2-cycle).
4. Riddling and chaotic synchronization
In this section we shall describe one of the consequences of the synchronized state being transversely stable as a whole,
but possessing transversely unstable periodic orbits embedded on it. For this we focus on the basin of synchronization,
which is the set of initial conditions in the phase-space which produce orbits which asymptote to the synchronized state as
the time goes to infinity. It may well happen that this basin of synchronization be riddled, i.e. densely punctured with holes
(in the measure-theoretical sense) belonging to the basin of another attractor.
The dynamical consequences of riddling are quite severe, for every initial condition we may think of is surrounded by
an uncertainty ball of small but nonzero radius, representing the observational errors or parametric noise intrinsic to the
determination of a state in the phase space. Hence, if the basin is densely riddled with regions belonging to another basin,
such regions will intercept the uncertainty ball, turning uncertain the determination of the final state of the system. Even
worse, this problem is not going to diminish reducing the radius of the uncertainty ball, since riddling occurs at every scale,
no matter how small.
The conditions for the occurrence of riddled basins in a dynamical system are [18]:
1. There exists an invariant subspace whose dimension is less than that of the phase space;
2. The dynamics on the invariant subspace has a chaotic attractor A;
3. There is another attractor B, chaotic or not, and not belonging to the invariant subspace;
4. The attractor A is transversely stable in the phase space, i.e. for typical orbits on the attractor the Lyapunov exponents
for infinitesimal perturbations along the directions transversal to the invariant subspaceM are all negative;
5. A set of unstable periodic orbits embedded in the chaotic attractor A is transversely unstable.
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The fact that the synchronization subspace S of the coupled maps is invariant under the system dynamics already fulfills
condition 1 for riddling. Moreover, if the coupled identical systems undergo chaotic motion, their synchronized state is also
chaotic, i.e. there is a chaotic attractor A embedded in the synchronization subspace (condition 2). For condition 3 to be
satisfied there must exist another attractor B off the synchronized manifold S (global riddling). There are many situations,
however, forwhich there is no such attractor, but the trajectories off-S spend an arbitrarily large timewandering through the
available phase space region before returning to S. In these cases (local riddling) we can still think of this non-synchronized
transient regime as a second possible behavior and assign to it the properties formerly possessed by the second attractor
B, namely conditions 4 and 5 of riddling. Hence, strictly speaking, local riddling means that only the local conditions for
riddling have been verified for the system in analysis.
In practice, however, while most of the conditions for riddling rely on a local analysis in the vicinity of the synchronized
state, the determination of a second attractor is usually an information of a global nature. Except for some cases in which
this can be rigorously proved, the existence of a second attractor is suggested by numerical simulations of the dynamical
system. Hence, as far as the local analysis is concerned, we are faced more often with local riddling than the global one in
complex systems.
A formalway to understand local riddling consists on choosing a linear neighborhoodΣ∆ of the synchronization subspace
S, where ∆→ 0, which is represented by a strip of width 2∆ surrounding it in both sides. If we denote with white pixels
those initial conditions generating orbits that escape rapidly fromΣ∆ and by black points those orbits which do not escape
and are attracted to the synchronization subspace, we can have the same tongue-like basin structure of the globally riddled
case, but now restricted to the linear neighborhoodΣ∆.
In the case of global riddling, it should be mentioned that condition 4 for riddling implies that ‘‘most’’ points, in the
traditional two-dimensional Lebesgue measure sense, stay within thisΣ∆ neighborhood and are eventually attracted to A,
as proved in Ref. [10]. This is thus compatible with the existence of a positive Lebesgue measure set of orbits in the linear
neighborhoodΣ∆ that move away from it.
4.1. Version I
In order to verify condition 4 for riddling, we have to investigate for which values of the coupling coefficient d =  + δ
the transversal Lyapunov exponent is negative. Let us first consider version I of the coupled maps. The Lyapunov exponents
along the direction parallel to the synchronization subspace is the same as that for an uncoupled piecewise-linear Lorenz
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∣∣∣∣ −2a1− 2a − d
∣∣∣∣]+ 1− 2a2− 3a ln
∣∣∣∣− (1− a)a − d
∣∣∣∣ , (26)
where we have used the invariant density given by Eq. (6).
In Fig. 3(a) we plot the transversal Lyapunov exponent as a function of the coupling strength sum d = δ+ε for a = 0.45.
There are two intervals of d for which the transversal Lyapunov exponent is negative, thus fulfilling condition 4 for riddling.
The boundaries of these intervals are given by the values of d for which λ⊥ = 0, yielding transcendental equations in view
of (26). The regions, in the parameter plane a× d, characterized by negative transversal exponents, are depicted in Fig. 5. In
the piecewise-linear Lorenz case (a = 0.45) such intervals are (−1.224,−1.220) and (0.689, 1.707).
In the previous section we concluded that, in version I of the coupled maps, there will be always transversely unstable
fixed points in the synchronization subspace [see Fig. 3]. Besides the fixed point itself being transversely unstable, so are all
its pre-images, which form a denumerable infinite set of points, thus condition 5 for riddling is always fulfilled for any value
of d, such that the only remaining condition to be verified is the negativeness of λ⊥, the intervals being thus indicated by
Fig. 5 as black regions.
However, we must remark that condition 5 is of a local nature, whereas the existence of a second attractor is an
information from the global dynamics of the coupled system. Unless we can rigorously prove that there is a second attractor
at infinity (or elsewhere) for a basin with a nonzero Lebesgue measure the set of mathematical conditions can be used to
define local riddling. For version I, this proof can be given bywriting the coupledmaps in terms of the variables u = x−y and
v = x+y. Since themap is defined in four intervals, so as the coupledmaps in version I. Let us consider the interval 0 < x < a.
The dynamics along the transversal direction is piecewise linear, with a slope given by (14). Hence, if d < dC2 = (1−a)/a the
unstable manifold of the unstable fixed point extends to infinity, and the pre-images of the fixed point as well. A trajectory
that closely follows this unstable manifold will asymptote to infinity, which is the second attractor characterizing global
riddling. Moreover, this slope must be positive, otherwise the trajectories would approach the line x = y but asymptote to
infinity as well. This leads to another condition, namely d > dC1 = (1− 2a)/a.
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Fig. 5. In the parameter plane a versus d, the black regions have negative transversal Lyapunov exponent the coupled piecewise-linear Lorenz maps for
a = 0.45 (version I).
Fig. 6. Synchronization time for initial conditions in the phase plane for a = 0.45 and d = 1.0 (version I).
For global riddling the basin of synchronization is the set of initial conditions which asymptote to the synchronized
attractor, with a similar definition for the basin of infinity. If we have local riddling, however, it is not possible to define
such basins, hence it is more convenient to consider the synchronization time τ , i.e. the time it takes for an initial condition
(x0, y0) to reach the synchronized state (i.e. to approach its vicinity with an accuracy of∼ 10−5.
In Fig. 6 we plot in a gray-scale the values of the synchronization time τ for the initial condition (x0, y0) placed at the
center of the corresponding pixel, for a value of dwhich fulfills the local requirements for riddling. The darker pixels indicate
initial conditions whose orbits achieve the synchronized state in less than ten iterations, whereas for the lighter pixels this
time is higher. White pixels indicate orbits which go to infinity.
4.2. Version II
Now for the version II, the transversal Lyapunov exponent is given by












+ ln |1− d|
≡ K(a)+ ln |1− d| (27)
where K is a constant for a given a. Fig. 4 displays the dependence of λ⊥ with d for a = 0.45, showing an interval
(d1, d2) = (0.442, 1.558) for which the transversal Lyapunov exponent is negative, thus verifying condition 4 for riddling.
In fact, the boundaries of this interval are the roots of λ⊥ = 0, namely
d˜1,2 = 1∓ e−K(a), (28)
straddling the point d = 1 at which the Lyapunov exponent is minus infinity.
We have seen in the previous section that, for the intervals [0.4, 0.7] and [1.2, 1.5], we can warrant the existence of
transversely unstable periodic orbits embedded in the chaotic synchronized attractor, either fixed points or period-2 points,
2524 M.C. Vergès et al. / Physica A 388 (2009) 2515–2525
Fig. 7. In the parameter plane a versus d the black regions have negative transversal Lyapunov exponent, whereas the gray regions have in addition a
transversely unstable orbit, thus characterizing riddling. We considered two coupled piecewise-linear Lorenz maps for a = 0.45 (version II).
Fig. 8. Synchronization time for initial conditions in the phase plane for a = 0.45 and d = 1.1 (version II).
so as to fulfill condition 5 for riddling. The union of these intervals, on its hand, contain the interval (d1, d2) which verifies
condition 4 for riddling, and hence the latter ultimately determines the existence of riddling. The regions with λ⊥ < 0 are
indicated by black pixels in Fig. 7 as a function of both a and d. If, besides having λ⊥ < 0, the system also presents riddling,
we indicate by gray pixels this situation. We observe that, for a = 1/3 (i.e. the tent map case), there is no riddling interval,
since the system is hyperbolic and λ⊥ < 0 always implies synchronization [19]. For a < 1/3, riddling can be explained from
the transversal instability of the fixed points, whereas for a > 1/3 we have to analyze a period-2 orbit to verify condition 5
for riddling.
In version II of coupling, it turns out that the unit square [0, 1]2 is kept invariant under the dynamics of the coupled
system if both  and δ belong to the interval [0, 1]. These constraints being respected, there is no attractor in the phase
place other than the synchronized one, and riddling (if any) is certainly of a local nature. However, if either  or δ take
on values outside the interval [0, 1], the unit square is no longer invariant and orbits can, in principle, asymptote to other
attractor. We have been able to find numerically a second attractor at infinity, hence we can actually have global riddling.
Following the same procedure used in version I, we also plot in Fig. 8 the synchronization time for initial conditions and
a value of dwhich is inside the riddling interval. The darker pixels, representing ‘‘fast’’ initial conditions, belong to the basin
of the synchronized attractor, whereas the brighter pixels represent ‘‘slow’’ initial conditions that either spend a long time
until asymptoting to the synchronized attractor or theymay escape to the attractor at infinity. The example of riddling given
in Fig. 8 shows the regions of ‘‘slow’’ and ‘‘fast’’ initial conditions densely intermixed in fine scales. Moreover, the bands of
‘‘slow’’ initial conditions have the characteristic tongue-like shape that we find in riddling bifurcation scenarios [20].
5. Conclusions
The Lorenz equations are a paradigmatic example of deterministic chaos, which has stimulated research over the last four
decades. One noteworthy feature of coupled Lorenz equations is the presumed existence of riddled basins for some values
of the coupling strength between them, in the sense that the basin structure can be so involved that near a point belonging
to some basin there exists a point belonging to other basin, no matter how near they are. This is clearly a troublesome feature
since any initial condition can be assigned with a small but nonetheless finite uncertainty, and the latter can be so large as
to turn the final state of the system completely uncertain if the basins are riddled. This phenomenon is difficult to analyze in
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the original Lorenz equations due to the high dimensionality, and thus we have considered a low-dimensional model which
may shed some light on the dynamical behavior of the high-dimensional system, particularly on the existence of riddled
basins.
In this spirit, we analyzed two schemes of coupling piecewise-linear versions of the Lorenz map, since exact analytical
results can be given for them, e.g. the natural measure of chaotic orbits and the corresponding Lyapunov exponents. We
found that, as a general trend, riddled basins are possible for relatively wide intervals of the coupling strength for both
versions, which gives us more confidence that the suggestive evidences of riddling in the original coupled Lorenz systems
are in fact true. There are some differences between both schemes, though.
When we add the coupling term after applying the map function (version I), the dynamics do not keep invariant the unit
square. In this case we found that either the synchronized state has a (globally) riddled structure or it is not transversely
stable and it is not an attractor itself. If we couple the variables before applying the map function (version II), the dynamics
maintains the unit square invariant for some values of the coupling constants. In those cases we are sure that there cannot
exist a second attractor, yielding local riddling. For other values, however, we have not been able to detect this second
attractor as well. Unlike the previous version of coupling, we found that there are some intervals for which there are
transversely unstable fixed points and/or period-two orbits. Hence we can have presence or absence of local riddling,
depending on the parameter values.
We expect that for coupled Lorenz systems, one would observe a scenario more akin to version II, since such simulations
typically adopt a diffusive type of coupling. Moreover, the more complex dynamical behavior of Lorenz equations makes it
possible to assign one or more coexisting attractors, apart from the synchronized state. While bounded attractors would be
less often probable, the existence of an attractor at infinity is quite common, such as in coupled Chua circuits. In those cases
our analysis could be extended to the characterization of global riddling, as we have done in Version I.
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