Mixed graphs have both directed and undirected edges and received considerable attention in the literature. We study two upward planarity testing problems for embedded mixed graphs, give some complexity results, and describe Integer Linear Programming techniques to solve them. Experiments show the efficiency of our approach.
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1 Introduction
Upward and Quasi-upward Planarity of Directed Graphs
An upward drawing of a digraph G is such that all the edges are drawn as curves monotonically increasing in the vertical direction, according to their orientation. Upward drawings are quite effective to visually convey hierarchical structures, and several cognitive experiments demonstrate that the presence of edge crossings in a drawing negatively affects its readability [24, 25, 26] . This scenario has motivated lots of research in the study of the so-called upward planarity testing problem, that is, the problem of deciding whether a planar digraph admits an upward drawing without edge crossings, also called an upward planar drawing. Figures 1(a) and 1(b) show a planar digraph G and an upward planar drawing of G. Bertolazzi et al. [3] proved that if digraph G with n vertices has a fixed planar embedding, then testing whether G admits an upward planar drawing that preserves its embedding can be done in O(n 2 ) (Figure 1(b) is a drawing that preserves the planar embedding of the digraph in Figure 1(a) ). On the other side, Garg and Tamassia [17] proved that the upward planarity testing problem in the variable embedding setting (i.e., over all planar embeddings of the input digraph) is NP-complete. Several polynomial-time upward planarity testing algorithms have been described in the literature for specific sub-families of planar digraphs [4, 13, 19, 22] , and exponential-time algorithms for the same problem can be found in [2, 9, 18] . Upward planar drawings with additional properties, called switch-regular, have been also studied in [5, 12] .
We recall that an embedded planar digraph is upward planar only if it is acyclic and bimodal, i.e., for each vertex v all its incoming edges (as well as all its outgoing edges) are consecutive around v. However, acyclicity and bimodality are not sufficient conditions for the existence of an upward planar drawing. When a planar digraph has no upward planar drawing, relaxations of the model can be conceived. Bertolazzi et al. introduced the quasi-upward planar drawing convention [2] . In a quasi-upward planar drawing, directed edges are allowed to turn (i.e., to break the vertical monotonicity), but they should still enter vertices from below and leave vertices from above (see Figures 1(c) and 1(d) for an example). In [2] it is proven that a planar embedded digraph admits a quasi-upward planar drawing if and only if it is bimodal (not necessarily acyclic), and it is described a polynomial-time algorithm to compute quasi-upward planar drawings with the minimum number of edge turns (also called bends) when the planar embedding of the digraph is fixed.
Upward and Quasi-upward Planarity of Mixed Graphs
Many graphs arising from real applications have both directed and undirected edges. These types of graphs are called mixed graphs and have received considerable attention in the literature (see, e.g., [1, 8, 10, 15, 16, 21] . Figure 2 (a) shows a mixed graph whose nodes represent employees of a company; the directed edges describe hierarchical relationships while the undirected edges describe collaborations. In a visual representation of a mixed graph it is still desirable that directed edges flow upward, as in Figure 2 (b). Additionally, in order to increase the readability of the layout, one may want that even the undirected edges are drawn as curves vertically monotone when possible, as in Figure 2 (c). An upward drawing of a mixed graph G is such that all the directed edges of G are drawn upward and all the undirected edges of G are drawn monotone in the vertical direction.
We address the following main question: Given an embedded planar mixed graph G, does G admit an upward planar drawing that preserves the planar embedding of G? The drawing in Figure 2 (c) is an embedding-preserving upward planar drawing of the graph in Figure 2 (a), while the drawing in Figure 2(b) is not an upward drawing, because edge (Mary, Kate) is not vertically monotone (this edge has two turns). We observe that this problem is equivalent to decide if there exists an orientation of the undirected edges of G such that the resulting embedded digraph has an upward planar drawing. If such an orientation does not exist, one can wonder whether the undirected edges can be oriented such that the resulting digraph has a quasi-upward planar drawing. In other words, one can search for a quasi-upward planar drawing of the mixed graph, i.e., a drawing such that every directed edge (u, v) leaves u from above and enters v from below, and each undirected edge is incident to one of its end-vertices from below and to the other from above. an example of a quasi-upward planar drawing of a mixed graph. Notice that, as for digraphs, an upward planar drawing of a mixed graph G is also a quasi-upward planar drawing of G; namely, an upward planar drawing can be regarded as a quasi-upward planar drawing with no edge turn.
Results and Structure of the Paper
In this paper we study both the upward planarity and the quasi-upward planarity testing problem of mixed graphs, and we refer to them as the mixed quasi-upward planarity and the mixed upward planarity testing problem, respectively. For these problems, we describe complexity results, Integer Linear Programming techniques, and an experimental analysis. More precisely:
X We prove that the mixed quasi-upward planarity testing problem is NP-complete, both in the fixed and in the variable embedding setting. We remark that, the quasi-upward planarity testing problem for directed graphs is solvable in polynomial time in both settings [2] .
X We describe ILP (Integer Linear Programming) models both for the mixed quasi-upward planarity testing problem and for the mixed upward planarity testing problem, in the fixed embedding setting. The latter model is obtained by extending the former; if an upward planar drawing exists, the model allows us to construct one. The number of variables and constraints of both models is linear in the size of the input graph.
X We present an experimental study that shows how the proposed models can be solved efficiently in practice. Indeed, for all instances of our test suite the computation of a solution takes a few seconds, even for graphs with several hundreds of nodes.
We remark that upward drawings of mixed graphs has been previously addressed by Eiglsperger et al. [15] . Differently from our results, they describe a heuristic that attempts to compute an upward drawing with few edge crossings. Hence, they do not start from an embedded planar graph, and the final drawing may contain crossings even if the original graph admits an upward planar drawing according to our definition.
The remainder of the paper is structured as follows. In Section 2 we recall some basic definitions and results about upward planar and quasi-upward planar drawings. The complexity results are presented in Section 3. Our ILP models for planar embedded mixed graphs are described in Section 4. The experimental results are presented in Section 5. Conclusions and open problems are in Section 6.
Definitions and Notation

Bimodal Embedded Digraphs
Let G be an embedded planar digraph. A source vertex (resp. a sink vertex ) of G is a vertex with only outgoing edges (resp. incoming edges). A source vertex or a sink vertex of G is also called a switch vertex of G. A vertex v of G is bimodal if all its incoming edges are consecutive around v (and thus also the outgoing edges are consecutive around v). If all vertices of G are bimodal then G and its embedding are called bimodal. Figure 3(a) shows an embedded bimodal digraph G. Acyclicity and bimodality are necessary but not sufficient conditions for the upward planar drawability of an embedded planar digraph [3] . Note that, if G is bimodal, the circular list of edges incident to any vertex v of G is split into two linear lists, one consisting of the incoming edges of v and the other consisting of the outgoing edges of v.
Let f be a face of G and suppose that the boundary of f is visited clockwise if f is internal, and counterclockwise if f is external. Let a = (e 1 , v, e 2 ) be a triplet such that v is a vertex of the boundary of f and e 1 , e 2 are two edges incident to v that are consecutive on the boundary of f (e 1 and e 2 may coincide if G is not biconnected). Triplet a is called an angle at v in face f , or simply an angle of f (see also Figure 3 (a) for an example). An angle a = (e 1 , v, e 2 ) of a face f is a switch angle of f if e 1 and e 2 are both incoming edges or both outgoing edges of v; otherwise a is a non-switch angle. Angle (e 1 , v, e 2 ) in Figure 3 
Upward Planar Drawings and Embeddings
An upward planar drawing of a planar digraph G is a planar drawing of G such that all the edges are drawn as curves monotonically increasing in the vertical direction, according to their orientation. Let Γ be an upward planar drawing of an embedded planar digraph G. Assign to each angle a of G a label S, F , or L, according to the following rules: a is labeled L if it is a switch angle that corresponds to a geometric angle larger than π in Γ; a is labeled F if it is a non-switch angle; a is labeled S otherwise. Note that, an angle is labeled S if it is a switch angle corresponding to a geometric angle smaller than π in Γ. We call this labeling the upward labeling induced by Γ. Given an embedded bimodal planar digraph G, an assignment L of labels S, F , and L to the angles of G is called an upward planar embedding of G if there exists an upward planar drawing Γ of G such that the upward labeling induced by Γ coincides with L. Figure 3 The next theorem characterizes the upward planar embeddings of an embedded bimodal planar digraph G. It is a consequence of the results in [3, 13, 14] . 
Theorem 1 Let G be an embedded bimodal planar digraph and let L be an assignment of labels S, F , and L to the angles of G. L is an upward planar embedding of G if and only if the following properties hold:
(c) Switch angles are labeled either S or L, and non-switch angles are labeled F ;
Given an upward planar embedding L of a digraph G, an upward planar drawing of G that induces L can be computed efficiently by using algorithms described in [3, 11] .
Quasi-Upward Planar Drawings
A quasi-upward planar drawing Γ of a digraph G is a drawing such that for each (directed) edge e = (u, v), e leaves u from above and enters v from below. More formally, for each vertex v there exists a sufficiently small circular connected region R of the plane, properly containing v, such that, in the intersection of R with Γ the horizontal line through v separates the incoming edges (below the line) from the outgoing edges (above the line). See Figure 4 .
In a quasi-upward planar drawing edges are not necessarily monotone in the upward direction. Indeed, an edge can change its vertical direction (from upward to downward or vice-versa) an even number of times (possibly zero times). If the edge is represented as a smoothed curve, each change of direction corresponds to a point with horizontal tangent for the edge; such a point is called bend or turn. An upward planar drawing corresponds to a quasi-upward planar drawing with no bends. The following theorem holds. Bertolazzi et al. also describes an O(n 2 log n)-time algorithm that computes a quasi-upward planar drawing of a planar bimodal embedded digraph G, with the minimum number of bends. See [2] for details.
Theorem 2 [2] An embedded planar digraph admits an embedding-preserving quasi-upward planar drawing if and only if it is bimodal.
Complexity Results
In this section we prove that the mixed quasi-upward planarity testing problem is NP-complete. By Theorem 2, it will suffice to prove that it is NP-complete the problem of deciding whether the undirected edges of a mixed embedded planar graph can be oriented such that the resulting digraph is bimodal. Hence, we study the following:
Problem: Mixed Plane Graph Bimodality (MPGB)
Instance: A planar embedded mixed graph G = (V, E d , E u ), where edges in E d are directed and edges in E u are undirected.
Question: Does there exists an orientation of the edges in E u such that the resulting planar embedded digraph is bimodal?
Clearly, MPGB is in NP. In order to show that MPGB is NP-hard, we describe a reduction from problem Planar 3-Satisfiability (P3SAT), which is known to be NP-hard [20] :
Problem: Planar 3-Satisfiability (P3SAT) Instance: A collection of clauses, where each clause consists of exactly three literals.
Moreover, the bipartite graph G = (V A , V B , E), where nodes in V A correspond to the variables while nodes in V B correspond to the clauses and edges in E connect clauses to the variables of the literals they contain, is planar (see Figure 5 .a).
Question: Does there exist a truth assignment to the variables so that each clause has at least one true literal? Starting from an instance ϕ of the P3SAT problem, consisting of the set of clauses C 1 , . . . , C m , each one having three literals from the Boolean variables x 1 , . . . , x n , and a planar embedding of
of the MPGB problem is constructed by replacing each vertex in V A with a variable gadget and each vertex in V B (i.e., corresponding to a clause) with the clause gadget (see Figure 5) .
Namely, for each variable x i of the P3SAT instance we build a variable gadget as depicted in Figure 6 (a). The variable gadget is composed of a cycle with 2k vertices v 0 , v 1 , . . . , v 2k−1 , where k is the number of occurrences of variable x i in ϕ, joined by undirected edges. Also, for each undirected edge e i = (v i , v (i+1) mod k ), with i even (odd, respectively), a vertex w i is placed in the internal portion of the plane and connected with two directed edges (v i , w) and (v (i+1) mod k , w) ((w, v i ) and (w, v (i+1) mod k ), respectively). Hence, vertices w i are alternatively sinks (even i) and sources (odd i) in the mixed graph G ϕ . Given an orientation for the undirected edges of G ϕ , we say that a variable gadget is true (false, respectively) if each edge e i is directed counter-clockwise for even i and clockwise for odd i (clockwise for even i and counter-clockwise for odd i, respectively). See Figures 6(b) and 6(c) for examples of true and false variable gadgets.
We have the following lemma.
Lemma 1 In any bimodal orientation of the undirected edges of G ϕ , a variable gadget is either true or false.
Proof: Consider edge e 0 = (v 0 , v 1 ) in Figure 6 (a). Suppose that in the bimodal orientation e 0 is directed counter-clockwise from v 0 to v 1 as in Figure 6 (b). The direction of the three edges (v 0 , v 1 ), (v 1 , w 0 ), and (w 1 , v 1 ) which are adjacent in the circular list of v 1 forces edge e 1 to be directed clockwise from v 2 to v 1 in order for the orientation to be bimodal. Analogously, the clockwise orientation of e 1 and the bimodality of v 2 forces edge e 2 to be directed counter-clockwise from v 2 to v 3 . It follows that each e i is directed counter-clockwise when i is even and clockwise when i is odd, i.e., the variable gadget is true. Conversely, suppose that in the bimodal orientation e 0 is directed clockwise from v 1 to v 0 as in Figure 6 (c). Analogous considerations allow us to estabilish that e 7 is directed counter-clockwise. In turn, this implies that e 6 is directed clockwise, and so on. Hence, in this second case each e i is directed clockwise when i is even and counter-clockwise when i is odd, i.e., the variable gadget is false. 2
A variable gadget is connected to the rest of the graph by attaching edges to the vertices on the external boundary of it. Regarding the orientation of such edges the following lemma holds. In order to describe the clause gadget, we first introduce the 2SAT-gadget shown in Figure 7 . The 2SAT-gadget is attached to the rest of the graph through three edges e 4 , e 5 , and e 8 . Intuitively, the purpose of the 2SAT-gadget is to check if the truth values encoded in the directions of e 4 and e 5 are both false, and encode the result in the direction of e 8 . The main component of the 2SAT-gadget is a cycle of four edges e 0 , . . . , e 3 , which forms a construction analogous to that of the variable gadget (actually, it is a small variable gadget with k = 1). Analogously to the variable gadget, we say that the 2SAT-gadget is true (false, respectively) if each edge e i is directed counter-clockwise for even i and clockwise for odd i (clockwise for even i and counter-clockwise for odd i, respectively). By Lemma 1, in any bimodal orientation of the undirected edges of G ϕ the 2SAT-gadget is either true or false and, consequently, by Lemma 
Lemma 2 Consider any bimodal orientation of the undirected edges of
Figure 7: The 2SAT-gadget. If edges e 4 and e 5 are exiting the 2SAT-gadget, edge e 8 is entering it.
Lemma 3 In any bimodal orientation of the undirected edges of the 2SAT-gadget, if edges
e 4 and e 5 are directed exiting z 1 and z 2 , edge e 8 is directed entering v 3 , otherwise e 8 may have both the orientations.
Proof:
Suppose that e 4 and e 5 are directed exiting z 1 and z 2 (see Figure 8(a) ). Without loss of generality suppose that edge (z 1 , z 2 ) is directed towards z 2 . From the bimodality of z 2 , it follows that e 7 is directed entering v 1 . Lemma 2 implies that e 6 is directed entering v 1 and e 8 is directed entering v 3 .
Otherwise, suppose that e 4 and e 5 are directed both entering z 1 and z 2 (see Figure 8(b) ). Whatever is the orientation of edge (z 1 , z 2 ), edges e 6 and e 7 may be oriented both entering or exiting v 1 and, correspondingly, e 8 may be oriented exiting or entering v 3 .
Finally, suppose that e 4 and e 5 are directed one exiting and one entering z 1 and z 2 (see Figure 8(c) ). If edge (z 1 , z 2 ) is directed towards z 1 , both the orientation for e 6 and e 7 are compatible with a bimodal orientation of the 2SAT-gadget and, again, edge e 8 may have both the orientations.
2
The clause gadget is depicted in Figure 9 and is composed by two 2SAT-gadgets connected together. Observe that edge e T RU E is always directed exiting the gadget.
The following lemma trivially descends from Lemma 3. Figure 9 , at least one among the edges e a , e b , and e c is directed entering the clause gadget.
Lemma 4 In any bimodal orientation of the undirected edges of the clause gadget of
Regarding the connections among gadgets, consider the clause gadget for clause C = l a ∨ l b ∨ l c and the variable gadgets for the corresponding variables x a , x b , and x c . If l a is the direct (negated, respectively) literal of variable x a , we attach edge e a of the clause gadget to a vertex v p , with p even (odd, respectively), of the variable gadget for x a . We attach edges e b and e c to the variable gadgets of x b and x c in an analogous way.
Lemma 5 The MPGB problem is NP-hard.
Proof: Suppose that the P3SAT instance ϕ admits a truth assignment such that each clause has at least one true literal. A bimodal orientation for the edges of G ϕ can be found as follows. each variable gadget the true or false orientation depending on the truth value of the corresponding variable. Give to the edges attaching to the variable gadgets the orientation prescribed by Lemma 2. Select one true literal for each clause and orient the corresponding edge of the clause gadget entering the gadget. It can be seen that the orientation is bimodal. Conversely, suppose that there exists a bimodal orientation of the edges of G ϕ . An assignment of truth values to the variables x 1 , x 2 , . . . , x n satisfying the corresponding P3SAT instance ϕ can be found as follows. From the orientation of each variable gadget a truth value for the corresponding variable can be obtained. The true literal of each clause can be obtained by observing the direction of the edges of the corresponding clause gadget.
As the construction of the MPGB instance G ϕ corresponding to ϕ can be done in polynomial time, the statement follows.
We remark that, by fixing the embedding of G ϕ as described in [23] , it can be proved that the MPGB problem is NP-complete even in the variable embedding setting. From Theorem 2, Lemma 5, and from the fact that MPGB is in NP, the following holds.
Theorem 3 The mixed quasi-upward planarity testing problem is NP-complete.
Integer Linear Programming Models
Let G be an embedded planar mixed graph. In this section we describe Integer Linear Programming (ILP) models for the mixed quasi-upward planarity testing problem and for the mixed upward planarity testing problem, in the fixed embedding setting. The second model is obtained by suitably extending the first one.
ILP Model for the Mixed Quasi-upward Planarity Testing Problem
By Theorem 2, a quasi-upward planar drawing of G exists if and only if we are able to find an orientation of the undirected edges of G such that the resulting digraph G ′ is a bimodal embedded digraph. If G ′ is found, an embedding preserving quasi-upward planar drawing of G ′ can be computed with the polynomial-time algorithm described in [2] . To decide whether G ′ exists we define an ILP model, whose sets, variables, and constraints are described below. Clearly, we assume that the embedded digraph obtained from G by removing all the undirected edges is bimodal, otherwise we can immediately conclude that G ′ does not exist.
Sets and Variables
Let V denote the set of vertices of G and E the set of edges of G. Set E is partitioned into two subsets E d and E u , containing the directed and the undirected edges of G, respectively. For each vertex v ∈ V , the set of angles at v is denoted as A(v). The set of all angles is denoted by A.
We associate a binary variable ℓ a with each angle a = (e 1 , v, e 2 ). If ℓ a = 0, angle a will be a switch angle (i.e., e 1 and e 2 will be both outgoing or both incoming edges of v). If ℓ a = 1, angle a will be a non-switch angle.
For each edge e = (u, v) we define two binary variables, o uv and o vu , which describe the orientation of e in G ′ ; if o uv = 1 edge e is oriented from u to v, otherwise it is oriented from v to u.
Finally, for each angle a = (e 1 , v, e 2 ), we define a binary variable c a . This variable is used to guarantee consistency between the orientations of e 1 , e 2 and the value of ℓ a , as explained later.
Constraints
Consistency about the orientations of the edges is ensured by Constraints 1: The first constraint forces the directed edges of G to keep their orientation in G ′ , and the second avoids that an edge could receive two distinct orientations at the same time.
The next constraint, guarantees consistency between the value of a variable ℓ a and the type of angle a (switch or non-switch), according to our convention. In the constraint, v 1 denotes the end-vertex of e 1 other than v and v 2 denotes the end-vertex of e 2 other than v. Finally, an embedded digraph is bimodal if and only if the number of non-switch angles at each vertex is either 0 or 2. Indeed, in any embedded planar digraph the number of non-switch angles at any vertex is an even number (possibly zero), and if a vertex is not bimodal it has at least 4 non-switch angles. Hence, we add the following further constraint to guarantee bimodality. ∑
Note that, Constraint 3 by itself does not avoid that ∑ a∈A(v) ℓ a = 1. However, since the number of non-switch angles at any vertex is an even number, and since, by Constraint 2, ℓ a = 1 iff a is a non-switch angle, this situation cannot happen.
We eventually observe that the total number of variables and constraints of our model is linear in the number of angles and edges of G; therefore, since G is planar, it is linear in the number of vertices of G. The following lemma holds.
Lemma 6 There exists an ILP model to decide if a planar embedded mixed graph admits an orientation for its undirected edges such that the resulting embedded digraph is bimodal. The number of variables and constraints of the model is linear in the number of vertices of the graph.
By Lemma 6 and by Theorem 2, we have the following theorem. 
ILP Model for the Mixed Upward Planarity Testing Problem
In order to decide whether an embedded planar mixed graph G admits an upward planar drawing, we use the characterization of Theorem 1. Namely, we want to find an orientation for the undirected edges of G and a labeling L for the angles of G such that the resulting digraph is bimodal and L is an upward planar embedding of this embedded digraph. G ′ will denote the digraph obtained from G by orienting its undirected edges. To decide whether G ′ and L exist we define an ILP model that enhances that of Section 4.1 with additional sets, variables, and constraints, as described below. For an illustration of the ILP model, see also Figure 10 . Again, we assume that the embedded digraph obtained from G by removing all the undirected edges is bimodal, otherwise we can immediately conclude that G does not have an upward planar drawing.
Sets and Variables
Let V , E, F , and A denote the set of vertices, edges, faces, and angles of G, respectively.
We still partition E into two subsets E d and E u , containing the directed and the undirected edges of G, respectively.
Set V is partitioned into two subsets V N S and V P S . Each vertex in V N S has both incoming and outgoing edges, and therefore it cannot be a switch vertex of G ′ . Subset V P S contains the remaining vertices of V ; each element in V P S is a potential switch vertex of G ′ .
Set A is partitioned into two subsets A N S and A P S , which contain the angles of G at vertices in V N S and in V P S , respectively. For a vertex v and for a face f , A(v) and A(f ) denote all angles at v and all angles in f , respectively. For a vertex v ∈ V N S , A N S (v) is the set of angles at v. For a vertex v ∈ V P S , A P S (v) is the set of angles at v. If v ∈ V N S , we denote by e ′ out and e ′′ out the first and the last outgoing edge of v, respectively (e ′ out and e ′′ out may coincide). Analogously, e ′ in and e ′′ in are the first and the last incoming edges of v. The set of angles at v formed by the edges between e ′ in and e ′ out in clockwise order is denoted by A l N S (v). The set of angles at v formed by the edges between e ′′ in and e ′′ out in counterclockwise order is denoted by A r N S (v). The set of the remaining angles at v is denoted by A m N S (v). We associate a variable ℓ a with each angle a = (e 1 , v, e 2 ). Variable ℓ a takes values 0, 1, or 2, which correspond to the labels S, F , or L for a, respectively.
For each edge e = (u, v) we still define the two binary variables o uv and o vu , which define the orientation of e in G ′ ; if o uv = 1 edge e is oriented from u to v, otherwise it is oriented from v to u.
Finally, for each angle a = (e 1 , v, e 2 ), we define a variable c a that takes values in the set {−1, 0, 1}. This variable is used to guarantee consistency between the orientations of e 1 , e 2 and the value of ℓ a , as explained later. (13, 5, 6) , (6, 5, 14) , (14, 5, 10 )} and A m N S (3) = ∅. Consider, for example, the internal face f . Then A(f ) = { (18, 3, 7) , (7, 4, 6) , (6, 5, 14) , (14, 9, 18) 
Constraints
We must guarantee bimodality and the properties of Theorem 1. As for the model presented in Section 4.1, consistency about the orientation of the edges is ensured by the following constraints.
Also, for each angle a = (e 1 , v, e 2 ) we have to guarantee consistency between its label and the orientation of the edges e 1 and e 2 . Namely, denote by v 1 the vertex of e 1 other than v, and denote by v 2 the vertex of e 2 other than v. If o vv 1 and o vv 2 have the same value (which means that e 1 and e 2 are both incoming or both outgoing v) then ℓ a must take a value in {0, 2}. Otherwise, ℓ a must take value 1. This property is forced by the following constraint:
For an internal face (resp. the external face) f of G, denote by cap(f ) the number of angles in f minus 2 (resp. plus 2). Properties (a) and (b) are guaranteed by the following constraints:
Properties (c) − (e) and bimodality are guaranteed by Constraints 7 and 8. ∑
We finally observe that Constraint 5 and the integrality constraints on variables o uv and c a , imply that variables ℓ a always assume integer values. Hence, we can relax the integrality constraints on ℓ a , by simply requiring that 0 ≤ ℓ a ≤ 2.
The total number of variables and constraints of this model is still linear in the number of angles and edges of G; therefore, since G is planar, it is linear in the number of vertices of G. The next theorem summarizes the main contribution of this section. 
Experimental Study
We implemented our ILP models using CPLEX and we experimented them on a large set of mixed graphs, in order to understand if they are computationally feasible in practice. We focused on two major issues:
Issue 1: What is the time required to find an upward (resp. a quasi-upward) planar embedding of an embedded mixed graph, if there exists one?
Issue 2: What is the time required to decide whether a mixed graph admits or not an upward (resp. a quasi-upward) planar embedding?
To this aim, we ran the experiments on two different test suites of mixed graphs, which we refer to as MixedPositive and MixedGeneral. MixedPositive contains mixed embedded planar graphs that always admit an embedding-preserving upward planar drawing. Hence, for these graphs the computation of any of the two ILP models will never reject the instance, and we can measure the time required to find an upward (resp. a quasi-upward) planar embedding. MixedGeneral contains mixed embedded planar graphs for which an upward or a quasi-upward planar drawing may or may not exist. From the experiments we expected that:
Hypothesis 1: The computation of both ILP models is reasonably fast, as the number of variables and constraints is linear in the size of the graph and most constraints can be also translated into a flow network model;
Hypothesis 2:
The computation is faster on those instances that do not admit a solution; indeed, in these cases some constraints will be violated in the first stage of the computation with high probability;
Hypothesis 3: On the positive instances the time required to find an embedding increases when the number of undirected edges increases. This because for all these edges a consistent orientation must be found. Each graph G in MixedPositive was generated by first generating an upward planar embedded digraph G ′ with the algorithm described in [11] , and then removing the orientation on a certain percentage of edges of G ′ . The edges that are made undirected were selected randomly with a uniform probability distribution. Each graph G in MixedGeneral was generated with the following procedure: Again, we first generated an upward planar embedded digraph G ′ with the algorithm in [11] . Then a planar embedded mixed graph was computed from G ′ by repeating the following steps until the desired percentage of undirected edges was reached: Randomly choose a face f of G ′ and add an edge in f randomly selecting its end-vertices (multiple edges are avoided); then randomly remove from G ′ a directed edge, while maintaining the connectivity. Every random choice followed a uniform probability distribution. Set MixedPositive contains 3 graphs for each distinct triple ⟨n, d, p⟩, where n ∈ {100, 200, . . . , 800} is the number of vertices, d ∈ {1.4, 1.6, 1.8, 2.0} is the density, and p ∈ {20, 50, 80} is the percentage of undirected edges of the graph. Hence, MixedPositive contains 288 graphs in total. Set MixedGeneral contains 10 graphs for each distinct triple ⟨n, d, p⟩, where n, d, and p take the same values as before. Thus, it contains 960 graphs in total.
The experiments were performed under the Windows Vista OS, on an Intel Core-Duo with 2.2 GHz and 2 GB of RAM, and confirmed all our hypothesis. Indeed, the computations were rather fast and, as expected, the CPU time for the graphs in MixedPositive increases when the percentage of undirected edges increases (see Figure 11) . For both models, almost all computations required less than 4 seconds, and the maximum time of a computation was 12 seconds for the upward planarity testing on an instance with 600 vertices, 80% of undirected edges, and density 2.0.
About the upward planarity testing of graphs in MixedGeneral, the percentage of negative instances (i.e., the percentage of graphs for which an upward planar embedding does not exist) is close to 100% for most graphs with no more than 50% of directed edges, while about half of the graphs with 80% of undirected edges admit a solution (see Figure 12(b) ). As expected, the computation is very fast on the negative instances, while the behavior on the positive instances reflects the one for the graphs in MixedPositive (see Figure 13(b) ). For the quasi-upward planarity testing of graphs in MixedGeneral, the percentage of negative instances (i.e., the percentage of graph for which a bimodal embedding does not exist) is clearly much smaller. In particular, almost all graphs with 80% of undirected edges is quasi-upward planar (see Figure 12 (a)). Again, the behavior of the running time on the positive instances reflects the one for the graphs in MixedPositive (see Figure 13 (a)).
Conclusions and Open Problems
We introduced new upward and quasi-upward planarity testing problems for embedded mixed graphs and we experimentally showed that these problems can be efficiently solved using Integer Linear Programming. We conclude by mentioning two main open problems that are concerned with our results:
X What is the theoretical computational complexity of the upward planarity testing problem for planar embedded mixed graphs? We expect that this problem is NP-hard, since we were able to show that the mixed quasi-upward planarity testing problem in the fixed embedding setting is NP-hard and since quasi-upward planar drawings are relaxations of upward planar drawings. However, it is worth recalling that the upward planarity testing problem for embedded digraphs is polynomially solvable [3] and that polynomial-time algorithms exist for finding upward embeddings of embedded undirected graphs [14] .
X The design of algorithms for computing the maximum upward planar subgraph of embedded mixed graphs is also an interesting research direction. We recall that the problem of computing a maximum upward planar subgraph of a planar embedded digraph is NP-hard [7] .
