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MARÇO DE 2018
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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos
necessários para a obtenção do grau de Mestre em Ciências (M.Sc.)
ALGORITMO DE PONTO INTERIOR PARA PROGRAMAÇÃO LINEAR
BASEADO NO FDIPA
Angélica Miluzca Victorio Celis
Março/2018
Orientadores: Nelson Maculan Filho
José Herskovits Norman
Programa: Engenharia de Sistemas e Computação
Neste trabalho usamos um algoritmo de pontos interiores e direções viáveis de-
nominado FDIPA, ”Feasible Direction Interior Point Algorithm”, para resolução de
problemas de otimização linear. Em cada iteração o FDIPA calcula uma direção
de descida viável do problema mediante uma iteração tipo Newton para resolver
as condições de Karush-Kuhn-Tucker (KKT), gerando dois sistemas lineares de
equações. São propostas técnicas numéricas para resolver os mesmos de forma efici-
ente, em particular, mediante um método de gradiente conjugado precondicionado,
no qual conseguimos um critério para poder truncá-lo. Finalmente, vários problemas
testes serão resolvidos e comparados com resultados da literatura.
vi
Abstract of Dissertation presented to COPPE/UFRJ as a partial fulfillment of the
requirements for the degree of Master of Science (M.Sc.)
INTERIOR POINT ALGORITHM FOR LINEAR PROGRAMMING BASED ON
FDIPA
Angélica Miluzca Victorio Celis
March/2018
Advisors: Nelson Maculan Filho
José Herskovits Norman
Department: Systems Engineering and Computer Science
In this work we use an algorithm of interior points and feasible directions called
FDIPA, ”Feasible Direction Interior Point Algorithm”, for solving linear optimiza-
tion problems. In each iteration FDIPA calculates a feasible descent direction of
the problem by a Newton-type iteration to solve the Karush-Kuhn-Tucker (KKT)
conditions; generating two linear systems of equations. Numerical techniques are
proposed to solve them efficiently, in particular by means of a preconditioned conju-
gate gradient method, in which we obtain a criterion to truncate it. Finally, several
test problems will be solved and compared with results from the literature.
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onde A1 ∈ Rp×n, b1 ∈ Rp, A2 ∈ Rm×n, b2 ∈ Rm, c ∈ Rn, x ∈ Rn.
Além disso, A1 tem posto completo de linhas e as restrições de não negativi-
dade de x são chamadas de desigualdades triviais.
Dado um problema de programação linear (1.1), podemos acrescentar variáveis
de folga às desigualdades não triviais, passando dessa maneira a trabalhar com
restrições de igualdade e desigualdade triviais. Ou seja, obteŕıamos um problema





onde A ∈ R(p+m)×(n+m), b ∈ Rp+m, C ∈ Rn+m, x′ ∈ Rn+m.
A programação linear é um dos grandes sucessos da otimização. Devido à
sua vasta aplicabilidade, tem havido muito interesse em encontrar algoritmos
eficientes que acham as melhores soluções. O primeiro algoritmo utilizado para
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Programação Linear foi o algoritmo simplex. Nos anos 1940, Dantzig desenvolveu
o algoritmo simplex para problemas de programação linear na forma padrão. Este
método que segue um caminho ao longo das bordas do conjunto de soluções viáveis.
É sabido há muito tempo que o número de iterações necessárias pelo método
simplex pode crescer exponencialmente na dimensão do problema (ver Klee V. [1],
Dantzig G. [2], [3], Maculan & Fampa [4]).
No final dos anos 1990, estimulado pelo trabalho de Karmarkar [5], uma va-
riedade de métodos de ponto interior foram desenvolvidos para Programação linear.
Entre eles, temos o método projetivo, que foi estudado por Anstreicher [6, 7], Lustig
[8] e Gonzaga [9]; o método de afim-escala, originalmente proposto por Dikin [10]
e estudado por Barnes [11], Cavalier & Soyster [12], entre outros; e o método de
caminho central, estudado por Gonzaga [13], [14] e Monteiro & Adler [15, 16].
Estes métodos de pontos interiores seguem um caminho através do interior
do conjunto de soluções viáveis. Eles são baseados em teorias muito elegantes e
convergem para um ótimo em tempo polinomial. Na prática, o número de iterações
para problemas de grande porte é muito menor que o do método simplex, porém,
cada um desses passos é muito mais dif́ıcil e complexo, e precisa da solução de
sistemas lineares.
Os métodos de pontos interiores do tipo primal-dual aplicam o método de
Newton às igualdades das condições de otimalidade [17], gerando um sistema linear
e obtendo um sistema maior do que se trabalhássemos só com o problema original.
Nossa proposta é trabalhar apenas com o problema original (1.1), sem acrescentar
variáveis usando o algoritmo FDIPA (A Feasible Direction Interior Point Algorithm
for Nonlinear Programming) proposto por Herskovits [18].
O FDIPA também resolve as condições de otimalidade mediante uma iteração
tipo Newton, gerando dois sistemas lineares, transformando-os em sistemas duais
lineares equivalentes, cuja matriz é simétrica definida positiva. Uma vez obtidos,
esses sistemas duais podem ser resolvidos através de métodos diretos ou iterativos,
como por exemplo, o método do gradiente conjugado [19].
Neste trabalho, para resolver os sistemas internos do FDIPA, usamos o método
direto, se o problema de programação linear tiver restrições de igualdade e desi-
gualdade (1.1), e usamos o método iterativo se o problema de programação linear
só tiver restrições de desigualdade.
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O algoritmo é implementado no MATLAB, com o objetivo de realizar testes
numéricos de grande porte encontrados na literatura, como por exemplo, na
biblioteca NETLIB [20].
No caṕıtulo 2, definimos os conceitos principais da Programação Não-Linear
e Linear necessários para a formulação do problema em estudo, em particular, as
condições de otimalidade. Alem disso, fazemos uma breve descrição do método de
pontos interiores.
No caṕıtulo 3, descrevemos o Algoritmo de Pontos Interiores e Direções Viáveis
(FDIPA), este é um algoritmo que resolve o problema geral de programação
não-linear com restrições e que tem sido aplicado em problemas de otimização, em
diversas áreas da engenharia.
No caṕıtulo 4, apresentamos uma versão do método FDIPA dentro do marco
da programação linear e seu algoritmo correspondente.
No caṕıtulo 5, propomos um critério de parada para o método do gradiente
precondicionado pelo Cholesky, usado na resolução dos sistemas lineares do FDIPA
para problemas de programação linear com restrições de desigualdade.
No caṕıtulo 6, expomos os resultados de alguns problemas teste da biblioteca
NETLIB, usando o algoritmo FDIPA adaptado para programação linear, mos-
trando o desempenho dele.
Finalmente, no caṕıtulo 7, apresentamos algumas conclusões decorrentes deste




Neste caṕıtulo abordamos conceitos e resultados essenciais para o desenvolvimento
dos caṕıtulos subsequentes deste trabalho. As demonstrações dos resultados citados
neste caṕıtulo encontram-se nas referências indicadas.
2.1 Problema de Minimização
O problema de otimização pode ser visto como um problema de decisão que envolve
encontrar o melhor vetor x ∈ Rn das variáveis de decisão sobre todos os vetores
posśıveis em uma região (Ω do Rn). Entenda-se por melhor vetor aquele onde o
menor valor de função (f) ocorre.
minimize f(x)
sujeito a
x ∈ Ω ⊆ Rn,
onde f : Rn → R é chamada de função objetivo e Ω é frequentemente definido por
igualdades e/ou desigualdades.






onde x ∈ Rn é o vetor das variáveis do problema, f : Rn → R é a função objetivo,
g : Rn → Rm é a função que define as restrições de desigualdade, e h : Rn → Rp
é a função que define as restrições de igualdade. As funções f , g e h são cont́ınuas
diferenciáveis.
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Definição 2.1 O conjunto Ω será chamado de conjunto viável do problema 2.1
Ω = {x ∈ Rn | g(x) ≤ 0, h(x) = 0},
os pontos de Ω serão chamados de pontos viáveis.
Definição 2.2 Dizemos que um ponto x̄ ∈ Ω é
1. minimizador global de 2.1, se
f(x̄) ≤ f(x) para todo x ∈ Ω;
2. minimizador local de 2.1, se existe uma vizinhança U de x̄ tal que
f(x̄) ≤ f(x) para todo x ∈ Ω ∩ U.
Definição 2.3 Dizemos que d ∈ Rn é uma direção viável em relação ao conjunto
Ω no ponto x̄ ∈ Ω, quando existe τ > 0 tal que
x̄+ td ∈ Ω para todo t ∈ [0, τ ].
Definição 2.4 Dizemos que d ∈ Rn é uma direção de descida de f : Rn → R no
ponto x̄ ∈ Rn, se existe τ > 0 tal que
f(x̄+ td) < f(x̄) para todo t ∈ (0, τ ].
Sendo f(x) diferenciável em x e dt∇f(x) < 0, então d é uma direção de descida de
f(x).
Definição 2.5 O conjunto dos ı́ndices das restrições ativas no ponto x̄ ∈ Ω será
denotado por
I(x̄) = {i = 1, . . . ,m | gi(x̄) = 0}.
Não inclúımos nesta definição as restrições de igualdade, porque todas elas sempre
são ativas em todo ponto viável.
Definição 2.6 Dado um ponto x̄ ∈ Ω, a condição de regularidade de independência
linear das restrições é satisfeita em x̄, se os gradientes das restrições de igual-
dade e de desigualdade ativas são linearmente independentes, ou seja, o conjunto
{∇hi(x̄), i = 1, . . . p} ∪ {∇gi(x̄), i ∈ I(x̄)} é linearmente independente.
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Os pontos que satisfazem a condição de regularidade de independência linear das
restrições são chamados pontos regulares.
O espaço tangente em x̄ é
T = {y /∇gti(x̄)y < 0 para i ∈ I(x̄) e ∇hti(x̄)y = 0 para i = 1, ..., p}
Teorema 2.1 (Condições Necessárias de Primeira Ordem Karush-Kuhn-Tucker)
Seja x̄ um ponto regular; temos que este ponto é um mı́nimo local do problema (2.1).
Então existe um vetor λ̄ ∈ Rm e um vetor µ̄ ∈ Rp tal que:
∇f(x̄) +∇g(x̄)λ̄+∇h(x̄)µ̄ = 0 (2.2)
gi(x̄)λ̄i = 0 i=1,...,m (2.3)
h(x̄) = 0 (2.4)
g(x̄) ≤ 0 (2.5)
λ̄ ≥ 0. (2.6)
Os vetores λ̄ e µ̄ são conhecidos como os multiplicadores de Lagrange.
Teorema 2.2 (Condição de Segunda Ordem) Seja x̄ um ponto regular; temos que
este ponto é um mı́nimo local do problema (2.1). Então existe um vetor λ̄ ∈ Rm e
um vetor µ̄ ∈ Rp tal que o resultado do Teorema 2.1 é verdadeiro e a matriz







é semidefinida positiva no espaço tangente, isto é, ytH(x̄, λ̄, µ̄)y ≥ 0 para todo y ∈ T .
Teorema 2.3 (Condição de Suficiência de Segunda Ordem) Seja x̄ tal que g(x̄) ≤ 0
e h(x̄) = 0. Sejam os vetores λ̄ ∈ Rm (com λ̄ ≥ 0) e µ̄ ∈ Rp tal que
∇f(x̄) +∇g(x̄)λ̄+∇h(x̄)µ̄ = 0




Um problema de programação linear pode ser definido da seguinte maneira:
minimize ctx (2.7)
sujeito a
A1x = b1 (2.8)
A2x ≤ b2, (2.9)
x ≥ 0 (2.10)
onde c ∈ Rn, A1 ∈ Rp×n, A2 ∈ Rq×n, b1 ∈ Rp e b2 ∈ Rq são dados; e os x ∈ Rn
representam as variáveis de decisão da função linear a ser minimizada em (2.7). As
restrições de não negatividade (2.10) são conhecidas como triviais.
Cada restrição i = 1, 2, ..., q de (2.9) pode ser substitúıda com o acréscimo
de uma variável si ≥ 0 (denominada variável de folga), por uma restrição de



















Aty + z = c
z ≥ 0,
(2.13)
Proposição 2.1 Seja A ∈ Rm×n uma matriz de posto igual a m, m < n. Então, a
7
matriz AAt é não singular.
Demonstração. Ver em Gonzaga [13].
A teoria da dualidade explica a relação entre os dois problemas (2.12) e (2.13). Um
dos resultados é a adaptação das condições de KKT para os dois problemas Primal
e Dual.
Teorema 2.4 (Condições de KKT para o Primal e Dual) (x, y, z) são soluções
ótimas para o par primal-dual se, e somente se, as seguintes condições são satisfeitas:
Ax = b, (2.14)
Aty + z = c, (2.15)
xizi = 0 i = 1, ..., n, (2.16)
(x, z) ≥ 0. (2.17)
Demonstração. Ver em Wright [17].
O teorema acima e o método de Newton que apresentamos no caṕıtulo se-
guinte são frequentemente usados na descrição e análise dos algoritmos utilizados
para programação linear.
2.3 Método de Pontos Interiores
Estes métodos de pontos interiores seguem um caminho através do interior do
conjunto de soluções viáveis. Todos os do tipo primal-dual são baseados na
resolução do sistema trabalhando simultaneamente, na forma primal e dual, ou
seja, ao encontrar uma solução para o dual, encontra-se para o primal.
Se existe a solução do primal e dual do problema de programação linear, então
satisfaz as condições de otimalidade dadas pelo teorema 2.4
F (x, y, z) =
 Ax− bAty + z − c
XZe
 = 0, (x, z) ≥ 0 (2.18)
onde X = diag(x), Z = diag(z) e e = (1, 1, ..., 1)t ∈ Rn.
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Este método é um processo iterativo, no qual precisamos de uma direção e
um tamanho do passo. Para o cálculo da direção (dx, dy, dz)t, aplicamos o método






 b− Axc− z − Aty
−XZe
 (2.19)
A direção calculada pelo sistema (2.19) é denominada direção afim-escala (método
de pontos interiores dual-primal afim-escala).
Uma desvantagem do método afim-escala é que ele mantém as componentes
de (x, z) movendo-se muito próximas da fronteira (x, z) = 0. Direções de busca
calculadas muito próximas desta fronteira tendem a ser distorcidas devido a erros
de arredondamentos. Para evitar essa aproximação, se realiza uma perturbação (µ)
nas condições de complementariedade (2.16).
Então, do sistema (2.18) substitúımos XZe = 0 pela equação parametrizada
XZe = ψe, ψ é um parâmetro positivo. Então, aplicando o método de Newton ao






 b− Axc− z − Aty
ψe−XZe
 (2.20)
Esta alteração nas condições de otimalidade gera outro método chamado método
de pontos interiores primal-dual seguidor de caminho.
Ele mantém seus iterados próximos a um caminho central C, parametrizado
pelo escalar ψ > 0. Tomar passos próximos a C faz com que a direção de busca
aponte para o interior da região determinada por (x, z) > 0. Isso porque o
parâmetro ψ pode ser visto como o parâmetro originado do problema de barreira
logaŕıtmica definido a partir de (2.12). Para mais detalhes ver [17].
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Caṕıtulo 3
(FDIPA) Algoritmo de Pontos
Interiores e Direções Viáveis
Neste caṕıtulo faremos uma abordagem sobre o algoritmo de pontos interiores e
direções viáveis FDIPA, apresentado por Herkovits em [18], o qual foi desenvolvido,
buscando solucionar o problema geral de programação não-linear dado pela
formulação (2.1). Primeiramente, apresentaremos os métodos de tipo Newton e
Quase-Newton, necessários para o desenvolvimento do FDIPA (Feasible Direction
interior Point Algorithm).
3.1 Algoritmo de Newton
Devido á sua velocidade de convergência e eficiência, o método de Newton tem
sido bastante utilizado para o propósito de obter soluções de equações não-lineares.
Consiste em substituir a função não-linear por sua aproximação linear. Mais preci-
samente, queremos resolver o sistema de equações
F (y) = 0, (3.1)
onde F : Rn → Rn é uma função cont́ınua com derivadas cont́ınuas.
Dado um ponto inicial y0 do domı́nio de F , tal que ∇F (y0) seja não nula;
constrúımos a aproximação linear de F , isto é,
F (y) ≈ F (y0) +∇tF (y0)(y − y0).
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O ponto y que anula a aproximação linear da função F é o ponto que verifica:
F (y0) +∇tF (y0)(y − y0) = 0.
Definimos d = y − y0 como uma direção que nos aproxima à solução do problema
(3.1), ou seja,
y = y0 + d, (3.2)
onde o vetor d pode ser obtido resolvendo o seguinte sistema linear:
∇tF (y0)d = −F (y0).
Como foi utilizada uma aproximação linear da função F , o ponto y definido pela
equação (3.2) não é, em geral, solução da equação (3.1). Neste caso, deve ser feita
uma nova aproximação linear, agora no ponto y, e continuar com o mesmo procedi-
mento, até satisfazer algum critério de convergência.
Algoritmo 3.1 (Método de Newton)
Dados: y ∈ Rn tal que F (y) ≈ 0.
Passo 1: Teste de convergência.
Passo 2: Determinação da direção de Newton.
Resolver o sistema linear em d:
∇tF (y)d = −F (y)
Passo 3: Atualização.
Defina
y := y + d.
Vá para o passo 1.
Neste algoritmo, é necessário calcular o Jacobiano ∇F (y) e resolver um sistema
linear a cada iteração, o que poderia ser muito custoso em termos de esforço
computacional. Não obstante, a convergência global não é garantida.
O Jacobiano do sistema, em termos de otimização, equivale ao Hessiano das
funções envolvidas, e seu cálculo anaĺıtico, dependendo do problema, pode não ser
posśıvel.
Com o objetivo de reduzir o esforço computacional, o método Quase-Newton
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define uma aproximação do Jacobiano ou de sua inversa, usando informações
colhidas ao longo de sucessivas iterações.
3.2 Algoritmo Quase-Newton
A idéia básica do método Quase-Newton é a seguinte: Seja Bk a aproximação atual
de ∇F (yk), então a nova aproximação Bk+1 é obtida de
Bk+1 = Bk + ∆Bk. (3.3)
Sendo que
F (yk+1)− F (yk) ≈ ∇tF (yk)(yk+1 − yk),
∆Bk é definida de forma que
F (yk+1)− F (yk) = [Bk+1]t(yk+1 − yk). (3.4)
Substituições da equação (3.3) em (3.4) definem n condições a serem satisfeitas
por ∆Bk. Sendo que ∆Bk tem n2 elementos, estas condições não são suficientes
para determiná-lo. Várias regras de atualização para Bk+1 foram propostas (ver
Luenberger [21]), sendo a regra de Broyden a mais bem sucedida,
Bk+1 = Bk + (γ −Bkδ)δt/δtδ, (3.5)
onde δ = yk+1 − yk e γ = F (yk+1)− F (yk).
Algoritmo 3.2 Método Quase-Newton
Dados: y ∈ Rn e B ∈ Rn×n iniciais.
Passo 1: Cálculo da direção d.
Resolver o sistema linear em d,
Btd = −F (y).
Passo 2: Atualizar.
y := y + d, e
B := B + ∆B.
Vá para o passo 1.
No Passo 2, B pode ser atualizado mediante (3.5) ou outras regras de atualização
a serem definidas.
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O método Quase-Newton tem a vantagem de evitar o cálculo de ∇F (y);
para conseguirmos convergência local, a matriz B deverá ser uma boa aproximação
de ∇F (y).
3.3 Descrição do Algoritmo FDIPA
Este algoritmo é um método iterativo, dado pela regra xk+1 = xk + tkdk, onde xk é
o ponto da iteração atual, tk é o passo e dk a direção de busca na iteração k. Ele
gera uma sequência de pontos interiores {xn}n∈N totalmente contida ao interior da
região viável Ω, a partir de um dado ponto inicial x0, e que converge globalmente
com ordem superlinear para um ponto de KKT do problema (2.1), após um número
infinito de iterações, reduzindo a função objetivo f(x) em cada iteração.
Primeiramente, desxcreveremos o algoritmo FDIPA para problemas de pro-





onde f : Rn → R e g : Rn → Rm são funções continuamente diferenciáveis e o
conjunto viável é ∆ = {x ∈ Rn | g(x) ≤ 0}.
As condições de primeira orden de KKT correspondentes ao problema (3.6)
são:
∇f(x) +∇g(x)λ = 0 (3.7)
gi(x)λi = 0 i=1,...,m (3.8)
g(x) ≤ 0 (3.9)
λ ≥ 0. (3.10)
3.3.1 Direção de Descida
A definição da direção de busca do algoritmo FDIPA é inspirada na aplicação do
método de Newton (descrito na seção 3.1) no sistema não linear das equações (3.7)
e (3.8).















onde Λk é uma matriz diagonal m×m, com [Λk]ii = λki ; Gk é uma matriz diagonal
m×m, com [Gk]ii = gki ; Bk é uma matriz simétrica definida positiva de ordem n×n.
Pode ser a matriz identidade, a própria hessiana H(x, λ, µ) ou uma apro-
ximação dela obtida por alguma técnica de quase-Newton. No entanto, B deve ser
sempre definida positiva para que se garanta a convergência global do problema.
Se definimos d0 = x0 − x, então
Bd0 +∇g(x)λ0 = −∇f(x), (3.11)
Λ∇gt(x)d0 +G(x)λ0 = 0 (3.12)
Herskovits provou que d0 é uma direção de descida para f . No entanto, d0 pode não
ser uma direção viável pois, desenvolvendo a equação (3.12), temos:
λi∇gti(x)d0 + gi(x)λ0i = 0; i=1,2, ..., m.
Então, se gi(x)→ 0,
∇gti(x)d0 → 0,
ou seja, quando alguma restrição se aproxima de zero, d0 tende a uma direção
tangente ao conjunto viável.
3.3.2 Direção de Descida Viável
Para evitar este efeito, adiciona-se um vetor negativo no lado direito da equação
(3.12), produzindo o efeito de deflexão de d0 para o interior do conjunto viável.
Define-se um novo sistema em (d, λ̄):
Bd+∇g(x)λ̄ = −∇f(x), (3.13)
Λ∇gt(x)d+G(x)λ̄ = −ρλ (3.14)
onde ρ > 0, d é a nova direção e, λ̄ é a nova estimativa de λ. Neste caso, (3.14) é
equivalente a:
λi∇gti(x)d+ gi(x)λ̄i = −ρλ; i=1,2, ..., m.
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e, consequentemente,
∇gti(x)d = −ρλ < 0
para as restrições ativas. Logo, d é uma direção viável.
A deflexão de d0 é proporcional ao ρ; é posśıvel garantir que d também seja
uma direção de descida, se ρ for escolhido convenientemente (ver Herskovits [18]).
Definindo
d = d0 + ρd1,
λ̄ = λ0 + ρλ1,














Resolvendo o sistema, obtemos a direção d e λ̄. Desta forma, é facil estabelecer
limites para ρ.
Como dt0∇f(x) < 0, impomos:
dt∇f(x) ≤ αdt0∇f(x), α ∈ (0, 1), (3.15)
substituindo d por d0 + ρd1 na equação acima obtemos
ρdt1∇f(x) ≤ (α− 1)dt0∇f(x). (3.16)
Se dt1∇f(x) < 0, a equação (3.16) se verifica para todo ρ > 0, em caso contrário,




garante (3.15); portanto, podemos afirmar que d é uma direção viável e de descida.
Finalmente, para encontrar um novo ponto primal viável e uma diminuição
satisfatória da função objetivo, procede-se à busca linear inexata, como Armijo ou
Wolfe, descritos em Luenberger.
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Algoritmo 3.3 Algoritmo FDIPA para o problema (3.6)
Dados: x ∈ ∆0, λ ∈ Rm++, B ∈ Rn×n simétrica positiva definida, α ∈ (0, 1), v ∈
(0, 1), η ∈ (0, 1).
Passo 1: Determinação da direção de descida.













Se d0 = 0 parar.













onde d1 ∈ Rn, λ1 ∈ Rm.







caso contrário, se define:
ρ = ‖d0‖2
(iv) Calcular d
d = d0 + ρd1, e
λ̄ = λ0 + ρλ1
Passo 2: Busca Linear
Calcula t, o primeiro número da sequência {1, v, v2, v3, ...} satisfaz
f(x+ td) ≤ φc(x) + tηdt∇f(x),
gi(x+ td) < 0 se λ̄i ≥ 0, ou
gi(x+ td) ≤ gi(x), caso contrário.
Passo 3: Atualização.
(i) Assumir
x := x+ td
e definir um novo valor para: λ > 0 e B simétrica positiva definida.
(ii) Vá para o passo 1.
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onde f : Rn → R, g : Rn → Rm e h : Rn → Rp são funções continuamente
diferenciáveis.
As restrições de igualdade devem ser necessariamente ativas na solução. Para
tal, utiliza-se uma técnica que inclui estas restrições. Então, para que elas sejam
satisfeitas, pode ser necessário um acréscimo da função objetivo, mediante a
seguinte função potencial:




onde ci são escalares positivos. Zangwill [22] e Mayne e Polack [23] utilizaram
esta função potencial e demonstraram que existe um c finito, tal que o mı́nimo
de φ(x, c), sujeito unicamente às restrições de desigualdade, ocorre na solução
do problema (3.17). Desta maneira, o uso de φ(x, c) como função potencial tem
a vantagem de não precisar de parâmetros de penalidade crescendo indefinidamente.
No entanto, φ(x, c) não é continuamente diferenciável, uma vez que não tem
derivada única nos pontos onde as restrições de igualdade são ativas (hi(x) = 0).
Na busca linear, resulta necessário usar técnicas que evitem estes pontos de não
diferenciabilidade.
Com este objetivo, no ińıcio do proceso de otimização, as restrições de igual-
dade são redefinidas de maneira que todas elas tenham o mesmo sinal. A busca
linear utiliza a função potencial φ(x, c), e exige que os pontos gerados fiquem
sempre do mesmo lado das restrições ativas, inclusive as igualdades, evitando assim,
pontos onde a função potencial não é diferenciável.
Desta maneiria, o conjunto viável e seu interior são neste caso:
Ω = {x ∈ Rn| gi(x) ≤ 0, hj(x) ≤ 0}, i = 1, 2, ...,m : j = 1, 2, ..., p.
Ω0 = {x ∈ Rn| gi(x) < 0, hj(x) < 0}, i = 1, 2, ...,m : j = 1, 1, ..., p.
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A descrição mais detalhada deste algoritmo pode ser encontrada em [18].
Algoritmo 3.4 FDIPA
Dados: x ∈ Ω0, λ ∈ Rm, λi > 0, µi > 0, B ∈ Rn×n simétrica positiva definida,
α ∈ (0, 1), c ∈ Rp, ci = 0, v ∈ (0, 1), η ∈ (0, 1).
Passo 1: Determinação da direção de descida.









Se d0 = 0 parar.









onde d1 ∈ Rn, λ1 ∈ Rm, µ ∈ Rp.
(iii) Se ci ≤ ‖µ0‖, faca ci = 1.2‖µ0‖, para i = 1, . . . , p.
(iv) Seja:
φ(x, c) = f(x) + ct‖h(x)‖2







em caso contrário, se define:
ρ = ‖d0‖2
(v) Calcular d
d = d0 + ρd1, e
λ̄ = λ0 + ρλ1
Passo 2: Busca Linear
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Calcula t, o primeiro número da sequência {1, v, v2, v3, ...} satisfaz
φ(x+ td) ≤ φc(x) + tηdt0∇φc(x),
h(x+ td) ≤ 0 e
gi(x+ td) < 0 se λ̄ ≥ 0, ou
gi(x+ td) ≤ gi(x), caso contrário.
Passo 3: Atualização.
(i) Assumir
x := x+ td
e definir um novo valor para: λ > 0 e B simétrica positiva definida.





Neste caṕıtulo adaptaremos o algoritmo FDIPA para os problemas de programação
linear.
4.1 Problema de Programação Linear com Res-
trições de Desigualdades
Nesta seção, usaremos o algoritmo FDIPA para resolver o problema de programação





onde A ∈ Rm×n, b ∈ Rm, c ∈ Rn e x ∈ Rn.
Além disso, o conjunto viável é
Ω = {x ∈ Rn/Ax− b ≤ 0}
e
Ω0 = {x ∈ Rn/Ax− b < 0}
é o interior;
L(x, λ) = ctx+ λt(Ax− b)
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é o Lagrangiano; e a Hessiana H(x, λ) = 0, já que, as funções objetivo e as restrições
são lineares. Ademais, G(x) é uma matriz diagonal tal que:
Gii(x) = (Ax− b)i.
Também usaremos a definição Λ = diag(λ1, λ2 . . .λm).
As condições de otimalidade de KKT aplicadas ao problema (4.1) para encontrar a
direção viável são:
c+ Atλ = 0 (4.2)
G(x)λ = 0 (4.3)
Aix− bi ≤ 0 i=1, ... ,m. (4.4)
λ ≥ 0, (4.5)
O algoritmo FDIPA, baseado no conceito de multiplicadores de Lagrange,
constrói uma sequência de pontos {xk}, começando com um ponto estritamente
viável e convergindo a um ponto ótimo.
4.1.1 Direção viável
Para achar uma direção viável resolvemos as equações (4.2) e (4.3) nas condições de














onde consideramos d0 = x
k+1 − xk e λ0 = λk+1.
A Hessiana do sistema de equações anterior é zero. Porém, se considerarmos
isso, teremos um mau condicionamiento no sistema de equações. Portanto, conside-
raremos, para propósitos de iteração, que a matriz H(xk, λk0) = B; em nosso caso,
para a implementação, usamos B = βIn, onde In é a identidade em n dimensões e
β ∈ R.














A partir de (4.6), eliminando d0, chegamos a um sistema com matriz definida positiva
que será resolvido por gradiente conjugado precondicionado com Cholesky truncado
(que será estudado no caṕıtulo seguinte), o qual deve proporcionar uma direção
viável de descida (d0).
Lema 4.1 O vector d0, definido no sistema (4.6), é uma direção viável de descida.
Prova Ver Herskovits [18].
4.1.2 Tamanho de passo
Outro passo importante para resolver nosso problema de programação linear (4.1)
com o FDIPA é encontrar o tamanho de passo (t) para cada iteração. Para tal,
calcularemos o tamanho de passo em cada iteração de forma numérica fazendo com
que as restrições do problema (4.1) sejan satisfeitas.
A sequência de pontos que gera o algoritmo FDIPA fica no interior do con-
junto viável Ω; portanto, se xk ∈ Ω0, então o seguinte ponto xk+1 = xk + td0
também deve estar em Ω0, ou seja,
Axk+1 < b,
substituindo xk+1 na equação acima obtemos,
Axk + tAd0 < b,
para cada desigualdade i = 1, 2, ...,m temos que
ti(Ad0)i < (b− Axk)i (4.7)
logo, se (Ad0)i ≤ 0, então ti é ilimitado.





Assim, para garantir que xk+1 fique no interior da região viável, o valor de t é dado
desta forma:







onde γ ∈ (0, 1). Em nossa implementação, consideramos γ = 0.9995.
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Algoritmo 4.1 FDIPA para resolver o problema (4.1)
Dados: x ∈ Ω0, λ ∈ Rm++, γ ∈ (0, 1)
Passo 1: Determinação da direção de descida.












Se d0 = 0 parar.
Passo 2: Busca linear
Calcule t > 0, se Ax− b < 0








x = x+ td
(ii) Vá para o passo 1.
4.2 Problema de Programação Linear com Res-
trições de Igualdade e Desigualdades
Nesta seção, aplicaremos o algoritmo FDIPA para resolver o problema geral de






onde A1 ∈ Rp×n, b1 ∈ Rp, A2 ∈ Rm×n, b2 ∈ Rm e c ∈ Rn. A matriz A1 tem posto
completo.
Também usaremos as definições onde Λ e G(x) são matrizes diagonais, tais
que:
Gii(x) = (A2x− b2)i
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Λii = λi
Usaremos o método de FDIPA para achar a solução do problema (4.8). As condições
de otimalidade de KKT para encontrar a direção viável são:
c+ At2λ+ A
t
1µ = 0 (4.9)
G(x)λ = 0 (4.10)
A1x− b1 = 0 (4.11)
A2x− b2 ≤ 0 (4.12)
λ ≥ 0. (4.13)
Aplicamos o método de Newton ao sistema composto pelas equações (4.9), (4.10) e














onde B, no prinćıpio, é a matriz identidade (n× n) e depois, em cada iteração, ela
faz uma atualização (em nosso algoritmo, usamos Bk+1 := 0.00001Bk).
Para o problema (4.8), usaremos a deflexão de d0, definindo um novo sistema em














Resolvendo o sistema, obtemos a direção d = d0 + ρd1, onde ρ é





se dt1∇f(x) < 0. Em nossa implementação, consideramos α = 0.85.
Para iniciar o algoritmo, o ponto inicial deve satisfazer as restrições de igual-
dade e desigualdade. Então as iterações seguintes andarão pelas restrições ativas e
não precisaremos da função potencial.
A busca linear é a mesma que usamos para resolver o problema de Programação
Linear com restrições de desigualdade.
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Os dois sistemas de equações são resolvidos usando o método direto.
Algoritmo 4.2 FDIPA para resolver o problema (4.8)
Dados: x ∈ Ω, λ ∈ Rm, λi > 0, µi > 0, B = In, α ∈ (0, 1), ςi = 0.
Passo 1: Determinação da direção de descida.














Se d0 = 0 parar.














onde d1 ∈ Rn, λ1 ∈ Rm, µ ∈ Rp.







em caso contrário, se define:
ρ = ‖d0‖2
(iv) Calcular d
d = d0 + ρd1, e
λ̄ = λ0 + ρλ1
Passo 2: Busca Linear
Calcule t > 0, se Ax− b < 0








x := x+ td
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B := 0.00001B
e definir um novo valor para: λ > 0.
(ii) Vá para o passo 1.
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Caṕıtulo 5
Resolução dos Sistemas Lineares
Internos do FDIPA
Neste caṕıtulo, os sistemas internos do FDIPA para programação linear são
apresentados de forma detalhada.
Os métodos iterativos para resolver sistemas de equações lineares partem de
uma estimativa inicial da solução e geram uma sequência de pontos que conver-
gem para a solução do problema. Na prática, o processo é finalizado quando o
ponto atual é suficientemente próximo da solução do problema. Em muitos casos, é
posśıvel obter uma boa aproximação da solução, com um custo computacional muito
menor do que o necessário para obter a solução exata por meio de um método direto.
Primeiramente, apresentaremos o método de gradiente conjugado e o método
de gradiente conjugado precondicionado, necessários para a resolução dos sistemas
lineares.
5.1 Método do Gradiente Conjugado
O método do gradiente conjugado, introduzido por Hestenes-Stiefel(1952), é um dos
processos iterativos mais populares para solução de sistemas de equações do tipo:
Ax = b, (5.1)
onde a matriz de coeficientes do sistema A ∈ Rn×n é simétrica positiva definida,
x ∈ Rn é a incógnita do problema e b ∈ Rn é o termo independente. Este método
explora o fato de que a solução do sistema dado pela equação (5.1) equivale à
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Este método possui as melhores propriedades de convergência e requer o arma-
zenamento somente de alguns poucos vetores, além dos dados originais do problema.
Algoritmo 5.1 Algoritmo do Método do Gradiente Conjugado
Dados: A ∈ Rn×n simétrica positiva definida, b ∈ Rn e x0 ∈ Rn.
Passo 1: Calcular
r0 = b− Ax0,
p0 = r0
Passo 2: Determinação




xi+1 = xi + αipi




pi+1 = ri+1 − βipi
fim.
5.1.1 Método do Gradiente Conjugado Precondicionado
Na solução de sistemas com matrizes simétricas e definidas positivas, é utilizado o
método do gradiente conjugado. Quando trabalhamos com matrizes mal condici-
onadas, é necessário o uso de precondicionadores para garantir a convergência do
método (Saad [25]).
Algoritmo 5.2 Algoritmo do Método do Gradiente Conjugado Precondicionado
Dados: A ∈ Rn×n simétrica positiva definida, b ∈ Rn e x0 ∈ Rn.
Passo 1: Calcular










xi+1 = xi + αipi




pi+1 = zi+1 − βipi
fim.
A escolha de um bom precondicionador é muito importante. Golub [19] e Greenbaum
[26] consideram o precondicionador do tipo decomposição incompleta de Cholesky
um eficiente pré-condicionador para sistemas com matriz de coeficientes esparsa.
5.2 Sistema Linear Interno do FDIPA para Pro-
blemas Lineares com Desigualdades













Este sistema é denominado primal-dual para achar d0 e λ0:
Bd0 +A
tλ0 = −c (5.2)
ΛAd0 +G(x)λ0 = 0. (5.3)
Da equação (5.2) tem-se:
d0 = −B−1(c+ Atλ0). (5.4)
Substituindo a equação (5.4) na equação (5.3), temos o sistema dual:
(−ΛAB−1At +G(x))λ0 = ΛAB−1c. (5.5)
Ao multiplicar a equação (5.5) pela matriz diagonal Λ−1, obtemos:
(−AB−1At + Λ−1G(x))λ0 = AB−1c. (5.6)
Garante-se que a matriz (−AB−1At + Λ−1G(x)) seja simétrica e definida positiva,
permitindo usar o método do gradiente conjugado. O sistema original pode ser
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um sistema bem condicionado; contudo, quando se faz a multiplicação pela matriz
diagonal Λ−1, este sistema, em geral, passa a ser mal condicionado, dado que os
multiplicadores de Lagrange das restrições inativas tendem para zero. Portanto, é
necessário o uso de precondicionadores.
Neste trabalho, utilizamos o precondicionador Cholesky incompleto, proposto
em [27], para garantir a convergência do método.
5.3 Resolução do Sistema Dual
O algoritmo mostrado na seção 5.1.1 (algoritmo do método do gradiente conjugado
precondicionado) é aplicado no sistema dual (5.6). Em cada iteração, este método
gera uma direção de descida viável; portanto, não precisamos terminar as iterações
até chegar à solução do sistema. Utilizaremos, ainda um critério para truncar as
iterações, a fim de ter um melhor desenvolvimento do método e reduzir o custo
computacional.
Este critério está baseado na comparação entre os passos (t) calculados na
equação (5.3), na forma exata, e no sistema dual (5.6), em cada iteração do método
do gradiente conjugado pré-condicionado pelo Cholesky incompleto.
Propomos o critério de parada para truncar o método, da seguinte forma:
Seja dr0 e λ
r
0 os valores achados na iteração r do gradiente conjugado pré-
condicionado aplicado no sistema dual (5.6).




Para cada i = 1, 2, ...,m, temos que
λiaid
r
0 + (Ax− b)iλr0i,
onde ai é a linha i da matriz A, logo
aid
r





Agora, considerando as restrições de desigualdade, mediante uma aproximação des-
tas restrições, na direção dr0, calculamos um passo máximo admisśıvel t1:
(A(x+ t1dr0)− b)i ≤ (Ax− b)i + t1iaidr0 ≤ 0
t1iaid
r
0 ≤ −(Ax− b)i. (5.8)










Por outro lado, calculamos o passo máximo admisśıvel t2, que bate as restrições
(5.8). Temos









t2 = min(−(Ax− b)i
aidr0
).
Por último, fazemos uma comparação dos passos. Se
t2 > τt1 τ ∈ (0, 1],




Neste cápitulo, apresentaremos os resultados da adaptação do algortimo FDIPA
para programação linear implementado em MATLAB. Os experimentos computa-
cionais foram realizados com problemas da biblioteca NETLIB [20].
Primeiro, apresentamos os resultados numéricos obtidos para problemas de




−10x1 −3x2 +40 ≤ 0
x1 −2x2 ≤ 0
8x1 +3x2 −70 ≤ 0
−x1 +10x2 −50 ≤ 0
xi ≥ 0 i=1,2.
Problema 2.
min −20x1 −10x2 −x3
s.a.
3x1 −3x2 +5x3 −50 ≤ 0
x1 +x3 −10 ≤ 0
x1 −1x2 +4x3 −20 ≤ 0
2x1 +x2 +3x3 −30 ≤ 0
2x1 +2x2 +x3 −66 ≤ 0
x1 +4x2 +3x3 −75 ≤ 0
2x1 +2x2 +3x3 −80 ≤ 0
xi ≥ 0 i=1,2,3.
32
Consideremos os problemas Afiro e Blend da biblioteca NETLIB na forma padrão.
Testamos uma versão modificada, Afiro* e Blend*, mudando o sinal das restrições
de igualdade para desigualdade, gerando assim um novo problema.
Nas tabelas, mostramos o seguinte:
• ctxk: Valor da função objetivo.
• Iter FDIPA: Total de iterações do FDIPA.
• Iter GC: Total de iterações do método de gradiente conjugados precondicio-
nado, dada pela soma do número de iterações realizadas para resolver o sistema
linear que calcula a direção do FDIPA.
• Iter GC-T: Total de iterações do método de gradiente conjugados precondicio-
nado truncado, dada pela soma do número de iterações realizadas para resolver
o sistema linear que calcula a direção do FDIPA.
• Iter d0: Total de iterações do FDIPA sem fazer a deflexão.
• Iter d: Total de iterações do FDIPA com a deflexão.
Tabela 6.1: Testes numéricos do FDIPA com gradiente conjugado precondicionado
Linha Coluna ctxk Iter Iter
FDIPA GC
Problema 1 4 2 -18.91528671 2 4
Problema 2 7 3 -299.99900155 4 8
Afiro* 27 51 -464.75202340 15 31
Blend* 74 114 -29.80016498 500 1245
33




Problema 1 -18.91528670 2 2
Problema 2 -299.99837432 5 7
Afiro* -464.75198398 15 15
Blend* -30.57732381 25 286
Para comparar os resultados, usamos a rotina LINPROG do MATLAB, que foi
desenvolvida baseando-se na referência Dantzig [3].
Tabela 6.3: Testes numéricos em MATLAB usando LINPROG
ctxk Restrições
violadas
Problema 1 -18.91566265 0
Problema 2 -300 1
Afiro* -464.75314263 0
Blend* -30.82213945 1
Por último, apresentamos os resultados do algoritmo FDIPA para problemas de
programação linear com restrições de igualdade e desigualdade.
Tabela 6.4: Descrição dos problemas originais
Linha Coluna no-zeros
Afiro 27 32 88
Adlittle 56 97 465
Blend 74 83 521
Sc105 104 103 281
Sc50a 49 48 131
Share2b 96 79 730
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Tabela 6.5: Testes numéricos do CPLEX e FDIPA para os problemas originais
ctxk Iter ctxk Iter ctxk Iter
CPLEX CPLEX FDIPA d0 FDIPA d
Afiro -464.75314286 7 -464.75314279 14 -464.75313905 11
Blend -30.81214984 49 -30.81214919 19 -30.81214964 19
Sc105 -52.20206114 32 -52.20206121 61 -52.20206121 23
Sc50a -64.57507698 21 -64.57507706 12 -64.57507706 12
Share2b -415.73224074 84 -415.73224074 39 -415.73223788 22
Tabela 6.6: Testes numéricos do FDIPA para os problemas da forma padrão
Linha Coluna ctxk Iter ctxk Iter
d0 d0 d d
Afiro 27 32 -464.75314280 10 -464.75313963 7
Adittle 56 97 225494.9629 32 225488.1141 26
Blend 74 83 -30.80900624 24 -30.80900508 17
Também fizemos o teste dos problemas de NETLIB na forma primal, ou seja,





O FDIPA para programação linear, em comparação com os método de pontos
interiores primal-dual, não precisa de uma função barreira que tem que minimizar:
ele não tem parâmetros. Todas as variáveis usadas no algoritmo FDIPA e o tama-
nho de passo são calculados de forma numérica, usando as condições de otimalidade.
A grande vantagem do enfoque proposto é que não são necessárias variáveis
de folga nem do problema dual. Trabalhamos com a formulação original do
problema de Programação Linear, obtendo bons resultados.
Nos problemas de programação linear com restrições de desigualdade resolvi-
dos com o FDIPA, propusemos um critério de truncamento nas iterações, no
método de gradiente conjugado precondicionado.
Nos próximos trabalhos, podemos procurar um critério para truncar o método de
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