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Abst ract - -Th is  paper studies a sparse configuration for a new clAM of decomposition derived by 
the author. Based upon the sparsity, the inverse of a sparse and symmetric matrix and the solution 
of a system of l inear equations can be economically computed. Numecical examples are included. 
1. INTRODUCTION 
Most problems in many disciplines written in differential equations or in integral equations may 
be discretized by the finite element/difference method. For example, the numerical solution 
of a differential equation usually begins with a decomposition of the domain into a number of 
subdomains or elements, then to construct he approximations in a piecewise manner over each 
subdomain by a set of appropriate trial functions. This trial function used in the discretization 
procedure can then also be defined in a piecewise manner in the various subdomains. This type 
of piecewise trial functions is advantageous to make their value zero everywhere xcept in the 
subdomains immediately adjacent o this element. This, as is well-known, will give a sparse 
matrix in the final approximate algebraic equations. The sparse system is an important branch 
in the field of scientific and engineering computing. Certainly, an economical solution of the 
sparse system is most desired. 
The main difference between the sparse solver and the general solver is that the sparse solver 
does not operate zero filbins. Both iterative and direct methods may be applied to sparse sys- 
tems. However, applications of the iterative method to sparse systems are easier than the direct 
method. In the categories of iterative method, applications to sparse systems emphasize data 
access chemes; while in the scope of direct method, a special sparsity is usually required for a 
particular method so that the computing streams may avoid the operation of zero fill-ins. For 
example, the Gaussian elimination is well suited in a banded configuration. Studying a sparsity 
is necessary for a direct method. 
This paper will study a sparse configuration for the author's decomposition [1,2], so that the 
complexity in inverting a nonsingular sparse matrix and in solving a system of linear equations 
may be reduced. The author's decomposition is one kind of direct method, and provides a special 
feature in inverting a nonsingular matrix [.4] directly into [A] - I  . The inverse of [A] is written as: 
[A]- 1 = [L] [D] [L] r,  
[L] [D] [U], 
if [A] is symmetric and positive definite, 
if [A] is symmetric and indefinite, 
if [A] is asymmetric, 
in which ~ is a normalized lower triangular matrix, [L] is a lower triangular matrix with unit 
diagonal coefficients, [D] is a diagonal matrix, and [U] is an upper triangular matrix. This paper 
is confined to the case where [A] is symmetricJ Generally, [A] -1 is a full matrix, even though 
[A] is in a sparse configuration. The author's decomposition writes [A] - I  in the form of [A] -1 = 
[L] [D] [L] T , so that, [A] and [L] have a possibility of being in the same sparse configuration. The 
purpose of this paper is to study such a sparsity. 
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2. SPARSE CONFIGURATIONS 
As mentioned in the previous ection, the author's decomposition may decompose a nonsingular 
matrix [A] directly into [A] - t ,  and the inverse of [A] is written in the form of [L] [D] ILl v. The 
procedure for decomposing [A] into [A] -1 = [L] [D] [L] v is as follows [1]: 
For j = n ~ 1 with step (-1), do the following 
(a) For i - (j T 1) ---* n with step 1, do 
Lij ,-- Lij + ~ Lki * Lkj; (1) 
k=i+l 
1 
(b) Djj ~ Djj - )-~=i+1 Lki * Lkj * Dkk' (2) 
(c) For i = n --* (j + 1) with step (-1), do 
i -1  
Lij ,-- -L i j  * D ,  - E Lik * Lkj * Dkk. (3) 
k=j+l  
Since [A] is confined to be symmetric, considering the lower triangular part and diagonal coeffi- 
cients is sufficient. After the computations of Eqs. (1)-(3), the lower triangular part of [A] is ILl, 
and the diagonal part of [A] is [D]. The solution of [A] {X) = {B} is computed by matrix-vector 
multiplications as 
(X} = ILl [D] ILl T (B}. (4) 
It can be reafized that this approach provides a more convenient way of applications than the 
usual methods for the solution of a system of linear equations, because the decomposed results 
have represented the inverse. This procedure in Eqs. (1)-(3) is computed from j = n to j = 1. 
Let/~i be the half bandwidth of column j such that Aij = 0 where i > j +/~j (we only consider 
the lower triangular part of [A]). This leads to the following fact. 
FACT 1. In the jth column of a sparse matrix [A], A/j = 0 where i > j +/~j. | 
When dealing with sparse systems, we have to find the sufficient condition such that Lij = 0 
where i > j +/~j. 
LEMMA 1. I f  Lik = O where i > j + ~j and j + l < k < j + ~j, then Lij =0.  
PRooF. The sparsity is determined by Eqs. (1) and (3). 
(a) First, let us discuss the condition required by Eq. (1). Because of sharing with the same 
computer memories, the jth column Lij in the right side of Eq. (1) are identical to the 
jth column A O . By Fact 1, Lij = A/j = 0 when i > j +/~j, which says the first term Lij 
in the right side of Eq. (1) is zero when i > j +/~j. Furthermore, the subscript k in the 
second term of the right side of Eq. (1) is greater than i, i.e., k > i > j+f l j ,  so that Fact 1 
says that Lkj = Akj = 0. This says that the second term in the right side of Eq. (1) is 
zero when i > j +/~j, and implies that Eq. (1) is zero when i > j + flj. 
(b) Second, let us consider the sparsity in Eq. (3). The jth column L~j in the right side of 
Eq. (3) was determined by Eq. (1), so that the first term in the right side of Eq. (3) is 
zero when i > j +/~j. Since Lkj = 0 where k > j +/~j, the upper bound of k in Eq. (3) 
may be rewritten as min(i - 1,j +/~j) = j + ~/j since i > j +/~j. The second term in the 
right side of Eq. (3) becomes 
J+~j 
E Lik * Ltj * D~k. (5) 
k=j+l  
Since the condition that Lik = 0 where i > j + ~j and j + 1 < k < j +/~j, the result in 
Eq. (5) is zero when i > j + j3j. This says, when i > j + ~j and j + 1 < k < j +/~j, that 
the second term in the right side of Eq. (3) is zero, and implies that Eq. (3) is zero. This 
proves the lemma. | 
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Lemma 1 proves the fundamental requirement for the sparsity of the jth column Lij, in which 
the condition is in the form of [L]. The ideal condition should he explicitly in terms of [A], which 
may be written as follows• 
LEMMA 2. //'Air = O where i > j + ~j and j + 1 <_ k <_ j +/~j, then Lij = O. 
PROOF. This lemma may be induced by Lemma 1. By Lemma 1, the requirement for the jth 
column is that Lit = O where i > j+/~j and j+  1 < k < j+/~j .  Then, Lij and Aij have the same 
sparsity, i.e., Lij = Ai$ = 0 where i > j +/~j. Similarly, Lemma 1 may apply to the (j + 1) th 
column with a half bandwidth (/~j - 1), such that the requirement for Li(j+l) = Ai(j+x) = 0 
where i > (j + 1) + (/~j - 1) is Lit = 0 where (j + 1) + 1 < k < (j + 1) + (/~j - 1). This says that 
"If Lit = O where i > j + ~$ and j + 2 < k < j + /~j, then Li(j+D = Aiff+x) = O." (6) 
Generally, for column m where j + 1 < m _< j +/~j 
"If Lit = 0 where i > j +/~j and m + 1 < k < j +/~j, then Lira = Aim = 0." (7) 
Eq. (7) says that the condition in Lemma 1 may lead to Aim = O where i > j +/~j and j + 1 _< 
m _< j + flj. This completes the proof. I 
For column k where j + 1 < k < j + flj, the condition in Lemma 2 says that the k th column 
has a half bandwidth 
fit = j + flj - k, where j + 1 < k < j + flj. (8) 
Eq. (8) shows that the columns from j to (j + flj) form a triangular shape of non-zero fill-ins as 
Ii l • ° •••  • • . . .  • 
Therefore, if we can vertically partition a sparse matrix into several column sets such that each 
set forms an individual triangular non-zero fill-in, then a sparsity for the author's decomposition 
may be written as 
(9) 
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in which the first column set indicates the connectivity among the triangular non-zero fill-ins. 
This sparsity has a shape of stairs, and can be applied to a sparse matrix and its inverse. Then, 
the procedure shown in Eqs. (1)-(3) may be modified according to the stairs-shape sparsity so 
as to deal with a sparse system. 
3. COMPUTATIONAL CONSIDERATIONS 
Sparse systems have a special feature with a large amount of zero fill-ins. Storing and operating 
such zero fill-ins may he avoided by an available sparsity. This work has proved that a shape of 
stairs may provide a sparsity for the author's decomposition, so that the number of arithmetic 
operations and computer memories may be reduced. For decomposing a sparse matrix [A] with 
a shape of stairs into [A] -1 = [L] [D][L] v, Eqs. (1)-(3) may be written as: 
For j = n ---, 1 with step ( -1) ,  do the following 
(a) For i = ( j  + 1) --+ (j +/~j) with step 1, do 
min(i+jfll.j +~flj) 
L 0 ,--- Lij + E Lki * Lkj; (10) 
k=i+l  
1 (b) 
Djj - 2...k=j+x j * Lkj * D~k; 
• "- v-.J +t~i Lk (11) 
(c) For i = (j +/~j) ---* (j + 1) with step ( -1) ,  do 
i -1  
Lij , - - - L# * D .  - E Lik * Lkj * Dkk, (12) 
k=j+l  
k+~ _>i 
in which/3j is the half bandwidth of the jth column. Then, with the stairs-shape sparsity, the 
procedure for computing (X} = [L] [D] [LIT(B} is written as: 
(a) For j = 1 ---* n with step 1, do 
j+t~j 
X j~X j+ E L , j *X , ;  (13) 
i= j+ l  
(b) For j = 1 ---} n with step 1, do 
Xj ~ Xj * Djj; (14) 
(c) For j = n ---* 1 with step (-1),  do 
For i = (j + 1) ---} (j +/3j), do 
Xi ~-- Xi + Lij * Xj, (15) 
in which {B} and {X} share the same computer memories. No additional computer memories 
are required in Eqs. (10)-(15). 
The subscript k, in Eq. (12), ranging from (j + 1) to (i - 1) is with the condition k +/~k _> i, 
i.e., the term Lik * Lkj * Dkk is computed if k + j3k > i. The second term in the right side of 
Eq. (12) consists of not only arithmetic operations but also a logical test. The costs for such 
logical tests may be saved by introducing a temporary array {S} of order n. Then, the procedure 
in Eqs. (10)-(12) may be rewritten as: 
For j = n --* 1 with step ( -1) ,  do the following 
(a) For i = (j + 1) ---* (j +/3j) with step 1, do 
min(i+~i,j+flj) 
Si *--- Lij + E L~i * L~j; (16) 
k=i+l  
1 
v-J+OJ ' (17) (b) Djj  ~ Djj - z..k=j+t Sk * S~ * Dkk 
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(c) For k = (j + / / j )  ~ (j + 1) with step ( -1) ,  do 
Lkj ~-- -Sk  * Dk~, (18) 
Lij ~ Lij + Lik * Lkj, i = h + 1 ~ k + ~k, (19) 
in which Eqs. (18) and (19) are with less operations than Eq. (12). 
Another alternative to Eqs. (10)-(15) may be introduced by the concept of blocks, based upon 
which Eqs. (1)-(3) may be rewritten as 
For J = N --* 1 with step ( -1) ,  do the following 
(a) For I = (J + 1) ~ N with step 1, do 
N 
[L.] . -  [L.] + [LK ]T[LKj]; (20) 
K=I+I  
N 
(b) [Djj] ~ ([Djj] - E [LKj]T[DKK] [LKJ])-I; (21) 
K=J+I  
(c) For I = N ~ (J + 1) with step (-1), do 
I--1 
[LzJ] ~ -[DII] [LIJ] - E [LIK] [DKK] ILK J], (22) 
KmJ+I 
in which N is the number of partitions. When dealing with a stairs-shape sparsity, a triangular 
shape of non-zero fill-ins may be viewed as a submatrix, and a sparse matrix [A] in the form 
of (9) may be written as 
[All] 
JAil] 
[A]= [A31] [A33] 
: " . .  
JAN1] [ANN] 
Then, the procedure for decomposing [A] into [A] -1 becomes 
(a) For I = 2 ---* N, do 
[AII] ~ [AH]- 1; (23) 
N -1 
(b) JAil] ~ [A l l ] -  ~-~[AI~I]'r[AKKI[AKI] ; (24) 
K--2 
(c) For I = 2 --* N, do 
[A/I] ~-" - [A I I ]  [AII]. (25) 
Eq. (23) is implemented by the element-based procedure as shown in (1)-(3). In Eqs. (24) 
and (25), matrices [AKK] and [AH] are in terms of ILl [D][L] T. Therefore, computing 
[AK1] T [AKK] [AK1] in Eq. (24) consists of five matrices and computing [AH] [Azl] in Eq. (25) 
consists of four matrices. We know that a repeat of execution streams may be saved by some 
additional computer memories. The computing streams in Eq. (25) is a portion of Eq. (24), 
so that the costs for computing Eqs. (24) and (25) can be reduced by introducing a temporary 
computer memory [W]. Then, the procedure shown in Eqs. (23)-(25) may be rewritten as 
(a) For I = 2 ---* N, do 
JAIl] ~ [AH]-I; (26) 
(b) For I=2~N,  do 
[WI] * -  [An], (27) 
JAIl] ~-- -[.,411] [A.q], (28) 
[At1] *-- [AH] + [WI] T [A~I]; (29) 
(c) [Al1] ~ [All] -1. (30) 
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After decomposition, the results obtained from the block-based procedure represent 
[D]= 
[L] = 
"[A,,] 
[A**] 
[ANN] 
[A I] [I] 
[,431] [/] 
".. 
[AN1] [ANN] 
where [/] is the identity matrix. Then, the solution of [A]{X} = {B} is computed by the following 
procedure: 
N 
(a) {Xl} +2_ {Xl} + ~'-~[A/1] T {21}; 
1=2 
(b) For J= l~N,  do 
[A A {xj}; 
(c) For J = 2 --* N, do 
"[XJ} +-- {XJ} "Jr [A jl] (Xl}, 
in which the partition of {X} is consistent with matrix [A]. 
4. EXAMPLES AND DISCUSSIONS 
In this section, we will use a simple example to illustrate the element-based procedure and the 
block-based procedure. Two computer codes in FORTRAN 77 based upon the element-based 
procedure and the block-based procedure, respectively, are developed for the inverse of a sparse 
symmetric matrix and the solution of a system of linear equations. The example matrix [A] of 
order (7 x 7) is written as 
1 sym. 
2 3 
456  
7 8 
9 2 
-3 -5 6 
7 8 
(31) 
Then, the element-based procedure decomposes [A] into the following result 
0.178 
-1.143 
0.286 
-0.875 
3.000 
3.000 
.-0.875 
-0.857 
-0.833 0.167 
0.125 
-0.462 
0.833 0.167 
0.125 
(32) 
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which represents 
[D]= 
ILl= 
'0.178 
1.000 
-1.143 
0.286 
-0.875 
3.000 
3.000 
-0.875 
-0.857 
0.167 
1.000 
-0.833 1.000 
0.125 
-0.462 
1.000 
1.000 
0.833 
0.167 
1.000 
0.125 
1.000 
, (33) 
(34) 
It can be verified that [L] [D][L] r is the inverse of [A]. Similarly, when dealing with the block- 
based procedure, the matrix [A] is partitioned into the form 
[1] 
[71 
[71 
6] 
sym. 
[8] [2 0] 
[8] 
(35) 
which can be decomposed into 
[o.178] 
[ -1.143] 0.286J 
[-0.875] 
3.000] 
3.000J 
[-0.875] 
-0.857 0.167] -0.833 
[0.125] 
sym. 
-0.462 0.167] 0.833 
[0.125] 
(36) 
It is no surprise that the results obtained from the element-based procedure and the block-based 
procedure as shown in Eqs. (32) and (36) are identical. The result in Eq. (36) represents 
[D] = 
[L] = 
"[o.178] 
[1.000] 
r-1.143] 
[ 0.286 J
-0.875] 
3.000 ]
3.000J 
[-0.875] 
-0.857 0.167] -0.833 
1.000 1.000] 0.000 
[0.125] 
[1.000] 
I-0.462 0.167] 0.833 
I i.O00 1.000] 0.000 
[0.125] 
[1.ooo] 
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It also can be verified in the block-based procedure that [L] [D][L] T is the inverse of [A]. Using 
the stairs-shape sparsity, a nonsingular sparse matrix [.4] can he easily and efficiently inverted 
into [.4] - I  -- ILl [D] ILl T in which matrix [L] is also in the same stairs-shape sparsity. 
The author's decomposition provides a special feature in inverting a nonsingular matrix, which 
can decompose a nonsingular matrix [A] directly into [A]-I. The inverse of a nonsingular matrix is 
very useful in many scientific and engineering computations. Especially, as cited in [3], explicitly 
inverting the left side matrix of [,4] {X) : {B) may take advantage of multiprocessors when 
solving {X}. This point can he easily realized, because if [A] - I  is available, then the operations 
for {X) : [.4] - I  {B) can be efficiently distributed onto employed processors. The author's 
decomposition can provide an efficient way of inverting a nonsingulax matrix. Some outstanding 
performances of the author's decomposition on an Alliant/FX8 computer for the solution of 
systems of linear equations were reported in [1,2]. To sparse systems, high efficient parallel 
performances can also be expected, for example, the computing streams in Eqs. (23) and (25) 
can be fully parallelized and the matrix operations in Eq. (24) can also be distributed onto 
employed processors. 
Some characteristics of this approach may be summarized as: (1) minimal computer memories: 
it can be seen, for example from Eqs. (10)-(15), that no additional computer memories axe 
required; (2) the same sparse configuration for [.4] and [A]-I: this is a special advantage of the 
author's decomposition. [A] -1 may be a full matrix, even though [A] is sparse. However, by 
the author's decomposition, [.4] -1 is written in the form of [.4] -I -- [L] [D][L] r such that [L] 
may be in the same stairs-shape sparsity; (3) a high potential for parallel computations: it can 
be seen, for example from Eqs. (23)-(25), that the computing streams may be distributed onto 
employed processors. The stairs-shape sparsity provides an important concept for the inverse of 
a nonsingular matrix, and can be a fundamental tool in scientific and engineering computing. 
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