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Abst rac t - - In  this paper, we consider coupled semi-infinite diffusion problems of the form ut (x, t) 
A2u=x(x,t), x > 0, t > 0, subject o u(0, t) = B and u(x,0) = 0, where A is a matrix in C r×r, and 
u(x,t) and B are vectors in C r. Given an admissible error e and a bounded omain D(xo,xl,to) = 
{(x, t); 0 <: x0 < x ~ xl, 0 < t ~ to, to > 0}, an analytic numerical solution is constructed so that the 
error, with respect to the exact solution, is uniformly upper bounded by e in D(x0, xl, to). 
Keywords--Coupled diffusion problem, Exact solution, Analytic-numerical so ution, Matrix func- 
tions, Error bound, Fourier cosine transform. 
1. INTRODUCTION 
Coupled partial differential equations appear in many different problems, such as for magne- 
tohydrodynamics flows [1], in the study of temperature distribution within a composite heat 
conduction [2], diffusion problems [3-6], biochemistry [7], armament models [8], nerve conduc- 
tion problems [9,10], etc. Discrete numerical methods for solving coupled partial differential 
equations are widely studied in [11]; however, the analytic solution of a system of partial dif- 
ferential equations may satisfy an important physical property and the numerical solution may 
not. This motivates the search for the analytic solution or the analytic-numerical solution of the 
problem. It is well known that for the case of a single partial differential equation, one of the 
most efficient methods for obtaining analytic solutions is based on the use of integral transforms; 
see [12,13], for instance. 
Although the model of many different problems is written by a system of partial differential 
equations, the majority of the authors try to uncouple the original problem in order to use scalar 
techniques. Such uncoupling techniques have important drawbacks, such as imposing unneces- 
sary restrictions to the problem, losing the physical meaning of the data, or the increase of the 
computational cost. Apart from these reasons, uncoupling techniques disregard the advantages 
of modern packages, such as Mathematica or Matlab, that permit efficient matrix computations. 
Other disadvantages of the uncoupling techniques have been treated in [14]. 
Coupled partial differential problems have been studied in [15,16] avoiding uncoupling tech- 
niques using a matrix separation of variables method, and in [17] using the Fourier sine transform. 
In this paper, we consider the coupled diffusion problem 
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ut(x,t) -- A2uxx(x,t) : O, x > O, t > O, (I.I) 
u(0, t) = B, t ~> 0, (1.2) 
u(x, O) = O, x >_ O, (1.3) 
where u(x, t) and B are vectors in C r, and A is an invertible matrix in C rxr such that 
IRe z I > lira z I for every eigenvalue z of A. (1.4) 
This paper is organized as follows. In Section 2, a closed form exact solution of problem 
(1.1)-(1.3) is proposed using the Fourier cosine transform and some results about the matrix 
functional calculus recently given in [17]. Section 3 is addressed to construct an analytic numerical 
solution ~ of problem (1.1)-(1.3) so that given a bounded domain of the form D(xo, xl,tO) = 
((x,t); 0 < x0 ~ x < Xl, 0 < t > to > 0, to > 0} and an admissible rror e, the error with respect 
to the exact solution is smaller than e uniformly in D(xo, Xl, to). 
If D is a matrix in C rxr, we denote by a(D) the set of all the eigenvalues of D, and by [[DII 
the two-norm defined by [18, p. 56] 
HD[I = sup ,,Dx,[___~2,11 I 
• 11 112 
where for a vector y E C r, IlYI[2 = (yHy)l/2 is the usual Euclidean norm of y. Furthermore, by 
[18, p. 556; 19], it follows that 
~-i (t [ID[I v~) k 
Ilexp(Dt)ll < exp (ta(D)) Z k! ' t >_ O, (1.5) 
k=0 
where 
a(D) = max {Rez;z e a(D)}. 
2. EXACT CLOSED FORM SOLUTION 
If G(x) is a crxq-valued function, such that I[G(x)ll is integrable in [0, oo[, the Fourier cosine 
transform of G(x) is defined by 
~'c[G] = Fc(w) = -~ G(x) cos(wx)dx, w >_ O. (2.1) 
By the inequality [18, p. 57] 
max IGij(x)l < IIG(x)[[ < v/-~ lr~<x< lGij(x)], 
i ( _ i  <__r - -  - -  - -  _ 
l~j<Cq l<_ j<_q  
one gets that I[G(z)II is integrable, if and only if each component Gij(x) is an scalar absolutely 
integrable function in [0, co[. Hence, from the corresponding properties of the Fourier cosine 
transform of scalar functions, it is easy to prove that [12 p. 76] 
• ~'c [Gt']  ~- - t02~'s  [G] - 2 f ,  (0), (2.2) 
and the inverse cosine transform 
G(x) = ~'s(w) cos(wx) dw. (2.3) 
For the sake of clarity in the presentation, we state a result proved in [17], that will be used 
below. 
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THEOREM 2.1. Let A be a matrix in satisfying the condition (1.4), and let t and x be positive 
numbers. Then it follows that 
f0°° exp ( -A2s 2) ds= VffA-12 
and 
0 exp \ / 
In order to solve problem (1.1)-(1.3), under the hypothesis (1.4), we transform the x-variable 
via the Fourier cosine transform in order to get an ordinary vector differential equation in time. 
Transforming each side of the partial differential system (1.1) one gets 
aWe [ut] = A2aWc [Uxx] , (2.4) 
where t > 0 is a fixed parameter. Let us denote 
U(t) = awe [u(., t)]. (2.5) 
By (2.2) and (1.2) it follows that 
A2awc [u~] (w)= A 2 { -2ux(0 ,  t ) -  w2U(t )}= -w2A2U(t) - 2A2B'Tr (2.6) 
Since our transform is with respect o x, we can write 
- ut(x, t) cos(wx) dx awe [u,] = 
= O--t u(x, t) cos(wx) dx (2.7) 
d d 
= ~awc[u](w) = ~ (V(t)(w)). 
Transforming the condition (1.3), one gets 
aWe [u(., 0)] = U(0) = 0. (2.8) 
By (2.6)-(2.8), the original problem (1.1)-(1.3) has been transformed into an ordinary differential 
system 
dU(t____)) _ w2A2U(t) _ 2A2B, U(0) = 0, t > 0, (2.9) 
dt lr - 
where w _> 0 is a fixed parameter. The unique solution of the initial value problem (2.9) is given 
by [20, p. 108] 
= - -  exp (-w2A2(t - s)) ds A2B. (2.10) 
7¢ 
Taking the inverse cosine Fourier transform of U(t), by (2.3) and (2.10) it follows that 
- -  exp (-w2A2(t - s)) A2B ds cos(wx) dw. (2.11) t) = aW[1 [u(t)] = 
Note that for each fixed s in [0,t], the function exp( -w2A2( t -  s))cos(wx) is integrable for w 
in [0, oo[ by Theorem 2.1, and for a fixed w in [0,oo[, the function exp ( -w2A2( t -  s) )A2B is 
integrable for s in [0, t]. By the Fubini-Tonelli Theorem [21, p. 56] one gets 
= fot [ fo°°exp( -w2A2(t -s ) )cos(wx)dw]  A2Bds. (2.12) 
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By Theorem 2.1, (2.11) and (2.12), it follows that 
t exp ( -x2A-2 
Considering the change of variables v = x/t - s into (2.13) one gets 
)dv  A:B, x>0,  t>0.  (2.14) 
Now we prove that in fact u(x, t) defined by (2.14) is a solution of problem (1.1)-(1.3). By the 
Leibnitz rule for the derivation of matrix valued parametric ntegrals (see [22, Theorem 8.11.2, 
p. 174]) it follows that 
Ux(X,~ ) -- 2A-1 [SoV~%/~ exp (12A-2~ (2xA-2)dvJ B , ~ v  2 ) 4v 2 x ~0,  ~:~ 0. (2.15) 
Considering the change of variables 1/v = p in (2.15) and the commutativity between A and 
exp(-x2A-2/4v2), we can write 
u..,):-, [ / : -(  "")1 x/- q exp 4 dpS. (2.16) 
If we make that change xp/2 = A in (2.16), one gets 
"-'(i;"" ) El: ] v/_ ff exp(-A2A -2) dA B-  2A-1  exp(-A2A -2) dAB.  l-q /2~ 
(2.17) 
Note that from (2.17) it follows that 
lim u(x,t)-2A-1 (S0 °° ) x-+0+ x/~ exp (-A2A -2) dAB.  (2.18) 
If z is an eigenvalue of A, then by (1.4) it follows that 
z,. ,.,. "'°' 
As a(A -1) -- {l/z; z E a(A)}, the result of Theorem 2.1 remains true replacing the matrix A 
by A -1. Hence, we can write 
exp (-A2A -2) dA= A. (2.20) 
By (2.18)-(2.20) one concludes that 
lim u(x, t) = B. (2.21) 
x---,0 + 
Let us write (2.15) in the form 
~=(x,t) = ~ 4-W ) ~ B, x > o, t > o. (2.22) 
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Then by Theorem 8.11.2 of [22] and (2.22), one gets 
+ -~-  exp 4v 2 ~-~ B 
- 2v'~ exp 4v 2 ~-~ B 
+ -~-  exp 4v 2 ~ B. 
Let us consider the change of variables = 1/v into the integral 
fvq ( x2A-2,~ dv 
I= . /0  exp ~v 2 ] v4 , 




- -  OO - -  ,=Loxp( x~1~'/,~/1, ~[o~p ( %~'/~] ~s 
[_s0xp(X~')~l ~ ~,,~,oo (S '~-  ds 
x2 J~=ll,/t 2: Jllv'~ 
/ ,oo (1  )0xp  ( 2A 2 x 2 -2s2 2A 2 x~A -2 \  = ds + ~ exp | x2 /~ ~ ) 
(2.25) 
2A2x  s-~lim exp(  x2A-2s2)4 
2A 2 ],4~ - ~ + ~ exp ( ~4-~'1~ ) 
2A2x2 .-~lim exp(  x2A-2s2)4 
By (1.4), (1.5) and (2.19), it follows that 
lim exp(  x2 A~ 2 s2 ) - = O. (2.26) 
8- -~ OO 
From (2.23)-(2.26) we can write 
A-1 ( x2A-2~ 
u~x(x , t )=-~exp ~-~ ]B '  x>0,  t>0.  (2.27) 
Now by the Leibnitz rule for the derivation of matrix valued parametric integrals (see [22, Prob- 
lem 1, p. 174; 17, Theorem 2.2]), from (2.14), for x > 0, t > 0 it follows that 
1 ( x2A-2 ~ 
ut(x,t) = -~exp -~ ]AB, x > 0, t > 0. (2.28) 
By (2.27) and (2.28) one gets that u(x, t) defined (2.14) satisfies 
A2uxx(x,t) - ut(x,t) = O, x > O, t > O. 
Summarizing the following result has been established. 
THEOREM 2.2. IrA is a matrix in C rx~ satisfying the condition (1.4), then a solution of problem 
(1.1)-(1.3) is given by 
{ u(x,t)= -~  exp ~v 2 ] dv B, x>_0, t>0,  (2.29) 
O, x >_ O, t = O. 
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3. ACCURATE ANALYT IC-NUMERICAL  SOLUTIONS 
The solution u(x,t) of problem (1.1)-(1.3) provided by Theorem 2.2 presents the drawback 
of the computation of integrals involving matrix exponentials; see [23,24]. In order to avoid 
the difficulties for computing the integral appearing in (2.29) with a prefixed accuracy e, in a 
bounded domain D(xo,xl , to)  = ((x,t); 0 < x0 _< x < Xl, 0 < t < to, to > 0}, and to perform its 
computation in an analytic way, we recall that by [18, Theorem 11.2.4] one gets 
exp g ] - -  ~ ] . -< (q +1)! o<%<% exp 4. ] 
k=0 - - 
(3.1) 
Now we prove that given e > 0, we can neglect in the expression (2.29) the contribution of the 
integral in some interval [0, 6]. In fact, by (1.5) it follows that 
lex.( ""-',.. ) l_ ox, ' 
k=0\ ~ / k!' 
(3.2) 
where by (1.4) and (2.19) one gets (see also [17]) 
a( -A  -2) =max{Rez ;zEa(A-2)}  <0.  (3.3) 
If 0 < x0 _< x _< Xl, by (3.2) and (3.3) one gets 
• -o' exp ( ~ .] ~i (x 2 IIA;:I I V~)k 1 
--  k=0 k! 4v 2 ,] " 
(3.4) 
Since for each k with 0 < k < r - 1, 
lim exp (a  ( -A  -2) x°~ ) 1 
~-.0+ 4v2J ~5~ = 0, 0 < k < r -  1, (3.5) 
by (3.4) and (3.5), given e > 0, there exists a positive number 6 that can be chosen so that 
{ } 0 < 6 < min v~,  [[A[[[[B[[ (3.6) 
and 
Hence ,  
and  
( =~ 1 
exp a ( -A  -2) 4v 2] ~ < 
k[4 k 
r (x~ [[A-211 xH) k' 
0<k<~- l ,  Ivl < ~. (3.7) 
[ ( x~a-'~ll exp ~v2 ]11 <1 '  0<x0<x<xl ,  (3.8) 
exp dv < -~z' 0 < xo < x < xl. (3.9) 
Let us consider the approximation of exp( -x2A-2/4v  2) via truncation of its Taylor series. Let 
u(x, t, 6, q) be the approximation of u(x, t), defined by 
{ ] u(x,t,  6, q) = - -~  k=O ~ ] ~. dv B, z > 0, t > 0, (3.10) 
O, x >_ O, t = O. 
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Given e > 0 and the domain D(x0, xl, to), we are interested in obtaining the smaller value of q so 
that the error Ilu(x, t) -u (x ,  t, 6, q)II is uniformly upper bounded by e in D(xo, xl, to). By (3.1) 
and (1.5), if (x, t) in D(x0, Xl, to), it follows that 
( <_ , 
o<,<i ~ I l l  ~=o 6<_v 
and 
Since the sequence of real numbers 
(q + 1)! q>O 
is convergent to zero as q --* c~, given e > 0, we can choose qo as the smaller positive integer q 
so that 
IIA-211 q÷l 
(q+l ) !  < = 
A. (3.13) 
2 (x/-~ - 6) rHAJl IIBH [~rk-lo(x~/k! ) (HA-21 v~/462) k] 
Then, by (2.29), (3.10), (3.12) and (3.13), it follows that 
Hu(x,t) -u(x,t ,8,  qo)H< --v~ [/o exp(  ~v 2 ] dv]B  
< ~+~=e,  (z , t )eD(xo,  zl ,to). 
Summarizing, the following result has been established. 
THEOREM 3.1. Let A be a matrix in C rx~ satisfying the condition (1.4), let e, x0, xl and to be 
positive numbers with 0 < xo < xl, and let D(xo,xl,to) = ((x,t), 0 < xo < x < xl, 0 < t < to, 
to > 0}. Let 6 be a positive number satisfying the conditions (3.6) and (3. 7), let qo be the first 
positive integer q verifying (3.13), and let u(x,t) be the exact solution of problem (1.1)-(1.3), 
provided by Theorem 2.2. If u(x, t, 8, qo) is the approximation defined by (3.10) with q = qo, then 
]]u(x,t) - u(x,t ,  6,qo)]l < e, uniformly for (x,t) E D (xo,xl,to) . (3.15) 
REMARK 1. By integrating (3.10), a more explicit expression of u(x, t, 6, qo) is given in the form 
u(x,t,6, qo)= - - '~ k=o([--~) k! t-k+~/2-6 *-2k , x>O, t>0, (3.16) 
O, x>O,  t=O.  
The construction of the approximation u(x, t, 6, qo) can be performed in accordance with the 
following procedure. 
STEP 1. Given e, Xo, xl, to, A and B, 
• compute a ( -A  -2) defined by (3.3); 
• select 6 > 0 so that it verifies (3.6) and (3.7) for 0 < k < r - 1. 
STEP 2. 
• Compute A defined by the right-hand side of (3.13); 
• select he first positive integer q verifying (3.13). 
STEP 3. 
• Compute u(x, t, 6, qo) given by (3.16). 
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