Abstract: Based on some previous works, an equivalent equations is obtained for the differential equations of fractional-orderq ∈(1, 2) with non-instantaneous impulses, which shows that there exists the general solution for this impulsive fractional-order systems. Next, an example is used to illustrate the conclusion.
Introduction
Fractional differential equations has gained much attention in literature because of its applications for description of hereditary properties in many fields, and some progresses were gotten in computation methods, controllability, existence etc. for fractional differential equations [1] [2] [3] [4] [5] [6] . Moreover, impulsive fractional (partial) differential equations were widely studied due to importance in description of some processes in which sudden, discontinuous jumps occur, and general solution has been discovered for several impulsive fractional order systems in [30] [31] [32] [33] [34] [35] .
However, Hernandez and O'Regan in [36] pointed out that the instantaneous impulses (considered in almost all papers about impulsive differential equations) cannot characterize some processes such as evolution processes in pharmacotherapy, and presented a kind of impulsive differential equations with non-instantaneous impulses. Moreover, the existence of solution is considered for some fractional order systems with non-instantaneous impulses in [37, 38] .
Based on the above-works, we will study the following fractional order system with non-instantaneous impulses.
1a)
q ∈ (1, 2), t ∈ (s k , t k+1 ], k = 0, 1, ..., N, Next, let us introduce the concept of the fractional derivative and some conclusions in Section 2, and provide main result in section 3, and give an example to show the usefulness of the obtained result.
x(t) = g k (t, x(t)), t ∈ (t k
,
Preliminaries
Definition 2.1 [39] . The left-sided Riemann-Liouville fractional integral I p a+ xof order p(p > 0) for functionx is defined as 
whereD = d/dt and q ∈ (n − 1, n). Lemma 2.3 [39, 40] . If the function g(t, x) is continuous, then the initial value problem
is equivalent to the following nonlinear Volterra integral equation of the second kind,
Lemma 2.4 [31] . Let ξ and ζ be two constants. The impulsive system
is equivalent to the integral equation
provided that the integral in (2.2) exists.
Main result
For convenience, letf = f (τ, x(τ)) in this section. Consider condition (1.1a) in system (1.1) by using two different approaches:
(3.1)
(ii)
Next, substituting (i) into system (1.1), we get
That is,
In fact,x(t) satisfies conditions (1.1a)-(1.1c) in system (1.1). But, we will show thatx(t) isn't a solution of system (1.1). For system (1.1), we have
And system (3.4) is equivalent to
Therefore, ifx(t) is a solution of system (1.1), then (3.6) is equivalent to (3.5). Thus,
Eq. (3.7) is an unfit equation, which means thatx(t) isn't a solution of system (1.1). Therefore, we will regardx(t) as an approximate solution to seek the exact solution of system (1.1). Substituting (ii) into system (1.1), we obtain
and
Substituting (3.9)-(3.10) into (3.8), we get
In fact, Eq. (3.11) satisfies conditions (1.1a)-(1.1c) and
Therefore, Eq. (3.11) satisfies all conditions of system (1.1), and it is a solution of system (1.1). Remark 3.1.
is a key part of the approximate solutionx(t), and it is not included in Eq. (3.11). Therefore, Eq. (3.11) is a particular solution of (1.1). Theorem 3.1. Let ξ k and ζ k (here k = 1, 2, ..., N) be some constants. System (1.1) is equivalent with the integral equation
(3.12) provided that the integral in (3.12) exists.
Proof. 'Sufficiency'; the solution of (1.1) for t ∈ (0, t 1 ] satisfies Let e 1 (t) = x(t) −x(t) for t ∈ (s 1 , t 2 ]. Moreover, by the particular solution (3.11), the exact solution x(t) of system (1.1) satisfies
Thus,
This means e 1 (t) is connected with
where χ(· , ·) is an undetermined function with χ(0, 0) = 1. Thus,
(3.17)
On the other hand, letting t 1 → s 1 , we get
Using Lemma 2.4 for system (3.18), we get 1 − χ(y, z) = ξ 1 y + ζ 1 z for ∀y, z ∈ R, here ξ 1 and ζ 1 are two constants. Thus,
(3. 19) and x(t) = g 2 (t, x(t)) for t ∈ (t 2 , s 2 ]. Next, for t ∈ (s k , t k+1 ] (here k ∈ {1, 2, . . . , N}), the approximate solution of (1.1) is provided bỹ
Let e k (t) = x(t) −x(t) for t ∈ (s k , t k+1 ]. Moreover, by the particular solution (3.11), the exact solution x(t) of system (1.1) satisfies
Similarly to (3.16) , suppose
where κ(· , ·) is an undetermined function with κ(0, 0) = 1. Thus,
Moreover, considering a special case Thus,
'Necessity'; taking the fractional derivative to Eq. (3.12) fort ∈ (s k , t k+1 ] (here k = 1, 2, . . . , N), we get 
So, Eq. (3.12) satisfies all conditions of system (1.1). By "Sufficiency" and "Necessity", system (1.1) is equivalent to Eq. (3.12). The proof is completed.
Example
Example 1. Let us consider the general solution of the impulsive fractional system
By Theorem 3.1, system (4.1) has a general solution
for t ∈ (0, 
