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Abstract
The purpose of this thesis was to develop a 3-dimensional (3D) reconstruction algorithm
which can more accurately generate a 3D shape model of a human face from a single
2-dimensional (2D) image. Like most present day approaches to building 3D human
facial models, the proposed algorithm stemmed from the statistical approach pioneered
by Blanz and Vetter [13], who used a morphable 3D model which was congured to
match a 2D image.
With current 3D shape model reconstruction using statistical modelling, the accuracy
of the reconstruction is highly dependent on the nature of the source data and the be-
haviour of the feature extraction algorithm. The most commonly applied representation
algorithm for 3D modelling is principal component analysis (PCA). However, there are
inherent problems in using principal components as a feature space. Firstly, the prin-
cipal components only represent the directions of the maximum variance in the source
data and therefore, may be better at representing general trends rather than subtle
individual shape dierences. Secondly, the principal components in PCA are orthogo-
nal, hence they are better suited for representing multivariate, Gaussian source data.
Although PCA usually provides a good basis for reconstruction, it is not necessarily
more accurate when analysing data that provides low variance directions.
The reconstruction approach proposed in this thesis used two sets of information
computed by both, PCA and independent component analysis (ICA) to recover the
geometric information from a single image. The reconstruction was conducted in PCA
and ICA feature spaces in succession. This method allowed both the global trends and
the local subtle features to be preserved and well represented.
To reinforce the robustness of the algorithm, kernel canonical correlation analy-
sis(KCCA) was applied to determine the relationship between texture information and
depth. A quantitative analysis was then applied to test the performance of the approach.
The results showed that the proposed algorithm generated more accurate results than
reconstructing 3D models with PCA or ICA alone or in succession.
However, by examining the performance of the proposed hybrid reconstruction algo-
rithm, we have found that the Z-dimensional shape error was signicantly larger than
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the other two dimensions. This was due to the limited shape information contained
within the 2D image. Subsequently, we used local binary patterns (LBP) to encode the
texture information of the 2D image. Based on the LBP codes and their corresponding
depth values to the shape models used in the training shape model database, we used
kernel canonical analysis (KCCA) to train a depth value predictor.
We then added the depth value predictor into the hybrid shape reconstruction algo-
rithm to predict the depth values of the landmarks of the objective face. The depth
values and the existing 2D information of the landmarks from the input image were
then used to generate the nal 3D shape reconstruction.
The enhanced shape reconstruction algorithm based on the above methodology was
then tested using the Binghamton Human Face Database [147]. The results showed
that the enhanced shape reconstruction algorithm greatly reduced the Z-dimensional
shape error while maintaining the same accuracy in the other two dimensions. Thus the
overall accuracy of the reconstruction operation has been signicantly improved from
the hybrid shape reconstruction algorithm.
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1. Introduction
1.1. Introduction
The human face has unique features which people use to recognize each other on a daily
basis. It contains detailed information in the form of geometry and texture that is,
to some degree, invariant to illumination, changes to expressions, facial disguises and
camera position.
Shape reconstruction is a classic problem in computer vision research. In the past
few decades, there has been a growing interest in 3D shape reconstruction research and
because there are so many potential applications for computerised shape reconstruction,
this area continues to be a rapidly developing eld. Applications include uses within
medical surgery, security surveillance, law enforcement and the entertainment industry.
So far, all of the systems and methodologies that have been proposed have a range
of advantages and aws. Among them, 3D shape reconstruction based on statistical
information is the most widely used.
Human vision is equipped with stereo capability and can easily estimate the gradi-
ents and shape of an object. Early researchers have tried to imitate human vision by
attempting to recover and estimate 3D geometric information from illumination, shad-
ows, view angle and other geometric information. One such approach is the photometric
stereo algorithm[145, 27] which estimates the 3D shapes of textured and specular sur-
faces from their intensity values. It uses multiple images of an object under dierent
illuminations and then uses the resulting reectance maps to estimate the norms of the
object's surface. Finally, with a table look-up method, the depth of surfaces can be
determined and the shape can be recovered.
Shape from shading is a special case of photometric stereo only one image is used.
This method was rst proposed by Horn [59] and it has led to further research by others
to develop this technique. Ikeuchi et al. [73] proposed an iterative shape-from-shading
method by using occluding boundary information where the occluding boundary is
determined by a stereographic plane. Atick et al. [7] simulated the way that human
brains work, and classied objects into lower-dimensional classes as to their shape.
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They then recovered the shape of an object by estimating the parameters in a low-
dimensional space. However, the shape-from-shading method is an ill-posed solution
which can produce poor accuracy and ambiguity in results. Many papers have shown
that the results of the shape-from-shading are not unique [102, 78, 115, 37].
A similar piece of work that aims to reconstruct geometric information is the structure
from motion algorithm. Studies [133, 143, 36] based on the structure from motion
algorithm have shown that the shape of an object in motion can be recovered from its
orthographic shadow projection. In a study by Krishnamurthy and Chellappa [129],
the authors combined the structure from motion algorithm with a generic 3D model
to estimate the nal shape. With Torresant et al. [137], the authors proposed an
algorithm which can estimate a time-varying 3D human face model from a video clip
using this algorithm. However, the structure from motion algorithm also suers from
ambiguity in its results [39] and the accuracy of its solution is usually unsatisfactory.
All these methodologies have been shown to have limited accuracy and poor robustness
and therefore, can only be applied to limited scenarios.
There are other studies that are trying to reconstruct shape models from other per-
spectives. Zhou et al. [149] addressed the shape reconstruction problem with a convex
formula. Shape models were reconstructed based on the alternating direction method
of multipliers [17] and the proximal operator of the spectral norm. Aghasi et al. [2]
used a shape dictionary for shape reconstruction but a number of problems arose con-
cerning the searching of complex shape models among the large number of elements in
the dictionary and as a result, a sparse non-linear technique was proposed to carry out
the reconstruction operation.
An alternative approach to the above algorithms is a methodology based on the
morphable model for 3D human faces, which was proposed by Blanz and Vetter[13].
It worked by using principal component analysis (PCA) to identify the features of
shape variation and the nal model was built from a linear combination of principal
components. By conguring the shape parameters, the model can be varied within
a reasonable range to match the shape of a specic face. Since it reconstructs and
represents the facial features well, many subsequent application and further studies
have been inspired by the morphable model [126, 15, 14].
Independent component analysis (ICA) is another statistical and mathematical tech-
nique used for extracting the hidden features that are underlying sets of random vari-
ables or signals [68]. A simple application of ICA is the signal separation problem which
is sometimes called the "cocktail party problem". ICA shows an outstanding ability in
separating mixtures of signals into independent components [71].
18
There have been a number of papers describing 3D model reconstruction using ICA.
In a study by Lin et al. [90], the authors tended to combine a post-linear ICA model
with a photometric stereo approach to extract the normal vector at each point on a
face. In another study by Cheng [26], the author used a photometric stereo approach
to recover a 3D surface from three images under dierent illumination conditions with
constrained ICA. In these instances, the approach to recovering a shape model tended
to be based on normal vectors. With Frangi et al. [43], the authors discussed the
performance of dierent methods when building a 2D cardiac model and their results
indicated that ICA had the best performance compared to other available algorithms.
This research has shown that ICA appears to be a reasonable approach to help build a
statistical shape model.
Although using PCA and ICA for statistical shape models is in the main stream of
current research, these algorithms have a disadvantage of showing low accuracy in depth
dimension during shape reconstruction.
However, another recent paper has proposed the use of canonical correlation analysis
(CCA) to recover depth information from images [121, 122]. The relationship between
the depth and texture of faces was modeled eectively with a small number of factor
pairs [122]. These models have achieved reasonable accuracy.
Based on the previous studies indicated above, this study proposed a methodology
which utilises the feature spaces built by PCA and ICA in order to reconstruct a 3D
human face. CCA will be incorporated to produce a more accurate result when estimat-
ing the Z-dimensional information which will improve performance overall. The results
of this proposed methodology will be discussed and analysed with other research in the
following chapters.
1.2. Motivation
There are many practical applications that can make use of 3D human face models.
This particular research into 3D human face reconstruction from a single 2D image
was motivated by the need for higher accuracy in the reconstructed models. The data
regarding the shape of a 3D human face is very complex and the results of the model
reconstruction are highly data dependent. The accuracy of the resulting model is limited
by the nature of the algorithm used for statistical data analysis and the base on which
the feature space is built.
A typical 3D human face model reconstruction system is shown in Figure 1.1. It
involves a training process and an estimation process. A key feature of the reconstruction
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system is the crossing point of these two processes. This overlapping area is the high-
dimensional feature space. The 3D human face reconstruction problem can be viewed
as an optimisation process converging to a target data point from an initial start data
point in a high-dimensional feature space.
Figure 1.1.: A typical 3D human face model reconstruction system
Choosing a proper statistical analysis algorithm and feature space is crucial as it
can greatly aects the accuracy of the reconstruction. The feature space can either be
orthogonal or non-orthogonal, and dierent feature spaces will have a dierent represen-
tation of the same face data point. Using dierent feature spaces to estimate the same
target data point will sometimes generate dierent results. For instance, Figure 1.2,
gives an example where estimating in an orthogonal feature space generated by princi-
pal component analysis and estimating in a non-orthogonal feature space generated by
independent component analysis can result in two shape models that are signicantly
dierent from one other.
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(a) Target model (b) Reconstructed Model using
an orthogonal feature space
(c) Reconstructed Model using a
non-orthogonal feature space
Figure 1.2.: Resulting models from dierent feature spaces.
The goal of this research is to reconstruct a model which preserves both the global
and local subtle features. Earlier research [91, 104] showed that global and local features
were both important when recovering an accurate model in areas such as face recogni-
tion or medical diagnostic aids. The global feature, in terms of the feature space, can
be described as a single vector which can signicantly inuence many variables of an
objective model. On the other hand, local features can have the same dimension as
the global feature but only inuence a few of the variables. Figure 1.3 highlights the
dierences between the average face and its displacement when using dierent types
of features. Figure 1.3(a) shows how a global feature aects a large area while Figure
1.3(b) shows a local feature aecting only small areas. However, these two kinds of
features cannot be presented in the same feature space and this limitation can lead to
inaccurate reconstructions.
Another motivation of this research is to improve the robustness of 3D human face
model reconstruction.
In shape reconstruction from a single 2D image, the depth information is estimated
while the X- and Y-dimensional information appear in the image. However, there is
no guarantee that the shape error in the Z-dimension can be optimised. Sometimes, it
appears that the Z-dimensional error "happens" to be reduced, while in other cases it
may be increased when the shape error in the other two dimensions decreases. Therefore
consideration must be given to the techniques used to resolve this conict.
Nowadays, facial characteristics can easily be captured by various portable devices.
This is because the processing and storage power of modern hardware can easily carry
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(a) Global feature (b) Local feature
Figure 1.3.: Global feature and local features in a 3D human face model.
out the extensive computations of 3D human face reconstruction. In addition, research
on statistical models and image analysis have produced many powerful algorithms with
highly optimised performance for the use of face reconstruction. The advancement of
such technology is due to an increasing demand in the application of 3D human face
models. An example of this demand is in the entertainment industry where computer
graphics and vision plays a vital role in many areas such as le and animation.
In conclusion, all of the reasons mentioned above form the motivation for this research.
1.3. The Contribution of this Thesis
Prior to carrying out the work on this thesis, the methodologies of shape reconstruction
from 2D images were mostly based on using only one type of feature extraction algorithm
such as principal component analysis or independent component analysis. Thus the
resulting accuracy was highly dependent on the nature of the source data, the 2D
images and the performance of the feature extraction algorithms.
However, this research aims to bring together a few dierent feature extraction algo-
rithms. This will make use of their complementary nature, as the aws of one algorithm
will be compensated by the strength of the others.
Furthermore, previously researched methodologies have mainly carried out feature ex-
traction based on a single data source, by using either shape or texture data. However,
we will exploit the correlation between the shape and texture data and will apply cor-
relation analysis algorithms to extract such correlation. The correlation between shape
and texture information will be used to predict the landmark depth values, thereby
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enhancing the robustness of the shape reconstruction algorithm.
1.4. Organisation of the thesis
The rest of this thesis will be organised as follows:
 Chapter 2 will review the algorithms of principal component analysis and inde-
pendent component analysis, and will then make a thorough comparison between
them. The ways of measuring feature locality will also be proposed and discussed
to evaluate the quality of a feature component.
 Chapter 3 will provide an overview of statistical 3D human face modelling from
a single 2D facial image. The related techniques are discussed, such as choosing
landmarks, optimisation algorithms, data projection, accuracy evaluation etc..
The proposed hybrid shape reconstruction algorithm and its performance will
also be described.
 Chapter 4 will review the application of Local Binary Pattern and Canonical Cor-
relation Analysis in depth estimation. By combining depth and texture informa-
tion with the two techniques described in chapter 4, a new depth value predictor
will be created. The predictor will be tested and the results will be examined.
 Chapter 5 will present the enhanced shape reconstruction algorithm. The depth
predictor is used to estimate the Z-dimensional coordinates of the landmarks. The
reconstruction is carried out base on the estimated Z-dimensional coordinates and
the X- and Y-dimensional coordinates extracted from the input image.
 Chapter 6 will conclude the thesis, and suggests any future work that can be
carried out based on this research.
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2. Review of Feature Extraction
Algorithms
In this chapter, the following items are discussed:
 Introduction to the principal component analysis (PCA) algorithm and its applica-
tions, such as feature extraction and dimension reduction.
 The theory and implementation details of the independent component analysis
(ICA) algorithm. Its performance and features are also analysed.
 Performance comparison between PCA and ICA, and their strengths and defects.
The eects of using ICA in 3D shape feature extraction and the ways of measuring
feature locality (based on Uzumcu and Frangi's work [44]).
2.1. Introduction of Principal Component Analysis
2.1.1. Eigenvectors and Eigenvalues
Eigenvectors and eigenvalues are very important concepts in the world of statistics and
linear algebra. First, we shall begin by reviewing the denitions of eigenvector and
eigenvalue, and the calculating the eigenvectors. If M is a mm square matrix, then
the eigenvalues of M are the roots of the equation [151] as shown below:
det(M   I) = j(M   I)j = 0 (2.1)
where I is a mm identity matrix.
Let f1; 2; :::; ng be the eigenvalues of M , and let  be a diagonal matrix whose
diagonal elements are f1; 2; :::; ng. If m  m matrix  = f1; 2; :::; ng is imple-
mented into Equation 2.2, then i is dened as the i
th eigenvector of matrix M while
i is its associated eigenvalue.
Mi = ii (2.2)
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2.1.2. Principal Component Analysis
Principal component analysis (PCA) was rst pioneered by Karl Pearson in 1901 [113].
It is a statistical algorithm which applies an orthogonal transformation to convert a set
of random variables, which could be statistically correlated, into a set of variables that
are linearly uncorrelated to each other. These random variables are known as practical
numeric objects and the linearly uncorrelated variables are called principal components.
In simple terms, PCA nds a new axis system in which the source random variables are
distributed according to the least square principle. The resulting principal components
are vectors that point in the principal directions in which the source random variables
are distributed. An example is shown in 2D space in Figure 2.1, where the circles
represent the data points of the source data set in a X   Y coordinate system. PCA
extracts the principal directions of the source data points which then forms a new U V
coordinate system in order to measure these data points. The U   V axis system gives
a more compact source data representation than the X   Y axis system.
Figure 2.1.: Principal component analysis
In computational terms, PCA nds the principal components by calculating the eigen-
vectors and eigenvalues of the source data covariance matrix. The eigenvectors are
equivalent to the principal components of the source data whereas the eigenvalues are
equivalent to the variances of the corresponding principal components. All of the re-
sulting principal components are orthogonal and ordered by the descending magnitudes
of their variances. The objective in nding orthogonal principal components is to ulti-
mately nd a space where the variables are maximally uncorrelated to each other.
2.1.3. Limited Sample Size Problem
In practice, the observations in the source data set may contain thousands of points, so
the number of variables can easily reach tens of thousands or even higher. Compared
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to the number of variables, the number of observations are much smaller. For a source
data set with N observations, each observation uses n variables. The rank of the source
data matrix varies between the lower limit 1 and the higher limit N   1, corresponding
to the extreme situations where the observations can be completely linearly dependent
or completely independent.
In a smaller sample size, the number of observations are far fewer than the number of
variables. However, when calculating the covariance matrix of a source data set using
Equation 3.15, whereM is am nmatrix, the dimensionality of the resulting covariance
matrix, , is n n which is fairly large. In some cases, the requirement for memory
space is huge. Taking the Notre Dame 3D Human Face Database [106, 42, 25] as an
example, each 3D human face consists of 5; 090 points in a 3D space, thus when a shape
model is written as a vector it has 15; 270 dimensions. To compute a covariance matrix
of 15; 270 1 vectors would generate a 15; 270 15; 270 square matrix. Supposing that
each element in the vectors takes 8 bytes, the size of the memory that the algorithm
requires is 1.8 TB which is far beyond what is realistically aordable. The computation
of eigenvectors and eigenvalues of such a large matrix quickly becomes infeasible.
 =
1
m  1M
TM (2.3)
To solve such a problem, a trick was introduced to signicantly save computational
time and the size of the memory required. Let M be a data matrix with dimensionality
of nN . If we compute the eigenvectors of MMT , then they must satisfy the following
equation:
MMT
0
= 
0
 (2.4)
By multiplying MT to both sides of equation 2.4, we have
MTMMT
0
= MT
0
 (2.5)
If we separate Equation 2.5 with brackets, it becomes:
MTM(MT
0
) = (MT
0
) (2.6)
Equation 2.6 can be seen to conform to the denition of eigenvectors and eigenvalues
in Equation 2.2, and MT
0
contains the eigenvectors of MTM . By projecting M to
MT
0
, we can get the eigenvectors of M
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 = MT
0
(2.7)
The dimension of MMT is N N , where N is far smaller than n, therefore the nn
eigenvector problem is transformed into a considerably smaller one. In practice, the
computational eciency is signicantly improved by applying the trick above.
2.2. PCA Applications
2.2.1. Dimension Reduction
An important application of PCA is dimension reduction. In the well known statistical
shape model reconstruction algorithm proposed by Blanz and Vetter in [13], the shape
model is reconstructed based on a feature space generated by PCA. Since dierent sets
of components represent dierent information, the choice of feature components can
greatly inuence the eciency of reconstruction.
However, PCA makes it possible to eliminate redundant data [81, 82, 47], since the
eigenvectors are placed in descending order of variance. The leading eigenvectors are
the most informative ones while the eigenvectors with very low eigenvalues contain little
information. In a statistical shape model, each individual component has a dierent con-
tribution to the overall shape variation and many of the components may be dominated
by noise.
Figures 2.2 and 2.3 show the results of applying PCA to three hundred 3D shape
models from the Notre Dame Human Face Database by plotting the percentage of
variance of each individual component to the cumulative percentage. From the plots we
can see that the rst 5 principal components have taken 32.2%, 22.9%, 10.6%, 4.9% and
4.0% of the overall variation respectively. The rst 30 principal components have taken
95.9% of total information, which means the other 270 principal components contain
less than 4% of the overall information.
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Figure 2.2.: The percentage of information that each component takes in the overall
variance
Figure 2.3.: The proportion that rst N components take in the overall variance
Although all of the feature components are needed to fully represent the information in
the training data set, many of them may consist of noise and therefore be unnecessary in
practical application. In many situations, in order to improve computational eciency,
the last components with small variances are discarded.
Discarding the feature components means reducing the dimensionality. In Figure 2.1,
an U   V axis system is generated by PCA to represent the data points. With little
loss of accuracy component V can be abandoned.
In practice, PCA can often reduce the dimensionality of a feature space to a consider-
ably lower level. However, if the "usefulness" of the retained components is not veried
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properly, there may be statistical redundancy or insuciency. Many methods have been
proposed to solve this problem, and some of the most common ones are introduced in
the next section.
2.2.2. Optimal Number of Dimensions
In statistics, "noise" is a term that refers to any random, unwanted data. In statistical
models, the training data may include noise caused by system precision, manual inter-
action, data collection or pre-processing mistakes. Noise will weaken, or even mask, the
characteristics of the relevant data and should be eliminated as far as possible while the
genuine information is retained. The point from where the low variance components
are cut o from the feature space is called the "cut-o point".
However, this creates a trade-o problem between suciency and accuracy, as remov-
ing noisy components may take out useful information while retaining all components,
including noise, may aect the quality of the statistical model. Thus stopping rules,
which decide the cut-o positions have been proposed to help solve this problem. These
methods are discussed in the following sections based on principal component analysis.
 Threshold-Based Stopping Rules
One of the most simple and popular stopping rules used to decide how many principal
components (modes) to retain, is based on setting an arbitrary threshold of cumulative
variance. This can be based on the user's experience or on estimates of the noise
content. The cumulative percentage of the variance of each of the principal components
is calculated and any components that are beyond the arbitrary threshold are removed.
For example, Cootes et al. [29] used the rst 6 components covering 96% of total
variance for resistor shape recovery and Amin et al. [6] retained the rst 14 modes and
26 modes to cover 90% and 95% of total variance in the statistical modelling of the 3D
human face. Although using a threshold is convenient, it is usually arbitrarily set to
achieve specic objectives and there is no convincing evidence to show that the solution
is optimal.
Alternatively a threshold can be set on the cumulative sum of residual, i.e. the sum
of the variance of the discarded modes, as shown in the equation below:
 =
vuut mX
i=m k+1
i (2.8)
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where m is the total number of modes, k indicates the candidate cut-o point and i is
the eigenvalue of corresponding mode. A threshold on the cumulative sum of residual
helps to bind the accuracy  of the model.
 Kaiser-Guttman Rule
Thresholding methods based on individual components is another approach. In the
Kaiser-Guttman rule [50] (also known as the Eigenvalue-Greater-Than-One rule), when
using correlation matrices, 1.0 is used as a threshold on individual eigenvalues. That
means any principal components having an eigenvalue larger than 1.0 will be retained
while the rest will be discarded.
Many debates have been focused on the value of the threshold and its inuence
on performance. Grossman et al. [49] and Jollie [77] argued that the value of the
threshold should be adjusted downwards or upwards to increase or decrease the number
of components that are retained. Grossman et al. [49] questioned the validity of the
threshold and claimed that according to their personal observations, randomly generated
data sometimes had a variance larger than 1.0.
The Kaiser-Guttman rule has been widely criticised for its subjectivity. The value of
the threshold is also controversial. However, it is still a popular stopping rule in many
applications [53, 139, 56] and has been accepted by dierent disciplines such as ecology
[74], biology [20] and psychology [80, 94].
 Scree Test
Besides thresholding stopping rules, the scree test was developed based on the distribu-
tion of noise.
Cattell suggested to estimate the noise by a scree test in [22] and [23]. A scree graph
(or scree plot) plots the variance of components in descending order (see Figure 2.4),
and the slope is measured to determine the cut-o point. Cattell suggested that the
point where the plot becomes approximately linear should be marked as the cut-o
point.
Although the scree plot has the advantage of implementation easiness, it is sensitive
to the "heaviness" of the tail of the curve. It is also dicult to determine the cut-o
point if the plot tends to be at. With such a disadvantage, the scree test has been
criticised for "user-controlled fudging". Horn et al. [62] argued that the scree test
simply follows the assumption that the components with the largest variance represent
common features while the components that have minor variance represent noise and
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so a useful component may be classied as sampling error and discarded. Jackson [75]
suggested that the scree test is not rigorous enough and is only a visual substitution for
a signicance test.
Figure 2.4.: Plot shows the scree test result of the Notre Dame database. The possible
cut-o points are marked by red stars. The X-axis indicates the number of
components, while the Y-axis stands for the scree values.
 Bartlett's Test
Bartlett's test is a quantied version of the scree test (see Snedercor and Cochran [130]).
It assumes that the components which are dominated by noise have the same amount of
information, thus they have the same variance value in the correlation matrix. Bartlett's
test can rigorously dene a cut-o point in the PCA feature space. The null hypothesis
of Bartlett's test of a m dimensional PCA feature space is:
Hk0 : k+1 = k+2 =    = m (2.9)
which implies that the plot is straight and horizontal. Its alternative hypothesis is:
Hka : k+i 6= k+j ; i; j = 1;    ;m  k (2.10)
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A test statistic is constructed as:
T =
(N   k) ln s2p  
Pk
i=1(Ni   1) ln s2i
1 + 13(k 1)((
Pk
i=1
1
Ni 1)  1N k )
(2.11)
where N is the total sample size, Ni is the sample size of ith sample group, s
2
i is the
variance of the ith sample group and s2p is the pooled variance.
The test statistic T is compared to the 2 distribution to test the equality of the
variance of the last components. With signicance level  and degree of freedom k 1, if
T > 2k 1, the hypothesis shown in Equation 2.9 is violated. Otherwise, the hypothesis
is accepted and the rst k components are retained while the other components are
recognized as noise components and can therefore be discarded.
In practice, the phenomenon where the tail components share the same variance
value is rare. Instead, the variance values of the last components tend to always reveal
a linearly descending trend. This linear trend has been noted by Box et al. [16]. To nd
a stopping rule that can be used in such situations, Bentler and Yuan [11] proposed a
linearity test. The idea of their test is to dene the point where the linearity starts as
the cut-o point. Their null hypothesis is
H0 : k+j = + xj ; j = 1;    ; q (2.12)
where  and  are linear coecients and xj = q   j. As the value of j increases, the
value of k+j decreases, and by that, the linearity of the variances of the last components
is revealed. Then a designed test statistic which follows the 2 distribution is used to
carry out the test on linearity.
 Cross-validation of Components
The cross-validation of components is a reasonable approach to measure the overall
goodness-of-t on a set of given components in a statistical model. Given a set of obser-
vations, Y = fy1; y2;    ; ymg and a set of components  = f1; 2;    ; ng, we remove
each i; i = 1;    ; n in turn and use the rest of the components to estimate the given
observations. We can then calculate the sum of the squares of the dierences between
estimated sample and the observed sample. The measurement of the ith component is:
Wi =
mX
i=1
(yi   y^i)2 (2.13)
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where y^i is the ith estimated sample. This method is also referred to as the predicted
residual sum of squares (PRESS)[119, 135].
Given the measurement in Equation 2.13, any component that is below the given
threshold is considered as less useful and therefore discarded.
2.2.3. PCA in 3D Shape
In applications like image analysis or 3D shape reconstruction, the source data set
contains many underlying features and the samples in the data set are a mixture of these
underlying features with dierent weights. Since the number of features are usually large
and the source data set is complex, it is infeasible to separate these features manually.
In order to extract the features and to have a better understanding of the source data
set, PCA is applied. Suppose that a source data set has m samples and n variables.
In many applications, the number of samples is far fewer than the number of variables
(m n), thus PCA produces m  1 features at most. The features are represented in
the form of principal components.
By applying PCA to the Notre Dame 3D Human Face Database, we can nd the
eigenvectors and eigenvalues of the database. We denote them as
 = f1; 2;    ; kgT (2.14)
 = f1; 2;    ; kgT (2.15)
where  contains k eigenvectors and  contains k eigenvalues. With a linear statistical
shape model [13], a 3D human face model is considered to be a linear combination of
principal components with dierent shape parameters as shown in the equation below:
F = F +
kX
i
iii (2.16)
where F is the average face of the database, i is the shape parameter of the i
th
component, and i =
p
i is the standard deviation of the i
th component. By adjusting
the shape parameters within a certain range, weighted features are mixed to generate
dierent faces. In PCA it is assumed that the source data follows a Gaussian distribution
and shape parameters typically vary within [ 3;+3] standard deviations.
In Table 2.1, the images show how the appearance of 3D faces change as the shape
parameters of rst 5 modes vary within [ 3;+3] standard deviations.
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modes mode1 mode2 mode3 mode4 mode5
-3sd
+3sd
Table 2.1.: Face appearance changes as shape parameters vary within 3 times of stan-
dard deviations
2.3. Independent Component Analysis
Independent component analysis (ICA) is a statistical technique that extracts the un-
derlying components from a set of manifold observations. By the term "independent",
ICA refers to the statistical independence between components (not necessarily orthog-
onal). This is dierent from PCA as PCA merely generates orthogonal, uncorrelated
components. The word "independent" also leads us to understand that ICA consid-
ers the original components as non-Gaussian, and that they are independent to one
another[69]. The independence restriction must be satised to make ICA possible.
The Cocktail Party Problem is a typical example used to illustrate ICA (see Figure
2.5). Suppose that two people at a cocktail party are speaking in a room at the same
time and that two microphones are recording their speeches. The microphones are
placed far enough away from each other and they are at dierent distances and angles
to the speakers. Each microphone will record a dierent mixture of voices from the two
speakers. Without any prior knowledge of the mixing parameters (distance and angle),
ICA will analyse only the input sound measurements, nd the mixing parameters, and
recover the voice sources with maximum similarity to the original ones.
In practice, the problem becomes much more complex when the number of sources
and observations increases, the number of variables in a single observation is large, and
noise of an unknown distribution is mixed into the observations.
Let S = fsT1 ; sT2 ;    ; sTngT be the set of components with the dimensionality of nm.
si is the ith unknown component which is an m-dimensional vector. ICA treats the input
observations as a set of linear combinations of the underlying components. Let xj be
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Figure 2.5.: The cocktail party problem (blind source separation). Two voice sources
S1 and S2 are mixed, and the mixtures are separated by ICA.
the jth observed mixture of the underlying components. We then have:
xj =
nX
i=1
aijsi (2.17)
where aij is the mixing parameter of the ith underlying component in jth observation.
Let A be an n  n square matrix whose elements are aij and fi; j = 1;    ; ng, and
let X = fxT1 ; xT2 ;    ; xTngT be an nm matrix whose rows are observations. Equation
2.17 can be written as:
X = AS (2.18)
Equation 2.18 is referred to as the source mixing procedure of ICA, or the ICA model
[71].
To recover the original independent components, ICA has to unmix the mixtures with
an unmixing matrix. The mixing and unmixing process of ICA is shown in Figure 2.6.
ICA looks for an approximate unmixing matrix W = A 1 to unmix the mixture data
into components that are close to the original ones. The estimation of S is denoted as
matrix U
U = WX (2.19)
As the original components S and mixing matrix A are "blind", ICA has to estimate
both S and A.
Since it is dicult to satisfy the independent constraints directly in practical situa-
tions, common ICA algorithms transform the problem into nding an objective function
that can reach its global optima in which the resulting components are the most statis-
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Figure 2.6.: The mixing and unmixing procedures of ICA
tically independent.
2.3.1. Baseline of ICA
Although there are many dierent approaches to achieve ICA, their results depend on
the data. Many researchers have shown that there are only minor dierences between
the results of these methods [83, 103, 89, 150, 152]. Amongst these works, there is a
common framework used to achieve ICA as shown below.
 Mean-Centring
Mean-centring is the rst step of ICA which gives the input data zero-means. This im-
plies that the source matrix, S, is zero-mean as well. Let matrix, X = fx1; x2;    ; xng,
be the input matrix whose rows are samples from a population, and let x = 1n
Pn
i=1 xi.
To mean-centre the data, we subtract x from each row of X. In practice, the mean
vector x should be added back to the estimation of components to form an eigen signal.
Whitening
The next step after mean-centring is whitening. Whitening transforms a set of ob-
served random variables with covariance matrix, , into a new set of variables with a
diagonal covariance matrix aI, where I is the identity matrix and a is the constant. In
ICA, the goal of whitening is to decorrelate the latent components and to make their
variances a unity. Thus we have:
EfexexT g = I (2.20)
where ex is the whitened sample x, and I is unity matrix. The most popular way to
achieve whitening is eigenvalue decomposition. Given:
EfxxT g = DT (2.21)
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where  is the orthogonal matrix which consists of eigenvectors of covariance matrix ,
and D is the diagonal matrix whose diagonal elements are eigenvalues of .
Then a whitening matrix is given by:
V = D 
1
2 T (2.22)
And the whitening operation can be done by:
EfexexT g = V EfxxT gV T = D  12 TDTD  12 = I (2.23)
where V is not a unique whitening matrix. Assuming the matrix D 
1
2 T is a
whitening matrix as well, then we have
ex = D  12 TAs = eAs (2.24)
Besides decorrelating the latent components, the whitening operation reduces the
number of elements that need to be estimated in ICA. Without the whitening operation,
we have to estimate all n2 elements of the original mixing matrix A. With a simple
whitening operation, we can dramatically reduce the number of elements to n(n  1)=2
[71].
 Component Estimation
Estimating the independent components is carried out after the source data is whitened.
If f is a contrast function (to be dened in the next section) and W is the initial un-
mixing matrix. Then the component estimation is:
1: Choose an initial unmixing matrix W .
2: Let W 0 = f(W ).
3: Let W = W 0   rf(W 0), where  is the step size.
4: If not converged, go back to Step 2.
The resulting components from the above iterations, given a certain convergence
threshold, are the estimated independent components.
2.3.2. Principles of ICA
There is only one principle of ICA which is also the only condition that makes ICA
feasible. The condition is that the components are assumed to be independent to one
another. Given this independence restriction, there are many contrast functions that
have been proposed to implement ICA.
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Independence between random variables x and y is dened by the condition:
fX;Y (x; y) = fX(x)fY (y) (2.25)
where fX(x) and fY (y) are dened as probability density functions.
There are several popular methods used to measure the independence of compo-
nents, including InfoMax, minimization of mutual information, non-Gaussianity and
negentropy[28, 10, 65, 66, 67, 71, 32, 116]. All these methods are equivalent in essence,
and are based on the principle of maximisation of independence.
2.3.3. Non-Gaussianity
ICA estimates independent components in a manner that maximises the non-Gaussianity
of the resulting components. Hyvarinen et al. [71] explained the equivalence between
non-Gaussianity and independence. The argument is based on the central limit theorem
which states that, given certain conditions, the average of a suciently large number
of independent random variables, each with nite mean and variance, will be approxi-
mately normally distributed [123].
Let x be the linear combination of the independent components as dened in Equation
2.18. Let y = wTx =
P
wixi where w is a vector of the mixing parameters. The goal
of ICA is to nd an optimal w to transform wTx to an independent component. Let S
be the matrix that contains the original independent components. So if z = ATw, then
we have:
wTx = wTAS = (ATw)TS = zTS ) wTx = zTS (2.26)
According to the central limit theorem, if more than one zi is non-zero, z
TS is more
Gaussian than any individual, original, independent component, si, and is least Gaus-
sian (most non-Gaussian) when only one zi is non-zero.
In the case where there is only one non-zero zi, z
TS is actually equivalent to one
original independent component. Thus we can infer that wTx is equal to one original
independent component when wTx has maximum non-Gaussianity (see Equation 2.26),
and that non-Gaussianity implies independence.
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2.3.4. Measures of Non-Gaussianity
 Kurtosis Method
To measure the non-Gaussianity of random variables, a classic method called kurtosis
is used, which is also known as fourth-order statistics [97]. Let y be a set of random
variables which is mean-centred with unit variance. The kurtosis of y is dened by
kurt(y) = Efy4g   3(Efy2g)2 (2.27)
For Gaussian variables, since the variance is 1, the kurtosis is zero. For most of the
non-Gaussian variables, the kurtosis can be either positive or negative.
The kurtosis of random variables can be used to measure the non-Gaussianity as it
reveals the distance from normality. The non-Gaussianity is proportional to its distance
to zero. Thus the absolute value of kurtosis or the square of kurtosis can also be used
as a measurement for non-Gaussianity. The absolute value of kurtosis and the square
of kurtosis are both zero if the variables are Gaussian, and non-zero otherwise.
Kurtosis has following properties:
kurt(x+ y) = kurt(x) + kurt(y) (2.28)
kurt(x) = 4kurt(x) (2.29)
where x and y are independent random variables and  is a constant. With these
properties, kurtosis can be applied to estimate independent components.
Suppose we are dealing with two sources. Denote y = wTx from Equation 2.26 and
we have:
y = wTx = zTS = z1s1 + z2s2 (2.30)
With the properties of kurtosis, we have:
kurt(y) = kurt(z1s1) + kurt(z2s2) = z
4
1kurt(s1) + z
4
2kurt(s2) (2.31)
Since we can assume si and y have unit variance, we have
Efy2g = Ef(z1s1 + z2s2)2g = z21 + z22 = 1 (2.32)
Equation 2.32 gives a constraint on the values of zi. Geometrically, the vector z is
constrained in a circle with radius 1. To measure non-Gaussianity with an absolute
39
value of kurtosis, we need to maximise to:
jkurt(y)j = z41kurt(s1) + z42kurt(s2) (2.33)
It is easy to show that the maxima of Equation 2.33 happens when z1=0, z2 = 1, or
z1 = 1, z2 = 0 [35]. If we ignore the sign, zTS is equal to an independent component
while the absolute value of y is at its maxima. We can easily extend the above discussion
to n independent components.
Contrast functions related to kurtosis are widely used in ICA as it is simple and fast
to compute the fourth moment of the sample data. However, the measurement of non-
Gaussianity with kurtosis is sensitive to outliers [64] and will make the performance
unstable.
 Maximisation of Negentropy
In information theory, the entropy (Shannon entropy) of a random variable measures its
uncertainty. In other words, it measures the degree of randomness. The more random
a variable is, the larger its entropy.
For a random and discrete variable, y, its entropy H is dened as
H(y) =  
X
i
P (y = yi)log(P (y = yi)) (2.34)
where yi are the states of y.
To extend Equation 2.34 to continuous random variables, dened as dierential en-
tropy, we can write:
H(y) =  
Z
f(y)logf(y)dy (2.35)
where f(y) is the probability density function of y.
One important property of entropy is that it can be applied in transformation. Let
y = Wx, then we have
H(y) = H(x) + log jdetW j (2.36)
For a scalar constant C:
H(Cx) = H(x) + log jCj (2.37)
For a distribution, entropy reveals its randomness. If a distribution concentrates
around a certain value, its entropy will be smaller as it is more predictable. It is well
known that Gaussian variables have the largest entropy among all random variables of
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equal variance [111, 32]. Since entropy is closely related to the distribution of random
variables, it can be used as a measurement of their non-Gaussianity.
There is a modied version of entropy which is called negentropy, whose sign is op-
posite to entropy[69]. The negentropy is written as:
J(y) = H(yg) H(y) (2.38)
where yg and y are random variables that belong to the same covariance matrix, and yg
is Gaussian. From its denition, it is easy to see that negentropy reveals the distance
to normality of a random variable and its value is always non-negative.
The computation of negentropy based on its denition is dicult, since it is just a
theoretical concept. Thus an ecient approximation of negentropy using higher-order
moments has been proposed in [79]:
J(y)  1
12
Efy3g2 + 1
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kurt(y)2 (2.39)
where y is a random variable of zero mean and unit variance. This approximation of
negentropy is easy to calculate. However, since it is closely related to kurtosis, it has
been criticised for having poor robustness in practical applications [71].
Hyvarinen proposed a dierent approximation based on the maximum entropy prin-
ciple to solve this robustness problem[72]. For a random variable, y, with zero mean
and unit variance, its negentropy can be written as:
J(y) 
pX
i=1
ki[EfGi(y)g   EfGi(yg)g]2 (2.40)
where yg is a Gaussian variable of zero mean and unit variance, and ki are positive
constants. The functions Gi are nonquadratic functions [72].
In Hyvarinen and Oja's work [71], the authors have presented a method that uses
only one non-quadratic function G:
J(y) / [EfG(y)g   EfG(yg)g]2 (2.41)
where yg is a Gaussian variable of zero mean and unit variance, and the function G is
any non-quadratic practical function. Hyvarinen and Oja have claimed, though without
numerical justication, that by wisely choosing the non-quadratic functions, the accu-
racy of approximations to negentropy may vary signicantly. They also have claimed
that with a slow-growing, non-quadratic function G, the robustness of the estimator
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was improved. The authors have listed two non-quadratic functions which have been
shown to be the best choices:
G1 =
1
a
log cosh au; G2 =  exp( u
2
2
) (2.42)
where u is a random variable while a is a constant whose value is in the range [1; 2].
 Minimization of Mutual Information
In information theory, mutual information is interpreted as the information shared by
random variables. Let y1; y2;    ; yk be k random variables, the mutual information
between yi is dened as:
I(y) =
Z k
i=1
py(y)log
py(y)Q
i pyi(yi)
dy (2.43)
where p(y) is the joint probability density function of fy1; y2;    ; ykg, and p(yi) is the
probability density function of yi.
In Equation 2.43 the base of the logarithm is not specied, but in most cases it is 2.
The denition of mutual information is called the Kullback-Leibler divergence [86].
For any correlated random variables y1 and y2, it is easy to nd that the mutual
information is positive, and is equal to zero only if y1 and y2 are independent. Thus the
minimization of mutual information will nally lead us to the maximum independence
of components, which is equivalent to their non-Gaussianity. If y1 and y2 are two
independent random variables, then we have p(y1; y2) = p(y1)p(y2) and
I(y1; y2) =
Z
p(y1; y2)log
p(y1; y2)
p(y1)p(y2)
dy =
Z
p(y1; y2)log1 = 0 (2.44)
This idea can be extended to multiple random variables.
To dene the ICA problem with minimization of mutual information more rigorously,
the mutual information I(y1; y2;    ; yk) of k random variables can be written as:
I(y1; y2;    ; yk) =
kX
i=1
H(yi) H(yg) (2.45)
where yg is a Gaussian variable and H(yi) is the entropy of yi.
An important property of mutual information is that it is invariant to invertible linear
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transformations [111]. Given y = Wx, we can derive from Equation 2.45 to get:
I(y1; y2;    ; yk) =
kX
i=1
H(yi) H(x)  log jdetW j (2.46)
In [111], the authors showed that log jdetW j is a constant if yi is constrained to be
uncorrelated and of unit variance. Based on this, Equation 2.46 can be simplied as:
I(y1; y2;    ; yk) = C  
kX
i=1
J(yi) (2.47)
where C =  log jdetW j is a constant.
In Equation 2.47, the left-hand side is mutual information and the right-hand side is
negentropy shifted by a constant and a sign, thereby the relationship between negentropy
and mutual information is revealed.
 Maximum Likelihood Estimation
Another approach to estimate the unmixing matrix of the ICA model is Maximum Like-
lihood Estimation (MLE). The maximum likelihood of a set of independent components
y = fy1; y2;    ; yT g given probability density function, f(y), with respect to W is:
L(y) =
TY
t=1
f(ytjW ) (2.48)
where W = fw1; w2;    ; wng = A 1 is the unmixing matrix of the ICA model. Here,
W is considered the parameter matrix of the ICA model.
From a dierent perspective, considering the independent components y as the pa-
rameter matrix of the ICA model, a parametric model dening the likelihood of W is
[69]:
L(W ) =
TY
t=1
nY
i=1
fi(w
T
i yt) jdetW j (2.49)
Since the logarithm of likelihood has the same maximum as the likelihood, we can
write:
logL(W ) =
TX
t=1
nX
i=1
log(fi(w
T
i yt)) + T log jdetW j (2.50)
where the natural logarithm is usually used. Dividing both sides of Equation 2.50 by
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T , we have:
1
T
log(L(W )) = Ef
nX
i=1
logfi(w
T
i y)g+ log jdetW j (2.51)
With the denition of entropy (see Equation 2.34), it can be found that
Ef
nX
i=1
logfi(w
T
i y)g =
TX
t=1
nX
i=1
fi(w
T
i yt)logfi(w
T
i yt) =  
nX
i=1
H(wTi y) (2.52)
Since log jdetW j is a constant, the relationship between the maximum likelihood estima-
tion of the unmixing matrix, W , and the principle of maximum negentropy is revealed.
Thus, with the denition of negentropy (see Equation 2.38), by maximising the like-
lihood of the unmixing matrix, W , we can nd directions with maximum negentropy.
Thus the ICA model can be solved with the MLE principle.
 InfoMax Principle
Bell et al. have proposed another approach to estimate independent components called
the InfoMax principle [10]. The InfoMax principle is based on a neural network with
non-linear units. The idea of InfoMax is to maximise the entropy of the output, which
has been shown to be equivalent to the maximum likelihood estimation [71].
We can write the ICA model as a neural network
Y = 	(WX) + n (2.53)
where X and Y are the input and output of the network, and n is the noise in the neural
network. We have:
H(Y ) = H( 1(w
T
1X);  2(w
T
2X);    ;  n(wTnX)) (2.54)
Using Equation 2.36, Equation 2.54 can be written as [69]:
H(Y ) = H(X) + Eflog
det@	(X)@W
g (2.55)
where 	(X) is a function dened by the neural network. The last term of Equation
2.55 can be transformed as follows:
Eflog
det@	(X)@W
g = nX
i=1
Eflog 0i(wTi X)g+ log jdetW j (2.56)
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Now Equation 2.56 is equivalent to the likelihood estimation in Equation 2.51, thus
the relationship with maximum likelihood estimation is revealed. So InfoMax can be
applied to dene and solve the ICA problem as well.
2.4. Architectures of ICA
Regardless of which principle the ICA follows, there are two architectures that can
achieve the latent component basis extraction. In this section, we will illustrate these
architectures using a 2D human face image reconstruction example with the ORL Hu-
man Face Database [19, 127]. Mathematically, these two architectures are dierentiated
by a transpose of the source data matrix.
 Architecture 1
Let matrix X contain the input face images and let matrix S contains the source com-
ponents. Architecture 1 of ICA is illustrated in Figure 2.7. In Figure 2.7, matrices A
Figure 2.7.: The procedure of ICA Architecture 1.
and W are the mixing and unmixing matrices of the ICA model. In this architecture,
the face images are considered as random variables and the values of image pixels are
considered as observations of images. Thus the component identication is carried out
in the face image space.
The source components in S are mixed by A to form X which contains the observa-
tions and the observations are a mix of the base images. ICA start from this point and
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an unmixing matrix, W , is learnt. Then, by projecting X onto the unmixing matrix,
we have the estimated independent components, U .
Figure 2.8 illustrates the results of ICA Architecture 1, where 200 images were gath-
ered from the ORL database of faces. The images on the top row of Figure 2.8 show the
resulting base images extracted by FastICA with ICA Architecture 1. From these im-
ages, it can be seen that the features extracted by ICA Architecture 1 are local features
of the images.
Figure 2.8.: Resulting images of two ICA architectures. The top row illustrates the rst
eight base images extracted from the ORL database of faces with ICA Ar-
chitecture 1. The bottom row illustrates the images ltered by independent
coecients with ICA Architecture 2.
Note that in some ICA methods, such as FastICA, PCA is applied rst to enhance
the performance and to reduce computational complexity. This is done by minimizing
pair-wise dependencies and allowing small variances to be discarded prior to computing
the ICA.
Let R be a m p matrix containing the rst m eigenvectors of n input facial images.
p is the number of pixels in an input facial image. So we have
U = WRT (2.57)
If P is the matrix of PCA coecients, we have
X = PRT (2.58)
From Equation 2.57, since W is invertible, we have
RT = W 1U ) X = PW 1U = CU (2.59)
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where C = PW 1 contains the coecients for linearly combining the base images in its
rows.
 Architecture 2
The other architecture that can achieve ICA is one where we transpose the input data
matrix of ICA Architecture 1. This means that the pixels are considered as variables
while the input images are the given observations and ICA is performed in the pixel
space.Figure 2.9 illustrates the procedure of ICA Architecture 2. Since the outputs of
Figure 2.9.: The procedure of ICA Architecture 2.
ICA Architecture 2 are statistically independent coecients, we can think of them as
image lters. Thus the actual components are given by WP T . The resulting images of
ICA Architecture 2 are illustrated on the bottom row of Figure 2.8.
2.5. Branches of ICA
There are several methodologies used to compute independent components. Following
these methodologies, many ICA algorithms have been proposed. Among them, the most
widely used are FastICA and InfoMax.
2.5.1. FastICA
FastICA is a statistical algorithm which follows the maximisation of the non-Gaussianity
rule [70]. It lives up to its name since its convergence speed has been shown to outper-
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form other ICA methods. [45, 69].
FastICA uses a xed-point iterative scheme [66, 67, 70] to nd the non-Gaussianity
maxima of the estimated independent components which is then measured by negen-
tropy. In Hyvarinen and Oja's study [71], the authors proposed a FastICA method which
can be applied to either one unit or several units, where the "unit" is a computational
unit with an associated weight vector w. This method is considered as the prototype
of FastICA and has shown a good performance with real data. FastICA estimates an
optimal weight vector w to decompose the observed mixture data vector x.
wTx = s (2.60)
where s is the estimated independent component.
We denote the negentropy function as g, which is the derivative of Equation 2.42
introduced in Section 2.3.4.
g1(s) = tanh(s) g2(s) = sexp(
 s2
2
) (2.61)
These have been shown by experimental results [66, 67, 70] to be the most useful func-
tions in FastICA.
 Using FastICA for One Component
A fast xed-point FastICA algorithm has been proposed [68] by using the maximisation
of negentropy principle. Prior to maximising the negentropy, the author has proposed
a way to approximate the negentropy of an independent component, which ultimately
produces the independent component.
The approximation of negentropy of an independent component s = wTx, where x is
the whitened observation data, can be represented as:
J(wTx) = EfG(wTx)g (2.62)
where G is a non-quadratic function.
Hyvarinen and Oja [68] proposed the following update rule for FastICA
w^ = Efxg(wTx)g   Efg0(wTx)gw (2.63)
Using the update rule in Equation 2.63, the FastICA algorithm is described as follows:
1. Pre-process the data x to achieve zero mean.
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2. Whiten x.
3. Start with an initial unmixing vector w of unit norm (usually randomly initialised,
but can be initialized with a guess if any prior knowledge is acquired).
4. Update w with w^ = Efxg(wTx)g   Efg0(wTx)gw.
5. Let w = w^kw^k .
6. Check the convergence condition. If not converged, then go back to Step 4.
 FastICA for multiple components
The above FastICA works well with a single component estimation. However, in real
world applications, most data is broken into multiple components. To estimate multiple,
independent components, we need to run one-component FastICA with multiple weight
vectors.
In order to prevent dierent weight vectors from converging to the same maxima,
the independence of the estimated components requires that they are uncorrelated at
least[71]. So after each iteration of estimation of the independent components in Fas-
tICA, the algorithm will check and constrain the orthogonality. There are two ap-
proaches to achieve this and they are the deationary method [35, 92] and the symmet-
rical method [107].
With deationary orthogonalization, we estimate independent components one by
one. After each independent component is estimated, it is subtracted from the whole,
and subsequent independent components are estimated from the rest. The deationary
FastICA can be described with the following steps:
1. Set i = 1.
2. Initialize wi (usually randomly).
3. Run the basic FastICA algorithm on wi,
4. Apply deationary orthogonalization to wi:
wi = wi  
i 1X
j=1
wTi wjwj (2.64)
5. Normalize wi:
wi = wi= kwik (2.65)
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6. Check wi, if not converged, then go back to Step 3. If converged, then i = i+ 1,
go to Step 2.
Although the deationary orthogonalization method is easy to compute, its drawbacks
are obvious. The most criticised feature of the deationary orthogonalization method is
that the estimation errors of rst components are accumulated in the subsequent ones
by the orthogonalization. For this reason, the symmetrical orthogonalization method
was proposed to achieve the same objective.
Symmetrical orthogonalization decorrelates the latent components and all the com-
ponents are computed in parallel. Symmetrical FastICA is done in an iterative way.
Firstly, the FastICA algorithm is run on one unit for each weight vector, wi, in par-
allel and then orthogonalises all the wi with eigenvalue decomposition. The matrix
W = fw1;    ; wmg will be adjusted to be orthogonal by projecting to (WW T )  12 .
The symmetrical FastICA method is described as follows:
1. Initialize W0 = fw1;    ; wmg as an arbitrary orthogonal random matrix.
2. Run the basic FastICA algorithm for each weight vector, wi, in parallel.
3. Symmetrically orthogonalise weight matrix, W :
W = (WW T ) 
1
2W (2.66)
4. If not converged, go back to Step 2.
Step 3 above can also be done as follows [68]:
1. Normalize wi: W = W= kWk
2. Let W = 32W   12WW TW .
3. If not converged, go to step 2.
 Convergence Speed of FastICA
FastICA has been shown to outperform other methods both theoretically [66, 108] and
empirically [45]. It has at least quadratic convergence, which is much faster than the
linear convergence of the ordinary ICA method which uses a gradient method.
Assume that the data follows the ICA data model and is whitened:
x = As (2.67)
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where x is an observed data vector, A is the mixing matrix and s is the unknown latent
independent component which we aim to estimate. With a change of variable:
z = ATw (2.68)
we have:
zT s = wTAs = wTx (2.69)
Then the Taylor expansion of the terms of the update rule in Equation 2.63 can be
written as:
g(zT s) = g(z1s1)+g
0
(z1s1)z
T
 1s 1+
1
2
g
00
(z1s1)(z
T
 1s 1)
2+
1
6
g
000
(z1s1)(z
T
 1s
3
 1)+O(kz 1k4)
(2.70)
g
0
(zT s) = g
0
(z1s1) + g
00
(z1s1)z
T
 1s 1 +
1
2
g
000
(z1s1)(z
T
 1s 1)
2 +O(kz 1k3) (2.71)
where g is the derivative of G, g
0
is the derivative of g, z1 and s1 represents the rst
elements in z and s, z 1 and s 1 are vector z and s without the rst element, and O
includes other items in the perturbation solution.
Putting the terms in Equation 2.70 and 2.71 back into the negentropy-based FastICA
in Equation 2.63, we have:
z^ = Efs1g(z1s1)  g0(z1s1)g+O(kz 1k) (2.72)
and
z^ =
1
2
Efs3i gEfg
00
(s1)gz2i +
1
6
kurt(si)Efg000(s1)gz3i +O(kz 1k4) ; i > 1 (2.73)
where z^ stands for z in an iteration. The above procedure is followed by a normalization
of z after each iteration.
From Equation 2.73, it can be seen that the FastICA with negentropy has cubic
convergence and if Efg00(s1)g = 0, the algorithm has quadratic convergence. In either
of these cases, the convergence speed of FastICA is faster than the gradient-based ICA
methods which have only linear convergence.
 Features of FastICA
Compared with the ordinary ICA algorithm, FastICA has the following advantages:
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1. The ordinary ICA algorithm uses a linear gradient descent to estimate independent
components, thus the convergence speed is linear. In contrast, FastICA uses a non-
linear method to converge. Therefore, the convergence speed is at least quadratic,
or even cubic, which is very fast and ecient. As no gradient-based algorithm is
used in FastICA, there is no need to choose an optimal step size or endeavor to
make up an adaptive scheme. This reduces the algorithm complexity and makes
it easy to use.
2. The performance of FastICA varies with dierent choices of the non-linearity ne-
gentropy functions [71, 66]. The variety makes FastICA easy to apply to dierent
types of data. Hyvarinen [66] discussed in detail the selection of such functions and
presented two non-linearity functions which have optimal properties (see Equation
2.42).
3. FastICA decreases the computational load by dimension reduction.
2.5.2. InfoMax
InfoMax is another technique that generates independent components which are ap-
proximations of latent source signals [10]. In contrast to FastICA which reduces the
correlation between components, the principle of InfoMax is to maximise the mutual in-
formation between the source signal and its associated estimation. With the maximum
mutual information, the resulting components are the closest approximations of source
signal. The mutual information between the source signal and the resulting component
is dened as:
I(Y;X) = H(Y ) H(Y jX) (2.74)
where X is the source data, Y is the resulting components, H(Y ) is the entropy of Y
and H(Y jX) is the entropy of Y but not from X.
In order to reduce the computational complexity, InfoMax considers only the gra-
dient of the mutual information with respect to a reference . Equation 2.74 can be
dierentiated as follows:
@I(Y;X)
@
=
@H(Y )
@
(2.75)
The term H(Y jX), in Equation 2.74 disappears in Equation 2.75 since it does not
depend on . It denotes the information which is not shared between X and Y .
Equation 2.75 shows that maximisation of mutual information between X and Y is
equivalent to maximisation of the output entropy [105].
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Based on Equations 2.74 and 2.75, the InfoMax algorithm, which aims to nd the
unmixing matrix, has been proposed as follows [1]:
1. Start with a randomly initialized matrix W , where W is the estimation of mixing
matrix.
2. Update the matrix W
0
according to W :
W
0
= W + (I   f(Y )Y T )W (2.76)
where  is the step size for the update process (usually  is a constant or an
exponential function), f(Y ) is a non-linear function of Y and I is an identity
matrix.
3. Check the current status at W
0
, if not converged, go back to Step 2.
2.6. Comparison of PCA and ICA
In this section, we have discussed and compared the properties and performance of
principal component analysis and independent component analysis. Although we have
illustrated these two algorithms in the previous sections, the resulting components ex-
tracted and the properties of their components are quite dierent from each other. They
have dierent performance in reconstruction tasks due to their strengths and weakness.
2.6.1. Assumptions of PCA and ICA
PCA and ICA are algorithms that are highly dependent on data and are based on
dierent assumptions concerning the distribution of the source data. For example,
PCA assumes the input source data is Gaussian and generates eigenvectors as principal
components to describe the variance of the source data. It is able to model global
trends very well. However, this feature can be considered a drawback of PCA to some
extent. If a parameter which corresponds to one principal component is changed, the
entire shape reconstruction model is also changed as the feature in this single component
spreads widely in the resulting shape model. This makes it dicult to constrain the
reconstruction within a local area. Taking the task of reconstructing the 3D human face
with components extracted by PCA as an example, when we want to change the size of
a part of the face (like the nose) the geometry of the other features will deform as well.
Another drawback of PCA is that some natural signals were found to be non-Gaussian
by empirical observation [134].
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On the other hand, ICA is based on the assumption that the source data is non-
Gaussian. Indeed this assumption is a mandatory requirement to ensure that ICA is
feasible. Assuming two independent components s1 and s2 are Gaussian distributed,
then we can write the joint probability density function as
p(s1; s2) =
1
2
exp( s
2
1 + s
2
2
2
) =
1
2
exp( ksk
2
2
) (2.77)
Remembering that the mixing matrix, A, is orthonormal since the input source data is
pre-whitened in ICA, we can write the joint probability density function of mixtures,
s1 and x2, as:
p(x1; x2) =
1
2
exp( 
ATx2
2
)
det(AT ) (2.78)
As matrix A is orthonormal, we can infer that
ATx2 = kxk2 and jdet(A)j = 1. Thus
we can simplify equation 2.78 as:
p(x1; x2) =
1
2
exp( kxk
2
2
) (2.79)
From Equation 2.79, we can see that the joint probability density function of the mix-
tures and the joint probability density function of independent components are identical.
In other words, we cannot infer the unmixing matrix from the given mixtures.
Figure 2.10.: The joint distribution of two Gaussian independent components.
Figure 2.10 shows such a case, plotting the distribution of the orthogonal mixtures
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[71]. From Figure 2.10, we can see that the multivariate distribution of independent
components, s1 and s2, is symmetric in all directions. No projection or transformation
can estimate the unmixing matrix. So we can conclude that the non-Gaussian assump-
tion is the condition that makes ICA feasible. However, ICA can be carried out if there
is only one Gaussian component [71].
2.6.2. Uncorrelated and Independent Components
In statistical terms, PCA looks for an orthogonal transformation to convert a set of
observations into a set of linearly uncorrelated variables which are taken as principal
components. The resulting principal components are orthogonal, and the projections of
the source data onto the principal components are linearly uncorrelated. This property
can be ensured by considering only the second order statistical characteristics (covari-
ance) of the source data.
ICA searches for the directions that can maximise the statistical independence of the
estimated components. The resulting components are not necessarily orthogonal but
are commonly the optimal solution to classify the input source data.
Uncorrelated variables are only partly independent. For example, let x and y be two
real-value, random variables. If x and y satises:
Ef(x  x)(y   y)g = 0 (2.80)
then x and y are uncorrelated. This can be extended to the case of multiple random
variables, that is, each pair of the random variables satises Equation 2.80. From
Equation 2.80, we can see that the uncorrelatedness of the two variables implies that
the covariance of the random variables is zero.
The principal components produced by PCA follow a form of Equation 2.80 if we
substitute x and y with eigenvectors. Thus one can see that the resulting principal
components are uncorrelated to one another. On the other hand, if two real-value,
random variables, x and y satises:
px;y(x; y) = px(x)py(y) (2.81)
we can say that x and y are statistically independent. Here, px;y(x; y) is the joint
Probability Density Function (PDF) of x and y, and px(x) and py(y) are the PDFs of
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x and y respectively. Equation 2.81 can be extended to the multivariate case:
p(x1; x2;    ; xn) =
nY
i=1
p(xi) (2.82)
The basic principle of ICA is to maximise the statistical independence of the estimated
independent components, while the goal of PCA is to decorrelate components with an
orthogonal transformation. The independence property in ICA is more rigorous than
the uncorrelated property in PCA. From Equation 2.80, we can infer that:
Efxyg = EfxgEfyg ) Efxyg   EfxgEfyg = 0 (2.83)
in which case independence implies uncorrelatedness. Conversely, uncorrelatedness
doesn't imply independence. This is because uncorrelatedness is measured by the ex-
pectation value of a random variable and it is a rst-order statistic. That means the
correlation has been eliminated only in the rst moment area, however, it may still exist
in a higher-order moment area. On the other hand, independence means no correlation
exists in higher-order moments.
Since ICA and PCA are estimating components with dierent principles, the resulting
components are qualitatively dierent for the same source data matrix [132, 71].
PCA yields orthogonal eigenvectors which are taken as principal components and are
good at describing global trends. However, the advantage of PCA in describing global
features reveals that it has higher-order dependencies remaining in the joint distribution
of the PCA coecients. In other words, the principal components are not properly sep-
arated [8]. If we are only using these uncorrelated components in reconstruction tasks,
the performance may suer from side eects when we want to adjust certain features
while leaving the others alone. For example, Figure 2.11 demonstrates a comparison of
a reconstructed model and a target model. The silver shape model is the target face
and the blue one is the reconstructed shape model. From Figure 2.11, we can see that
the two shape models are the about same size but have some features that are dierent.
Although this is purely a judgment through visual observation, it reveals the drawbacks
of PCA in reconstruction tasks.
ICA decomposes a complex mixture data set into parts which follow the constraints
of Equation 2.81. Figure 2.12 illustrates the ICA decomposition of a data set into
statistically independent components. We can intuitively see that ICA separates the
signals into two components with maximum independence from Figure 2.12(b).
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Figure 2.11.: The side eect of using principal components in reconstruction tasks. The
silver shape model is the target face, and the blue shape model is the
reconstructed model. Their sizes are the same, however, some features are
signicantly dierent.
(a) Two demonstration signals
(b) The joint density of two statistically independent components
Figure 2.12.: ICA separates mixed signals into statistically independent components [71]
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In reconstruction tasks, using well separated independent components can get rid of
the side eect that PCA suers. Since the independent components are statistically
independent from one another, changing parameters corresponding to certain compo-
nents will not seriously aect parts of the information that are provided by the other
components. This enables the application to focus on a local area and achieve higher
reconstruction accuracy. Figure 2.13 demonstrates the result of reconstruction with in-
dependent components. Similar to the results which are generated by reconstruction in
the PCA feature space, the silver shape model is the target model and the blue model is
the reconstructed model (as used before in Figure 2.11). Similar to the reconstruction
in the PCA feature space, the reconstructed shape model and the target shape model
have the same size, however, one nds that the dierence between the two models is
much smaller here than when one is using PCA.
Figure 2.13.: Reconstruction of the same target face as in gure 2.11 with independent
components. The resulting models show that ICA has less side eects than
PCA.
2.6.3. Higher-Order Statistics
Another major dierence between PCA and ICA is that they use dierent statistics to
estimate components. From the previous section, we can see that PCA uses second-
order statistics (covariance) to separate principal components. In contrast, ICA utilises
fourth-order statistics (kurtosis) or even higher-order statistics (sixth-order [4]) to mea-
sure the statistical independence between resulting components.
The second-order statistics may achieve pair-wise independence, and thereby decorre-
late components. However, the uncorrelated components may contain some higher-order
information that has not been separated properly, thus it is insensitive to higher-order
information. Higher-order statistics (Orders that are higher than two), e.g. kurtosis,
have been explored in many areas and many algorithms have been developed based on
them [144, 21, 72].
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Figure 2.14 shows the plots of the probability density functions of a Gaussian distri-
bution, a sub-Gaussian distribution and a super-Gaussian distribution. A distribution
with a higher kurtosis has a sharper peak in its probability density function while the
distribution with lower kurtosis is atter. From Figure 2.14, we can infer that a com-
ponent with a higher kurtosis has the extracted feature information concentrated to
a small local area, i.e. the value of the distribution has a large probability to fall in
the peak area. In terms of information, a component with a higher kurtosis has lower
entropy and vice versa.
Figure 2.14.: Plot of the PDF of a Gaussian distribution (smooth line), a sub-Gaussian
distribution (dotted line) and a super-Gaussian distribution (diamond
line).
According to the denition of kurtosis, a Gaussian variable has a zero value of kur-
tosis. The larger the kurtosis of a distribution, the more dierent it is to the Gaussian
distribution, or in other words, the more non-Gaussianity it has. In the same way that
non-Gaussianity implies independence, we can say that larger kurtosis suggests larger
fourth-order independence.
To show how much the kurtosis diers between principal components and indepen-
dent components, we have carried out PCA and ICA with 300 shape models from the
Notre Dame Human Face Database and have calculated the kurtosis of the resulting
components. The kurtosis of the rst 10 principal components and independent com-
ponents are listed in Table 2.2 and are plotted in Figure 2.15. We see that independent
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components consistently have a much larger kurtosis than principal components. Since
kurtosis reveals the 'peakness' of the probability density function, we can infer that in-
dependent components have feature information concentrated in a more local area than
principal components.
modes PCs ICs
1 0.470 19.505
2 0.026 32.364
3 -0.733 13.953
4 0.514 19.084
5 3.274 8.891
6 -1.070 12.476
7 2.622 10.409
8 0.005 8.155
9 0.685 12.392
10 -0.345 11.648
Table 2.2.: Kurtosis of principal components and independent components.
Figure 2.15.: The kurtosis bar chart of the rst 10 principal components (green) and
independent components (red).
Due to the dierent distributional properties of second- and higher-order statistics,
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the components extracted by them are signicantly dierent. To illustrate this, we
have introduced the Euclidean distance between 3D points on the shape model. The
Euclidean distance between a pair of points p(px; py; pz) and p( px; py; pz) on S is dened
as:
ei =
q
(px   px)2 + (py   py)2 + (pz   pz)2 (2.84)
We can form a vector E = fe1; e2;    ; eng whose elements are the Euclidean distance
between n pairs of corresponding points on Si and S. Since the mean-centering was
performed before the computation of the components, the px, py and pz are zeros.
PCs ICs
mode1
mode2
mode3
mode4
mode5
Table 2.3.: The plots of PCs and ICs. The X-axis is the index of points and the Y-axis
is the scalar value of Euclidean distance
In Table 2.3, we have plotted the the rst 5 principal components and the rst 5
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independent components. In these plots, the X-axis stands for the index of the points
and can, therefore, be considered an indicator to parts of the face. The Y-axis is the
value of Euclidean distance of a pair of points. The distribution of the amplitudes
reects the distribution of the extracted features. From the plots, we can nd that the
largest amplitudes in the principal components are distributed in a larger area than the
ones in the independent components.
PCs ICs
mode1
mode2
mode3
mode4
mode5
Table 2.4.: Histograms of principal components and independent components
To have a better view of the feature distribution, Table 2.4 shows the histograms of
the rst 5 principal components and independent components. The X-axis is the value
of the amplitude, while the Y-axis is the frequency of the range where the Euclidean
distances between pairs of points fall. It can be seen that, compared with principal
components, independent components have more information concentrated in a smaller
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area.
2.6.4. Feature Locality
The components we have used in this section are extracted from shape models in the
Notre Dame 3D Human Face Database, and each of the components contains 15,270
elements which are transformed from 5,090 3D points. The components are organised
as fx1; y1; z1; x2; : : : ; xi; yi; zig. In this case, we transformed the component back to
5,090 3D points and calculated the Euclidean distance to the average shape model in
the database at point level and formed a dierence vector. The dierence vector is
organised as fd1; d2; : : : ; dig, where di is the Euclidean distance between the ith point
in the component and the ith point on the average shape model. In terms of geometric
information, such dierence represents geometric features.
By plotting the dierence vectors, we have found that some of the plots have dierent
shapes compared to others. For example, Figure 2.16 shows the dierence vector of a
component whose amplitudes are concentrated in some local areas, whilst Figure 2.17
shows the dierence vector of a component whose amplitudes are widely distributed
across the component. In these gures, the X-axis is the indices of the points and the
Y-axis is the value of amplitudes.
Figure 2.16.: A component whose amplitudes are concentrated in local areas.
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Figure 2.17.: A component whose amplitudes are sparsely spread
Based on Uzumcu and Frangi's work [44] and the ndings above, we can introduce
feature locality as a criteria that reveals the importance of a component. Take:
L =
(Mhigh  Mlow) 1nD
 (2.85)
where L is the value of the feature locality. If we let M be the average value of the
amplitudes and dene the points which have higher values than M as higher points and
the points which have lower values than M as lower points, then Mhigh and Mlow are
the average values of higher points and lower points respectively. n is the ratio between
the number of high points and the total number of points in the component. D is the
ratio between the number of the higher points and lower points.
A simple interpretation of Equation 2.85 is that (Mhigh Mlow) describes the peakness
of the component, or in other words, it describes the degree that high amplitudes are
separated from low amplitudes. A well separated component should have a big dierence
between the maximum amplitude and the minimum amplitude. n indicates the area
over which high amplitude features are distributed. The larger n is, the wider the
feature is distributed, and similarly, if n is smaller, then the feature is contained in a
smaller area. D describes the ratio between high amplitudes and low amplitudes, that
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is, the extracted feature is more local if D is smaller.
The following steps give details of the calculations used for feature locality of a com-
ponent:
 For a component, calculate the average value of the amplitudes. The average value
is then used as a threshold to distinguish whether the points are higher points or lower
points. Such threshold is dened as t in the equation below:
ti =
jdiff(Ci; Cm)j
N
(2.86)
where jdiff(Ci; Cm)j calculates the sum of dierence between Ci and Cm, and N is the
number of points that are contained in component, Ci. Threshold ti varies according
to the component Ci.
 Examine each of the points in the component and count the total number of higher
points and lower points. The high and low dierence points are dened as points that
have a higher or lower dierence between their corresponding point and the average
component. For example, the threshold of Ci is ti, so if we let the dierence between
point Px (0  x  5; 090) on component Ci and its corresponding point on average
component Cm be d = jdiff(Ci; Cm)j, then if d > ti, then point Px is a high
dierence point, otherwise Px is a low dierence point.
 Calculate the ratio D between total number of high dierence points and low dif-
ference points, that is
D =
MhighMlow
 (2.87)
 Calculate n, the ratio between the number of high points and the total number of
points in the component, namely
n =
Nhigh
N
(2.88)
where N is the total number of points in the component and Nhigh is the number of
high points in the component.
 Put the items calculated above into Equation 2.85 to calculate feature locality for
the components.
With Equation 2.85, a component with a high feature locality value has the following
properties: 1) Peak amplitudes are much higher than low amplitudes. 2) Peak am-
plitudes are concentrated in a small area. Table 2.5 and Figure 2.18 have shown the
locality values of the rst 10 principal components and independent components of the
Notre Dame Human Face Database. One can nd that the localities of independent
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components are consistently much higher than principal components.
modes PCAmode ICAmode
1 3.93 26.79
2 3.09 25.77
3 2.31 21.64
4 2.22 20.31
5 1.73 16.12
6 1.71 13.37
7 1.66 12.66
8 1.40 11.80
9 1.22 9.97
10 0.76 5.47
Table 2.5.: Locality values of principal components and independent components.
Figure 2.18.: The bar chart of locality values of the rst 10 principal components and in-
dependent components of the Notre Dame Human Face Database, ordered
by feature locality.
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2.6.5. Feature Locality for Independent Components
The concept of feature locality gives us a way to measure the distribution of the features
in principal components and independent components. However, in practice, since ICA
has no priori knowledge of the number of sources, it is reasonable to assume that the
overlapping of components may occur in the analysis. The same information may be
described by multiple independent components.
Figure 2.19 plots two independent components to demonstrate an example of the
overlapping phenomenon. The two independent components are plotted in blue and
red, and it can be clearly seen that a large number of the amplitudes are overlapping
each other. Therefore, the feature described by one independent component is also de-
scribed in the other one. Since ICA aims to minimise the mutual information between
the independent components, when using the independent components in shape recon-
struction tasks, such overlapping between the components may bring negative eects to
the accuracy.
In practical cases based on 3D human face data, it appears that the 3D points on two
component shapes are very close (less than a certain threshold in Euclidean distance)
or even overlap.
Figure 2.19.: Some of the amplitudes in two independent components (red and blue) are
overlapped.
To assess the overlapping phenomenon in the evaluation of independent components,
we introduce the overlapping ratio to enhance Equation 2.85. This depicts the ratio be-
tween the number of overlapped variables and the total number of variables. The larger
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the overlapping ratio is, the more information is shared between an independent com-
ponent and other components, therefore the poorer the feature locality. Thus Equation
2.85 can be written as the following:
L =
(Mhigh  Mlow) 1nD R
 (2.89)
where R is the overlapping ratio.
The calculation principle of the enhanced feature locality is similar to the process
described in Subsection 2.6.4. The major dierence between the two is the calculation
of the overlapping ratio, R, which is described as the following:
 For the component, Ci, calculate the overlapping threshold with
Ri =
1
n
NX
j=1
(
Ci; Cj) (2.90)
where
Ci; Cj is the Euclidean distance between Ci and Cn, N is the total number
of components, and n is the total number of points contained in component Ci.
2.6.6. Using Principal Components and Independent Components in
Reconstruction
Essentially, the components in reconstruction are used to nd a point close to the
target point in the feature space. However, the speed of reaching such an optimal point
is signicantly dierent in the PCA and ICA feature spaces. With the same objective
function, step size and optimisation scheme, reconstruction in PCA feature space is
much faster than in ICA feature space.
Figure 2.20 plots the process of reconstruction in the two feature spaces using the
Notre Dame Human Face Database. In this example, reconstruction tasks are carried
out in the two dierent feature spaces built with principal and independent components
with the same start point, target point and stopping criteria. From Figure 2.20, it
can be seen that reconstruction using the PCA feature space has a steeper slope and
approaches the target point faster than using the ICA feature space. This is because
when using the PCA feature space for reconstruction, the learning rate is multiplied by
the standard deviation of the corresponding principal component, while in ICA feature
space, the learning rate is used directly. In this case, the actual learning rate using ICA
feature space is much smaller than using PCA feature space, especially in high variance
directions.
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Figure 2.20.: The convergence in PCA feature space and in ICA feature space. The
dash line indicates a given shape error.
2.6.7. Conclusion
The above comparison implies that, in reconstruction tasks, PCA reduces computational
complexity and optimisation load signicantly. Using the PCA feature space allows
the optimisation algorithm to reach the target point very quickly. It is also good at
describing the global features.
On the other hand, ICA has more restrictive constraints on statistical independence
which ensures that each of the resulting components is independent to the greatest level.
All the ICA resulting features are well localised and is a good representation of the local
subtle features.
However, neither of them are good enough to carry out the task of reconstruction.
Reconstructing in PCA feature space is quick and has low complexity, but the accuracy
is unsatisfactory. In contrast, reconstructing in ICA feature space may result in better
accuracy, but the speed of reconstruction is slow. Therefore, an approach that gener-
ates both low complexity and high accuracy is required. In the next chapter, we will
introduce a hybrid shape reconstruction algorithm to achieve this goal.
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3. Reconstruction using a Statistical
Shape Model
In this chapter, we will discuss:
 The statistical shape model and the use of it in face model reconstruction.
 The optimisation methods such as gradient descent method (GD), simulated an-
nealing method (SA) and the hybrid method which is composed of both of GD and SA.
The performance of the methods will be presented and discussed.
 Various methods to evaluate the quality of the reconstructed shape models.
 The performance of using dierent numbers of PCA components in 3D shape model
reconstruction.
 A criterion, based on feature locality for ordering the independent components on
the basis of the most useful information.
 A hybrid shape model reconstruction method which uses both PCA and ICA feature
space in Section 3.7.
3.1. Statistical Shape Models
In this section, we will introduce a statistical model which is used to represent the
3D shape models in our experiments. In the past decade, statistical models have been
widely used in many disciplines such as signal analysis, nancial prediction, ecological
research and medical analysis. In computer vision, statistical model-based methods
have been successfully applied in various applications, with the goal of recovering the
3D shape of objects from 2D images.
It has been shown to be very dicult to recover complex, variable shapes with 2D
model-based approaches, due to varied illumination conditions and postures of images
[61, 117]. In many cases, the accuracy of the recovered shapes are poor since the model
was unable to cope with the noisy sample observations.
To deal with this problem, a robust model is needed to represent the shapes within
a reasonable range. Recent research has investigated this idea and showed that specic
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shape patterns and grey-level texture information can be encoded by statistical models
[121]. Such models are applied in machine vision research to carry out the recovery
and manipulating tasks, so that the 3D structures of objects that are represented in
images can be recovered. The following sections will introduce the methods for building
statistical shape models and how they are applied in shape reconstruction.
The shape of an object, for instance a human face, is represented by a set of points
and triangle which meshes together in two or three dimensional space. It is invariant
under similarity transformation, that is: translation, rotation and scaling. Statistical
shape models aims to allow the users to both analyse new shapes and to synthesize
shapes similar to the ones in the training data set. The training data set is usually
preprocessed and annotated by human experts. Such statistical shape models enable us
to make use of the variations observed in the training data set.
As discussed in past research [30], a statistical shape model is a top-down method
of reconstruction and has a completely dierent performance compared to bottom-
up methods. In the latter methods, such as the shape from shading method, images
are examined at low resolution to recover local structures. These structures are then
assembled into a larger shape [60]. These methods recover 3D shape without a model
of the underlying features and consequently, suered a lot from ambiguities in the data.
For example, as Figure 3.1 shows, the crater can be recognized as a volcano due to such
ambiguities. They are addressed as ill-posed problems.
(a) Crater (b) Volcano
Figure 3.1.: The ambiguity that shape from shading method suers from. Figure b) is
the same image as gure a) but rotated by 180 degrees. The crater in a)
can be recovered as a volcano in b), since there is no model constraining
the recovered depth.
A model-based method, with prior knowledge about the objects of interest, is a better
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solution. The prior knowledge encoded by statistical shape models can be used to resolve
the potential confusion caused by complexity of shapes. It can also prevent the model
from being dominated by noise and provides a way to label the recovered shapes. The
recovered shapes are restricted by the model, therefore only the plausible shapes, other
than the outliers, are built. In face reconstruction, with the proper training data, this
kind of model will generate convincing shape models of human faces.
Using a statistical shape model, human face shape reconstruction can be considered as
a matching problem. Given an image of the target face, facial features can be adjusted
by conguring the parameters of the model until the reconstructed shape model is as
similar as possible to the target shape model.
To achieve such an objective, we need to encode a large set of many dierent face
shapes in which variability needs to be presented. This will allow a shape model to be
deformed to match any plausible human face from the training samples while being re-
stricted to generate only shapes within a reasonable range. Statistical analysis methods
such as PCA are applied to determine the best facial features.
In summary, model-based methods make use of a prior set of shapes and attempts to
nd the optimal match to a target face by conguring the model parameters. With the
best matched shape model, we can make analysis and measurements as required by our
own agenda. The advantages of model-based methods are obvious:
 They are easy to use and can be adapted to various tasks. The same algorithm can
be used to solve dierent types of problem by changing the training data set.
 The training data set can be analysed statistically and the features can be classied.
Thus we can easily choose the features of interest.
 The statistical models are supervised and do not allow arbitrary variations away
from the features observed in the training data set.
On the other hand, these methods cannot be used for amorphous objects and they
rely on determining a set of clearly distinguishable landmarks.
3.1.1. Statistical Shape Models in Face Reconstruction
There have been many methodologies that are based on statistical, deformable shape
models. A common approach is to build a model specically for some object of interest,
or for a particular problem [148, 9, 18, 40]. In Felzenszwalb's study[40], the author
proposed a template specically for representing the human ear. With Camacho et al.
and Beaugonin et al. [18, 9], the authors designed models for human feet using CT
images. These methodologies of using deformable models are ecient for individual
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problems, but a completely new solution is required when a new problem emerges.
In other research [51, 48, 146, 112, 142], the authors proposed various methodolo-
gies to apply deformable shape models to solve real life problems. The most common
point in these papers is that the researchers have tried to vary a shape model within
a plausible range according to given constraints. Covell [31] argued that by adjusting
the parameters of an eigen-feature model, one can adjust the points on shapes to their
correct places. Blanz et. al. [13] were inspired by this idea and proposed a morphable
shape model for face reconstruction using principal component analysis.
3.1.2. Landmark Location
Statistical shape models (SSM) usually lead to point distribution models (PDM) which
are statistically-derived, deformable templates trained on the training data set. A PDM
uses a set of points and triangle that meshes together to represent a 3D shape model.
In PDMs, there is a type of points that can be distinguished from the others and
can be consistently located from one shape model to another. These points are called
landmark points. For instance, in the shape models that we use, points with an ID
of 4926 are consistently located at the tip of the nose in all the shape models in the
training data set.
A good choice of landmarks can improve the accuracy of shape reconstruction. It is
restricted to clearly identiable points such as corners of boundaries or junction points
between edges, or in the case of face shape models, the anatomical points.
Identifying landmarks is usually very time consuming, thus automatic and semi-
automatic methods have been developed for this purpose. Hill et al. [57, 58] proposed
an algorithm that automatically identied corresponding landmarks on a set of PDMs.
The authors used iterative pair-wise registration to establish a robust correspondence
between the shapes before building a mean shape for each pair of the matched shapes.
The algorithm executed until only one mean shape was left. Then a set of landmarks can
be generated, such as by using a set of evenly distributed points or a set of anatomical
landmarks. These landmarks were projected back to the training shape models using
the nearest neighbour principle to label landmarks on each of the shape models.
Hicks et al. [99] proposed an automatic landmark detection method which utilised
curvature values to nd landmarks on the boundaries of biological specimens. With
similar experimental settings, Souza et al. [131] detected landmark points with the
Douglas-Peucker diagonalization method in an iterative way. New landmarks were found
sequentially from the furthest position of the existing ones. The algorithm executed until
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a certain distance tolerance was satised.
Various approaches to detect landmarks on shape models were proposed in past re-
search. Many of the above methods aimed to nd landmarks based on mathematical
algorithms rather than anatomical knowledge. In 3D face reconstruction, due to the
nature of the task, we need to nd points that are easy to be detected in 2D images as
well as represent anatomical features of the shape model.
Since we do not need many landmark points, we can aord to mark the landmark
points manually. They were marked on the average face model of the training data set
and then mapped back to each of the shape models.
Marieb [98] has provided a number of anatomical points which can be used as candi-
dates of the landmark points. The location of these points are shown in Figure 3.2(d).
We chose three sets of landmark points which are illustrated in Figure 3.2(a), 3.2(b)
and 3.2(c). Their anatomical terminologies are listed in Table 3.1, 3.2 and 3.3.
These landmark points were chosen based on two fundamental principals:
1. They should be easily located geometrically, e.g. the corners of the eye.
2. They should have high texture contrast compared to their neighbour area, e.g. the
edge of the lips.
The reason for choosing landmarks according to the above principles is because, as
we shall see later, the texture codes will be used to enhance the performance of the
reconstruction algorithm. Thus choosing the landmarks which are at high texture con-
trast locations is helpful for enhancing the accuracy. Also, some landmarks, e.g. the
chin, is better located by human experience. On the other hand, since we are manually
marking the landmarks, choosing landmarks that are easy to locate geometrically can
reduce human errors.
For our experiments, we have used three sets of landmark points. Each of them has
a dierent number of points [34, 93]. Using the anatomical terminology provided by
Marieb [98], these landmark points are illustrated in Figure 3.2 and Table 3.1, 3.2 and
3.3. Their inuence on the reconstruction accuracy is discussed in Section 3.7.
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(a) Landmark set1 (b) Landmark set2
(c) Landmark set3 (d) Landmark template
Figure 3.2.: Dierent sets of facial landmark points.
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Landmark Description
1 Ectocanthus Left
2 Pupil Left
3 Endocanthion Left
4 Endocanthion Right
5 Pupil Right
6 Ectocanthus Right
7 Alare Left
8 Pronasale
9 Alare Right
10 Cheilion Left
11 Labiale Superius
12 Cheilion Right
13 Labiale Inferius
14 Chin
Table 3.1.: Landmarks used in Figure 3.2(a)
Landmark Description Landmark Description
1 Supercilliare Left 12 Palpebrale Inferius Right
2 Supercilliare Right 13 Infraorbitale Left
3 Palpebrale Superius Left 14 Infraorbitale Right
4 Palpebrale Superius Right 15 Alare Left
5 Ectocanthus Left 16 Pronasale
6 Pupil Left 17 Alare Right
7 Endocanthion Left 18 Labiale Superius
8 Endocanthion Right 19 Cheilion Left
9 Pupil Right 20 Cheilion Right
10 Ectocanthus Right 21 Labiale Inferius
11 Palpebrale Inferius Left 22 Chin
Table 3.2.: Landmarks used in Figure 3.2(b)
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Landmark Descriptioin Landmark Description
1 Frontotemporale Left 15 Palpebrale Inferius Left
2 Supercilliare Left 16 Palpebrale Inferius Right
3 Supercilliare Right 17 Infraorbitale Left
4 Frontotemporale Right 18 Infraorbitale Right
5 Palpebrale Superius Left 19 Alare Left
6 Palpebrale Superius Right 20 Pronasale
7 Ectocanthus Left 21 Alare Right
8 Pupil Left 22 Subnasale
9 Endocanthion Left 23 Labiale Superius
10 Nasal Root Point Left 24 Cheilion Left
11 Nasal Root Point Right 25 Stomion
12 Endocanthion Right 26 Cheilion Right
13 Pupil Right 27 Labiale Inferius
14 Ectocanthus Right 28 Chin
Table 3.3.: Landmarks used in Figure 3.2(c)
3.2. Optimisation Methods
Using statistical shape modelling to reconstruct a shape model from a 2D image can
be a searching problem in the feature space. In order to generate the shape model
that is close to the target shape model, the parameters of the statistical shape model
need to be adjusted. However, randomly or manually adjusting the parameters will
not achieve accurate reconstructions. To solve this problem, automatic optimisation
algorithms must be applied according to given objective functions.
In a high-dimensional feature space, the parameters of a shape model are considered
the coordinates of a data point which represents the shape model. An optimisation
algorithm starts from an initial point and moves towards the data point which represents
the target shape model. A simple illustration of such an operation in a three-dimensional
space is shown in Figure 3.3. However, when it comes to a high-dimensional feature
space, due to the complexity of the feature space, this process might be very time-
consuming and prone to error.
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Figure 3.3.: Find the highest point in three-dimensional space.
Theoretically, there are many optimisation algorithms that can be used to nd the
optimal approximation point in a feature space. The simplest method is by using an
optimisation grid, which involves sampling, in order, all of the points in the space to
nd an optima. A better approach to carry out the optimisation is to use analytical
techniques. For instance, given an objective function f(x), we can calculate the deriva-
tive of f with respect to each parameter x, then set the derivative to zeros and solve
the equation to nd the x that minimises or maximises the objective function. These
analytical techniques enable us to nd an optima for the objective function, but this
methodology only works when the derivative exists.
3.2.1. Gradient-based Optimisation
A common optimisation technique is the gradient-based algorithm, also known as the
hill-climbing algorithm. It utilises the gradient of the data points with respect to a
number of specied parameters that need to be optimised in an iterative way to search
for the optima of an objective function.
The gradient-based algorithm starts from an initial point, x0, in the feature space
(which can be specied or randomly set) and computes the gradient of the objective
function, Of(x0), at the initial point. It then moves to the next point with a certain step
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size, x1 = x0 + Of(x0), where  is the step size, with respect to the gradient. After
each iteration, the result from the objective function is recorded and compared with
the previous iteration. If the absolute dierence between them is lower than a given
threshold, e.g. 0.1% of the initial objective function result, the process terminates.
Although the gradient-based algorithm is straightforward, it does require the compu-
tation of derivatives and it can also be easily be trapped in local extrema. Usually, the
algorithm will converge, but it may take a very large number of iterations. A substantial
change is often observed in the rst few iterations after which the method is very slow.
Thus the step size needs to be congured for each new problem. Classic gradient-based
algorithms have been criticised for poor adaptability and diculty in practice.
3.2.2. Simulated Annealing Optimisation
The Simulated Annealing (SA) algorithm is a generic meta-heuristic method for global
optimisation problems. It simulates a physical annealing process that perturbs the
solution according to the system temperature in each iteration. The SA algorithm has
been shown to locate an approximation to the global extrema successfully in large scale
searches [84, 24].
In a physical annealing process, liquid metal cools down slowly during which the atoms
move in every direction to form pure regular structures that have good properties. For
a slowly cooling system, the solution has ample time to move in every direction in the
search space to reach a global optimum [41]. During the cooling process, the algorithm
searches the neighbourhood of the current solution to nd a better solution. The values
of the neighbouring solutions are compared with the expected value by a contrast func-
tion and the result is used to choose a new solution. Simulated annealing can be used
with the Metropolis condition to accept potential solutions, thus preventing convergence
to local extrema, which will allow the search space to be explored thoroughly.
Given an initial system temperature T , the basic simulated annealing algorithm can
be described as the following:
1) Select an initial (current) solution s, and calculate its energy (tness), e, using a
given contrast function.
2) Select the neighbour, snew, of s according to e and calculate the energy, enew, of
snew.
3) Compare e with enew, using the Metropolis condition to decide if the new solution
snew is accepted.
4) Decrease system temperature T .
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The above algorithm runs until the system temperature drops lower than the threshold
temperature.
The essence of simulated annealing is "slowly cooling down". This gives the algorithm
ample time to perturb the solution to nd the global optimum. However, this means that
simulated annealing may consume excessive computation time. It is because simulated
annealing can stay for a long time in a local optima causing extensive computation
time, which is why various methods have been proposed to enhance its eectiveness.
Lam and his co-workers [88] have developed a controllable-move-generation method
in which an adaptive parameter increases when the new solution has higher energy.
The acceptance ratio of a new solution is inversely proportional to the energy. The
controllable-move-generation method has been shown to speed up the convergence of
simulated annealing signicantly. Rodriguez-Tello et al. [124] proposed a two-staged
simulated annealing algorithm that uses a combinational neighbourhood function to
help the algorithm "jump out" of local areas quickly. Mahfoud et al. [96] combined
the genetic algorithm in the iterations of simulated annealing with a parallel method in
order to reach the approximative global optimal point quickly.
As we have used the Euclidean distance as the criteria to evaluate a reconstructed
shape model, we will use the following objective function for both the gradient descent
and simulated annealing optimisation methods:
C(f; f 0) =
1
n
nX
i=1
k pi; p0i k (3.1)
where f is a target 3D face model, f 0 is a reconstructed 3D face model that approximates
to f , n is the number of landmarks, and pi and p
0
i are the corresponding points on the
target and the reconstructed face models. k pi; p0i k is the Euclidean distance between
pi and p
0
i.
For each iteration of the optimisation method, we will examine the value of the cost
function C. Once the absolute dierence of values between last iteration and current
iteration is smaller than a certain threshold, the optimisaiton procedure should stop.
That is:
k C 0   C k<  (3.2)
where C and C 0 are values of cost functions of current and last iteration respectively,
and  is a threshold which is set to meet the experiment objective.
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3.2.3. Optimisation Strategy in 3D Face Reconstruction
Theoretically, as a stochastic optimisation method, simulated annealing has good con-
vergence properties that can nd the global optima while avoiding local optima. In
practice however, since the essence of simulated annealing is giving an algorithm enough
time to approximate the optima, its convergence speed is relatively slow [120, 140]. On
the other hand, the gradient descent method is much more ecient in converging to a
stationary point, but lacks the capability to escape from local optima. Thus, by com-
bining these two methods together, we obtain a hybrid global optimisation method that
can eciently locate the global optima.
Let f(X) be a continuous dierentiable function which is used as a contrast function
in optimisation, so that f(X) = min(
XR; XT), where XR is the current solution, XT
is the objective shape model that we want to reconstruct, and kk stands for the sum
of the 2D Euclidean distance between corresponding landmarks on the current shape
model and the objective shape model. The hybrid optimisation method is described as
the following:
1). Select an initial solution, Xi = fx1; x2;    ; xn; rx; ry; rz; xc; xt; xsg, where x1;    ; xn
are n shape parameters that correspond with the n dimensions of shape feature space,
rx; ry; rz are the initial estimated rotation parameters that describe the pose of face
model and xc is the initial estimated distance between the camera and the face model,
xt is the initial translation parameter, and xs is the initial scaling parameter. Set i = 0
and set the initial system temperature, T , to a suitably high value.
2). Evaluate the solution, Xi, denote it as f(Xi). In practice, f(Xi) is a 3D shape
model and in the feature space, f(Xi) is a point.
3). Search for the local optima of f(Xi) in the neighbourhood of Xi by using the
gradient descent method. During the search, gradient descent changes each of the
parameters in turn. The derivative of the 2D Euclidean distance change with respect to
the parameter change is calculated numerically and then used to update the parameter.
That is:
xj = xj     @d
@
(3.3)
where  is a constant set by the user as a step size of parameter update (in our case, it
is 0.1), d is the change of 2D Euclidean distance, and  is a constant which stands for
the change to the parameter. After the search is nished, denote the local optimum as
X^i.
4). Start from X^i, run the simulated annealing method to nd a new solution X^i .
81
5). Set X^i = X^i , set i = i+ 1 and decrease system temperature, T .
6). Check the termination conditions. If they are not satised, then go back to Step
3 and run the algorithm until convergence.
Compared to only using either simulated annealing or gradient descent alone, the
above hybrid method will optimise the objective function better and a more reasonable
computation time. To test the hybrid optimisation algorithm, shape models from the
Binghamton Human Face Database are used as targets. The experiments were carried
out in PCA feature spaces with dierent numbers of dimensions. The results of the opti-
misation methods, in terms of average Euclidean distance and weighted eigen distance,
are listed in Table 3.4, Table 3.5, and Table 3.6.
Gradient Descent (mm)
Number of
dimensions
Overall
shape error
X-
dimensional
shape error
Y-
dimensional
shape error
Z-
dimensional
shape error
Weighted
Eigen-
distance
20 (95.11%) 34.92 8.80 7.11 32.42 3.71
30 (97.11%) 30.81 7.41 7.02 28.53 2.23
41 (98.04%) 29.62 7.21 6.61 27.31 1.44
51 (98.50%) 28.13 6.93 6.23 25.50 1.21
73 (99.01%) 25.31 5.21 6.01 23.02 0.81
Table 3.4.: Shape error after optimisation with gradient descent only.
Simulated Annealing (mm)
Number of
dimensions
Overall
shape error
X-
dimensional
shape error
Y-
dimensional
shape error
Z-
dimensional
shape error
Weighted
Eigen-
distance
20 (95.11%) 39.25 9.74 8.52 32.25 3.61
30 (97.11%) 31.27 8.27 8.02 28.30 2.20
41 (98.04%) 29.52 8.15 7.66 27.39 1.49
51 (98.50%) 28.84 7.47 6.59 26.96 1.16
73 (99.01%) 26.96 6.26 5.83 25.93 0.79
Table 3.5.: Shape error after optimisation with simulated annealing only.
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Gradient Descent and Simulated Annealing (mm)
Number of
dimensions
Overall
shape error
X-
dimensional
shape error
Y-
dimensional
shape error
Z-
dimensional
shape error
Weighted
Eigen-
distance
20 (95.11%) 22.14 8.15 7.57 18.54 2.41
30 (97.11%) 21.24 6.59 6.76 16.09 1.52
41 (98.04%) 21.01 5.65 6.89 16.34 1.05
51 (98.50%) 20.10 5.02 6.25 15.80 0.83
73 (99.01%) 19.37 5.00 5.96 15.55 0.54
Table 3.6.: Shape error after optimisation with a hybrid optimisation scheme combining
simulated annealing and gradient descent.
Based on Table 3.4, 3.5 and 3.6, we plotted Figure 3.4 to illustrate the performance
of the methods.
From the bar chart, it can be clearly seen that the gradient descent method slightly
outperforms simulated annealing method in all cases. At the same time, it is clear
that the hybrid optimisation method is signicantly better than using either of the
optimisation methods alone.
Figure 3.4.: The chart is based on the results of the optimisation methods using sim-
ulated annealing alone. This includes gradient descent alone and using a
hybrid method which combines both methods together.
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Figure 3.5 plots the weighted eigen distance using dierent optimisation methods
across dierent numbers of components. It shows that, as more principal components are
added, the more the weighted eigen distance decreases, which means that the resulting
shape model is closer to the original shape model.
Figure 3.5.: Weighted eigen distance using dierent optimisation methods across dier-
ent number of components.
3.3. Evaluation of Shape Models
In 3D shape reconstruction, evaluation methods are crucial to assessing the quality of a
reconstructed shape model. The simplest way to evaluate a shape model is to examine
it visually. However, although this is a popular way of illustrating the outcome of 3D
model reconstructions, it is not rigorous enough for research.
Usually, a good evaluation method will consistently and intuitively reveal the dier-
ence between the reconstructed shape model and the original shape model. The evalu-
ation of a shape model should be made without any texture information, otherwise the
signicance of the geometry features may be masked.
There are many approaches to quantitatively evaluate a shape model for a specic
research agenda [125, 118]. We will use a number of evaluation criteria to assess the
quality of a reconstructed shape model based on only the shape data. The shape
data includes the 2D landmark Euclidean distance (2D shape error), the 3D landmark
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Euclidean distance (3D shape error) and the eigen distance in feature space. Each of
them will reveal dierent aspects of the quality of the shape model.
3.3.1. 2D Landmark Euclidean Distance
2D landmark Euclidean distance (2D shape error) is used to quantify the reconstruction
accuracy in 2D space. Given a set of landmarks L = fl1; l2;    ; lng in a shape model
and its corresponding points L
0
= fl01; l
0
2;    ; l
0
ng (where li and l
0
i have the same point
index) in a target model, the 2D landmark Euclidean distance is calculated as:
E2D =
Pn
i=1 kli; l
0
ik2D
n
(3.4)
where kli; l0ik2D stands for the 2D Euclidean distance between a pair of landmarks.
Using average 2D shape error reveals the dierence between landmarks on a 3D shape
model and a 2D image or another 3D shape model. It is calculated as:
E2D =
1
N
NX
i=1
Ei (3.5)
where E2D is the average 2D shape error, N is the number of shape models, and Ei (see
Equation 3.4) is 2D Euclidean distance between the ith reconstructed shape model and
its original shape model. In order to reveal the shape model's accuracy independent
from the number of landmarks, we have also used average 2D shape error per point,
which is calculated by dividing E2D by number of landmarks.
3.3.2. 3D Landmark Euclidean Distance
The 3D landmark Euclidean distance (3D shape error) reveals the actual dierence
between the reconstructed shape model and the target shape model, which is often
the ground truth shape model that has been obtained by laser scanning. It directly
indicates how far the reconstructed shape model is away from its target. It is obtained
by comparing the reconstructed shape model with the target shape model using a set
of corresponding points on the surface.
The 3D shape error is calculated as:
E3D =
Pn
i=1 kli   l
0
ik3D
n
(3.6)
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where fl1; l2;    ; lng and fl01; l
0
2;    ; l
0
ng are corresponding points on two shape models,
kli; l0ik3D stands for the 3D Euclidean distance between two points, and n is the number
of landmarks on shape models.
Similar to the average 2D shape error, the average 3D shape error is calculated as:
E3D =
1
N
NX
i=1
Ei (3.7)
where E3D is the average 3D shape error, N is the number of shape models, and Ei
(see equation 3.6) is 3D Euclidean distance between the ith reconstructed shape model
and its original shape model. The same as average 2D shape error per point, average
2D shape error per point is calculated by dividing E3D by number of landmarks.
3.3.3. Weighted Eigen-distance in Search Space
In the feature space which is built by component analysis algorithms, a shape model
can be considered as a data point in high-dimensional space while the shape parameters
of the shape model are considered as the coordinates in the corresponding dimensions.
The optimisation operation starts from an initial point and moves towards the target
data point. Consequently, the optimisation process may not lead the model to stop at
the exact target data point, but at an approximate position within the neighbourhood
area of the target data point. Theoretically, the distance between the optimised and
target data point in the high-dimensional space can be used as a criteria to assess the
performance of reconstruction. When the distance between data points is calculated in
the orthogonal eigenvector feature space, it is called eigen-distance.
Given an n dimensional feature space, a vector of shape parameters, P r = fpr1; pr2;    ; prng,
of the reconstructed shape model f r and the vector of shape parameters P t = fpt1; pt2;    ; ptng
of the target shape model ft, the eigen-distance is calculated as:
E(f r; f t) =
pPn
i=1(p
r
i   pti)2
n
(3.8)
However, in practical terms, the eigen-distance cannot be used to determine the per-
formance of the reconstruction. This is because a low eigen-distance cannot guarantee a
successful reconstruction. To overcome this, the parameters should be weighted accord-
ing to their inuence upon the shape variation. The weighted eigen-distance is given
as:
E(f r; f t) =
pPn
i=1wi(p
r
i   pti)2
n
(3.9)
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and:
wi =
iPn
i=1 i
(3.10)
where i is the eigenvalue of ith principal component.
To examine whether a reconstruction is successful, we can use a threshold, di, on
the distance between reconstructed shape model and the target shape model. This
threshold can be an eigen-distance in an orthogonal feature space (e.g. PCA feature
space) or Euclidean distance in a non-orthogonal feature space(e.g. ICA feature space),
proportional to the distance between the target model and the reconstructed model.
Then any reconstructed shape model with a distance value lower than the threshold is
considered as successful.
Having calculated whether the above is a success or not for one shape model, this is
repeated for N shape models. So the shape model reconstruction success rate can be
calculated as the following:
R =
S
N
(3.11)
where S is the number of successfully reconstructed shape models.
It is obvious that the success rate of reconstruction relies on the acquisition of the
original shape models from laser scanners. For some of the practical cases where the
original shape models are unavailable, it cannot be used to reveal the performance of
the reconstruction.
3.3.4. Cross-Validation Strategy
Cross-validation is usually used in predictive applications that are computationally ex-
pensive where exhaustive testing is infeasible. Cross-validation is an iterative process
that reduces variability. In each iteration, the algorithm partitions the data set into
subsets. One subset is held out and used for testing, while the others are used as a
training data set. The algorithm measures the accuracy of the testing data set on the
model built by the training data. The process is then repeated using a dierent testing
data set.
N -fold cross-validation separates the whole data set into N equal subsets and main-
tains this grouping during the computation. The cross-validation algorithm uses each
subset in turn as the testing data set and the other N   1 subsets are all used in the
training data set. The N results from the validations are then averaged to provide the
estimation of the model's accuracy and its variance.
In this research, we will use the leave-one-out cross-validation method, where N = 1,
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to evaluate the performance of the human face shape model reconstruction. The details
and results are discussed in Section 3.7.
3.4. The Number of Components
As we discussed in the last chapter, a number of methods are used to decide the num-
ber of retained components in component analysis. These methods have been widely
discussed in many papers [101, 74, 12, 85, 38, 114]. The importance of each component
in representation and reconstruction varies widely and so nding an appropriate cut-o
point is crucial, particularly in reconstruction tasks with statistical models.
When carrying out a reconstruction task, the rst step is usually to trim the feature
space to exclude all the noise. Ideally, a good cut-o point will retain all the compo-
nents that represent real data variation and discard the subsequent components which
represent the noise. However, in many situations, there is a lack of apriori knowledge of
the properties of the source data, thus we cannot easily decide how to trim the feature
space. In the last chapter, possible methods to make such a decision have been discussed
and in this section, they will be tested with real world data.
The stopping rules have been well developed and explored to help choose the dimen-
sionality of a PCA feature space. However, the same investigation for an ICA feature
space has not been thoroughly carried out, therefore in this section, we are primarily
concerned with the choice of dimensionality for an ICA feature space.
3.4.1. Optimal Dimensionality for PCA
We have used 3D human face shape models from the Binghamton Human Face Database
as training samples. Each of the 3D face shape models have 5,090 3D points and by
concatenating their coordinates, we have formed a 1  15; 270 vector. PCA is rstly
applied to analyse a data matrix whose columns are vectors that represent the 3D
shape models. It results in an n  15; 270 matrix whose rows are the rst n principal
components. In practice, the last principal component is removed from the results.
Based on these training samples and principal components, the following stopping rules
need to be tested:
 Threshold on total variance
 Cumulative percentage of residual variance
 Scree test for linearity
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 Kaiser-Guttman rule
 PRESS test for retained modes
3.4.2. Experimental Results
 Threshold on Total Variance
The rst tested method is the threshold on total variance method, which is very popular
in statistical analysis. To evaluate the performance of this method, we have used 50,
100, 150 and 200 3D shape models as training data sets. With 95% of the total variance
as the threshold, the suggested cut-o points are shown in Figure 3.6.
Figure 3.6 has shown that the suggested number of retained components increases as
more shape models are included. This is because we don't know the exact number of the
latent components in the training data set. As the number of components approaches the
number of the latent components, they tend to reveal the data structure. However, once
above the number of the latent components, PCA tends to generate noise components
or the components that repeat the same information that has already been retained.
Figure 3.6.: The results of the threshold of total variance rule
 Threshold on Cumulative Residual
A threshold on cumulative residual is similar to a threshold on total variance, with the
same limit of 95% total information retained. The suggested cut-o points are listed in
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Table 3.7.
Number of samples 50 100 150 200 250
Number of retained components 40 67 93 112 130
Number of samples 300 350 400 450 500
Number of retained components 137 156 172 182 200
Table 3.7.: Number of components to retain with the threshold on cumulative residual
method
Compared with the threshold on total variance, it can be seen that the suggested
number of retained components using a threshold on cumulative residual grows much
faster as more samples are included. This implies that the threshold on cumulative
residual is highly dependent on the sample size.
 Scree Test
A popular method to decide the number of retained components is the scree test (see
description in Section 2.3.2). However, measurements based on the scree plot have been
criticised in that the cut-o point is modied subjectively to match the researcher's
agenda, and is not the objective.
As discussed in the previous chapter, all components that represent noise are assumed
to have equal eigenvalues in a scree plot. Therefore, a chi-square test or linear trend
has to be performed to nd the cut-o point.
H0 : 
2
i =
iX
j=1
[vj+1   (+ vj)]2
(+ vj)2
 2(i  1); i  n (3.12)
where n is the total number of components, i indicates the number of retained compo-
nents, and vj is the eigenvalue along the jth component. If H0 is accepted, we can carry
on with the test, otherwise we nd the ideal cut-o point. In other words, the rejection
of the null hypothesis implies that the linear trend is invalid. In practice, the chi-square
test starts from the components with smallest eigenvalues and the signicance is 0.05.
The chi-square test on the linear trend has been carried out with 10 randomly picked
sample groups that vary in size. The results are listed in Table 3.8.
 Kaiser-Guttman Rule
The Kaiser-Guttman rule (K-G rule) has also been tested with 3D face models. The
principal of the K-G rule is to set a threshold on the eigenvalues of the components.
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Number of samples 50 100 150 200 250
Number of retained components 12 31 72 94 129
Number of samples 300 350 400 450 500
Number of retained components 139 161 193 217 255
Table 3.8.: Number of components to retain with the chi-square test of linear trend.
Any components with eigenvalues lower than the threshold will be discarded.
In the original K-G rule, the threshold was set to 1. However, there were researchers
who have claimed that this was not appropriate in practical situations, and have sub-
sequently brought in other ways to dene the K-G threshold [49, 77]. We have tested a
few threshold values to see if the cut-o point could be stable at a certain level.
We have used an adaptive threshold to choose the cut-o point, whose value is the
sum of the total variance multiplied by a small constant. The results are listed in Table
3.9.
``````````````Threshold
Sample size
50 100 150 200 250
0.0005 37 41 41 45 44
0,001 29 33 33 34 32
0.002 22 23 24 25 25
0.005 16 15 16 16 16
0.01 11 11 10 11 10
0,05 8 8 8 8 8
``````````````Threshold
Sample size
300 350 400 450 500
0.0005 45 43 45 45 45
0.001 33 31 34 34 33
0.002 24 25 26 25 25
0.005 16 15 17 16 15
0.01 11 10 11 11 11
0.05 8 8 8 8 8
Table 3.9.: Number of components to retain with Kaiser-Guttman rule.
From Table 3.9 we can see that there is no relationship between the number of compo-
nents retained and the number of samples in the data set. However, there is an intuitive
relationship between the threshold and the number of retained components.
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 Approximative PRESS Test
The Predicted Residual Sum of Squares (PRESS) is a method used to measure the
goodness-of-t of a model to a set of observations. Here, to test the importance of
each principal component to the whole, we have used an approximate PRESS method.
The approximate PRESS removed each principal component from the feature space and
used the rest of the feature space to estimate the observations. The sum of squares of
the dierence between the actual observations and the predicted observations were used
as measurements. The larger the PRESS value, the more important its corresponding
component.
In order to keep the computation time to a reasonable level, we used the rst 100 prin-
cipal components. The experiment was carried out using the gradient descent method
with the shape models from the Binghamton Human Face Database. The following plot
(Figure 3.7) illustrates the PRESS values of the principal components.
Figure 3.7.: The plot of PRESS values of principal components.
By sorting the resulting PRESS values in descending order, we can see that using
the approximate PRESS values has the same problem as scree testing, that the cut o
point is hard to choose with an invariant criteria, thus they are made subjectively. In
Figure 3.8, the potential cut o points are marked with red diamonds.
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Figure 3.8.: The PRESS values of rst 100 principal components.
 Conclusion
We have used the feature spaces determined by the above rules to carry out the recon-
struction task. As we can see from the results above, some of the methods, such as
the threshold on total variance and threshold on cumulative residual, retain too many
components as the number of samples increases. In this case, we have to restrict the
number of components in order to avoid over-tting problems.
We have applied K-G and PRESS rules to the whole population of 1,350 shapes and
have recorded the resulting number of principal components that were below 100 as they
were within a reasonable computation time. In the experiment, we have used faces from
the Binghamton database as the input data of PCA and have tried to retain dierent
number of components for the retained feature spaces by using K-G and PRESS rules.
Based on these retained feature spaces, we carried out reconstruction using the hybrid
optimisation method which is introduced in Section 3.7, the results are listed in Table
3.10.
In practice, by evaluating 3D shape error per point, we have found that the following
number of principal components achieved better performance in their neighbour range.
The numbers after K-G and PRESS in Table 3.10 are 3D shape errors at each point,
namely the sum of the 3D shape error divided by number of points. The unit used is
written in millimetres.
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Number of PCs 20 30 41 51 73
K-G 1.83 (mm) 1.66(mm) 1.60(mm) 1.57(mm) 1.48(mm)
PRESS 1.88 (mm) 1.63(mm) 1.55(mm) 1.53(mm) 1.42(mm)
Cumulative variance 89.71% 91.25% 92.54% 93.68% 94.87%
Table 3.10.: Number of components that have the best performance in their neighbour-
hood.
3.4.3. Ordering of Independent Components
Similar to PCA, when the sample size exceeds the actual number of underlying sources,
ICA will generate some independent components that represent noise. Unlike PCA,
ICA gives all the independent components the same weight. In other words, ICA does
not determine the importance of components. There are no simple decision rules for the
ICA feature space equivalent to those based on eigenvalues in PCA. In this section, we
will discuss methods of ordering the independent components based on their property
of non-Gaussianity and dene cut-o points based on these ranking methods.
 Normality Test
As ICA can provide the maximised non-Gaussianity to sample projections on the compo-
nents, we can have a criteria to rank the components by evaluating the non-Gaussianity
of the sample projections on each independent component.
To evaluate the normality of the sample projections, we have used a Jarque-Bera test
[76] as it can test the goodness-of-t of the skewness and kurtosis of a given sample data
and match them to the corresponding parts in a normal distribution. Its null hypothesis
is:
H0: The sample projections are from a normally distributed population.
The Jarque-Bera test yields a p-value which indicates whether the sample projections
are inconsistent with the assumption that the null hypothesis is true. If the p-value is
equal to or smaller than the signicance level of 95% (0.05), then the hypothesis must
be rejected, meaning that the sample projections are not from a normally distributed
population.
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Sample size 50 100 150 200 250
Retained Space 21 41 79 100 118
Sample size 300 350 400 450 500
Retained Space 152 173 183 247 261
Table 3.11.: Number of retained components suggested by Jarque-Bear Test.
 Feature Locality
As ICA follows the principle of minimum mutual information and ensures indepen-
dence, it produces a by-product which is feature locality. The feature locality of an
independent component depicts the level to which the extracted features are localised
and concentrated. As the denition of ICA suggests, the better an independent com-
ponent is extracted, the larger its feature locality. Thus feature locality can be used to
measure the importance of independent components, thereby ordering them. Table 3.12
illustrates the ordered, rst 5 independent components and their corresponding feature
locality values based on 1,350 shapes from the Binghamton 3D Human Face Database.
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Order ICs
Feature
Locality
1 26.79
2 25.77
3 21.64
4 20.31
5 16.12
Table 3.12.: Independent components can be ordered by the feature locality.
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The feature localities for independent components have been calculated based on var-
ious training data set sizes. The feature localities of the components are rst normalised
and the threshold of feature locality is set to 0:10. Any component with the feature
locality lower than that is discarded. The suggested numbers of retained components
are listed in Table 3.13.
Sample size 50 100 150 200 250
Retained Components 18 37 72 104 123
Sample size 300 350 400 450 500
Retained Components 148 177 186 243 268
Table 3.13.: Numbers of retained components suggested by feature locality.
 Conclusion
We have shown dierent methods to help order independent components. However, the
performance of these methods in reconstruction tasks remains unknown. As such, in
this section, we have used 1,350 shape models from the Binghamton 3D Human Face
Database as the input data of ICA and carried out the above methods to retain dierent
numbers of components as retained feature spaces. Based on these retained feature
spaces, we have carried out reconstruction using the same hybrid shape reconstruction
method in Section 3.7. The results are listed in Table 3.14.
Table 3.14 lists out the number of retained independent components. The numbers
after the method names are the 3D shape errors per point, namely the sum of the 3D
shape errors divided by number of points. The unit used is written in millimetres. In
practice, since PCA is usually used as a pre-process method prior to ICA, we took
the same number of retained independent components as the principal components in
Section 3.4.2.
Number of components 20 30 41 51 73
Normality test 1.93(mm) 1.86(mm) 1.83 (mm) 1.78(mm) 1.73(mm)
Feature locality 1.88(mm) 1.81(mm) 1.75 (mm) 1.73(mm) 1.68(mm)
Table 3.14.: Number of retained independent components.
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3.5. Coordinate Transformation
Since the reconstruction process takes place in the feature spaces built by principal
components and independent components in succession, the coordinates of the data
point which corresponds to the current solution must be transformed from one axis
system to another axis system. In other words, they must be transformed from the
orthogonal feature space built by principal components to the non-orthogonal feature
space built by independent components and vice versa.
Given an orthogonal space, S1, and a data point in S1, we can get its corresponding
point, p
0
, in non-orthogonal space, S2, as:
p S1 = p0  S2 ) p0 = S02(p S1) 1 (3.13)
where (p S1) 1 stands for the inverse of (p S1).
The transformation in Equation 3.13 also works when transforming a data point from
a non-orthogonal space to an orthogonal space.
3.6. Landmark Alignment
Landmark alignment is an important pre-processing step of shape reconstruction. The
objective of landmark alignment is to align the pose of the shape model to the 2D
image, thereby minimising the Euclidean distance between corresponding landmarks on
2D image and 3D shape model. The reason for the mis-alignment of a shape model to
the 2D image could be due to ill pose such as translation, rotation and scaling.
The 2D target image is a frontal image of the objective face in which we want to
recover its geometry information. In order to achieve an accurate reconstructed 3D
shape model, a good quality 2D target image is required. The target image should be
evenly illuminated, with no signicant blur and be in a frontal pose. A few samples of
2D target image are shown in Figure 3.9
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Figure 3.9.: Examples of 2D target images. The facial features are clearly visible in
these images.
As Figure 3.10 shows, the coordinates of the landmarks on a generic shape model
(which is usually the average shape model of the database) is extracted and mean-
centred, and the same is done for the manually marked landmarks on the input image.
The criteria for adjusting the pose of the shape model is based on the 2D Euclidean
distance between the corresponding landmarks on the shape model and in the target
image, so the objective function is the same as Equation 3.4. The gradient descent
algorithm is applied to carry out the alignment and parameters pt; pr; ps of the shape
model is optimised, where pt is the parameter for translation, pr is the parameter for
rotation,and ps is the parameter for scaling. The details of the alignment are as follows:
 Initial values for the parameters are set, which usually equal to 0. A threshold on
the total 2D Euclidean distance between landmarks on the shape model and input image
is set. E.g. 10% of the initial 2D Euclidean distance, namely once the 2D Euclidean
distance is lower than 10% of the initial value, the alignment is considered nished,
 Using gradient descent algorithm to nd optimal values for the parameters, then
adjust the pose of the generic shape model accordingly.
 Calculate the 2D Euclidean distance between the landmarks on the adjusted shape
model and the input image. If the value is lower than the threshold, then terminate the
alignment, otherwise repeat the last step.
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Figure 3.10.: Alignment of shape model and target image.
3.7. 3D Face Reconstruction Using Statistical Feature
Spaces
The basic process of generic shape model reconstruction is illustrated in Figure 3.11.
It can be separated into two stages: feature pooling and shape optimisation. The
reconstruction starts with the extraction of latent features from the training data. The
extracted features are normalised and then used as axes of a high-dimensional feature
space which is the search space for the subsequent stage.
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Figure 3.11.: Flow chart of basic shape model reconstruction with statistical analysis
A 2D face image which gives a clear frontal view of the target human face is used as
the input image. Alignment will be rst carried out with the target image and a generic
shape model in order to adjust the pose of the generic shape model. Then the generic
shape model, which can be considered as the starting point of shape optimisation in the
high-dimensional feature space, is projected onto the search space. Then the generic
shape model is optimised in the search space to approach the point which stands for
the target shape model.
After the optimisation, the algorithm gives an approximate shape model which is
similar to the target shape model. Sometimes, in order to improve the appearance of
the reconstruction results, the reconstructed shape model will be texture-mapped.
The aforementioned process is a generic framework of shape reconstruction from a
single frontal face image. By using dierent combinations of optimisation algorithms
and error functions, the resulting shape error may be quite dierent. In the following
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sections, we will illustrate dierent reconstruction approaches and their results.
3.7.1. Using Landmarks in Face Reconstruction
In Tables 3.1, 3.2 and 3.3, we have listed 3 sets of facial anatomical landmarks that can
be used in shape reconstruction tasks. Each of them contains a number of landmarks
which label the most signicant points on the human face. According to our experience
from previous experiments, using a dierent set of landmark that consists of a dierent
number of points will certainly give a dierent reconstruction accuracy. In order to
achieve high accuracy, we must choose the optimal landmark set.
Based on our earlier experiments, we took the hybrid optimisation algorithm which
combines gradient descent and simulated annealing as the selected optimisation method.
Using this hybrid optimisation method, we have tested 3 sets of landmarks in Tables
3.1, 3.2 and 3.3. We used sample shape models from the Binghamton 3D Human Face
Database, and ran the reconstruction using the hybrid optimisation method in the PCA
feature space. The average 2D shape errors and 3D shape errors were calculated by
dividing the average 2D/3D shape error by the number of landmark points. The results
are listed in Tables 3.15, 3.16 and 3.17. From the tables, we can see that the 2D shape
error per landmark is fairly small and reduces slightly as the number of components
increase. The 3D shape error per landmark has a similar performance, however, the
value of the 3D shape error per landmark is larger than 2D shape errors.
14 Landmarks
2D Shape Error Per
Point (mm)
3D Shape Error Per
Point (mm)
20 Modes 0.89 1.74
30 Modes 0.88 1.69
41 Modes 0.79 1.59
51 Modes 0.76 1.52
73 Modes 0.70 1.40
Table 3.15.: Average shape errors using 14 landmark points.
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22 Landmarks
2D Shape Error Per
Point (mm)
3D Shape Error Per
Point (mm)
20 Modes 1.03 1.87
30 Modes 0.94 1.81
41 Modes 0.88 1.72
51 Modes 0.81 1.65
73 Modes 0.75 1.55
Table 3.16.: Average shape errors using 22 landmark points.
28 Landmarks
2D Shape Error Per
Point (mm)
3D Shape Error Per
Point (mm)
20 Modes 1.20 1.85
30 Modes 1.12 1.69
41 Modes 1.07 1.62
51 Modes 1.03 1.58
73 Modes 0.97 1.51
Table 3.17.: Average shape errors using 28 landmark points.
From the above tables, we can see that, using a specic number of components as the
feature space, most 2D and 3D shape errors increase slightly as the number of landmark
points increase. Since there is little dierence in the three sets of results, we chose to
use the smallest set, namely the set of 14 landmarks.
3.7.2. Reconstruction in PCA Feature Space
In this section, we have used the PCA feature space to reconstruct the shape model
that corresponds to the input image.
Let the sample data matrix, M , be an m  n matrix that contains m samples and
each has n variables. We mean-center the matrix M by forming an n 1 mean vector:
m = m1; m2; : : : ; mn (3.14)
where mi is the mean value of the ith variable. Then we subtract the vector m from
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each row of matrix M .
The next step of calculating the PCA feature space is to calculate the covariance
matrix from the mean-centred data matrix:
 =
1
m  1M
TM (3.15)
where the dimensionality of  is n n.
The eigenvectors of  are calculated using Equations 2.1 and 2.2 and they are also
known as principal components. They are ordered by the corresponding eigenvalues
and are used as the axes of the resulting PCA feature space.
The resulting principal components, fi, which have a dimensionality of 1n, composes
the feature space, F = ff1; f2; :::; fng. The reconstructed shape model is given a starting
point of f0; 0; :::; 0g in the feature space. Then using the hybrid optimisation method
described in Section 3.2.3, we can calculate the approximate reconstructed shape model
of the face from the input 2D image. The sum of the 2D Euclidean distance (2D shape
error) between corresponding landmarks on the reconstructed shape model and the
target shape model is used as the criteria to stop the optimisation process. Once the
sum of the 2D Euclidean distance is under the threshold, the optimisation process stops.
The resulting reconstructed shape model has coordinates, x1; x2; :::; xn, in the feature
space and is described by the following equation:
R =
nX
i=1
xiifi + f (3.16)
where R is the resulting model, f is the average shape model, i is the standard deviation
of the ith principal component, and n is the dimensionality of the PCA feature space.
Using PCA feature space as the search space for shape model reconstruction has the
following advantages: (1) Since the shape parameters are multiplied by corresponding
standard deviations and the step size of the search is big, the reconstruction quickly
converges to the target data point. (2) The feature components are ranked in descending
order of eigenvalues, hence the searching process can be constrained in a space that
only includes major features, and so the eciency is enhanced. (3) It is easy to exclude
noise features by removing the lower ordered basis vectors, which may also increase the
convergence rate and accuracy.
Although the PCA feature space performs well in practical applications, as we have
described in Section 2.6, it does have its disadvantages such as low accuracy, the features
not being localised and useful features being mistakenly excluded from the search space.
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In order to examine the performance of reconstruction in PCA feature space, we have
carried out some experiments in varying dimensional feature spaces. The results were
then compared with the results from reconstruction using other feature spaces.
The experiments were carried out using the leave-one-out strategy across 1,350 shape
models from the Binghamton 3D Human Face Database. There were dierent numbers
of dimensions selected to reveal the eect of the dimensionality on reconstruction accu-
racy. We compared the reconstructed shape models with their corresponding original
shape models, calculated the 2D and 3D shape error on the landmarks and calculated
the reconstruction rate in 2D and 3D space. The results are listed in Table 3.18.
20 modes 30 modes 41 modes 51 modes 73 modes
Average Start
2D shape error
(mm)
54.37 54.37 54.37 54.37 54.37
Average Re-
constructed
2D shape error
(mm)
12.62 11.46 10.13 9.84 9.57
Average Start
3D landmark
error (mm)
65.09 65.09 65.09 65.09 65.09
Average Re-
constructed 3D
landmark error
(mm)
33.83 31.91 29.24 27.82 26.08
Average Recon-
struction success
rate
69.23% 71.74% 73.83% 75.67% 79.69%
2D Shape Error
Reduction Rate
76.79% 78.91% 81.37% 81.91% 82.40%
3D Shape Error
Reduction Rate
48.02% 50.97% 55.07% 57.26% 59.93%
Table 3.18.: Reconstruction in the PCA feature space with dierent feature spaces. The
optimisation method is the hybrid scheme of simulated annealing and gra-
dient descent. The results are average values over the population.
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In Table 3.18, the 2D shape error and 3D shape error decreases as the dimensionality
of the feature space increases. However, although the majority of the information con-
tained in the training data set have been used, for instance, 99.01% of the information
have been used when the dimensionality is 73, the accuracy is not satisfactory in terms
of Euclidean distance. Although the 2D shape error has been reduced signicantly from
the initial error value and the accuracy is higher than 80%, the 3D shape error remains
high and the 3D accuracy is lower than 60%.
3.7.3. Reconstruction in ICA Feature Space
In this section, we will investigate the task of shape reconstruction in the ICA feature
space. The reconstruction process in the ICA feature space is similar to the PCA feature
space.
There are many advantages associated when using independent components to build
the feature space. Firstly, since the independent components are estimated with max-
imal independence, the features are thoroughly separated. Given well trimmed data,
ICA always achieves better results than using PCA [100]. Secondly, since the indepen-
dent components have good feature locality, there is little overlapping of features. In
this case, the eciency using ICA in reconstruction is better than PCA.
However, using ICA also has inherent drawbacks. Due to the nature of ICA, the
estimated independent components are not ordered, or in other words, the independent
components are equally weighted. Therefore, to identify the most useful independent
components among the population is a dicult task. In addition, since the ICA feature
space has a small search resolution, the computational time can be much longer than
using PCA feature space.
Given the above advantages and disadvantages of ICA, we have carried out the recon-
struction experiment in the ICA feature space using the same numbers of components
as in Section 3.7.2. This is because we are using FastICA and in FastICA, PCA is ran
before ICA to reduce the computational load. The procedure of reconstruction in ICA
feature space is similar to the reconstruction in PCA feature space, which was described
in Section 3.7.2. The only dierence is that the feature space is built by independent
components (see Section 2.5.1 to nd the details of FastICA). The results are listed in
Table 3.19.
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20 modes 30 modes 41 modes 51 modes 73 modes
Average Start
2D shape error
(mm)
54.37 54.37 54.37 54.37 54.37
Average Re-
constructed
2D shape error
(mm)
10.00 9.53 8.88 8.15 7.69
Average Start
3D landmark
error (mm)
65.09 65.09 65.09 65.09 65.09
Average Re-
constructed 3D
landmark error
(mm)
29.29 28.14 27.74 26.25 23.85
Average Recon-
struction success
rate
72.51% 73.93% 76.18% 78.10% 81.27%
2D Shape Error
Reduction Rate
81.60% 82.48% 83.66% 85.01% 85.86%
3D Shape Error
Reduction Rate
55.01% 56.77% 57.39% 59.67% 63.36%
Table 3.19.: Reconstruction in the ICA feature space with dierent feature spaces. The
optimisation method is the hybrid scheme of simulated annealing and gra-
dient descent. The results are average values over the population.
In Table 3.19, we can see that the reconstruction in the ICA feature space has the
same trend as in the PCA feature space, that is, the shape error decreases as the amount
of information increases. Comparing the results of reconstruction in the ICA feature
space with the ones from using PCA feature space, we nd that the ICA feature space
always has better performance in both 2D and 3D shape recovery.
Although the ICA feature space has better performance in shape reconstruction than
the PCA feature space, the accuracy is still not satisfactory in terms of Euclidean
distance. This is due to the inherent nature of the optimisation method. Namely, the
optimisation method uses a contrast function based on 2D shape error to search for an
107
optimal 3D shape model.
We plotted the change of 2D and 3D shape error of a shape model during its optimi-
sation process in the ICA feature space in Figure 3.12. The blue curve illustrates the
3D shape error, while the red one stands for the 2D shape error. It clearly shows that
the 3D shape error has the same trend as the 2D shape error and in most of the subtle
shifts, 3D shape error decreases as 2D shape error reduces. This phenomenon allows
us to surmise that if we can reduce 2D shape error to a lower level, the 3D shape error
may also decrease, thereby, achieving better reconstruction accuracy.
Figure 3.12.: A plot which reveals the shift of 2D and 3D shape error during the opti-
misation process of a sample shape model.
3.7.4. Reconstruction in the Hybrid Feature Space
Figure 3.13 illustrates the proposed hybrid shape reconstruction algorithm. The name
of the algorithm comes from the hybrid feature space used by the reconstruction process.
The algorithm can be divided into a training stage and a reconstruction stage.
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Figure 3.13.: The reconstruction algorithm using hybrid feature space built by PCA and
ICA.
In the training stage, the shape models from the Binghamton 3D Human Face Database
that contains 5; 090 3D points each are presented as a 5; 090  3 matrices. The matri-
ces are then reshaped into 15; 270  1 vectors and these vectors are pulled together to
form a 15; 270 n training data matrix, where n is the number of shape models in the
database. The training data matrix is then passed to the PCA algorithm and a PCA
feature space is generated as described in Section 2.1.2. The full PCA feature space is
described by a 15; 270 n matrix which contains n principal components. A subspace
of the PCA feature space is retained and it contains the rst m principal components.
The subspace of the PCA feature space is described by a 15; 270m matrix.
At the same time, the training data matrix is also passed to ICA and an ICA feature
space is generated which is presented as a 15; 270 n matrix containing n independent
components. These independent components are ordered by feature locality (as intro-
duced in Section 2.6.4) and the number of retained independent components are the
same as the principal components. By now, the training stage is nished, and a PCA
feature space and an ICA feature space are generated. This is now ready to be used in
the reconstruction stage.
An initial shape parameter vector fx1; x2; :::; xmg is generated as the start point,
where xi = 0. According to Equation 3.16, the start point stands for the average shape
model of the database, namely the reconstructed shape model is initially equal to the
average shape model. Then we repeat the hybrid optimisation strategy (see Section
3.2.3) until the 2D Euclidean distance is smaller than a given threshold. During the
hybrid optimisation, the parameters are optimised and used to produce an intermediate
shape model.
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The intermediate shape model is calculated as the following
f = f +
mX
i=1
x0ii (3.17)
where f is the average 3D shape model, i is the ith principal component and x
0
i is the
ith shape parameter in PCA feature space. Note that x0i can be broken down to the
multiplication of a constant and standard deviation of the corresponding component.
According to Equation 3.13, we project the intermediate shape model into the ICA
feature space. Then we start the reconstruction in the ICA feature space to nd an
optimal point which is closer to the target shape model than the intermediate shape
model. The resulting shape model is called the nal shape model, which is presented
as:
f = f +
mX
i=1
x00i i (3.18)
where i is the ith independent component and x
00
i is the ith shape parameter after
reconstruction in the ICA feature space.
We tested the performance of the hybrid shape reconstruction algorithm using the
Binghamton 3D Human Face Database. The shape models were separated into a train-
ing group which contained 1,200 shape models and a test group which contains 150
shape models. The training group was used to build the PCA and ICA feature space
and the shape models in test group were used as target models. The results are listed
in Table 3.20.
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20 modes 30 modes 41 modes 51 modes 73 modes
Average Start
2D shape error
(mm)
54.37 54.37 54.37 54.37 54.37
Average 2D
shape error after
PCA (mm)
9.00 6.89 6.00 5.88 5.45
Average 2D
shape error after
ICA (mm)
8.11 4.38 4.31 4.03 3.83
Average Start
3D shape error
(mm)
65.09 65.09 65.09 65.09 65.09
Average 3D
shape error after
PCA (mm)
33.07 32.64 30.73 29.69 29.04
Average 3D
shape error after
ICA (mm)
27.36 26.15 25.30 24.73 24.25
Average Recon-
struction success
rate
74.01% 75.89% 77.26% 79.03% 80.17%
2D Shape Error
Reduction Rate
85.09% 91.95% 92.08% 92.59% 92.96%
3D Shape Error
Reduction Rate
57.97% 59.83% 61.13% 62.01% 62.74%
Table 3.20.: Reconstruction using a hybrid feature space with ICA and PCA. The opti-
misation method is the hybrid method of simulated annealing and gradient
descent. The results are average values over the population of test samples.
Compared with Table 3.18 and Table 3.19, we found that the reconstruction using
the hybrid feature space has improved the overall accuracy for all the dimensionalities.
The average 2D and 3D shape errors show that the 2D shape errors were signicantly
reduced while the 3D shape errors were slightly reduced. The reconstruction success
rates and error reduction rates for 2D and 3D shape error were generally improved as
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well.
3.8. Discussion and Conclusion
We have plotted the average 2D and 3D shape errors of the shape reconstruction algo-
rithms in the dierent feature spaces in Figure 3.14 and Figure 3.15. In these gures,
we have found that the overall 2D shape errors have been signicantly reduced in the
hybrid feature space compared to a single feature space, while the 3D shape error in the
hybrid feature space was slightly improved. However, although the 2D and 3D shape
error has been improved in the hybrid feature space, the standard deviations of the re-
sults have not been signicantly improved, which suggests that the shape reconstruction
in the hybrid feature space is not robust enough and in some cases the reconstructed
shape model may be very dierent from the original shape.
Figure 3.14.: Average 2D shape errors after reconstruction in dierent feature spaces.
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Figure 3.15.: Average 3D shape errors after reconstruction in dierent feature spaces.
Figure 3.16 illustrates an example of reconstruction failure from the shape reconstruc-
tion algorithm, which reveals the drawbacks of this method. This example is based on
object M0027 in the Binghamton 3D Human Face Database. From the images of the
original shape model and the reconstructed shape model, we nd that the coordinates
of the landmarks are very close. However, the overall reconstructed shape model is
very dierent from the original shape model. It implies that the shape reconstruction
algorithm has done the reconstruction very well at 2D level, but has a poor performance
at 3D level. The information from the input image mainly inuences the shape recon-
struction algorithm to converge to the original shape model at the 2D level, whereas
the 3D level shape reconstruction is less informed.
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Figure 3.16.: An example of failure of the shape reconstruction algorithm.
Figure 3.17(a) plotted the average shape errors per landmark of the reconstructed
shape. It shows that the 3D shape errors of the landmarks become very large. Figure
3.17(b) illustrates the example failure in detail, where the silver shape model is the scan
shape model and the red shape model is the reconstructed shape model. These two
shape models are aligned and overlapped, the opacity of the reconstructed shape model
is reduced to reveal the 3D shape dierence. The landmarks in the reconstructed shape
model and the original shape model almost overlap, but the rest of the shape model is
greatly dierent.
(a) The bar chart of 3D shape errors of individual land-
marks
(b) Overlap of reconstructed
shape model and scan shape
model
Figure 3.17.: An example of the shape reconstruction failure using hybrid feature space.
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The results in Table 3.20 and Figure 3.17(a) imply that, with only 2D information
from the input image, the shape reconstruction algorithm can only achieve an optimal
solution which minimises the 2D shape error, but the 3D shape error remains large. In
other words, simply using a hybrid feature space cannot guarantee a reconstruction of
a highly accurate shape model from an input 2D image.
On the other hand, in Table 3.21, the X-, Y- and Z-dimensional shape errors are listed
by a dierent number of feature components. They are plotted in Figure 3.18. The X-
dimensional shape errors are illustrated in blue bars in Figure 3.18, Y-dimensional shape
errors are illustrated in green bars and Z-dimensional shape errors are demonstrated in
red bars. It can be seen that the Z-dimensional shape errors are the most signicant
in Figure 3.18. In numerical terms, the Z-dimensional shape errors generally take more
than 80% of the overall shape error.
X-dimension Y-dimension Z-dimension
20 Modes 5.70 4.60 23.45
30 Modes 4.93 4.37 22.15
41 Modes 4.01 4.18 20.99
51 Modes 3.70 4.26 20.00
73 Modes 3.39 4.04 19.48
Table 3.21.: X-, Y- and Z-dimensional shape error after reconstruction in hybrid feature
space.
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Figure 3.18.: The X-, Y- and Z-dimensional shape errors.
The reason for such poor performance is that the shape reconstruction algorithm is
supervised by only the 2D shape information of landmarks from the input image. The
reconstruction algorithm only searches for a solution that minimises the 2D shape errors,
whilst the 3D shape error is totally ignored. It is possible that the shape reconstruction
algorithm behaves in a way that reduces the 2D shape error but increases the 3D shape
error. In order to prevent such behavior taking place in the reconstruction process, we
need a method that also takes Z-dimensional shape error into account and supervises
the reconstruction operation based on all dimensions of the shape model.
It is not possible to predict the Z-dimensional information of a point from its X- and
Y-dimensional information. However, another useful property of the 2D image that has
not been used so far is the texture information. The following chapter will introduce a
methodology for predicting Z-dimensional information from the texture values of a 2D
image and apply it to supervise the reconstruction process.
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4. Shape Reconstruction from Texture
In this chapter, we will:
 Introduce canonical correlation analysis (CCA) and kernel canonical correlation
analysis (KCCA).
 Discuss how to use CCA and KCCA to calculate the correlation between landmark
texture values and depth values, before using it to predict depth values based on texture
values from an input image. Decimation method is used to reduce the number of points.
The performance of the algorithms will be discussed.
 Introduce local binary pattern (LBP) which calculates the LBP codes of a given
pixel in the input image. The output is binary LBP codes.
 Discuss the uses of LBP codes and the use of depth values as an input of CCA and
KCCA. The training of a depth predictor and the results will also be discussed.
4.1. Introduction
Based on the work of Reiter et al. [122], we know that the depth value (Z-dimension) of
a given point on a human face is related to a texture value. By using this information, a
better face reconstruction accuracy can be achieved. We have investigated methods of
estimating the depth values from texture values by using local binary patterns (LBP)
in combination with either canonical correlation analysis or kernel canonical correlation
analysis. LBP converts texture values into a bit code. It can be used even when the
quality of the given image is poor. CCA and KCCA both build a correlation between
the LBP codes and the depth values, and use it to estimate depth in an unseen image.
In this chapter, we will present results which shows that shows LBP in combination
with either CCA or KCCA can produce more accurate depth value estimates. This
will subsequently be used to enhance the shape reconstruction process introduced in
Chapter 3.
In practice, 2D images may suer from large texture variations due to various reasons
such as lighting, positioning of the camera etc. If the quality of the image is poor, the
texture values produced will also be inaccurate, therefore leading to poor prediction of
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depth values. However, LBP can avoid this problem by comparing a given texture pixel
to its neighbouring pixels and produce a code based on the relative intensities. In this
way, it can enhance the robustness of the depth value prediction.
4.2. Canonical Correlation Analysis
Canonical correlation analysis, was developed by Harold Hotelling in 1936 [63]. It
became popular in the 1970s, when statistical models were increasingly being applied in
many areas, such as the nancial services, ecology and marketing. Although for a while
CCA became a relatively less used statistical algorithm, CCA and its kernel version
have recently gained acceptance in many elds and have been applied in many research
problems [87, 3, 54, 141].
CCA is a generalised, multivariate analysis technique which has the ability to deal
with problems that traditional multivariate analysis techniques cannot handle. Tra-
ditional multivariate analysis estimates the relationship between several independent
variables and a single dependent variable. However, in many applications including
nancial and ecological analysis, researchers want to know the correlation between mul-
tiple independent variables and multiple dependent variables. For example, they may
want to understand the relationship between the income, the deposit, the size of the
families, the amount of money a family spends each month, major categories of con-
sumption and debt. Traditional multivariate analysis cannot easily deal with multiple
correlations and needs to train a model several times to implement all the requirements.
4.2.1. Introduction to Canonical Correlation Analysis
In this section, we will introduce the key concepts of canonical correlation analysis and
its basic algorithm. The mathematical calculation process of CCA will be described in
detail.
The retrievability of the correlation will depend on the coordinate system, or feature
space, in which the variables are described. If the feature space is not appropriately
built, even a strong correlation may not be recognised. To avoid this problem, canonical
correlation analysis will seek a pair of linear transformations that ensures the indepen-
dent variables and the dependent variables are maximally correlated.
To understand CCA, it is helpful to think of it as a simple correlation analysis that
only deals with one independent canonical variate and one dependent canonical variate.
The canonical variates are the weighted sums of variables in the independent and de-
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pendent variable sets. Each canonical variate can be described by a series of canonical
loadings, which measures the correlation of the individual variables and their corre-
sponding canonical variates. Canonical correlation analysis uses a canonical correlation
coecient to measure the strength of the overall relationship between two canonical
variates, where one canonical variate is formed by independent variables while the other
canonical variate is formed by dependent variables. The aim of canonical correlation
analysis is to maximise the canonical correlation coecients between two canonical
variates. Besides the canonical correlation coecient, there is another way in canonical
correlation analysis to measure the correlation between two canonical variates, which
uses canonical roots. Canonical roots are squared canonical correlation coecients,
which measure the amount of variance shared between a pair of canonical variates. In
practical computation, canonical roots are computed as eigenvalues.
In addition to the correlation between two canonical variates, canonical correlation
analysis also evaluates the correlation between an individual variable and a canonical
variate. Canonical loadings are found by canonical correlation analysis and are used
to measure the correlation between an individual variable and the canonical variates
which it contributes to. The correlation between an individual variable and its opposite
canonical variate is measured by canonical cross-loading.
In traditional, multivariate, regression algorithms, independent variables can be a
multiple but the dependent variable must be singular. In CCA, the dependent variables
can be a multiple as well.
Given multi-dimensional, independent variables, x, and dependent variables, y, sup-
pose that x is p-dimensional and y is q-dimensional, usually p  q. Suppose the number
of dependent variables is the same as the number of independent variables, that is,
p = q. In vector form, x = fx1; x2;    ; xpg and y = fy1; y2;    ; yqg. Now we can
formulate as follows:
X =
"
x
y
#
; E[X] =
"
1
2
#
; and V ar(X) =
"
11 12
21 22
#
(4.1)
where  is the covariance matrix of x and y. In other words:
11 = Cov(x; x) 12 = Cov(x; y)
21 = Cov(y; x) 22 = Cov(y; y)
(4.2)
In order to nd the pair of linear transformations that maximises the correlation
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between x and y, let:
u = aTx; v = bT y (4.3)
Therefore, we have:
V ar(u) = aT11a (4.4)
V ar(v) = bT22b (4.5)
Cov(u; v) = aT12b (4.6)
Now the problem is to maximally correlate transformed variables, u and v. Using
the Pearson correlation coecient, we can formulate the correlation of u and v as the
following
Corr(u; v) =
aT12bp
aT11a
p
bT22b
(4.7)
The canonical correlation is maximised when the maximum aT12b occurs with re-
spect to aT11a and b
T22b.
In order to simplify the maximisation and since rescaling is possible, we can arbitrarily
let:
aT11a = 1; b
T22b = 1 (4.8)
By applying a Lagrangian multiplier, we have:
 L(; u; v) = aT12b  
2
(aT11a  1)  
2
(bT22b  1) (4.9)
The partial derivative of Equation 4.9 is(
@  L
@a = 12b  11a0
@  L
@b = 21a
0   22b
(4.10)
where a0 = 12a.
Let the partial derivatives in Equation 4.10 be equal to zero, we then have following
equations: (
12b  11a = 0
21a  22b = 0
(4.11)
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Multiply aT and bT into the Equations 4.11, we have:(
aT12b  aT11a = 0
bT21a  bT22b = 0
(4.12)
Combining with the constraints in Equation 4.8, we have the solutions of Equation
4.12
 =  = aT12b = Corr(u; v) (4.13)
So we can maximise the canonical correlation by maximising .
By a simple manipulation of Equation 4.11, we have:(
 111 12b = a
 122 21a = b
(4.14)
We can write Equations 4.14 in matrix form:"
 111 0
0  122
#"
0 12
21 0
#"
a
b
#
= 
"
a
b
#
(4.15)
Denoting matrices A =
"
 111 0
0  122
#"
0 12
21 0
#
and w =
"
a
b
#
, Equation 4.15 can be
simplied as:
Aw = w (4.16)
So the problem is equivalent to calculating the maximum eigenvalue max of a matrix,
A.
In practice, we can simplify computational complexity by manipulating Equation
4.14. First we represent b by a, then substitute b into the formula below:
 111 12
 1
22 21a = 
2a (4.17)
Now by calculating the maximum eigenvalue, 2, and its corresponding eigenvector, a,
of  111 12
 1
22 21, we have the required solution. Then with a similar calculation, we
can nd the solution for b as well.
4.2.2. Kernel Canonical Correlation Analysis
Canonical correlation analysis uses linear transformations to nd a feature space in
which correlations can be maximised. Consequently it is limited in application by its
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linearity [55]. If the relationship between variables is non-linear, the data may simply
not be applicable to CCA.
When the dimensionality of the feature space is larger than the number of samples in
the training data set, the solution must lie in the span of the feature space. However,
explicitly building a higher-dimensional feature space can be extremely computationally
expensive, sometimes even infeasible. Thus a kernel trick was developed to provide the
possibility of implicitly building such a space.
In computer science, a kernel trick is a method equivalent to projecting observations
from a data set onto a higher-dimensional space (usually using the inner product space
of the data set). Kernels have great exibility since they don't have to explicitly do the
projection and can be generated from other kernels. It provides users with the ability
to deal with various types of data that have dierent structures by simply changing the
kernel.
A kernel is a function that calculates the inner product space of input data. For data,
x and y, from a general set, S, the kernel function is written as:
K(x; y) = h(x)  (y)i (4.18)
where  is a mapping from S to a feature space, F , and hi stands for the Euclidean inner
product. Usually, the radial basis function (RBF) kernel is sucient for the training
tasks which involve a large number of samples [33]. The RBF kernel is dened as:
K(x; y) = exp( (x  y)
2
22
) (4.19)
where  is a constant set by the user. In this case, we set  = 1.
Kernel canonical correlation analysis uses the kernel function to project the variables
onto a higher-dimensional feature space before performing CCA in the new feature
space. Let x and y be the independent variables and dependent variables, the covariance
matrices are:
(x; x) = x0x (x; y) = x0y
(y; x) = y0x (y; y) = y0y
(4.20)
KCCA also uses a transformation to correlate two sets of variables:
u = x0
v = y0
(4.21)
Using Equation 4.20 and 4.21 to substitute the corresponding parts in Equation 4.7,
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we have[55]:
Corr(u; v) =
0xx0yy0p
0xx0xx0  yy0yy0 (4.22)
Let Kx = xx
0 and Ky = yy0 be the kernel matrices for x and y respectively. As it
was with linear CCA, the rescaling of  and  will not aect the correlation between 
and , therefore KCCA now pursues the solutions of maximising Corr(u; v) subject to:
0K2x = 1
0K2y = 1
(4.23)
Thus the corresponding Langrangian of Equation 4.22 is
 L(; ; ) = 0KxKy   
2
(0K2x  1) 

2
(0K2y   1) (4.24)
Taking the derivatives of Equation 4.24 with respect to  and , we have:
@L
@
= KxKy   K2x = 0 (4.25)
@L
@
= KyKx  K2y = 0 (4.26)
With a similar manipulation and calculation as in linear CCA, we obtain:
 =  (4.27)
and:
 =
K 1y Kx

(4.28)
Substitute  with Equation 4.28 in Equation 4.25, we have:
K2x = 
2K2x (4.29)
Now we are dealing with the problem in the form of Ax = x again, which is similar
to ordinary CCA. By calculating the maximum eigenvalue, 2, and its corresponding
eigenvector of K2x, we can derive the solution. With the same operation, we can nd
the solution for  as well.
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4.2.3. Statistical Shape Model Reconstruction Using Canonical
Correlation Analysis
Canonical correlation analysis reveals the underlying relationships between the indepen-
dent variables and dependent variables, hence it can be used to predict a shape model
by using a training data set. The concept behind reconstructing a shape model using
canonical correlation analysis is the same as that used in any other data analysis tech-
niques, such as PCA or ICA, but the dierence lies in the way CCA interprets the data.
In PCA or ICA, the shape model is considered a linear combination of the components.
In CCA, a shape model is considered as a combination of points and the coordinates of
each points are estimated individually.
CCA takes the independent variable set and dependent variable set as two variates.
In other words, the value of the dependent variables does not merely depend on only
one independent variable, but on multiple independent variables. In such a way, the
relationship between two sets of variables can be revealed more thoroughly and some
latent correlation may be discovered as well. On the other hand, suppose the user wants
to predict four dependent variables from three independent variables using multiple
regression, then it will need four regression equations. This will signicantly increase
the risk of an incorrect rejection of a true null hypothesis. However, using canonical
correlation analysis for the same question, only one equation is required, thus the risk
of error is reduced [52].
Besides the appealing advantages of canonical correlation analysis, it does have a few
limitations which restrain CCA in some situations. Firstly, since canonical correlation
analysis projects two sets of variables into two directions, information could get lost.
Secondly, canonical correlation analysis measures correlation between an individual vari-
able and a canonical variate with canonical cross-loading. Thus the interpretation of
results could be very dicult.
Canonical correlation analysis is sensitive to the sample size. Gonzale et al [46] showed
that canonical correlation cannot be performed when the number of variables is much
bigger than the number of observations. Actually, it is also the case when the number
of observations is much larger than the number of variables. Too small a sample size
will obscure the relationships and very large sample sizes will concoct correlations which
don't occur in practical data. In a study by Hair et al. [52], the authors suggest using
at least 10 observations per variable to avoid over-tting problems. In our research, the
shape model of a human face contains thousands of points, but the number of sample
models is only a few hundred. As such, the results may be not satisfactory if we apply
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canonical correlation analysis directly to the full shape model. Following the study in
[52], the points on the shape model will be decimated.
We have adapted the decimation algorithm proposed by Schroeder and his co-workers
[128]. With a given percentage of decimated points (e.g. 0.4 means 40% of the points
should be removed), the decimation is carried out as follows:
 Each point is removed from the shape model in turn.
 The distance between the removed point and the plane formed by its neighbours
is calculated. If the distance is within a given threshold, then the removed point
can be decimated. Otherwise, the removed point should be restored.
 If the point was removed in the previous step, then re-triangulate the gap it has
left on the shape model by using its neighbouring points.
 After every point has gone through the above steps, check the number of removed
points to see if it meets the given percentage. If not, then repeat the steps above,
otherwise the algorithm terminates.
The decimation was carried out on the average shape model of the human face
database. The positions of the retained points are recorded. Then, by mapping these
retained points to the texture images, we can extract the texture values and the depth
values from them.
Each of the shape models has 5,090 points. Since the experiments are data dependent
we downsampled the shape models to examine the performance of CCA under dierent
resolutions. The examples of downsampled human face shape models are illustrated in
Figure 4.1.
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(a) Original shape model (b) Downsampled model
(100 points)
(c) Downsampled model
(200 points)
(d) Downsampled model
(300 points)
(e) Downsampled model
(400 points)
(f) Downsampled model
(500 points)
Figure 4.1.: Illustration of downsampled human face shape models.
4.2.4. Relationship Between Depth Values and Texture Values
As we have found in Chapter 3, the Z-dimensional error accounts for the majority of the
total shape error due to the lack of Z-dimensional shape information. Therefore, using
texture information to predict Z-dimensional shape information could be a promising
approach.
O'Toole et al. [110] extracted the texture values and depth values of 3D human
face scans and use them as inputs of an optical ow algorithm. The results showed
a relationship between the texture values and depth values. In both studies by Troje
and Bultho [138] and Blanz and Vetter [13], the experimental results also showed that
texture information can signicantly constrain shape information. It suggests that,
given a xed illumination condition, the colour value of a point on a human face is
related to its location.
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As such, we will investigate the relationship between texture and depth values in
order to predict the depth values of dierent points on a human face based on texture
values. This parameterised relationship can provide an estimation of the missing Z-
dimensional information and will be used in the next chapter to enhance the accuracy
of the reconstructed shape model.
4.2.5. Depth Prediction from Texture
Given uniform illumination conditions, the texture of a human face will contain infor-
mation relating to depth and shape. However, even under laboratory conditions, it is
hard to make sure that the illumination conditions are exactly the same. Moreover
the colour and albedo variations on the face will mean that the same colour value may
suggest dierent information. Figure 4.2 illustrates a case where two points have the
same texture value but have dierent depth values.
Figure 4.2.: Illustration of texture dierence between dierent individuals. The red
circles in the gures mark points that have same texture value, but the
corresponding depth values are obviously dierent.
We converted the colourised texture images into greyscale images using the rgb2gray
function in Matlab. Figure 4.3 illustrates a color image and its greyscale version.
Then the greyscale texture information is used in CCA and KCCA to predict the Z-
dimensional information. The experimental results are listed in the following sections.
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(a) A colorized image (b) A grayscale image
Figure 4.3.: Colorized image and greyscale image.
4.2.6. Experimental Results
We will use canonical correlation analysis and kernel canonical correlation analysis re-
spectively to reconstruct downsampled shape models from the texture information of
given images. The objective of the experiments is to test the performance of the CCA
and KCCA algorithms in shape reconstruction tasks and to compare the results with
those in Chapter 3 in order to examine any improvements on accuracy. Meanwhile, we
will also need to nd out which algorithm, CCA or KCCA, is the most eective. In the
experiments, the texture values of points were extracted from greyscale facial images
and the depth values are extracted from the depth maps of corresponding shape models.
Let n  m, matrix D = fd1; d2;    ; dng be the dependent variable set, where
each di is a vector of the depth values of points in shape model, i, and matrix T =
ft1; t2;    ; tmg be the independent variable set, where each tj is a vector of texture
values from the greyscale facial image, j. For both CCA and KCCA, predicting depth
values from texture information is carried out as follows:
1) Leading pairs a = fa1; a2;    ; akg and b = fb1; b2;    ; bkg, are estimated from
the corresponding texture value, T , and depth value, D, using the method described in
Sections 4.2.1 and 4.2.2.
2) Regression parameters are calculated by applying
p = (T Ta)yDT (4.30)
where y stands for the conjugate transpose.
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3) Texture values Tnew at the points of an unknown face image are collected and the
predicted depth value Dnew is found using
Dnew = p
TaTTnew (4.31)
In our experiments, in order to verify the performance of CCA and its kernel version,
we have used the leave-one-out strategy which leaves out one of the shape models from
the feature extraction stage, then reconstructs it with the resulting features. The results
were evaluated over all 1,350 shape models of human faces in the Binghamton database.
We have used three criteria to evaluate the performance, which includes the average
prediction error for each shape model, the average prediction error per point and the
variance of average prediction error for each shape model. Tables 4.1 and 4.2 lists the
experimental results and based on Tables 4.1 and 4.2, we have plotted Figures 4.4 and
4.5.
Depth Prediction From Grayscale Textures Using CCA (mm)
Number of Points Average Error Average Error per Point Variance
10 4.57 0.46 0.29
20 5.86 0.29 0.30
30 6.74 0.22 0.34
40 7.28 0.18 0.36
50 8.64 0.17 0.29
100 9.12 0.09 0.27
150 12.54 0.08 0.31
200 15.00 0.08 0.32
250 18.43 0.07 0.29
300 20.61 0.07 0.37
350 23.63 0.07 0.32
400 25.85 0.06 0.31
450 28.35 0.06 0.27
500 30.70 0.06 0.31
550 33.92 0.06 0.30
600 35.76 0.06 0.40
Table 4.1.: Depth prediction of the points of shape models from greyscale images using
canonical correlation analysis.
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Depth Prediction From Grayscale Textures Using KCCA (mm)
Number of Points Average Error Average Error per Point Variance
10 3.46 0.35 0.24
20 4.72 0.24 0.16
30 5.86 0.19 0.13
40 6.87 0.17 0.11
50 7.85 0.16 0.10
100 11.32 0.11 0.10
150 13.53 0.09 0.09
200 15.65 0.08 0.08
250 17.80 0.07 0.07
300 19.57 0.07 0.06
350 20.88 0.06 0.05
400 22.58 0.06 0.05
450 23.78 0.05 0.04
500 24.86 0.05 0.03
550 26.04 0.05 0.03
600 26.87 0.04 0.02
Table 4.2.: Depth prediction of the points of shape models from greyscale images using
kernel canonical correlation analysis.
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Figure 4.4.: Average shape error in predicting depth values from greyscale images using
KCCA and CCA.
Figure 4.5.: Average shape error per point in predicting depth values from greyscale
images using KCCA and CCA.
By examining Figures 4.4 and Figure 4.5, it is clear that KCCA usually has smaller
shape errors. In terms of variance in prediction error, KCCA performs much better than
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CCA. When using texture values from greyscale images for the prediction shape error,
KCCA and CCA result in a similar trend. That is, the average prediction error per
point rises as the number of points increases. One explanation for this is that although
there is a correlation between depth values and texture values, an increased amount of
depth and texture information will come with higher prediction errors. These errors
will accumulate as the amount of data input grows. Thus we can draw a conclusion
that there is certain amount of error is contained in the input texture or depth values.
As depth values are directly extracted from the depth map, it is reasonable to conclude
that the input texture values are not accurate.
The results show that neither the prediction errors nor the error variances of KCCA
and CCA are good enough to be used in shape reconstruction and that both are too
large.
From our experiments above, we have found that some of the prediction errors are
small while the others are surprisingly large. In practice, this phenomenon is always
accompanied with a poor quality image. As it is not possible for us to control the
procedure of image capture, we will need a better way to interpret and classify the
textures. In the next section, we will use LBP code values to replace texture values
extracted from greyscale images.
4.3. Depth Prediction Using Coded Texture
A major problem of the images captured from real world scenes is that they are not
uniform, e.g. images contain a variation of illumination conditions, the direction of face,
the ambient colour and other factors. For instance, a ghost face may overlap with the
true human face due to an exposure failure, or the hue of an image may be altered by
the light sources. Such problems are especially signicant in the images used in shape
model databases, since the collectors mainly focus on the quality of shape information,
and ignore the quality of textures. The following images in Figure 4.6 illustrates typical
poor-quality images including strange colours, blurred areas and varying poses.
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(a) (b)
(c) (d)
Figure 4.6.: Examples of poor quality images.
Using poor quality images like those shown in Figure 4.6 for shape reconstruction tasks
may cause a series of problems. Firstly, the blurred areas with strong colour contrast
such as eyes and nose can cause poor localisation of landmarks and thus increase the
error in 2D-3D alignment. Secondly, the blurred areas will disrupt the depth estimation
since the wrong texture values will certainly lead to incorrect depth values. Thirdly,
unusual ambient light, such as those shown in Figure 4.6(b) and Figure 4.6(c) where a
pink cast appears, the texture values of pixels are aected, and wrong depth values will
be generated.
In practice, the downsampled shape models are extracted from the original shape
models and the points keep their original point ID. For example, 3D coordinates and
texture coordinates. The texture values of these points are extracted based on their
texture coordinates from the texture images.
In canonical correlation analysis, the texture values are used as independent variables.
Therefore the textures values of points that have the same point ID are placed in the
same order as the independent variable set. Figure 4.7 displays the independent variable
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set, where the shadowed elements correspond with the points that have the same point
ID.
Figure 4.7.: The points which have the same point ID are placed in the same position
in the independent variable set.
A realistic problem is that the points which have the same point ID may have totally
dierent texture values. In Figure 4.8, the green dots indicate the 100 points after
decimation on the shape models and their locations on the image. The two points in
the red circles have the same point ID (1348), however the features are dierent on
individual faces. For example, in Figure 4.8(a), the objective face has thin eyebrows
that are higher than the brow ridge, thus the color is light. On the other hand, in Figure
4.8(b), the objective face has thick eyebrows (so the color is dark) and its neighbourhood
is obviously dierent from the one in Figure 4.8(a).
(a) Texture corresponds to point ID 1348 in
sample face F0001
(b) Texture corresponds to point ID 1348 in
sample face F0007
Figure 4.8.: Points with the same ID, corresponding to dierent textures.
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There is another possibility in practical texture information utilisation. Unexpected
texture information may occur due to part of the face being covered by hair, facial dec-
orations, make-up etc., therefore distorting the relationship between depth and texture
information. For instance, Figure 4.9(a) illustrates a face which has a hair clip, while
Figure 4.9(b) demonstrates a face wearing eye make-up which gives a stronger texture
contrast. Both faces in Figure 4.9 are wearing make-up that covers the area where the
points are located. This arbitrarily puts a wrong value in the independent variable set,
thus causing signicant shape errors and high variances.
(a) Face with hair clip (b) Face with eye shadow
Figure 4.9.: Faces with makeup and decorations.
In such cases, it is necessary to enhance the accuracy of reconstruction by applying
robust texture interpretation technology. The local binary pattern [109] is a good can-
didate to solve this problem as it can encode real world textures, greyscale and rotation
invariantly. Moreover, it has a exible resolution that can interpret texture patches,
hence eliminating the negative eects such as blurring areas and etc..
In the next section, we will introduce the algorithm for nding local binary patterns
and discuss how to apply it to shape model reconstruction. Experiments will then be
carried out to nd the optimal resolution of patterns. Depth maps that can estimate
based on local binary pattern algorithm will also be illustrated.
4.3.1. Local Binary Pattern
In order to obtain greater robustness in depth prediction, we can make use of the
relative texture values in a small patch, rather than treating each pixel independently.
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In an image, this involves comparing the intensity of a pixel with its neighbour, thereby
avoiding illumination error and blurring as the whole image is exposed to the same
illumination. This is the idea of local binary patterns (LBP).
Local binary patterns can help us make use of this information eciently. It denes
a uniform pattern code, LBP riuP;R, to describe an image patch of the image, where pa-
rameter, P , indicates the number of neighbour pixels and parameter, R, controls the
radius.
To interpret the algorithm of LBP, let us rst dene the texture, T , in a local
neighbourhood of a greyscale image as the spatial distribution of the grey levels of
P + 1 (P > 0) image pixels [95]:
T = t(gc; g0;    ; gP 1) (4.32)
where gc corresponds to the grey value of the centre pixel of a local neighbourhood
while gp(p = 0; 1;    ; P   1) corresponds to the grey values of other P pixels equally
distant to one another along the circle that is centred with gc. The points, gp, form a
circularly symmetric pattern that has radius R (R > 0). Figure 4.10 demonstrates local
neighbour sets with dierent radii.
(a) (P=4, R=1.0) (b) (P=8, R=1.0) (c) (P=12, R=1.5) (d) (P=16, R=2.0)
Figure 4.10.: The dark point is the central point that corresponds to gc, and the grey
points correspond to gp(p = 0; 1;    ; P   1). These P + 1 points form a
circularly symmetric neighbour sets.
Let (xc; yc) be the coordinates of the centre pixel. The coordinates of its neighbour
pixels are given by (xc + Rcos(2p=P ); yc   Rsin(2p=P )). The coordinates of pixel,
g0, is (0; R) which is located to the right of centre pixel, gc. If the coordinates are
not indicating the position that is exactly at the centre of the pixel, the grey value is
generated by interpolation.
Applying the patterns such as those in Figure 4.10, LBP can deal with varying illu-
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mination conditions in texture images. The realisation of such an objective is achieved
by the following steps:
Firstly, subtract the grey value of the center pixel from the grey values of its neighbour
pixels, which gives us:
T = t(gc; g0   gc; g1   gc;    ; gP 1   gc) (4.33)
where there is no loss of information taking place.
Secondly, assume that the dierences, gp   gc, where (p = 0; 1;    ; P   1) are
independent to gc, we can further factorise Equation 4.33 as:
T  t(gc)t(g0   gc; g1   gc;    ; gP 1   gc) (4.34)
In Equation 4.34, t(gc) only describes the overall grey value of the local area and so
it is not helpful in providing any information for texture analysis. On the other hand,
t(g0   gc; g1   gc;    ; gP 1   gc) (4.35)
contains the textural features. Equation 4.35 can capture the texture features accu-
rately. For instance, gp   gc will be zeros for a constant area, while the operator will
record the gradient directions (or an edge and the elements will be high in all directions
for a dot [109].
Let us look into the signs of the elements in Equation 4.35, given:
T  t(s(g0   gc); s(g1   gc);    ; s(gP 1   gc)) (4.36)
where:
s(gp   gc) =
(
1; x  0
0; x < 0:
(4.37)
Here, we can arbitrarily set values for each element, thereby forming a unique binary
number which is known as the LBP code. By its denition, the LBP code is calculated
by:
LBPP;R =
P 1X
p=0
s(gp   gc)2p (4.38)
The LBP code reects the relative dierence of the grey values of pixels in a local
neighbour, so that it disregards the intensity or the overall illuminance of an image.
Therefore, the LBP algorithm can capture the textural features of any image with an
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Figure 4.11.: The generation of LBP code.
uniform measure. This feature of the LBP algorithm can achieve greyscale invariance
in texture analysis. As long as the grey values of pixels are in the same order, the
resulting LBP codes will remain the same. With this coding rule, for a dark pixel whose
neighbour pixels have higher values, the LBP code of such a local neighbour set with
P = 8; R = 1:0 is always 111111112 (255 in decimal), no matter how much the overall
grey level varies. The generation of a LBP code is illustrated in Figure 4.11.
A LBP code contains P bits in binary terms, and so it can generate 2P possible values.
The 2P possible code values can be considered as 2P bins in a histogram. Figure 4.12
illustrates the visual eect of applying dierent radius and lengths of LBP code on a
greyscale image.
(a) Grayscale texture (b) P=8, R=1.0 (c) P=12, R=1.5 (d) P=16, R=2.0
Figure 4.12.: The greyscale version image, and its LBP coded versions.
4.3.2. Multi-Resolution Local Binary Patterns for Texture Feature
Interpretation
The most criticised part of LBP is that it only supports small areas of an image, which
means it cannot capture large-scale texture features that is very signicant and has a
big eect on the result of the texture feature analysis. In practice, adjacent pixels are
correlated at certain level, especially in human facial images which have larger areas
of continuous similar texture and so, the corresponding LBP codes are correlated. To
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demonstrate this, Figure 4.13 displays two adjacent neighbourhoods coded in four-bit
LBP codes. The points, A and B, are adjacent centre pixels and the texture value
(or grey level) of point A is higher than B. Therefore, the rst bit of LBPA must be
dierent to the third bit of LBPB in binary terms.
Figure 4.13.: Two adjacent neighbourhoods and the corresponding possible combina-
tions of LBP codes.
The example in Figure 4.13 leads to the fact that each pixel in an image has an
"eective area" which is larger than the neighbourhood dened by its parameters P
and R. Therefore, including the "eective area" into the calculation may supplement
the important information lost when we use only the predened neighbourhoods.
Topi et al. [136] proposed feasible approaches to gain more texture information from
the local texture neighbourhood of a pixel. The most straightforward way is to combine
the information provided by LBP codes with varying parameters P and R. Although
it sounds reasonable and, theoretically, it provides the most accurate information by
applying the joint distribution of these LBP codes, this combination will denitely
cause an overwhelming number of bits in the resulting LBP codes. For example, using
the joint distribution of LBP8;1, LBP12;2:5 and LBP16;4 will generate a LBP code that
contains 256 4096 65536 = 28+12+16  6:9 1010 bits, which is obviously too large
to run a texture analysis.
To solve such a problem, Maenpaa [95], presented a combination of multi- resolution
LBP codes by limiting the number of neighbour pixels in dierent neighbourhoods. For
example, Figure 4.14 displays the construction of a three-scale combination of LBP
codes. A LBP8;1 code, a LBP8;2 code and a LBP8;4 code is combined into one feature
code.
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Figure 4.14.: Constructing a multi-scale LBP code.
4.3.3. Depth Prediction Using LBP Codes
Predicting depth values with LBP codes from greyscale images and predicting depth val-
ues from plain texture values directly from greyscale images involves the same method-
ology. The only dierence is that the independent variable set is composed of decimal
values converted from LBP codes LBP16;2 with a radius of 2 and 16 neighbouring pixels
instead of plain texture values of the corresponding points, while the dependent variable
set is composed of depth values which are extracted from depth maps of faces.
To extract depth values of points accurately, depth maps of shape models are used
(see Figure 4.15). The depth map, which is known as the Z-buer, is an image that
records the distance between an object and the viewpoint. It is directly extracted from
a GPU ignoring the rounding operation and provides the most accurate depth values of
points.
Canonical correlation analysis and kernel canonical correlation analysis is applied to
the variable set respectively to perform depth prediction. The method is illustrated in
Figure 4.16.
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(a) 3D shape model (b) Depth map of shape model
Figure 4.15.: The depth map of a shape model. The illuminance is in proportion to
the distance from the viewpoint. Nearer points are lighter, while further
points are darker.
The depth value, D = fd1; d2; :::; dmg where di = fvi1; vi2;    ; ving, is composed of
n point depth values on the mth shape model in the training data set. LBP codes,
L = fl1; l2; :::; lmg where li = fci1; ci2;    ; cing, contains the LBP codes of the image
of the mth shape model. As such, the method for extracting the depth map can be
executed by taking the depth values of the points, D, and the corresponding LBP codes,
L (which can be extracted from the depth maps and images) to form the dependent
and independent variable sets for CCA/KCCA. The arrangement of the variable sets
are illustrated in Figure 4.17.
Figure 4.17.: Arrangement of depth values and LBP codes.
The depth value matrix, D, and the LBP code matrix, L, are then used as the input
141
Figure 4.16.: The schematic diagram of depth prediction from LBP coded images. The
depth values and LBP codes are considered as dependent and independent
variables. A predictor is estimated from them. When a new image is input,
the local binary pattern codes are calculated and the depth map is found.
of CCA/KCCA algorithm. The regression parameter vector, p, is calculated according
to Equation 4.30 where T is replaced by L, namely:
p = (LTa)yDT (4.39)
where y stands for conjugate transpose.
When we use the above regression parameter to reconstruct an objective shape model
from an input image, the texture values of the landmark points and their neighbouring
areas are extracted and their LBP codes are calculated. These LBP codes are put into a
vector lnew = fl1; l2;    ; lng, and by replacing Tnew in Equation 4.31, another vector,
dnew, which is composed of estimated depth values is, calculated. That is:
dnew = p
TaT lnew (4.40)
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In practice, when the raw data is captured to build the correspondence between shape
and texture, there may be errors due to dislocation of textures. Although such errors
may only be a few pixels, they can greatly aect the accuracy of the prediction. Thus
we have to smooth the images to compensate the texture errors.
We have investigated the eect of the smoothing radius on depth value prediction in
order to determine which radius performs best. This was done by smoothing the images
with 3 dierent lter sizes (1 pixel, 3 pixels and 5 pixels) and checking which radius can
reduce the eect of mis-mapping the most. The smoothing operation was carried out
with a 2D (circular) pillbox lter that is:
wi(x; y) =
(
1
r2
if x2 + y2 < r2
0 otherwise
(4.41)
where wi is the weight of the ith neighbour pixel, (x; y) is the coordinate of the neighbour
pixel and r is the radius of the lter.
So the pixel value of the central pixel is calculated as:
pc =
1
n
nX
i=1
wipi (4.42)
where pc is the texture value of the central pixel, while pi is the texture value of the ith
neighbour pixel.
Figure 4.18 demonstrates the eect of the smoothing operation on an image.
(a) Original image (b) Smoothed image
(radius = 1 pixels)
(c) Smoothed image
(radius = 3 pixels)
(d) Smoothed image
(radius = 5 pixels)
Figure 4.18.: The original image and its corresponding smoothed images.
 Depth prediction by using LBP codes and CCA
We carried out several experiments using dierent numbers of points and lter sizes in
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order to have an overview of the prediction accuracy. The rst group of experiments were
carried out with smoothed, greyscale LBP codes using canonical correlation analysis
with dierent resolutions as we have described in Sectioin 4.3.3. The results are listed
in Tables 4.3, 4.4 and 4.5.
Depth Prediction From Grayscale LBP(16;2) Codes Using CCA (smoothing radius = 1 pixel)
Number of Points Average Error Average Error per Point Variance
10 1.197 0.120 0.318
20 1.360 0.068 0.395
30 1.414 0.047 0.471
40 1.457 0.036 0.452
50 1.522 0.030 0.395
100 1.586 0.016 0.423
150 1.540 0.010 0.419
200 1.480 0.007 0.444
250 1.427 0.006 0.369
300 1.405 0.005 0.371
350 1.387 0.004 0.405
400 1.401 0.004 0.362
450 1.441 0.003 0.390
500 1.464 0.003 0.431
550 1.464 0.003 0.404
600 1.468 0.002 0.414
Table 4.3.: Predicting depth values from greyscale LBP codes (smoothing radius = 1
pixel) using canonical correlation analysis.
Based on Tables 4.3, 4.4 and 4.5, we have plotted Figure 4.19 which shows that out of
the three smoothing radii used, the radius of 3 pixels usually achieves a better accuracy
than the others.
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Depth Prediction From Grayscale LBP(16;2) Codes Using CCA (smoothing radius = 3 pixels)
Number of Points Average Error Average Error per Point Variance
10 1.180 0.118 0.374
20 1.363 0.068 0.364
30 1.311 0.044 0.420
40 1.411 0.035 0.376
50 1.419 0.028 0.308
100 1.417 0.014 0.419
150 1.436 0.010 0.323
200 1.433 0.007 0.376
250 1.342 0.005 0.368
300 1.308 0.004 0.410
350 1.292 0.004 0.346
400 1.306 0.003 0.286
450 1.348 0.003 0.334
500 1.356 0.003 0.391
550 1.381 0.003 0.312
600 1.396 0.002 0.335
Table 4.4.: Predicting depth values from greyscale LBP codes (smoothing radius = 3
pixels) using canonical correlation analysis.
Figure 4.19.: Average shape error of depth prediction from LBP codes using canonical
correlation analysis.
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Depth Prediction From Grayscale LBP(16;2) Codes Using CCA (smoothing radius = 5 pixels)
Number of Points Average Error Average Error per Point Variance
10 1.482 0.148 0.443
20 1.621 0.081 0.383
30 1.513 0.050 0.425
40 1.443 0.036 0.358
50 1.373 0.028 0.363
100 1.416 0.014 0.396
150 1.503 0.010 0.359
200 1.474 0.007 0.415
250 1.403 0.006 0.461
300 1.357 0.005 0.426
350 1.363 0.004 0.429
400 1.408 0.004 0.311
450 1.475 0.003 0.419
500 1.524 0.003 0.403
550 1.462 0.003 0.421
600 1.586 0.003 0.342
Table 4.5.: Predicting depth values from greyscale LBP codes (smoothing radius = 5
pixels)using canonical correlation analysis.
From Figure 4.19, it also can be seen that the prediction error has been signicantly
reduced when compared with predictions from plain texture values. Figure 4.20 looks
into the performance of shape error for each point. The terminology error per point is
the average shape error per point.
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Figure 4.20.: Average shape error per point of prediction from LBP codes using canon-
ical correlation analysis.
Figure 4.20 compares the dierent prediction shape error results produced by the two
dierent methods: texture value and the use of LBP codes. From the plot, we can see
that using LBP codes can signicantly reduce the predicted shape error for all lter
radii. The prediction shape errors from using LBP codes decreases as the number of
downsampled points increases, of which they will eventually become stable when the
shape error reaches a certain level. It also can be seen that using a setting of 3 pixels as
the smoothing radius has achieved overall smaller shape errors. The overall performance
is outstanding when we look at the absolute values of the prediction shape errors.
 Depth prediction using LBP codes and KCCA
Another group of experiments were also carried out using kernel canonical correlation
analysis where the same texture data was used. The methodology of these experiments
were the same as those in the previous section with the exception of using the kernel
function (see Section 4.2.2) rather than CCA.
The objective of the experiments was to compare the performance of CCA with
KCCA. The results are listed in Tables 4.6, 4.7 and 4.8. The average shape errors are
plotted in Figure 4.21.
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Depth Prediction From Greyscale LBP(16;2) Codes Using KCCA (Radius = 1 pixel)
Number of Points Average Error Average Error per Point Variance
10 1.021 0.102 0.229
20 1.098 0.055 0.115
30 1.302 0.043 0.104
40 1.408 0.035 0.130
50 1.445 0.029 0.119
100 1.200 0.012 0.102
150 1.455 0.010 0.111
200 1.340 0.007 0.122
250 1.325 0.005 0.124
300 1.350 0.005 0.118
350 1.365 0.004 0.110
400 1.360 0.003 0.106
450 1.395 0.003 0.127
500 1.350 0.003 0.125
550 1.375 0.003 0.138
600 1.440 0.002 0.139
Table 4.6.: Predicting depth values from greyscale LBP codes (radius = 1 pixel) using
kernel canonical correlation analysis.
Figure 4.21.: Average shape error per point of prediction from LBP codes using kernel
canonical correlation analysis.
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Depth Prediction From Greyscale LBP(16;2) Codes Using KCCA (Radius = 3 pixels)
Number of Points Average Error Average Error per Point Variance
10 1.073 0.107 0.192
20 1.044 0.052 0.141
30 1.203 0.040 0.123
40 1.308 0.033 0.124
50 1.140 0.023 0.114
100 1.400 0.014 0.130
150 1.381 0.009 0.129
200 1.341 0.007 0.106
250 1.301 0.005 0.106
300 1.261 0.004 0.120
350 1.191 0.003 0.104
400 1.241 0.003 0.118
450 1.306 0.003 0.103
500 1.303 0.003 0.125
550 1.375 0.003 0.102
600 1.381 0.002 0.102
Table 4.7.: Predicting depth values from greyscale LBP codes (radius = 3 pixels) using
kernel canonical correlation analysis.
In Figure 4.21, a similar trend to using LBP codes with CCA (Figure 4.19) can be
observed. The 3-pixel radius usually achieves better accuracy and the prediction shape
error using KCCA is slightly better than using CCA while the variance of prediction
using KCCA is signicantly reduced.
In order to compare how much the performance has been inuenced by dierent
texture coding and feature extraction methods, we have combined the experimental
results using of KCCA and CCA with plain texture values and LBP codes. Figure 4.22
has been plotted to visualise this comparison.
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Depth Prediction From Greyscale LBP(16;2) Codes Using KCCA (Radius = 5 pixels)
Number of Points Average Error Average Error per Point Variance
10 1.459 0.146 0.248
20 1.585 0.079 0.111
30 1.584 0.053 0.133
40 1.564 0.039 0.114
50 1.282 0.026 0.129
100 1.279 0.013 0.113
150 1.515 0.010 0.121
200 1.539 0.008 0.109
250 1.325 0.005 0.105
300 1.320 0.004 0.113
350 1.435 0.004 0.102
400 1.441 0.004 0.121
450 1.486 0.003 0.119
500 1.564 0.003 0.123
550 1.434 0.003 0.130
600 1.499 0.003 0.133
Table 4.8.: Predicting depth values from greyscale LBP codes (radius = 5 pixels) using
kernel canonical correlation analysis.
Figure 4.22.: Average shape error per point of prediction from plain textures and LBP
codes using CCA and KCCA.
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Figure 4.22 shows that using a combination of KCCA and LBP codes in depth pre-
diction has better performance than the combination of CCA and LBP codes. The
predicted shape error per point is reduced as the LBP codes are used in experiments.
 Conclusions from the Experiments
In order to examine the dierence in performance between CCA and KCCA, we have
combined the results of using CCA and KCCA with LBP codes, and have plotted the
average shape error per point in Figure 4.23.
Figure 4.23.: The average shape error per point of depth value prediction using KCCA
and CCA with LBP textures.
From Figure 4.23, we can see that based on the same input data, KCCA outperforms
CCA in average shape error per point when the number of points is small (less than
50 in this case) and when the number of points increases, the performance of CCA and
KCCA are similar to each other. To better interpret the results, we plotted the variance
of shape errors generated by CCA and KCCA in Figure 4.24.
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Figure 4.24.: Variances of shape errors that generated by KCCA and CCA with LBP
codes.
It can be seen from Figure 4.24 that KCCA has a smaller variance than CCA with
the same type of texture data and the same number of points. This means that under
the same conditions, KCCA outperforms CCA in the overall accuracy in depth predic-
tion with LBP textures. In conclusion, after the comparison between dierent analysis
methods and dierent types of texture, it is found that using KCCA and greyscale LBP
codes gives the best overall performance.
4.4. Conclusion
The outstanding performance of KCCA and LBP codes has brought up the idea of
using LBP codes to estimate the depth values of certain points on human face shape
models. In Chapter 3, we clearly observed the hybrid shape reconstruction algorithm
generating only a small number of 2D shape errors, while the shape errors generated
in the third dimension accounted for most of the total shape errors. However, by using
depth prediction with LBP codes, we can recover the information on the third dimension
and can use it to supervise the hybrid shape reconstruction algorithm. Inspired by this
idea, we have developed an enhanced shape reconstruction algorithm. The algorithm
and its performance is presented in Chapter 5.
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5. Enhanced Hybrid Shape Model
Reconstruction
In this chapter, we will:
 Introduce the enhanced shape reconstruction algorithm which is based on the hybrid
shape reconstruction algorithm and the depth prediction method.
 Compare the performance of the enhanced shape reconstruction algorithm with
Blanz and Vetter's work in [13].
5.1. Introduction
In this chapter, we will investigate an enhanced shape reconstruction algorithm which
will make use of the texture information to predict the depth values of landmarks. This
will allow the hybrid shape reconstruction algorithm to be supervised so that the shape
errors in the Z-dimension will be reduced, which will in turn enhance the robustness of
the hybrid reconstruction algorithm. A series of experiments to test this algorithm will
be carried out using the shape models from the Binghamton 3D Human Face Database.
The results will then be compared with the experiments done in Chapter 3.
5.2. Using Depth Prediction in Shape Reconstruction
The shape reconstruction algorithm with depth prediction is similar to the hybrid shape
reconstruction algorithm in Chapter 3. It can be separated into two main stages: the
training stage and the reconstruction stage.
In the training stage, the shape models are used as the input to component analysis
algorithms (such as PCA and ICA) to extract the feature components. The feature
components are then used to build a feature space. A subspace of the resulting feature
space will be retained in order to eliminate noise and other less important features (see
Section 3.4). At the same time, according to the description in Section 4.2 and Equation
4.30, the texture values and the depth values of the landmarks on the training shape
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models are extracted to train the depth predictor by using CCA. By the time that it
is done, the training stage will be complete and the feature space and depth predictor
will be ready for use for the reconstruction stage.
The reconstruction stage starts with a new 2D image of the objective face. The land-
marks on the input image are manually marked and the coordinates of the landmarks
are recorded. These coordinates are then used to adjust the average shape model of the
training database to initially align with the input image by using the method described
in Section 3.6. At the same time, the LBP codes of the landmarks are calculated and
put into a vector. Using the depth value predictor from the training stage, the depth
values (Z-dimensional coordinates) of the landmarks are calculated according to Equa-
tion 4.40. Now the landmarks can be assumed to have full coordinates which include
X-, Y- and Z-dimensional coordinates.
The hybrid optimisation algorithm introduced in Section 3.2.3 which used both gra-
dient descent and simulated annealing is applied by adjusting the shape parameters to
search for the optimal solution in the feature space. The parameters optimised includes
the shape parameters, x = fx1; x2;    ; xmg and the pose parameters, xt; xr; xt. The
objective function for the reconstruction stage is further expanded from Equation 3.1,
which is the 3D Euclidean distance between landmarks on the shape model and the
input image, namely:
C(f; f 0) =
1
n
nX
i=1
k pi; p0i k=
1
n
nX
i=1
q
(xi   x0i)2 + (yi   y0i)2 + (zi   z0i)2 (5.1)
where f is the objective shape model, f
0
is the reconstructed shape model, n is the
number of landmarks, and fxi; yi; zig and fx0i; y
0
i; z
0
ig are the ith pair of the corresponding
landmarks on the objective shape model and the reconstructed shape model.
A threshold for the 3D Euclidean distance is set and the initial shape parameters,
x = fx1; x2;    ; xmg where xi is usually set to 0, is also initiated. The reconstruction
algorithm then repeats the following steps:
 Input the shape parameters and pose parameters into the hybrid optimisation al-
gorithm to nd an optimal solution regarding the objective function (Equation 5.1).
 Build a temporary shape model with the optimised parameters, then calculate the
3D Euclidean distance between the landmarks on the shape model and the landmarks
from the input image (that have full coordinates) before comparing it to the threshold.
If the value is lower than the threshold, then terminate the algorithm and generate the
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shape model with these parameters. The shape model is the reconstructed shape model
we are trying to build. If the value is higher than the threshold, then continue with the
reconstruction by repeating the last step.
Using the Binghamton 3D Human Face Database, we ran the shape reconstruction
algorithm individually in both the PCA and ICA feature spaces, as well as with the
hybrid algorithm. As in Chapter 3, we have used a leave-one-out strategy to evaluate
the performance. The average reconstruction shape errors are listed in Table 5.1 and
Table 5.2.
20 modes 30 modes 41 modes 51 modes 73 modes
Average Start
2D shape er-
ror(mm)
54.37 54.37 54.37 54.37 54.37
Average Re-
constructed 2D
shape error(mm)
12.35 11.01 9.87 9.95 9.63
Average Start
3D landmark
error(mm)
65.09 65.09 65.09 65.09 65.09
Average Re-
constructed
3D landmark
error(mm)
23.30 21.05 19.91 17.80 14.86
Average Recon-
struction success
rate
73.19% 76.07% 78.27% 80.92% 82.16%
2D Shape Error
Reduction Rate
77.29% 79.74% 81.84% 81.70% 82.30%
3D Shape Error
Reduction Rate
64.20% 67.67% 69.41% 72.66% 77.18%
Table 5.1.: Reconstruction in PCA feature space using the enhanced reconstruction
scheme. The optimisation method is a combination of simulated anneal-
ing and gradient descent. The results show the average values over the
population.
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20 modes 30 modes 41 modes 51 modes 73 modes
Average Start
2D shape error
54.37 54.37 54.37 54.37 54.37
Average Re-
constructed 2D
shape error
10.20 9.26 8.61 7.97 7.65
Average Start
3D landmark
error
65.09 65.09 65.09 65.09 65.09
Average Re-
constructed 3D
landmark error
21.59 20.86 18.94 15.53 13.29
Average Recon-
struction success
rate
73.94% 78.10% 81.28% 84.45% 86.07%
2D Shape Error
Reduction Rate
81.24% 82.97% 84.16% 85.33% 85.93%
3D Shape Error
Reduction Rate
66.84% 67.95% 70.91% 76.14% 79.59%
Table 5.2.: Reconstruction in ICA feature space using the enhanced reconstruction
scheme. The optimisation method is a combination of simulated anneal-
ing and gradient descent. The results show the average values over the
population.
By comparing the results in Table 5.1 and Table 5.2 with the results in Table 3.18
and Table 3.19 (see chapter 3), we nd that the overall enhanced shape reconstruction
algorithm in a single feature space always generates better results than the hybrid shape
reconstruction algorithm. The 2D shape errors generated by the enhanced shape recon-
struction algorithm have similar values to the 2D shape errors from the hybrid shape
reconstruction algorithm. This is due to the performance limitation of the optimisation
algorithms applied in the shape reconstruction algorithm. On the other hand, the 3D
shape errors generated by the enhanced shape reconstruction algorithm are signicantly
reduced. In addition, the reconstruction success rates improved too.
Based on Table 5.1, Table 5.2, Table 3.18 and Table 3.19, Figure 5.1 illustrates the
performance comparison between the enhanced shape reconstruction algorithm and the
hybrid shape reconstruction algorithm. Although the results show that the enhanced
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shape reconstruction algorithm in a single feature space is more eective, we can see
that even the best average shape error result (13.29 mm from reconstruction with 73
modes in ICA feature space, see Table 5.2) is still signicant.
(a) Comparing 2D shape errors of hybrid shape reconstruction (chapter3) and enhanced shape recon-
struction (chapter5).
(b) Comparing 3D shape errors of hybrid shape reconstruction (chapter3) and enhanced shape re-
construction (chapter5).
Figure 5.1.: Performance comparison of the hybrid shape reconstruction and enhanced
shape reconstruction algorithm.
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In order to examine whether or not the depth prediction in the enhanced shape
reconstruction algorithm really improves the Z-dimensional shape errors, we have listed
the X-, Y- and Z-dimensional shape errors separately in Table 5.3 and Table 5.4. The
shape errors are averaged over the population.
Shape Error with PCA feature space (mm)
X-dimension Y-dimension Z-dimension
20 Modes 6.29 (5.70) 7.00 (4.60) 16.30 (23.45)
30 Modes 6.09 (4.93) 6.27 (4.37) 15.83 (22.15)
41 Modes 5.39 (4.01) 5.92 (4.18) 14.96 (20.99)
51 Modes 5.07 (3.70) 5.22 (4.26) 12.75 (20.00)
73 Modes 4.20 (3.39) 5.17 (4.04) 10.64 (19.48)
Table 5.3.: X-, Y- and Z-dimensional shape error after reconstruction in PCA feature
space. The numbers in brackets are corresponding shape errors from Chapter
3 (Table 3.21).
Shape Error with ICA feature space (mm)
X-dimension Y-dimension Z-dimension
20 Modes 6.19 (5.70) 6.56 (4.60) 15.97 (23.45)
30 Modes 5.29 (4.93) 6.02 (4.37) 14.77 (22.15)
41 Modes 5.02 (4.01) 5.39 (4.18) 13.85 (20.99)
51 Modes 4.88 (3.70) 4.66 (4.26) 12.17 (20.00)
73 Modes 3.82 (3.39) 4.10 (4.04) 9.86 (19.48)
Table 5.4.: X-, Y- and Z-dimensional shape error after reconstruction in ICA feature
space. The numbers in brackets are corresponding shape errors from Chapter
3 (Table 3.21).
The results in Table 5.3 and Table 5.4 show that the Z-dimensional shape errors
are smaller than the ones in Table 3.21. The contribution of the Z-dimensional shape
error to the total shape error has dropped from approximately 90% to around 55%.
On the other hand, the X- and Y-dimensional shape errors are slightly larger than the
corresponding ones in Table 3.21. This is because we used the hybrid feature space to
generate the results in Table 3.21, while the results in Table 5.3 and Table 5.4 uses a
single feature space.
So far, we have shown that using depth prediction in shape reconstruction can im-
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prove the performance and reduce the shape error. Even in a single feature space, the
results are better than reconstruction in the hybrid feature space without depth predic-
tion. Therefore, to improve the reconstruction accuracy, the single feature space will be
replaced with the hybrid feature space in the enhanced shape reconstruction algorithm.
The details of this methodology and related experimental results will be shown and
discussed in the next section.
5.3. Using Depth Prediction and the Hybrid Feature
Space in Shape Reconstruction
In the last section, depth prediction was used to supervise the enhanced shape recon-
struction algorithm and the results supported the eectiveness of the methodology. We
will now use depth prediction and the hybrid feature space together in the enhanced
shape reconstruction algorithm to see if it can further improve the performance.
As previously mentioned, Figure 5.2 illustrates the process of the enhanced shape
reconstruction algorithm using the hybrid feature space. The algorithm is separated
into two main stages: training and reconstruction.
Similar to Section 5.2, the rst step of the algorithm is to use principal component
analysis and independent component analysis to analyse the training data (the texture-
free shape models). A PCA feature space and an ICA feature space is then built with
the resulting components. These feature spaces have the same number of dimensions
and are used to reconstruct shape models at a later stage.
At the same time, the depth prediction process is carried out to predict the depth
values from LBP codes, thereby training a depth predictor to estimate the depth values
of the landmarks. The depth predictor is then used to supervise the reconstruction pro-
cesses both in the PCA feature subspace and ICA feature subspace. In other words, the
depth predictor supplements the Z-dimensional information of landmark points. With
the supplemented landmark points, the reconstruction process can therefore generate
more accurate shape models.
159
Figure 5.2.: The process of enhanced reconstruction scheme.
The reconstruction stage starts when a 2D facial image of the objective face is put
into the system. The input face is rst aligned with the average shape model, then the
2D information of the landmarks is extracted from the input image and converted into
X- and Y-dimensional coordinates. The input image then converted to greyscale and
smoothed so that the LBP coded image is created. The values of the LBP codes at the
landmarks are extracted and used to make a depth prediction.
The reconstruction in the PCA feature space now starts with the use of the aver-
age shape model. It follows the same procedure as a reconstruction in a standalone
PCA feature space (see Section 3.7.2). The dierence is that we have solid X- and
Y-dimensional coordinates and estimated landmark Z-dimensional coordinates after ap-
plying depth prediction. Equation 3.6 has been used in the shape reconstruction. The
reconstruction in the PCA feature space stops as the manually set shape error threshold
is met. It then gives a set of intermediate shape parameters that are used to generate
an intermediate shape model.
The intermediate shape parameters are then projected onto the ICA feature space
by following Equation 3.13. The reconstruction continues from the intermediate shape
model in the ICA feature space until no further improvements can be made. The
procedure is the same as that used in a single feature space, which was described in
Section 5.2. The resulting shape parameters are the nal shape parameters, and they
are used to generate the nal shape model.
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5.4. Experimental Results Using the Enhanced Shape
Reconstruction Algorithm in the Hybrid Feature
Space
In this section, a group of experiments on the enhanced shape reconstruction algorithm
using dierent numbers of features are discussed. In order to compare its performance
with our previous results, the algorithm is tested with the same data used in Section 5.2
under the same conditions. This includes experimental parameters such as optimisation
step size, dimension of the feature space etc. The results are listed in Table 5.5.
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20 modes 30 modes 41 modes 51 modes 73 modes
Average Start
2D shape er-
ror(mm)
54.37 54.37 54.37 54.37 54.37
Average 2D
shape error after
PCA(mm)
11.86 9.19 8.73 7.83 5.73
Average 2D
shape error after
ICA(mm)
6.29 5.84 5.24 5.00 4.78
Average Start
3D shape er-
ror(mm)
65.09 65.09 65.09 65.09 65.09
Average 3D
shape error after
PCA(mm)
26.80 24.92 22.86 20.02 18.97
Average 3D
shape error after
ICA(mm)
16.17 14.91 11.85 10.97 8.38
Average Recon-
struction success
rate
77.84% 78.73% 83.85% 86.19% 88.26%
2D Shape Error
Reduction Rate
88.44% 89.26% 90.37% 90.80% 91.20%
3D Shape Error
Reduction Rate
58.83% 77.09% 81.79% 83.15% 87.13%
Table 5.5.: Shape reconstruction in the hybrid feature space with depth prediction. The
optimisation method is gradient descent with simulated annealing. The re-
sults show the average values over the population.
Comparing these results with the results in Table 5.1 and Table 5.2, we see that the
average 2D shape errors and 3D shape errors in Table 5.5 are signicantly reduced.
Considering that the average shape error listed in Table 5.5 is the sum of shape errors
at point level, the average shape error per point is calculated by dividing the average
shape error by the number of landmarks (see Section 3.3). This shows that the dierence
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between the reconstructed shape model and the original shape model is very small. We
used 14 landmarks in our experiments. The average shape error per point is listed in
Table 5.6.
20 modes 30 modes 41 modes 51 modes 73 modes
Average 2D shape
error per point af-
ter PCA(mm)
0.85 0.66 0.62 0.56 0.41
Average 2D shape
error per point af-
ter ICA(mm)
0.45 0.42 0.37 0.36 0.34
Average 3D shape
error per point af-
ter PCA(mm)
1.91 1.78 1.63 1.43 1.36
Average 3D shape
error per point af-
ter ICA(mm)
1.16 1.07 0.85 0.78 0.60
Table 5.6.: Shape error per point after using the enhanced shape reconstruction algo-
rithm.
Figure 5.3 shows how the performance of the enhanced shape reconstruction algorithm
using depth prediction and the hybrid feature space varies with the number of feature
components.
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Figure 5.3.: The performance of the enhanced reconstruction using depth prediction
method.
Table 5.7 lists the average shape errors in the X-, Y- and Z-dimensions. It is clear
that the average shape errors in all dimensions are reduced to a very low level.
X-dimension Y-dimension Z-dimension
20 Modes 3.19 3.86 7.30
30 Modes 2.94 3.20 6.40
41 Modes 2.68 2.79 6.12
51 Modes 2.26 2.69 5.99
73 Modes 2.26 2.35 5.63
Table 5.7.: X-, Y- and Z-dimensional shape error after reconstruction in hybrid feature
space.
Considering the results presented in Table 5.5 and Table 5.7, we can conclude that
using depth prediction to supervise the reconstruction in the hybrid feature space gener-
ates a more accurate shape model than any of the other algorithms we have investigated.
Figure 5.4 illustrates a sample face (Face M0016 NE00WH in Binghamton 3D Human
Face Database) and its reconstructed shape model. Both the original face model and
the reconstructed shape model are illustrated with and without texture. Using visual
inspection, it is dicult to see any signicant dierence between the original and the
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reconstructed shape models. However, generating a 'temperature' map helps identify
the dierence between the original and the reconstructed shape model. The shape errors
are colour coded on the temperature map. We can see that in Figure 5.4, the majority
of the area on the face is covered by yellow and green which indicates small error values
below 1mm. There are only a few small areas at the end of the eyebrows and the
corner of the mouth that are highlighted in red which indicates that the shape errors
are larger than 2mm. The rest of the face is covered by blue and green, which indicates
that the shape errors are between 0.88 mm to 1.76 mm. The overall temperature map
shows that there are only minor dierences between the original shape model and the
reconstructed shape model. This illustrates the eectiveness of the enhanced shape
reconstruction algorithm.
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(a) Original Texture-free
Shape Model
(b) Original Shape Model
with Texture
(c) Reconstructed Texture-
free Shape Model
(d) Reconstructed Shape
Model with Texture
(e) Dierence Between Models
Figure 5.4.: Original shape model, reconstructed shape model and the dierence be-
tween them. 166
In order to demonstrate the improvement of the hybrid shape reconstruction algo-
rithm, Figure 5.5 is plotted based on the data from Tables 3.20 and 5.5. It illustrates
that in all feature spaces with dierent numbers of components, the enhanced shape
reconstruction algorithm always achieves better 3D accuracy than the hybrid shape
reconstruction algorithm.
Figure 5.5.: Comparison between hybrid shape reconstruction algorithm and enhanced
shape reconstruction algorithm.
5.5. Comparison with Other research
It is important to compare our new algorithm with other similar research to examine
whether it has superior performance. In this section, we will compare the enhanced
shape reconstruction with the morphable shape reconstruction algorithm proposed by
Volker Blanz and Thomas Vetter [13]. Reiter et al. [121, 122] have also done 3D recon-
structions using CCA based on the RGB texture and near-infrared images. However,
as it has already been shown that KCCA outperforms CCA in Section 4.2.6 and we
have already developed the enhanced shape reconstruction algorithm based on KCCA,
we will not repeat the comparison in this section.
The algorithm described by Blanz et al. [13] was implemented and tested using the
Binghamton 3D Human Face Database. PCA was used to extract features from the
training set and as well as to build the shape and texture models. Bootstrapping was
used to reconstruct the shape model and to align it with the texture model. Since
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the authors did not specify any manually labelled landmark points, we used the same
landmark set that was used with the enhanced shape reconstruction algorithm.
The accuracy of the reconstructions using the method by Blanz et al. [13] are listed
in Table 5.8. These results are compared to both the hybrid shape reconstruction
algorithm and the enhanced shape reconstruction algorithm. We looked at both 2D
and 3D shape errors.
20 modes 30 modes 41 modes 51 modes 73 modes
Average 2D shape error
using hybrid shape recon-
struction algorithm (mm)
8.11 4.38 4.31 4.03 3.83
Average 2D shape er-
ror using enhanced shape
reconstruction algorithm
(mm)
6.29 5.84 5.24 5.00 4.78
Average 2D shape error
using Volker Blanz's mor-
phable reconstruction al-
gorithm (mm)
9.37 6.98 6.28 6.11 5.62
Average 3D shape error
using hybrid shape recon-
struction algorithm (mm)
27.36 26.15 25.30 24.73 24.25
Average 3D shape er-
ror using enhanced shape
reconstruction algorithm
(mm)
16.17 14.91 11.85 10.97 8.38
Average 3D shape error
using Volker Blanz's mor-
phable reconstruction al-
gorithm (mm)
37.18 35.29 33.57 31.14 30.27
Table 5.8.: Shape errors(mm) of the hybrid shape reconstruction algorithm and en-
hanced shape reconstruction algorithm compared with VolkerBlanz's mor-
phable shape model [13]
From Table 5.8, we can see that the morphable shape reconstruction algorithm has
the largest 2D and 3D shape errors out of the three algorithms.
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To get a more visual comparison of what is shown in Table 5.8, Figures 5.6 and 5.7
compares the 2D and 3D shape errors to illustrate the dierent performance of the
algorithms. The hybrid shape reconstruction algorithm, enhanced shape reconstruction
algorithm and morphable shape reconstruction algorithm are presented in blue, green
and red.
Figure 5.6.: Performance comparison for 2D shape errors between the hybrid shape re-
construction algorithm, enhanced shape reconstruction algorithm and mor-
phable shape reconstruction algorithm.
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Figure 5.7.: Performance comparison for 3D shape errors between the hybrid shape re-
construction algorithm, enhanced shape reconstruction algorithm and mor-
phable shape reconstruction algorithm.
From the above gures, we can see that the morphable shape reconstruction algorithm
has a similar trend to the hybrid and enhanced shape reconstruction algorithms, namely
the shape error decreases as the number of component increases, and the 2D shape error
is usually smaller than the 3D shape error.
To visually see the reconstructed shape models created by both algorithm as well
as to see the eect of the reconstructed shape models, we have compared ve models
that were reconstructed by both the enhanced shape reconstruction algorithm and the
morphable shape reconstruction algorithm. The reconstructions are presented in the
temperature maps in Figures 5.8 to 5.12.
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(a) Morphable Shape Model (b) Enhanced Shape Model
Figure 5.8.: Comparison 1.
(a) Morphable Shape Model (b) Enhanced Shape Model
Figure 5.9.: Comparison 2.
(a) Morphable Shape Model (b) Enhanced Shape Model
Figure 5.10.: Comparison 3.
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(a) Morphable Shape Model (b) Enhanced Shape Model
Figure 5.11.: Comparison 4.
(a) Morphable Shape Model (b) Enhanced Shape Model
Figure 5.12.: Comparison 5.
As Blanz et al. stated in their paper [13], the shape models are segmented into several
dierent areas and are reconstructed separately. The areas includes eyes, nose, mouth
and cheeks. Then the processed pieces are combined into a shape model. As we can
see from the gures, the models reconstructed by the morphable shape reconstruction
algorithm rarely have large errors in the areas that have been segmented out, e.g. the
eyes. However, cheeks and foreheads usually have large errors. In comparison, the
models reconstructed by enhanced shape models have errors that are concentrated in a
small area.
Next, texture images are mapped onto the shape models and shown side by side with
the original shape model in Figure 5.13 to 5.17.
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(a) Morphable Shape Model (b) Original Shape Model (c) Enhanced Shape Model
Figure 5.13.: Comparison 1.
(a) Morphable Shape Model (b) Original Shape Model (c) Enhanced Shape Model
Figure 5.14.: Comparison 2.
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(a) Morphable Shape Model (b) Original Shape Model (c) Enhanced Shape Model
Figure 5.15.: Comparison 3.
(a) Morphable Shape Model (b) Original Shape Model (c) Enhanced Shape Model
Figure 5.16.: Comparison 4.
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(a) Morphable Shape Model (b) Original Shape Model (c) Enhanced Shape Model
Figure 5.17.: Comparison 5.
There are several facial regions where the quality of the reconstruction diers after us-
ing these two methods. These regions include the nose, eyes and mouth. The dierence
is listed in Table 5.9.
Enhanced Shape Reconstruction Morphable Shape Reconstruction
Eyes region: Average
2D shape error (mm)
0.76 1.37
Eyes region: Average
3D shape error (mm)
1.19 2.01
Nose region: Average
2D shape error (mm)
0.49 0.97
Nose region: Average
3D shape error (mm)
1.81 2.43
Mouth region: Average
2D shape error (mm)
0.67 0.81
Mouth region: Average
3D shape error (mm)
1.16 1.94
Table 5.9.: Regional shape errors between the enhanced shape reconstruction and mor-
phable shape reconstruction algorithms. The results are based on shape
models from Binghamton 3D Human Face Database.
The results in Table 5.9 show that, in all regions, the enhanced shape reconstruction
method generates smaller average 2D and 3D shape errors than the morphable shape
reconstruction method. By examining the individual regions, it can be seen that the
lowest quality reconstruction is in the nose region. This is caused by the lighting con-
ditions at the time the facial images were taken, which has created dierent shadows
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across the nose area. This, in turn, has led to a weak correlation between the tex-
ture and depth information as they were being processed using KCCA. Therefore the
algorithms perform poorly in the nose region.
Figure 5.18, 5.19 and 5.20 show some examples of the enhanced reconstruction and
morphable reconstruction algorithms highlighting the poor quality reconstructions around
the mouth, nose and eyes.
(a) Enhanced Reconstruction Algorithm (b) Morphable Reconstruction Algorithm
Figure 5.18.: Mouth region.
(a) Enhanced Reconstruction Algorithm (b) Morphable Reconstruction Algorithm
Figure 5.19.: Nose region.
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(a) Enhanced Reconstruction Algorithm (b) Morphable Reconstruction Algorithm
Figure 5.20.: Eyes region.
5.6. Conclusion
In order to reduce the Z-dimensional shape error that was identied in Chapter 3,
depth prediction was introduced into the hybrid shape reconstruction, thus creating the
enhanced shape reconstruction. We have tested the enhanced shape reconstruction with
dierent feature spaces, such as the PCA feature space, the ICA feature space or the
hybrid feature space, and with a dierent number of dimensions. It turned out that
the enhanced shape reconstruction signicantly reduced the Z-dimensional shape error,
which led to an improvement of the reconstruction accuracy. The shape errors per point
have been reduced to a very small level.
In order to understand the performance of the enhanced shape reconstruction al-
gorithm, the reconstructions were compared with Blanz and Vetter's morphable shape
reconstruction [13]. The results of both algorithms were then listed and compared. From
this, it was found that the enhanced shape reconstruction algorithm outperformed the
morphable shape reconstruction. The shape models reconstructed by both algorithms
were visualised using temperature maps and texture-mapped shape models before being
compared side by side. Overall, it can be seen that the morphable shape reconstruc-
tions usually have larger errors at certain facial areas than the enhanced shape recon-
structions. Where the errors in the enhanced shape reconstruction are as high as the
morphable shape reconstruction, the enhanced shape reconstruction has a smaller area
of error than the morphable shape reconstruction.
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6. Summary and Conclusions
In many areas, such as in biometrics, data analysis and computer assistant medical
systems, it is important to build accurate models for target subjects by using component
analysis methods. We have, therefore, proposed the hybrid reconstruction method.
Current techniques that are being used in these areas have focused on solving problems
by using prior knowledge of the target subjects. These techniques can be improved
by increasing the size of the training data set or by setting more parameters in the
error function. In specic areas such as face model reconstruction, using multiple facial
images or using additional shape information could help to improve the performance.
The methods developed to date have focused on a single feature space and have
neglected the advantages of combining dierent types of feature spaces. In contrast, we
have used two dierent types of feature spaces: principal components and independent
components. Using principal component feature space for human face shape model
reconstruction has given a relatively high shape error but has had a relatively low
computational cost. On the other hand, the independent component feature space
generated better accuracy, but has taken a very long time to estimate the target shape
model. The proposed hybrid shape reconstruction algorithm has combined the principal
and independent component feature spaces by using them in sequence. Therefore, the
human face shape model is initially estimated in the principal component space and
then in the independent component space. With experiments using dierent settings
and conditions, we have been able to show that this combination of feature space has
been eective in improving the accuracy of shape model reconstruction.
Although the reconstruction accuracy has been improved by using multiple feature
spaces, it has still required further improvements since the reconstruction has only
been based on 2D shape information from the facial image. To improve this, we have
used kernel canonical correlation analysis to estimate the depth from the texture of the
images. Using KCCA, it has been possible to build a relationship between the depth
values of the points in the shape models and their texture values. This relationship has
then been used as a predictor in shape reconstruction. Such a predictor has allowed
us to estimate part of the information required for the target shape model before the
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reconstruction began. This information has then added into the reconstructed shape
model to gain better accuracy.
In practice, we have noticed that the results of KCCA has not been very robust. After
analysing the process, we have concluded that the errors were due to various image
distortions that occurred during acquisition. To solve this problem, the resolution had
to be lowered by averaging the pixels so that the noise could be ltered out. With the
processed images, a predictor could then be successfully built with the capability to
describe the relationship between the texture and the depth values of the pixels. The
depth information of the landmark points of any images could then be estimated, using
this predictor, to predict their Z-dimensional values. The reconstruction process would
then be supervised with the information and its performance enhanced.
Using the aforementioned methods, the robustness of the hybrid shape model re-
construction algorithm has been improved. The numeric results have shown that the
enhanced shape reconstruction algorithm signicantly improved the accuracy of recon-
struction. Moreover, the visualised results have indicated that the reconstructed shape
model is closer to the original shape model.
In conclusion, we have investigated feature analysis algorithms and have successfully
developed a highly accurate 3D shape reconstruction algorithm which has been referred
to as the enhanced shape reconstruction algorithm. Experiments have indicated that it
has good performance and can generate accurate shape models.
There are several potential areas where the reconstruction method can be improved.
For example, using databases which have more samples in order to extract higher quality
feature spaces. Also, in our experiments, the images of the corresponding shape models
were taken in poor illumination and focal conditions. A database with high quality
images could be used to provide better texture information and consequently provide
better prediction accuracy for the depth of the landmark points.
The enhanced shape reconstruction algorithm can be applied to other databases to
verify its performance. Some of the parameters (for example, the PCA stopping rule)
may need adjusting to cope with the characteristics of a dierent database.
Moreover, due to the performance of the optimisation methods in the reconstruction
process, the time taken is often several minutes. Improvements which can reduce the
time cost could be investigated.
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Appendices
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A. The Notre Dame 3D Human Face
Database
We used the Notre Dame 3D Human Face Database, namely the University of Notre
Dame (UND) biometrics data sets, Collection D, 2003. It contains 953 3D facial shape
models from 277 human subjects and their corresponding 2D frontal images. These
3D shape models and 2D images were acquired with a Minolta Vivid 900 3D range
scanner. Usually, each of the shape models has more than 20,000 points.
We used 300 shape models from 150 subjects, with two neutral expression shape
models per subject. There are 104 Caucasians, 40 Asians, 3 Africans and 3
undetermined subjects in the data set, of which there are 81 males and 69 females.
These shape models were used as experimental data until the end of Chapter 2.
A shape model from the Notre Dame 3D Human Face Model is illustrated below:
Figure A.1.: A 3D shape model from the Notre Dame 3D Human Face Database.
It shows that a large area of the shape model including the ears, the top of the head,
neck, shoulders and hair should be removed. Also, there are holes and spikes left that
need to be lled. Another disadvantage of the Notre Dame 3D Human Face Database
is the poor quality of the 2D images. They either have a poor pose or are in poor
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illumination conditions. An example is shown below:
Figure A.2.: A 2D image which has poor illumination conditions.
These raw shape models do not have a uniform of point indexation and contain
extraneous geometry which is not needed for this research. Amin [5] has conducted
pre-processing by using rigid surface alignment, non-rigid surface registration and
dense 3D correspondence methods in succession to trim the shape models from the
Notre Dame 3D Human Face Database. We have used the resulting trimmed shape
models in our experiments.
The trimmed shape models from the Notre Dame 3D Human Face Database consists
of 5,090 vertices and 9,637 triangles. Each vertex has been assigned a pair of texture
coordinates to keep the correspondence between the shape model and the 2D image.
3D correspondence is built after the shape models are trimmed and the relationships
between the vertices are consistent across the database. This is so that the points can
be retrieved using the order in the les, namely the point IDs.
Figures A.3 and A.4 show a 3D shape model from the Notre Dame 3D Human Face
Database and its trimmed version by using Amin's method [5].
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Figure A.3.: A shape model from the Notre Dame 3D Human Face Model.
Figure A.4.: A trimmed shape model from the Notre Dame 3D Human Face Model.
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B. The Binghamton 3D Human Face
Database
Binghamton University 3D Facial Expression Database (BU-3DFE) is another 3D
shape database that was used. It is a separate database from the Notre Dame 3D
Human Face Database, and there is no relationship between these two databases.
The Binghamton 3D Human Face Database contains 2,500 shape models of 100
subjects, which consists of 56 females and 44 males. For each of the subjects, there are
10 shape models which displays a range of dierent expressions such as neutral, angry,
disgust, fear and surprise. Their corresponding 2D images are also included. We have
used 1,350 shape models from 54 subjects which includes 27 females and 27 males.
Figures B.1 and B.2 show a 3D shape model and its corresponding 2D image from the
Binghamton 3D Human Face Database.
Figure B.1.: A 3D shape model from the Binghamton 3D Human Face Database.
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Figure B.2.: A 2D image from the Binghamton 3D Human Face Database.
Although the Binghamton 3D Human Face Database has better models and image
quality than the Notre Dame 3D Human Face Database, in order to keep the
experimental data in uniform, we have used the trimmed shape models processed by
Amin's method [5].
The trimmed shape models from the Binghamton 3D Human Face Database cover the
same facial area as the trimmed shape models from the Notre Dame 3D Human Face
Database. Structurally, the trimmed Binghanton shape models have 5,090 vertices and
9,637 triangles. Each vertex has been assigned a pair of texture coordinates.
Figures B.3 and B.4 show a shape model from the Binghamton 3D Human Face
Database and its corresponding trimmed shape model.
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Figure B.3.: A shape model from the Binghamton 3D Human Face Model.
Figure B.4.: A trimmed shape model from the Binghamton 3D Human Face Model.
The Binghamton shape models are used from the beginning of Chapter 3. The reason
we switched from the Notre Dame database to the Binghamton database is because
the Binghamton database has better 2D image qualities, which was helpful for the
depth prediction experiments in Chapter 4 and 5.
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