Abstract-A machine learning based prediction method is proposed in this paper to determine the potential outage of power grid components in response to an imminent hurricane. The decision boundary, which partitions the components' states into two sets of damaged and operational, is obtained via logistic regression by using a second-order function and proper parameter fitting. Two metrics are examined to validate the performance of the obtained decision boundary in efficiently predicting component outages.
I. INTRODUCTION
E XTREME weather events result in significant economic, social, and physical disruptions, and cause considerable inconvenience for residents living in disaster areas due to loss of critical lifeline systems, most notably the power grid [1] . An efficient prediction of the probable damages to power grid components due to extreme weather events is a key step for developing efficient response and recovery models and performing preventive actions to encounter minimum damage. This work tackles the important problem of power grid component outage prediction in response to extreme weather events, in particular hurricanes, using a machine learning method. Machine learning has been applied to several power grid related problems such as forecasting (using extreme learning artificial neural networks) [2] , security assessment (using decision tree induction, multilayer perceptions, and nearest neighbor classifiers) [3] , risk analysis (using parametric, semi-parametric, and non-parametric regression models, artificial neural network, and support vector machine) [4] , distribution fault identification (using artificial neural network and support vector machine) [5] , and power outage duration prediction (using regression models, regression trees, Bayesian additive regression trees, and multivariate additive regression splines) [6] . Logistic regression is used in this paper as a viable machine learning method as further discussed in following sections.
II. PROBLEM STATEMENT
Consider the power grid in which a subset of its components are located in the path of an upcoming hurricane. The path and the intensity of the hurricane can be forecasted based on the weather data obtained from weather forecasting agencies. Two states are considered for each component in the path of the hurricane: damaged (on outage) and operational (in service). The decisive factors to determine these states are the hurricane wind speed (which also determines the category of the hurricane) and the component distance from the center of the hurricane, respectively represented here by parameters x 1 and x 2 . Fig. 1 depicts a schematic of the damaged and operational states (shown by crosses and circles, respectively) from historical hurricane data, as well as the decision boundary separating these two states. The probability of damage increases as the wind speed increases or the distance to the center of the hurricane decreases. Based on the available data, there should be a minimum wind speed to result in an impact to components (hence the intersection of the decision boundary with the x 1 axis). The goal is to determine the function representing the decision boundary, thus outages in response to imminent hurricanes can be effectively predicted.
III. MACHINE LEARNING BASED OUTAGE PREDICTION
The logistic regression method [7] is used to determine the decision boundary. The decision boundary is defined by a second order polynomial based on the wind speed and the distance (1):
where k j , j = 1, . . . , 5, is the characteristic parameter to be determined. A second order function is considered for the function h to prevent overfitting. The classification function is denoted by f (x, k) and defined as a Sigmoid function, i.e.,
The Sigmoid function is depicted in Fig. 2 , which ensures that for positive values of h(x, k) a value of 1 is reached, while for its negative values, a value of 0 is reached (3).
This function nicely classifies the data based on the obtained function. If h(x, k) = 0, the value of f will be 0.5, which shows the data is exactly on the decision boundary.
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See http://www.ieee.org/publications standards/publications/rights/index.html for more information. To determine the characteristic parameter k j , the cost function (4) is defined to minimize the errors between the fitted curve and the realized values from historical data:
where m is the number of training data points, and y is the actual state (y = 0 for damaged and y = 1 for operational). This cost function, as shown in Fig. 3 , efficiently evaluates the classification function based on the obtained characteristic parameters by becoming equal to zero when the prediction is correct (i.e., f (x, k) = 0 when y = 0, or f (x, k) = 1 when y = 1) while becoming a very large number when the prediction is wrong (i.e., f (x, k) = 0 when y = 1, or f (x, k) = 1 when y = 0). The second term in (4) is added for regularization, which would ensure small values for characteristic parameters and accordingly a simpler decision boundary. Using regularization, some of the terms will be automatically eliminated if the second order function results in overfitting. The regularization parameter, λ, controls the tradeoff between keeping a small number of parameters and overfitting, which however is problem-dependent and needs to be carefully determined.
Once the cost function J(k) is minimized, the characteristic parameters are determined, hence we would have the decision boundary. The outcome of this method is the prediction function in the form of f (x, k), with given values for k j , that can predict the damaged/operational state of any power grid component based on the wind speed of an imminent hurricane as well as the distance of the component from the center of the hurricane.
To test the performance of the obtained decision boundary, the F 1 -Score (6) will be examined on the test data:
P and R represent precision and recall metrics, respectively: P = number of correctly predicted outages total number of predicted outages
R = number of correctly predicted outages total number of actual outages (8) The F 1 -Score will be a value between 0 and 1, where higher values represent a better prediction and justify the acceptable performance of the obtained decision boundary.
IV. CASE STUDY
A set of 1000 artificial data points is generated, based on a normal distribution, and used for training (80%), and validation ( Table I shows the obtained confusion matrix based on the calculated decision boundary on validation set.
The F 1 -Score is calculated as 0.9027 (R = 0.8759, P = 0.9311) which shows the acceptable performance of the proposed method.
V. CONCLUSION
An outage prediction model based on logistic regression was proposed to determine the probable outage of power grid components in response to an imminent hurricane. The acceptable performance of the proposed model was validated through a small case study. The logistic regression method is simple, fast, robust, and can efficiently handle the complexity of the decision boundary in terms of characteristic parameters. This method, however, requires much more data to achieve stable and meaningful results compared to other prediction models, such as support vector machine. Application of other prediction methods in solving the proposed problem will be studied in follow up works.
