This paper is concerned with the existence of solutions for periodic boundary value problems for impulsive fractional integro-differential equations using a recent novel concept of conformable fractional derivative. We give a new definition of exponential notations and impulsive integrals for constructing the Green function and a comparison result of the linear problems with impulses. By applying the method of lower and upper solutions in reversed order coupled with the monotone iterative technique, some new sufficient conditions for the existence of solutions are established. The obtained results are well illustrated by an example.
Introduction
Fractional order differential equations plays an important role in describing many phenomena and processes in various fields of science and engineering such as mechanics, chemistry, control systems, dynamical processes, viscoelasticity, and so forth. For a detailed account of applications and recent results on initial and boundary value problems of fractional differential equations, we refer the reader to a series of books and papers [-] and references cited therein.
The definition of the fractional order derivative used is either the Caputo or the Riemann-Liouville fractional order derivative involving an integral expression and the gamma function. Recently, Khalil et al. [] introduced a new well-behaved definition of a local fractional derivative, called the conformable fractional derivative, depending just on the basic limit definition of the derivative. This new theory is improved by Abdeljawad [] . For recent results on conformable fractional derivatives we refer the reader to [-] .
Impulsive differential equations serve as basic models to study the dynamics of processes that are subject to sudden changes in their states. Recent development in this field has been motivated by many applied problems arising in control theory, population dynamics and medicines. For some recent work on the theory of impulsive differential equations, we refer the reader to [-] .
Due to fact that fractional differential equations and impulsive differential equations serve effective tools in order to improve the mathematical modeling of several concepts arising in engineering and various areas of science, many researchers have paid a considerable attention to the subject of impulsive fractional differential equations in the recent literature [-] .
In this paper, we consider the following periodic boundary value problem for impulsive conformable fractional integro-differential equations:
t, x(t), (Fx)(t), (Sx)(t)), t ∈ J := [, T], t = t k ,
x(t k ) = I k (x(t k )), k = , , . . . , m,
where a D α denotes the conformable fractional derivative of order  < α ≤  starting from a ∈ {t  , . . . , t m }, t  =  < t  < · · · < t m < t m+ = T, f ∈ C(J × R  , R),
The monotone iterative technique coupled with the method of lower and upper solutions provides an effective way to obtain two sequences which approximate the extremal solutions between lower and upper solutions of nonlinear differential and impulsive differential (fractional or non-fractional ordered) equations; see, for instance, [-] . To the best of the authors' knowledge, this is the first paper establishing the impulsive fractional differential equations via the conformable fractional calculus developed by [] . By means of a new maximal principle and new definitions of lower and upper solutions, the monotone iterative technique will be used in our investigation of the problem (.).
The rest of the paper is organized as follows: In Section  we recall some definitions and results from conformable fractional calculus and prove some basic results used in the sequel. In Section  we define the lower and upper solutions, obtain the Green functions and prove a comparison result. The existence results are contained in Section , while an example illustrating the main result is presented in Section .
Conformable fractional calculus
In this section, we recall some definitions, notations and results which will be used in our main results.
Definition . []
The conformable fractional derivative starting from a point a of a function f : [a, ∞) → R of order  < α ≤  is defined by
provided that the limit exists.
In addition, if the conformable fractional derivative of f of order α exists on [a, ∞), then we say that f is α-differentiable on [a, ∞).
It is easy to prove the following results.
The conformable fractional integral starting from a point a of a function f : [a, ∞) → R of order α is defined as
Remark . If a = , the definitions of the conformable fractional derivative and integral above will be reduced to the results in [] . 
ε .
Observe that the first limit is nonnegative and also the second limit is non-positive. Therefore, we obtain a D α f (e) = . 
Proof Setting the function 
Impulsive results
Let
. . , m be sub-intervals of J and the set PC(J, R) = {x : J → R : x(t) is continuous everywhere except for some t k at which
, then E is the Banach space with the norm x = sup t∈J |x(t)|. A function x ∈ E is called a solution of the impulsive periodic boundary value problem (.) if it satisfies (.).
Definition . A function μ  ∈ E is called a lower solution of the periodic boundary value problem (.) if it satisfies
Analogously, a function ν  ∈ E is called an upper solution of the periodic boundary value problem (.) if the inequalities
hold.
Let us introduce the new notations which will be used in this paper. For nonnegative real numbers a ≤ b and a, b ∈ J, we define
where t q = max{t k ; a < t k < b}, t p = min{t k ; a < t k < b} for some k ∈ {, , . . . , m} and
Let f : J → R be a function given by
The impulsive integral notation is defined as
It is easy to prove the following result.
The following relations hold:
Now, we consider the following boundary value problem of a linear impulsive conformable fractional integro-differential equation subject to periodic boundary condition of the form
. . , m, are given constants and functions v, σ ∈ E.
Lemma . The solution x ∈ E of the problem (.) can be written as the following impulsive integral equation:
where
with t h = max{t k ; k = , , . . . , m and t k ≤ s}.
Proof Let x(t) be a solution of the problem (.). For t ∈ J  , multiplying by e -M (t-t  ) α α both sides of the first equation of the problem (.) and using Lemma .(v),
we obtain
Applying the conformable fractional integral of order α to both sides of (.) for t ∈ J  , we have
For t ∈ J  , multiplying both sides of the first equation of the problem (.) by e -M (t-t  ) α α and using the product rule, we get
The conformable fractional integration of order α from t  to t of (.) implies
by using Property .(i), we get
Repeating the above process, for t ∈ J k , we have
where t l = max{t k ; k = , , . . . , m and t k < t}.
Putting t = T in (.), we obtain
From periodic boundary value condition x() = x(T), we deduce that
Substituting (.) into (.), it follows that
Using Property .(ii), we have
Therefore, we obtain the integral equation (.) as required. Conversely, it can easily be shown by direct computation that the integral equation (.) satisfies the impulsive periodic boundary value problem (.). This completes the proof.
Denote a = max k {t k+ -t k }, k = , , . . . , m. Now we prove the comparison result.
Proof Suppose, to the contrary, that x(t) >  for some t ∈ J. Then there are two cases: (i) There exists a point t * ∈ J, such that x(t * ) >  and x(t) ≥  for all t ∈ J.
(ii) There exist two points t * , t * ∈ J, such that x(t * ) >  and x(t * ) < .
Obviously, the functions u(t) and x(t) have the same sign. According to the above, it fol-
, which is a contradiction.
Case (ii): Let inf{x(t) : t ∈ J} = -b. Then we can assume that b >  and also there exists a point t * ∈ (t i , t i+ ], i ∈ {, , . . . , m}, such that x(t * ) = -b or x(t + i ) = -b. Now, we only consider the case x(t * ) = -b. For the case x(t + i ) = -b, the proof is similar. It is easy to see that
Suppose that t * ∈ (t j , t j+ ) for some j ∈ {, , . . . , m}. We assume t * < t * , which implies i ≤ j.
For the case t * > t * , the proof is similar and thus we omit it. By Theorem ., we get
. . . ,
Summing up the above inequalities, we get
In the same way, we have
Summing up the above inequalities, it follows that
From (.), (.), and the third inequality of (.), we obtain
which leads to
Thus, we get
which contradicts (.). The proof is completed.
Existence results
In view of Lemma ., we define the operator A :
α (t h , s) ≤ , which implies that the above inequality (.) holds. From Cases I and II, it follows that
Transform the problem (.) into a fixed point problem, x = Ax, where the operator A is defined by (.). For any x, y ∈ E, we have
As < , A is a contraction. Therefore, by the Banach contraction mapping principle, we deduce that A has a fixed point which is the unique solution of the problem (.). The proof is completed.
and we write ν  ≤ μ  if ν  (t) ≤ μ  (t) for all t ∈ J.
Theorem . Assume that the following conditions hold:
(H  ) the functions μ  and ν  are lower and upper solutions of the periodic boundary value problem (.), respectively, such that ν
Then there exist monotone sequences {μ n }, {ν n } ⊂ E such that lim n→∞ μ n (t) = x * (t), lim n→∞ ν n (t) = x * (t) uniformly on J and x * , x * are maximal and minimal solutions of the problem (.), respectively, such that
on J, where x is any solution of the periodic boundary value problem
Proof For any σ ∈ [ν  , μ  ], we investigate the periodic boundary value problem (.) with
Applying Lemma ., the problem (.) has a unique solution x(t) for t ∈ J. Let us define an operator A by x = Aσ . Then the operator A is an operator from [ν  , μ  ] to E and A has the following properties:
To prove (i), we set a function ϕ = ν  -ν  , where ν  = Aν  . Then from condition (H  ) and (.), we have
and
Using Lemma ., we deduce that ϕ(t) ≤  for all t ∈ J, i.e., ν  ≤ Aν  . Similarly, we can prove that
. Setting a function ϕ = u  -u  , then for t ∈ J and by (H  ), we obtain
and by (H  ),
It is easy to see that
Then, from Lemma ., we get ϕ(t) ≤ , which yields Aσ  ≤ Aσ  . Next, we define the sequences {μ n }, {ν n } such that μ n+ = Aμ n and ν n+ = Aν n . From (i) and (ii), we see that the sequences {μ n }, {ν n } satisfy the following inequality:
for all n ∈ N . Obviously, the functions μ n , ν n (n = , , . . .) satisfy
Therefore, there exist functions x * and x * on J, such that lim n→∞ ν n = x * and lim n→∞ μ n = x * uniformly on J. Clearly, x * , x * are solutions of the periodic boundary value problem (.).
Finally, we are going to show that x * , x * are minimal and maximal solutions of the problem (.). Suppose that x(t) is any solution of the problem (.) for t ∈ J, such that x ∈ [ν  , μ  ] and also there exists a positive integer n such that ν n (t) ≤ x(t) ≤ μ n (t) on J. 
and also
ϕ() = ν n+ () -x() = ν n+ (T) -x(T) ≥ ϕ(T).
Then, by applying Lemma ., we have ϕ(t) ≤ , which leads to ν n+ ≤ x on J. By similar method, we can show that x ≤ μ n+ on J. Since ν  ≤ x ≤ μ  on J, by mathematical induction, we deduce that ν n ≤ x ≤ μ n on J for every n. Hence, by taking n → ∞, we have x * (t) ≤ x(t) ≤ x * (t) on J. The proof is complete.
An example
Example . Consider the following periodic boundary value problem for impulsive conformable fractional integro-differential equation: 
