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Abstract 
The L-CAPS system is a functional interface for learning group behavior using Cultural Algorithms in the land bridge 
simulation example. It enables the Cultural Algorithms process to implicitly communicate with, modify and evaluate, 
autonomous game agents restricted to an external virtual world. The L-CAPS system is described and used to learn the group 
behavior of caribou herds in the virtual world. 
© 2011 Published by Elsevier B.V. 
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I. INTRODUCTION
ne of the greatest obstacles to the creation of virtual worlds is to intelligently steer large number of agents 
through a virtual landscape in ways that makes their individual and collective movements look realistic [12]. 
Traditional approaches to this problem using path-planning algorithms have been extensively studied and have 
led to some very sophisticated algorithms. These algorithms were developed relative to robotic applications in static 
environments with few active agents [13][14] and do not carry over well to the virtual environments used in many 
modern computer games and simulations. In an interactive computer game, the virtual environments are dynamic and 
often populated by a large number of computer-controlled characters commonly referred to as “softbots”. The “bots” 
must move towards their own specific desired locations while being cognizant of both their surrounding environment 
and the other bots around them. As such, the algorithms needed to solve this problem must be capable of generating 
hundreds of paths in real-time that look convincingly realistic to the player. Currently within the game development 
community there are several commonly used approaches which we will now describe. 
O
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 Grid–based methods can be employed using the A* algorithm [15]. A* is a heuristic-based extension of the best-
first algorithm that, under certain conditions, is guaranteed to produce optimum paths. In contrast, the worst-case 
complexity is exponential in nature. Therefore, A*-based methods are often computed off-line with commonly used 
paths stored in tabular form for retrieval during a game. The paths themselves tend to look unrealistic, and some post-
processing is needed to produce more realistic trajectories. 
 Navigation meshes partition an environment’s terrain into polygons that are then created with an attached 
“waypoint” [16]. Waypoints between polygons are connected together to form a path. The mesh is designed relative 
to the static environment and relative to the general locational goals that game characters will have. Path generation 
here is again done using the A* algorithm which has the same drawbacks as mentioned previously. 
 Reactive methods apply local environmental information in order to generate movement for characters towards 
their goal. In transferring local environmental information to a character, various algorithmic methods can be used to 
provoke a desired reaction from the character. The most popular approach uses a potential function. Goals and 
obstacles produce attractive and repelling fields, respectively. At any point in the space, the sum of the produced 
fields creates a movement vector towards the goal and away from obstacles. Unlike the approaches above that use A* 
to guarantee optimal paths, this approach provides no such guarantee. Characters can get stuck in sub-optimal points 
and their movement must be resolved, often through unrealistic movements. Such a case can be observed if the 
potential fields at a point cancel each other out. Then the character is stuck at a point with a 0 motion vector, and can 
remain stationary forever. [17] 
 Agent-based approaches are used often in computer graphics, where agent behavior can be specified in terms of 
rules, social forces techniques, or particle swarm methodologies [1,17]. These approaches typically make use of local 
information to make their planning decisions, and work well in relatively open environments, and with a 
homogeneous group of agents. The recent work of Reynolds and Kinniard-Heether successfully used a socially 
motivated approach, Cultural Algorithms, to parameterize rules for an autonomous racecar driver in a 3D racing game 
[8]. 
 Various hybrid approaches have been suggested that combine both local and global information. For example, in 
the corridor approach, a global roadmap is constructed and augmented with clearance information relative to each 
corridor such that each agent knows how close to the edge of the corridor it can get. The actual decision making of an 
agent relative to its goal is based upon local information via a potential function. [12]. 
 Lastly, the system architect can explicitly specify the paths for a character in a game. This method is laborious, 
redundant, and static, since changes in the environment will require meticulous readjustments. The deterministic 
nature of the path leads to repetitive and predictable behaviors that reduce a player’s level of immersion, and the 
believability that these character can to possess intelligence. 
 In this work, we extend the social learning approach of Reynolds and Kinnaird-Heether into a virtual representation 
of an extinct real world environment: the Alpena-Amberley Ridge. This ridge was above the surface of Lake Huron 
just after the last glacial ice age [5] when water levels were lower than those of today, and provided a migration 
pathway for caribou and other animals. The number of caribou could be a thousand or more.  Our goal is to show that 
the Cultural Algorithms Toolkit, or CAT (version 1.0), can be adapted to parameterize the rules for the movement of 
caribou agents along a land bridge corridor.  
Figure 1: Survey of the Alpena-Amberley Ridge (Lake Stanley in Blue) 
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In supporting our goal, we create the Land Bridge – Cultural Algorithms Program Simulation, or the L-CAPS. This is 
a software program that attempts to employ CAT for the purpose of real-time path planning for a large number of 
agents in a virtual world.  
 In the summer of 2008 we focused our attention on surveying a submerged Lake Huron land bridge [4], the 
Alpena-Amberley Land Bridge. The project was aimed at uncovering evidence of prehistoric Paleo-Indian 
occupational sites and hunting camps through the use of traditional and new underwater survey techniques.  The land 
bridge spanned Lake Huron from the current Alpena, Michigan area to what is now Amberley, Ontario, Canada 
approximately 10,000 years ago during the Ice Age (Figure 1). Results of the research can provide insight into the 
environmental viability and impact of human occupation during that time period and in a location where 
anthropological knowledge is scarce.  
 That initial work suggested that the high-resolution geographical imagery acquired from the 3D surface modeling 
techniques could provide the necessary details for recreating prehistoric use of the area as a real-time 3D game 
application. In doing so, researchers would have a dynamic, interactive representation of the area to act as a sandbox 
in which any number of anthropological hypotheses can be expressed. In addition, as the survey acquires new data, 
that information can be added to the land bridge simulation. Archaeologists could then visualize the impact this new 
information has on the relationship between human agents and their environment. 
 We hypothesize that the L-CAPS can use Cultural Algorithms to produce a set of wandering parameters for 
associated movement rules or algorithms that are capable of leading a large herd of caribou across the virtual Alpena-
Amberley ridge in the direction that they are migrating and that the produced movement has a realistic feel to it. A 
final solution is subject to having the highest survival rate of caribou in a herd traveling the farthest possible distance 
allowable before the performance environment is terminated. We are most interested in observing whether Cultural 
Algorithms can produce at least a satisfactory migration path across the land bridge. The L-CAPS achieves this 
through the combination of the three internal software components shown in Figure 2:  
Figure 2: The L-CAPS Component Overview 
Each of the components will be discussed in the following sections. Section II provides a description of the Land 
Bridge virtual environment. Section III describes the LCAPS game engine. Section IV provides a description of some 
example runs of the system in order to demonstrate its group learning capabilities. Section V gives our conclusions. 
II. THE 3D VIRTUAL WORLD
 Using the same techniques and tools found in modern game 
development, new surveys of the Alpena-Amberley ridge were 
referenced to recreate a real-time, three-dimensional, interactive 
virtual world. Researchers directly involved with the Lake 
Huron project expressed interest in using such a model to further 
their anthropological inquiries. In general, the virtual world 
created for the L-CAPS system can support experimentation 
within that realm of research, and can be used when formulating  
and verifying theories about the location’s Early Archaic Paleo-
Indian occupation.  
An important goal of this paper is to explore the learning potential of Cultural Algorithms (CA) when used in virtual 
worlds with large numbers of autonomous agents similar to those found in modern games. It is crucial to engineer a 
game world, scene, or narrative that is sensible to both this CA process and the game’s design. For this purpose, 
producing an accurate biological model of the Alpena-Amberley ridge in the L-CAPS was not the dominant concern 
at this point. Rather, the motivation for modeling the Alpena-Amberley ridge was to support the inherent relationship 
Figure 3. From height map to 3D World Map 
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between the need to provide a real-time, interactive 3D game experience while exploring research within Cultural 
Algorithms in terms of path planning in crowds. 
    In our land bridge simulation, caribou herds traverse the 3D environment seasonally from north to south in the fall 
and from south to north in the spring. To create this 3D landscape, the standard game development technique called 
“height-mapping” was used. In height-mapping, a binary image file is created with only gray-scaled pixel data. The 
elevations for all the vertices in the terrain mesh are generated from the white value intensity of each pixel in the 
image [6]. For more details see Figure 3. The binary image used for the virtual world, seen on the left side of Figure 
3, was generated using a program called Terragen [7]. Terragen is a program that is specifically used to create height-
map bitmaps, and this final representation of the land bridge was molded in Terragen using GIS images and surveys 
from [4]. 
 In addition to the standard terrain, sky and water effects were added for simple levels of realism. The sky was 
produced using another industry technique called a “skybox;” a skybox is an infinitely large cube that surrounds the 
entire scene, and is textured from the inside [6]. The ocean water is drawn using the custom water shader also 
available from [6]; shaders are micro programs that run directly on the resident graphics card [6]. A near final version 
of the simulation, without caribou and at an angled perspective, is shown in figure 4 below. 
Figure 4: A Near-final 3D Virtual World. 
III. CULTURAL ALGORITHM FRAMEWORKS  
 In the anthropological sense, persistent generations of a species may exhibit aspects, biological or otherwise, that 
are contributing towards the prosperity of future generations. Culture, defined by Edward B. Tylor as “that complex 
whole, which includes knowledge, beliefs, art, law, morals, custom, and any other capabilities and habits by man as a 
member of society,” [9] can emerge in a complex network of individuals sharing abstract information. Cultural 
Algorithms utilize culture for the benefit of autonomous learning. 
 Cultural Algorithms (CA) provide a vehicle for modeling social evolution and learning. Cultural Algorithms were 
introduced by Reynolds in 1979, and designed as an extension to the traditional population based approaches such as 
Genetic Algorithms [2]. In Cultural Algorithms, Reynolds purposed a heuristic evolutionary approach that exploits 
the social dynamics to solve large-scale computational problems. Quantitatively, the CA is not intended to replicate 
the exact complex process by which cultural learning occurs in nature. Rather, CA models culture at a high level of 
abstraction, observing the information that is shared categorically, and then mapping future individuals into a social 
fabric that is both constrained and influenced by the individuals, their peers, and their predecessors. Reynolds has 
argued the empirical advantages of cultural evolution over biological evolution [10]. The CA is the pragmatic 
framework used in supporting this hypothesis. The Cultural Algorithms Toolkit (CAT 1.0) is the current, de-facto CA 
standard implementation. It is self-contained, but has been adapted to serve as the CA core for both MOCA [4] and 
the L-CAPS. 
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Figure 6: The Cultural Algorithm framework model used by CAT in the L-CAPS. 
     
     Figure 7 Caribou Simulation Classes 
 The L-CAPS uses the CAT 1.0 system described by Reynolds and Ali in [11]. Cultural Algorithms maintains a 
Belief Space, a Population Space, the Acceptance Function, and the Influence Function. Figure 6 shows the Cultural 
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Algorithm framework model. The L-CAPS performance environment is responsible for testing the movement rule 
parameters given from CA and reporting back the results. It is supported by the coordination of classes shown in 
Figure 7, collectively known as the core simulation classes. Many core simulation classes assist the performance 
environment by providing communication between the CAT system and the virtual world, while some provide mass 
functionally such CaribouGame3D, which is the actual game instance. The performance environment’s primary class, 
CaribouGame3D, directly inherits from the XNA built-in Game class. As the name suggests, this class provides 
methods for initializing a game environment, loading content, updating the game, drawing the game, unloading 
content, and exiting the game. As part of the CAT process executing inside the L-CAPS CA repeatedly generates new 
instances of the CaribuGame3D class during the program’s lifetime. Each instance differs only by the values of the 
WanderingParams structure passed into it that contains the wandering kinematic data used by the caribou agents. As 
such, every CaribouGame3D instance is unique with respect to these values. The wandering kinematic algorithm will 
be discussed in the next section. 
ǣ  	 
In order to move entities through 3D space, a modern game’s AI system generally supports four basic kinematic 
movement types: seek, arrive, flee, and wander. Seeking focuses the attention of the entity on a single goal in the 
landscape. Ideally this can be a point, line, or region on the landscape. That goal is static for the duration of the run 
and the entity pursues that location indefinitely.  Arrive, similar to seek, stops the entity upon reaching the 
destination. Fleeing allows the entity to move away from a pursuant threat. Wandering gives the appearance that the 
entity is meandering through the environment; the caribou equivalent is browsing or grazing. This section describes 
how caribou are able to autonomously move through their environment in the L-CAPS. The pseudocode for the 
wandering kinematic is given below: 
getSteering(&outputForce) 
{
'X = current_X_Target * jitterValue 
'Z = current_Z_Target * jitterValue 
newWanderTarget = ('X, 'Z) 
newWanderTarget *= wanderRadius 
newWanderTarget.X += wanderDistance 
newWanderTarget.Z += wanderDistance 
output.angle = SetOrientationTowardsTarget(newWanderTarget) 
output.linearForce += wanderTarget * maxSpeed} 
Caribou agents in this prototype currently only use the wandering kinematic. When wandering, a Caribou requests 
the getSteering() function to calculate a force vector that pushes the caribou towards a constantly changing wandering 
target. The caribou’s intention is to move towards this location indefinitely, just as it would with a seek kinematic. 
However, the wandering kinematic enforces an additional requirement: changing the location of the wandering target 
frequently enough, will make the caribou appear to travel along a path that is indifferent to any particular objective. 
Figure 8: The basic schematic of the wandering kinematic. The caribou tries to follow the wandering target. 
The jitter amount stored in jitterValue is used to adjust the wandering target along the circumference of a circle 
that surrounds the agent. The degree by which the wandering target is changed depends on the parameters provided to 
the algorithm by CAT.  The wandering target is adjusted around an invisible circle as shown in Figure 8. 
In addition to the magnitude of jitter used, the radius size of the circle, which the wandering target is projected on, 
also affects the appearance of the wandering movement. For example, a jitter value of 1.5 on a smaller circle will 
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have a more dominant impact than on a circle with a larger radius using the same jitter value. If the agent is placed at 
the center of the wandering circle, adding displacement to the wandering target causes the agent’s movement to 
appear drastic and “jittery” (hence the name). To smooth out the wandering rotation, a final requirement of the 
algorithm is to place the circle directly in front of the agent by some constant distance, the wanderDistance. 
Each of these parameters: the wandering target, the jitter value, the circle radius, and the wandering distance; 
coalesce to produce the wandering action of caribou agents in a herd. The type of wandering behavior achieved is the 
result of tuning these underlying parameters. The L-CAPS engine was created for this very reason: an interface 
designed to use Cultural Algorithms as the mechanism for learning a configuration of these parameters that can 
successfully guide wandering caribou across a 3D landscape within a fixed time interval. Figure 9 shows an example 
of what a herd moving in the performance environment looks like. The appearance of the large spatial displacement 
between caribou indicates that the wandering values used to instantiate this herd are performing poorly.  
Figure 9: An example of a herd moving under the 
control of wander kinematic. 
V. PRELIMINARY TESTS OF LCAPS 
 Here we generate four random tests of the system in 
order to demonstrate the extent to which the game 
engine and virtual world described above can be used in 
the Cultural Learning process. Figure 10 shows the herd 
patterns of four randomly sampled solutions created by 
CAT 1.0, each with the same herd size. In these 
screenshots, certain inferences can already be made 
about the influence the wandering parameters have on 
general herd movements. Most notably, the lower-right 
screenshot supports our assumption that when the jitter 
value is relatively small, a caribou’s path becomes more 
linear. The description of the wandering kinematic 
earlier reiterates this idea, since the wandering target’s 
displacement over the guiding circle is forcibly subdued 
with a lower jitter value. While humans can easily make 
such inferences, the ability for the L-CAPS to discern 
the origin and effects of these types of influences will be  
Figure 10: Herd Patterns of Four Randomly Sampled Solutions
.
310  Kevin Vitale et al. / Procedia Computer Science 6 (2011) 303–310
largely dependent on the design of a well-formed objective function. This is critical in aiding the CA process towards  
towards a proper solution. All of the solutions provided above reflect in the eyes of the observer a basic notion of 
group movement. They range from a tight group movement in the lower right to a dispersed pattern in the lower left 
reflecting grazing activity while moving. The upper right hand corner reflects compromise between tightness and 
dispersion. 
VI. CONCLUSIONS 
   
 The L-CAPS is a functional interface for learning group behavior using Cultural Algorithms in the land bridge 
simulation example. It enables the Cultural Algorithms process to implicitly communicate with, modify and evaluate, 
autonomous game agents restricted to an external virtual world. The results can be equated to an inaugural phase for 
future game designs that might rely on the CA process for agent learning and AI. However, to do so, the L-CAPS 
would need to produce a framework relatable to modern game designs. Using the XNA API, it has done so, and 
therefore, has opened the way for future explorations in using Cultural Algorithms to manipulate mass amounts of 
external game agents. In future work, CA could become the entire CA subsystem that is manipulating world agents 
from their expressive interactions that define their social fabric. 
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