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摘　要：提出了一种基于多情感自适应的情感语音合成方法，其创新点在于，通过ＳＡＴ过程从多个说话人
的情感语音语料中获得情感语音的平均音模型，对目标说话人的情感数据进行自适应变换，构建目标情感
的声学参数模型，从而达到合成出目标说话人的情感语音的效果 ．实验表明，本方提出的方法能够获得自
然度和情感相似度均较好的合成情感语音 ．
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随着深度学习技术的发展，基于深度学习的语音合成方法［１－２］也在不断推陈出新，这使得语音
合成的质量得到了空前的提高 ．语音合成的情感部分相比于传统语音合成的提升虽然巨大，但尚
未达到拟人化，所以提高合成语音表现力，将成为未来语音合成研究的重点和难点．２０世纪末，随
着基音同步叠加的时域波形修改算法（ｐｉｔｃｈ　ｓｙｎｃｈｒｏｎｏｕｓ　ｏｖｅｒ　ｌａｐ　ａｄｄ，ＰＳＯＬＡ）的提出，语音段之
间的拼接问题得到了较好的解决，使得波形拼接语音合成技术的发展迈出一大步 ．本文提出了一
种基于ＳＡＴ的情感语音合成方法，该方法以多人多情感的标注语音数据作为训练集，在ＳＡＴ框架
下构建并训练语音平均音模型，最后通过说话人自适应转换生成目标说话人情感的定制模型，实现
目标情感语音合成．
１　基于多情感说话人自适应的情感语音合成
１．１　基于统计参数（ＨＭＭ）的语音合成系统
语音合成的算法有很多种，大致可以从以下三个维度聚类：（１）情感参数样本［３］，如增加情感
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图 1 基于 HMM 的统计参数语音合成系统
Fig.1 HMM-based statistical parameter speech synthesis system
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１．２　基于多情感说话人自适应的情感语音
合成
在基于统计参数（ＨＭＭ）语音合成算法
的基础上，本文提出基于多情感说话人自适应的情感语音合成系统，如图２所示，包括训练、自适应
和合成三个阶段．在训练阶段对情感数据库的语音数据进行特征提取，获取基频、谱参数等声学参
数文件，以及标注的文本文件 ．通过决策树聚类得到训练好的 ＨＭＭ 模型库 ．在自适应阶段，基
于ＣＭＬＬＲ实现多说话人情感语音数据模型的ＳＡＴ操作，获得训练集数据的平均音模型、自适应
模型，对自适应模型通过最大后验概率进行修正和更新；在合成阶段，利用前阶段的标注数据和模
型，结合ＳＴＲＡＩＧＨＴ语音合成器，得到目标说话人的情感语音．
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图 2 基于 SAT 过程的多情感说话人语音数据情感语音合成系统
Fig.2 Multi-emotional speaker speech data emotional speech synthesis system based on SAT process
平均音模型　　对多个情感说话人的情感语音数据的基元进行训练，得到多个 ＨＭＭ 模型．
然后对这些 ＨＭＭ模型进行概率分布统计，得到所有说话人情感语音数据的平均分布模型．
ＳＡＴ算法　　对说话人差异进行归一化操作，提高模型的准确度，利用 Ｍｕｌｔｉ－ｓｐａｃｅ－ＨＭＭ实
现汉语清音和元音的基频建模，并基于上下文相关的 ＭＳＤ－ＨＳＭＭ 语音合成单元，结合ＣＭＬＬＲ
实现多说话人的ＳＡＴ，获得多说话人情感语音的平均音模型．
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本文采用具有精确时长分布的半隐 ＨＭＭ模型，对状态输出和时长分布进行控制建模和归一
化处理：
Ｏ
s
ｉ
（ｓ）＝Ａ（ｓ）ｏｉ＋ｂ（ｓ）＝Ｗ（ｓ）ξ（ｉ），　ｄ
s
ｉ
（ｓ）＝α（ｓ）ｄｉ＋β
（ｓ）＝Ｘ（ｓ）ξ（ｉ），
式中：Ｏ
s
ｉ表示训练集模型ｓ的状态输出的期望向量，Ｗ＝［Ａ，ｂ］为ｓ的输出状态变换矩阵，ｏｉ为其平
均观测向量，ｄ
s
ｉ表示ｓ的平均时长，Ｘ＝［α，β］为ｓ的状态时长差异的变换矩阵，ｄｉ 为其平均时
长，ξ＝［ＯＴ，１］．
在进行完说话人ＳＡＴ后，在少量数据下，采用ＣＭＬＬＲ自适应算法对平均音模型的基频、频谱
和时长参数进行变换，特征向量ｏ与状态时长ｄ的变换方程：
ｂｉ（ｏ）＝Ｎ（ｏ；Ａμｉ－ｂ，ＡΣｉＡ
Ｔ）＝ Ａ－１　Ｎ（Ｗξ；μｉ，Σｉ），
ｐｉ（ｄ）＝Ｎ（ｄ；αｍｉ－β，ασ
２
ｉα）＝ α－１　Ｎ（αψ；ｍｉ，σ２ｉ），
式中：ξ＝［ＯＴ，１］，ψ＝［ｄ，１］Ｔ，μｉ、ｍｉ分别为输出状态分布和时长分布的均值，Σｉ、σ
２
ｉ 为协方差矩
阵以及方差 ．Ｗ＝ Ａ－１，Ｂ［ ］－１ 和Ｘ＝［α－１，β
－１］分别为基于概率密度分布的目标说话人状态和时长
线性变换矩阵．
基于 ＨＳＭＭ的自适应变换算法，实现语音声学特征参数的归一化和预处理 ．时长为Ｔ的自
适应数据Ｏ，利用最大似然估计处理变换Λ＝ （Ｗ，Ｘ）：
槇Λ＝ （Ｗ
～
，Ｘ
～
）＝ａｒｇ　ｍａｘ
Λ
Ｐ（Ｏλ，Λ），
式中，λ为 ＨＳＭＭ的参数集 ．分布共享一个回归矩阵的绑定［１１］，实现少数据的自适应效果的优
化，如图３所示．
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图 3 说话人自适应算法流程框图
Fig.3 Speaker adaptive algorithm flow diagram
本文采用 ＭＡＰ算法对模型进行修正和更新，对于给定的参数集 ＨＳＭＭ，设αｔ（ｉ）代表前向概
率，βｔ（ｉ）代表后向概率，状态ｉ下，序列ｏｔ－ｄ＋１…ｏｔ观测生成概率κ
ｄ
ｔ（ｉ）是：
κｄｔ（ｉ）＝ １Ｐ（Ｏλ）∑
Ｎ
ｊ＝１；ｊ≠１
αｔ－ｄ（ｊ）ｐ（ｄ）∏
ｔ
ｓ＝ｔ－ｄ＋１
ｂｉ（ｏｓ）βｔ（ｉ）．
最大后验概率估计描述如下：
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式中：μ
－
ｉ（μ
!
ｉ）和ｍ
－
ｉ（ｍ
!
ｉ）代表线性回归变换后的均值向量（加权后的 ＭＡＰ估计值），ω代表 ＭＡＰ估
计状态输出的参数，τ代表 ＭＡＰ估计时长分布的参数．
２　实验与分析
２．１　评测方法
本文主要从主观测评和客观测评两个层面对合成语音的效果进行分析与评估．
２．１．１　客观评测　　下式能够对合成语音和原始语音在语句时长、基频、谱质心等声学参数上进
行误差分析：
ＲＭＳＥ＝
　
１
Ｎ∑
Ｎ
ｉ＝１
Ｗｉ槡
２
式中：语音文件的对比数为Ｎ ，参数误差Ｗｉ反映了合成语音与原始语音之间的差异 ．Ｗ 表示基元
时长误差，定义为Ｗ ＝ （Ｔ２－Ｔ１）－（ｔ２－ｔ１） ，ｔ１为得到的合成语音基元的起始时间，对应的截
止时间为ｔ２，Ｔ１ 代表原始语音基元开始时间，其对应的截止时间为Ｔ２ ．语句时长误差Ｗ 定义如
下：Ｗ ＝ （Ｔｅ－Ｔ０）－（ｔｅ－ｔ０） ．合成语句的开始时间为ｔ０ ，截止时间为ｔｅ；Ｔ０为原始语句的开
始时间，Ｔｅ为对应的截止时间 ．基频误差Ｗ 定义如下：Ｗ ＝ ｆ２－ｆ１ ．ｆ１ 为合成语句的基频均
值，ｆ２ 为原始语句的基频均值．
２．１．２　主观评测　　采用ＭＯＳ和ＥＭＯＳ分别对合成语音的自然度与情感相似度进行评估，其中
ＭＯＳ为平均意见得分（ｍｅａｎ　ｏｐｉｎｉｏｎ　ｓｃｏｒｅ），ＥＭＯＳ情感相似度平均意见得分（ｅｍｏｔｉｏｎａｌ　ｍｅａｎ　ｏ－
ｐｉｎｉｏｎ　ｓｃｏｒｅ）．
表１　ＭＯＳ评测分值标准表
Ｔａｂ．１　ＭＯＳ　ｅｖａｌｕａｔｉｏｎ　ｓｃｏｒｅ　ｓｔａｎｄａｒｄ
分值 评测标准
０～１ 劣，极差，听不懂
１～２ 差，勉强，听不大清
２～３ 中，有延迟，可以接受
３～４ 良，听得清楚，愿意接受
４～５ 优，很自然
表２　ＥＭＯＳ评测分值标准表
Ｔａｂ．２　ＥＭＯＳ　ｅｖａｌｕａｔｉｏｎ　ｓｃｏｒｅ　ｓｔａｎｄａｒｄ
分值 评测标准
０～１ 劣，情感度不明
１～２ 差，情感度模糊
２～３ 中，情感度可以接受
３～４ 良，情感度愿意接受
４～５ 优，情感相似度理想
　　实验数据为２２名评测者的普通话和情感语音合成的语
音（２２０句），评测者根据合成语音的自然度或情感度，对其进
行打分（按５分制），评测标准如表１、表２所示．
２．２　实验配置
２．２．１　情感语料库　　对１６名人员（８男８女）建立情感语音
数据库．建立过程为：每人需录制１０种情感语音，每种情感录制
２０ｍｉｎ，情感有悲伤、放松、愤怒、轻蔑、温顺、喜悦、厌恶、焦虑、惊
奇、恐惧、中性等１０１种 ．建立的语音库共计４　６００句语料．
２．２．２　实验方案　　需要对情感语音合成的好坏进行一个
正确评估，本文在ＳＡＴ１［１３］和ＳＡＴ２两种模型上进行试验方
案设计，其中，对比实验方案为ＳＡＴ１模型，情感语音合成实
验方案为ＳＡＴ２模型．
ＳＡＴ１模型：首先，建立训练集，训练数据为２．２．１介绍的
情感语料库数据．然后，在训练集上用ＳＴＲＡＩＧＨＴ算法提取
语音文件的声学参数（如基频等）信息 ．同时，语料文本文件
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需要输入，并且需要对其进行分析，可以得到相关的标注文件 ．最后，进行 ＨＭＭ 训练，对训练结
果进行决策树聚类，得到 ＨＭＭ模型库．
ＳＡＴ２模型：训练前，在１６人中随机选取一人作为目标说话人，并在其录音中随机选取每种情
感语音２句组成其情感小语料库 ．训练 ＨＭＭ 模型库方法与ＳＡＴ１模型中的方法一致，但ＳＡＴ２
模型增加了ＳＡＴ部分，采用被选取人的情感小语料库，对其平均音模型进行ＳＡＴ过程，获得说话
人的自适应模型 ．然后，输入待合成情感语音文本，进行决策分析，挑选出合适的基元模型，最后合
成得到目标情感语音，在ＳＡＴ１和ＳＡＴ２两种模型上合成共计２２０句情感语句，每种模型各包含每
种情感的１０句测试语句．
最后，采用 ＭＯＳ和ＥＭＯＳ两种主观评测方法，对合成的情感语音的自然度和情感相似度进
行对比并做出实验分析．
２．３　实验结果分析
合成语音参数的ＲＭＳＥ对比结果如表３所示．从客观评测结果可以看出，本文提出的自适应
情感语音合成模型合成的语音在各个参数方面都明显优于传统统计参数语音合成模型，结果如表
３所示 ．图４显示的是两种模型合成语音在时长、基频、谱质心等声学特征上的ＲＭＳＥ对比曲线
图．图４能直观地显示本文的方法优于传统统计参数语音合成模型．
图 4 客观评测结果
Fig.4 Objective evaluation result
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（c） 两种模型谱质心 RMSE 对比图
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（b） 两种模型合成语音的基频 RMSE 对比图
50
49
48
47
46
45
44
50
49
48
47
46
45
44SA
T2
语
句
基
频
RM
SE
/H
z
SA
T1
语
句
基
频
RM
SE
/H
z1
SAT2
SAT1
0.520
0.515
0.510
0.505
0.500
0.495
0.490
0.485
0.480
0.475
0.465
0.400
悲伤 放松 愤怒 焦虑 惊奇 恐惧 轻蔑 温顺 喜悦 厌恶 中性
（a） 两种模型合成语音的语句时长 RMSE 对比图
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表３　不同模型上合成语音
参数ＲＭＳＥ对比结果
Ｔａｂ．３　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｓｙｎｔｈｅｓｉｚｅｄ　ｓｐｅｅｃｈ
ｐａｒａｍｅｔｅｒｓ　ＲＭＳＥ　ｏｎ　ｄｉｆｆｅｒｅｎｔ　ｍｏｄｅｌｓ
合成
模型
指标
ＲＭＳＥ值
最大值 最小值 均值
ＳＡＴ１
时长／ｓ　 ０．５１９　 ０．５０１　 ０．５１
基频／Ｈｚ　４４．６６２　４４．０２１　４４．２１１
谱质心／
Ｈｚ
１８１．００３　１７８．９３４　１７９．７３９
ＳＡＴ２
时长／ｓ　 ０．５１９　 ０．５０１　 ０．５１
基频／Ｈｚ　４９．８８１　４８．１４２　４９．２５１
谱质心／
Ｈｚ
２２９．８７１　２２８．０１９　２２９．１１０
图５所示是ＳＡＴ１和ＳＡＴ２
不同模型上合成情感语音的 ＭＯＳ
得分 ．很明显，在ＳＡＴ２模型上得
到合 成 情 感 语 音 的 自 然 度 比
ＳＡＴ１模型上得到的要高 ．如图６
所示为在ＳＡＴ１和ＳＡＴ２两种模
型上获得的合成语音的情感相似
度之间的评测对比分析，显然，在
ＳＡＴ２模型上得到合成语音的情
感相似度比ＳＡＴ１模型上得到的
要高．
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图 5 合成情感语音 MOS 得分
Fig.5 Synthetic emotional voice MOS score
图 6 合成情感语音 EMOS 得分
Fig.6 Synthetic emotional voice EMOS score
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11 种不同情感语音
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评测对比分析
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３　结论
本文提出了一种基于多情感说话人自适应的情感语音合成方法，搭建了此情感语音合成系统
和传统的基于 ＨＭＭ的语音合成系统．实验证明，与传统的基于 ＨＭＭ的语音合成系统相比，在训
练阶段加入了说话人ＳＡＴ过程，获得多个说话人的情感语音平均音模型，减小了语音库中因不同
的说话人而产生的差异带来的影响，从而使得合成语音的情感相似度得到提升 ．根据平均音模型，
用少量的待合成情感语料就能通过自适应算法合成出流利度、自然度、情感相似度都很好的情感语
音．
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