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COMPLEXIFICATIONS OF MORSE FUNCTIONS AND THE
DIRECTED DONALDSON-FUKAYA CATEGORY
JOE JOHNS
Abstract. Let N be a closed four dimensional manifold which admits a self-
indexing Morse function f : N −→ R with only 3 critical values 0, 2, 4, and a
unique maximum and minimum. Let g be a Riemannian metric on N such that
(f, g) is Morse-Smale. We construct from (N, f, g) a certain six dimensional
exact symplectic manifold M , together with some exact Lagrangian spheres
V4, V
j
2
,V0 in M , j = 1, . . . , k. These spheres correspond to the critical points
x4,x
j
2
, x0 of f , where the subscript indicates the Morse index. (In a companion
paper we explain how (M,V4, {V
j
2
}, V0) is a model for the regular fiber and
vanishing spheres of the complexification of f , viewed as a Lefschetz fibration
on the disk cotangent bundle D(T ∗N).) Our main result is a computation of
the Lagrangian Floer homology groups
HF (V4, V
j
2
), HF (V j
2
, V0), HF (V4, V0)
and the triangle product
µ2 : HF (V4, V
j
2
)⊗HF (V j
2
, V0) −→ HF (V4, V0)
in terms of the Morse theory of (N, f, g). The outcome is that the directed
Donaldson-Fukaya category of (M,V4, {V
j
2
}, V0) is isomorphic to the flow cat-
egory of (N, f, g).
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1. Introduction
This paper is a natural sequel to [J09A], although it does not rely on the results
there. In that paper we consider the following problem. Suppose that N is a real
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analytic manifold and f : N −→ R is a real analytic Morse function. Then, in local
charts on N , f is represented by some convergent power series with real coefficients;
if we complexify these local power series to get complex analytic power series (with
the same coefficients) we obtain a complex analytic map on the disk bundle of T ∗N
of some small radius,
fC : D(T
∗N) −→ C,
called the complexification of f . In favorable circumstances, fC can be regarded as
a symplectic Lefschetz fibration. (Obviously this description is a little imprecise,
but for us fC will only be used for motivation; one possibility for a precise version
is given in [HK08].)
Problem. Describe the generic fiber of fC as a symplectic manifold M , and describe
its vanishing spheres as Lagrangian spheres in M .
Implicit in this problem is the more informal question: To what extent is the Morse
theory of f reflected in the complex geometry of fC? Problems of this type have been
considered for some time in various fields, see for example [K78], [LS91], [AMP05],
[AC99]. In fact we draw a great deal of inspiration from the last mentioned paper,
which solves the above problem when f : R2 −→ R is a real polynomial.
Our approach in [J09A] is as follows. We first take a Riemannian metric g such that
(f, g) is Morse-Smale and we only assume (N, f, g) is smooth, not necessarily real
analytic. Then, given the corresponding handle decomposition of N , we construct
an exact symplectic manifold M of dimension 2 dimN − 2 together with some exact
Lagrangian spheres V1, . . . , Vm ⊂ M, one for each critical point of f . (See §2 for
the construction of (M,V1, . . . , Vm) in the simple case N = RP
2; see also §4a, 4b
for a sketch of the four dimensional case.) Given (M,V1, . . . , Vm), there is a unique
(up to deformation) symplectic Lefschetz fibration π : E −→ C, with regular fiber
M = π−1(b) and vanishing spheres V1, . . . , Vm (see [S08, §16e]). Theorem A below
shows that (E, π) and (D(T ∗N), fC) have the same salient features. In this sense
(E, π) is a good model for (D(T ∗N), fC) and (M,V1, . . . , Vm) is very likely a correct
answer to the above problem. In any case, for this paper and other applications
(see [J09A] and below) we need not use fC; instead we will always use (E, π).
Theorem A ([J09A]). Assume N is a smooth closed manifold and f : N −→ R is
self-indexing Morse function with either two, three, or four critical values: {0, n},
{0, n, 2n}, or {0, n, n+1, 2n+1}. Let (M,V1, . . . , Vm) be the data from the construc-
tion we discussed above (which depends in addition on a Riemannian metric g on N
such that (f, g) is Morse-Smale). Let π : E −→ C be the corresponding symplectic
Lefschetz fibration with fiber M and vanishing spheres (V1, . . . , Vm). Then,
• N embeds in E as an exact Lagrangian submanifold;
• all the critical points of π lie on N , and in fact Crit(π) = Crit(f); and,
• π|N = f : N −→ R (up to reparameterizing N and R by diffeomorphisms).
The hypotheses on f ensure that the construction of M is relatively easy. If there
are five or more critical values then constructing M becomes more complicated, so
that is postponed for later treatment. In [J09A] we also sketch a proof that E is
homotopy equivalent to N , and we explain why E is expected to be conformally
exact symplectomorphic to D(T ∗N).
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In this paper we consider the simplest nontrivial case, where f is self-indexing
and takes only three critical values 0,n, 2n, with a unique maximum and minimum.
Furthermore, we focus on the case dimN = 4, firstly for the sake of concreteness
and secondly because the stock of examples is most rich in that dimension (see
[J09A] and the references there). (Everything in this paper can be done in an ar-
bitrary dimension dimN = 2n in a completely analogous way, see §4i for a sketch.)
Thus, we assume f has critical points x4,x
j
2,x0, j = 1, . . . , k, where the subscript
indicates the Morse index, and we choose a Riemannian metric g such that (f, g) is
Morse-Smale.
Using (N, f, g) we will construct M and V4,V
j
2 ,V0, j = 1, . . . , k in a self-contained
way (see §5 and §6). Then the purpose of this paper is to compute, for each j, the
Lagrangian Floer homology groups
HF (V4, V
j
2 ), HF (V
j
2 , V0), HF (V4, V0)(1.1)
and the triangle product (defined by counting holomorphic triangles in M with
boundary on V4, V
j
2 , V0):
µ2 : HF (V4, V
j
2 )⊗HF (V j2 , V0) −→ HF (V4, V0).(1.2)
To carry out these calculations we do not need to know that M and V4, V
j
2 , V0 can
be viewed as the fiber and vanishing spheres of a Lefschetz fibration satisfying the
conditions in Theorem A. Nevertheless, this viewpoint is very helpful for under-
standing why we would want to compute (1.1) and (1.2). Before discussing that, we
first explain what the answer is; not surprisingly, it can be expressed nicely in terms
of the Morse theory of (N, f, g). Given x, y ∈ Crit(f), let Flow ◦(x, y) be the space
of unparameterized (f, g)-gradient trajectories from x to y, and let Flow(x, y) de-
note its compactification, which is obtained by allowing broken trajectories (possibly
broken many times). This can be viewed a manifold with corners (see [HWZ06])
and for any x, y, z ∈ Crit(f) with decreasing Morse indices, Flow(x, y)×Flow(y, z)
embeds into Flow(x, z) as a boundary face. The flow category of (N, f, g), which
first appeared in [CJS95], is defined as follows:
• The objects are the critical points of f .
• The morphism space from x to y is H∗(Flow(x, y)).
• Composition µFlow : H∗(Flow(x, y)) ⊗H∗(Flow(y, z)) −→ H∗(Flow(x, z))
is induced by the inclusion Flow(x, y)×Flow(y, z) ⊂ Flow(x, z) combined
with the Ku¨nneth isomorphism.
In our case it is not difficult to explicitly compute the flow category of (N, f, g) (see
§3). The main result of this paper of this paper is then as follows.
Theorem B. Let (N, f, g) and (M,V4, {V j2 }, V0) be as above. Then
HF (V4, V
j
2 )
∼= H∗(Flow(x4, xj2)), HF (V j2 , V0) ∼= H∗(Flow(xj2, x0)),
HF (V4, V0) ∼= H∗(Flow(x4, x0)),
and, under this correspondence, the triangle product
µ2 : HF (V4, V
j
2 )⊗HF (V j2 , V0) −→ HF (V4, V0)
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coincides with the composition in the Flow category
µFlow : H∗(Flow(x4, x
j
2))⊗H∗(Flow(xj2, x0)) −→ H∗(Flow(x4, x0)).
See §2 for an explanation of this theorem in the case N = RP 2; see also §4h for a
sketch of the four dimensional case.
Let us now return to the question of why we would want to compute (1.1) and (1.2),
and why Theorem B is a useful answer. To this end, we make a brief digression and
explain some of the results in Seidel’s recent book [S08]. One of the main results
[S08, Corollary 18.25 plus Proposition 18.14] says that, for any Lefschetz fibration
π : E −→ C, the Lefschetz thimbles ∆1, . . . ,∆m ⊂ E in a certain sense generate the
whole Fukaya category Fuk(E). In other words, each exact Lagrangian submani-
fold L ⊂ E can be expressed as a certain algebraic combination of ∆1, . . . ,∆m ⊂ E
(intuitively, L is geometrically obtained from ∆1, . . . ,∆m ⊂ E by surgery theoretic
operations; see [J09A]). We will refer to this informally as the Seidel decomposi-
tion of L. This generating property highlights the importance of the sub-category
with objects ∆1, . . . ,∆m and morphisms CF (∆i,∆j). Now, the Lefschetz thimbles
only intersect one another in a fixed regular fiber M at points in the corresponding
vanishing spheres V1, . . . , Vm ⊂ M . Therefore, we expect CF (∆i,∆j) (which is
computed in E) to be equal to CF (Vi, Vj) (which is computed in M). However, be-
cause ∆1, . . . ,∆m are not closed one needs to choose some perturbation convention
in the definition of CF (∆i,∆j). The standard choice involves a natural ordering
on ∆1, . . . ,∆m given by the counter clock-wise ordering of the vanishing paths (see
[S08B, §2] for further informal discussion about this). The upshot is that, in fact,
∆1, . . . ,∆m form a directed sub-category, with morphisms
CF (∆i,∆j) ∼=

CF (Vi, Vj) if i > j
K if i = j
0 if i < j
(1.3)
where K is the base ring and we think of CF (∆i,∆i) ∼= K as generated by an iden-
tity element e. So, we can forget about the Lefschetz thimbles if we wish, and define
the directed Fukaya category of (M,V1, . . . , Vm) to be the A∞ category with objects
V1, . . . , Vm and morphisms Hom(Vi, Vj) given by the right-hand side of (1.3); this is
denoted Fuk→(M,V1, . . . , Vm), and it is also known as the Seidel-Fukaya category
(see [S00A, S08B, S08] for more about this).
Thus, what we are computing in Theorem B is the directed Fukaya category of
(M,V4, {V j2 }, V0), but at the level of homology; we call this the directed Donaldson-
Fukaya category, and denote it H(Fuk→(M,V4, {V j2 }, V0)). (Here there are only
three levels in the ordering, corresponding to the three critical values 0, 2, 4; thus
all V 12 , . . . , V
k
2 are on equal footing.) So we can re-formulate Theorem B as follows:
Theorem B ′. The directed Donaldson-Fukaya category of (M,V4, {V j2 }, V0) is iso-
morphic to the flow category of (N, f, g).
This result was essentially conjectured by Seidel in [S00B, §8]. For an arbitrary
Lefschetz fibration it is not realistic to hope for an explicit computation of (1.1)
and (1.2) because the regular fiber and vanishing spheres are often hard to describe.
But in our case we have a simple explicit model (M,V4, V
j
2 , V0) for these, and the
MORSE COMPLEXIFICATIONS 5
vanishing spheres V4, V
j
2 , V0 ⊂ M are also highly symmetric; this is what makes
Theorem B or B′ feasible.
Remark 1.1. In our situation, the directed Donaldson-Fukaya category, given by
(1.1) and (1.2), is actually very close to the chain level version. This is because there
are only two products: µ1 (the Floer differential), and µ2; all higher order products
µ3, µ4, . . . are zero, because there are only three levels in the directed category.
Thus, Theorem B or B′ has a certain amount of intrinsic interest, as it provides a
simple description of an important invariant attached to some natural Lefschetz fi-
brations on cotagent bundles (assuming E ∼= D(T ∗N) in Theorem A for simplicity).
The answer moreover reflects the expected close relationship between the complex
geometry of (E, π) and the Morse theory of (N, f, g) (recall π is a model for the
complexification of f). In the larger scheme it fits in with many other results relat-
ing Floer theoretic invariants of cotangent bundles T ∗N to more classical invariants
of the base N , as in [F89, FO97, AS06, V98, N07, NZ07].
On a more practical level there are a couple of reasons why this explicit answer
in terms of the flow category is of interest as well. The most immediate application
we have in mind is to use Seidel’s decomposition (which we discussed above) in com-
bination with Theorems A and B to study Lagrangian submanifolds in T ∗N . One
basic goal is to prove that any closed exact Lagrangian L ⊂ T ∗N is Floer theoreti-
cally equivalent toN . This means in particular thatHF (L,L) ∼= HF (N,N), so that
H∗(L) ∼= H∗(N), and HF (L, T ∗xN) ∼= HF (N, T ∗xN), so that deg(L −→ N) = ±1.
Of course, results of this kind have been obtained for arbitrary spin manifolds N
in [FSS08, FSS07] and [N07] (for simply-connected N). We want to consider a
slightly different approach along the lines of the quiver-theoretic approach for the
case N = Sn in [S04]. Because this approach is more explicit it is expected to
yield somewhat more refined results. For example, we should be able to remove one
significant assumption on L, namely that it has vanishing Maslov class µL ∈ H1(L).
Here is a concrete example which illustrates how Theorem B makes Seidel’s decom-
position very explicit. Take N = CP 2 with its standard handle-decomposition, cor-
responding to a Morse-Smale pair (f, g), where f has three critical points x0, x2, x4,
with Morse indices 0, 2, 4. Then the flow category of (N, f, g) is relatively easy to
compute (see §3); it is given by the following quiver with relations:
x4
a1
--
a0
11
c1
((
c0
66x2
b1
--
b0
11 x0(1.4)
b1a1 = 0, b0a0 = c0, b0a1 − b1a0 = c1
By TheoremA, there is a Lefschetz fibration (E, π) corresponding to (N, f, g), which
models the complexification of f on D(T ∗N). By construction, π comes with an
explicit regular fiber M and vanishing spheres V0, V2, V4 ⊂ M . Theorem B or B′
says that the directed Donaldson Fukaya category of (M,V4, V2, V0) is represented
by the exact same quiver (1.4), except we replace the labels x4, x2, x0 on the vertices
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by V4, V2, V0:
V4
a1
--
a0
11
c1
((
c0
66V2
b1
--
b0
11 V0(1.5)
b1a1 = 0, b0a0 = c0, b0a1 − b1a0 = c1
Now, let L ⊂ T ∗N be any closed exact Lagrangian submanifold. Theorem A also
says we have an exact Lagrangian embedding N ⊂ E. Consequently there is an
exact Weinstein embedding D(T ∗N) ⊂ E. By rescaling L ❀ ǫL by some small
ǫ > 0, we get an exact Lagrangian embedding L ⊂ E. Now the Seidel decomposition
applied to L ⊂ E says that L can be expressed in terms of the Lefschetz thimbles of
π, say ∆4,∆2,∆0 ⊂ E. But as we discussed earlier, this is equivalent to saying that
L can be expressed in terms of the directed Fukaya category of the corresponding
vanishing spheres V4, V2, V0, given by the quiver (1.5). In our example this has the
following concrete meaning: L is represented by a certain quiver representation of
(1.5):
W2
A1
--
A0
11
C1
((
C0
55W1
B1
--
B0
11 W0(1.6)
B1A1 = 0, B0A0 = C0, B0A1 −B1A0 = C1
Here, a quiver representation, such as (1.6), is just a choice of vector-spaces W4,
W2, W0 at each vertex, and a choice of linear maps A0, A1, B0, B1, C0, C1 satisfying
the given relations (the particular quiver representation (1.6) corresponding to L is
determined by Wi = HF (L,∆i) and the triangle products Wi ⊗HF (∆i,∆j) −→
Wj). To show L is Floer theoretically equivalent to N in T
∗N is equivalent to
showing that the representation (1.6) is necessarily isomorphic to the representation
W4 =W2 =W0 = C, A0 = B0 = C0 = id, A1 = B1 = C1 = 0.
(Of course, this is the representation corresponding to N ⊂ T ∗N .) The analogous
problem for N = Sn was solved in [S04].
To round off the discussion we mention one other potential application which stems
from the close relationship between the Flow category of N and the category of
constructible sheaves on N . Our aim is to describe the relationship between two
recent successful approaches for analyzing the Fukaya category of cotagent bun-
dles (see [FSS07] for a detailed comparison). One approach, due to Fukaya, Seidel,
and Smith [FSS08], is based on Lefschetz fibrations and Picard-Lefschetz theory,
as in [S08]. The other approach, due to Nadler and Zaslow [NZ07, N07], relates
Lagrangian submanifolds in T ∗N to constructible sheaves on N , and is based on
the characteristic cycle construction of Kashiwara-Shapira [KS94]. (There is also
a third approach in progress, based on a Leray-Serre type spectral sequence, see
[FSS07], and above we discussed a fourth quiver-theoretic approach which expands
on [S04].) Now, if N is real analytic, the flow category of N (more precisely, the de-
rived category of the chain level version) is expected to be equivalent to the derived
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category of constructible sheaves on N (constructible with respect to the stratifica-
tion by unstable manifolds of f), see [S00B, Remark 7.1]. This conjecture of Seidel
combined with Theorem B′ (extended slightly to the chain level as in remark 1.1)
leads to a direct way of comparing the two viewpoints [FSS08] and [NZ07, N07]
described above. More precisely, we have the following (commutative) diagram,
where each arrow is either an isomorphism or an equivalence (below the D’s are for
derived categories).
D(FukS(T
∗N)) //_______
Seidel decomposition

D(FukNZ(T
∗N))
D(Fuk→(M, {Vi}))
Theorem B′

D(Flow(N, f, g))
Seidel conjecture
// D(Constr(N))
Nadler-Zaslow
OO
Here, FukNZ(T
∗N) and FukS(T
∗N) denote two versions of the Fukaya category
of T ∗N , due to Nadler-Zaslow and Seidel respectively. The difference lies in the
choice of noncompact Lagrangians they allow (see [FSS07]). It is believed that
their derived categories are equivalent, but to the author’s knowledge no proof has
been nailed down yet (this equivalence is of interest in particular for applications to
the homological mirror symmetry conjecture [FLTZ09, FLTZ09]). One consequence
of the above diagram is this desired equivalence (the top dotted arrow), though it
may be easier and more enlightening to find a direct correspondence. Assuming the
existence of such a natural correspondence, and replacing the dotted arrow by that,
it is also interesting to ask if the above diagram commutes; the diagram represents
a parallelism between Picard-Lefschetz theory and the characteristic cycle functor.
Overview and organization. In this paper our focus is on giving a precise proof
of Theorem B (see Proposition 7.4 and Theorem 10.1). The crucial point is that
V4,V
j
2 ,V0 have a certain rotational symmetry, and this allows us to compute the
moduli space of holomorphic triangles explicitly. On the other hand, this means we
cannot perturb V4,V
j
2 ,V0 to make them transverse, as one usually does to compute
Floer homology, and therefore the whole calculation must be done in the context
of Morse-Bott Floer homology. In that theory the Lagrangian submanifolds are
allowed to intersect in a Morse-Bott fashion along submanifolds, and the Floer com-
plex is generated by cycles in the intersection components. We use Morse cycles as
in [PSS94], [S98], [F04], since that is the cleanest known approach. In the interest
of brevity we do not treat signs and gradings for Morse-Bott Floer homology in this
paper. Consequently, Theorem B is limited for the moment to Z/2 coefficients and
ungraded Floer groups.
The paper is basically split into three parts. The first part (§2–4) outlines the main
lines of argument in two warm-up sections: §2 treats the simple case N = RP 2, and
§4 outlines the paper in detail in the case N = CP 2. In §3 we compute the flow
category of (N, f, g) under the assumptions of Theorem B. From these (especially
§4) the reader can get a very good idea of the proof of Theorem B, including all
the pitfalls one has to watch for. The rest of the paper gives the complete details.
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The second part (§5–10) contains the main line of argument. Along the way we
refer to the third part (§11–13), which is where the main technical work is done:
In §11 we prove that the relevant moduli spaces of holomorphic strips are in 1-1
correspondence with the gradient flow lines of certain functions; in §12 we explicitly
describe the moduli space of holomorphic triangles (inside a Weinstein neighbor-
hood D(T ∗V j2 ) ⊂M of each V j2 ). In §13 we provide an appendix which explains the
definition and main features of Morse-Bott Floer homology in some special cases
sufficient for our purposes. The paper is basically written in the intended order
of reading, with the exception of the last section, which should be referred to as
necessary. Some Floer theory notation and conventions are in sections 13a, 13b.
We use the notation ν∗K ⊂ T ∗N for the conormal bundle of K ⊂ N .
Acknowledgements. The results of this paper are based on my Ph.D. thesis, car-
ried out at the University of Chicago from 2003-2006 under the supervision of Paul
Seidel. Of course, this paper owes much to him. Thanks also go to Fre´de´ric Bour-
geois, Kenji Fukaya, Kaoru Ono, and Helmut Hofer for help with Fredholm theory
in Morse-Bott Floer homology, to Felix Schma¨schke for pointing out several nota-
tional mistakes in an earlier draft, and to Urs Frauenfelder for patiently answering
many questions about Morse-Bott homology. An extra big thanks goes to Peter
Albers for frequent sanity checks and many helpful discussions about Floer theory.
2. A simple example: N = RP 2
To illustrate the main ideas of this paper, we first consider the two dimensional
example N = RP 2, where we take the self-indexing standard Morse function f :
RP 2 −→ R which has 3 critical points x2, x1, x0, with the standard flow lines as in
figure 2. In this section we will explain several things in this simple example. First,
we explain a natural construction of the complexification of f on the disk cotangent-
bundle of D(T ∗RP 2) from elementary algebraic geometry; it is quite different from
the construction we give for (E, π) in [J09A, Theorem A], but it gives a useful
additional viewpoint. (In most examples this approach would not work.) After
that we explain the construction of (M,V2, V1, V0) (see figure 3) using the topological
method we will use in this paper (and in [J09A]). We also briefly explain how the
construction relates to Morse theory, and we explain roughly why the vanishing
spheres are defined as they are. We note that (M,V2, V1, V0) is isomorphic to the
regular fiber and vanishing spheres of algebreo-geometrically constructed Lefschetz
fibration from before. Finally, we sketch the proof of Theorem B in this simple
low-dimensional case by inspecting (M,V2, V1, V0) and the flow lines of f on RP
2.
2a. An algebreo-geometric construction of the complexification. The com-
plexification fC : D(T
∗RP 2) −→ C can be viewed as the restriction of a well-known
Lefschetz pencil in algebraic geometry. Namely, in [A03, p. 19] (or [S00B, p.7,27],
or [AS04, p. 39]) one finds the example of a Lefschetz pencil on CP 2 formed by
two homogeneous degree 2 polynomials σ0, σ1 with real coefficients. The base locus
B = {σ0 = σ1 = 0} consists of four points. If we delete a neighborhood U of the
fiber at infinity {σ0 = 0} (we assume σ0 has no zeros on RP 2) we will in particular
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Figure 1. The regular fiber of the pencil π = σ1/σ0 (with the four
base points deleted) and the three vanishing spheres.
delete this base locus from every fiber. Thus we obtain a Lefschetz fibration
π = σ1/σ0 : CP
2 \ U −→ C.
Because σ0, σ1 have degree 2, the regular fiber of the pencil is a 2-sphere. When
we delete a neighborhood of the base locus the regular fiber becomes S2 with four
small disks removed; this is the regular fiber of π = σ1/σ0 on CP
2 \ U . There are
three singular fibers each of which consists of a pair of 2-spheres which touch at a
single point; each of the two 2-spheres contains two of the four base points. The
three singular fibers correspond to the three ways of splitting up the four base into
pairs. Thus, there are three vanishing spheres in the regular fiber, which divide the
four holes in the fiber into pairs in all three possible ways, see figure 1 (see also
[A03, p. 19] or [AS04, p. 39]). To see that π is a complexification, consider
f = π|RP 2 : RP 2 −→ R.
If σ0, σ1 are chosen suitably then the critical points of π lie on RP
2 and f isotopic
to the standard Morse function with three critical points. Furthermore one can
show using the Liouville flow that there is a Weinstein tubular neighborhood of
RP 2 ⊂ CP 2 which fills out all of CP 2 \U ; thus CP 2 \U ∼= D(T ∗RP 2) and π is the
complexification of f .
2b. Topological construction of M . Take a Riemannian metric g on RP 2 such
that (f, g) is a Morse-Smale pair, where f has 3 critical points x2, x1, x0, with
the standard flow lines as in figure 2. To define M , let V0 = V1 = S
1. Then
take the unit disk bundles with respect to the standard metrics on the cotangent
bundles, D(T ∗V0) and D(T
∗V1). The short answer to constructing M is to take
two copies of S0, say K0 ⊂ V0 and K1 ⊂ V1 and plumb D(T ∗V0) and D(T ∗V1)
together so that V0 and V1 meet along S
0 ∼= K0 ∼= K1. As usual, plumbing means
we identify neighborhoods of K0 and K1 in D(T
∗V0) and D(T
∗V1) by identifying
the fiber direction in one with the base direction in the other. More precisely, we
take tubular neighborhoods of K0,K1, say S
0 × D1 ⊂ V0, S0 × D1 ⊂ V1 and we
trivialize the disk bundles D(T ∗V0) and D(T
∗V1) over these neighborhoods
D(T ∗V0)|(S0×D1), D(T ∗V1)|(S0×D1) ∼= S0 ×D1 ×D1.
Then we glueD(T ∗V0) to D(T
∗V1) alongD(T
∗V0)|S0×D1 and D(T ∗V1)|S0×D1 using
the map (x, y) 7→ (−y, x) : D1 ×D1 −→ D1 ×D1. (We have a minus sign to ensure
this map is symplectic.)
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Figure 2. The flow lines of (f, g) on RP 2.
Depending on the orientations of the identifications
D(T ∗V0)|S0×D1 , D(T ∗V1)|S0×D1 ∼= S1 ×D1 ×D1,(2.7)
there may be twists (like a Mo¨bius strip) in D(T ∗V0) or D(T
∗V1) after we plumb
them together. For N = RP 2 it turns out that there should be no twists in D(T ∗V0)
or D(T ∗V1). (See below for how (2.7) is determined by Morse theory.) Thus M
is homeomorphic to S2 with four small open disks removed (see figure 3). We say
homeomorphic, rather than symplectomorphic, because M has some corners. To
remedy that, one can alternatively construct M so that it has smooth contact type
boundary by attaching two 1-handles to the boundary D(T ∗V0) using Weinstein’s
technique [W91]. In this case the 1-handles should be attached to ∂D(T ∗V0) along
the boundary of the disk conormal bundle ∂D(ν∗K0) ⊂ ∂D(T ∗V0).
Let us now explain the connection to Morse theory. Above, V0 and V1 represent
the vanishing spheres of fC corresponding to x0 and x1. Let us assume that f is
self-indexing so that it has two regular level sets f−1(1/2) and f−1(3/2). The first
step in relating the Picard-Lefschetz data to the Morse theory data is to identify
V0 = f
−1(1/2) ∼= S1.
Now (f, g) determines the standard handle-decomposition ofRP 2 with three handles
of index 0, 1, 2. The 1-handle has an attaching sphere
K0 = S
0 ⊂ S1 ∼= f−1(1/2) = V0.
Moreover, we have a tubular neighborhood of K0 ⊂ V0
φ : S0 × [−1, 1] −→ S1
determined up to isotopy by the framing we use to attach the 1-handle. Then φ in
turn determines an exact symplectic identification
φ̂ : D(T ∗V0)(S0×[−1,1]) −→ S0 ×D1 ×D1,(2.8)
MORSE COMPLEXIFICATIONS 11
where D1 ×D1 ⊂ (R2, dy ∧ dx), and the coordinates are (x, y) ∈ R2. On the other
hand V1 = S
1 ⊂ R2 has two standard S0’s
K1+ = {(±1, 0)} and K1− = {(0,±1)}.
(K1− will be used in the construction of M ; K
1
+ will be used in the construction
of V2.) We take the canonical orientation preserving tubular neighborhood of K
1
−,
S0 × [−1, 1] ⊂ S1 and the corresponding exact symplectic trivialization
D(T ∗V1)|(S0×[−1,1]) ∼= S0 ×D1 ×D1
which we use to plumb D(T ∗V0) and D(T
∗V1) together. The main point we wanted
to make was, first, that the S0 corresponds precisely to the intersection of the
unstable manifold U(x1) with the level set V0 = f
−1(1/2), and second that the
framing of the corresponding 1-handle determines the trivialization (2.8). (On the
other hand, the corresponding trivialization for D(T ∗V1) is always the same; this is
analogous to the set up in a handle attachment.)
2c. Construction of the vanishing spheres. We have already defined V0, V1.
We now explain how to define V2 (see figure 3). The method we present here
is the same as the one that we use in general. Let Φ denote the time π/2 geo-
desic flow on D(T ∗V1) (which is Hamiltonian). Consider the disk conormal bundle
D(ν∗K1+) ⊂ D(T ∗V1) and set H = Φ(D(ν∗K1+)). Since Φ fixes points in the zero
section, and moves covectors v of length 1 a distance π/2 in the direction of v, we
have ∂H = ∂D(ν∗K1−) and H ∩ V1 = K1+. Now tweak Φ slightly to get a new
Hamiltonian diffeomorphism Φ˜ such that H˜ = Φ˜(D(ν∗K1+)) agrees with D(ν
∗K1−)
in a neighborhood of ∂D(ν∗K1−). Then we define
V4 = (V0 \D(ν∗K1−)) ∪ H˜.
See figure 3. Notice that V4 is obtained by surgery on V0 along the framed attaching
sphere K0 ⊂ V0, just as f−1(3/2) is obtained by surgery on f−1(1/2). This is not
a coincidence, as we now explain.
In this simple example it is worth giving a brief sketch of where the construc-
tion of fiber and vanishing spheres come from (see [J09A] for details). One should
consider M as being a model for the regular fiber of fC : D(T
∗N) −→ C at the
base point b = 1/2. And one should think of (V0, V1, V2) as being a model for the
vanishing spheres in M relative to the vanishing paths γ0, γ1, γ2, as in figure 4.
Namely, γ0 parameterizes [0, 1/2], γ1 parameterizes [1/2, 1], and γ2 goes around the
critical value 1, by a half loop in the lower half plane, and then continues along the
interval [3/2, 2]. The fact that γ0 and γ1 are straight line segments is reflected in
the simplicity of V0 and V1. Also the identification of V0 with f
−1(1/2) makes sense
in view of the fact the stable manifold of x0 over [0, 1/2] is all of f
−1([0, 1/2]) and so
f−1([0, 1/2]) coincides with the Lefschetz thimble over [0, 1/2]. On the other hand
the half loop in γ2 accounts for the twist in V2. Indeed, if instead of b = 1/2 we had
the base point at b′ = 3/2, with γ′2 parameterizing [3/2, 2], then the corresponding
vanishing sphere V ′2 would be identified with f
−1(3/2) ⊂ f−1
C
(3/2) and the Lef-
schetz thimble would be the unstable manifold f−1([3/2, 1]). Thus, V ′2 ⊂ f−1C (3/2)
would look similar to V0. But because V2 ⊂ f−1C (1/2) is actually obtained from
V ′2 ⊂ f−1C (3/2) by parallel transport along the half loop, V2 is twisted by something
like a “half Dehn twist”.
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Figure 3. The fiber M and vanishing spheres V2 (red) V1 (green),
V0 (blue) for (RP
2, f, g). The edges labeled by letters (a, b, c, d) are
identified according to the indicated orientations. The other labels
correspond to generators in Floer homology A1, A2 ∈ HF (V2, V1),
B1, B2 ∈ HF (V1, V0), C1, C2 ∈ HF (V2, V0).
Figure 4. The three vanishing paths γ0, γ1, γ2.
We conclude this section by pointing out that since V2,V1,V0 divide the four holes
of M into pairs in all three possible ways, the fiber and vanishing spheres we have
constructed are equivalent to those of the algebreo-geometric example above.
2d. Comparing the Flow category and the directed Fukaya category. In
the case N = RP 2 Theorem B was explained already in [S00B, p. 9,27]. The flow
category of (RP 2, f, g) has three objects x2, x1, x0 and the space of morphisms from
xi to xj , for every i > j, is generated by two elements (both in degree 0). For
example, from figure 2 one sees that Flow(x2, x0) is diffeomorphic to the disjoint
union of two closed intervals I1, I2, where the gradient flow lines corresponding
to I1 (resp. I2) fill out the top half (resp. bottom half) of the disk in figure 2.
Let A1, A2, B1, B2, C1, C2 denote the generators as labeled in figure 2. Thus the
boundary of I1 corresponds to the broken trajectories B2 ◦ A2 and B1 ◦ A1, and
similarly ∂I2 ∼= {B1 ◦ A2, B2 ◦ A1}. Thus B1 ◦ A2 is homologous to B2 ◦ A1 in
Flow(x2, x0), and similarly B2 ◦A2 ∽ B1 ◦A1. Therefore the flow category can be
described as the following quiver with relations:
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x2
A1
++
A2
33
C1
$$
C2
::
x1
B1
++
B2
33 x0
B2A2 = B1A1 = C1, B1A2 = B2A1 = C2.
On the other hand, the directed Donaldson-Fukaya category of (M,V2, V1, V0) has
objects V2, V1, V0 and the Floer homology groups are also each generated by two
elements (of degree 0). (Indeed, the intersection of any two Vi’s is either a pair of
points or a pair of intervals; to be more formal one should isotope V2 so that the
two intervals become two points.) By counting triangles in M with boundary on
V2, V1, V0 one finds precisely the same quiver with relations as above. For example,
in figure 3 one has four such triangles; the right-most one has vertices corresponding
to A1, B2, C2, and it gives rise to the relation B2A1 = C2 (see also [AS04, p. 39]).
3. Computing the flow category
Fix a closed 4-manifold N which admits a self-indexing Morse function f : N −→
[0, 4], with critical values 0, 2, 4 and with a unique maximum and minimum. Let g
be Riemannian metric such that (f, g) is Morse-Smale. In this section we compute
the flow category of (N, f, g) in this case (see the introduction for the definition).
Let L− = f
−1(1) ∼= S3 and L+ = f−1(3) ∼= S3. For each j = 1, . . . , k we have
two knots
Kj− = U(x
j
2) ∩ L− ∼= S1 and Kj+ = S(xj2) ∩ L+ ∼= S1.
Here U(x) is the unstable manifold and S(x) is the stable manifold. The handle
decomposition of N coming from (f, g) has k 2-handles with attaching spheres
K1−, . . . , K
k
−. Let φj : S
1 × D2 −→ Uj denote the attaching map for the jth
2-handle where Uj ⊂ L− is a tubular neighborhood of Kj− in L−. Set U = ∪j=kj=1Uj ,
K± = ∪jKj±. The first step in the computation is to note the following result.
Lemma 3.1. There are diffeomorphisms Flow(x4, x
j
2)
∼= Kj+, Flow(xj2, x0) ∼= Kj−,
and Flow(x4, x0) ∼= L− \ Int (U).
Proof. For the first two diffeomorphisms we use the map which associates to a
trajectory γ the corresponding intersection point in γ ∩ L− ∈ L− or γ ∩ L+ ∈ L+.
For the second diffeomorphism, note first that
Flow◦(x4, x0) ∼= L+ \K+ ∼= L− \K−
by the same map. Now take the compactification Flow(x, y) and delete an open
collar neighborhood of the boundary to obtain an diffeomorphic manifold
F˜ low(x, y) ∼= Flow(x, y), with F˜ low(x, y) ⊂ Flow◦(x, y).
Now consider L− \ Int (U) ⊂ L− \K−. Under the correspondence
Flow◦(x, y) ∼= L− \K−,
14 JOE JOHNS
L− \ Int (U) also corresponds to F (x, y) minus some collar neighborhood of the
boundary, just like F˜ low(x, y). But any two complements of a collar neighborhood
are diffeomorphic, so Flow(x, y) ∼= F˜ low(x, y) ∼= L− \ Int (U). 
For H∗(K
j
±) take the generators [K
j
±], [p
j
±], where p
j
± ∈ Kj±. For H∗(∂Uj) take the
generators [∂Uj], λj , µj , [qj ], where qj ∈ ∂Uj and λj , µj ∈ H1(∂Uj) satisfy
ℓk(λj ,K
j
−) = 1, ℓk(µj,K
j
−) = 0.
Here, ℓk(·, ·) is the linking number. Then H∗(L− \ Int (U)) is generated by
[∂Uj ], λj , µj , [qj ], j = 1, . . . , k,
and the relations are:
Σj[∂Uj ] = 0, [q1] = . . . = [qk],(3.9)
λj = Σi6=jℓk(K
j
−,K
−
i )µi, j = 1, . . . , k.
(To see the last relation, take a Seifert surface Σj bounding Kj, and cut away a
neighborhood of Kj and each Ki, i 6= j.)
Recall that each 2−handle is a copy of D2 ×D2, and to attach it to D4 we glue
S1 ×D2 = ∂D2 ×D2 ⊂ D2 ×D2 to Uj ⊂ L−
using φj . Now take λ˜, µ˜ ∈ H1(S1 × ∂D2) to be the homology classes of S1 × {q}
and {p} × ∂D2 respectively, where p ∈ S1, q ∈ ∂D2. Then φj induces a map
(φj)∗ : H1(S
1 × ∂D2) −→ H1(∂Uj)
which satisfies
(φj)∗(λ˜) = λj +mjµj , (φj)∗(µ˜) = µj(3.10)
for some mj ∈ Z (called the framing coefficient). Denote the composition in the
flow category by
µFlow : H∗(Flow(x4, x
j
2))⊗H∗(Flow(xj2, x0)) −→ H∗(Flow(x4, x0)).
Proposition 3.2. In terms of the identifications in lemma 3.1, µFlow is given by:
µFlow([Kj+], [p
j
−]) = µj , µ
Flow([pj+], [K
j
−]) = λj +mjµj
µFlow([Kj+], [K
j
−]) = [∂Uj ], µ
Flow([pj+], [p
j
−]) = [qj ].
(All other products are zero.) In view of (3.9), the relations among the products are
therefore
Σjµ
Flow([Kj+], [K
j
−]) = 0, µ
Flow([p1+], [p
1
−]) = . . . = µ
Flow([pk+], [p
k
−]),
µFlow([pj+], [K
j
−]) = mjµ
Flow([Kj+], [p
j
−]) + Σi6=j Ljiµ
Flow([Ki+], [p
−
i ]),
where Lji = ℓk(K
j
−,K
i
−) and mj is the framing coefficient of K
j
−.
Proof. The µ2([p
j
+], [p
j
−]) product is very simple, so we omit that. The products
µFlow([Kj+], [K
j
−]), µ
Flow([pj+], [K
j
−]) and µ
Flow([Kj+], [p
j
−]) are cycles in Flow(x4, x0),
which are respectively represented by the following submanifolds
C = {γ ∈ Flow(x4, x0) : γ ∩ L+ ∈ Kj+, γ ∩ L− ∈ Kj−}.
C′ = {γ ∈ Flow(x4, x0) : γ ∩ L+ = pj+, γ ∩ L− ∈ Kj−}.
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C′′ = {γ ∈ Flow(x4, x0) : γ ∩ L+ ∈ Kj+, γ ∩ L− = pj−}.
(We remind the reader that each γ ∈ Flow(x4, x0) could be either broken (at some
xj2) or not broken; in either case γ ∩ L± makes sense.)
Let’s look at how we can represent these submanifolds inside the fixed handle
Hj = D
2 ×D2. The parts of L− and L+ in Hj are respectively
H− = ∂D
2 ×D2 and H+ = D2 × ∂D2,
and Kj+, K
j
− correspond respectively to
K− = ∂D
2 × {0} and K+ = {0} × ∂D2.
Now if we view C ∩Hj , C′ ∩Hj and C′′ ∩Hj as families of broken trajectories in
Hj then
C ∩ L+ = K+, C ∩ L− = K−
C′ ∩ L+ = {p+}, C′ ∩ L− = K−
C′′ ∩ L+ = K+, C′′ ∩ L− = {p−}
where p± ∈ K± corresponds to pj± ∈ Kj±. We represent the negative gradient flow
in Hj by the map
Φ : (D2 \ {0})× ∂D2 −→ ∂D2 × (D2 \ {0}), Φ(x, y) = ( x|x| , |x|y).
Then Φ maps H+ \ K+ diffeomorphically onto H− \ K− and it fixes ∂D2 × ∂D2
point-wise, since that is in both H+ and H−. Let 0 < ǫ < 1, and let D
2
ǫ ⊂ D2
denote the smaller disk of radius ǫ. Set
T+ = T− = ∂D
2 × ∂D2,
λ− = ∂D
2 × {q−} for some q− ∈ ∂D2ǫ ,
µ− = {r−} × ∂D2ǫ for some r− ∈ ∂D2.
Similarly, set
λ+ = {r+} × ∂D2 for r+ = ǫr− ∈ ∂D2ǫ ,
µ+ = ∂D
2
ǫ × {q+} for q+ =
q−
|q−| ∈ ∂D
2.
Then
Φ(T+) = T−, Φ(λ+) = µ−, Φ(µ+) = λ−.(3.11)
Now, returning to C,C′, C′′, we apply the map which retracts Flow(x4, x0) onto
F˜ low(x4, x0) ⊂ Flow◦(x4, x0)
to obtain new submanifolds C˜, C˜′, C˜′′ which are homologous in Flow(x4, x0) to
C,C′, C′′ respectively (here F˜ low(x4, x0) is as in the last lemma). If F˜ low(x4, x0)
is chosen suitably then C˜, C˜′, C˜′′ will satisfy
C˜ ∩ L+ = T+, C˜ ∩ L− = T−,
C˜′ ∩ L+ = µ+, C˜′ ∩ L− = λ−,
C˜′′ ∩ L+ = λ+, C˜′′ ∩ L− = µ−.
(Note that Φ(λ+) = µ−, Φ(µ+) = λ− is consistent with the fact that C˜ is a collec-
tion of unbroken gradient trajectories, so Φ(C˜ ∩ L+) should be equal to C˜ ∩ L−,
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and similarly for C˜′, C˜′′.)
Now we return to what happens in N . Recall we wish to represent our cycles
C,C′, C′′ as cycles in H∗(∂Uj), using the identification
F˜ low(x4, x0) ∼= S3 \ (∪jInt (Uj)).
We have already represented C˜, C˜′, C˜′′ as submanifolds in Hj ∩ L+ and Hj ∩ L−.
In fact since C˜, C˜′, C˜′′ are families of unbroken trajectories, one only needs the
representation in Hj ∩ L− since one can use the gradient flow to recover the rep-
resentation in Hj ∩ L+. To view T−, λ−, µ− ⊂ Hj ∩ L− as cycles in ∂Uj, we first
replace λ− and µ− respectively by the homologous cycles λ, µ ⊂ ∂D2 × D2 from
before. Then we simply apply the map
(φj)∗ : H1(∂D
2 × ∂D2) −→ H∗(∂Uj)
to each of T−, λ, µ and (3.10) implies
(φj)∗(T−) = [∂Uj ], (φj)∗(λ˜) = λj +mjµj , (φj)∗(µ˜) = µj .
Since C˜, C˜′, C˜′′ correspond respectively to T−, λ, µ, the formula for µ2 follows. 
4. An outline of the paper in the case N = CP 2
In this section we will give a fairly detailed outline of the the main lines of argument
in this paper. We focus on the technical aspects for the most part, but we suppress
details about Morse-Bott Floer homology.
Fix a closed four manifold N and let (f, g) be a Morse function and Riemann-
ian metric on N such that the gradient flow is Morse-Smale. To keep the notation
simple in this section we assume that f has just three critical points, say x0, x2, x4,
with Morse index 0, 2, 4. (For example, we could take N = CP 2 with its standard
handle-decomposition.)
Below we will sketch the construction of the fiber M , based on (N, f, g), and we
will construct the vanishing spheres V4, V2, V0 in M . Then we will sketch the
computation of the Floer homology groups and the triangle product. The crucial
ingredient in the paper is the following: We will see that (parts of) V4, V2, V0 have
a nice rotational symmetry, and we will leverage this to find a simple explicit de-
scription of all the holomorphic triangles inM (with respect to some natural almost
complex structure). The demands of this one argument are responsible for most
of the technical aspects of this paper: First, it necessitates the use of Morse-Bott
Floer homology (as we mentioned at the end of the introduction). Second, while
we start with a simple version of the vanishing spheres, we must repeatedly replace
these by more complicated versions which are exact isotopic to the original ones;
each version resolves a particular technical problem. (There are four versions in all,
but always the crucial rotational symmetry will be preserved.) Here is a very rough
outline of the whole argument, arranged according to the subsections below:
§4a We sketch the construction of the fiber M .
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§4b (Vanishing spheres version I) We define a simple version of the vanishing
spheres in M which we denote L0, L2, L4. (Figure 5 below shows L0, L2,
L4 intersected with a certain 2 dimensional slice in M .)
§4c We sketch the core argument of the paper: We classify the holomorphic
triangles in a certain Weinstein neighborhood of L2, say D(T
∗L2) ⊂ M ,
using the rotational symmetry of L0, L2, L4.
§4d (Vanishing spheres version II) We point out the main technical problem
with the argument in §4c and we correct it by replacing L0, L2, L4 by some
new exact isotopic versions V0, V2, V4 (see figure 6).
§4e (Vanishing spheres version III) We sketch the computation of the Floer
homology groups. To do this we have to modify V0, V2, V4 very slightly:
we locate certain graphs of exact 1-forms df , which are subsets of V0, V2,
V4, and we replace these by
1
ndf for some large fixed n ≥ 1; then we patch
these back into V0, V2, V4. The basic shape of V0, V2, V4 is unchanged, and
we keep the same notation.
§4f (Vanishing spheres version IV) We complete our sketch of the classification
of holomorphic triangles in M . To do this we replace V0, V2, V4 one final
time by new exact isotopic versions denoted V˜0, V˜2, V˜4. The main point of
V˜0, V˜2, V˜4 is to shrink the size of the four triangles in figure 6 so that their
areas are small (see figure 7). This ensures that any holomorphic triangle
inM must lie in the region D(T ∗L2) from §4c. In addition, V˜0, V˜2, V˜4 make
the boundary of the four triangles in figure 7 real analytic, which fixes one
last problem in §4c.
§4g We compute certain continuation maps,
φ : HF (Vi, Vj) −→ HF (V˜i, V˜j).
This relates the Floer groups HF (Vi, Vj) from §4e to the Floer groups
HF (V˜i, V˜j), which are compatible with our classification of triangles in §4f.
The groups HF (Vi, Vj) have some particularly nice generators and relations
which correspond perfectly to the ones we found in our flow category cal-
culation in §3. We therefore prove that φ fixes these generators. Once this
is known it is easy to compute the triangle product for V˜0, V˜2, V˜4 (using
our explicit classification of holomorphic triangles), and we can compare
easily with the Flow category calculation (using the above generators and
relations for HF (V˜i, V˜j)).
§4h We change gears and give an intuitive argument for why we expect Theorem
B to be true; this ignores all the technical difficulties we have attended to
up until this point. We work in the full generality of Theorem B (so f has
any number of index 2 critical points xj2), but we use the simple vanishing
spheres L0, L
j
2, L4. This illustrates the essential structure of the actual
calculation, which can be found in the proof of Theorem 10.1.
4a. Construction of the fiber M . Set L0 = L2 = S
3 and take the disk cotangent
bundles D(T ∗L0) and D(T
∗L2) with respect to some metrics. Let K0 ⊂ L0 and
K2 ⊂ L2 be two embedded copies of S1 (i.e. knots) with chosen trivializations of
their normal bundles. Then, roughly speaking, to construct M we will do a version
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of plumbing (see [GS99]) where we glueD(T ∗L0) andD(T
∗L2) together along neigh-
borhoods of K0 ⊂ D(T ∗L1) and K2 ⊂ D(T ∗L2) in such a way that K0 is identified
with K2. Moreover, there is a tubular neighborhood of K0 in L0, say U0 ∼= S1×D2,
which is identified with the disk conormal bundle D(ν∗K2) ⊂ D(T ∗L2), and vice-
versa. Earlier in §2 we saw the plumbing construction in the two dimensional case,
see figure 3. For a schematic picture of the higher dimensional case near the plumb-
ing region see figure 8 in §5. (In §5 we call the plumbing M0, and M will denote a
slightly larger space where the boundary has been smoothed.)
To specify K0 ⊂ L0 we look at the handle decomposition ofN induced by (f, g); this
determines a knot K0 ⊂ S3 = L0, and a parameterization of a tubular neighbor-
hood of K0 (determined up to isotopy), say S
1×D2 ∼= U0 ⊂ S3. Define K2 ⊂ L2 to
be the following unknot in L2 (whose normal bundle has an obvious trivialization):
K2 = K
2
− = {(0, 0, x3, x4)|x23 + x24 = 1}.
When we define the Lagrangian submanifolds we will use the following related knot:
K2+ = {(x1, x2, 0, 0)|x21 + x22 = 1}.
4b. Construction of the vanishing spheres L0, L2, L4 (version I). We de-
scribe a simple version of the vanishing spheres, which we denote L0, L2, L4 (only
L4 is new). Roughly speaking, L4 is defined as the (Morse-Bott) Lagrangian surgery
of L0 and L2. More precisely, recall that when D(T
∗L2) is plumbed onto D(T
∗L0),
D(ν∗K2) = D(ν
∗K2−) is identified with a tubular neighborhood of K0 in L0, say
U0. To simplify things, assume D(T
∗L2) is the unit disk bundle with respect to the
standard round metric. Now let Φ : D(T ∗L2) −→ D(T ∗L2) denote the time π/2
geodesic flow, which is Hamiltonian. Recall that we also have the complementary
unknot K2+ ⊂ L2 and consider its disk conormal bundle D(ν∗K2+). The effect of
Φ on D(ν∗K2+) is to fix vectors of zero length (i.e. points in K
2
+) and map the
unit vectors S(T ∗K2+) diffeomorphically onto S(T
∗K2−), while vectors of interme-
diate length interpolate between these extremes. Now tweak Φ slightly to get a
new Hamiltonian diffeomorphism Φ˜ so that Φ˜(D(ν∗K2+)) agrees with D(ν
∗K2−) in
a small neighborhood of ∂D(ν∗K2−) = S(T
∗K2−). Figure 5 below depicts the analo-
gous two dimensional case, where Φ˜(D(ν∗K2+)) corresponds to the two red curves.
Then we define
H = Φ˜(D(ν∗K2+)) and L4 = (L0 \ U0) ∪H.
Thus L4 is obtained from L0 by a surgery along K0. In §2 we made an analogous
definition, where V2 was the Lagrangian surgery of V0 and V1; see figure 3.
4c. Classification of holomorphic triangles in D(T ∗Lj2). We first explain how
to visualize the parts of L0, L2, L4 in D(T
∗L2) using their rotational symmetry. For
each e ∈ K2+ and f ∈ K2−, consider the great circle Kef ⊂ L2 passing through e, f .
There is a natural embedding T ∗Kef ⊂ T ∗L3 based on the standard identification
T ∗S3 = TS3. The rotational symmetry of L4, L2, L0 in D(T
∗L2) can be charac-
terized by noting that L4, L2, L0 intersect each slice D(T
∗Kef ) in exactly the same
way as e, f vary. In figure 5 we have identified D(T ∗Kef ) with R/2πZ× [−1, 1] and
the intersection of L4, L2, L0 with D(T
∗Kef ) are indicated respectively by the two
red curves, the horizontal green line, and the two vertical blue lines. In the figure
the green curve of course corresponds to Kef ⊂ L2. The two intersection points of
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Figure 5. Simple version of vanishing spheres Γs4 (red), Γ
s
2 (green),
Γs0 (blue) in R/2πZ× [−1, 1].
the blue and green curves correspond to the points ±f , and the two intersection
points of the red and green curves correspond to ±e.
We now sketch how to give a complete description of the moduli space of all
holomorphic triangles (with finite symplectic area) in D(T ∗L2) with boundary on
L0 ∩D(T ∗L2), L2 ∩D(T ∗L2), L4 ∩D(T ∗L2), with respect to some suitable almost
complex structure. Later, it will not be too hard to arrange things so that any
holomorphic triangle in M must necessarily lie in D(T ∗L2). For the rest of §4, we
will often omit the phrase ”with finite symplectic area” when talking about holo-
morphic strips and triangles.
First, we identify T ∗L2 = T
∗S3 with {z ∈ C4 : Σjz2j = 1} as exact symplectic
manifolds and let JC denote the complex structure which comes from that iden-
tification. In figure 5 we see the there are four obvious triangles in D(T ∗Kef )
corresponding to ±e and ±f . Let V denote the disk in C with three boundary
punctures removed. Then, using the Riemann mapping theorem, it is easy to con-
struct a JC−holomorphic map
wef : V −→ D(T ∗Kef ) ⊂ D(T ∗L2)
with image equal to the triangle with the two base vertices corresponding to e, f for
each e, f . Our goal is to prove that any JC-holomorphic triangle w : V −→ D(T ∗L2)
must coincide with one of these standard ones. Note that this is intuitively plausi-
ble on the grounds that holomorphic disks are minimal surfaces (however, we will
pursue another line of argument).
To exploit the rotational symmetry of L0∩D(T ∗L2), L2∩D(T ∗L2), L4∩D(T ∗L2),
we introduce a certain JC-holomorphic map on the target,
P : T ∗L2 −→ C, P (z1, z2, z3, z4) = z21 + z22 − z23 − z24 .
Here, P is invariant under the rotational symmetry of T ∗L2 which moves the slices
T ∗Kef into one another. Because of this invariance, P maps the three Lagrangians
L0 ∩D(T ∗L2), L2 ∩D(T ∗L2), L4 ∩D(T ∗L2) onto three curves in the plane which
bound a triangle T ⊂ C. (Each of the four triangles in figure 5 is mapped by
P onto T .) The crucial property of P is that P |P−1(T ) can be holomorphically
trivialized over T with fiber T ∗K2+ × T ∗K2−. Now let w : V −→ D(T ∗L2) be any
20 JOE JOHNS
JC-holomorphic triangle. By applying the maximum principle to P ◦w, one sees that
P (w(V )) = T . From this it follows that any such w can be viewed as a holomorphic
section of P |P−1(T ),
s : T −→ P−1(T ) ∼= T × (T ∗K2+ × T ∗K2−),
where the three boundary conditions of w all correspond to the same Lagrangian
boundary condition for s in the fiber, namely K2+ × K2− ⊂ T ∗K2+ × T ∗K2−. Each
standard holomorphic triangle wef of course corresponds to the constant map with
value (e, f). But it is easy to see that the energy of any holomorphic section must
be zero, hence constant. (This follows from Stokes’ theorem, because the canonical
one form θ on T ∗K±2 satisfies θ|K±
2
= 0.) Thus w = wef for some e, f . This yields
the classification of holomorphic triangles in D(T ∗L2) we wanted.
4d. Construction of V4, V2, V0 (version II): Main correction to §4c. The
most immediate problem with the above argument in §4c is that P is singular
along K2− and K
2
+ (indeed, P is the complexification of a Morse-Bott function on
L2 = S
3 with maximum at K2+ and minimum at K
2
−). This is a problem because
each ±e ∈ K2−, ±f ∈ K2+ correspond to the bottom vertices of the four basic trian-
gles w±e,±f in D(T
∗Kef ) in figure 5, and we recall that each of these four triangles
are mapped onto T ; thus, P cannot quite be trivialized over the whole of T , because
it is singular over the two vertices of T corresponding to ±e and ±f . (Incidentally,
we must trivialize P over the whole of T , and not just T ∗, the triangle with its
vertices deleted. This is because we need to work with the continuous extensions
of holomorphic triangles w to the closed disk w : D2 −→ D(T ∗L2) and the corre-
sponding sections s : T −→ P−1(T ); this is necessary in order to conclude that the
symplectic area of s is finite, which we need for the Stoke’s theorem argument at
the end of §4c.)
To avoid this difficulty we deform L4, L2, L0 to some new exact Lagrangian spheres
V4, V2, V0. For now we focus on defining the parts of V4, V2, V0 in D(T
∗L2). Let
Γs4, Γ
s
2, Γ
s
0 denote the three curves in figure 5 corresponding to L4, L2, L0 (s is
for simple). Now we choose some new curves Γ4, Γ2, Γ0 in R/2πZ × [−1, 1] (with
Γ2 = Γ
s
2) as in figure 6 (the dotted rectangles are not relevant for now), which are
exact isotopic to the old ones (because the signed area between them is zero). Then
we define V4 ∩ D(T ∗L2), V2 ∩ D(T ∗L2), V0 ∩D(T ∗L2) to be the unique 3 dimen-
sional submanifolds in D(T ∗L2) whose intersection with every D(T
∗Kef ) are given
by Γ4, Γ4, Γ4. Thus V4 ∩ D(T ∗L2), V2 ∩D(T ∗L2), V0 ∩ D(T ∗L2) are rotationally
symmetric in the same sense as before. It is easy to see they are Lagrangian, and
exact isotopic to L4 ∩D(T ∗L2), L2 ∩D(T ∗L2), L0 ∩D(T ∗L2).
What this deformation accomplishes is the following. There are still four triangles
in D(T ∗Kef ) with boundary on V4, V2, V0, but now the vertices of these triangles
do not lie on any of the four points ±e,±f ∈ Kef ∩K±2 , where P : T ∗L2 −→ C is
singular. This ensures that P can be trivialized over T in the argument we discussed
in §4c. (In addition Γ4 and Γ0 now intersect transversely, which will be useful when
we compute Floer homology groups below.)
We complete the definition of V0 by making it coincide with L0 outside of D(T
∗L2).
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Figure 6. Γ4 (red), Γ2 (green), Γ0 (blue) in R/2πZ× [−r, r].
V4 is extended outside of D(T
∗L2) in a similar way except we must take it to be the
graph of an exact 1-form df in D(T ∗L0) defined over L0\U0 such that df matches up
with the part of V4 near the boundary of D(T
∗L2); see §4e below for more details.
4e. Modification of V4, V2, V0 (version III): Computing the Floer homol-
ogy groups. Usually to compute Lagrangian Floer homology one takes an exact
isotopy of one of the Lagrangians which makes it transverse to the other. We cannot
do that because it would disrupt the symmetry of V4, V2, V0 and ruin our argument
in §4c. However, there is a variant of Floer homology (isomorphic to the usual
one) which works for Lagrangians which only intersect cleanly (i.e. in Morse-Bott
fashion); we call it Morse-Bott Floer homology.
The old Lagrangians L4, L2, L0 did not even intersect cleanly, because L4 and
L0 intersected in a closed manifold with boundary, namely L0 minus a small neigh-
borhood of K0. (This was partially visible in figure 5: Γ
s
4 and Γ
s
0 intersect in four
closed intervals.) However, the new Lagrangians V4 ∩ D(T ∗L2), V2 ∩ D(T ∗L2),
V0 ∩ D(T ∗L2) do intersect cleanly, because the curves Γ4, Γ2, Γ0 intersect trans-
versely.
It is useful to understand how the various intersection points between Γ4, Γ2, Γ0
correspond to submanifolds in D(T ∗L2). First, consider the two dotted rectangles
surrounding the six intersection points of Γ0 (blue) and Γ2 (green). The two mid-
points correspond to the two points ±f ∈ K2−. Thus, as e and f vary, the two
midpoints together sweep out K2−
∼= S1. The four intersection points on either side
of the two middle points in each rectangle together sweep out a torus, which is the
boundary of a tubular neighborhood of K2− in V2 = L2, and we denote this torus by
Σ20. There is a similar story for the intersection points of Γ4 (red) and Γ2 (green),
and we denote the torus there by Σ42. The four intersection points of Γ4 (red) and
Γ0 (blue) together sweep out a torus, denoted Σ40, which can be viewed either as
the boundary of Ds(ν
∗K2−) for a certain radius s, or as the boundary of a tubular
neighborhood of K0 in L0 (recall D(ν
∗K2−) is identified with U0 ⊂ L0, a tubular
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neighborhood of K0 ⊂ L0).
Before discussing the computation of Floer homology groups we have to set up
some regions in M where we will localize the holomorphic strips which are involved
in the calculation. First, consider the two horizontal dotted rectangles in figure 5
which surround the six intersection points of Γ4 (red) and Γ2 (green) (one of them
is wrapped at the left and right edges of R/2πZ× [−1, 1]). The intersection of these
two rectangles with Γ2 yields two closed intervals in Γ2. As e and f vary, these
intervals sweep out a closed tubular neighborhood of K2+ in V2, and we denote this
by N42 ⊂ V2. Now let D(T ∗N42) ⊂ D(T ∗L2) denote a Weinstein neighborhood of
N42 which intersects each slice D(T
∗Kef ) precisely in these two dotted rectangles.
Note that inside the two rectangles we can view Γ4 as the graph of two function
over Γ2. Corresponding to these functions there is an exact 1-form df42 defined on
N42 such that the graph of df42 in D(T
∗N42) is precisely V4 ∩ D(T ∗N42). From
the shape of Γ4 we see that f42 is a Morse-Bott function on N42 with two critical
components: it has a maximum at K+2 and a minimum at the torus Σ42. In a
similar way we define D(T ∗N20) which corresponds to the two dotted rectangles
surrounding the intersection points of Γ0 (blue) and Γ2 (green). We define df20 as
before; from the shape of Γ0 we can see f20 is a Morse-Bott function on N20 with
two critical components: it has a minimum at K−2 and a maximum at the torus Σ20.
Now take a look at the four partially formed vertical dotted rectangles surrounding
the four intersection points of Γ4 (red) and Γ0 (blue); these rectangles intersect
Γ0 in four closed intervals. Together, these intervals correspond to an annular re-
gion in L0 which surrounds K0. Denote this region by U0 \ U˜0, where U˜0 ⊂ U0 is
a smaller tubular neighborhood of K0. We extend this region into L0 by setting
N40 = L0 \ U˜0. Then N40 intersects D(T ∗Kef ) ⊂ D(T ∗L2) precisely in the four
subintervals of Γ0. Now take a Weinstein neighborhood D(T
∗N40) ⊂ D(T ∗L0)
which intersects D(T ∗Kef ) ⊂ D(T ∗L2) precisely in the four partially formed rect-
angles. To define V4 outside of D(T
∗L2) more precisely, we take an Morse-Bott
function f40 : N40 −→ R such that the graph of df40 in D(T ∗N40)∩D(T ∗L2) agrees
with V4 ∩ D(T ∗N40). Thus, the part of the graph of df40 in D(T ∗Kef ) is repre-
sented by Γ4 in the four partially formed rectangles. When we do the plumbing
identification, these four rectangles in each slice D(T ∗Kef ) are rotated by ninety
degrees, via multiplication by i. (The complete sub-region of D(T ∗Kef ) which
is rotated is a neighborhood of D(ν∗K2−), which would correspond to a rectangle
around Γs0, i.e. the two horizontal blue curves in figure 5.) After this rotation Γ4
becomes the graph of a function defined over Γ0 (the effect of i or −i is the same).
Thus, f40 is critical along Σ40, and we assume that f40 has isolated critical points
aside from that. Then, from the shape of Γ4 one can see f40 has a maximum at Σ40.
We are now ready to sketch how to compute the Floer homology groupsHF (V4, V2),
HF (V2, V0), and HF (V4, V0). To do this calculation we modify V4, V2, V0, but we
do not change their basic shape. Namely, we replace f40, f42, f20 by
1
nf40,
1
nf20,
1
nf42 for some large n ≥ 1. Then we patch the graphs of 1ndf40, 1ndf42, 1ndf20 back
into V4, V2, V0 using some smooth bump function, and denote the result by V
n
4 , V
n
2 ,
V n0 (although V
n
2 = V2 = L2, as usual). Now let Jn denote any sequence of almost
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complex structures on M converging to some fixed J . Using a simple energy argu-
ment one can show that, for n sufficiently large, the moduli space of Jn-holomorphic
strips in M with boundary on (V n4 , V
n
2 ) is completely contained in D(T
∗N42), and
similarly for (V n4 , V
n
0 ), or (V
n
2 , V
n
0 ). Once this is known, we show there exist almost
complex structures Jn40, J
n
20, J
n
42 such that the above moduli spaces are in 1-1 corre-
spondence with the gradient flow lines of 1nf40,
1
nf20,
1
nf42 in N40, N20, N42, when
n is large (this relies on Floer’s standard result of this type for closed manifolds).
(As in Floer’s work, it follows from a linearized version of this correspondence that
Jn40, J
n
20, J
n
42 are regular for large n as well.) Now, we fix an n sufficiently large
once for all and replace V4, V2, V0 by V
n
4 , V
n
2 , V
n
0 and replace f40, f42, f20 by
1
nf40,
1
nf42,
1
nf20, but we keep the old notation in both cases. Also we drop the n from
Jn40, J
n
20, J
n
42 and denote them J40, J20, J42. The above correspondence of mod-
uli spaces yields an identification of HF (V4, V2, J42) with (HMB)∗(N42, f42), where
the latter is a version of Morse homology for Morse-Bott functions called Morse-
Bott homology. Similarly, HF (V2, V0, J20) and HF (V4, V0, J40) are isomorphic to
(HMB)∗(N20, f20) and (HMB)∗(N40, f40). With our explicit Morse-Bott functions
it is fairly easy to show that the Morse-Bott homology groups are isomorphic to
H∗(K
2
+), H∗(K
2
−), and H∗(L0 \ U0), respectively. Moreover, there are explicit gen-
erators and relations for the Morse-Bott homologies which match up with the ones
for H∗(K
2
+), H∗(K
2
−), and H∗(L0 \U0) that we used in our computation of the flow
category of (N, f, g) in §3.
4f. Construction of V˜4, V˜2, V˜0 (version IV): Classification of holomorphic
triangles in M , and a final correction to §4c. At the moment our Lagrangians
V4, V2, V0 are set up for computing the Floer homology groups. In this section we
will deform them one last time, by exact isotopies, to new versions V˜4, V˜2, V˜0 (but
with the same rough shape); these will allow us to describe the moduli space of
J-holomorphic triangles in M with boundary on V˜4, V˜2, V˜0, for a certain almost
complex structure J . (In §4g below we will explain how to combine the results of
this section and §4e.) There is also one last mistake to fix in §4c: In order to invoke
the Riemann mapping theorem to construct the standard holomorphic triangles
wef , it is necessary that the boundary arcs of the four triangles in figure 6 are real
analytic. The new versions V˜4, V˜2, V˜0 will also remedy this problem. (Note that Γ4,
Γ2, Γ0 in figure 6 could not have triangles with real analytic edges because the edge
corresponding to Γ0 contains an interval in the region corresponding to D(T
∗N40).)
Fix a small connected compact neighborhood U in D(T ∗L2) which contains all
of the four triangles in D(T ∗Kef ) in figure 5 for every e, f . Let Jζ , ζ ∈ V be any
family of almost complex structures on M such that Jζ |U = JC|U for all ζ ∈ V
(recall V is the domain of our holomorphic triangles). First, we show that if the
area of the four triangles in D(T ∗Kef ) in figure 6 are sufficiently small then any
J-holomorphic triangle must be contained in U ⊂ D(T ∗L2) (this follows from a rel-
ative version of the monotonicity lemma). Therefore, we deform Γ4, Γ2, Γ0 to new
versions Γ˜4, Γ˜2, Γ˜0 in such a way that these triangles become sufficiently small, as
in figure 7. In addition, we arrange that the the boundaries of the new triangles are
real analytic. (In order to be real analytic the new Γ˜’s must interpolate back to the
old Γ’s away from the triangles; that is why there are small humps between Γ˜i and
Γi next to each vertex of each triangle.) We denote the corresponding new V4, V2,
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Figure 7. Γ˜4 (red), Γ˜2 (green), Γ˜0 (blue) in R/2πZ× [−r, r].
V0 by V˜4, V˜2, V˜0. Since every J−holomorphic triangle w inM with boundary on V˜4,
V˜2, V˜0 lies in U ⊂ D(T ∗L2), and J |U = JC, our classification result from §4c applies
and we conclude that all such w are equal to one of our standard ones wef . (For the
monotonicity argument (see §8) we take a set U˜ ⊂ U , slightly smaller than U and
set B = U \U˜ to be an annular region surrounding the four triangles in D(T ∗Kef ) in
figure 5 for every e, f . Then B acts as a barrier to holomorphic triangles in U with
large energy. It is important that Vi∩B = V˜i∩B for every i; this can be arranged by
making the small humps between Γ˜i and Γi in figure 7 at each vertex small enough.)
In addition, one can show that for any J with J |U = JC|U as above, J is regu-
lar. This is proved in two steps. First one shows that the kernel of the linearized
Cauchy-Riemann operator of J has dimension 2; this proved by running through
a version of the argument in §4c at the linearized level. Then one shows that the
index of the operator is also equal to 2; this is proved using a gluing formula in the
Morse-Bott setting which reduces the calculation to computing the Maslov index
of a certain loop of Lagrangian tangent planes; the latter is fairly easy to compute
because of the rotational symmetry of V˜4, V˜2, V˜0 in D(T
∗L2).
4g. Computing continuation maps; setting up to compute the triangle
map µ2. In this section we combine the two calculations from §4e and §4f by in-
specting the appropriate continuation maps. There are two issues we have to deal
with: First, in the Floer homology calculation we used (V4, V2, V0), whereas in the
holomorphic triangle calculation we used (V˜4, V˜2, V˜0). Second, J is not compatible
with the almost complex structures we used in the Floer homology calculation, J40,
J20, J42. Here, compatible means that Jζ is supposed to agree with J40, J20, or J42,
whenever ζ lies in a small neighborhood of one of the three corresponding boundary
punctures of V (but we have not arranged this to be so).
To address the second issue we pick some regular almost complex structures on
M for the Floer homology groups, say J˜40, J˜20, J˜42 such that J˜40|U , J˜20|U , J˜42|U
are all equal to JC|U (it is easy to see we can pick them to be regular under this
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constraint for abstract reasons); then we pick our almost complex structure for the
triangle calculation Jζ , ζ ∈ V also satisfying Jζ |U = JC|U for all ζ and such that J
is compatible with J˜40, J˜20, J˜42. The condition J |U = JC|U ensures that the whole
discussion from §4f applies to J ; in particular, J is regular.
To address the first issue we take two functions G,H : M −→ R such that the
Hamiltonian flows φ1G, φ
1
H : M −→ M satisfy φ1G(V4) = V˜4 and φ1H(V4) = V˜4.
(Recall that V˜2 = V2.) Then, we have canonical isomorphisms
HF (V˜4, V˜0, 0, J˜40) ∼= HF (V4, V0, {(G−H) ◦ φtG}, J˜∗40),(4.12)
HF (V˜4, V˜2, 0, J˜42) ∼= HF (V4, V2, H, J˜∗42),
HF (V˜2, V˜0, 0, J˜20) ∼= HF (V2, V0, {−G ◦ φtG}, J˜∗20).
These isomorphisms arise from a straight-forward equivalence between the un-
derlying moduli spaces. For example, the middle one takes the form u(s, t) 7→
(φtH)
−1(φ1H)
−1(u(s, t)), where u is a J˜42-holomorphic strip with boundary on (V˜4, V˜2)
= (V˜4, V2). Above, J˜
∗
40, J˜
∗
20, J˜
∗
42 stand for the corresponding pull backs and push
forwards of J˜40, J˜20, J˜42, for example (J˜
∗
40)t = (φ
t
{(G−H)◦φt
G
})∗(φ
1
H)
−1
∗ (J˜40)t. (Each
J40, etc. and J˜40, etc. come in a family parameterized by t ∈ [0, 1], although we
suppressed this earlier.) The precise formulas for the J˜∗ are not relevant, however;
the only thing that matters is that they are also regular; this is because of the
natural equivalence between the moduli spaces (at the linearized level). Thus we
are led to consider the continuation maps
φ40 : HF (V4, V0, 0, J40) −→ HF (V4, V0, {(G−H) ◦ φtG}, J˜∗40),
φ42 : HF (V4, V2, 0, J42) −→ HF (V4, V2, H, J˜∗42),
φ20 : HF (V2, V0, 0, J20) −→ HF (V2, V0, {−G ◦ φtG}, J˜∗20).
Recall near the end of §4e we mentioned there is a nice explicit set of generators and
relations for HF (V4, V2), HF (V2, V0), and HF (V4, V0) when we use the particular
almost complex structures J40, J20, J42. The important thing is they correspond
exactly to the generators and relations we found for the flow category in §3. There-
fore we want to show that the above continuation maps fix all the generators in
this presentation (so that each continuation map in fact equals the identity on ho-
mology). We prove this by observing that each of the Hamiltonians, (G−H) ◦ φtG,
H , and −G ◦ φtG, has either an absolute minimum or an absolute maximum along
the relevant torus Σ42, Σ20, or Σ40 (where all the generators live). Using this we
can show that all s−dependent holomorphic strips u (those which define the con-
tinuation map) which start and end at a point in Σ42, Σ20, or Σ40 must be constant.
The groupsHF (V˜4, V˜0, J˜40), HF (V˜2, V˜0, J˜20), HF (V˜4, V˜2, J˜42), are suitable for com-
puting the triangle product because we can use our explicit classification of J− holo-
morphic triangles in M , where J is compatible with J˜40, J˜20, J˜42. We also know
from what we’ve just done that these groups have generators and relations which
correspond exactly to ones we found for the flow category. (One sees this by using
the fact that the above continuation maps fix all the nice generators (and relations)
on the left-hand side; then we use the natural isomorphisms from (4.12), which also
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fix all the generators.) Once we are in this situation it is fairly straight-forward
to compute the triangle product (using our explicit knowledge of the holomorphic
triangles) and compare that to the product in the flow category generator by gener-
ator; in fact the computations are completely parallel. We will not try to summarize
that calculation in our present technical set up (this is presented fairly clearly in
the proof of Theorem 10.1). Instead, we will present in §4h below an intuitive argu-
ment which explains why we expect the triangle product µ2, and the flow category
product, µFlow, to be the same. In many ways this argument parallels the actual
argument, but hopefully the main ideas are less obscured by technicalities.
4h. Intuitive sketch of the isomorphism in Theorem B. In this section we
will ignore all the technical difficulties that we have dealt with up until now and
work with the simplest version of the Lagrangians L0, L2, L4. Our goal is to illus-
trate the essential idea of the calculation of the triangle product with the technical
aspects stripped away. Along the way we will assume various things which are not
quite true as stated, but it should be clear from the above that it is possible to
tweak the Lagrangians so that the statements transform into new ones which are
true, and are essentially the same as the old ones. In this sense the argument is
morally correct; in any case it should be a useful guide to the proof of Theorem
10.1, which presents a technically correct argument.
Let us return to the more general case whereN has any number of 2-handles, so that
we that can compare more directly with the flow category calculation in §3. Then,
the handle-decomposition ofN gives rise to k framed knotsK1, . . . ,Kk ⊂ S3, one for
each 2-handle. Let L0 = S
3, and take k parameterizations of tubular neighborhoods
of K1, . . . ,Kk ⊂ L0, which are determined up to isotopy, say φj : S1 ×D2 −→ L0,
j = 1, . . . , k. Now take k additional copies of S3, denoted Lj2, j = 1, . . . , k. As before
we have two natural unknots Kj± ⊂ Lj2 for each j, and for each e ∈ Kj+, f ∈ Kj−,
we have the great circle Kjef ⊂ Lj2. We construct M by taking the disk bundle
D(T ∗L0) and plumbing on each of the disk bundles D(T
∗Lj2) along the knots Kj .
Here D(ν∗Kj−)
∼= S1 ×D2 will be identified with a tubular neighborhood of Kj in
L0, say U
j
0 ⊂ L0 using the map φj . The last Lagrangian L4 is defined by doing La-
grangian surgery of L0 with each of the L
j
2 (in the same way L4 was defined before).
We make two main assumptions. First, we assume that inside each D(T ∗Lj2), we
have our standard holomorphic triangles wjef , one for each e ∈ Kj+, f ∈ Kj−, and
we assume that every holomorphic triangle in M coincides with one of these wjef .
Second, we assume we have identifications
HF (L4, L
j
2)
∼= H∗(L4 ∩ Lj2) ∼= H∗(Kj2),
HF (Lj2, L0)
∼= H∗(Lj2 ∩ L0) ∼= H∗(Kj),
HF (L4, L0) ∼= H∗(L4 ∩ L0) ∼= H∗(L0 \ (∪jU j0 )).
In this way the morphism spaces in H(Fuk→(M ;L4, {Lj2}, L0)) are identified with
those in Flow(N, f, g). Recall that wjef is the unique holomorphic triangle in
D(T ∗Kjef ) with two of its vertices at e, f . The final vertex of w
j
ef determines
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a third point, which we denote ψj(e, f) ∈ D(T ∗Kef ); it lies in the sphere conor-
mal bundle S(ν∗Kj−) ⊂ D(T ∗Lj2), which is a torus, since ν∗Kj− ∼= S1 × R2. Now,
S(ν∗Kj−) is identified by φj with the boundary of a smaller neighborhood Uj ⊂ U j0
of Kj in L0.
Let us choose some generators for H∗(K
j
+ × Kj−), H∗(S(ν∗Kj−)), and H∗(L0 \
(∪jU j0 )). We choose notation similar to that used in §3. For H∗(Kj+ × Kj−), fix
rj± ∈ Kj+ and take the generators
T j+ = [K
j
+ ×Kj−], λj+ = [rj+ ×Kj−], µj+ = [Kj+ × rj−], sj+ = [rj+ × rj−].
ForH∗(S(ν
∗Kj−)), we identify S(ν
∗Kj−) = K
j
−×Kj+ (this is natural because a point
in Kj+ determines a direction in the normal bundle of K
j
−) and take the generators
T j− = [K
j
− ×Kj+], λj− = [Kj− × rj+], µj− = [rj− ×Kj+], sj− = [rj− × rj+].
NowH∗(L0\(∪jU j0 )) is generated by cycles in ∂Uj (where Uj ⊂ U j0 and φj(S(ν∗Kj−))
= ∂Uj). Let qj ∈ ∂Uj and let λj , µj ⊂ H1(∂Uj) be represented by circles with
ℓ(λj ,Kj) = 0 and ℓk(µj ,Kj) = 1. Then H∗(L0 \ (∪jU j0 )) is generated by [∂Uj ], λj ,
µj , and [qj ], with the same relations (3.9) from §3.
Here is an intuitive way to think about the triangle product
µ2 : HF (L4, L
j
2)⊗HF (Lj2, L0) −→ HF (L4, L0)
in terms of the geometric cycles above. Take a pair of cycles on the right hand
side, which we represent by submanifolds Cj+, C
j
− in K
j
+, K
j
− (so C
j
± = K
±
j
or Cj± = r
±
j ). Now, as a first step, restrict attention to D(T
∗Lj2) and consider
the cycle in S(ν∗Kj−) that gets swept out by the points ψj(e, f), as (e, f) range
over Cj+ × Cj−, and denote this by µ2|D(T∗Lj
2
)(C
j
+, C
j
−). Next, S(ν
∗Kj−) is identi-
fied by the framing φj with ∂Uj, and in this way we get a cycle in ∂Uj which is
µ2(C
j
+, C
j
−) = φj(µ2|D(T∗Lj
2
)(C
j
+, C
j
−)).
In the first step above, it is easy to see that the restricted triangle product
µ˜2 = µ2|D(T∗Lj
2
) : H∗(K
j
+)⊗H∗(Kj−) −→ H∗(S(ν∗Kj−))
satisfies µ˜2(T
j
+) = T
j
−, µ˜2(λ
j
+) = µ
j
−, µ˜2(µ
j
+) = λ
j
−, µ˜2(s
j
+) = s
j
−. These are
analogous to the relations (3.11) satisfied by the flow map Φ in the fixed handle Hj
in §3. In the second step, one composes µ˜2 with the map on homology induced by
φj : S(ν
∗Kj−) −→ ∂Uj and the inclusion ∂Uj ⊂ L0 \ (∪jU j0 ),
(φj)∗ : H∗(S(ν
∗Kj−)) −→ H∗(L0 \ (∪jU j0 )).
As in (3.10), we have
(φj)∗(λ
j
−) = λj +mjµj , (φj)∗(µ
j
−) = µj .
Combining these we have, for example,
µ2([K
j
+]⊗ [rj−]) = (φj)∗(µ˜2(µj+)) = (φj)∗(λj−) = λj +mjµj , while
µFlow([Kj+]⊗ [pj−]) = (φj)∗(Φ(µ+)) = (φj)∗(λ−) = λj +mjµj .
Notice that the answers agree, but also the calculations are parallel.
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4i. The case general case dimN = 2n, when f has critical values 0, n, 2n.
In this section we briefly summarize how things work in an arbitrary dimension
dimN = 2n. The handle decomposition of N corresponding to (f, g) is determined
by k framed (n−1)-spheres in a (2n−1)-sphere,Kj ⊂ S2n−1, j = 1, . . . , k. The flow
category calculation is much the same, and we omit that discussion. To construct
M we take L0 = S
2n−1 and Ljn = S
2n−1, j = 1, . . . , k. In L0 we have the framed
spheres Kj and inside L
j
n we have the two (n− 1)-spheres with obvious framings
Kj+ = {(u1, . . . , un, 0, . . . , 0) : Σu2j = 1},Kj− = {(0, . . . , 0, un+1, . . . , u2n) : Σu2j = 1}.
We plumb as before; and L4 is defined in the same way, by applying the time π/2
Hamiltonian flow to D(ν∗Kj−). The classification of holomorphic triangles in M
works as before: For each e ∈ Kj+, f ∈ Kj− we have the great circle Kjef ⊂ Lj2 and
there is a unique holomorphic triangle wjef in D(T
∗Kjef ) ⊂ D(T ∗Lj2) with each of
its vertices determined by (e, f); and these are the only holomorphic triangles in
M . Then the identification of the two categories is done in the same way as the
sketch above. (One thing to note is that we do not need to explicitly know the
relations (3.9). Indeed, whatever these relations are, they show up abstractly in
the calculation of the flow category and the directed Fukaya category in exactly the
same way.)
5. Constructing M (the fiber)
In §5a we give a precise treatment of the plumbing construction sketched in §4a.
It turns out that the plumbing, which we denote M0, has boundary which is not
smooth. Therefore, in §5b we construct a slightly bigger spaceM which is obtained
fromM0 by smoothing the boundary, so thatM has convex, contact type boundary.
5a. Plumbing. Let (N, f, g) be as in §3. Denote the critical points of f by x0, xj2, x4,
j = 1, . . . , k. Here the index of the critical point is given by the subscript. Let
L0 = f
−1(1) ∼= S3, and Lj2 = S3, j = 1 . . . k.
Now define
Kj = U(x
j
2) ∩ f−1(1) ⊂ L0,
and let
φj : S
1 × R2 −→ L0
denote a parameterization of a tubular neighborhood of Kj determined by (f, g) up
to isotopy. Let Kj−,K
j
+ ⊂ Lj2, denote the two unknots
Kj− = {(0, 0, x3, x4)|x23 + x24 = 1} and Kj+ = {(x1, x2, 0, 0)|x21 + x22 = 1}.
We specify a parameterization of a tubular neighborhood of Kj− in L
j
2 as follows.
First take the obvious identification of S1 × R2 with the normal bundle of Kj− in
TS3. Then, using this identification, we let
φj− : S
1 ×D2π/3 −→ L0,
be the map given by geodesic coordinates with respect to the round metric on S3.
(Here we take π/3 < π/2 so that φj− is an embedding.) For use later on we define
φj+ : S
1 ×D2π/3 −→ Lj2 for Kj+ in the same way.
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We start with the disjoint union of the disk bundles D(T ∗L0) and D(T
∗Lj2), j =
1, . . . , k. Then for each j we glue a neighborhood of Kj ⊂ D(T ∗L0) to a neighbor-
hood of Kj− ⊂ D(T ∗Lj2). Each neighborhood can be symplectically identified with
a neighborhood of S1 × {0} in T ∗S1 × T ∗R2 ∼= T ∗S1 × C2 and each gluing map is
of the form idT∗S1 ×mi, where mi is multiplication by i on C2.
To be more precise, we choose some convenient metrics with which to form the
disk bundles D(T ∗L0) and D(T
∗Lj2), and we fix the radii. Let g2 be a Riemannian
metric on ∪jLj2 such that,
g2 = (φ
j
−)∗(gS1 × gR2) on φj−(S1 ×D2π/3),
g2 = (φ
j
+)∗(gS1 × gR2) on φj+(S1 ×D2π/3),
and outside of a small neighborhood of φj−(S
1 × D2π/3) ∪ φj+(S1 × D2π/3), g2 is
the round metric gS3 . On the intermediate region we linearly interpolate between
(φ±j )∗(gS1 × gR2) and gS3 using some cut-off function. Let g0 be a Riemannian
metric on L0, such that
g0 = (φj)∗(gS1 × gR2) on φj(S1 × R2),
and outside of φj(S
1 × R2), g0 is arbitrary. Now, fix r, R > 0 such that
0 < r < R < π/3.
R will be the radius ofD(T ∗L0) = D
g0
r (T
∗L0) and r will be the radius ofD(T
∗Lj2) =
Dg2r (T
∗Lj2).
Now φj−, φj respectively give rise to exact symplectic identifications
ρj− : T
∗(S1)× T ∗(D2r) −→ T ∗(φj−(S1 ×D2r)),
ρj : T
∗(S1)× T ∗(R2) −→ T ∗(φj(S1 × R2)).
We take two sets of coordinates on T ∗(S1)× T ∗(R2)
q ∈ S1, p ∈ T ∗q S1, x ∈ R2, y ∈ T ∗xR2,
q˜ ∈ S1, p˜ ∈ T ∗eq S1, x˜ ∈ R2, y˜ ∈ T ∗exR2.
To do the plumbing we will identify the following two regions in Dg0R (T
∗L0) and
Dg2r (T
∗Lj2) respectively. Let
U j0 = ρj({((q, p), (x, y)) : |p|2S1 + |y|2R2 ≤ R2, |x|2R2 + |p|2S1 ≤ r2}),
U j2 = ρ
j
−({((q˜, p˜), (x˜, y˜)) : |p˜|2S1 + |y˜|2R2 ≤ r2, |p˜|2S1 + |x˜|2R2 ≤ R2}).
Note that, since |x|2
R2
≤ |p|2S1 + |x|2R2 ≤ r2 < (π/3)2, g0 agrees with the metric used
in U j0 , and so indeed have
U j0 ⊂ Dg0R (T ∗L0) and, similarly, U j2 ⊂ Dg2R (T ∗Lj2).
Define a symplectomorphism
τ j : U j2 −→ U j0 by (q˜, p˜, x˜, y˜) 7→ (q, p,−y, x).
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Define M0 by gluing D
g0
R (T
∗L0) and D
g2
r (T
∗Lj2) along the subsets U
j
0 , U
j
2 for each
j = 1, . . . , k using τ j . We call this a plumbing (along Kj ,K
j
−) and denote it
M0 = D
g0
R (T
∗L0)⊞
j=k
j=1 D
g2
r (T
∗Lj2).
Lemma 5.1. The interior of M0 is smooth and has an exact symplectic structure
which agrees with the standard symplectic structures on Dg0R (T
∗L0) and D
g2
r (T
∗L2j),
j = 1, . . . , k.
Proof. The main issue is topological: We must prove that U j0 and U
j
2 reach the
boundary of Dg0R (T
∗L0) and D
g2
r (T
∗L2j) respectively. (To see what could go wrong
imagine gluing R× [−1, 1] to R× [−1, 1] along [−1/2, 1/2]× [−1/2, 1/2], using the
map (x, y) 7→ (−y, x).) The boundary of U j0 has two parts, which we will call
horizontal and vertical. The horizontal part is
∂hU
j
0 = {((q, p), (x, y)) : |p|2S1 + |y|2R2 = R2, |x|2R2 + |p|2S1 ≤ r2},
and the vertical part is
∂vU
j
0 = {((q, p), (x, y)) : |p|2S1 + |y|2R2 ≤ R2, |x|2R2 + |p|2S1 = r2},
Similarly we have ∂hU
j
2 and ∂vU
j
2 . Note that τ
j maps ∂hU
j
2 to ∂vU
j
0 and ∂vU
j
2 to
∂hU
j
0 . Now, since |x|2R2 ≤ |p|2S1 + |x|2R2 ≤ r2 < (π/3)2, g0 agrees with the metric
used in U j0 , and so we have
∂hU
j
0 ⊂ Sg0R (T ∗L0).
Similarly ∂hU
j
2 ⊂ Sg2r (T ∗Lj2). This shows that U j0 and U j2 each reach the boundary
of Dg0R (T
∗L0) and D
g2
r (T
∗L2j) respectively, and so Int (M0) is locally Euclidean. It
is smooth and symplectic since τ j is, and the Mayer-Vietoris sequence in de Rham
cohomology shows the symplectic form is exact. 
Let us denote the symplectic structure on M0 by ω0. We fix a primitive θ0, with
ω0 = dθ0.
5b. Handle attachments. The simplest example of a plumbing is obtained by
gluing R× [−1, 1] to R× [−1, 1] along [−1, 1]× [−1, 1] using (x, y) 7→ (−y, x). This
showsM0 is not an exact symplectic manifold with corners in the sense of [S08, §7a]:
it has obtuse corners, and the combined convexity of Sg0R (T
∗L0) and S
g2
r (T
∗Lj2) are
not enough to prevent holomorphic curves from hitting a corner. To remedy this we
have an alternative construction from [J09B] (see also [J09A]). There we construct
M by attaching k Morse-Bott type handles to D(T ∗L0) in the style of [W91], one
for each j = 1, . . . , k. Each handle Hj is diffeomorphic to D(T
∗(S1 ×D2)), where
we think of S1 as a critical manifold (which corresponds to Kj+) and S
1×D2 as its
unstable manifold. To attach Hj we identify D(T
∗(S1 × D2))|(S1 × ∂D2) with a
neighborhood of S(ν∗Kj) in S(T
∗L0) so that S
1 ×D2 and D(ν∗Kj) together form
a Lagrangian 3-sphere L˜j2. The following lemma summarizes the relation between
M0 and M .
Lemma 5.2 ([J09B]). There is an exact symplectic manifold (M,ω, θ) with smooth,
convex, contact type boundary, together with an exact symplectic embedding
j : (M0, ω0, θ0) −→ (M,ω, θ).
such that j(Lj2) = L˜
j
2 and j|L0 is the obvious embedding. See figure 8. 
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Lj2
L0
Figure 8. Schematic ofM0 (inner) andM (outer) near the plumb-
ing region.
We mention also thatM andM0 are homeomorphic, via a retractionM −→ j(M0),
but we will not need this.
6. Constructing V4, V
j
2 , V0 (the vanishing spheres)
In this section we construct the vanishing spheres V4, V
j
2 , V0 inM0; these correspond
to version II of the vanishing spheres in §4d. We will only have a few things to add
beyond the description there.
We regard T ∗Lj2 = T
∗S3 as {(u, v) ∈ R4 × R4 : |u| = 1, u · v = 0}, with the
restriction of the symplectic structure Σjdvj ∧duj from R8. Recall from §5 we have
the two standard unknots Kj+, K
j
− in L
j
2. For each e ∈ Kj+, f ∈ Kj−, we have the
great circle through e, f in Lj2, denoted K
j
ef = {(cos(θ)e, sin(θ)f) : θ ∈ R/2πZ}.
(Note that Kjef = K
j
±e,±f .) We also embed T
∗Kjef in T
∗Lj2 as
T ∗Kjef = {((cos(θ)e, sin(θ)f), λ(− sin(θ)e, cos(θ)f) : θ ∈ R/2πZ, λ ∈ R}.
For each e ∈ Kj+, f ∈ Kj− we fix an identification
σjef : (R/2πZ)×R −→ T ∗Kef , σjef (θ, λ) = (cos(θ)e, sin(θ)f), λ(− sin(θ)e, cos(θ)f).
Note that σjef maps (R/2πZ) × [−r, r] onto D
g
S3
r (T ∗K
j
ef ), where gS3 is the round
metric. But in fact D
g
S3
r (T ∗K
j
ef ) = D
g2
r (T
∗Kjef ), because gS3(v, v) = g2(v, v)
for any v ∈ T ∗Kjef . (Indeed, it is easy to check that gS3 and (φj−)∗(gS1 × gR2)
agree on T ∗Kjef in a neighborhood of K
j
−, and then it follows that the equality
holds on all of S3 because g2 is defined by linearly interpolating between gS3 and
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Figure 9. Γ4 (red), Γ2 (green), Γ0 (blue) in R/2πZ× [−r, r].
(φj−)∗(gS1 × gR2).) From now on we will omit the metric and radius from the nota-
tion in D(T ∗Lj2) = D
g2
r (T
∗Lj2) and D(T
∗L0) = D
g0
R (T
∗L0).
Let Γ0,Γ2,Γ4 be the three curves as in figure 6. We define some 3 dimensional
submanifolds (possibly with boundary)
W j0 ,W
j
2 ,W
j
4 ⊂ D(T ∗Lj2), by W ji = ∪e,f σjef (Γi), i = 0, 2, 4.
This means that W j0 ,W
j
2 ,W
j
4 are rotationally symmetric in the sense that the in-
tersection of W j0 , W
j
2 , W
j
4 with any slice D(T
∗Kjef ), is given by figure 6. We define
the parts of V0, V
j
2 , V4 ⊂M0 which lie in D(T ∗Lj2) by
V0 ∩D(T ∗Lj2) =W j0 , V j2 ∩D(T ∗Lj2) =W j2 , V4 ∩D(T ∗Lj2) =W j4 .
Note that V j2 = L
j
2 =W
j
2 . It is easy to see that W
j
0 , W
j
2 , W
j
4 are Lagrangian. Note
that Γ0, Γ2, Γ4 are exact isotopic to the three corresponding curves Γ
s
0, Γ
s
2, Γ
s
4 in
figure 5 in §4b, since the signed area between Γi and Γsi is zero. From this it is not
it difficult to show that W j0 and W
j
4 are exact isotopic to D(ν
∗Kj−) and D(ν
∗Kj+),
respectively.
We define V0 ⊂M0 as the union of L0 \
(∪j=kj=1 φj(S1× Int (D2r))) and ∪j=kj=1 W j0 ; here
D2r is the closed disk of radius r. (Notice that these two pieces match up, since W
j
0
coincides with Dr(ν
∗Kj−) = φj(S
1×D2r) near the boundary of D(T ∗Lj2).) Then V0
is exact isotopic to L0, since W
j
0 is exact isotopic to D(ν
∗Kj−).
We give a rough definition of V4 and leave more precise details to §7a below. First
take the graph of an exact one-form df in D(T ∗L0) defined on L0 \
( ∪j=kj=1 φj(S1 ×
Int (D2r))
)
such that the graph of df matches up with ∪j=kj=1 W j4 . (In §7a below we
will specify df more precisely and denote it df40.) Now define V4 ⊂M0 as the union
of the graph of df and ∪j=kj=1 W j4 . Then, V4 is an exact Lagrangian sphere because
df is exact isotopic to L0 \
( ∪j=kj=1 φj(S1 × Int (D2r))) and W j4 is exact isotopic to
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Dr(ν
∗Kj+)
∼= S1 × D2r . This also shows V4 is diffeomorphic to the result of doing
surgery on L0 along the framed link ∪jKj. Related to this, V4 is exact isotopic to
L4 from §4h (see also §4b); recall L4 is the (Morse-Bott) Lagrangian surgery of L0
with each of the Lj2.
7. Computing the Floer homology groups
In this section we compute the Floer homology groups HF (V4, V
j
2 ), HF (V
j
2 , V0),
HF (V4, V0), j = 1, . . . , k (compare with the summary in §4e). Using results from
§11 it follows immediately that these groups are identified with the Morse-Bott
homology groups of certain functions (see §7c). The focus of this section is to find
explicit generators and relations for these which correspond perfectly to the ones
we found for the flow category in §3 (see §7b) .
7a. Expressing certain parts of V4, V
j
2 , V0 as graphs. We first set up some
regions inM where we will localize the holomorphic strips which are involved in the
calculation. This is basically the same as our discussion in §4e, but we run through
it again to set up the notation, and make things slightly more precise.
To begin, it is useful to understand how the various intersection points between
Γ4, Γ2, Γ0 in figure 9 correspond to submanifolds in D(T
∗Lj2) (where we look at
their image under σjef , and let e and f vary). First, consider the two dotted rect-
angles surrounding the six intersection points of Γ0 (blue) and Γ2 (green). The
two midpoints correspond to the two points ±f ∈ Kj−. Thus, as f varies, the two
midpoints together sweep out Kj−
∼= S1. As e and f vary, the four intersection
points on either side of the two middle points in each rectangle together sweep out
a torus, which is the boundary of a tubular neighborhood of Kj− in V
j
2 = L
j
2, and
we denote this torus by Σj20. There is a similar story for the intersection points
of Γ4 (red) and Γ2 (green): the two midpoints correspond to K
j
+ and the other
four points correspond to a torus Σj42. The four intersection points of Γ4 (red) and
Γ0 (blue) together sweep out a torus, denoted Σ
j
40, which can be viewed either as
the boundary of Dg2t (ν
∗Kj−) for a certain radius 0 < t < r, or as the boundary of
φj(S
1 ×D2t ) ⊂ L0.
The two rectangles which surround Γ0 ∩Γ2 intersect Γ2 in two intervals; as e and f
vary these intervals sweep out a closed tubular neighborhood of Kj− in L
j
2 which we
denote N j20. Now for each j, take a Weinstein neighborhood D(T
∗N j20) ⊂ D(T ∗Lj2)
such that D(T ∗N j20)∩D(T ∗Kjef ) corresponds precisely to these the two rectangles.
Note that inside the two rectangles we can view Γ0 as the graph of two function
over Γ2. Corresponding to these functions there is an exact 1-form df
j
20 defined on
N j20 such that the graph of df
j
20 in D(T
∗N20) is precisely V0 ∩ D(T ∗N j20). From
the shape of Γ0 we see that f
j
20 is a Morse-Bott function on N
j
20 with two critical
components: it has a minimum at Kj+ and a maximum at the torus Σ
j
42. In a
similar way we define D(T ∗N j42); it corresponds to the two dotted rectangles sur-
rounding Γ4 ∩ Γ2. We define df j42 as before; from the shape of Γ4 we can see f j42 is
a Morse-Bott function on N j42 with two critical components: it has a maximum at
Kj+ and a minimum at the torus Σ
j
42.
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Now take a look at the four partially formed vertical dotted rectangles surrounding
Γ4 ∩ Γ0. These rectangles intersect Γ0 in four vertical closed intervals; as e, f vary,
these intervals sweep out an annular region, which can be viewed as subset of L0 of
the form φj(S
1 ×D2[s,r]), for some 0 < s < r, where D2[s,t] = {x ∈ R2 : |x| ∈ [s, t]}.
We extend this region into L0 by setting
N40 = L0 \
( ∪j φj(S1 × IntD2s))
Then, the intersection of N40 with D(T
∗Kjef ) ⊂ D(T ∗Lj2) corresponds precisely to
the four subintervals of Γ0 above. Now take a Weinstein neighborhood D(T
∗N40) ⊂
D(T ∗L0) which intersectsD(T
∗Kjef ) ⊂ D(T ∗Lj2) precisely in the region correspond-
ing to the four partially formed rectangles. To define V4 outside of D(T
∗L2) more
precisely (compare with the end of §6), we take a Morse-Bott function f40 : N40 −→
R such that the part of the graph of df40 in D(T
∗Lj2) agrees with W
j
4 ∩D(T ∗N40).
Thus, the part of the graph of df40 in D(T
∗Kjef ) is represented by Γ4 in the four
partially formed rectangles. Recall from §5a that the plumbing map τ j is basically
defined to be idT∗S1 × mi on a certain subregion of T ∗S1 × T ∗R2 ∼= T ∗S1 × C2
(where mi is multiplication by i). This implies that when we do the plumbing iden-
tification, the four rectangles in each slice D(T ∗Kjef ) are rotated by ninety degrees,
via multiplication by i. (The complete sub-region of D(T ∗Kjef ) which is rotated is a
neighborhood of D(ν∗Kj−)∩D(T ∗Kjef ).) After this rotation Γ4 becomes the graph
of a function defined over Γ0 (note the effect of i or −i is the same). Thus, f40 is
critical along each torus Σj40; from the shape of Γ4 one can see f40 has a maximum
at Σj40 and we assume that f40 has isolated critical points aside from that.
7b. Generators and relations for the Morse-Bott homology groups of
(N40, f40) (N
j
42, f
j
42), and (N
j
20, f
j
20). We will find explicit generators and relations
for the Morse-Bott homology groups of (N40, f40), (N
j
42, f
j
42), and (N
j
20, f
j
20) which
correspond perfectly to the ones we found for the flow category in §3. Later we will
identify these groups with the Floer homology groups.
We first specify Morse-Smale data (hj42, g
j
42), (h
j
20, g
j
20) on Σ
j
42∪Kj+ and Σj20∪Kj− re-
spectively. Then we specify two sets of Morse-Smale data on Σj40, denoted (h
j
40, g
j
40)
and (h˜j40, g˜
j
40); the first will be related to the identification Σ
j
40 = St(ν
∗Kj−)
∼=
Kj−×Kj+; the second will be related to the identification Σj40 = φj(S1×∂D2t ). (We
will not use (hj40, g
j
40) until §10.)
There are canonical parameterizations
ϕj40 : K
j
+ ×Kj− −→ Σj40, ϕj42 : Kj+ ×Kj− −→ Σj42, ϕj20 : Kj+ ×Kj− −→ Σj20.
(These arise from the fact that each torus is swept out by some points in D(T ∗Kjef )
as e ∈ Kj+ and f ∈ Kj− vary.) Fix the obvious identifications of Kj+, Kj− with R/Z,
using sin and cos. To simplify notation in what follows we will express points in Kj+,
Kj−, Σ
j
42, Σ
j
20, Σ
j
40 in terms of the coordinates x ∈ R/Z, or (x, y) ∈ (R/Z)2. Choose
the metrics gj42, g
j
20, g
j
40 so that they correspond to the flat metric on K
±
j
∼= R/Z
and Σj42,Σ
j
20,Σ
j
40
∼= (R/Z)2. We will define hj42, hj20, hj40 so that their flow lines are
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as in figure 10. To define them precisely, and give notation for their critical points,
we take a Morse function ϕ : R/Z −→ R with two critical points at 0 = 1 and 1/2,
which are respectively a minimum and a maximum. We define, for x ∈ Kj± ∼= R/Z,
(hj42|Kj+)(x) = ϕ(x − 1/4), (hj20|Kj−)(x) = ϕ(x− 1/4).
Then, hj42|Kj+, hj20|Kj− have critical points, respectively,
a0 = 1/4, a1 = 3/4, b0 = 1/4, b1 = 3/4.
where a0, b0 are minima and a1, b1 are maxima. For (x, y) ∈ Σj42 ∼= Kj+ × Kj− ∼=
(R/Z)2, we define
(hj42|Σj42)(x, y) = ϕ(x) + ϕ(y).
Then, hj42|Σj42 has critical points
xj2 = (1/2, 1/2), x
j
1 = (0, 1/2) = (1, 1/2), (x
j
1)
′ = (1/2, 0) = (1/2, 1)
and xj0 = (0, 0) = (1, 0) = (0, 1) = (1, 1),
where the subscript denotes the index. Let
hj20(x, y) = h
j
42(x− 1/8, y− 1/8),
Then, hj20|Σj20 has critical points
yj2, y
j
1, (y
j
1)
′, yj0
with yj2 = x
j
2 + (1/8, 1/8), y
j
1 = x
j
1 + (1/8, 1/8), etc. Let
hj40(x, y) = h
j
42(x+ 1/8, y+ 1/8),
then hj40 = h40|Σj40 has critical points
zj2, z
j
1, (z
j
1)
′, zj0
where zj2 = x
j
2 − (1/8, 1/8), zj1 = xj1 − (1/8, 1/8), etc.
Let µj42 and µ
j
20 be the Riemannian metrics on N
j
42 and N
j
20 which are of the form
(φj+)∗(gS1 × gR2) and (φj+)∗(gS1 × gR2) respectively. Here φj± are from §5a (and we
may assume N j42 and N
j
20 are contained in φ
j
+(S
1 ×D2π/3) and φj+(S1 ×D2π/3)).
Lemma 7.1. ((−f j42, µj42); (hj42, gj42)) and ((f j20, µ20); (hj20, gj42)) are regular Morse-
Bott homology data in the sense of §13h. The corresponding ungraded Morse-Bott
homology groups with Z/2 coefficients have the following generators and relations.
(HMB)∗((N
j
42,−f j42, µj42), (hj42, gj42), ∂) is freely generated by xj2, xj1 ∈ Σj42;
(HMB)∗((N
j
20, f
j
20, µ
j
42), (h
j
20, g
j
20), ∂) is freely generated by y
j
2, (y
j
1)
′ ∈ Σj20.
Proof. We focus on (−f j42, µj42), first addressing regularity. The unstable and sta-
ble manifolds of −f j42 are both codimension 0 submanifolds of N j42, hence they
intersect transversely. This shows that (−f j42, µj42) is regular. Next we show that
((−f j42, µj42); (hj42, gj42)) is regular. Let M denote
{γ ∈ C∞(R, N j42) : γ′(s) = −∇µj
42
(−f j42)(γ(s)), γ(−∞) ∈ Σj42, γ(∞) ∈ Kj+},
and letM∗ =M/R, ev+(γ) = γ(+∞), ev−(γ) = γ(−∞). Recall µj42 = (φj+)∗(gS1×
gR2) on N
j
42, and note that f
j
42 is rotationally symmetric as well. Therefore, for each
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Figure 10. The (negative) flow lines of (h42, g42), (h20, g20) on
(R/Z × R/Z) ∪ R/Z (in red, blue respectively), and (h40, g40) on
R/Z × R/Z (in green). The two black arrows indicate projection
maps.
(e, f) ∈ Kj+ × Kj−, there is exactly one γ ∈ M∗ with ev+(γ) = e and ev−(γ) =
ϕj42(e, f) ∈ Σj42. This means we can identify M∗ with R/Z × R/Z, where the
evaluation maps
ev+ :M∗ −→ Kj+, ev− :M∗ −→ Σj42 become, respectively,
π+ : R/Z× R/Z −→ R/Z, π− : R/Z× R/Z −→ R/Z× R/Z,
where π+ is projection to the first factor and π− is the identity map. Then
((−f j42, µj42); (hj42, gj42)) is regular because π−1− (U(x))∩π−1+ (S(a)) is a transverse in-
tersection for all x, a ∈ Crit(hj42), where x ∈ R/Z×R/Z ∼= Σj42 and a ∈ R/Z ∼= Kj+.
(See figure 10.)
Because −f42 has a maximum along Σj42, the Morse Bott homology will be isomor-
phic to H∗(N42, ∂N42). (In general, for a manifold N with boundary, if the Morse-
Bott function f : N −→ R takes a minimum (resp. maximum) along the boundary,
then the Morse-Bott homology of f is isomorphic to H∗(N) (resp. H∗(N, ∂N)).)
Since we have already analyzed M∗ we may as well verify this explicitly. For
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x ∈ Crit(hj42|Σj42),
∂x = Σa#(π
−1
− (U(x)) ∩ π−1+ (S(a)))a,
where x, a are as above and #(π−1− (U(x)) ∩ π−1+ (S(a))) is the number of zero
dimensional components mod 2. Using this it is easy to see that
∂xj2 = 0, ∂x
j
1 = 0, ∂(x
j
1)
′ = aj1, ∂x
j
0 = a
j
0.
For (HMB)∗(N
j
20, (f
j
20, µ
j
42); (h
j
20, g
j
20), ∂) everything is the same except ev+ is pro-
jection to the second factor. In that case we get
∂yj2 = 0, ∂(y
j
1)
′ = 0, ∂(yj1) = b
j
1, ∂y
j
0 = b
j
0.

Now let (h˜j40, g˜
j
40) be any Morse-Smale pair on Σ
j
40 such that h˜
j
40 has critical points
z˜ j0 , z˜
j
1 , (z˜
j
1 )
′, z˜ j2 (where the index is given by the subscript) such that the closure of
the unstable manifolds
µ˜j = U((z˜
j
1 )
′) ∼= S1 and λ˜j = U(z˜ j1 ) ∼= S1
have linking numbers in L0 ∼= S3 respectively
ℓk(λ˜j ,Kj) = 0 and ℓk(µ˜j ,Kj) = 1.
To be concrete, we can take λ˜j = φj(S
1 × {p}) for some p ∈ ∂D2 and µ˜j =
φj({q}×∂D2) for some q ∈ S1. Recall the singular homology H∗(N40) is generated
by the cycles Σj40, λ˜j , µ˜j , p˜j , j = 1, . . . , k, where p˜j ∈ Σj42 is any point. The
relations are as in §3:
[λ˜j ] = Σi6=jℓk(Kj,Ki)[µ˜i]; Σj [Σ˜
j
40] = 0; [p˜1] = . . . = [p˜k].(7.13)
Lemma 7.2. The Morse-Bott function f40 : N40 −→ R can be chosen (maintaining
same form as in §7a) so that, for some metric µ40 on N40, the Morse-Bott homology
data ((−f40, µ40); (h˜40, g˜40)) is regular in the sense of §13h. Moreover the Morse-
Bott homology
(HMB)∗((N40,−f40, µ40), (h˜40, g˜40), ∂)
is generated by z˜ j0 , z˜
j
1 , (z˜
j
1 )
′, z˜ j2 , j = 1, . . . , k and the relations are
[z˜ j1 ] = Σi6=jℓk(Kj,Ki)[(z˜
i
1 )
′]; Σj [z˜
j
2 ] = 0; [z˜
1
0 ] = . . . = [z˜
k
0 ].
Proof. We will describe a suitable handle decomposition of N40 and then take
(−f40, µ40) so that it realizes this handle decomposition. Regularity will easily fol-
low by suitably adjusting the attaching maps by some isotopy, which corresponds
to adjusting µ40 by a small isotopy.
Assume for a moment that this has been done. Then, since −f40 takes a mini-
mum along ∪jΣj40 ∼= ∂N40, the Morse-Bott homology is isomorphic to the singular
homology H∗(N40) (as in the proof of lemma 7.1), where the generators Σ˜
j
40, λ˜j , µ˜j ,
p˜j correspond respectively to z˜
j
2, z˜
j
1, (z˜
j
1)
′, z˜j0 ∈ Crit(h˜40|Σ˜j40), j = 1, . . . , k. Thus
we have the expected generators and relations from (7.13). (One can also verify
this explicitly by inspecting the handle-decomposition we describe below; compare
with the end of the proof of lemma 9.2).
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We now explain the handle-decomposition of N40. Since −f40 is Morse-Bott near its
minimum value our handle decomposition starts with Σ× [0, 1], where Σ = ∪jΣ˜j40.
Here, the corresponding Morse-Bott function would depend only on the [0, 1] factor,
and have a single critical point at 1/2, which is a minimum. From now on we attach
standard handles in the usual way to Σ×{1} because −f40 has only isolated critical
points away from Σ.
We do a variation on the standard Heegaard diagram representation of a link com-
plement. Consider the link diagram of ∪jKj ⊂ L0 with over-crossings and under-
crossings. We can visualize Σ× {1} as the boundary of a tubular neighborhood of
the link diagram of ∪jKj ⊂ L0 = S3. Each crossing gives rise to two points, one
on the bottom of the over-crossing and one on the top of the under-crossing; these
two points form an S0 and we attach a 1-handle to this S0 at each crossing. We
denote the result by X1.
Now consider the singularized link diagram D ⊂ R2, where each crossing no longer
has over/under information recorded. For each bounded component U ∼= D2 of
R2 \D we attach a 2-handle to X1 whose core corresponds to the disk U ; the at-
taching circle will run once along a 1-handle each time it encounters a crossing. Let
X2 denote result of attaching all these 2-handles; it has one S
2 boundary compo-
nent for each component of D, and the other boundary components are tori, one
for each link component Kj.
To finish, if X2 has several components C1, . . . , Cl then we attach a 1-handle to
each consecutive pair (C1, C2), (C2, C3), . . . , (Cl−1, Cl), where the attaching regions
lie in Σ × {1}. The result is a new space X ′2 which is connected. The boundary
components of X ′2 consist of the the same tori as before, plus one S
2 component.
We attach a 3-handle to this S2 and the result is diffeomorphic to N40.
Now (−f40, µ40) is regular if and only if U(C) ∩ S(C ′) is transverse for every pair
of critical components C,C ′. This is in turn means that the attaching sphere of
each handle should be transverse to the descending spheres of all handles up to that
point. (This does not constrain how the attaching spheres meet the tori.) Also,
((−f40, µ40), (h˜40, g˜40)) is regular if and only if the attaching sphere of each handle
meets U(z˜) ⊂ Σ × {1} transversely in Σ × {1} for every z˜ ∈ Crit(h˜40). Both of
these conditions can be arranged by suitably isotoping the attaching spheres of the
handles, and this corresponds to adjusting µ40 by a small isotopy. 
7c. Identifying the Floer homology groups with the Morse-Bott homol-
ogy groups. In this section we identify the Floer homology groups we are inter-
ested in with the Morse-Bott homology groups from the last section (in fact the
chain complexes are isomorphic). We use the results of §11; there we explain how
to replace V4 and V0 by new exact isotopic versions obtained, roughly speaking, by
replacing df40, df
j
42, df
j
20 by by
1
ndf40,
1
ndf
j
42,
1
ndf
j
20, for some fixed n ≥ 1 sufficiently
large, and patching those back into V4 and V0 using a cut-off function. Let us as-
sume that this replacement has been made, but we keep the same notation. (Note
that the re-scaling f ❀ 1nf does not affect the arguments in §7b.) Then the main
result of §11 is given by the following lemma; it corresponds to Proposition 11.3.
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Lemma 7.3. There exist almost complex structures J40, J
j
42, J
j
20 ∈ J ([0, 1],M, I)
such that (Jj42;h
j
42, g
j
42), (J
j
20;h
j
20, g
j
20), (J40; (h˜40, g˜40)) are each regular as Morse-
Bott Floer data (see §13d). Moreover, for every p, q ∈ Crit(f40) = V4 ∩ V0,
M(V4, V0, J40; p, q) is in one-one correspondence with
{γ ∈ C∞(R, N40) : γ′(s) = −∇µ40(−f40)(γ(s)), γ(−∞) = p, γ(∞) = q}
Similarly, for every p, q ∈ Crit(f j42) = V4 ∩ V j2 , M(V4, V j2 , Jj42; p, q) is in one-one
correspondence with
{γ ∈ C∞(R, N j42) : γ′(s) = −∇µj
42
(−f j42)(γ(s)), γ(−∞) = p, γ(∞) = q}, and
for every p, q ∈ Crit(f j20) = V j2 ∩ V0, M(V j2 , V0, Jj20; p, q) is in one-one correspon-
dence with
{γ ∈ C∞(R, N j20) : γ′(s) = −(∇µj
20
f j20)(γ(s)), γ(−∞) = p, γ(∞) = q}.
As an immediate consequence we have the following generators and relations for
the Floer homology groups.
Proposition 7.4.
HF∗((V4, V
j
2 , J42); (h
j
42, g
j
42)) is freely generated by x
j
2, x
j
1 ∈ Σj42;
HF∗((V
j
2 , V0, J20); (h
j
20, g
j
20)) is freely generated by y
j
2, (y
j
1)
′ ∈ Σj20;
and HF∗((V4, V0, J40); (h˜40, g˜40)) is generated by z˜
j
0 , z˜
j
1 , (z˜
j
1 )
′, z˜ j2 ∈ Σj40, j =
1, . . . , k, with the relations
[z˜ j1 ] = Σi6=jℓk(Kj,Ki)[(z˜
i
1 )
′], Σj [z˜
j
2 ] = 0, [z˜
1
0 ] = . . . = [z˜
k
0 ].
Proof. As ungraded complexes with Z/2 coefficients, we have isomorphisms
(CF ((V4, V
j
2 , J42), (h
j
42, g
j
42), ∂)
∼= (CMB)((N j42,−f j42, µj42), (hj42, gj42), ∂).
(CF ((V j2 , V0, J20), (h
j
20, g
j
20), ∂)
∼= (CMB)((N j20, f j20, µj20), (hj20, gj20), ∂)
(CF ((V4, V0, J40), (h˜40, g˜40), ∂) ∼= (CMB)((N40,−f40, µ40), (h˜40, g˜40), ∂).
All three isomorphisms are given by the identity map (for example from V4 ∩ V0 to
Crit(f40)). The identification of these complexes is immediate from the last lemma,
and the definition of these complexes (see §13). Propositions 7.1 and 7.2 then imply
the stated generators and relations. 
Note that the generators and relations in the last proposition match up perfectly
with the ones for the flow category (3.9) in §3.
8. The monotonicity lemma; constructing V˜4, V˜
j
2 , V˜0
In this section we carry out the details of the arguments involving the monotonicity
lemma (sketched in §4f). In the process we replace V0, V j2 , V4 by V˜0, V˜ j2 , V˜4, which
correspond to version IV of the vanishing spheres in §4f.
Let ∆ denote any one of the four triangles bounded by Γ4, Γ2 and Γ0 in figure
9. Let U˜ be a small connected compact neighborhood of ∆ in R/2πZ × [−r, r],
where U˜ is so small that it does not contain the points corresponding to Kj± (in
figure 11, U˜ is bounded by the largest triangle). Let B˜ ⊂ U˜ be a compact annular
subregion which surounds ∆, but does not touch it, and let B˜0 ⊂ Int B˜ be another
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Figure 11. The regions U˜ , B˜, B˜0 surounding ∆ in R/2πZ× [−r, r].
smaller compact annular region surounding ∆ (see figure 11, where B˜ is bounded
by the two black triangles, and B˜0 is bounded by the two brown triangles inside
B). Now let T j = ∪e,fσjef (∆) (this is the union of all our expected holomorphic
triangles) and let U j ⊂ D(T ∗Lj2) be a connected compact neighborhood of T j such
that U j ∩ D(T ∗Kjef ) = σjef (U˜) for every e, f . Similarly, let Bj0 ⊂ Bj ⊂ U j be
annular regions surounding T j corresponding to B˜0 ⊂ B˜ ⊂ U˜ in the sense that
Bj ∩ D(T ∗Kjef ) = σjef (B˜) and Bj0 ∩ D(T ∗Kjef ) = σjef (B˜0) for every e, f . More
precisely, we may suppose that Bj0 ⊂ Bj ⊂ U j are of the form
U j = {x ∈ T ∗Lj2 : dist(x, T j) ≤ η},
Bj = {x ∈ T ∗Lj2 : λ ≤ dist(x, T j) ≤ η}, Bj0 = {x ∈ T ∗Lj2 : λ0 ≤ dist(x, T j) ≤ η0},
where 0 < λ < λ0 < η0 < η. Then T
∗Lj2 \ Bj has exactly two components, one of
which contains T j, and similarly for Bj0.
Let g denote the metric on ∪j D(T ∗Lj2) determined by ω|(∪j D(T ∗Lj2)) and JC.
Fix µ > 0 such that for every y ∈ Bj0 we have
D gµ (y) = {x ∈ D(T ∗Lj2) : distg(x, y) ≤ µ} ⊂ Bj .(8.14)
Also assume that µ is small enough that
exp gy : Dµ(Ty(T
∗Lj2), g) −→ Dgµ(y)
is a diffeomorphism for any y ∈ Bj0. We have the following relative form of the mono-
tonicity lemma (see [FSS08] lemma 12). (The essential ingredient is an isoperimetric
inequality, with respect to the metric g, applied inside small balls Dgµ(y).)
Lemma 8.1. Fix j = 1, . . . , k. Suppose L is a (not necessarily connected) La-
grangian submanifold of Bj with ∂L ⊂ ∂Bj. Set
d = (1/2)min{dist(C,C′) : C,C′ are distinct components of L}.
There are constants 0 < γ, 0 < ρ < min(µ, d), depending on L, JC|(∪jBj), and
ω|(∪jBj) such that the following holds. Let Σ be a compact Riemann surface
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with (nonempty) boundary with corners, and let u : Σ −→ Bj be a nonconstant
JC−holomorphic curve such that there is some y ∈ Bj0 ∩ u(Σ), and u(∂Σ) ⊂
∂Dgs(y) ∪ L for some 0 < s ≤ ρ. Then∫
Σ
u∗ω ≥ γs2.
Remark 8.2. It doesn’t matter that Bj has boundary because the proof of this
type of lemma takes place on small balls of radius less than µ centered at points
y ∈ B0, which are contained in Int (B). Also, the version of this lemma in [FSS08]
assumes that L is connected. Because ρ is less than half the distance between any
pair of components of L, we can apply that version to each component successively,
shrinking ρ each time, to deduce the version above.
We will apply the above lemma to L = Lj , where
Lj = (V4 ∩Bj) ∪ (V0 ∩Bj) ∪ (V j2 ∩Bj)
From figure 11 we see that Lj is a smooth Lagrangian (not connected) submanifold
of Bj with ∂Lj ⊂ ∂Bj .
Fix an I ∈ J (M) which makes ∂M I−convex. Equip T ∗Lj2 = T ∗S3 the com-
plex structure JC inherited from the symplectic identification T
∗S3 ∼= {z ∈ C4 :
Σiz
2
i = 1} (see page 56). Fix any J ∈ J (V,M, I) which satisfies
Jζ |U j = JC|U j for all j and for all ζ ∈ V.(8.15)
Lemma 8.3. There is a constant ǫ > 0 depending on JC|(∪jBj), ∪jLj ⊂ ∪jBj,
and ω|(∪jBj) such that the following holds. Let J ∈ J (V,M, I) satisfy (8.15); then
for any w ∈M(M,V4, V j2 , V0, J), if w(p) ∈ Bj0 for some p then
∫
V w
∗ω ≥ ǫ.
Proof. Set y = w(p) ∈ Bj0. We invoke lemma 8.1 for Lj as defined above. Let
ρ > 0 and γ > 0 be the resulting constants. Now take s > 0 such that ρ/2 < s < ρ
and such that w is transverse to ∂D gs (y). Set Σ = w
−1(D gs (y)). Then w(∂Σ) ⊂
∂D gs (y) ∪ Lj. We have ∂Σ 6= ∅ and w|Σ nonconstant because of the boundary
conditions for w and because D gs (y) ⊂ Int (Bj). Lemma 8.1 applied to u = w|Σ
says that ∫
V
w∗ω ≥
∫
Σ
u∗ω ≥ γs2 ≥ γρ2/4,
so we can take ǫ = γρ2/4. 
We now consider new Lagrangians V˜4, V˜
j
2 , V˜0, obtained by applying exact isotopies
to V4, V
j
2 , V0. These isotopies arise by adjusting Γ4, Γ2, Γ0 in R/2πZ× [−r, r] by
exact isotopies as in figure 12. The new versions Γ˜4, Γ˜2, Γ˜0 are chosen so that the
four triangles bounded by Γ˜4, Γ˜2, Γ˜0 each have area less that ǫ (from lemma 8.3).
In addition, the boundary arcs of each triangle are chosen to be real analytic (we
will need this to construct wjef as in Proposition 8.6). In order for this to happen,
the new Γ˜’s must interpolate back to the old Γ’s away from the triangles; that is
why there are small humps between Γi and Γ˜i at each vertex. However, we also
insist that Γ˜i ∩ B˜ = Γi ∩ B˜ (this is ensured if the small humps at each vertex are
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Figure 12. Γ˜4 (red), Γ˜2 (green), Γ˜0 (blue) in R/2πZ× [−r, r].
small enough). The last condition implies that V˜4 ∩B = V4 ∩B, V˜ j2 ∩B = V j2 ∩B,
and V˜0 ∩B = V0 ∩B. Thus, for any w ∈M(M, V˜4, V˜ j2 , V˜0, J),
if w(p) ∈ Bj0 for some p, then
∫
V
w∗ω ≥ ǫ,(8.16)
where ǫ is the same one from lemma 8.3. (Note the proof of lemma 8.3 takes place
entirely in B, so it will not feel the difference between V˜4, V˜
j
2 , V˜0, and V4, V
j
2 , V0.)
We keep the same notation ∆ ⊂ R/2πZ × [−r, r] for any one of the four triangles
bounded by Γ˜4, Γ˜2, Γ˜0. Note that the new functions f40, f
j
42, f
j
20, corresponding to
V˜4, V˜
j
2 , V˜0 have the same basic form, so we keep the same notation there as well.
Lemma 8.4. Let J ∈ J (V,M, I) satisfy (8.15), and let w ∈ M(V˜4, V˜ j2 , V˜0, J ;M)
for some j = 1, . . . , k. Then the symplectic area of w is less than or equal to the
Euclidean area of the triangle ∆ ⊂ R/2πZ×R, hence it is less than ǫ (from lemma
8.3).
Proof. Let w : V −→ M be any smooth map, which extends continuously to D2,
and which satisfies w(I0) ⊂ V˜0, w(I1) ⊂ V˜ j2 , w(I2) ⊂ V˜4 (for example, any w ∈
M(V˜4, V˜ j2 , V˜0, J ;M)). Then
p40 = lim
ζ→ζ0
w(ζ) ∈ Σj40 ∪ {isolated critical points of f40},
p42 = lim
ζ→ζ1
w(ζ) ∈ Kj+ ∪ Σj42, and p20 = lim
ζ→ζ2
w(ζ) ∈ Kj+ ∪ Σj20.
Take functions k0, k2, k4 defined on V˜0, (∪j V˜ j2 ), V˜4 respectively, such that θ|V˜ j2 =
dk2, θ|V˜0 = dk0, θ|V˜4 = dk4. Up to adding constants we have,
k4|(V˜4 ∩D(T ∗N42)) = f42, k4|(V˜4 ∩D(T ∗N40)) = f40, k0|(V˜0 ∩D(T ∗N20)) = f20,
Then, by Stoke’s theorem,∫
V
w∗ω = k4(p40)− k4(p42) + k2(p42)− k2(p20) + k0(p20)− k0(p40).(8.17)
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Consider the case when all three vertices lie on the tori, pkl ∈ Σjkl. Then
∫
V w
∗ω =
area(∆) because the above formula shows the symplectic area will not change if we
assume w to be of the form σjef ◦ ϕ, where ϕ : V −→ R/2πZ× [−r, r] is a smooth
map parametrizing ∆, and then, using the coordinates (u, v) on T ∗Lj2,∫
V
(σjef ◦ ϕ)∗ω =
∫
V
(σjef ◦ ϕ)∗(Σk dvk ∧ duk) =
∫
V
ϕ∗(dλ ∧ dθ).
(Note: ϕ should be orientation reversing; compare with the proof of Proposition
12.4.) Now consider the case p40 ∈ {isolated critical points of f40}, p42 ∈ Σj42, and
p20 ∈ Σj20. Let w˜ : V −→M be second map satisfying the same conditions, except
this time with q = limζ→ζ0 w˜(ζ) ∈ Σj40. Then
∫
V w˜
∗ω = area(∆), but also
∫
V w˜
∗ω
is given by the same formula (8.17), but with p40 replaced by q. Therefore,∫
V
w∗ω = area(∆) − k4(q) + k4(p40)− k0(q) + k0(p40).
Since k4 = f40 in D(T
∗N40), and f40 takes a maximum at Σ
j
40 (and we may as-
sume the value of f40 at all isolated critical points is much smaller) it follows that
−k4(q) + k4(p40) < 0. Similarly, by inspecting the shape of Γ˜0 near the vertex of
∆ corresponding to Γ4 ∩ Γ0 (see figure 12), we see that k0 has a maximum along
Σj40, and decreases to some constant value in the region where p40 lies. Therefore
−k0(q) + k0(p40) < 0 as well. We conclude
∫
V
w∗ω < area(∆) (if it is negative, it
means that no such holomorphic w could exist). The other cases, p42 ∈ Kj+, and/or
p20 ∈ Kj−, are handled similarly; one uses the fact that f42 has a maximum at Σj40,
and f20 has a minimum at Σ
j
20. 
Now (8.16) and lemma 8.4 immediately imply:
Proposition 8.5. Any w ∈ M(V˜4, V˜ j2 , V˜0, J ;M) must be contained in the interior
of U j ⊂ T ∗Lj2. 
Recall that J |U j = JC|U j . In §12 we classify all JC−holomorphic triangles in
T ∗Lj2, as summarized in Proposition 8.6 below. Let δ42, δ20, δ40 denote the vertices
of ∆, where δij ∈ Γi ∩ Γj, i, j = 0, 2, 4, and set ∆∗ = ∆ \ {δ42, δ20, δ40}. Note that
σjef (δ40) ∈ Σj40, σjef (δ42) ∈ Σj42, and σjef (δ20) ∈ Σj20. Below W j4 = V˜4 ∩ D(T ∗Lj2),
W j2 = V˜
j
2 ∩D(T ∗Lj2), W j0 = V˜0 ∩D(T ∗Lj2).
Proposition 8.6. (1) (Existence) For each e ∈ Kj+, f ∈ Kj− there exists wjef ∈
M(W j4 ,W j2 ,W j0 , JC;D(T ∗Lj2)) which satisfies wjef (V ) = σjef (∆∗) ⊂ D(T ∗Kjef ), and
lim
ζ→ζ0
w(ζ) = σjef (δ40), limζ→ζ1
w(ζ) = σjef (δ20), limζ→ζ2
w(ζ) = σjef (δ42).
(2) (Uniqueness) Every w ∈M(W j4 ,W j2 ,W j0 , JC;D(T ∗S3)) is equal to wjef for some
e, f . (3) (Regularity) JC is regular.
Remark 8.7. The above result implies in particular that no
w ∈M(W j4 ,W j2 ,W j0 , JC;D(T ∗Lj2))
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touches the boundary of D(T ∗Lj2), or the boundary of W
j
4 , W
j
0 . This is proved by
composing a given w with a certain holomorphic map P : T ∗Lj2 −→ C and applying
the maximum principle.
From Propositions 8.6 and 8.5 we conclude:
Proposition 8.8. We have an equality of moduli spaces
M(J, V˜4, V˜ j2 , V˜0;M) =M(W j4 ,W j2 ,W j0 , JC;D(T ∗Lj2))
Moreover, J is a regular almost complex structure.
9. Computing the continuation map
In this section we give a precise treatment of the argument summarized in §4g. The
main point is to show HF (V˜4, V˜0), HF (V˜4, V˜
j
2 ), and HF (V˜
j
2 , V˜0), inherit the same
generators and relations from Proposition 7.4; recall these match up perfectly with
the ones for the flow category (3.9) in §3.
For HF (V˜4, V˜0), HF (V˜4, V˜
j
2 ), HF (V˜
j
2 , V˜0), we take the same Morse-Smale data
as in §7b: (hj42, gj42), (hj20, gj20), and (h˜j40, g˜j40) on Σj42 ∪ Kj+, Σj20 ∪ Kj−, and Σj40,
respectively. For the almost complex structures let
J˜j42, J˜
j
20, J˜40 ∈ J ([0, 1],M, I), j = 1, . . . , k.
be such that
(J˜j42)t|U, (J˜j20)t|U, (J˜40)t|U = JC, t ∈ [0, 1],(9.18)
and assume that the following Morse-Bott Floer data are regular:
(J˜j42, (h
j
42, g42)), (J˜
j
20, (h
j
20, g20))(J˜40, (h
j
40, g40)).
To see that regularity can be achieved under the above constraints, we follow a
basic principle outlined in [MS94, p. 35]: If every nonconstant J−holomorphic
curve meets some neighborhood Ω, then to make J regular it suffices to perturb
J on Ω only. In our situation, we fix a neighborhood Ω ⊂ (M \ ∪jU j) containing
∪j(Kj+ ∪ Kj−) as well as all isolated critical point of f40 (this is possible by con-
struction of the U j : see figure 11). Now note that every nonconstant finite area
holomorphic strip will meet Ω, and, since Ω ⊂ (M \ ∪jU j), we can pick J˜40 J˜j42,
and J˜40 with complete freedom on Ω.
In fact, we can obviously pick all J˜j20 to be equal and similarly for J˜
j
42; so, for
convenience of notation can drop the j’s and denote these by J˜20, J˜42. Now pick
J ∈ J (V,M, I) compatible with J˜40 J˜42, and J˜20 in the sense of (13.36), that is, for
all (s, t) ∈ [0,∞)× [0, 1],
Jǫ0(s,t) = (J˜40)t, Jǫ1(−s,t) = (J˜42)t, Jǫ2(−s,t) = (J˜20)t, and Jζ |U = JC, ζ ∈ V.
The first three conditions are compatible with last one, since each J˜t satisfies (9.18).
Since J satisfies (8.15), the whole discussion in §8 applies to J ; in particular we have
Proposition 8.8, and J is regular.
We now pick some smooth functions G,H : M −→ R such that their Hamilton-
ian flows satisfy φH1 (V4) = V˜4 and φ
G
1 (V0) = V˜0. These will be determined by
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Figure 13. From top to bottom: the graphs of h′ and h (red),
and the graphs of g′ and g (blue).
H0, G0 : R/2πZ × [−r, r] −→ R which satisfy φH01 (Γ4) = Γ˜4 and φG01 (Γ0) = Γ˜0.
Consider a Weinstein tubular neighborhood of Γ0, say D(T
∗Γ0) ⊂ R/2πZ× [−r, r],
which contains Γ˜0 in its interior. Inside D(T
∗Γ0), we view Γ˜0 as the graph of an
exact 1-form g′(x)dx, where x ∈ [0, 1] ∼= Γ0 is some coordinate. Similarly, we view
Γ˜4 as the graph of h
′(x)dx over Γ˜4. Then the graphs of g
′, h′, g, and h are as
shown in figure 13. (The graphs of g′ and h′ are found by inspecting figure 12 and
copying out Γ˜0 and Γ˜4, viewed as graphs of functions over Γ0 and Γ4.) Note that
in figure 13 (compare with figure 12) the two minima of h correspond to points in
Σj40, and the two maxima correspond to points in Σ
j
42. Similarly, the two maxima
of g correspond to points in Σj40, and the two minima correspond to points in Σ
j
20.
Let (x, y) denote the usual coordinates on D(T ∗[0, 1]), then we define G0, H0 to
be zero outside of D(T ∗Γ0) ∼= D(T ∗[0, 1]) and D(T ∗Γ4) ∼= D(T ∗[0, 1]), and on
those regions we set H0(x, y) = −ψ(|y|)h(x), G0(x, y) = −ψ(|y|)g(x), where ψ is
some suitable cut-off function which makes G0, H0 equal to zero near the horizon-
tal boundary of D(T ∗[0, 1]). (Note that we have taken g and h to be zero near
the boundary of [0, 1] also.) We need the − signs in order to have φH01 (Γ4) = Γ˜4
and φG01 (Γ0) = Γ˜0. This is because of our conventions (see §13a) and because the
symplectic form on R/2πZ× [−r, r] is dλ ∧ dθ, where (θ, λ) ∈ R/2πZ× [−r, r] (see
Proposition 12.4 to see why). Now let us take coordinates onD(T ∗Lj2) = D
g2
r (T
∗S3)
given by (u, v) ∈ R4 × R4, |u| = 1, u · v = 0, where
u = (cos θe, sin θf), v = λ1(− sin θe, cos θf) + λ2(J0e) + λ3(J0f)
where λ1, λ2, λ3 ∈ R, e ∈ Kj+, f ∈ Kj−, θ ∈ R/2πZ, J0e = J0(e1, e2, 0, 0) =
(e2,−e1, 0, 0), similarly for J0f , and (g2)u(v, v) ≤ r2. Then define
G,H : D(T ∗Lj2) −→ R, H(u, v) = H0(θ, λ1), G(u, v) = G0(θ, λ1).
Since G and H are both zero near ∂D(T ∗Lj2), we can extend them by zero to the
rest of M , and we denote these also by G, H . Then we have φH1 (V4) = V˜4 and
φG1 (V0) = V˜0. Because we have defined G and H in a symmetrical way explicitly in
terms of g and h, we can see from figure 13 that H has an absolute minimum at
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Σj40 and an absolute maximum at Σ
j
42. Similarly, G has an absolute maximum at
Σj40 and an absolute minimum at Σ
j
20.
Recall there is an elementary isomorphism of moduli spaces
M(L0, L1, {Ht}, {Jt}) −→M(L0, (φH1 )−1(L1), 0, {(φHt )∗Jt})
given by u 7→ u˜, where u˜(s, t) = (φHt )−1(u(s, t)). This isomorphism also has a
version at the linearized level which carries regular data into regular data. From
this we obtain HF (L0, (φ
H
1 )
−1(L1), 0, {Jt}) ∼= HF (L0, L1, {Ht}, {(φHt )∗Jt}). We
apply this (as well as a simpler isomorphism where one pushes everything forward
by a symplectomorphism) and obtain
HF (V˜4, V˜0, 0, {(J˜40)t}) = HF (φH1 (V4), φG1 (V0), 0, {(J˜40)t})
∼= HF (V4, ((φH1 )−1 ◦ φG1 )(V0), 0, {(φH1 )−1∗ (J˜40)t})
= HF (V4, (φ
(G−H)◦φGt
1 )
−1(V0), 0, {(φH1 )−1∗ (J˜40)t})
∼= HF (V4, V0, {(G−H) ◦ φGt }, {(φ(G−H)◦φ
G
t
1 )∗(φ
H
1 )
−1
∗ (J˜40)t}).
Above we have used (φFt )
−1 = φ
{−F◦φFt }
t and φ
{Gt}
t ◦ φ{Ht}t = φ{Gt+Ht◦(φ
G
t )
−1}
t .
Similarly, we have
HF (V˜4, V˜
j
2 , 0, {(J˜42)t}) = HF (φH1 (V4), V j2 , 0, {(J˜42)t})
∼= HF (V4, V j2 , H, {(φHt )∗(φH1 )−1∗ (J˜42)t}), and
HF (V˜ j2 , V˜0, 0, {(J˜20)t}) = HF (V j2 , (φ−G◦φ
G
t
1 )
−1(V0), 0, {(J˜20)t})
∼= HF (V j2 , V0, {−G ◦ φGt }, {(φ−G◦φ
G
t
t )∗(J˜20)t}).
As we mentioned above, all these new Floer data (H, J) for V4, V
j
2 , V0 are regular.
Now set (Hα40)t = 0, (H
α
42)t = H , (H
α
20)t = −G ◦φGt , Hβ40 = (G−H) ◦φGt , Hβ42 = 0,
Hβ20 = 0, for t ∈ [0, 1]. Note that (Hα40)t has an absolute maximum at Σj40 for
all t ∈ [0, 1], and (Hα42)t, (Hα20)t each have an absolute minimum respectively at
Σj42, Σ
j
20. (For example, to see this for (H
α
40)t, note that G and −H both have a
maximum at Σj40, and φ
G
t is a diffeomorphism which fixes Σ
j
40 point-wise for all
t.) Add constants to each of (Hα40)t, (H
α
42)t and (H
α
20)t so that these maxima and
minima are all equal to zero. We take homotopies of time dependent Hamiltonians,
(Hαβ40 )s,t, (H
αβ
42 )s,t, (H
αβ
20 )s,t :M −→ R, s ∈ R, t ∈ [0, 1], with
(Hαβ40 )s,t = ϕ(s)(H
α
40)t, (H
αβ
42 )s,t = ϕ(s)(H
α
42)t, (H
αβ
20 )s,t = ϕ(s)(H
α
20)t,
where ϕ : R −→ R is some monotone cut-off function with ϕ(s) = 1 for s ≤ −1
and ϕ(s) = 0 for s ≥ 1. Because ∂s(Hαβ40 )s,t(p) ≤ 0 for all p ∈ M , s ∈ R, t ∈ [0, 1],
we say that (Hαβ40 )s,t is a monotone homotopy (see [CFH95, FH93, CR06]), and
similarly for (Hαβ42 )s,t, (H
αβ
20 )s,t. This condition will be important in what follows.
Set
(J40)
α
t = (J40)t, (J
β
40)t = (φ
(G−H)◦φGt
1 )∗(φ
H
1 )
−1
∗ (J˜40)t,
(Jα42)t = (φ
H
t )∗(φ
H
1 )
−1
∗ (J˜42)t, (J42)
β
t = (J42)t, and
(Jα20)t = (φ
−G◦φGt
t )∗(J˜20)t, (J20)
β
t = (J20)t.
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Pick homotopies of almost complex structures (Jαβ40 )s,t, (J
αβ
42 )s,t, (J
αβ
20 )s,t respec-
tively equal to (Jα40)t, (J
α
42)t, (J
α
20)t for s ≤ −1 and equal to (Jβ40)t, (Jβ42)t, (J20)βt
for s ≥ 1. We will consider the continuation map
φ40 : HF (V4, V0, H
α
40, J
α
40) −→ HF (V4, V0, Hβ40, Jβ40),
and similarly for (V4, V2) and (V2, V0). The main ingredient for this is the moduli
space of s-dependent (Hαβ40 , J
αβ
40 )-holomorphic curves:
M(V4, V0, Hαβ40 , Jαβ40 ) = {u ∈ C∞(R× [0, 1],M) : u({0} × R) ⊂ V4,(9.19)
u({1} × R) ⊂ V0, ∂su+ (Jαβ40 )s,t(∂tu−XH
αβ
40
s,t ) = 0,
∫
u∗ω <∞}.
(See §13g for more details on the continuation map in the Morse-Bott set up.)
We choose the Jαβ40 so that each pair (H
αβ
40 , J
αβ
40 ) is regular in the sense that the
linearized Cauchy-Riemann operator associated to the above moduli space is regular
(in addition, we pick Jαβ40 so that the Morse-Bott data ((h
j
40, g
j
40), H
αβ
40 , J
αβ
40 ) is
regular for each j). We impose similar conditions regarding (V4, V
j
2 ) and (V
j
2 , V0).
Lemma 9.1. If u ∈ M(V4, V0, Hαβ40 , Jαβ40 ) satisfies lims→±∞ u(s, t) ∈ Σj40, then u
must be constant. The corresponding statements hold for (V4, V
j
2 ) and (V
j
2 , V0) as
well.
Proof. We prove this for (V4, V0); the other cases are exactly the same. Consider the
s−dependent action functional: For y ∈ C∞([0, 1],M) with y(0) ∈ V4, y(1) ∈ V0,
A
Hαβ
40
s (y) = −
∫ 1
0
y∗θ dt+ hV4(y(1)) + hV0(y(0)) +
∫ 1
0
(Hαβ40 )s,t(y(t)) dt,
where θ|Vi = dhVi , i = 4, 0. Now consider a(s) = AH
αβ
40
s (u(s, ·)) First, we have
∂sa(s) = d(A
Hαβ
40
s ) · ∂su+
∫ 1
0
[∂s(H
αβ
40 )s,t](u(s, t)) dt(9.20)
= −
∫ 1
0
(gαβ40 )s,t(∂su, ∂su) dt+
∫ 1
0
[∂s(H
αβ
40 )s,t](u(s, t)) dt ≤ 0.
Here the first term comes from the standard calculation that the action functional
decreases along holomorphic strips, and (gαβ40 )s,t is the metric determined by (J
αβ
40 )s,t
and ω, so the first term is ≤ 0. The second term is ≤ 0 because we assumed
∂s(H
αβ
40 )s,t(p) ≤ 0 for all p ∈M .
Next, set p± = lims→±∞ u(s, t) ∈ Σj40. Since (Hα40)t and (Hβ40)t are both equal
to zero at Σj40, we have
lim
s→−∞
a(s) =
∫ 1
0
(Hα40)t(p−) dt = 0 =
∫ 1
0
(Hβ40)t(p+) dt = lims→+∞
a(s).
Since ∂sa ≤ 0, this shows a is constant, so ∂sa = 0. Now, returning to (9.20), and
recalling that each of the two terms is ≤ 0, we conclude that each term must be zero;
in particular − ∫ 1
0
(gαβ40 )s,t(∂su, ∂su) = 0. Hence ∂su = 0 and therefore u(s, t) = x(t)
depends only on t and (∂tx(t) −XH
αβ
40
s,t (x(t)) = 0 for all s. But for s ≥ 1, we have
X
Hαβ
40
s,t = 0, so ∂tx(t) = 0 and we conclude u is constant. 
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Recall that in Proposition 7.4 we found specific generators and relations for
HF (V4, V0, J
α
40), HF (V4, V2, J
β
42), and HF (V2, V0, J
β
20),
in terms of the critical points of (hj42, g
j
42), (h
j
20, g
j
20), (h˜
j
40, g˜
j
40) on Σ
j
42, Σ
j
20, Σ
j
40.
Lemma 9.2. The continuation maps
φ40 : HF (V4, V0, H
α
40, J
α
40) −→ HF (V4, V0, Hβ40, Jβ40),
φ42 : HF (V4, V2, H
α
42, J
α
42) −→ HF (V4, V2, Hβ42, Jβ42),
φ20 : HF (V2, V0, H
α
20, J
α
20) −→ HF (V2, V0, Hβ20, Jβ20)
are such that φ40, φ
−1
42 φ
−1
20 fix all the generators given in Proposition 7.4.
Proof. First we deal with HF (V4, V
j
2 ) and HF (V
j
2 , V0). Recall we have generators
of CF (V4, V
j
2 ) given by
xj2, x
j
1, (x
j
1)
′, xj0 ∈ Σj42, aj0, aj1 ∈ Kj+
and generators of CF (V j2 , V0) given by
yj2, y
j
1, (y
j
1)
′, yj0 ∈ Σj20, bj0, bj1 ∈ Kj−.
In the proof of lemma 7.1 we saw that xj2, x
j
1 and y
j
2, (y
j
1)
′ freely generate their
respective homology groups, while
∂(xj1)
′ = aj1, ∂x
j
0 = a
j
0; ∂(y
j
1) = b
j
1, ∂y
j
0 = b
j
0.
It follows from the definition of the continuation map (see 13g) and lemma 9.1 that
φj42(x
j
2) = x
j
2 +A
jaj0 +B
jaj1,
for some coefficients Aj , Bj . This shows φj42(x
j
2) is homologous to x
j
2, so φ
j
42([x
j
2]) =
[xj2] in homology. Similarly for φ
j
20.
For HF (V4, V0) we argue similarly: Let z ∈ Crit(hj40) be one of the critical points
of hj40 : Σ
j
40 −→ R. Let p1, . . . , pr ∈ N40 denote the isolated critical points of f40.
Then again we have
φ40([z]) = [z] + ΣjAj [pj ]
for some coefficients Aj . We will now argue that all pj are such that ∂pj 6= 0, so
that [pj ] = 0 in homology. To see this we recall the details of the chain complex
(CMB)∗((N40, f40, µ40), (h40, g40)), which is determined by a certain (Morse-Bott)
handle decomposition of N40 in the proof of lemma 7.2. In that handle decompo-
sition, we start with the union of tori ∪jΣj40 which are minima. Then we attach
1-handles to each pair of adjacent tori. This gives the relations [z10 ] = . . . = [z
n
0 ].
Thus the corresponding critical points p of f40 of index 1 satisfy ∂p = z
j
0 + z
k
0 , so
∂p 6= 0. Next, we attach certain 2-handles which always run along exactly two 1-
handles. Thus each critical point p′ of f40 of index 2 satisfies ∂p
′ = pp1+p
q
1+ΣjCjzj ,
p 6= q, where ΣjCjzj represents some terms (of index 1) in Crit(h40). Thus,
∂p′ 6= 0. Finally there is one 3-handle, and the corresponding critical point p′′
satisfies ∂p′′ = Σj=kj=1z
j
2; it gives rise to the relation Σj [z
j
2] = 0. Thus ∂p
′′ 6= 0. 
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10. The proof of Theorem B: Computing the triangle product
Theorem 10.1. The directed Donaldson-Fukaya category of (M, , V˜4, {V˜ j2 }, V˜0) is
described as follows. First, HF (V˜4, V˜0), HF (V˜4, V˜
j
2 ), and HF (V˜
j
2 , V˜0), computed
with the data (J˜40, (h˜40, g˜40)), (J˜42, (h42, g42)), (J˜20, (h20, g20)), are generated by
x j2 , x
j
1 ∈ Σ j42, y j2 , (y j1 )′ ∈ Σ j20, z˜ j2 , z˜ j1 , (z˜ j1 )′, z˜ j0 ∈ Σ j40, j = 1, . . . , k.
with the relations
[z˜ j1 ] = Σi6=jℓk(Kj,Ki)[(z˜
i
1 )
′]; Σj [z˜
j
2 ] = 0; [z˜
1
0 ] = . . . = [z˜
k
0 ].
Here mj ∈ Z is the framing coefficient for the jth 2-handle whose attaching sphere
is Kj, and ℓk(Kj,Ki) is the linking number of the knots. Second, µ2, computed
with respect to J , is given by the formulas
µ2([x
j
2 ], [y
j
2 ]) = [z˜
j
2 ], µ2([x
j
1 ], [(y
j
1 )
′]) = [z˜ j0 ],
µ2([x
j
2 ], [(y
j
1 )
′]) = [(z˜ j1 )
′], µ2([x
j
1 ], [y
j
2 ]) = [z˜
j
1 ] +mj[(z˜
j
1 )
′].
In particular, these generators and relations are identical with those of the flow
category stated in Proposition 3.2, so the categories are isomorphic.
Proof. The generators and relations for the Floer groups are obtained by combin-
ing lemma 9.2 and the isomorphisms we discussed at the beginning of §9, and then
using Proposition 7.4.
We first compute the triangle product, restricting attention to D(T ∗Lj2):
µj2 : HF (W
j
4 ,W
j
2 )⊗HF (W j2 ,W j0 ) −→ HF (W j4 ,W j0 ),
for any fixed j, where we recallW ji = V˜i∩D(T ∗Lj2), i = 0, 2, 4. We use JC|D(T ∗Lj2)
and the Morse-Smale pairs (hj42, g
j
42), (h
j
20, g
j
20), (h
j
40, g
j
40) on Σ
j
40,Σ
j
40,Σ
j
40. Each of
these Floer groups is simply the corresponding Morse homology. We identify each
of Σj42,Σ
j
20,Σ
j
40 with K
j
+ ×Kj−. Then, by Proposition 8.6, we have the following:
For any given triple of points (e, f), (e′, f ′), (e′′, f ′′) ∈ Kj+×Kj−, if (e, f) = (e′, f ′) =
(e′′, f ′′), there is exactly one w ∈ M(W j4 ,W j2 ,W j0 , JC;D(T ∗Lj2)) with those points
at its vertices; otherwise there is no such w with those points at the vertices. This
means that for any x ∈ Crit(hj42), y ∈ Crit(hj20), z ∈ Crit(hj40), we have
µj2(x, y) = Σz#[U(x) ∩ U(y) ∩ S(z)]z
where #[U(x) ∩ U(y) ∩ S(z)] is the number of zero-dimensional components of
U(x) ∩ U(y) ∩ S(z) counted modulo 2. Referring to figure 10 we see that
µj2([x
j
2], [y
j
2]) = [z
j
2], µ
j
2([x
j
1], [y
j
2]) = [z
j
1],
µj2([x
j
2], [(y
j
1)
′]) = [(zj1)
′], µj2([x
j
1], [(y
j
1)
′]) = [zj0].
In each case there is a unique point of intersection in U(x) ∩ U(y) ∩ S(z) or the
intersection is empty.
We now turn to computing µ2 in M , using J . Recall that when we constructed
M0 ⊂ M the plumbing map τ j : U j2 −→ U j0 maps D(ν∗Kj−) onto a neighbor-
hood of Kj in L0. In particular, Σ
j
40 can be viewed either as ∂Ds(ν
∗Kj−) or as
∂φj(S
1 ×D2s) for some 0 < s < r. We have two sets of Morse-Smale data on Σj40:
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(hj40, g
j
40) and (h˜
j
40, g˜
j
40); the first is compatible with Σ
j
40 = ∂Ds(ν
∗Kj−), and the
second with Σj40 = ∂φj(S
1×D2s). We will use the notation Σ˜j40 when we are think-
ing of ∂Ds(ν
∗Kj−) equipped (h
j
40, g
j
40), and we will use Σ
j
40 when we are thinking of
∂φj(S
1 ×D2s) equipped with (h˜j40, g˜j40).
We express µ2 as the composite of the following maps, suppressing Morse-Smale
data except where necessary. The reason µ2 can be expressed in terms of µ
j
2 is of
course Proposition 8.8, which says that the underlying moduli spaces of holomorphic
triangles are exactly the same.
HF (V˜4, V˜
j
2 )⊗HF (V˜ j2 , V˜0)
∼=
y
HF (W j4 ,W
j
2 )⊗HF (W j2 ,W j0 )yµj2
HF (W j4 ,W
j
0 )
∼=
y
HF (W j4 ∩ U j2 ,W j0 ∩ U j2 , (hj40, gj40)) in U j2
∼=
yτ j∗
HF (τ j(W j4 ∩ U j2 ), τ j(W j0 ∩ U j2 ), τ j∗ (hj40, gj40)) in U j0
∼=
yφ
HF (τ j(W j4 ∩ U j2 ), τ j(W j0 ∩ U j2 ), (h˜j40, g˜j40)) in U j0
∼=
y
HFloc(V˜4, V˜0; Σ˜
j
40)yι
HF (V˜4, V˜0)
(10.21)
Here: τ j∗ denotes the tautological isomorphism obtained by pushing forward all data
from U j2 to U
j
0 ; φ is the continuation map in Morse homology induced by choos-
ing any homotopy of Morse-Smale data on Σ˜j40 from τ
j
∗ (h
j
40, g
j
40) to (h˜
j
40, g˜
j
40);
HFloc(V˜4, V˜0; Σ˜
j
40) denotes the local Floer homology in M defined by restricting
attention to a small neighborhood of the component Σ˜j40; ι is the map induced by
the inclusion of the subcomplex CFloc(V˜4, V˜0; Σ˜
j
40) −→ CF (V˜4, V˜0).
In our case, HFloc(V˜4, V˜0; Σ˜
j
40) is simply the Morse homology H∗(Σ˜
j
40, (h˜
j
40, g˜
j
40))
and ι([z˜]) = [z˜] for z˜ = z˜j0, z˜
j
1, (z˜
j
1)
′, z˜j2. The Floer homology groups involved in φ
and τ j∗ are by definition equal to the corresponding Morse homologies. After making
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these identifications, that part of the diagram becomes
H∗(Σ
j
40, (h
j
40, g
j
40))yτ j∗
H∗(Σ˜
j
40, τ
j
∗ (h
j
40, g
j
40))yφ
H∗(Σ˜
j
40, (h˜
j
40, g˜
j
40)).
In terms of singular homology, the composite φ ◦ τ j∗ corresponds to the map τ j∗ :
H∗(Σ
j
40) −→ H∗(Σ˜j40). Recall Σj40 = S(ν∗Kj−) ∼= S1×∂D2 and Σ˜j40 = φj(S1×∂D2);
and τ j |S(ν∗Kj−) by definition is just φj : S(ν∗Kj−) −→ L0. Thus, intuitively, τ j∗ is
just the map (φj)∗ as in §4h (satisfying the formulas (3.10 in §3). Thus we expect
the map φ ◦ τ j∗ on Morse homology to be given by the corresponding formulas:
(φ ◦ τ j∗ )([zj1]) = [z˜j1] +mj [(z˜j1)′],(10.22)
(φ ◦ τ j∗ )([(zj1)′]) = [(z˜j1)′],
(φ ◦ τ j∗ )[zj2] = [z˜j2], (φ ◦ τ j∗ )[zj0] = [z˜j0].
To see this, think of Σj40 and Σ˜
j
40 as identified with R/Z × R/Z, in such a way
that (hj40, g
j
40) and (h˜
j
40, g˜
j
40) both have unstable manifolds which are either hor-
izontal or vertical. We take τ j to be the map (x, y) 7→ (x + mjy, y) (which is
correct up to isotopy), so that τ j∗ (h
j
40, g
j
40) has unstable manifolds which are either
horizontal or have slope mj . We take the homotopy of Morse-Smale data induced
by hs(x, y) = (x + smjy, y), s ∈ [0, 1]. The continuation map φ counts (possibly
constant) s-dependent flow lines which interpolate between the horizontal/vertical
unstable manifolds and the horizontal/slope mj unstable manifolds; the result is
that φ ◦ τ j∗ does indeed have the above form (10.22).
To see that µ2 satisfies the stated formulas, we combine (10.22) with our formulas
for µj2, and use the fact that ι fixes all generators [z˜]. 
11. Correspondence holomorphic strips and gradient lines
Assume V4, V
j
2 , V0 are given as in §6 and we have the corresponding functions f40,
f j42, f
j
20 as in §7a. In this section we explain how to make these functions small
enough that we have a 1-1 correspondence between certain holomorphic strips in
M and the gradient lines of f40, f
j
42, f
j
20 in N40, N
j
42, and N
j
20, as stated in lemma
7.3; this corresponds to Proposition 11.3 below in the case (V4, V0); the other cases
(V j2 , V0) and (V4, V
j
2 ) have corresponding versions of Proposition 11.3 which are
proved in exactly the same way.
The main issue we have to worry about is that N40, N
j
42, and N
j
20 have bound-
ary. First we recall the standard correspondence for closed manifolds: See [P94,
pages 84–87] or [F89]. Given a Riemannian metric g on L there is a natural corre-
sponding Jg ∈ J (T ∗L), which exchanges the Horizontal and vertical subspaces of
the Levi-Civita connection of g.
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Theorem 11.1 (Floer). Let L be a smooth closed manifold and let π : T ∗L −→ L
be the projection. Let g be a Riemannian metric on L. Then, there is a constant
A = A(L, g) > 0 such that, for any smooth function f : L −→ R, if ||∇gf ||∞ =
max{|∇gf |g} < A then
M(L,L, f ◦ π, Jg)
is identical with
{γ ∈ C∞(R, L) : γ′(s) = −(∇gf)(γ(s))}.
Namely, if γ lies in second space then u(s, t) = γ(s) lies in the first space and every
u in that space is of this form.
The first thing we do is replace f40, f
j
42, f
j
20 by ǫf40, ǫf
j
42, ǫf
j
20 for some small ǫ > 0
(but we keep the same notation) so that
||∇µ40f40||∞ < A(L0, µ40), ||∇µj
42
f j42||∞ < A(Lj2, µj42), ||∇µj
20
f j20||∞ < A(Lj2, µj20).
On the left hand-sides, the functions are defined on N40 N
j
42 N
j
20, but on the right
hand side µ40 µ
j
42, µ
j
42 are the metrics from lemmas 7.1 and 7.2, extended to the
rest of Lj2 and L0 arbitrarily. We patch the graphs Γ(ǫdf40), Γ(ǫdf
j
42), Γ(ǫdf
j
20), into
V4, V
j
2 , V0 using some cut-off function; this does not alter their basic shape and we
keep the same notation.
We will now focus our attention on (V4, V0). The other cases (V
j
2 , V0), and (V4, V
j
2 )
can be treated in the same way. First, fix some smooth extension f∗40 : L0 −→ R
still satisfying ||∇µ40f∗40||∞ < A(L0, µ40). Denote the components of ∂N40 by Cj40,
j = 1, . . . , k, where Cj40 is a torus adjacent to Σ
j
40. Let
ψj : T
2 × [0, 1] −→ N40,
j = 1, . . . , k, be a parameterization of a tubular neighborhood of Cj40, with ψj(T
2×
{1}) = Cj40. Set
N̂40 = N40 \ (∪jψj(T 2 × (0, 1]))
and assume ψj(T
2 × [0, 1])) is small enough that Σj40 ⊂ N̂40 for every j. We now
define some functions fn40, f̂40 : L0 −→ R, n ≥ 1, with fn40 −→ f̂40 in C∞, see figure
14 for a schemetic near ψj(T
2 × [0, 1])). Define f̂40 so that
f̂40|N̂40 = 0, f̂40|(L0 \N40) = f∗40|(L0 \N40),
and on each intermediate region ψj(T
2 × [0, 1]), set
f̂40(ψj(p, t)) = ϕ(t)f
∗
40(ψj(p, t)),
where ϕ is smooth and monotone, with ϕ(0) = 0, ϕ|[1/2, 1] = 1, so that f̂40 = f∗40
on ψj(T
2 × [1/2, 1]). Now define fn40 : L0 −→ R so that
fn40|N̂40 =
1
n
f40|N̂40, fn40|(L0 \N40) = f∗40|(L0 \N40), and
fn40(ψj(p, t)) = (1 − ϕ(t))
1
n
f40(ψj(p, 0)) + ϕ(t)f
∗
40(ψj(p, t)),
so that fn40 = f
∗
40 on ψj(T
2 × [1, 1/2]). Now take smooth functions
Hn, Gn :M −→ R so that φHn1 (Γ(f̂40)) = Γ(dfn40), and φGn1 (L0) = Γ(dfn40).
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Σj40 0 1/2 1
Figure 14. Schematic of f40 (red), f̂40 (purple), f
n
40 (blue).
We may assume Hn −→ 0 in the C∞ norm, since fn40 −→ f̂40. Similarly we may
assume Gn −→ G such that φG1 (L0) = Γ(df̂40). To be more definite, assume that
in coordinates (x, y) ∈ T ∗L0 in some small Weinstein neighborhood of L0 we have
Hn(x, y) = −(f∗40(x) − fn40(x)) and Gn(x, y) = −fn40(x) (the signs in front are nec-
essary because of our conventions in §13a).
Let V̂4 and V
n
4 be the exact Lagrangian spheres obtained by replacing the graph
Γ(df40) by Γ(df̂40) and Γ(df
n
40) respectively.
Lemma 11.2. Take any J ∈ J ([0, 1],M, I). Assume Jn ∈ J ([0, 1],M, I) satisfies
Jn −→ J in the C∞ sense. Then for any ǫ > 0 there is an N such that for n ≥ N ,
every
u ∈M(V̂4, V0, Hn, Jn;M)
has Image(u) ⊂ Nǫ(N̂40) = {p ∈M : dist(p, N̂40) < ǫ}.
Proof. Since φHn(V̂4) has Morse-Bott intersection with V0 it follows from condition
13.1 that every u ∈M(V̂4, V0, Hn, Jn;M) satisfies
lim
s−→∞
u(s, ·) = y0, lim
s−→−∞
u(s, ·) = y1
for some y0, y1 ∈ C∞([0, 1],M) such that, for j = 0, 1,
y′j(t) = XHn(yj(t)), t ∈ [0, 1], yj(0) ∈ V̂4, yj(1) ∈ V0.
Such yj are in one-one correspondence with points of
φHn(V̂4) ∩ V0 = Crit(
1
n
f40) = Crit(f40).
Since dHn(p) = 0 for any p ∈ Crit( 1nf40), the yj are constant.
Now suppose for a contradiction that the lemma is false. Then, there is some
ǫ > 0 and a sequence un ∈M(V̂4, V0, Hn, Jn;M) such that for every n the image of
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un contains a point xn /∈ Nǫ(N̂40). Passing to subsequences, and reparameterizing
each un by a suitable sn ∈ R, we assume: xn → x0 /∈ Nǫ(N̂40); un(tn, 0) = xn, for
some tn ∈ [0, 1], tn → t0; there are fixed critical manifolds C0, C1 of 1nf40 such that
for every n, lims→∞ un(s, t) = y
n
0 , lims→−∞ u(s, t) = y
n
1 , where y
n
0 ∈ C0, yn1 ∈ C1
yn0 → y0, yn1 → y1.
Because M and the Lagrangian submanifolds are exact,
∫
R×[0,1]
u∗nω is uniformly
bounded, and there is no bubbling. Hence, by Gromov compactness, there is a
convergent subsequence un −→ u where
∂su+ Jt∂tu = 0,(11.23)
since Hn −→ 0. We also have lims→−∞ u(s, t) = y0, lims→∞ u(s, t) = y1, u(t0, 0) =
x0. Let fbV4 ∈ C∞(V̂4), fV0 ∈ C∞(V0) be such that θ|V̂4 = dfbV4 , θ|V0 = dfV0 . We can
assume fbV4 , fV0 to be equal to 0 on Crit(
1
nf40), since V̂4∩N̂40 = N̂40 and V0∩N̂40 =
N̂40. This together with Hn −→ 0 shows that
∫
R×[0,1]
u∗nω = A(y
n
1 )− A(yn0 ) −→ 0.
It follows that
∫
R×[0,1]
u∗ω = 0, and so by (11.23), u must be constant, and equal to
u(t0, 0) = x0 /∈ Nǫ(N̂40). On the other hand, since un(t0, 0) ∈ V̂4, and un(t0, 1) ∈ V0
both converge to x0, it follows that x0 ∈ V̂4 ∩ V0 = N̂40, contradiction. 
Note that for n sufficiently large we still have ||∇µ40fn40||∞ < A(L0, µ40) (from the
corresponding inequality for f∗40).
Proposition 11.3. For each n there exist Jn40 ∈ J ([0, 1],M, I) such that Jn40 con-
verges to some J∞40 ∈ J ([0, 1],M, I) in the C∞ sense, and Jn40 is such that for all n
sufficiently large we have for each p, q ∈ Crit(f40) = Crit( 1nf40), a 1-1 correspon-
dence between
{γ ∈ C∞(R, N40) : γ′(s) = ( 1
n
∇µ40f40)(γ(s)), γ(−∞) = p, γ(∞) = q}
andM(V n4 , V0, Jn40, p, q;M). Namely the correspondence sends γ to u, where u(s, t) =
φt(γ(s)), and φt, t ∈ [0, 1], is a certain exact isotopy which fixes Crit(f40) point-
wise. Finally, Jn40 is regular for the second moduli space if and only if the first
moduli space is regular.
Proof. Unfortunately Floer’s proof does not work for the the case of a manifold with
boundary. Instead, the idea is to appeal to Floer’s theorem for L = L0, f = −fn40,
and then deduce from lemma 11.2 that, for large n, the corresponding result is true
for N40 and f
n
40|N40 : N40 −→ R. (Since f = −fn40 we get a correspondence with
positive flow lines of fn40.)
Let J∗µ40 denote any extension of Jµ40 from a Weinstein neighborhood D(T
∗L0)
to M which is equal to I near ∂M (where I makes ∂M convex). Now set
Jnt = (φ
Hn
t )∗(φ
Hn
1 )
∗(φGn1 )∗(φ
Gn
t )
∗(J∗µ40 ).
Then Jnt −→ (φG1 )∗(φGt )∗(J∗µ40) and we may assume Gn is zero near ∂M , so that
Jnt = I near ∂M . Note that
(φHn1 )∗(φ
Hn
t )
∗Jnt = (φ
Gn
1 )∗(φ
Gn
t )
∗(Jµ40 ) on D(T
∗N40).
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There are isomorphisms (see (13.31) in §13a),
M(V̂4, V0, Hn, {Jnt },M) ∼=M(V̂4, (φHn1 )−1(V0), {(φHnt )∗Jnt },M)
∼=M(φHn1 (V̂4), V0, {(φHn1 )∗(φHnt )∗Jnt },M),
where the isomorphisms are respectively
u 7→ u˜, u˜(s, t) = (φHnt )−1(u(s, t)), and u˜ 7→ φHn1 (u˜).
Now set
Jn40 = (φ
Hn
1 )∗(φ
Hn
t )
∗Jnt .
We will now prove this satisfies conditions of the lemma (keeping in mind φHn1 (V̂4) =
V n4 ). Let ǫ > 0 be such that N2ǫ(N̂40) ⊂ D(T ∗N40). Lemma 11.2 implies that, for
large n, each
u ∈M(V̂4, V0, Hn, {Jnt },M)
is contained in Nǫ(N̂40). Since Hn −→ 0 in C1 we have, for large n,
(φHn1 ◦ (φHnt )−1)(Nǫ(N̂40)) ⊂ N2ǫ(N̂40),
for all t. Each
u ∈M(φHn1 (V̂4), V0, {(φHn1 )∗(φHnt )∗Jnt },M)
therefore lies in N2ǫ(N̂40) ⊂ D(T ∗N40) for large n. Therefore it follows that each
such u satisfies
u ∈M(φGn1 (L0), L0, (φGn1 )∗(φGnt )∗(−Jg0), T ∗L0).
This is because u lies in D(T ∗N40), and by construction the Lagrangians and com-
plex structures are are equal in D(T ∗N40). Now Floer’s Theorem 11.1 applied to
M(L0, L0, Gn, Jµ40 , T ∗L0)
implies that u is of the form u(s, t) = ((φGn1 ) ◦ (φGnt )−1)(γ(s)) for some γ ∈
C∞(R, L0) such that γ
′(s) = (∇µ40fn40)(γ(s)) (recall Gn(x, y) = −fn40(x)). Since
u lies in D(T ∗N40), we have lims−→±∞ u(s, t) = x± ∈ N40. Therefore, since
φGnt (x) = x for all x ∈ Crit(fn40), γ(±∞) = x± ∈ N40. But the only gradient lines of
fn40 joining points in N40 are contained in N̂40. Therefore, since f
n
40|N̂40 = 1nf40|N̂40
γ in fact satisfies γ ∈ C∞(R, N40), γ′(s) = (∇g0 ( 1nf40)(γ(s)).
To address the statement about regularity we note that correspondence in Floer’s
Theorem 11.1 has a version at the linearized level which carries regular data into
regular data (see [P94, p. 86]). 
One can prove a version of lemmas 11.2 and 11.3 for (V j2 , V0) and (V4, V
j
2 ) in the
same way. The signs γ′(s) = − 1n (∇f42)(γ(s)) and γ′(s) = − 1n (∇f20)(γ(s)) in the
correspondence are determined in the course of the argument. Alternatively, if
u ∈ M(L0, L1, J), where (L0, L1, J) = (V4, V0, J40) or (V4, V j2 , J42) or (V j2 , V0, Jj20),
then the corresponding action functionals satisfy
A20(u(s, ·)) = f j20(π(u(s, 1))), A42(u(s, ·)) = −f j42(π(u(s, 0))),
A40(u(s, ·)) = −f j40(π(u(s, 0))),
and ∂sA(u(s, ·)) < 0 in all cases. Here π : T ∗N −→ N is the projection for
N = N42, N20, or N40. The term in A of the form
∫
y∗θ always vanishes because
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all u are such that, for any fixed s, y(t) = u(s, t) lies in a fixed cotangent fiber for
all t.
12. Classification of holomorphic triangles in D(T ∗Lj2)
In this section we prove Proposition 8.6, which corresponds here to Propositions
12.4 (existence), 12.9 (uniqueness), 12.10 (regularity), in sections 12a, 12b, 12c.
(The arguments of this section are sketched in §4c and §4d.)
Take Z = {(z1, . . . , z4) ∈ C4 : Σz2j = 1}. This is exact symplectomorphic to
T ∗S3 = {(u, v) ∈ R4 × R4 : |u| = 1, u · v = 0}, via
µ : Z −→ T ∗S3, µ(x+ iy) = (x/|x|,−|x|y), where µ∗(Σj − vjduj) = Σj yjdxj .
Z has a complex structure JZ , and we equip T
∗S3 with
JC = µ
∗(JZ).(12.24)
The formula for µ−1 is
(12.25) µ−1(u, v) = f(|v|)u− if(|v|)−1v, f(s) =
√
1 +
√
1 + 4s2
2
.
(This formula for |x| = f(|v|) is obtained by combining the equations |x|2−|y|2 = 1
and |x||y| = |v|.)
As before we setW j4 = V˜4∩D(T ∗Lj2),W j2 = V˜ j2 ∩D(T ∗Lj2),W j0 = V˜0∩D(T ∗Lj2). For
convenience of notation, we fix j and consider D(T ∗Lj2) = D(T
∗S3); we also drop
the j fromW j4 , W
j
2 , W
j
0 , and from K
j
±. Any w ∈M(W4,W2,W0, JC;D(T ∗S3)) has
a continuous extension to D2, by condition 13.1, and we denote it by w : D2 −→
D(T ∗S3).
12a. Existence of holomorphic triangles. For each e ∈ K+, f ∈ K−, let Yef ⊂
Z denote the complex submanifold Yef = (Ce⊕ Cf) ∩ Z ⊂ C4.
Lemma 12.1. µ(Yef ) = T
∗Kef , and there is a biholomorphism ρef : C
× −→ Yef .
Proof. To see µ(Yef ) = T
∗Kef we check that
µ−1(T ∗Kef ) ⊂ {(z1e, z2f) : z21 + z22 = 1} = Yef ,
using (12.25), and
µ(Yef ) ⊂ [(Re ⊕ Rf)⊕ (Re⊕ Rf)] ∩ T ∗S3 = T ∗Kef .
We define ρef : C
× −→ Yef by ρef (ζ) = (z1e, z2f), where z1 = ζ + ζ−1, z2 =
−i(ζ − ζ−1). Here, z21 + z22 = (z1 + iz2)(z1 − iz2) = 1, and ζ = z1 + iz2. 
We will need ρef because σef : (R/2πZ) × R −→ T ∗Kef is unfortunately not
holomorphic. We have the following refinement of the Riemann mapping theorem
from [W92], Chapter 2, Theorems 2.1, 2.2, 2.4.
Lemma 12.2. Assume Ω ⊂ C is homeomorphic to a closed disk, and ∂Ω is
parametrized by a continuous, injective curve γ : R/2πZ −→ ∂Ω, which is piece-
wise real analytic. Let t0, t1, t2 ∈ R/2πZ denote three distinct points such that
γ|[(R/2πZ) \ {t0, t1, t2}] is real analytic. Let zi = γ(ti), and assume z0, z1, z2 are
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labeled in counter-clockwise order. Let l0 = γ(t0, t1), l1 = γ(t1, t2), l2 = γ(t2, t0).
Then there is a unique biholomorphic map
w : V −→ Ω \ {z0, z1, z2}
such that
w(Ii) = li, and lim
ζ→ζi
w(ζ) = zi, i = 0, 1, 2.
We will need the following stronger version of lemma 12.2 for the uniqueness part
because our holomorphic triangles w : V −→ Ω \ {z0, z1, z2} would not be assumed
to be injective, nor surjective on the boundary.
Lemma 12.3. Take Ω as in lemma 12.2. Suppose w : V −→ Ω is holomorphic and
lim
ζ→ζi
w(ζ) = zi, i = 0, 1, 2.
Taking i, i+1 modulo 3, assume that w(Ii) ⊂ γ(ti, ti+1), i = 0, 1, 2. Then w : V −→
Ω \ {z0, z1, z2} is a biholomorphism, and it coincides with the map in lemma 12.2.
Proof. Let w : D2 −→ Ω denote the continuous extension of w. Let b : R/2πZ −→
∂D2 be b(θ) = eiθ. Let Ji ⊂ R/2πZ, i = 0, 1, 2 denote the open subintervals such
that b(Ji) = Ii ⊂ V . Then (w ◦ b)|J i is a continuous curve connecting the point
zi to zi+1, where we take i, i + 1 modulo 3. Since w(Ii) ⊂ γ(ti, ti+1), we conclude
(w ◦ b)(Ji) = γ([ti, ti+1]). In total (w ◦ b) : R/2πZ −→ ∂D2 winds once around the
boundary of Ω in the counter-clockwise sense, since z0, z1, z2 are so ordered. So, for
any w0 ∈ IntΩ,
1
2πi
∫ 2π
0
(w ◦ b)′(t)
(w ◦ b)(t)− w0 dt = 1,
where (w ◦ b)′(t) exists for all but finitely many t. This integral is also the number
of zeros of w(z)− w0 in IntD2 counted with multiplicity, so we conclude that
w|IntD2 : IntD2 −→ IntΩ
is a biholomorphic map. Let w˜ denote the map from lemma 12.2. Since (w˜−1 ◦
w)|IntD2 is a biholomorphism of Int (D2) onto itself, it must be a linear fractional
transformation, which extends to C and fixes ζ0, ζ1 ζ2. Thus w = w˜. 
Let ∆ ⊂ R/2πZ × [−r, r] denote any one of the four triangles bounded by Γ˜0,
Γ˜2, Γ˜4 in figure 6. Let δ42, δ20, δ40 denote the vertices of ∆, where δij ∈ Γ˜k ∩ Γ˜i,
k, i = 0, 2, 4. Set ∆∗ = ∆ \ {δ42, δ20, δ40}.
Proposition 12.4. For each e ∈ K+, f ∈ K− there is a
w = wef ∈ M(W4,W2,W0, JC;D(T ∗S3))
satisfying
wef (V ) = σef (∆
∗) ⊂ D(T ∗Kef ),
lim
ζ→ζ0
w(ζ) = σef (δ40), lim
ζ→ζ1
w(ζ) = σef (δ20), lim
ζ→ζ2
w(ζ) = σef (δ42).
Proof. Let ∆′ = ρ−1ef (µ
−1(σef (∆))) ⊂ C×. First we check that the boundary arcs
of ∆′ are real analytic. A calculation yields
(ρ−1ef ◦ µ−1 ◦ σef )(θ, s) = (f(s) +
s
f(s)
)eiθ.
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Recall from formula (12.25) that
f(s) =
√
1 +
√
1 + 4s2
2
≥ 1.
Thus s 7→ f(s) + sf(s) is real analytic on all of R. By construction ∆ (see §8) has
real analytic boundary arcs, therefore ∆′ does as well.
Note that I0, I1, I2 label the boundary arcs of V in counter-clockwise order, whereas
Γ0,Γ2,Γ4 label the boundary arcs of ∆ in clockwise order. We claim that
ρ−1ef ◦ µ−1 ◦ σef : R/2πZ× R −→ C×
is orientation reversing: (ρ−1ef ◦µ−1 ◦σef )∗(dx˜∧dy˜) = −dθ∧dλ, where x˜+ iy˜ ∈ C×,
(θ, λ) ∈ R/2πZ×R. To see this note that, since ρ−1ef is a biholomorphism, it respects
the orientations of (Σj dxj ∧ dyj)|Yef ) and dx˜ ∧ dy˜ on C×, where (xj + iyj) ∈ C,
j = 1, . . . , 4. Then one calculates:
(µ−1)∗(Σj dxj ∧ dyj) = (Σj dvj ∧ duj), σ∗ef (Σj dvj ∧ duj) = −dθ ∧ dλ,
where (u, v) ∈ R4 × R4 are the the usual coordinates for T ∗S3. Therefore
(ρ−1ef ◦ µ−1 ◦ σef )(Γ0), (ρ−1ef ◦ µ−1 ◦ σef )(Γ2), (ρ−1ef ◦ µ−1 ◦ σef )(Γ4)
label the boundary arcs of ∆′ in counter-clockwise order. Then lemma 12.2 produces
a biholomorphic map ϕ : V −→ ∆′ satisfying suitable boundary conditions, and we
set wef = µ ◦ ρef ◦ ϕ. 
12b. Uniqueness of holomorphic triangles. Define
P : Z −→ C, P (z1, z2, z3, z4) = z21 + z22 − z23 − z24 .
Set Y = {(w1, w2) ∈ C2 : w21 + w22 = 1} ∼= T ∗S1.
Lemma 12.5. Let U ⊂ C \ {±1} be such that the map induced by the inclusion
π1(U) −→ π1(C \ {±1}) is trivial. Then there is a holomorphic trivialization of
P : Z −→ C over U given by
Φ : P−1(U) −→ U × Y × Y, Φ(z1, z2, z3, z4) = (λ, α(λ)(z1 , z2), β(λ)(z3, z4)),
where λ = P (z1, z2, z3, z4), and α, β : U −→ C are the following holomorphic
functions.
α(λ) =
√
2
1 + λ
, λ ∈ U, β(λ) =
√
2
1− λ, λ ∈ U.
(Here we have chosen branches of the square root function.)
Proof. Assume z ∈ P−1(λ) for some λ ∈ C. Then
z21 + z
2
2 − z23 − z24 = λ, z21 + z23 + z24 + z24 = 1,
since the domain of P is Z. Therefore
z21 + z
2
2 =
1 + λ
2
, z23 + z
2
4 =
1− λ
2
.
Now, by the assumptions on U , { 2λ+1 : λ ∈ U} and { 2λ−1 : λ ∈ U} are subsets of
C\{0} and neither of them contains a nontrivial loop around 0. Therefore they both
admit a branch of the square root function, and we can define α, β as stated. 
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Figure 15. The curves P (µ−1(W4)) (red), P (µ
−1(W2)) (green),
P (µ−1(W0)) (blue) in C.
Let B1, B2 ⊂ R/2πZ× [−r, r] denote the two bigons adjacent to ∆ bounded respec-
tively by Γ˜4, Γ˜2, and Γ˜2, Γ˜0 in figure 7 (where each Bi has one vertex in common
with ∆).
Lemma 12.6. P (µ−1(W0)), P (µ
−1(W2)), P (µ
−1(W4)) ⊂ C are embedded curves in
C as in figure 15. They enclose three compact regions R, R1, R2, Here, R1, R2 ⊂
{z ∈ C : Imz ≤ 0} are bigons diffeomorphic to B1, B2, and R is a triangular region,
diffeomorphic to ∆, which is contained in
(C \ {−1, 1}) ∩ {z ∈ C : Im z ≥ 0}.
In particular U = R satisfies the assumptions of the last lemma.
Proof. A computation shows that
P (µ−1(σef (θ, λ))) =
√
1 + 4λ2 cos 2θ + i2λ sin 2θ.(12.26)
Indeed, P (µ−1(σef (θ, λ))) is equal to
P
(
f(λ)(cos(θ)e, sin(θ)f) + i(− λ
f(λ)
)(− sin(θ)e, cos(θ)f))
= (f(λ)2 + f(λ)−2λ2) cos 2θ + 2iλ sin 2θ.
Set
a(λ) = f(λ)2 + f(λ)−2λ2, b(λ) = 2λ,
and recall from (12.25) that f(λ) satisfies
(f(λ)2)2 − f(λ)2 − λ2 = 0.
Hence
f(λ)2a(λ) = (f(λ)2)2 + λ2 = f(λ)2 + 2λ2, and
a(λ) = 1 + 2
λ2
f(λ)2
= 1 + 4
λ2
1 +
√
1 + 4λ2
= 1 + (
√
1 + 4λ2 − 1).
Formula (12.26) implies
p = P ◦ µ−1 ◦ σef : R/2πZ× [−r, r] −→ C
is independent of e, f . Therefore, it is enough to describe the images of Γ˜4, Γ˜2, Γ˜0
under p. Note also that the formula for p is periodic, so it suffices to understand
p just near ∆; the other three triangles are mapped onto p(∆) as well. One can
understand the map p as follows. For fixed λ > 0, we have a(λ) > 0 and b(λ) > 0;
thus as θ ranges from 0 to π,
θ 7→ p(θ, λ) = a(λ) cos 2θ + ib(λ) sin 2θ
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parameterizes an ellipse in the counterclockwise direction, with axes a(λ) and b(λ)i.
Now as λ > 0 varies, one gets a family of disjoint ellipses, since a, b are strictly
increasing functions. Similarly, for fixed λ < 0, we have a(λ) > 0, b(λ) < 0, so
one gets an ellipse parameterized in the clockwise direction. For λ = 0, we get the
map θ 7→ cos(2θ) + 0i. Using this description of p, we sketch P (µ−1(W0)) = p(Γ˜0),
P (µ−1(W2)) = p(Γ˜2), P (µ
−1(W4)) = p(Γ˜4) as in figure 15. 
Lemma 12.7. Let w ∈ M(W4,W2,W0, JC;D(T ∗S3)) and denote its continuous
extension by w : D2 −→ D(T ∗S3)). Then P (µ−1(w(D2))) = R.
Proof. For this proof we consider µ−1 ◦ w, µ−1 ◦ w : V −→ Z, but we denote them
again by w,w. The lemma follows basically from the maximum principle. Let
R,R1, R2 be as in the last lemma (see figure 15). Let p40, p42, and p20 denote the
vertices of R, let q42 and p42 denote the two vertices of R1, and let q20 and p20
denote those of R2. Then, the boundary conditions on w, plus the description of
P (µ−1(W4)), P (µ
−1(W2)), P (µ
−1(W0)) in the last lemma imply
P (w(ζ0)) = p40, P (w(ζ1)) = p42 or q42, P (w(ζ2)) = p20 or q20.
Let D = R1 ∪ R ∪ R2 and D′ = D ∪ P (W2) ∪ P (W4). Assume for a contradiction
there exists ζ ∈ D2 such that (P ◦ w)(ζ) /∈ D′. Let C : [0,∞) −→ C \ D′ be a
continuous curve such that C(0) = (P ◦w)(ζ) and limt→∞ |C(t)| =∞. Let tmax be
the largest element of the compact set C−1[(P ◦ w)(D2)]. Let ζmax ∈ D2 be such
that (P ◦ w)(ζmax) = C(tmax) ∈ C \D′. Now ζmax is necessarily in the interior of
D2 because of the boundary conditions on w. But then, since (P ◦ w)|IntD2 is a
nonconstant holomorphic function, there must be an open disk around (P ◦w)(ζmax)
contained in (P ◦ w)(IntD2). Then by continuity of C there must exist t > tmax
such that C(t) ∈ (P ◦ w)(D2), contradiction. Therefore (P ◦ w)(D2) ⊂ D′.
It follows easily that (P ◦w)(D2) ⊂ D, because if ζ ∈ D2 is such that (P ◦w)(ζ) ∈
D′ \D then by continuity there is a nearby point ζ′ ∈ Int (D2) satisfying the same
condition; then a small neighborhood of ζ′ would map onto an open disk in C, but
this is impossible since D′ \D is contains no open disks.
Now suppose for a contradiction that there exists ζ ∈ D2 such that P (w(ζ)) ∈
R1 \ {p42}. Let υ : [0, 1] −→ D2 be a path connecting ζ and ζ0 such that υ(0, 1) ⊂
Int (D2). Then by connectedness there is ζ′ ∈ Int (D2) satisfying P (w(ζ′)) = p42.
But there is no open disk contained around p42 contained in D, so this is im-
possible. We conclude that P (w(D2)) ⊂ R ∪ R2 and a similar argument implies
P (w(D2)) ⊂ R. The same type of argument, using the fact that (P ◦ w)|IntD2 is
an open map, shows that P (µ−1(w(D2))) = R. 
Recall Y = {(w1, w2) ∈ C2 : w21 + w22 = 1} ∼= T ∗S1 and set L = R2 ∩ Y = S1.
Lemmas 12.6 and 12.5 imply there is a holomorphic trivialization
(12.27) Φ : P−1(R) −→ R× Y × Y
Denote the compositions of Φ with the two projections to Y by
Φ1,Φ2 : P
−1(R) −→ Y.(12.28)
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Lemma 12.8. For any p ∈ µ−1(T ∗Ke′f ′) ∩ P−1(R), we have Φ1(p) = ±e and
Φ2(p) = ±f , where e′ = (e, 0) ∈ K+, f ′ = (0, f) ∈ K−. Consequently,
Φℓ(µ
−1(Wi) ∩ P−1(R)) ⊂ Li.
for any ℓ = 1, 2, i = 0, 2, 4
Proof. By (12.25), every p ∈ µ−1(T ∗Ke′f ′) is of the form p = (ae, bf), for some
a, b ∈ C. If p ∈ µ−1(T ∗Ke′f ′) ∩ Φ−1(R), then
Φ1(p) = α(λ)(ae) = ρ1e ∈ Y, Φ2(p) = β(λ)(bf) = ρ2f ∈ Y
for some ρ1, ρ2 ∈ C. Since ρ1e, ρ2f ∈ Y we have ρ21(e21+ e22) = ρ21 = 1, and similarly
ρ22 = 1. Thus ρ1 = ±1, ρ2 = ±1. 
Proposition 12.9. Every w ∈ M(W4,W2,W0, JC;D(T ∗S3)) is equal to wef for
some e, f , as in Proposition 12.4.
Proof. Let w : D2 −→ T ∗S3 be the continuous extension of w. Lemma 12.7 implies
R = P (µ−1(w(D2))), and therefore it makes sense to form
wk = Φk ◦ µ−1 ◦ w : D2 −→ Y, k = 1, 2.
Set wk = Φk ◦ µ−1 ◦ w. Then
wk ∈M(L,L, L, JY ;Y ),
where JY is the complex structure from C
2. Here, the boundary conditions follow
from Lemma 12.8, and
∫
V
w∗kωY <∞ follows from the fact that wk has a continu-
ous extension wk. Once we know
∫
V w
∗
kωY < ∞, we can apply Stokes’ theorem to
compute
∫
V
w∗kωY in terms of θY |L; then, since θY |L = 0,
∫
V
w∗kωY is zero and wk
must be constant, say w1 = e, w2 = f .
Now, by lemma 12.6, Ω = R satisfies the assumptions of lemma 12.2. Further,
P ◦ µ−1 ◦ w : V −→ R is holomorphic and maps I0, I1, I2 into the corresponding
boundary arcs of R and ζ0, ζ1, ζ2 to the vertices of R (see the proof of lemma
12.6). Hence, by lemma 12.3, it must be the unique biholomorphism ψ : V −→ R
satisfying these conditions. Choosing e′ = (±e, 0), f ′ = (0,±f) suitably, we′f ′ will
also satisfy
Φ1 ◦ µ−1 ◦ we′f ′ = e, Φ2 ◦ µ−1 ◦ we′f ′ = f
(the sign of ±e,±f depends on the choice of square-roots for α, β). And, again,
P ◦ µ−1 ◦ we′f ′ = ψ. Therefore w(ζ) = Φ−1(ψ(ζ),±e,±f) = we′f ′(ζ). 
12c. Regularity of the moduli space of holomorphic triangles. For this sec-
tion we will work with Z rather than T ∗S3, and we will look at the corresponding
moduli space of J-holomorphic triangles, where J = JZ ,
M =M(W˜4, W˜2, W˜0, J ;Z),
where we set W˜i = µ
−1(Wj), i = 0, 2, 4. As we explain in §13j, M sits inside a
certain Banach space B: there is a Banach-bundle E −→ B; the Cauchy-Riemann
operator is a section ∂J : B −→ E , and M = ∂−1J (0). For each w ∈ M the
linearization D(∂J)w : TwB −→ Ew is a Fredholm operator by lemma 13.3.
Proposition 12.10. J = JZ is a regular almost complex structure. That is, for
any w ∈ M, the linearized operator D(∂J)(w) : Tw(B) −→ Ew is surjective.
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This follows from lemmas 12.13 and 12.14 below, which show that
dimKer(D(∂J )(w) = 2 and indexD(∂J )(w) = 2.
Remark 12.11. In general, if dimN = 2k and dimM = 4k − 2, then the 2 here
will be 2k − 2. This is because L0 ∼= S2k−1, Kj ∼= Sk−1 ∼= Kj− ∼= Kj+, and then
2k − 2 = dim ∂NS2k−1(K±j ).
For the proof of lemma 12.13 we will need a special case of [S08, lemma 11.5], as
stated in lemma 12.12 below. We first set up some notation. Take E = C×V −→ V
to be the trivial Hermitian line bundle over V . Let F −→ ∂V be a totally real sub-
bundle of E|∂V . We define the winding number of F as follows. Recall from §13f
that ζ0, ζ1, ζ2 label the three punctures in counter clockwise order and I0, I1, I2
label the boundary components of ∂V in counter clockwise order, where ζ0, ζ1 lie
on the boundary of I0. We have fixed (incoming) strip-like ends
ǫ0, ǫ1 : (−∞, 0]× [0, 1] −→ V
parameterizing a neighborhood of ζ0 and ζ1, and we have an (outgoing) strip-like
end at ζ2:
ǫ2 : [0,∞)× [0, 1] −→ V.
We assume F is nondegenerate in the sense that Fǫζj (0,s) and Fǫζj (1,s) are transverse
for |s| >> 0 (where s ∈ [0,∞) if j = 2 or s ∈ (−∞, 0] if j = 0, 1). Now, we define
a homotopy between Fǫζj (0,s) and Fǫζj (1,s) as follows. For convenience of notation,
let us rotate ǫ∗j (E) by a constant so that
Fǫζj (0,s) = R, Fǫζj (1,s) = e
iσjR
for some σj ∈ (−π, 0). In that notation we take the homotopy which goes through
eitσj , t ∈ [0, 1](12.29)
Consider the compactification of V to V̂ ∼= D2 where we glue on a copy of the upper
half plane at each puncture and use the homotopy (12.29) near each puncture. Let
ρ : S1 −→ RP 1 denote the map we obtain in this way and let µ(ρ) ∈ Z denote
its degree; this is called the winding number of F . Let |V −| denote the number of
incoming punctures of V , which in our case is 2. Let ∂ denote the usual Cauchy-
Riemann operator on V ⊂ C, so ∂ = ∂s + i∂t in the coordinates s + it ∈ C. We
regard ∂ as operating on sections of E with boundary in F .
Lemma 12.12. If µ(ρ)− |V −| = µ(ρ)− 2 < 0 then Ker(∂) = {0}. 
For the proof see [S08, lemma 11.5].
Lemma 12.13. For any w ∈ M, dim(KerD(∂J)(w)) = 2.
Proof. Fix w ∈ M. By condition 13.1 w has a continuous extension to D2, which we
denote w : D2 −→ Z. Since J is the restriction of the usual complex structure on C4,
we haveD(∂J)(w)(X) = ∂X , where ∂ is the usual Cauchy-Riemann operator acting
on C∞(C,C4). Thus, each X ∈ KerD(∂J)(w) is a holomorphic map X : V −→ C4.
By definition of Tw(B), it has a continuous extension X : D2 −→ C4. This satisfies
X(ζ) ∈ Tw(ζ)Z = {(z1, z2, z3, z4) ∈ C4 : Σiziwi(ζ) = 0} for all ζ ∈ D2,
X(ζ) ∈ Tw(ζ)(W˜2k), for all ζ ∈ Ik ⊂ ∂D2, k = 0, 1, 2.
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Since w ∈ M(W˜4, W˜2, W˜0, JZ), we have the holomorphic trivialization (12.27) over
R = P (w(D2))
Φ : P−1(R) −→ R× Y × Y,
and projections (12.28),
Φ1,Φ2 : P
−1(R) −→ Y.
The rough idea for computing the kernal is to decompose a given X using the
trivialization Φ:
X 7→ (DP (X), (DΦ1)(X), (DΦ1)(X))
and then check that the first component is zero, while the last two components are
constant and each lie in a one dimensional linear space.
Define
ϕ : D2 −→ C, ϕ(ζ) = DPw(ζ)(X(ζ)).
Then ϕ = ϕ|V : V −→ C is holomorphic and has a continuous extension to D2, and
ϕ(ζ) ∈ Tϕ(ζ)(P (W2k)), for each ζ ∈ Ik ⊂ ∂D2, k = 0, 1, 2.(12.30)
We will show ϕ is identically 0.
Recall R = P (w(D2)). The proof of lemma 12.6 shows that
P (W˜2k) ∩R = p(Γ˜2k ∩∆) where
p(θ, λ) =
√
1 + 4λ2 cos 2θ + i2λ sin 2θ.
See figure 15. Now, let us regard ϕ : V −→ C as a section of the trivial Hermitian
line bundle E = V × C satisfying the totally real boundary conditions F −→ ∂V
given by (12.30). Since Fǫj(s,0) and Fǫj(s,1) are transverse at each puncture for
|s| >> 0, we can apply lemma 12.12 above to (E,F, ∂). Since ϕ has a continuous
extension to D2, it has finite energy and therefore it lies in the domain of ∂ (which
is the Sobolev space W 1,p(V,E, F ), p > 2). We claim that the winding number of
F , i.e. µ(ρ) ∈ Z, is equal to zero. Thus by lemma 12.12, Ker(∂) = {0} and so ϕ is
identically zero.
Indeed, µ(ρ) = 0 follows from inspection of figure 15, where we use the homo-
topies at the punctures given by (12.29). Note that the strip-like ends label each
puncture as follows: The two boundary arcs at each of the two bottom vertices
(i.e. the two punctures on the boundary of the arc P (µ−1(W2))) will be labeled
1, 0 and 1, 0 in counter-clockwise order; the other vertex will be labeled 0, 1 in
counter-clockwise order. (Roughly speaking, then, we have the following: The arc
P (µ−1(W0)) contributes +1 to the winding number; the arc along P (µ
−1(W2)) of
course contributes nothing to the winding number, but the two punctures between
P (µ−1(W0)), P (µ
−1(W2)) and between P (µ
−1(W2)), P (µ
−1(W4)) together con-
tribute −1 to the winding number; finally, the arc P (µ−1(W4)) and the puncture
between P (µ−1(W4)) and P (µ
−1(W0)) contribute nothing to the winding number.)
For the other two components, let
ϕ1(ζ) = (Dw(ζ)Φ1)(X(ζ)), ϕ2(ζ) = (Dw(ζ)Φ2)(X(ζ)), for each ζ ∈ D2.
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Then
ϕ1 = ϕ1|V, ϕ2 = ϕ2|V : V −→ C2
are holomorphic maps with continuous extensions to D2 and, setting wj = Φj ◦ w,
we have
ϕ1(ζ) ∈ Tw1(ζ)(Y ) ⊂ C2, for each ζ ∈ D2, and
ϕ1(ζ) ∈ Tw1(ζ)(Φ1(W˜2k)) ⊂ Tw1(ζ))(Y ) for each ζ ∈ Ik ⊂ ∂D2, k = 0, 1, 2.
Similarly for ϕ2. Now, the proof of lemma 12.9 showed that
w1 = e = (e1, e2) ∈ L,w2 = f = (f1, f2) ∈ L
are constant, where L = Y ∩R2. And Lemma 12.8 implies Φ1(W˜2k),Φ2(W˜2k) ⊂ L,
k = 0, 1, 2. Thus ϕ1 is a holomorphic map from V into
Te(Y ) = {(z1, z2) ∈ C2 : z1e1 + z2e2 = 0}, with
ϕ1(I2k) ⊂ Te(L) = {(x1, x2) ∈ R2 : x1e1 + x2e2 = 0}, k = 0, 1, 2.
Further,
∫
V ϕ
∗
1ω <∞ because there are continuous extensions ϕk. Since ΘC2 |Te(L) =
0, we conclude that ϕ1 is constant, as in the proof of lemma 12.9. Similarly for ϕ2.
We conclude that the kernal of D(∂)(w) is isomorphic to the the set of X ∈ TwB
of the form
X(ζ) = (DΦw(ζ))
−1(0, (E1, E2), (F1, F2)), ζ ∈ V
where E1e1 + E2e2 = 0, F1e1 + F2e2 = 0. In particular the dimension is 2. 
Lemma 12.14. For any w ∈ M, index(D(∂)(w)) = 2.
Proof. Let w ∈ M. For this proof we work in T ∗S3 = {(u, v) ∈ R4 × R4 : |u| =
1, u · v = 0} rather than Z. Hence, we compose w : V −→ Z with µ : Z −→ T ∗S3
and denote the result by w : V −→ T ∗S3 as well. The Lagrangians W˜k ⊂ Z be-
come Wk ⊂ T ∗S3. Also, we sometimes write index formulas involving n, where
dimM = 2n (in our case n = 3, of course).
Fix a symplectic bundle isomorphism of E = w∗(T (T ∗S3)) −→ V with V × C3.
In this proof C is always equipped with dy ∧ dx, x + iy ∈ C; this is because T ∗S3
has symplectic structure Σidyi ∧ dxi in the local coordinates (x, y) 7→ Σiyidxi. We
may assume that the Lagrangian boundary conditions Fk = w
∗(TW2k) −→ Ik
meet at angle π/2 by doing a small homotopy which does not affect the index. Let
H = {z ∈ C : Im z ≥ 0} and let Ek = C3 × H −→ H , k = 0, 1, 2. For each k,
Fk ⊂ C3 × Ik is asymptotic at each end of Ik to a fixed Lagrangian subspace. At
each vertex ζk, where k = 0, 1, 2 is modulo 3, set
F−k = limζ→ζk−1
(Fk−1)ζ , F
+
k = limζ→ζk
(Fk)ζ .
Now since F−k and F
+
k intersect in an n − 1 = 2 dimensional subspace say Tk =
F−k ∩ F+k , we can form the splittings
F−k = Tk ⊕ L−k , F+k = Tk ⊕ L+k ,
where dimL±k = 1. We equip Ek −→ H with the Lagrangian boundary condition
F̂ k −→ ∂H = R which on [0, 1] ⊂ R is given by
F̂ kt = Tk ⊕ e
piit
2 L−k , t ∈ [0, 1]
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and which is constant outside [0, 1]. Given Ω ⊂ C, let ∂Ω denote the the standard ∂
operator on Ω. Since the asymptotic data of (E,F, ∂V ) at the punctures ζk matches
up with that of (Ek, F̂k, ∂H), k = 0, 1, 2, we can glue these bundles and operators
together (using the strip like ends). The result is the trivial bundle C3×D2 −→ D2,
equipped with a certain Lagrangian boundary condition
F ⊂ C3 × ∂D2, and ∂V#∂H#∂H#∂H ∼= ∂D2 .
The standard formula for the index of the right-hand side is n+ µ = 3 + µ, where
µ is the Maslov index of F (see [S08, lemma 11.7]). This, together with the gluing
formula (13.37), shows that
index (∂V ) + 3 index (∂H)− 3(n− 1) = n+ µ.
Then, to compute index (∂H) we glue together two copies of ∂H and apply the
gluing formula again to get
2index (∂H)− (n− 1) = n+ µ′
where µ′ denotes the Maslov index of the loop F ′ of Lagrangian subspaces in C3
obtained by combining the path F̂k from F
−
k to F
+
k and from F
+
k back to F
−
k . (This
is the same for all k.) To finish the proof we will compute µ, µ′ and show they are
both −1; this will imply
index (∂V ) = n+ µ = 3− 1.
To compute µ, µ′, we trivialize E = w∗T (T ∗S3) −→ V by taking a chart ϕ : U −→
S3 such that T ∗(ϕ(U)) contains the image of w, and for which the LagrangiansWk
become particularly simple. According to Proposition 12.9, w = we0f0 for some
e0 = (cosx0, sinx0, 0, 0) ∈ S3, f0 = (0, 0, cos y0, sin y0) ∈ S3.
Let
ϕ(θ, x, y) = (cos θe, sin θf),
where e = (cosx, sinx), f = (cos y, sin y). Here |x − x0| < ǫ, |y − y0| < ǫ, θ ∈
(−ǫ, π/2− ǫ) where 0 < ǫ < π/2 and we assume that (ǫ, π/2− ǫ) contains the edge
of ∆ lying in Γ2. U ⊂ R3 is the set of such (x, y, θ) and ϕ is an embedding because
θ 6= nπ/2 for any n ∈ Z. Now ϕ gives rise to a symplectic chart
ϕ̂ : T ∗U −→ T ∗U˜ ⊂ T ∗S3,
where U˜ = ϕ(U) and we think of T ∗U as a subset of C3. Since w takes values in
T ∗U˜ ⊂ T ∗S3, E −→ V has a trivialization E ∼= C3 × V coming from the trivializa-
tion of T (T ∗U) ⊂ T (C3).
Consider T ∗Kef ⊂ T ∗S3 for any fixed
e = (cosx′, sinx′, 0, 0) ∈ S3, f = (0, 0, cos y′, sin y′) ∈ S3,
with |x′ − x0| < ǫ, |y′ − y0| < ǫ. Then ϕ̂−1(T ∗Kef ) is the set of
(x, y, θ) + i(a, b, c) ∈ C3 satisfying
x = x′, y = y′, a = 0, b = 0, θ ∈ (ǫ, π/2− ǫ), c ∈ R.
And ϕ̂−1(Γk) is given by the additional constraint (θ, c) ∈ Γk. Now since W2k =
∪e∈K+,f∈K−σef (Γk), k = 0, 1, 2, it follows that
ϕ̂−1(Wk) = (R
2 × Γk) ∩ (T ∗U).
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Therefore we have, for ζ ∈ Ik,
(Fk)ζ = R
2 × T ew(ζ)(Γ2k),
where w˜ = σ−1ef ◦ wef : V −→ R/2πZ× R.
Thus we are reduced to computing the Maslov index µ of the loop of Lagrangians
given by T (Γ0), T (Γ2), T (Γ4) in T ((−ǫ, π/2 − ǫ) × R) ⊂ T (C). More precisely, we
must take the short homotopy between the two tangent spaces each vertex of ∆.
(This corresponds to gluing on H with its Lagrangian boundary conditions.) To
see in what direction the loop is traversed, note that w˜(Ik) ⊂ Γ2k, k = 0, 1, 2.
This means that as we traverse ∂V via t 7→ e2πit in the counter-clockwise direc-
tion, t 7→ (w˜|∂V )(e2πit) traverses the boundary of ∆ ⊂ R/2πZ×R in the clockwise
direction (see figure 12). Inspection of figure 12 shows that the resulting loop of
Lagrangians in C is homotopic to the counter-clockwise loop t 7→ e2πitR. This has
Maslov index 1 with respect to dx ∧ dy; therefore µ = −1 with respect to dy ∧ dx.
To compute µ′, for each vertex v, we homotope the two tangent spaces at v slightly
so they meet at angle π/2; then the short homotopy doubled up to give a loop in
C from the first tangent space back to itself is also homotopic to t 7→ e2πitR in
(C, dy ∧ dx), so µ′ = −1 as well. 
13. Morse-Bott Lagrangian Floer homology
We define the Morse-Bott Floer homology groups in two special cases sufficient
for HF (V4, V0), HF (V4, V
j
2 ), HF (V
j
2 , V0), the latter two being similar. In these
special cases we also define the triangle product. After that we briefly explain the
above definitions and the continuation map in the general case, and we make some
remarks on the analogous homology theory for Morse-Bott functions. In the last
section we discuss the underlying Fredholm theory and give an index formula for
gluing. There are several technical results one would need to give a full treatment
of the whole theory, notably exponential convergence of holomorphic strips at the
ends; we give precise statements for some of these, but do not prove them here.
References. The basic starting point for Morse-Bott Floer homology is [P94]. Our
treatment is modeled on [F04], which in turn uses the basic idea of [PSS94], [S98] to
use holomorphic curves (or in his case gradient lines) with gradient lines attached
as a way of encoding Morse cycles in the intersection components. All the founda-
tional issues regarding exponential convergence at the ends, regularity, gluing, and
compactness are treated in [BO08] but in the case of holomorphic cylinders rather
than strips. A similar model is used in [B02], with similar results. For the case of
holomorphic strips, [RS01] proves exponential convergence in the transverse case,
and [BC07] addresses all the other issues in a setup essentially equivalent to the case
L0 = L1 = L (but their situation is more complicated because they work outside
the exact setting). See also [S08, §8l], Ch.II (8l), which sketches the theory in a
TQFT context, and of course [FOOO08] treats the Morse-Bott case as well.
13a. Conventions. An almost complex structure J is compatible with the sym-
plectic form ω if ω(v, Jv) > 0, v 6= 0. The symplectic structure on T ∗N will be
Σjdyj ∧ dxj in the standard local coordinates (x, y) 7→ Σjyjdxj , and for its prim-
itive 1-form we will take Σjyjdxj . Given H : [0, 1] ×M −→ R, the Hamiltonian
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vector field (XH)t is defined by ω(v, (XH)t) = dHt(v). Notice that ifH : T
∗N −→ R
is of the form H(x, y) = h(x) for some h ∈ C∞(N), then X−H has flow φ−Ht such
that φ−H1 (N) = Γ(dh).
13b. Basic Floer theory notation. Let (M,ω, θ) be an exact symplectic mani-
fold, ω = dθ. We say the boundary of M is of contact type if θ|∂M is a contact
form for ∂M , and we say ∂M convex if the Liouville vector field Xθ defined by
ω(Xθ, ·) = θ is such that −Xθ points strictly inwards (towards M) along ∂M . We
will say that an almost complex structure I onM is of contact type near the bound-
ary if it is invariant under −Xθ and satisfies J(Rθ) = −Xθ, where Rθ is the Reeb
vector field of (∂M, θ) in a collar neighborhood of ∂M (see [S08, p. 94]). This im-
plies that I makes the boundary of M I−convex, which means any I−holomorphic
map w : Σ −→ M cannot meet ∂M at an interior point of Σ, unless it is constant
(again, see [S08, p. 94], or [M91, lemma 2.4].
Let J (M) denote the space of ω-compatible almost complex structures on M . Fix
I ∈ J (M) which makes ∂M I-convex. Given any smooth manifold Σ, let J (Σ,M, I)
denote the space of smooth families Jζ ∈ J (M), ζ ∈ Σ, such that there is a neigh-
borhood U of ∂M with Jζ(p) = I for all p ∈ U , ζ ∈ Σ. Set H = C∞([0, 1]×M,R).
Given H ∈ H, let (XH)t, t ∈ [0, 1] be the Hamiltonian vector field of H , and let φHt ,
t ∈ [0, 1], denote isotopy given by XH . Given two exact Lagrangian submanifolds
L0, L1, letM(L0, L1, J,H) denote the space of u ∈ C∞(R× [0, 1],M) which satisfy
u({0} × R) ⊂ L0, u({1} × R) ⊂ L1,
∂(H,J)(u) = ∂su+ Jt(∂tu−XHt (u)) = 0,
∫
R
∫ 1
0
ω(∂su, Jt∂su)dtds <∞.
We have the usual equivalence of moduli spaces:
(13.31) M(L0, L1, H, J) −→M(L0, (φH1 )−1(L1), 0, {(φHt )∗Jt})
given by u 7→ u˜, where u˜(s, t) = (φHt )−1(u(s, t)). For j = 0, 1, let fLj ∈ C∞(L˜j),
be such that θ|Lj = dfLj . The action functional for (L0, L1, H) is
A(y) = −
∫
y∗θ +
∫ 1
0
H(y(t))dt+ fL1(y(1))− fL0(y(0)),(13.32)
y ∈ C∞([0, 1],M), y(0) ∈ L0, y(1) ∈ L1.
For each u ∈M(L0, L1, J,H), condition 13.1 below, plus (13.31), implies that
lim
s→−∞
u(s, t) = y0(t), lim
s→−∞
u(s, t) = y1(t)
exist uniformly in t ∈ [0, 1]. The action functional satisfies∫
R
∫
[0,1]
|∂su|2gtdtds = A(y1)−A(y0),where gt(v, w) = ω(v, Jtw)
In the two special cases below, and in the general case, we always pick H so that
φH1 (L0) and L1 have Morse-Bott intersection. (L0, L1 have Morse-Bott (or clean)
intersection if Tx(L0 ∩L1) = TxL0 ∩ TxL1, x ∈ L0 ∩L1. If L1 = Γ(df) ⊂ T ∗L0, this
means f is Morse-Bott.) Then we set
Y = L0 ∩ (φH1 )−1(L1),
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and choose a Morse-Smale pair (f, g) on Y ; we denote the restriction to the com-
ponent C ⊂ Y by (fC , gC).
13c. A convergence condition. Here we state without proof a basic convergence
condition.
Condition 13.1. Assume L0 ∩ L1 is Morse-Bott. Then, for any
u ∈M(L0, L1, J), we have
lim
s→±∞
u(s, t) = p± (uniformly in t)
for some p± ∈ L0 ∩ L1.
Let
ev± :M(L0, L1, J) −→ L0 ∩ L1
denote the evaluation maps ev±(u) = lims→±∞ u(s, t). Given components C−, C+
of L0 ∩ L1, set
M(L0, L1, J ;C−, C+) = ev−1− (C−) ∩ ev−1+ (C+).
If p− ∈ C−, p+ ∈ C+, similar notation will denote ev−1− (p−) ∩ ev−1+ (p+).
13d. Definition of ∂ for CF (V4, V
j
2 ), CF (V
j
2 , V0) (special case I). Using the
isomorphism (13.31) we may reduce to the case H = 0. So assume H = 0, and
L0∩L1 is Morse-Bott. Further, Assume L0∩L1 consists of exactly two components
C−, C+, where the action functional for (L0, L1, H = 0) satisfies
A(C+) > A(C−).(13.33)
This is sufficient to define HF (V4, V
j
2 ) and HF (V
j
2 , V0); in those cases C+ =
Σj40, C− = K
j
+ and C+ = Σ
j
20, C− = K
j
+, respectively. One can see A satisfies
A(C−) < A(C+) in both cases because A20 = f20 and A42 = −f42 (see the end of
§11).
We have two evaluation maps
ev± :M(L0, L1, J) −→ C±.
There are two types of configurations we consider. If x, y ∈ C±, we set
M(x, y) = U(x) ∩ S(y)
If x ∈ Crit(fC+), y ∈ Crit(fC−),
M(x, y) = ev−1− (U(x)) ∩ ev−1+ (S(y)).
(If x ∈ Crit(fC−), y ∈ Crit(fC+) then M(x, y) = ∅, because of (13.33).) See figure
16. We call J regular if the linearized ∂ operator is surjective. We call ((f, g); J)
regular if J is regular, and if the evaluation map
ev+ × ev− :M(L0, L1, J) −→ C− × C+
is transverse to U(x) × S(y) for all (x, y) ∈ Crit(fC−) × Crit(fC+). Given fixed
(f, g) as above, we have that for generic J the data ((f, g); J) is regular. (See [F04,
pages 66-67], Appendix A.) For regular data M(x, y) is a smooth manifold. It has
a free R action and we denote the quotient by M∗(x, y). Define M∗(x, y) = ∅ if
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Figure 16. Schematic of Floer trajectories with gradient lines at-
tached in special cases I, II (top left, right) and a holomorphic
triangle with gradient lines attached.
x = y. For d ≥ 0, let M∗d(x, y) denote the union of the components of dimension d.
We define the differential by
∂x = Σy#M∗0(x, y) y
Here #S denotes the number of elements mod 2 of a finite set S. M∗d(x, y) will
be compact because of the usual compactness statements for holomorphic strips
and gradient lines. One can see ∂2 = 0 by looking at ∂M∗1(x, y) (and applying
gluing theorems): The holomorphic strip cannot break because there are only two
intersection components, but either of the two gradient lines can break, or the
holomorphic strip could collide with a critical point of f . (See also sketch of ∂2 = 0
in §13g.)
13e. Definition of ∂ for CF (V4, V0) (special case II). Next we discuss the case
where H = 0 and L0 ∩ L1 is Morse-Bott and consists of several isolated points
p1, . . . pl, together with several positive dimensional components C1, . . . , Ck such
that the action functional for (L0, L1, H = 0) satisfies
A(pi) > A(C1) = . . . = A(Ck),(13.34)
for all i = 1, . . . , l. This is sufficient to define HF (V4, V0); in that case Cj = Σ
j
40
and the pi are the isolated critical points of f40 : N40 −→ R. We know A = A40
satisfies (13.34) because A40 = −f40 (see the end of §11).
There are three types of configurations we consider. If x = pi for some i and
y = pj for some j then we set
M(x, y) =M(L0, L1, J ; pi, pj).
If x, y ∈ Cj for some j, then we set
M(x, y) = U(x) ∩ S(y).
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holomorphic strips. (If x ∈ Ci, y ∈ Cj , and Ci 6= Cj , then there can be no
holomorphic strip asymptotic to x and y because the action functional satisfies
A(Ci) = A(Cj).) If x = pi for some i and y ∈ Cj for some j then we set
M(x, y) = ev−1− (pi) ∩ ev−1+ (S(y)).
(Note that ev−1− (U(y)) ∩ ev−1+ (pi) is empty because of (13.34).) Regularity for J
and ((f, g), J) are defined in the same way as the last section and the differential is
defined by the same formula as before. For ∂2 = 0, the first two types of configura-
tions are exactly as in the usual Floer homology and Morse homology, so M∗1(x, y)
compactifies in the familiar way in those cases. In the third type of configurations
either the Holomorphic strip can break, or the gradient line can break, or the holo-
morphic strip can collide with a critical point of f . (See also the sketch of ∂2 = 0
in §13g.)
13f. Definition of the triangle product for V˜4, V˜
j
2 , V˜0. Recall that V˜4 ∩ V˜ j2 ,
V˜ j2 ∩ V˜0, V˜4 ∩ V˜0, j = 1, . . . , k are all of Morse-Bott type, so we have set H = 0 in
each case. Assume we have picked regular data:
((hj42, g
j
42), J˜
j
42), ((h
j
20, g
j
20), J˜
j
20), ((h40, g40), J˜40)(13.35)
for (V˜4, V˜
j
2 ), (V˜
j
2 , V˜0), (V˜4, V˜0), respectively. In fact we assume that
J˜142 = . . . = J˜
k
42, and J˜
1
20 = . . . = J˜
k
20,
and we drop the j’s from the notation and denote these J˜42, J˜20. Now we want to
define, for each j, the triangle product
µ2 : HF (V˜4, V˜
j
2 )⊗HF (V˜ j2 , V˜0) −→ HF (V˜4, V˜0).
For that, let D2 be the closed unit disk in C with the standard complex structure
and let ζ0, ζ1, ζ2 denote three distinct boundary points labeled in counter-clockwise
order, and set
V = D2 \ {ζ0, ζ1, ζ2}.
Denote by jV the restriction of the standard complex structure. Let I0,I1,I2 be
the three boundary components of V labeled in counter-clockwise order with ζ0
and ζ1 on the boundary of I0. We equip V with strip-like ends near puncture,
which means we fix proper holomorphic embeddings of the half-strip parameterizing
disjoint neighborhoods of each puncture. We regard ζ1, ζ2 as ”incoming” points
and ζ0 as an ”outgoing” point. This means that the strip-like ends for ζ0, ζ1, ζ2 are
respectively maps defined on the negative and positive half strips as follows
ǫ0 : Z+ = [0,+∞)× [0, 1] −→ V, ǫ1, ǫ2 : Z− = (−∞, 0]× [0, 1] −→ V.
Let J ∈ J (V,M, I). Assume that J is compatible with J˜40, J˜42, J˜20 in the sense
that
Jǫ0(s,t) = (J˜40)t, Jǫ1(−s,t) = (J˜42)t, Jǫ2(−s,t) = (J˜20)t.(13.36)
for all j, and all s > 0, t ∈ [0, 1]. Let M(V˜4, V˜ j2 , V˜0, J) denote the space of w ∈
C∞(V,M) satisfying
w(I0) ⊂ V˜0, w(I1) ⊂ V˜ j2 , w(I2) ⊂ V˜4,
Dw(ζ)jV = JζDw(ζ), for all ζ ∈ V, and
∫
V
w∗ω <∞.
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By assumption 13.1, we have evaluation maps
evj :M(V˜4, V˜ j2 , V˜0, J) −→ Yj , j = 0, 1, 2, where
Y0 = V˜4 ∩ V˜0, Y1 = V˜4 ∩ V˜ j2 , Y2 = V˜ j2 ∩ V˜0, and evj(w) = lim
ζ→ζj
w(ζ).
Given components Cj ⊂ Yj , we set
M(V˜4, V˜ j2 , V˜0, J ;C0, C1, C2) = ev−10 (C0) ∩ ev−11 (C1) ∩ ev−12 (C2).
Now fix j and set
C0 = Σ40, C1 = Σ
j
42, C2 = Σ
j
20.
We now specialize further and assume that Jζ |D(T ∗V˜ j2 ) = JC, for all ζ ∈ V ,
j = 1, . . . , k. (Recall that D(T ∗V˜ j2 ) ⊂ M0 ⊂ M , and there is positive dis-
tance from D(T ∗V˜ j2 ) to ∂M , so we can also have Jζ = I near ∂M .) The con-
dition Jζ |Dg2r (T ∗V˜ j2 ) = JC means that J˜40, J˜42, J˜20 have to satisfy a related con-
dition, but let us assume that is so. Then, Proposition 8.3 implies that every
w ∈ M(V˜4, V˜ j2 , V˜0; J) necessarily satisfies
evj(w) ∈ Cj , j = 0, 1, 2.
Given x0 ∈ Crit(f40|C0), x1 ∈ Crit(f j42|C2), x2 ∈ Crit(f j20|C0), we let
M(x0, x1, x2) = ev−10 (S(x0)) ∩ ev−11 (U(x1)) ∩ ev−12 (U(x2)).
We call J regular if the linearized ∂ operator is surjective. Letting ⋆ stand for the
data (13.35), we call (J, ⋆) regular if J is regular, the data (13.35) is regular, and
ev0 × ev1 × ev1 :M(V˜4, V˜ j2 , V˜0, J) −→ Y0 × Y1 × Y1
is transverse to
U(x2)× U(x1)× S(x0)
for all x0 ∈ Crit(f40|C0), x1 ∈ Crit(f j42|C2), x2 ∈ Crit(f j20|C0). In that case
M(x0, x1, x2) is a smooth manifold and we denote the union of the components of
dimension d ≥ 0 by Md(x0, x1, x2). We define
µ2(x1 ⊗ x2) = Σx0 #M0(x0, x1, x2)x0
One can see that µ2 descends to homology in the usual way: In this particular
case, a sequence wn ∈ M1(V˜4, V˜ j2 , V˜0; J) necessarily breaks at one of the gradient
trajectories in C0, C1, or C2; a holomorphic strip cannot break off for reasons we
explain in the next paragraph.
In general µ2 is more complicated: it involves finite combinations of gradient lines
and holomorphic strips attached at each vertex. (See §13g for the precise definition
in the case of the differential.) This is because a one parameter family of holomor-
phic triangles can in principle split up in that way (without reaching the boundary of
the moduli space). This, however, does not come up for the particular Lagrangians
(V˜4, V˜
j
2 , V˜0) because, due to the way the holomorphic strips arise by splitting off,
they must be attached at the vertices in a way which respects the ingoing or out-
going nature of the vertex: the −∞ (resp. +∞) end of the strip must attach to an
outgoing (resp. incoming) vertex. But in our case there is no u ∈ M(V˜4, V˜ j2 , J˜42)
which satisfies ev−(u) ∈ Σj42, and ev+(u) ∈ Kj+, because A(Σj42) > A(Kj−), and
similarly at the other two vertices.
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13g. A sketch of the general case and the continuation map. In this section
we sketch the definition of the differential, the triangle product and the continua-
tion map in the general case. In particular we explain why the Morse-Bott theory is
isomorphic to the usual theory. Such an isomorphism is given by the continuation
map, where in the target one chooses H so that the Lagrangians are transverse,
and (f, g) are constant on the resulting finite union of points. Roughly speaking,
the main new feature in the general case is that one has to count configurations of
holomorphic strips and gradient lines of arbitrary finite length; these show up in all
three definitions.
We have evaluation maps
ev± :M(L0, L1, J,H) −→ L0 ∩ (φH1 )−1(L1), ev±(u) = lims→±∞ u˜(s, t),
where we have used the isomorphism u 7→ u˜ given by (13.31).
Given critical points x, y ∈ Crit(f) and k ≥ 0, we define M(x, y; k), the space of
Floer trajectories with k cascades from x to y, as follows. For k = 0, M(x, y; 0) =
U(x) ∩ (y) ⊂ Y . For k ≥ 1, let M(x, y; k)be the space of nonconstant tuples
(u1, . . . , uk) ∈ M(L0, L1, J,H)k
such that
ev−(u1) ∈ U(x), ev+(un) ∈ S(y),
and such that for each j, 1 ≤ j ≤ k − 1, there exists a nonconstant
γj ∈ C∞(R, Y ) with γ′j(s) = −(∇gf)(γj(s))
such that
ev+(uj) = γj(0), ev−(uj+1) = γj(tj)
for some tj ≥ 0.
The reason we need such a complicated moduli space is the following. If one starts
with a one parameter family of Floer trajectories with exactly one cascade u, then u
can break at several intersection components of L0 ∩ (φH1 )−1(L1) producing several
new cascades u1, . . . uk; then these uj can slide apart along gradient lines of f and
the result is a typical element of the moduli space. All this can happen in a single
smooth family: When u breaks and slides, one does not reach the boundary of the
moduli space; the only way that happens is if one of the uj runs into a critical point
of f , or a gradient line breaks.
(J,H) is called regular if the linearized ∂(J,H) operator is surjective. ((f, g); (J,H))
is called regular if (J,H) is regular and if the product of evaluation maps
EV = ev1− × (ev2− × ev2+)× . . . (evk−1− × evk−1+ )× evk+,
EV :M(L0, L1, J,H)k −→ Y × (Y × Y )k−1 × Y,
is transverse to a suitable subset of the target involving gradient lines of (f, g). If
H, (f, g) are fixed, ((f, g); (J,H)) is regular for a generic choice of J .
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As we just described, we actually expect all of these spaces M(x, y; k) to fit to-
gether into a single smooth manifold (with corners)
M(x, y) = ∪k≥0M(x, y; k).
To see this one proves suitable gluing theorems in the case where ev+(uj) =
ev−(uj+1) for some subset of j’s.
Note that M(x, y; 0) has a free R action if x 6= y; we denote the quotient by
M∗(x, y; 0) and we set M∗(x, y; 0) = ∅ if x = y. Meanwhile, for k ≥ 1, M(x, y; k)
has a free Rk action for k ≥ 1 and we denote the quotient by M∗(x, y; k). Set
M∗(x, y) = ∪k≥0M∗(x, y; k).
We denote the union of the components of dimension d by M∗d(x, y) Given regu-
lar data ((H, J); (f, g)), we define the ungraded Morse-Bott Floer chain complex
CF (L0, L1, (H, J); (f, g)) with Z/2 coefficients to be freely generated by the critical
points of f , and we define the differential by
∂x = Σy#M∗0(x, y)y.
To sketch why ∂2 = 0, we briefly describe the compactification of M∗1(x, y; k). The
family can break in one of three ways: First, one of the holomorphic strips can
collide with a critical point of f ; second, a gradient line γj can break at some
critical point; third, a holomorphic strip uj can break right at a critical point of f
(i.e. in the limit we have two strips uj−, u
j
+ with ev+(u
j
−) = ev−(u
+
j ) = p ∈ Crit(f)).
The definition of the triangle product is the same as before except that at each
vertex of the holomorphic triangle, instead of just a single gradient line, one should
have a Floer trajectory with cascades of arbitrary finite length. This shows up
because in a one parameter family of triangles, one has at each vertex the same
behavior as for holomorphic strips.
We define the continuation map in two scenarios. First, if we want to change
the Morse-Bott (h, g) (and keep (J,H) fixed), we use the usual s-dependent gra-
dient trajectories as in Morse homology. Here the continuation map φ is defined
by counting holomorphic strips with cascades, except one of the gradient lines is
allowed to be s dependent. Second, if we want to change (J,H) we now have
two regular pieces of data: ((Jα, Hα); (fα, gα)) and ((Jβ , Hβ); (fβ , gβ)) (for fixed
L0, L1). We choose a homotopy (H
αβ , Jαβ) from (Jα, Hα) to (Jβ , Hβ). Then
the main moduli space defining φαβ , denoted Mαβ(x, y), consists of configurations
of the form: a ((Jα, Hα); (fα, gα))-Floer trajectory with cascades, followed by an
s-dependent (Jα,β , Hα,β)-holomorphic strip, followed by ((Jβ , Hβ); (fβ , gβ))-Floer
trajectory with cascades. Then φαβ(x) = Σy#M0(x, y)y.
We sketch proofs of the basic properties of φαβ . First it is easy to check that
∂αφαβ − φαβ∂β = 0 by looking at ∂M1(x, y). Also, to see that φαβ is indepen-
dent of the chosen homotopies, the usual proof suffices: One chooses a homotopy
of homotopies and uses this to define a moduli space which gives a chain homotopy
between the two continuation maps. (See [SZ92, lemma 6.3].) To see that φαα = id
one chooses constant homotopies. Then, the s-dependent holomorphic strips (or
the s-dependent gradient lines) must be constant, because otherwise they are not
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isolated. After that one is left with a Floer trajectory with cascades from say x
to y. Using a suitable notion of Maslov index µ, one can express the dimension
as µ(y) − µ(x) = 0, but a Floer trajectory with cascades will strictly increase the
index (as in Morse theory), unless it is constant. To see that φαβ ◦ φβγ = φαγ in
homology, we make the following argument. We suppress all the data except the
J ’s. For R ≥ 0, define JαγR by gluing together Jαβ and Jβγ so that
JαγR (s, t) = J
αβ(s−R, t) for s ≤ −1
JαγR (s, t) = J
αβ(s+R, t) for s ≥ 1.
Then set
M̂(x, y) = {(R, u) : R ≥ 0, u ∈M(x, y; Jα,γR )}.
Define G(x) = Σy#M̂0(x, y)y. G will be a chain homotopy between φαγ and
φγβ ◦φβα. The boundary of the one dimensional part of M̂(x, y) has points arising
in three ways. First (Rn, un) can be such that Rn −→ 0. Then un −→ u ∈
M(x, y; Jα,γ0 ), which contributes to 〈φαγ(x), y〉 (here, if z = Σiciyi then 〈z, yi〉 = ci).
Second Rn can converge to some finite number 0 < R0 < ∞, and then the α or
β cascades in the configurations un can break. This results in a contribution to a
term of the form 〈(∂α ◦ G + G ◦ ∂β)(x), y〉. Finally if Rn −→ ∞ then un −→ u,
where u can be obtained uniquely by gluing together a pair
(uαβ , uβγ) ∈M(x, z; Jαβ)×M(z, y; Jβγ)
for some z. Such u contribute terms of the form 〈φγβ ◦ φβα(x), y〉. In total we
conclude that
φαγ − φγβ ◦ φβα = ∂α ◦G+G ◦ ∂β.
13h. The Morse-Bott complex. Let f : N −→ R be a Morse-Bott function
and let g be Riemannian metric. Fix a Morse-Smale pair (h, g0) on Crit(f). For
generic g one can define a chain complex whose differential counts flow lines of f
with cascades; these are defined in the same way as above, except that instead of
holomorphic strips one has negative gradient lines of f . We call the resulting com-
plex the Morse-Bott complex. By using the continuation map one can see that its
homology is isomorphic to the usual Morse-homology. (See [F04] Appendix A for
details.)
A Regularity criterion. The definition of regularity for ((f, g); (h, g0)) is the same
as above. If f is Morse it is well known that the linearized operator
X 7→ dX
dt
+ (Hessf)(X)
is surjective along at a solution to the negative gradient equation if and only if
the corresponding stable and unstable manifolds are transverse in N . The same
argument in the Morse-Bott case shows that regularity for (f, g) is equivalent to
S(C+) and U(C−) being transverse in N , where C± are critical components of f
and we are linearizing at a gradient line γ : R −→ N satisfying γ(±∞) ∈ C±.
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13i. An exponential convergence condition. Because of nondegenerate asymp-
totics, the Fredholm theory in §13j requires that we work with Sobolev spaces with
exponential weights at the punctures. Therefore we need the convergence in con-
dition 13.1 to be exponential in suitable coordinates provided by Proposition 3.4.1
from [P94]. This states that near each p ∈ L0 ∩ L1 there is a symplectic chart
ϕ : U → B ⊂ Cn, where B is a ball centered at 0, such that ϕ(L0 ∩ U) = Rn ∩ B
and ϕ(L1 ∩ U) = ((Rk × 0) + i(0 × Rn−k)) ∩ B. Now suppose u and p+ are as in
condition 13.1. Choose a chart ϕ as above for p = p+. For s > 0 sufficiently large
we write
ϕ(u(s, t)) = (x1(s, t), x2(s, t)) + i(y1(s, t), y2(s, t)).
Say ϕ(p) = (x01, 0) + i(0, 0). Then the exponential decay condition is:
Condition 13.2. There is an r > 0 satisfying the following. For any u as in
condition 13.1, and for any multi-index I, |I| ≥ 0, there is a constant CI > 0 such
that, for s > 0 sufficiently large,
|∂I [(x1(s, t), x2(s, t)) + i(y1(s, t), y2(s, t))− (x01, 0)− i(0, 0))]| ≤ CIe−rs,
where ∂I = ∂at ∂
b
s, if I = (a, b), a, b ≥ 0. For lims→−∞ u(s, t) = p− we have
a corresponding statement where, for s < 0, the above expression is bounded by
CIe
rs.
13j. Fredholm theory and a gluing formula. In this section we specify suit-
able exponentially weighted Sobolev spaces for which the linearized ∂ operator is
Fredholm; this makes sense in view of condition 13.2. (Our approach follows [B02]
section 5.1.) Then we state a gluing formula for the Fredholm index. There we
follow to some extent [S08, §8h, 8i, 11c]. Our formula is similar to (11.17) in 11c.
13j(i). Fredholm theory for holomorphic triangles and strips. We focus on the case
of holomorphic triangles; the whole discussion applies equally well to holomorphic
strips. We use notation from §13f. Let V be a disk with three boundary punctures;
we fix strip like ends ǫj , j = 0, 1, 2 for V as in §13f. Let C0, C1, C2 be intersection
components of V˜4 ∩ V˜0, V˜ j2 ∩ V˜0, V˜ j2 ∩ V˜4 respectively. Fix p > 2 and 0 < d < r,
where r is from condition 13.2. For k ≥ 1, let
B = Bp,dk (V˜4, V˜ j2 , V˜0;C0, C1, C2)
denote the Banach space of maps w : V −→ M which are locally in Lpk ⊂ C0 and
which satisfy limζ→ζj w(ζ) = pj for some pj ∈ Cj and
(wj(s, t)− xj) ∈ Lp,dk = {f(s, t) : f(s, t)ed|s|/p ∈ Lpk}
for |s| sufficiently large. Here, wj(s, t) = (ϕj ◦ w ◦ ǫj)(s, t), and xj = ϕj(pj), where
ϕj is a chart near pj, as in condition 13.2. Fix J ∈ J (V,M, I) satisfying (13.36).
Condition 13.2 implies
M =M(J, V˜4, V˜ j2 , V˜0;C0, C1, C2) ⊂ Bp,dk
for all p > 2, k ≥ 1, 0 < d < r. Let E −→ B be the Banach bundle which has fiber
Ew = Lp,dk−1(V,Λ0,1(w∗TM)),
where this has the same definition as for B. Let ∂J : B −→ E denote the Cauchy-
Riemann operator corresponding to J . By elliptic regularity ∂
−1
J (0) ⊂ B consists of
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smooth solutions, and coincides with M. At each w ∈M we have the linearization
D(∂J)w : TwB −→ Ew.
We identify
TwB ∼= RN ⊕ Lp,dk (V,w∗TM,F ),
N = ΣjdimCj , and L
p,d
k (V,w
∗TM,F ) denotes the Banach space (defined as before)
of sections X : V −→ w∗TM with Lagrangian boundary conditions X(Ik) ⊂ F |Ik,
k = 0, 2, 4, where F |I0 = (w|I0)∗(T V˜0), F |I1 = (w|I1)∗(T V˜ j2 ), F |I2 = (w|I2)∗(T V˜4).
Here, the RN factor corresponds to choosing a basis of solutions to
i∂tv + Sj(t)v = 0, v(0) ∈ Rn, v(1) ∈ (Rk × {0})⊕ i({0} × Rn−k)
on [0, 1], say vjk, k = 1, . . . , dimCj . Take a monotone bump function ρj(s, t) = ρj(s)
defined on each strip like end which is 0 near s = 0 and equal to 1 for large |s|.
Then, ρj(s)v
j
k(t) span the subspace of TuB corresponding to RN above. Near a
puncture ζj , D(∂J )w has the form
∂s + i∂t + Sj(s, t)
where s > 0 or s < 0 depending on j, and Sj(s, t) is a smooth family of matrices in
Cn×n, with
Sj(t) = lim
s−→±∞
Sj(s, t)
symmetric, see [RS01, p. 10].
Lemma 13.3. The operator
D(∂J)u : R
N ⊕ Lp,dk (u∗TM) −→ Eu
is Fredholm,
Proof. First, it suffices to prove that the restriction to Lp,dk (u
∗TM) is Fredholm,
because we are throwing away only a finite dimensional space. Next, consider the
isomorphisms
ϕ : Lp,dk (u
∗TM) −→ Lpk(u∗TM)
ϕ′ : Lp,dk−1(Λ
0,1(u∗TM)) −→ Lpk−1(Λ0,1(u∗TM))
given by multiplication by ed|s|/k on the strip-like ends and by 1 elsewhere. (Note
that for s = 0, ed|s|/k = 1, so this makes sense.) Now the restriction D′ =
D(∂J)u|Lp,dk (u∗TM) has the form ∂s + i∂t + Sj(s, t) near each puncture, so ϕ ◦
D′ ◦ ϕ−1 : Lpk(u∗TM) −→ Lpk−1(Λ0,1(u∗TM)) has the form
∂s + i∂t + Sj(s, t)± d/p.
Because of the perturbation ±d/p, this is a standard Cauchy-Riemann type oper-
ator with nondegenerate asymptotics, hence this operator is Fredholm, and so the
original operator is too. 
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13j(ii). A gluing formula. Take two Riemann surfaces S1, S2, which we suppose for
simplicity are of the form D2 minus some boundary punctures. We assume S1, S2
are equipped with strip-like ends. Suppose that Ej −→ Sj is a symplectic vector
bundle and Fj −→ ∂Sj is a Lagrangian sub-bundle of Ej |∂Sj . We assume that, in
a suitable symplectic trivialization of Ej , Fj is asymptotic at each puncture ζ to
fixed Lagrangian subspaces F−ζ , F
+
ζ ⊂ Cn, where F−ζ , F+ζ is the counter-clockwise
order along ∂Sj . Suppose now that each Sj is equipped with a Cauchy-Riemann
type operator ∂j , which is of the form
∂s + i∂t + S
j
ζ (s, t)
in the trivialization restricted to the strip-like end. Let ζ+ be an out going puncture
of S1, and ζ− an incoming puncture of S2. Given l > 0 can glue together S1 \
ǫ+([0, 1]× (l,∞)) and S2 \ ǫ+([0, 1]× (−∞, l)) by identifying ǫ+([0, 1]× [0, l]) with
ǫ−([0, 1]×[−l, 0]), via ǫ+(t, s) 7→ ǫ−(t,−s); we denote the result by S1#lS2. Assume
that the asymptotic Lagrangian boundary conditions match up, (F1)
±
ζ = (F2)
∓
ζ , and
the Cauchy-Riemann operators agree asymptotically:
S1ζ+(t) = lims→∞
S1ζ+(s, t) = lims→−∞
S2ζ−(s, t) = S
1
ζ−(t).
Then one can glue all the data over S1#lS2 for l >> 0 and get E1#E2, F1#F2,
and ∂1#∂2. (To do this we should assume that F1, F2, S
1
ζ+(s, t), S
2
ζ−(s, t) are
asymptotically constant, which can be arranged by a compact perturbation.) In
the transverse case (i.e. if (Fj)
−
ζ ∩ (Fj)+ζ is transverse), there is a gluing formula
index (∂1#∂2) = index (∂1) + index (∂2).
To prove it, one first reduces to the case where the operators are surjective by a
finite dimensional stabilization argument. Then one proves an isomorphism
Ker(∂1#∂2) ∼= Ker(∂1)⊕Ker(∂2)
by taking a pair (X1, X2) on the right hand side, patching them together to get
an approximate solution on the left hand side and then orthogonally projecting to
yield an exact solution. (See [S95] for example.)
In the case where the Lagrangians intersect in a Morse-Bott fashion, we can try
the same type of argument, but in this case if (X1, X2) ∈ Ker(∂1)⊕Ker(∂2) then
(X1, X2) must agree asymptotically in order for the patched together element to be
an approximate solution to (∂1#∂2)(X) = 0. Therefore one gets an isomorphism of
the following type. Let T = (F1)
−
ζ− ∩ (F1)+ζ− = (F1)−ζ+ ∩ (F1)+ζ+ , and let Rk ⊂ RN+ ,
Rk ⊂ RN− denote the corresponding subspaces, where RN± is as in lemma 13.3.
Let ∆ ⊂ RN+ × RN− denote the codimension k subspace of elements (x, y) whose
components (x′, y′) in Rk × Rk ⊂ RN+ × RN− are equal. The patching argument
shows that
Ker(∂1#∂2) ∼= Ker(∂1 ⊕ ∂2)|(∆ ⊕ Lp,dk ⊕ Lp,dk )
and from this one concludes that
(13.37) index (∂1#∂2) = index (∂1) + index (∂2)− k.
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