We show that for a given bounded Apollonian circle packing P, there exists a constant c > 0 such that the number of circles of curvature at most T is asymptotic to c · T α as T → ∞. Here α ≈ 1.30 is the residual dimension of the packing. For P integral, let π P (T ) denote the number of circles with curvature bounded by T and prime. Similarly let π P 2 (T ) be the number of pairs of tangent circles with prime curvatures less than T . We obtain the upper bounds π P (T ) ≪ T α / log T and π P 2 (T ) ≪ T α /(log T ) 2 , which are sharp up to constant multiple. The main ingredient of our proof is the equidistribution of long horospheres in the unit tangent bundle of an infinite volume hyperbolic 3-manifold Γ\H 3 under the assumption that the Hausdorff dimension of the limit set of Γ exceeds one.
. Generations 1-3. See Figure 1 showing the first three generations of this procedure, where each circle is labelled with its curvature (that is, the reciprocal of its radius). Unlike the inner circles, the bounding circle is oriented so that its "outward" normal vector points into the packing. In Figure 2 the outermost circle has curvature −1 (the sign conveys its orientation).
The astute reader would do well to peruse the lovely series of papers by Graham, Lagarias, Mallows, Wilks, and Yan on this beautiful topic, especially [14] and [13] , as well as the recent letter of Sarnak to Lagarias [33] which inspired this paper.
Counting circles in an Apollonian packing: A circle packing can be either bounded or unbounded, see Figure 3 for an example of the unbounded case. In a bounded circle packing P, there is always a unique largest circle in P containing the whole packing.
For P bounded, denote by N P (T ) the number of circles in the packing whose curvature is at most T , i.e., whose radius is at least 1/T . As P is bounded, N P (T ) is finite for any given T > 0.
The main goal of this paper is to obtain an asymptotic formula for N P (T ) as T tends to infinity. To describe our results, recall that the residual set of P is defined to be the subset of the plane remaining after the removal of all of the interiors of circles in P. Let α = α P denote the Hausdorff dimension of the residual set of P. As any Apollonian packing can be moved to any other by a Möbius transformation, it follows that α does not depend on P. The current record towards the exact value of α = 1.30568 (8) is due to McMullen [27] .
Boyd [6] showed in 1982 that given a bounded circle packing P,
This confirmed Wilker's prediction [39] based on computer experiments. Regarding an asymptotic formula for N P (T ), it was not clear from the literature whether one should conjecture a strictly polynomial growth rate. In fact, Boyd's numerical experiments led him to wonder whether "perhaps a relationship such as N P (T ) ∼ c · T α (log(T /c ′ )) β might be more appropriate" (see [6] page 250).
In this paper, we show that N P (T ) has a purely polynomial asymptotic formula.
Theorem 1.1. Given a bounded Apollonian circle packing P, there exists c = c(P) > 0 such that N P (T ) ∼ c · T α , as T → ∞. Remark 1.2. Our methods also prove this theorem for an unbounded packing which is contained between two parallel lines, i.e., one which is congruent to the packing in Figure 3 . In this situation, one alters the definition of N P (T ) to count circles in a fixed period.
In [6] , Boyd actually considered the more general problem of counting those circles in a packing which are contained in a curvilinear triangle R; let N R (T ) count the circles having curvature at most T (see Fig. 4 ). For this question, it does not matter whether or not the full packing is bounded; the counting function N R (T ) is always well-defined. Since two such triangles are bi-Lipschitz equivalent, it follows from Theorem 1.1 that there exist constants c 1 , c 2 > 0 such that for all T ≫ 1,
Though we believe that the asymptotic formula N R (T ) ∼ c · T α always holds, our techniques cannot yet establish this fact in full generality. For the packing which is congruent to Figure 3 and R a maximal curvilinear triangle (i.e., any triangle in Figure 3 whose inscribed circle has curvature 4), our Remark 1.2 solves the problem for this special case.
Primes and twin primes in an integral packing: A quadruple (a, b, c, d) of the curvatures of four circles in a Descartes configuration is called a Descartes quadruple. The Descartes circle theorem (see e.g. [8] ) states that any Descartes quadruple (a, b, c, d) satisfies the quadratic equation 1 :
Given any three mutually tangent circles with distinct points of tangency and curvatures a, b, c, there are exactly two circles which are tangent to all of the given ones, having curvatures d and d ′ , say. It easily follows from (1.3) that (1.4) d + d ′ = 2(a + b + c).
In particular, this shows that if a Descartes quadruple (a, b, c, d) corresponding to the initial four circles in the packing P is integral, then every circle in P also has integral curvature, as first observed by Soddy in 1937 [35] . Such a packing is called integral.
It is natural to inquire about the Diophantine properties of an integral Apollonian packing, such as how many circles in P have prime curvatures. By rescaling, we may assume that P is primitive, that is, the greatest common divisor of the curvatures is one. 2 We call a circle prime if its curvature is a prime number. A pair of prime circles which are tangent will be called twin prime circles. Denote by π P (T ) the number of prime circles in P of curvature at most T , and by π P 2 (T ) the number of twin prime circles in P of curvatures at most T .
Sarnak showed in [33] that there are infinitely many prime and twin prime circles in any primitive integral packing P, and that π P (T ) ≫ T
Using the recent results of Bourgain, Gamburd and Sarnak in [5] on the uniform spectral gap property of Zariski dense subgroups of SL 2 (Z), together with the Selberg upper bound sieve, we prove: Theorem 1.5. Given a bounded primitive integral Apollonian circle packing P, π P (T ) ≪ T α log T and π P 2 (T ) ≪ T α (log T ) 2 .
Remarks:
(1) In light of Theorem 1.1, these bounds are only off by a constant multiple from the expected asymptotics. (2) One can also use our methods to give lower bounds for almost primes in a packing. A circle in P is called R-almost prime if its curvature is the product of at most R primes. Similarly, a pair of tangent circles is called R-almost twin prime if both circles are R-almost prime. Employing Brun's combinatorial sieve, our methods show the existence of R 1 , R 2 > 0 (unspecified) such that the number of R 1almost prime circles in P whose curvature is at most T is ≍ T α log T , 3 and that the number of pairs of R 2 -almost twin prime circles whose curvatures are at most T is ≍ T α (log T ) 2 . 4 A suitably modified version of Conjecture 1.4 in [5] , a generalization of Schinzel's hypothesis, implies that the above remains true for R 1 = 1 and R 2 = 2 (see the discussion in [5, Ex D] ).
Orbital counting of a Kleinian group in a cone: By Descartes' theorem (1.3), any Descartes quadruple (a, b, c, d) lies on the cone Q(x) = 0, where Q denotes the quadratic form
. 4 The infinitude and in fact Zariski density of R-almost prime and twin prime circles is obtained in [5] . The difference between our statements and theirs is that we can count with an archimedean norm. Neither method can specify R1 or R2, due to the lack of an explicit spectral gap, see [3] .
In light of (1.4), one can "flip" the quadruple (a, b, c, d) into (a, b, c, d ′ ) via multiplication by S 4 , where
Let A denote the so-called Apollonian group generated by these reflections, that is A = S 1 , S 2 , S 3 , S 4 , and let O Q be the orthogonal group preserving Q. It is clear that A < O Q (Z). As Q has signature (3, 1), A is a Kleinian group; moreover one can show that A has infinite index in O Q (Z). For a fixed packing P, there is a labelling by the Apollonian group A of all the (unordered) Descartes quadruples in P. Moreover the counting problem for N P (T ) amounts to counting elements in the orbit ξ P · A t ⊂ R 4 of maximum norm at most T , where ξ P is the unique root quadruple of P (see Def. 2.1).
We prove the following more general counting theorem: Let ι : PSL 2 (C) → SO F (R) be a real linear representation, where F is a real quadratic form in 4 variables with signature (3, 1). Let Γ < G := PSL 2 (C) be a geometrically finite Kleinian group. The limit set of Γ is the set of accumulation points of Γ-orbits in the ideal boundary ∂ ∞ (H 3 ) of the hyperbolic space H 3 . We assume that the Hausdorff dimension δ Γ of the limit set of Γ is strictly bigger than one. Theorem 1.6. Let v 0 ∈ R 4 be a non-zero vector lying in the cone F = 0 with a discrete orbit v 0 Γ ⊂ R 4 . Then for any norm · on R 4 , as T → ∞,
where c > 0 is explicitly given in Theorem 7.1.
There are two main difficulties preventing existing counting methods from tackling the above asymptotic formula. The first is that Γ is not required to be a lattice in G (recall that the Apollonian group A has infinite index in O Q (Z)), so Patterson-Sullivan theory enters in the spectral decomposition of the hyperbolic manifold Γ\H 3 . This is the reason why our method works only under the assumption that the Hausdorff dimension δ Γ exceeds 1. Fortunately the Apollonian group falls under the purview of our theorem. The second difficulty noted by Sarnak in [33] stems from the fact that the stabilizer of v 0 in Γ may not have enough parabolic elements; in the application to bounded Apollonian packings, the stabilizer is indeed finite.
In the similar situation of an infinite area hyperbolic surface, the counting problem in a cone with respect to a Euclidean norm was solved in Kontorovich's thesis [20] , under the assumption that the stabilizer of v 0 in Γ is co-compact in the stabilizer of v 0 in G. The methods developed here are quite different. Our approach to the counting problem is via the equidistribution of horospherical flows on hyperbolic 3-manifolds; see the next subsection. Our proof of the equidistribution works for hyperbolic surfaces as well, and in particular solves the counting problem in [20] for any norm and without assumptions on the stabilizer. In [19] , we apply the methods of this paper to the problem of thin orbits of Pythagorean triples having few prime factors.
Equidistribution of long horospheres in hyperbolic 3-manifolds: Let Γ be a geometrically finite torsion-free discrete subgroup of PSL 2 (C). The main ingredient of our proof of Theorem 1.6 is the equidistribution of long closed horospherical flows in a hyperbolic 3-manifold Γ\H 3 . Set
The hyperbolic space H 3 and its unit tangent bundle T 1 (H 3 ) can be identified with the quotients PSL 2 (C)/ PSU(2) and PSL 2 (C)/M respectively. Denoting by [u] the image of u ∈ PSL 2 (C) under the quotient map PSL 2 (C) → In the case of the modular surface SL 2 (Z)\H 2 , it is a theorem of Sarnak's [34] that such long horocycle flows are equidistributed with respect to Haar measure and his proof yields a best possible error term. The equidistribution of long horospheres for any finite volume hyperbolic manifold can also be proved using the mixing of geodesic flows. This is well known and appears already in the thesis of Margulis in 1970, which appeared 34 years later [23] (see also [11] ).
Alternatively, one can also use the measure classification for horospherical flows of Dani [10] and Ratner [31] . This has been carried out recently by Salehi Golsefidy and Mohammadi [28] for any finite volume homogeneous space of an arbitrary semisimple Lie group.
In what follows we describe our equidistribution result for horospherical flows on infinite volume hyperbolic 3 manifolds. We denote byΩ Γ the set of vectors (p, v) in the unit tangent bundle T 1 (H 3 ) such that the end point of the geodesic ray tangent to v belongs to the limit set Λ(Γ) and byΩ Γ its image under the projection of T 1 (H 3 ) to T 1 (Γ\H 3 ). Roblin [32] , generalizing the work of Burger [7] , showed that for a non-elementary geometrically finite discrete subgroup Γ, there exists a Radon measureμ on T 1 (Γ\H 3 ) which is unique up to constant multiple, invariant under horospherical flows, and supported onΩ Γ and which gives 0 measure to all closed horospherical flows.
Assuming δ Γ > 1, Sullivan [37] showed, generalizing the work of Patterson [29] , that there exists a unique positive eigenfunction φ 0 of the Laplacian operator on Γ\H 3 of lowest eigenvalue δ Γ (2 − δ Γ ) and of unit L 2 -norm.
Note that the closed orbit Γ\ΓN is an embedding of a complex plane C, of a cylinder, or of a torus inside T 1 (Γ\H 3 ). As φ 0 > 0, it is a priori not clear whether the integral
converges. We show that for any y > 0, the integral φ N 0 (a y ) does converge and is of the form
In view of the isomorphisms Γ\H 3 = Γ\G/K and T 1 (Γ\H 3 ) = Γ\G/M where G = PSL 2 (C) and K = PSU(2), the following theorem shows that the orthogonal translations of closed horospherical flows are equisdistributed in T 1 (Γ\H 3 ) with respect to the measureμ. Theorem 1.7. Let Γ < G be a geometrically finite torsion-free discrete subgroup with δ Γ > 1 and let Γ\ΓN be closed.
(1) There exists ǫ > 0 such that for any ψ ∈ C ∞ c (Γ\G) K , and for all small y > 0
where the implied constant depends only on the Sobolev norm of ψ.
(2) For any ψ ∈ C c (Γ\G) M , as y → 0,
whereμ is normalized so thatμ(φ 0 ) = 1.
As y → 0, the integral of any function ψ ∈ C c (Γ\G) M along the orthogonal translate Γ\ΓN a y converges to 0 with the speed of order y 2−δ Γ . The first claim implies that for ψ ∈ C c (Γ\G) K , as y → 0,
Remarks. Our proofs are different from the finite volume case in a number of aspects, for instance:
(1) We require the classification of closed horospherical flows; see Dal'bo's result (Theorem 3.3).
(2) We need to understand the precise behavior of the base eigenfunction φ 0 along the long horospheres, see Proposition 4.6. For this and the previous point, we make crucial use of the assumption that Γ is geometrically finite. (3) We further require the approximation of an N -integral φ N 0 (a y ) of φ 0 by the correlation function of φ 0 and an ǫ-approximation function along geodesic flow, see Proposition 4.11. (4) The usual mixing arguments alone do not work in this generality.
The error terms which arise from mixing combine with those coming from the spectral gap to overtake the main term! We develop a recursive argument which improves the error upon each iteration, and halts in finite time, once the main term is dominant; see the proof of Theorem 6.1. (5) Overcoming the above difficulties is sufficient only for counting with respect to a K-invariant norm (whereas for the application to Apollonian packings, we are required to consider the max norm). To extend our argument to the unit tangent bundle, that is, to deduce (2) from (1) 
as observed by Descartes in 1643 (see [8] for proof). Any quadruple (a, b, c, d) satisfying this equation is called a Descartes quadruple. A set of four mutually tangent circles with disjoint interiors is called a Descartes configuration.
We denote by Q the Descartes quadratic form given by
Hence v = (a, b, c, d) is a Descartes quadruple if and only if vQv t = 0. The orthogonal group corresponding to Q is given by
One can easily check that the Apollonian group A := S 1 , S 2 , S 3 , S 4 defined in the introduction is a subgroup of O Q (Z) := O Q ∩ GL 4 (Z).
Let P be a given bounded Apollonian circle packing. Theorem 3.2 (1) and (3) in [13] show that P contains a unique Descartes root quadruple ξ := (a, b, c, d) with a < 0.
Let w (n) be a non-returning walk away from the root quadruple ξ along the Apollonian group, i.e.,
Then w (n) is obtained from w (n−1) by changing one entry, and moreover the new entry inserted is always the largest entry in the new vector (see the proof of [13, Thm 3.3] 5 ). Thus the set of curvatures occurring in P, counted with multiplicity, consists of the four entries in ξ, together with the largest entry in each vector γξ t as γ runs over all elements of the Apollonian group A.
Recall that N P (T ) denotes the number of circles in P of curvature at most T . As P is bounded, the stabilizer of ξ in A t is easily seen to be finite.
(1) For all T ≫ 1,
(2) the orbit ξA t is discrete in R 4 .
Proof. The first part follows immediately from the discussion above. The second part follows from the fact that N P (T ) < ∞ (again as P is bounded).
We remark that there are bounded packings which are not multiples of integral packings: for instance, v 0 = (3 − 2 √ 3, 1, 1, 1) is a Descartes root quadruple which defines a bounded Apollonian packing. This is obvious from the viewpoint of geometry, but it is not at all clear a priori that the orbit v 0 A t should be discrete.
Note that any packing P which lies between two parallel lines contains a Descartes quadruple (0, 0, c, c). By rescaling, we assume P contains ξ := (0, 0, 1, 1) so that P is given as Figure 3 . In this case, the stabilizer of ξ t in A is generated by two reflections S 3 and S 4 . Therefore if R denotes a maximal curvilinear triangle of P, then
We remark that there are other unbounded packings: by applying a suitably chosen Möbius transformation to a given packing, one can arrive at a packing which spreads uncontrollably to the entire plane, or one which is fenced off along one side by a single line.
2.2.
The residual set. We consider the hyperbolic space
with metric given by
The ideal boundary ∂ ∞ (H 3 ) of H 3 can be identified with the set of geodesic rays emanating from a fixed point x 0 ∈ H 3 . The topology on ∂ ∞ (H 3 ) is defined via the angles between corresponding rays: two points are close if and only if the angle between the corresponding geodesic rays is small.
In the upper half-space model, we can identify
Definition 2.4. For a Kleinian group Γ, the limit set Λ(Γ) of Γ consists of limit points of an orbit Γz, z ∈ H 3 in the ideal boundary ∂ ∞ (H 3 ) =Ĉ. We denote by δ Γ the Hausdorff dimension of Λ(Γ).
The residual set Λ(P) of a packing P is defined to be the complement in the Riemann sphereĈ = C ∪ {∞} of the interiors of all circles in the packing P (where the circles are oriented so that the interiors are disjoint). The Hausdorff dimension of Λ(P), say α, is independent of P. Hirst showed in [16] that α is strictly between one and two. For our purpose, we only need to know that α > 1, though much more precise estimates were made by Boyd in [6] and McMullen [27] .
Since the Descartes quadratic form Q has signature (3, 1) and hence O Q (R) = O(3, 1), we may consider the limit set of A inĈ. In this subsection, we will realize the action of A on Descartes quadruples arising from P as an action of a subgroup, Γ A , of the Möbius transformations on the Riemann sphereĈ := C ∪ {∞} in a way that the residual set of P coincides with the limit set of Γ A .
The group PSL 2 (C) acts on the Riemann sphereĈ = C ∪ {∞} by Möbius transformations. Each Möbius transformation has a unique lift to an isometry of H 3 , and PSL 2 (C) is precisely the subgroup Isom + (H 3 ) of orientation preserving isometries of H 3 .
An oriented Descartes configuration is a Descartes configuration in which the orientations of the circles are compatible in the sense that either the interiors of all four oriented circles are disjoint or the interiors are disjoint when all the orientations are reversed. Given an ordered configuration D of four oriented circles (
whereb i is the curvature of the circle which is the reflection of C i through the unit circle centered at the origin, i.e.,b
If one of the circles, say C i , is a line, we interpret the center (x i , y i ) as the outward unit normal vector and set b i =b i = 0.
Then by [14, Thm. 3.2], for any ordered and oriented Descartes configu-
where Q W is the Wilker quadratic form:
On the other hand, if Möb(2) denotes the group of Möbius transformations and GM * (2) := Möb(2)× {±I} denotes the extended Möbius group, we have the following: 
such that for any ordered and oriented Descartes configuration D,
Let D 0 denote the ordered and oriented Descartes configuration corresponding to the root quadruple ξ of P. We obtain the following isomorphism:
.
the Möbius transformation given by the inversion in the circle, say,Ĉ i , determined by the three intersection points of the circles C j , j = i. Figure 5 depicts the root quadruple (C 1 , . . . , C 4 ) as solid-lined circles and the corresponding dual quadruple (Ĉ 1 , . . . ,Ĉ 4 ) as dotted-lined circles.
Note that s i fixes C j , j = i and moves C i to the unique other circle that is tangent to C j 's, j = i.
Following the notation in [14] , we set 
Proof. If γ i := Φ D 0 (S i ), then by (2.5),
On the other hand, by [14, 3.25] ,
Each inversion s i extends uniquely to an isometry of the hyperbolic space H 3 , corresponding to the inversion with respect to the hemisphere whose boundary isĈ i . The intersection of the exteriors of these hemispheres is a fundamental domain for the action of G A (D 0 ) on H 3 .
Proposition 2.7.
(1) G A (D 0 ) is geometrically finite and discrete.
Proof. For simplicity set Γ := G A (D 0 ). The group Γ is geometrically finite (that is, it admits a finite sided Dirichlet domain) by [18, Thm.13 .1] and discrete since A is discrete and Φ D 0 is a topological isomorphism.
Clearly, Γ is non-elementary. It is well-known that Λ(Γ) is same as the set of all accumulation points in the orbit x 0 under Γ for any (fixed) x 0 ∈Ĉ. On the other hand, by [14, Thm 4.2] , Λ(P) is equal to the closure of all tangency points of circles in P and is invariant under Γ. This immediately yields Λ(Γ) ⊂ Λ(P).
If x 0 ∈ Λ(P), then any neighborhood, say U , of x 0 contains infinitely many circles. Since ∪ 1≤i≤4 Γ(C i ) is the set of all circles in P, there exist j and an infinite sequence
This proves that Λ(P) ⊂ Λ(Γ).
Set Γ D 0 to be the subgroup of holomorphic elements, that is,
since Möb (2) is the semidirect product of complex conjugation with the subgroup Möb + (2) = PSL 2 (C) of orientation preserving transformations. Then the above lemma holds with Γ D 0 in place of G A (D 0 ) as both properties are inherited by a subgroup of finite index. By Selberg's lemma, we can further replace Γ D 0 a torsion-free subgroup of finite index.
2.3. Reduction to orbital counting for a Kleinian group. Let G := PSL 2 (C) and Γ < G be a geometrically finite, torsion-free Kleinian subgroup. Suppose we are given a real linear representation ι : G → SO F (R) where F is a real quadratic form in 4 variables with signature (3, 1). As we prefer to work with a right action, we consider R 4 as the set of row vectors and the action is given by vg := ι(g)v t for g ∈ G and v ∈ R 4 . By Lemma 2.2, (2.3) and the discussions in the previous subsection, Theorem 1.1, as well as the remark following it, follows from:
Let v 0 ∈ R 4 be a non-zero vector lying in the cone F = 0 with a discrete orbit v 0 Γ ⊂ R 4 . Then for any norm · on R 4 , there exists c > 0 such that
We use the upper half space model {(x 1 , x 2 , y) : y > 0} for H 3 . The group G = PSL 2 (C) gives the group of orientation preserving isometries of H 3 . The invariant measure for the action of G and the Laplace operator are given respectively by dV = dx 1 dx 2 dy y 3 and ∆ = −y 2 ∂ 2 ∂y 2 +
. By the Iwasawa decomposition G = N AK, any element g ∈ G can be written uniquely as g = n x a y k with a y ∈ A, n x ∈ N and k ∈ K.
Also set
A Kleinian group is called non-elementary if its limit set Λ(Γ) consists of more than 2 points. Throughout this section, we suppose that Γ < G is a torsion-free, non-elementary and geometrically finite Kleinian group.
(1) A point ξ ∈ Λ(Γ) is called a parabolic fixed point if ξ is fixed by a parabolic isometry of Γ (that is, an element of trace ±2). The rank of a parabolic fixed point ξ is defined to be rank of the abelian group Γ ξ which stabilizes ξ.
(2) A parabolic fixed point ξ is called a bounded parabolic if it is of rank 2 or if there exists a pair of two open disjoint discs inĈ whose union,
is called a a point of approximation if there exist a sequence γ i ∈ Γ and z ∈ H 3 such that γ i z → ξ and γ i z is within a bounded distance from the geodesic ray ending at ξ.
Since Γ is geometrically finite, it is known by the work of Beardon and Maskit [1] that any limit point ξ ∈ Λ(Γ) is either a point of approximation or a bounded parabolic fixed point.
We denote by Vis the visual map from T 1 (H 3 ) to the ideal boundary ∂ ∞ (H 3 ) which maps the vector (p, v) to the end of the geodesic ray tangent to v.
• We denote byΩ Γ ⊂ T 1 (H 3 ) the set of vectors (p, v) whose the image under the visual map belongs to Λ(Γ).
We note thatΩ Γ is a closed set, invariant under both geodesic flows and horospherical flows. For comparison, if Γ has finite co-volume, then
For u ∈ PSL 2 (C), we denote by [u] its image in PSL 2 (C)/M , which we may consider as a vector in T 1 (H 3 ). The horospherical flow under the vector [u] in Γ\ T 1 (H 3 ) corresponds to Γ\uN M/M , which will be simply denoted by Γ\Γ[u]N . We note that u(∞) is identified with Vis[u].
(2) The orbit Γ\ΓuN is closed if and only if either u(∞) / ∈ Λ(Γ) or u(∞) is a bounded parabolic fixed point for Γ.
The first part was proved in [9, Prop. C and Cor. 1] under the condition that the length spectrum of Γ is not discrete in R. As remarked there, this condition holds for non-elementary Kleinian groups by [15] . For the second part, Dal'Bo only claimed the equivalence with the closedness of the Γ\Γ[u]N . However the above holds by the following lemma.
where Tr(γ) denotes the trace of γ. Hence γ is an elliptic element. As Γ is discrete, γ must be of finite order. As Γ is torsion-free, γ = e. This proves the first claim. The second claim follows easily from the first one, since it
Proposition 3.5. Assume that Γ\ΓN is closed. There exists a finite-sided fundamental polyhedron F ⊂ H 3 for the action of Γ, and also a fundamental domain F N ⊂ C for the action of Γ ∩ N such that for some r ≫ 1 and for some finite subset I Γ ⊂ Γ,
, then ∞ lies in the interior of ∪ γ∈I Γ γF for some finite I Γ ⊂ F. As the exteriors of hemispheres form a basis of neighborhoods of ∞ in H 3 ∪ ∂ ∞ (H 3 ), and F N = C, the claim follows. Now suppose that ∞ is a bounded parabolic fixed point of rank one. Let n v 1 ∈ Γ ∩ N be a generator for Γ ∩ N for v 1 ∈ C, and fix a vector v 2 ∈ C perpendicular to v 1 . The set F N : {(x 1 , x 2 , y) ∈ T ′ (c) :
for some large c > 0, the claim follows in this case.
If ∞ is a bounded parabolic of rank two, T ′ (c) := {(x 1 , x 2 , y) : y > c} is precisely invariant by Γ ∩ N and F − T ′ (c) is bounded away from ∞ by [24, Prop. A. 13 in VI]. Choose F N so that F ⊂ F N × R >0 . Then (3.6) holds for the same reason, and since F N is bounded,
for some large c > 0, This proves the claim. Proposition 3.7. If Γ\ΓN is closed, the following set is compact:
Proof. This is clear if ∞ is a bounded parabolic of rank two, as N ∩ Γ\N is compact. If ∞ / ∈ Λ(Γ), then Λ(Γ) is a compact subset of C, and hence the claim follows. In the case when ∞ is a bounded parabolic of rank one, the claim follows from the well-known fact that Λ(Γ) lies in a strip of finite width (see [38, Pf. of Prop. 8.4.3] ). This can also be deduced from Proposition 3.5 using the fact that the intersection of the convex core of Γ\H 3 and the thick part of the manifold Γ\H 3 is compact for a geometrically finite group. Proof. Let F N and F be as in Proposition 3.5. If F N is bounded, there is nothing to prove. Hence by Theorem 3.3, we may assume that either ∞ / ∈ Λ(Γ) or ∞ is a bounded parabolic fixed point of rank one. To prove the proposition, suppose on the contrary that there exist sequences n j ∈ F N → ∞, a j ∈ A, γ j ∈ Γ and w j ∈ J such that n j a j = γ j w j . As J is bounded, we may assume w j → w ∈ G by passing to a subsequence. Then γ −1 j n j a j → w. Let γ 0 ∈ Γ be such that γ 0 w(0, 0, 1) t ∈F. By the geometric finiteness of Γ, there exists a finite union, say F ′ , of translates of F such that γ 0 w j (0, 0, 1) t ∈ F ′ for all large j.
As n j → ∞, the Euclidean norm of n j a j (0, 0, 1) t goes to infinity, and hence by Proposition 3.5, n j a j (0, 0, 1) t ∈ F for all large j.
Therefore for all large j, γ 0 γ −1 j n j a j (0, 0, 1) t = γ 0 w j ∈ F ′ ∩ γ 0 γ j (F). Since F ′ ∩ γ 0 γ j (F) = ∅ for only finitely many γ j 's, we conclude that {γ j } must be a finite set. As n j a j = γ j w j ∈ γ j J, n j a j must be a bounded sequence, contradicting n j → ∞.
Note that N (J) is defined so that for all y > 0, (1) The set N (J) defined in (3.9) is bounded.
(2) For any function η ∈ C c (N ∩ Γ\N ) with η| N (J) ≡ 1, we have for all y > 0,
Proof. The first claim is immediate from the above proposition. For (2), it suffices to note that ψ(na y ) ≡ 0 for n outside of N (J), and hence
Using η ≡ 1 on N (J), the claim follows.
The base eigenfunction φ 0
In this section, we assume that Γ < G = PSL 2 (C) is a geometrically finite torsion-free discrete subgroup and the Hausdorff dimension δ Γ of the limit set Λ(Γ) is strictly bigger than one. Assume also that Γ\ΓN is closed.
By Sullivan [37] , there exists a unique positive L 2 -eigenfunction φ 0 of the Laplace operator ∆ on Γ\H 3 with smallest eigenvalue δ Γ (2 − δ Γ ) and of unit norm. In this section, we study the properties of φ 0 along closed horospherical flows.
Fix the point j := (0, 0, 1) ∈ H 3 . Via the Iwasawa decomposition G = N AK, we have an identification of N A with H 3 , since n x a y j = (x, y) for x ∈ C and y > 0.
Sullivan [37] constructed a unique finite measure, say ν 0 , supported on Λ(Γ) having conformal density of dimension δ Γ :
Here g ′ denotes the derivative of the fractional linear transformation of g in a fixed spherical metric inĈ.
In identifying the boundary of H 3 with K/M , we may define the following measureμ on T 1 The base eigenfunction φ 0 can be explicitly written as the integral of the Poisson kernel against ν 0 :
where we have identified Λ(Γ) as a subset of C ∪ {∞}.
The main goal of this section is to study the average of φ 0 along the translates Γ\ΓN a y . To this end, define
We will show that the integral above converges, and moreover that all of the action in this integral takes place only above the limit set. Recall the bounded set (see Proposition 3.7):
If ∞ is a bounded parabolic fixed point of rank one, then there exists a vector v 1 ∈ R 2 such that n v 1 is a generator for N ∩ Γ. Fixing vector v 2 perpendicular to v 1 , we arrive at a basis {v 1 , v 2 } for R 2 , i.e., we can decompose x ∈ R 2 as x = x 1 v 1 + x 2 v 2 . 
and φ N 0 (a y ) ≫ y 2−δ Γ for all 0 < y ≪ 1.
Proof. Choose a fundamental domain F N for (N ∩ Γ)\N and set Λ = Λ(Γ). We first show that φ N 0 (a y ) ≫ y 2−δ Γ for all 0 < y ≪ 1. Observe that for a subset B ⊂ F N ,
where the interchange of orders is justified since everything is nonnegative, and the last equality is obtained by the change of variables w = 1 y (x − u). Using polar coordinates, the following integral can be computed explicitly:
Take a compact subset R ⊂ Λ. Then for all small y,
We now show (4.7), which decomposes into two cases. Case I: ∞ / ∈ Λ(Γ). We have inf
Then, using polar coordinates for w,
This proves the first claim for the case ∞ / ∈ Λ(Γ). Case II: ∞ is a bounded parabolic fixed point of rank one.
We may assume without loss of generality that Γ ∩ N is generated by (1, 0), that is, x → x + 1, and F N = {(x 1 , x 2 ) : 0 ≤ x 1 < 1, x 2 ∈ R}. We have inf
x / ∈B,u∈Λ(Γ)
By (4.1), we deduce
Insert (4.4), reverse orders of integration, and send x 1 → x 1 − u 1 and
Now reverse orders again. The condition
The condition
becomes two pieces: and
The integral for the S 1 piece satisfies
after a change of variables u 1 → u 1 + x 1 and invoking (4.8). The innermost integral is clearly bounded absolutely for any fixed x 1 . It is also obvious that as |x 1 | → ∞, the innermost integral remains bounded independent of x 1 . Thus
The x 1 integral can be evaluated explicitly:
Hence the integral of φ 0 for the S 2 ∩ B c piece is:
The above integral is treated in the same way as I S 1 (y), yielding
Hence φ N 0 (a y ) is well-defined. Proposition 4.9. For any y > 0, there exist c φ 0 > 0 and d φ 0 ≥ 0 such that
As both y δ Γ and y 2−δ Γ satisfy the above differential equation, we have
In this case F N = C, we can further conclude that d φ 0 = 0 as follows:
As
Let µ denote the Haar measure on G = N AK such that dµ(n x a y k) = y −3 dxdydk where dk is the probability Haar measure on K. We denote by N − the strictly lower triangular subgroup of G:
Fix a left-invariant Riemannian metric d on G and denote by U ǫ the ball of radius ǫ about e in G.
Definition 4.10.
• We fix a non-negative function η ∈ C ∞ c (Γ ∩ N \N ) with η = 1 on a bounded subset of F N which properly covers Λ N (Γ).
• Fix ǫ 0 > 0 so that for the ǫ 0 -neighborhood U ǫ 0 of e, the multiplication map
is a bijection onto its image. • For each ǫ < ǫ 0 , let r ǫ be a non-negative smooth function in AN − M whose support is contained in
and Wǫ r ǫ dν = 1. • We define the following function ρ η,ǫ on Γ\G which is 0 outside supp(η)U ǫ 0 and for g = n x an − m ∈ supp(η)(
Proposition 4.11. We have for all small 0 < ǫ ≪ ǫ 0 and for all 0 < y < 1,
Then nha y = na yy 0 n − yx m. As the product map A × N × K → G is a diffeomorphism and hence a bi-Lipschitz map, there exists ℓ > 0 such that the ǫ-neighborhood of e in G is contained in the product of ℓǫ-neighborhoods: A ℓǫ N ℓǫ K ℓǫ for all small ǫ > 0.
Therefore we may write n − yx = a y 1 n x 1 k 1 ∈ A ℓyǫ 0 N ℓyǫ 0 K and hence nha y = na yy 0 y 1 n x 1 k 1 m = n(a yy 0 y 1 n x 1 a −1 yy 0 y 1 )a yy 0 y 1 k 1 m = n(n x 1 yy 0 y 1 )a yy 0 y 1 k 1 m.
as |y 0 − 1| = O(ǫ) and |y 1 − 1| = O(yǫ).
As r ǫ dν(h) = 1, we deduce by [12, 4.6] .
Spherical functions and spectral bounds
Since the Casimir operator is equal to the Laplace operator ∆ on Kinvariant functions, this immediately implies the following:
Then there exist c s > 0 and ǫ > 0 such that for all small y < 1,
In the unitary dual of G, the spherical part consists of the principal series and the complimentary series. We use the parametrization of s ∈ {1 + iR, [1, 2] } so that s = 2 corresponds to the trivial representation and the vertical line 1 + iR corresponds to the tempered spectrum. Then the complimentary series is parametrized by V s , 1 < s ≤ 2 defined before.
Let {X i } denote an orthonormal basis of the Lie algebra of K with respect to an Ad-invariant scalar product, and define ω := 1 − X 2 i . This is a differential operator in the center of the enveloping algebra of Lie(K) and acts as a scalar on each K-isotypic component of V s . Proposition 5.2. Fix 1 < s 0 ≤ 2. Let (V, π) be a representation of G which does not weakly contain any complementary series representation V s with parameter s ≥ s 0 . Then for any ǫ > 0, there exists c ǫ > 0 such that for any smooth vectors w 1 , w 2 ∈ V , and y < 1,
Proof. As a G-representation, π has a Hilbert integral decomposition π = z∈Ĝ ⊕ mz ρ z dν(z) whereĜ denotes the unitary dual of G, ρ z is irreducible and m z is the multiplicity of ρ z , and ν is the spectral measure onĜ. By the assumption on π, ρ z is either tempered or isomorphic to π s for 1 ≤ s ≤ s 0 . As 1 ≤ 3 − s 0 ≤ 2, there exists the complementary series (V 3−s 0 , π 3−s 0 ). We claim that the tensor product ρ z ⊗ π 3−s 0 is a tempered representation. Recall that an irreducible representation of G is tempered if and only if there exists a dense subset of vectors whose matrix coefficients are L 2+ǫ -integrable for any ǫ > 0. If ρ z is tempered, ρ z ⊗ π 3−s 0 is clearly tempered. If ρ z is isomorphic to π s for some 1 ≤ s ≤ s 0 , and v z denotes the spherical vector of ρ z of norm one, then
Since the Haar measure on G satisfies d(k 1 a y k 2 ) ≍ y −3 dk 1 dydk 2 for all 0 < y ≤ 1, it follows that the matrix coefficient
is L 2+ǫ -integrable for any ǫ > 0. This implies that the matrix coefficient of any linear combinations of g(v z ⊗ v 3−s 0 ), g ∈ G is also L 2+ǫ -integrable for any ǫ > 0. As they form a dense subset of vectors in the representation ρ z ⊗ π 3−s 0 , it follows that ρ z ⊗ π 3−s 0 is tempered.
Since π ⊗ π 3−s 0 = z ⊕ mz (ρ z ⊗ π 3−s 0 )dν(z), we deduce that π ⊗ π 3−s 0 is tempered.
We now claim that for any ǫ > 0, there is a constant c ǫ > 0 such that any K-finite unit vectors w 1 and w 2 , we have
Noting that the K-span of w i ⊗ v 3−s 0 has the same dimension as the K-span of w i , the temperedness of π ⊗ π 3−s 0 implies that for any ǫ > 0, there exists a constant c ǫ > 0 such that
As a y v 3−s 0 , v 3−s 0 = c · y −1+s 0 (1 + O(y ǫ 0 )) for some ǫ 0 > 0, the claim (5.3) follows. Passing from the above bounds of (6.5) for K-finite vectors to those for smooth vectors has been detailed in [26, Pf. of Thm 6] . In particular, in the case of G = SL 2 (C), the above Sobolev norm suffices.
If Γ is a geometrically finite discrete subgroup of G with δ Γ > 1, then δ Γ (2 − δ Γ ) is the smallest eigenvalue of ∆ occurring in L 2 (Γ\G) and has multiplicity one, as shown by Sullivan [37] .
Let {Z 1 , · · · , Z 6 } denote an orthonormal basis of the Lie algebra of G. Let Γ < G be a discrete subgroup of G. For f ∈ C ∞ (Γ\G) ∩ L 2 (Γ\G), we consider the following Sobolev norm S m (f ):
Corollary 5.4. Let Γ be a geometrically finite discrete subgroup of G with δ Γ > 1. Fix 1 < s 1 < δ Γ so that there is no eigenvalue of ∆ between s 1 (2 − s 1 ) and the base eigenvalue λ 0 = δ Γ (2 − δ Γ ) in L 2 (Γ\G). Then for any ψ 1 ∈ L 2 (Γ\G) ∩ C ∞ (Γ\G) K , ψ 2 ∈ C ∞ c (Γ\G) and 0 < y < 1, a y ψ 1 , ψ 2 = ψ 1 , φ 0 a y φ 0 , ψ 2 + O(y 2−s 1 S 2 (ψ 1 ) · S 2 (ψ 2 )).
Here φ 0 ∈ L 2 (Γ\G) K is the unique eigenfunction of ∆ with eigenvalue δ Γ (2− δ Γ ) with unit L 2 -norm.
Proof. By the theorem of Lax-Phillips [22] , the Laplace spectrum on L 2 (Γ\G) K has only finitely many eigenvalues outside the tempered spectrum. Hence if we denote by t 1 (2 − t 1 ) the second smallest eigenvalue in this spectrum, then t 1 < s 1 and
Since φ 0 is the unique K-invariant vector in W δ Γ up to a constant multiple, we have ψ ⊥ 1 ∈ V K . Hence by Proposition 5.2, for any ǫ > 0 and y ≤ 1,
. As 2 − t 1 > 2 − s 1 , the claim follows.
Equidistribution of long horospherical flows
Let Γ < PSL 2 (C) be a geometrically finite Kleinian group with δ Γ > 1. Assume that Γ\ΓN is closed.
The purpose of this section is to demonstrate the following two theorems. We recall φ 0 and c φ 0 from Proposition 4.9. Theorem 6.1. Fix 1 < s 1 < δ Γ so that there is no eigenvalue of ∆ between s 1 (2 − s 1 ) and the base eigenvalue λ 0 = δ Γ (2 − δ Γ ) in L 2 (Γ\H 3 ). Then for any ψ ∈ C ∞ c (Γ\G) K ,
The following theorem is deduced from Theorem 6.1: Recall the measurê µ from (4.2) which is normalized so thatμ(φ 0 ) = 1. We claim that M is relatively compact in the set of Borel measures on T 1 (Γ\H 3 ). For any compact subset C ⊂ T 1 (Γ\H 3 ), let ψ be a K-invariant smooth non-negative function which is one on C. Then µ y (C) ≤ µ y (ψ).
As µ y (ψ) →μ(ψ) by Theorem 6.1, the claim follows.
It now suffices to show that any accumulation point of M is equal toμ. Let µ be an accumulation point of M, which is clearly N -invariant.
We denote by U Γ the set of vectors in T 1 (Γ\H 3 ) whose orbit under the horospherical flow is closed. As mentioned before, in the identification of Suppose on the contrary that there exist b 0 ∈ G such that Γ\Γb 0 ∈ π −1 (B) and a sequence γ k n k a y k → b 0 with γ k ∈ Γ, n k ∈ N 0 (B), y k → 0. As n k is bounded and y k → 0, {γ k ∈ Γ} is infinite, and hence γ k n k (0, 0, 1) → ξ ∈ Λ(Γ) as k → ∞. Since for any neighborhood U of [b 0 ], [γ k n k ] ∈ U a −1 y k for all large k, it follows that ξ is a point of approximation. We now claim that ξ = Vis
y k ⊂ W for all large k. Since this implies [γ k n k ](0, 0, 1) ∈ W for all large k, and hence ξ ∈ W , we obtain a contradiction.
Therefore Vis[b 0 ] = ξ and hence Vis[b 0 ] is a point of approximation, yielding a contradiction. This shows that µ(B) = 0, and consequently µ(U Γ ) = 0.
We now use the classification of ergodic horocycle invariant measures given by Roblin (Theorem 4.3) and deduce that µ = α 1μ for some α 1 ≥ 0. On the other hand, Theorem 6.1 and (4.2) shows that µ(ψ) =μ(ψ) for ψ ∈ C c (Γ\H 3 ). It follows that α 1 = 1.
The rest of the section is devoted to the proof of Theorem 6.1:
The following lemma is standard in Sobolev theory.
(2) S m (ψ) ≪ S m+1 (ψ) for each m ∈ N, where the implied constant depends only on supp(ψ). Proof. If an − m ∈ W ǫ , then (an − m)a y = a y a(a y −1 n − a y )m ∈ a y W ǫ since y < 1 and hence a y −1 contracts N − by conjugation.
Therefore as ψ is M -invariant, we have that for any
Proof of Theorem 6.1: Choose η, ǫ 0 , ρ η,ǫ be as in Def 4.10. We may further assume that η = 1 on N (supp(ψ)) by Corollary 3.10 so that (N ∩Γ)\N ψ(na y ) dn = I η (ψ)(a y ). By Proposition 4.6, we also have
For simplicity, we set ρ ǫ = ρ η,ǫ where ρ η,ǫ = η ⊗ r ǫ is defined as in Def. 4.10.
Noting that r ǫ is essentially an ǫ-approximation only in the A-direction, we obtain that S 2 (ρ ǫ ) = O(ǫ −5/2 ). Set p = 5/2. Fix ℓ ∈ N so that
Setting ψ 0 (g) := ψ(g), we define for 1 ≤ i ≤ ℓ, inductively
whereψ i−1 is given by Lemma 6.3. Applying Proposition 6.5 to each ψ i , we obtain for 0 ≤ i ≤ ℓ − 1
Note that by Corollary 5.4, we have for each
Hence for any y < ǫ,
by Proposition 4.11. Equating the two error terms in the middle gives the optimal choice ǫ = y (δ Γ −s 1 )/(p+1) . By the condition on ℓ, we then have ǫ ℓ ≪ y 2−δ Γ +ǫ 0 where ǫ 0 = 2 7 (δ Γ − s 1 ). With this choice of ǫ 0 , we can check that the two middle terms are O(y 2−δ Γ +ǫ 0 ). Therefore
Orbital counting for a Kleinian group
Let ι : G = PSL 2 (C) → SO F (R) be a real linear representation where F is a real quadratic form in 4 variables of signature (3, 1) . Let Γ < G be a geometrically finite torsion-free discrete subgroup with δ Γ > 1. Let v 0 ∈ R 4 be a non-zero (row) vector with F (v 0 ) = 0 such that the orbit v 0 Γ is discrete in R 4 .
Since the orthogonal group O F (R) acts transitively on the cone given by F = 0, there exists g t 0 ∈ O F (R) such that the stabilizer of g t 0 v t 0 is equal to N − M where N − is the strictly lower triangular subgroup. In fact, g t 0 v t 0 is unique up to homothety. Set Γ 0 = g −1 0 Γg 0 . As v 0 Γ is discrete, it follows that Γ 0 \Γ 0 N M is closed. Hence by Lemma 3.4, the orbit Γ\Γg 0 N is closed.
Denote by φ 0 ∈ L 2 (g −1 0 Γg 0 \H 3 ) the unique positive eigenfunction of ∆ with eigenvalue δ Γ (2 − δ Γ ) and of unit L 2 -norm. By Proposition 4.9, we have
By replacing Γ with g −1 0 Γg 0 , we may assume henceforth that g 0 = e, and thus the stabilizer of v 0 in G is N M . By Lemma 3.4, The stabilizer of v 0 in Γ is simply Γ ∩ N .
Note that N − M fixes v t 0 , and that the highest weight β of the (irreducible) representation of ι is given by β(a y ) = y −1 . It follows that ι(a y )v t 0 = y −1 v t 0 , and hence v 0 a y = y −1 v 0 .
Set
Define the following function on Γ\G:
Since v 0 Γ is discrete, F T (g) is well-defined and F T (e) = #{v ∈ v 0 Γ : v < T }.
We use the notation: for ψ ∈ C c (Γ\G),
Lemma 7.2. We have for ψ ∈ C c (Γ\G),
Proof. This follows from unfolding:
Corollary 7.3. For any ψ ∈ C c (Γ\G), we have, as T → ∞,
For ψ ∈ C ∞ c (Γ\G) K , the asymptotic formula holds with an error term of O(T δ Γ −ǫ ).
Proof. Note that for any ψ ∈ C c (Γ\G) and k ∈ K, the function ψ k , defined in Lemma 7.2, is M -invariant. Applying Theorem 6.2 to ψ k , we obtain that as y → 0,
Hence by applying Lemma 7.2, inserting the definition of ψ k , and evaluating the y-integral, we get
Note that the inner integral as a function of g is K-invariant. Thus by
Now if ψ is K-invariant, ψ k = ψ and by Theorem 6.1, we can replace (7.4) by an asymptotic formula with power savings error term:
The same argument as above implies the claim for K-invariant functions.
Theorem 7.5. As T → ∞,
If · is K-invariant, then for some ǫ > 0,
Proof. For all small ǫ > 0, we choose a symmetric ǫ-neighborhood U ǫ of e in G, which injects to Γ\G, such that for all T ≫ 1 and all 0 < ǫ ≪ 1,
For ǫ > 0, let φ ǫ denote the ǫ-approximation of e in G supported on U ǫ and with G φ ǫ dg = 1. We lift φ ǫ to Γ\G by averaging over Γ:
Note that
On the other hand, as Φ ǫ dg = 1
Hence
If · is K-invariant, we may take both U ǫ and φ ǫ to be K-invariant. Hence by Corollary 7.3, we may replace (7.7) by
for some ǫ > 0. The same argument as above proves that
for some ǫ > 0.
8. The Selberg sieve and circles of prime curvature 8.1. Selberg's sieve. We first recall the Selberg upper bound sieve. Let A denote the finite sequence of real non-negative numbers A = {a n }, and let P be a finite product of distinct primes. We are interested in an upper bound for the quantity S(A, P ) := (n,P )=1 a n .
To estimate S(A, P ) we need to know how A is distributed along certain arithmetic progressions. For d|P , define
and denote by |A d | := n≡0(d) a n . We record Theorem 8.1. [17, Theorem 6.4] Suppose that there exists a finite set S of primes such that P has no prime factor in S. Suppose that there exists a function g on square-free integers with 0 < g(p) < 1 for p|P and g is multiplicative outside S (i.e., g(d 1 d 2 ) = g(d 1 )g(d 2 ) if d 1 and d 2 are squarefree integers with no factors in S), and X > 1 such that
Let h be the multiplicative function on square-free integers (outside S) given by h(p) = g(p) 1−g(p) . Then for any D > 1, we have that
where τ 3 (d) denotes the number of representations of d as the product of three natural numbers.
8.2.
Executing the sieve: proof of Theorem 1.5. Recall from section 2 that Q denotes the Descartes quadratic form and A denotes the Apollonian group in O Q (Z). Fix a primitive integral Apollonian packing P with its root quadruple ξ ∈ Z 4 . To execute the sieve, it is important to work with a simply connected group. Hence we will set Γ A to be the preimage of SO Q (R) • ∩A in the spin double cover Spin Q (R) of SO Q (R). Recall α denotes the Hausdorff dimension of the residual set of the packing P. As shown in section 2.2, α is equal to δ Γ A = δ A , the Hausdorff dimension of the limit set of A. As Spin Q (R) is isomorphic to SL 2 (C), we have a real linear representation ι : SL 2 (C) → SO Q (R) which factors through the quotient map SL 2 (C) → PSL 2 (C). By setting Γ the preimage of Γ A under ι, the counting results in the previous section are all valid for Γ. Our aim is to prove
As before, B T denotes the ball in the cone:
Since we are only looking for an upper bound, we may assume · is
For all small ǫ > 0, we can choose a neighborhood U ǫ of e in G = SL 2 (C), which injects to Γ\G, such that for all T ≫ 1
Let φ ǫ denote the ǫ-approximation of e in H 3 supported on U ǫ and with Γ\H 3 φ ǫ dg = 1. We lift φ ǫ to Γ\H 3 by averaging over Γ:
Fixing a small ǫ > 0, to each γ ∈ Γ, we define the weight
Lemma 8.3. We have:
Proof. Recalling the function
Hence the sum γ∈Γ w T (γ) is a smoothed count for the number of circles in the packing having curvature equal to T , and the second claim follows from (7.6) . The following is obtained by Bourgain, Gamburd and Sarnak in [5] and [4] .
Theorem 8.5. Let Γ be a Zariski dense subgroup of Spin Q (Z) with δ Γ > 1. Then there exist 1 ≤ θ < δ Γ such that we have for all square-free integer d,
Let Γ ξ (d) be the subgroup of Γ which stabilizes ξ mod d, i.e.,
We need a version of Corollary 7.3 uniform over all congruence subgroups Γ ξ (d) of Γ. If Γ 0 < Γ is a subgroup of finite index, the base eigenfunction in L 2 (Γ 0 \H 3 ) with the unit L 2 -norm is given by
The functions F Γ 0 T and Φ Γ 0 ǫ are defined similarly to F T and Φ ǫ respectively using Γ 0 in place of Γ.
Fixing an element γ 1 ∈ Γ, we also define a function on Γ 0 \H 3 by
which is an ǫ-approximation to the identity about [γ −1 1 ] in Γ ξ (d)\H 3 . Corollary 8.6. There exists ǫ 0 > 0, uniform over all square-free integer d, such that for all sufficiently small 0 < ǫ ≪ 1, any γ 1 ∈ Γ and for any congruence subgroup Γ ξ (d) of Γ, we have
Proof. Note that the congruence subgroup Γ(d) of level d is a finite index subgroup of Γ ξ (d). Since Spec(Γ ξ (d)\H 3 ) ⊂ Spec(Γ(d)\H 3 )
the spectral gap Theorem 8.5 holds for the family Γ ξ (d), d square-free, as well.
As we are assuming · is g 0 Kg −1 0 -invariant, Corollary 7.3 holds with an error term:
where ǫ 0 depends only on the spectral gap for L 2 (Γ ξ (d)\H 3 ).
It follows from Theorem 8.5 that ǫ 0 exists and is uniform over all d. The claim follows from this fact, together with
. The inner sum is
Thus
Hence the claim follows from Corollary 8.6.
For d square-free, set g(d) = O 0 (d)/[Γ : Γ ξ (d)].
Proposition 8.8. There exists a finite set S of primes such that:
(1) for any square-free integer d = d 1 d 2 with no prime factors in S, g(d 1 d 2 ) = g(d 1 ) · g(d 2 );
(2) for any prime p outside S, g(p) ∈ (0, 1) and g(p) = p −1 + O(p −3/2 ).
Proof. According to the theorem of Matthews, Vaserstein and Weisfeiler [25] , there exists a finite set of primes S so that • for all primes p outside S, Γ projects onto G(F p ) • for d = p 1 · · · p t square-free with p i / ∈ S, the diagonal reduction Γ → G(Z/dZ) → G(F p 1 ) × · · · G(F pt )
is surjective.
Enlarge S so that G(F p )'s have no common composition factors for different p's outside S. This is possible because G = Spin(Q) can be realized as SL 2 over Q[ √ −1]. Hence there exists a finite set S of primes such that for p outside S, (8.9) G(F p ) = SL 2 (F p ) × SL 2 (F p ) for p ≡ 1(4) SL 2 (F p 2 ) for p ≡ 3(4).
It then follows from Goursat's lemma [21, p.75 ] that Γ surjects onto G(Z/d 1 Z) × G(Z/d 2 Z) for any square-free d 1 and d 2 with no prime factors in S. This implies that for d = d 1 d 2 square-free and without any prime factors in S, the orbit of ξ mod d, say O(d), is equal to O(d 1 ) × O(d 2 ) in (Z/d 1 Z) 4 × (Z/d 2 Z) 4 = (Z/dZ) 4 . It also follows that O 0 (d) is equal to O 0 (d 1 ) × O 0 (d 2 ). Therefore g(d) = g(d 1 )g(d 2 ) as desired.
Denote by V the cone defined by Q = 0 minus the origin, i.e.,
Consider first the case when f (x) = x 1 , so that
Since both quadratic forms Q(x 1 , x 2 , x 3 , Since V is a homogeneous space of G with a connected stabilizer, by [30, Prop 3.22] , O(p) = V (F p ), and hence O 0 (p) = W (F p ).
Therefore we deduce g(p) = #O 0 (p) #O(p) = p −1 + O(p −3/2 ).
By Lemma 8.7 and as #O 0 (d) is multiplicative with #O 0 (p) = p 2 + O(p 3/2 ), the quantity r d (A) in the decomposition (8.2) satisfies for some ǫ 0 > 0,
Thus for any ε 1 > 0, d<D,d|P
which is ≪ T α / log T for D = T ǫ 0 /4 , say. The key here is that D can be taken as large as a fixed power of T . Let P be the product of all primes p < D = T ǫ 0 /4 outside of the bad set S.
As h is a multiplicative function defined by h(p) = g(p) 1−g(p) for p primes, we deduce from Proposition 8.8 that (cf. [17, 6.6 Since this argument is symmetric in the x i 's, we have #{(x 1 , x 2 , x 3 , x 4 ) ∈ Aξ T : max 1≤i≤4 |x i | = prime at most T} ≪ T α / log T.
By the discussion in subsection 2.1, this proves π P (T ) ≪ T α log T .
In order to prove (8.10) π P 2 (T ) ≪ T α (log T ) 2 , we proceed the same way with the polynomial f (x 1 , x 2 , x 3 , x 4 ) = x 1 x 2 .
Then W = {x ∈ V : f (x) = 0} is the union of two quadrics given by V ∩ {x 1 = 0} and V ∩ {x 2 = 0}. Hence #W (F p ) = 2p 2 + O(p 3/2 ). This yields that g(p) = 2p −1 + O(p −3/2 ) and 
