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ABSTRACT
We price European and American exchange options where the underlying asset prices
are modelled using a Merton (1976) jump-diffusion with a common Heston (1993)
stochastic volatility process. Pricing is performed under an equivalent martingale
measure obtained by setting the second asset yield process as the nume´raire asset,
as suggested by Bjerskund and Stensland (1993). Such a choice for the nume´raire
reduces the exchange option pricing problem, a two-dimensional problem, to pricing
a call option written on the ratio of the yield processes of the two assets, a one-
dimensional problem. The joint transition density function of the asset yield ratio
process and the instantaneous variance process is then determined from the corre-
sponding Kolmogorov backward equation via integral transforms. We then deter-
mine integral representations for the European exchange option price and the early
exercise premium and state a linked system of integral equations that characterizes
the American exchange option price and the associated early exercise boundary.
Properties of the early exercise boundary near maturity are also discussed.
KEYWORDS
Exchange options; change-of-nume´raire; jump diffusion processes; put-call
transformation; stochastic volatility
1. Introduction
We investigate the pricing of European and American exchange options written on
assets with prices driven by stochastic volatility and jump-diffusion (SVJD) dynamics.
The earliest analysis of European exchange options was that of Margrabe (1978) who
assumed that the underlying non-dividend-paying stocks are modelled with correlated
geometric Brownian motions. Assuming that the European exchange option price is
linear homogeneous in the stock prices, Margrabe (1978) transformed the problem
to the classical European call option pricing problem and computed the exchange
option price using the solution of Black and Scholes (1973). Fischer (1978) considered
a closely related problem of determining call option prices when the exercise price
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is also a diffusion process. Bjerskund and Stensland (1993) considered the pricing of
American exchange options as an optimal stopping problem in a pure diffusion setting.
They suggested that by choosing one of the stocks as the nume´raire and by a change of
measure to the corresponding equivalent martingale measure, the American exchange
option pricing problem may be simplified to the problem of pricing an American call
or put option. Bjerskund and Stensland (1993) refer to this technique as the “put-call
transformation.”
With well-established evidence pointing to the deficiencies of the geometric Brown-
ian motion in accurately modelling asset price returns, there has since been a movement
to study option prices (including exchange options) under alternative asset price mod-
els.1 Cheang, Chiarella, and Ziogas (2006) used the put-call transformation technique
to price European exchange options where the underlying assets are modelled us-
ing correlated Merton (1976) jump-diffusion models. With the same asset price model
specification, Cheang and Chiarella (2011) and Caldana et al. (2015) studied European
and American exchange option prices using the risk-neutral approach. Cufaro-Petroni
and Sabino (2018) priced European exchange options assuming that underlying asset
price jumps are correlated and considered applications in energy markets. Antonelli
and Scarlatti (2010), Alo`s and Rheinlander (2017), and Kim and Park (2017) priced
European exchange options where underlying assets are driven by stochastic volatility
models. Notably, Alo`s and Rheinlander (2017) also employed the put-call transfor-
mation and discussed hedging under the resulting martingale measure. Fajardo and
Mordecki (2006) also used a similar transformation, which they called the “dual mar-
ket method”, to price options (including perpetual exchange options) when underlying
prices are driven by Le´vy processes. Ma, Pan, and Wang (2020) analyzed European
exchange options when asset prices are modelled using Hawkes jump-diffusion pro-
cesses, allowing for jump-contagion in individual assets and jump interdependence
among multiple assets. More recently, Cheang and Garces (2020), derived analyti-
cal representations for the European and American exchange option prices assuming
that stock prices are modelled using a pair of Bates (1996) stochastic volatility and
jump-diffusion dynamics.
In this paper, we derive integral representations of the price of European and Amer-
ican exchange options when underlying asset prices are modelled using Merton (1976)
jump-diffusion dynamics with a common underlying Heston (1993) stochastic volatil-
ity process. To do so, we follow the suggested approach of Bjerskund and Stensland
(1993) and assign the yield process of the second stock as the nume´raire asset, in
contrast to using the money market account as the nume´raire. Doing so simplifies the
original two-dimensional problem to a one-dimensional problem of pricing an ordinary
call option written on the ratio of the yield processes of the two underlying assets.2
This allows us to follow the techniques of Cheang, Chiarella, and Ziogas (2013) who
analyzed single-asset American call options under the Bates (1996) stochastic volatility
and jump-diffusion dynamics.
Our main contribution is to extend the Bjerskund and Stensland (1993) strategy for
valuing American exchange options in a pure-diffusion setting into the SJVD frame-
1The empirical literature addressing the limitations of the Black and Scholes (1973) is extremely rich and will
not be reviewed in its totality here. Instead, we invite the reader to consult Bakshi, Cao, and Chen (1997),
Duffie, Pan, and Singleton (2000), Cont (2001), Andersen, Benzoni, and Lund (2002), Chernov et al. (2003),
Eraker, Johannes, and Polson (2003), Kou (2008), and the references therein.
2While the title of this paper mentions a “put-call transformation”, our main analysis consists of transforming
the exchange option pricing problem to the problem of pricing a call option on the asset yield ratio by choosing
the second asset yield process as the nume´raire. The exchange option problem can be reduced to a put option
on the asset yield ratio if one alternatively chooses the yield process of the first asset as the nume´raire.
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work. In contrast to Margrabe (1978) and Alo`s and Rheinlander (2017), we place
significant added attention to pricing American exchange options using the put-call
transformation. Our analysis also extends the study of Cheang, Chiarella, and Zio-
gas (2006) and Cheang and Chiarella (2011) to consider American exchange options
and European exchange options when assets are driven by a stochastic volatility and
jump-diffusion model.
In this analysis, pricing takes place under the equivalent martingale measure Qˆ
corresponding to setting the second asset yield process as the nume´raire. Under Qˆ, we
find that the the no-arbitrage price of the European exchange option can be written as
a function of only the asset yield ratio s˜ and the instantaneous variance v. Furthermore,
we verify an early exercise representation of the discounted American exchange option
price, which can also be written as a function of only s˜ and v.
To evaluate expectations under Qˆ, we require the joint transition density function
of s˜ and v. To do so, we determine the Kolmogorov equation for the transition density
and solve this using Fourier and Laplace transforms.3 With the joint transition density
function, we then provide integral representations for the European exchange option
price and the early exercise premium and present a linked system of integral equations
that characterize the price of the American exchange option and the unknown early
exercise boundary. We also note that the joint transition density function we obtain in
this analysis enables us to price any European-type option written on the two assets
provided that its payoff function can be written in terms of the terminal asset yield
ratio and instantaneous variance.
Our analysis also serves as an alternative of that of Cheang and Garces (2020) in
the following aspects.
(1) Our SVJD model specification allows us to incorporate the possibility of corre-
lation between the asset price returns and between each individual asset price
process and the instantaneous variance process.
(2) We take one of the asset yield processes as the nume´raire instead of the money
market account used by Cheang and Garces (2020).
(3) We express option prices in terms of the transition density function of the un-
derlying stochastic processes under Qˆ.
(4) We provide a more in-depth analysis of the early exercise boundary (particularly
its behavior near maturity) and the early exercise premium for the American
exchange option, and thus extending the earlier work of Chiarella and Ziogas
(2009) who investigated the limit of the earliy exercise boundary for American
call options under jump-diffusion dynamics.
We are primarily concerned with obtaining analytical representations for exchange
option prices under our SVJD model. As such, it is not the goal of this paper to dis-
cuss the numerical solution of the option pricing problem or the calibration of model
parameters of observable market data as these matters warrant their own dedicated
exposition.4 However, we discuss how our results set the stage for numerical imple-
mentation.
Note that while the succeeding analysis focuses on exchange options written on
3This method has been used by Chiarella and Ziogas (2009) to price American call options under jump-
diffusion dynamics, by Chiarella, Ziogas, and Ziveyi (2010) to price American call options under stochastic
volatility, by Cheang, Chiarella, and Ziogas (2013) to price American call options under SVJD dynamics, and
by Chiarella and Ziveyi (2014) to price American spread call options under pure diffusion dynamics.
4There is considerable extant work on calibrating the parameters of stochastic volatility and/or jump-diffusion
models in respect to option pricing. These results are discussed in the works cited in the first footnote of this
paper.
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stocks, one may consider exchange options written on other assets such as indices and
foreign currencies. For foreign currencies, in particular, the dividend yields are replaced
by risk-free interest rates in the domestic and foreign money markets. Siegel (1995)
explains how exchange options can be used to estimate the “implicit beta” between
an underlying stock and a given market index. The exchange option framework may
be adapted to investigate real options (Kensinger 1988; Carr 1995), outperformance
options (Cheang and Chiarella 2011)5, energy market options (surveyed in Benth and
Zdanowicz 2015), and the option to enter/exit an emerging market (Miller 2012),
among others. Ma, Pan, and Wang (2020) provide additional examples of financial
contracts which can be priced under the exchange option framework.
The rest of the paper is organized as follows. Section 2 specifies the stochastic
volatility and jump-diffusion model for underlying asset prices, discusses the construc-
tion of the measure Qˆ, and presents the dynamics of the asset yield ratio and variance
processes under Qˆ. Section 3 discusses the integro-partial differential equation (IPDE)
for the discounted European exchange option price and the free-boundary IPDE for
the American exchange option. Section 4 uses probabilistic arguments to verify the
early exercise representation of the American exchange option price and to express the
American exchange option price as a solution of an inhomogeneous IPDE to be solved
over a domain unrestricted by the early exercise boundary. Section 5 discusses some
properties of the early exercise boundary near the maturity of the option. Section 6
shows the solution of the Kolmogorov equation for the joint transition density func-
tion using integral transform methods. With the transition density function, Sections
7 and 8 present the integral representations for the European and American exchange
option prices, respectively. Section 9 concludes the paper. Proofs of some results which
involve lengthy, but otherwise rather elementary, calculations are given as appendices.
2. A Stochastic Volatility Jump-Diffusion Model
In this section, we discuss the model specification for the underlying stock prices. Let
(Ω,F ,P) be a probability space equipped with a filtration {Ft}0≤t≤T satisfying the
usual conditions. Here, T > 0 represents the maturity date of the exchange option.
Let {W1(t)}, {W2(t)}, and {Z(t)} be standard P-Brownian motions with instantaneous
correlations given by dW1(t) dW2(t) = ρw dt and dWj(t) dZ(t) = ρj dt, for j = 1, 2.
Denote by Σ the correlation matrix of the random vector B(t) = (W1(t),W2(t), Z(t))
>.
Let p(dyj , dt) (j = 1, 2) be the counting measure associated to a marked Poisson
process with P-local characteristics (λj ,mP(dyj)).6 Underlying p(dyj , dt) is a sequence
of ordered pairs {(Ti,n, Yi,n)} where Yi,n is the “mark” of the nth occurrence of an
event that occurs at a non-explosive time Ti,n. The marks Yj,1, Yj,2, . . . are i.i.d. real-
valued random variables with non-atomic density mP(dyj). Associated to the event
times, we define a Poisson counting process {Nj(t)} given by Nj(t) =
∑∞
n=1 1(Tj,n ≤
t)1(Yj,n ∈ R), where 1(·) is the indicator function. For simplicity, we assume that the
intensities λj and jump-size densities mP(dyj) are constant through time, although the
subsequent analysis can be extended to the case where the intensities and densities
are deterministic functions of time.
We assume that the counting measures are independent of the Brownian motions
5Cheang and Chiarella (2011) assumed that only one asset price process had jumps while the other was
modelled as a pure-diffusion process. Quittard-Pinon and Randrianarivony (2010) discuss in greater detail the
European exchange option pricing problem under a similar model specification.
6See Runggaldier (2003) for more details.
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and of each other. Henceforth, we assume that {Ft} is the natural filtration generated
by the Brownian motions and the counting measures, augmented with the collection
of P-null sets.
Denote by {S1(t)} and {S2(t)} the price processes of two assets that pay a constant
dividend yield of q1 and q2, respectively, per annum. As stock prices may jump, we
let S1(t) and S2(t) denote the stock prices prior to any jumps occurring at time t. Let
{v(t)} be the instantaneous variance process that governs the volatility of both stock
price processes. We assume that the dynamics of the stock prices and the instantaneous
variance satisfy the stochastic differential equations
dSj(t)
Sj(t)
= (µj − λjκj) dt+ σj
√
v(t) dWj(t) +
∫
R
(eyj − 1) p(dyj ,dt), j = 1, 2, (1)
dv(t) = ξ
(
η − v(t)) dt+ ω√v(t) dZ(t). (2)
Here, κj ≡ EP[eYj −1] =
∫
R(e
yj −1)mP(dyj) is the mean jump size of the price of asset
j under P, and µj , σj , ξ, η, and ω are positive constants. It is also assumed that the
initial values of these stochastic processes are positive. We refer to this model as the
proportional stochastic volatility and jump-diffusion (SVJD) model.
As described above, the model features a common instantaneous variance process
and independent jump terms for each asset. The individual jump processes may be
taken to model idiosyncratic risk factors in each asset that cause sudden changes in
returns.7 Although extremely rare, it is possible that jumps for both stocks arrive
at the same time, representing market shocks or sudden events that may affect both
assets. In addition, the common variance process models systematic market volatility
or volatility at the macroeconomic level. As such, individual asset prices may provide
feedback to each other via the correlation between the diffusion components and the
dependence on a common stochastic volatility.
We also assume the existence of a money market account whose value process is
denoted by {M(t)}, with M(t) = ert for t ≥ 0, where r > 0 is the (constant) risk-free
interest rate. We require the following assumption on the parameters of the variance
process and the correlation parameters to ensure that {v(t)} remains strictly positive
and finite for all 0 ≤ t ≤ T under P and any other probability measure equivalent to
P (Andersen and Piterbarg 2007).
Assumption 2.1. The parameters ξ, η, and ω and the correlation coefficients ρ1 and
ρ2 satisfy 2ξη ≥ ω2 and −1 < ρj < min
{
ξ/ω, 1
}
, j = 1, 2.
Straightforward calculations using Itoˆ’s Lemma for jump-diffusions show that equa-
tion (1) admits a solution of the form
Sj(t) = Sj(0) exp
{
(µj − λjκj)t− 1
2
σ2j
∫ t
0
v(s) ds+ σ2
∫ t
0
√
v(s) dWj(s) +
Nj(t)∑
n=1
Yj,n
}
,
for 0 < t ≤ T . Assumption 2.1 and the non-explosion assumption on the point pro-
cesses imply that the integrals and summation that appear above are well-defined. It
also follows that Sj(t) > 0 P-a.s. for all t ∈ [0, T ], and hence either asset can be used
7In contrast, Cheang and Chiarella (2011) introduced an additional compound Poisson process appearing in
both asset return processes which capture macroeconomic shocks or systematic risk factors which may introduce
sudden jumps in returns.
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as a nume´raire.
Instead of the money market account, we take {S2(t)eq2t}, the second asset yield
process, as the nume´raire and define the probability measure Qˆ, equivalent to P, such
that the first asset yield process and the money market account, when discounted
by S2(t)e
q2t, are martingales under Qˆ. With the second asset yield process as the
nume´raire, the discounted price of any other asset with price process {X(t)} is defined
by X˜(t) = X(t)/(S2(t)e
q2t). In the absence of arbitrage opportunities, the appropriate
discounting factor for the period [t, t′] for any t′ ∈ [t, T ] is given by DF (t, t′) =
S2(t)e
q2t/(S2(t
′)eq2t′).
Next, we discuss the construction of the equivalent probability measure Qˆ. The
following standard proposition specifies the form of the Radon-Nikody´m derivative
dQˆ
dP .
Proposition 2.2. Suppose θ(t) =
(
ψ1(t), ψ2(t), ζ(t)
)>
is a vector of Ft-adapted pro-
cesses and let γ1, γ2, ν1, ν2 be constants. Define the process {Lt} by
L(t) = exp
{
−
∫ t
0
(
Σ−1θ(s)
)>
dB(s)− 1
2
∫ t
0
θ(s)>Σ−1θ(s) ds
}
× exp

N1(t)∑
n=1
(γ1Y1,n + ν1)− λ1t
(
eν1EP(eγ1Y1)− 1
)
× exp

N2(t)∑
n=1
(γ2Y2,n + ν2)− λ2t
(
eν2EP(eγ2Y2)− 1
)
(3)
and suppose that {L(t)} is a strictly positive P-martingale such that EP[L(t)] = 1 for
all t ∈ [0, T ]. Then L(T ) is the Radon-Nikody´m derivative of some probability measure
Qˆ equivalent to P and the following hold:
(1) Under Qˆ, the vector process B(t) has drift −θ(t);
(2) The Poisson process Nj(t) has a new intensity λ˜j = λje
νjEP[eγjYj ], j = 1, 2
under Qˆ; and
(3) The moment generating function of jump sizes random variable Yj under Qˆ is
given by MQˆ,Yj (u) = MP,Yj (u+ γj)/MP,Yj (γj), j = 1, 2.
Proof. See e.g. Runggaldier (2003, Theorem 2.4) and Cheang and Teh (2014, Theorem
1).
The Radon-Nikody´m derivative L(T ) = dQˆdP can be used to characterize any prob-
ability measure Qˆ equivalent to P as parameterized by the vector process {θ(t)} and
the constants γ1, γ2, ν1, ν2. We assume that γ1, γ2, ν1, ν2 are constant to preserve the
time-homogeneity of the intensity and the jump size distribution. As the market under
the SVJD is generally incomplete, one can construct multiple equivalent martingale
measures consistent with the no-arbitrage assumption.
We now specify the parameters of L(T ) so that Qˆ becomes an equivalent martingale
measure corresponding to the nume´raire {S2(t)eq2t}. Let {S˜(t)} and {M˜(t)}, where
S˜(t) = S1(t)e
q1t/(S2(t)e
q2t) and M˜(t) = ert/(S2(t)e
q2t), be the first asset yield process
and the money market account when discounted using the second stock’s yield process.
In particular, we will refer to {S˜(t)} as the asset yield ratio process. If we choose
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{ψ1(t)}, {ψ2(t)}, and {ζ(t)} as
ψ1(t) =
µ1 + q1 − r − ρwσ1σ1v(t)− λ1κ1 + λ˜1κ˜1
σ1
√
v(t)
(4)
ψ2(t) =
µ2 + q2 − r − σ22v(t)− λ2κ2 − λ˜2κ˜−2
σ2
√
v(t)
(5)
ζ(t) =
Λ
ω
√
v(t) for some constant Λ ≥ 0, (6)
where κ˜1 = EQˆ[e
Y1 − 1] and κ˜−2 = EQˆ[e−Y2 − 1], then {S˜(t)} and {M˜(t)} are Qˆ-
martingales on [0, T ].8
With this choice of parameters for Qˆ, the dynamics of the instantaneous variance
becomes
dv(t) =
[
ξη − (ξ + Λ)v(t)]dt+ ω√v(t) dZ¯(t). (7)
where {Z¯(t)} is a Qˆ-Wiener process. The choice of ζ(t) preserves the structure of
the instantaneous variance as a square-root process. Assumption 2.1 ensures that this
process is strictly positive and finite Qˆ-a.s.
Under Qˆ, S˜(t) satisfies the equation
dS˜(t) = −S˜(t)
(
λ˜1κ˜1 + λ˜2κ˜
−
2
)
dt+ σ
√
v(t)S˜(t) dW¯ (t)
+
∫
R
(ey1 − 1) S˜(t)p(dy1,dt) +
∫
R
(
e−y2 − 1
)
S˜(t)p(dy2,dt).
(8)
where we define σ dW¯ (t) ≡ σ1 dW¯1(t)− σ2 dW¯2(t) with standard Qˆ-Wiener processes
{W¯1(t)} and {W¯2(t)} and σ2 = σ21 + σ22 − 2ρwσ1σ2.9 This equation admits a solution
S˜(t) given by
S˜(t) = S˜(0) exp
{
− (λ˜1κ˜1 + λ˜2κ˜−2 )t−
1
2
σ2
∫ t
0
v(s) ds+ σ
∫ t
0
√
v(s) dW¯ (s)
+
N1(t)∑
m=1
Y1,m −
N2(t)∑
n=1
Y2,n
}
Lastly, we note that the instantaneous correlation between the Qˆ-Brownian motions
{W¯ (t)} and {Z¯(t)} is given by
EQˆ
[
dW¯ (t) dZ¯(t)
]
=
1
σ
(σ1ρ1 − σ2ρ2) dt = σ1ρ1 − σ2ρ2√
σ21 + σ
2
2 − 2ρwσ1σ2
dt.
8This assertion can be proved using Itoˆ’s Lemma on S˜(t) and M˜(t) and eliminating the resulting drift term as
required by the martingale representation for jump-diffusion processes (see Runggaldier 2003, Theorem 2.3).
9In view of Proposition 2.2, we note that dW¯j(t) = ψj(t) dt+ dWj(t).
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3. The Exchange Option Pricing IPDE
Now we derive the integro-partial differential equation (IPDE) for the price of an ex-
change option written on S1 and S2. Denote by C(t, S1(t), S2(t), v(t)) the price of a Eu-
ropean exchange option whose terminal payoff is given by C
(
T, S1(T ), S2(T ), v(T )
)
=(
S1(T )− S2(T )
)+
, where x+ ≡ max{x, 0}. A rearrangement of terms expresses the
discounted terminal payoff as
C
(
T, S1(T ), S2(T ), v(T )
)
S2(T )eq2T
= e−q1T
(
S˜(T )− e(q1−q2)T
)+
.
Let C˜(t, S1(t), S2(t), v(t)) ≡ C
(
t, S1(t), S2(t), v(t)
)
/
(
S2(t)e
q2t
)
denote the discounted
European exchange option price. Then, assuming that no arbitrage opportunities exist,
C˜(t, S1(t), S2(t), v(t)) is given by
C˜
(
t, S1(t), S2(t), v(t)
)
= EQˆ
[
C˜
(
T, S1(T ), S2(T ), v(T )
)∣∣∣Ft]
= e−q1TEQˆ
[(
S˜(T )− e(q1−q2)T
)+∣∣∣∣Ft
]
.
(9)
In other words, the price at any time t < T of the European exchange option measured
in units of the second asset yield process is the expected value, under the probability
measure Qˆ, of the terminal payoff measured in units of the second asset yield process
(Geman, El Karoui, and Rochet 1995). From the last equation, we also note that
the terminal payoff is variable only in the asset yield ratio S˜(t). Thus, we assume
that the discounted European exchange option price is represented by the process
V˜ (t, S˜(t), v(t)) ≡ C˜ (t, S1(t), S2(t), v(t)) , and so
V˜ (t, S˜(t), v(t)) = e−q1TEQˆ
[(
S˜(T )− e(q1−q2)T
)+∣∣∣∣Ft
]
. (10)
At this point, we have shown that, by taking the second stock’s yield process as
the nume´raire asset, the exchange option pricing problem is equivalent to pricing a
European call option on the asset yield price ratio S˜(t) with maturity date T and strike
price e(q1−q2)T . In the succeeding analysis, we shall take advantage of this simplification
and employ techniques in pricing European call options under stochastic volatility and
jump-diffusion dynamics (e.g. Bates 1996; Cheang, Chiarella, and Ziogas 2013).
Remark 1. If we choose the first asset yield process {S1(t)eq1t} as the nume´raire,
then the exchange option pricing problem simplifies to the valuation of a put option
written on the asset yield ratio (S2(t)e
q2t)/(S1(t)e
q1t).
The following technical assumption is required to implement Itoˆ’s formula for jump-
diffusion processes.
Assumption 3.1. For t ∈ [0, T ], V˜ (t, s˜, v) is (at least) twice-differentiable in s˜ and v
and differentiable in t with continuous partial derivatives.
In the following proposition, we derive the IPDE that characterizes the discounted
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European exchange option price.
Proposition 3.2. The price at time t ∈ [0, T ) of the European exchange option is
given by
C(t, S1(t), S2(t), v(t)) = S2(t)e
q2tV˜ (t, S˜(t), v(t)), (11)
where V˜ , satisfying Assumption 3.1, is the solution of the terminal value problem
0 =
∂V˜
∂t
+ Ls˜,v
[
V˜ (t, S˜(t), v(t))
]
, (t, S˜(t), v˜(t)) ∈ [0, T ]× R2+ (12)
V˜ (T ) = e−q1T
(
S˜(T )− e(q1−q2)T
)+
, (13)
with R2+ = (0,∞)× (0,∞) and the IPDE operator Ls˜,v defined as
Ls˜,v
[
V˜ (t, S˜, v)
]
= −S˜
(
λ˜1κ˜1 + λ˜2κ˜
−
2
) ∂V˜
∂s˜
+
[
ξη − (ξ + Λ)v] ∂V˜
∂v
+
1
2
σ2vS˜2
∂2V˜
∂s˜2
+
1
2
ω2v
∂2V˜
∂v2
+ ω(σ1ρ1 − σ2ρ2)vS˜ ∂
2V˜
∂s˜∂v
+ λ˜1EY1Qˆ
[
V˜
(
t, S˜eY1 , v
)
− V˜ (t, S˜, v)
]
+ λ˜2EY2Qˆ
[
V˜
(
t, S˜e−Y2 , v
)
− V˜ (t, S˜, v)
]
,
(14)
where EYiQˆ is the expectation with respect to the r.v. Yi (i = 1, 2) under the measure Qˆ.
Note that all partial derivatives are evaluated at (t, S˜(t), v(t)).
Proof. The tower property for conditional expectations imply that {V˜ (t)} is a Qˆ-
martingale, with integrability guaranteed by Assumption 3.1. With equations (7) and
(8) in mind, an application of Itoˆ’s formula shows that V˜ (t) satisfies the stochastic
differential equation
dV˜ (t) =
{
∂V˜
∂t
+ Ls˜,v
[
V˜ (t, S˜(t), v(t))
]}
dt
+ σ
√
v(t)S˜(t)
∂V˜
∂s˜
dW¯ (t) + ω
√
v(t)
∂V˜
∂v
dZ¯(t)
+
∫
R
[
V˜
(
t, S˜(t)ey1 , v(t)
)
− V˜ (t, S˜(t), v(t))
]
q(dy1, dt)
+
∫
R
[
V˜
(
t, S˜(t)e−y2 , v(t)
)
− V˜ (t, S˜(t), v(t))
]
q(dy2,dt),
(15)
where Ls˜,v is the IPDE operator defined by equation (14). Since {V˜ (t)} is a Qˆ-
martingale, the drift must be equal to zero, giving us the equation (12). Terminal
condition (13) follows from the discussion at the start of this section.
Let CA(t, S1(t), S2(t), v(t)) be the price at time t of an American exchange option
written on S1 and S2. After a rearrangement of terms, standard theory on American
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option pricing (see e.g. Myneni 1992) dictates that the discounted American exchange
option price V˜ A(t, S˜(t), v(t)) is given by
V˜ A(t, S˜(t), v(t)) ≡ C
A(t, S1(t), S2(t), v(t)
S2(t)eq2t
= ess sup
u∈[t,T ]
e−q1uEQˆ
[(
S˜(u)− e(q1−q2)u
)+∣∣∣∣Ft
]
,
(16)
where the supremum is taken over all Qˆ-stopping times u ∈ [t, T ]. From here, we see
that the change of nume´raire reduces the problem to pricing an American call option on
the asset yield price ratio S˜(t) with maturity date T and strike price e(q1−q2)T , similar
to our observation for the European exchange option. The price of the American
exchange option also hedges against the exchange option payoff in the sense that
V˜ A(t, S˜(t), v(t)) ≥ e−q1t
(
S˜(t)− e(q1−q2)t
)+ ∀t ∈ [0, T )
V˜ A(T, S˜(T ), v(T )) = e−q1T
(
S˜(T )− e(q1−q2)T
)+
.
Before prescribing additional boundary conditions to IPDE (12) for the American
exchange option, we first define the continuation and stopping regions, denoted by C
and S, respectively, that divide the domain [0, T ] × R2+ of IPDE (12). These regions
are given by
S =
{
(t, S˜, v) ∈ [0, T ]× R2+ : V˜ A(t, S˜, v) = e−q1t
(
S˜ − e(q1−q2)t
)+}
C =
{
(t, S˜, v) ∈ [0, T ]× R2+ : V˜ A(t, S˜, v) > e−q1t
(
S˜ − e(q1−q2)t
)+}
.
(17)
Denote by S(t) and C(t) the stopping and continuation regions at a fixed t ∈ [0, T ].
From Broadie and Detemple (1997), there exists a critical stock price ratio B(t, v) ≥
1, dependent on the current variance level (Touzi 1999), such that the stopping and
continuation regions can be written as
S =
{
(t, S˜, v) ∈ [0, T ]× R2+ : S˜ ≥ B(t, v)e(q1−q2)t
}
C =
{
(t, S˜, v) ∈ [0, T ]× R2+ : S˜ < B(t, v)e(q1−q2)t
}
.
(18)
The line s1 = B(t, v)s2 on the s1s2-plane is known as the early exercise boundary.
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For a fixed t ∈ [0, T ] and v ∈ (0,∞), the early exercise boundary and the continuation
and stopping regions are illustrated in Figure 1. It is known that in the continuation
region the American exchange option behaves like its live European counterpart, and
so V˜ A satisfies IPDE (12) for (t, S˜, v) ∈ C.
We require value-matching and smooth-pasting conditions on IPDE (12) to enforce
the no-arbitrage assumption and to ensure that the discounted exchange option price
10Mishura and Shevchenko (2009) analyzed, in further detail, the properties of the exercise region of the
finite-maturity American exchange option in a pure diffusion setting. In the same setting, Villeneuve (1999) es-
tablished the nonemptiness of exercise regions of American rainbow options, which include spread and exchange
options as special cases.
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Figure 1. The early exercise boundary and the continuation and stopping regions for the transformed Amer-
ican exchange option.
V˜ A and its partial derivative ∂V˜ A/∂s˜ are both continuous across the early exercise
boundary A(t, v) ≡ B(t, v)e(q1−q2)t. Specifically, the required value-matching condition
is
V˜ A(t, A(t, v), v(t)) = e−q1t
(
A(t, v)− e(q1−q2)t
)
, (19)
and the smooth-pasting conditions are
lim
S˜→A(t,v)
∂V˜ A
∂s˜
(t, S˜(t), v(t)) = e−q1t
lim
S˜→A(t,v)
∂V˜ A
∂v
(t, S˜(t), v(t)) = 0
lim
S˜→A(t,v)
∂V˜ A
∂t
(t, S˜(t), v(t)) = −q1e−q1tS˜(t) + q2e−q2t.
(20)
Therefore, the discounted American exchange option price is a solution to IPDE (12)
over the domain 0 ≤ t ≤ T , 0 < S˜ < A(t, v), 0 < v <∞. The IPDE has terminal and
boundary conditions
V˜ (T, S˜(T ), v(T )) = e−q1T
(
S˜(T )− e(q1−q2)T
)+
V˜ (t, 0, v(t)) = 0,
(21)
value-matching condition (19) and smooth-pasting condition (20).
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4. An Early Exercise Representation
In this section, we show that V˜ A(t, S˜(t), v(t)) can be decomposed into the sum of
the discounted European exchange option price V˜ (t, S˜(t), v(t)) and an early exercise
premium.
Proposition 4.1. Suppose Assumption 3.1 also holds for V˜ A(t, S˜, v). Assume further
that the smooth pasting conditions (20) across the early exercise boundary hold. Then
V˜ A(t, S˜(t), v(t)) can be expressed as
V˜ A(t, S˜(t), v(t)) = V˜ (t, S˜(t), v(t)) + V˜ P (t, S˜(t), v(t)), (22)
where V˜ (t, S˜(t), v(t)) is the discounted European exchange option price given by equa-
tion (10) and V˜ P (t, S˜(t), v(t)) is the early exercise premium given by
V˜ P (t, S˜(t), v(t)) = −EQˆ
∫ T
t
{
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
]}
ds
∣∣∣∣∣∣Ft
 . (23)
Note that all partial derivatives in ∂V˜ A/∂t + Ls˜,v[V˜ A(s, S˜(s), v(s))] are all evaluated
at (s, S˜(s), v(s)).
Proof. Given that Assumption 3.1 also applies to V˜ A(t, S˜(t), v(t)) and equipped with
the smooth-pasting conditions discussed above, an application of Itoˆ’s formula verifies
that V˜ A(t) ≡ V˜ A(t, S˜(t), v(t)) satisfies equation (15). Integrating over [t0, t], where
0 ≤ t0 ≤ t ≤ T , we find that
V˜ A(t) = V˜ A(t0) +
∫ t
t0
{
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
]}
ds
+
∫ t
t0
σ
√
v(s)S˜(s)
∂V˜ A
∂s˜
dW¯ (s) +
∫ t
t0
ω
√
v(s)
∂V˜ A
∂v
dZ¯(s)
+
∫ t
t0
∫
R
[
V˜ A
(
s, S˜(s)ey1 , v(s)
)
− V˜ A(s, S˜(s), v(s))
]
q(dy1,ds)
+
∫ t
t0
∫
R
[
V˜ A
(
s, S˜(s)e−y2 , v(s)
)
− V˜ A(s, S˜(s), v(s))
]
q(dy2, ds).
Next, we take the Qˆ-expectation of the above equation conditional on Ft0 . We note
that the integrals with respect to the Wiener processes and the compensated counting
measures are all independent of Ft0 and that the unconditional expectation of the
integrals with respect to the Wiener processes is zero. These observations, combined
with the martingale representation theorem for marked point processes (see Bre´maud
1981), imply that
EQˆ
[
V˜ A(t)
∣∣∣Ft0] = V˜ A(t0) + EQˆ
∫ t
t0
{
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
]}
ds
∣∣∣∣∣∣Ft0
 .
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Set t = T and t0 = t. Terminal condition (21) and equation (10) imply that the
left-hand side of this equation is equal to V˜ (t, S˜(t), v(t)), the price of the European
exchange option. Rearranging yields the result stated in the proposition.
For a fixed t ∈ [0, T ], let A(t) be the event that S˜(t) and v(t) are in the stopping
region S(t); that is, A(t) ≡ {(S˜(t), v(t)) ∈ S(t)}. The complement event Ac(t) denotes
the event that S˜(t) and v(t) are in the continuation region C(t).
We now seek to evaluate the expectation defining the early exercise premium in
equation (23). This is discussed in the next proposition.
Proposition 4.2. The early exercise premium V˜ P (t, S˜(t), v(t)) is given by
V˜ P (t, S˜(t), v(t))
= EQˆ
∫ T
t
(
q1e
−q1sS˜(s)− q2e−q2s
)
1(A(s)) ds
∣∣∣∣∣Ft

− λ˜1EQˆ
∫ T
t
EY1Qˆ
[(
V˜ A
(
s, S˜(s)eY1 , v(s)
)
−
(
e−q1sS˜(s)eY1 − e−q2s
))
1(A1(s))
]
ds
∣∣∣∣∣∣Ft

− λ˜2EQˆ
∫ T
t
EY2Qˆ
[(
V˜ A
(
s, S˜(s)e−Y2 , v(s)
)
−
(
e−q1sS˜(s)e−Y2 − e−q2s
))
1(A2(s))
]
ds
∣∣∣∣∣∣Ft
 ,
(24)
where 1(·) is the indicator function, A(s) is the event {(S˜(t), v(t)) ∈ S(t)} and
A1(s) =
{
B(s, v)e(q1−q2)s ≤ S˜(s) < B(s, v)e(q1−q2)se−Y1
}
A2(t) =
{
B(s, v)e(q1−q2)s ≤ S˜(s) < B(s, v)e(q1−q2)seY2
}
.
Proof. Note first that for any time s ∈ [t, T ],
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
]
=
(
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
])
1(A(t))
+
(
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
])
1(Ac(t))
=
(
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
])
1(A(t)),
since in the continuation region, the American exchange option behaves like its live
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European counterpart and the integro-partial differential terms vanish (see equation
(12)). In the stopping region (i.e. if 1(A(s)) = 1), we note that V˜ A(s, S˜(s), v(s)) =
e−q1sS˜(s) − e−q2s (see equation (17)). Applying the integro-partial differential opera-
tors, recalling the definition of κ˜1 and κ˜
−
2 , and rearranging the terms, we find that(
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
])
1(A(s))
=
[
−q1e−q1sS˜(s) + q2e−q2s
]
1(A(s))
+ λ˜1EY1Qˆ
[
V˜ A
(
s, S˜(s)eY1 , v(s)
)
−
(
e−q1sS˜(s)eY1 − e−q2s
)]
1(A(s))
+ λ˜2EY2Qˆ
[
V˜ A
(
s, S˜(s)e−Y2 , v(s)
)
−
(
e−q1sS˜(s)e−Y2 − e−q2s
)]
1(A(s)).
(25)
Observe that the expectations above contain option prices determined after the jump
in S˜(s) occurring at time s.
As stated in the proposition, define A1(s) and A2(s) as the events in which the
asset price ratio is initially in the stopping region but is sent back into the continuation
region after a jump by a factor eY1 and e−Y2 , respectively, at time s. From the stopping
and continuation criteria in equation (17), we note that
V˜ A
(
s, S˜(s)eY1 , v(s)
)
≥ e−q1sS˜(s)eY1 − e−q2s, (26)
with the strict inequality occurring when A1(s) is true, and
V˜ A
(
s, S˜(s)e−Y2 , v(s)
)
≥ e−q1sS˜(s)e−Y2 − e−q2s, (27)
with the strict inequality occurring when A2(t) is true. Therefore, we have(
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(s, S˜(s), v(s))
])
1(A(s))
= −
[
q1e
−q1sS˜(s)− q2e−q2s
]
1(A(s))
+ λ˜1EY1Qˆ
[(
V˜ A
(
s, S˜(s)eY1 , v(s)
)
−
(
e−q1sS˜(s)eY1 − e−q2s
))
1(A1(s))
]
+ λ˜2EY2Qˆ
[(
V˜ A
(
s, S˜(s)e−Y2 , v(s)
)
−
(
e−q1sS˜(s)e−Y2 − e−q2s
))
1(A2(s))
]
.
Using the above expression in the early exercise premium given in equation (23), we
obtain (24).
Remark 2. If G1(y) and G2(y) are the probability density functions (pdfs) of Y1 and
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Y2, respectively under Qˆ, then the early exercise premium may be written as
V˜ P (t, S˜(t), v(t))
= EQˆ
∫ T
t
(
q1e
−q1sS˜(s)− q2e−q2s
)
1(A(s)) ds
∣∣∣∣∣Ft

− λ˜1EQˆ
[∫ T
t
∫ b(s,S˜(s),v(s))
−∞
(
V˜ A
(
s, S˜(s)ey, v(s)
)
−
(
e−q1sS˜(s)ey − e−q2s
))
×G1(y)1(A(s)) dy ds
∣∣∣∣Ft
]
− λ˜2EQˆ
[∫ T
t
∫ ∞
−b(s,S˜(s),v(s))
(
V˜ A
(
s, S˜(s)e−y, v(s)
)
−
(
e−q1sS˜(s)e−y − e−q2s
))
×G2(y)1(A(s)) dy ds
∣∣∣∣Ft
]
,
(28)
where b(s, S˜(s), v(s)) ≡ ln
(
B(s, v(s))e(q1−q2)s/S˜(s)
)
.
Similar to the findings of Gukhal (2001), Chiarella and Ziogas (2004), and Cheang,
Chiarella, and Ziogas (2013), the early exercise premium (23) for our transformed
problem can be further decomposed into a diffusion component (the positive term) and
a jump component (the negative terms). However, unlike the early exercise premium
derived by Cheang, Chiarella, and Ziogas (2013) for an American call option under
SVJD dynamics, our early exercise premium representation contains two jump terms.
This is because S˜(t) has two sources of jumps: the jumps in the price of the first asset
(given by the counting measure p(dy1, dt)) and the jumps in the nume´raire process
(given by the counting measure p(dy2,dt)). Nonetheless, the interpretation remains
the same: the diffusion term captures the discounted expected value of cash flows due
to dividends when asset prices are in the stopping region and the jump terms capture
the rebalancing costs incurred by the holder of the American exchange option when a
jump instantaneously occurs in the price of either asset, causing S˜(t) to jump back into
the continuation region immediately after the option is exercised.11 Figure 2 illustrates
the loss (captured by the difference in option value and the exercise value) incurred by
the option holder when the asset yield ratio jumps back into the continuation region
due to a jump, by a factor eY1 , in the price of the first asset. A similar graphical
analysis holds if the price of the nume´raire asset instantaneously jumps instead of the
price of the first asset (in this case, the new asset yield ratio is S˜(t)e−Y2).
Recall that the discounted American exchange option V˜ A(t, S˜(t), v(t)) is a solution
of the homogeneous IPDE
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(t, S˜(t), v(t))
]
= 0
over the restricted domain 0 ≤ t ≤ T , 0 < S˜(t) < B(t, v)e(q1−q2)t, and 0 < v <∞ sub-
11In this situation, the investor is unable to adjust the decision to exercise in response to the instantaneous
jump in asset prices and is therefore vulnerable to the rebalancing cost described earlier. A similar phenomenon
in the context of consumption-investment problems with transaction costs in a Le´vy-driven market is explored
in greater technical detail by De Vallie`re, Kabanov, and Le´pinette (2016).
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Figure 2. Loss incurred by the option holder when the asset ratio instantaneously jumps from S˜(t) in the
stopping region to S˜(t)eY1 back in the continuation region.
ject to the value-matching condition (19), the smooth-pasting condition (20), and
boundary conditions (21). Following Jamshidian (1992) and Chiarella and Ziogas
(2004), the restriction on the domain can be lifted by adding the appropriate inho-
mogeneous term to the IPDE such that the equation holds for S˜(t) > 0.The inhomo-
geneous IPDE corresponding to our analysis is presented in the following proposition.
This analysis requires that V˜ A(t, S˜(t), v(t)) and its first-order partial derivative with
respect to S˜ are continuous, but the value-matching and smooth-pasting conditions
are sufficient to meet this requirement.
Proposition 4.3. The discounted American exchange option price V˜ A(t, S˜, v) is a
solution to the inhomogeneous IPDE
0 =
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(t, S˜(t), v(t))
]
+ Ξ(t, S˜(t), v(t)), (29)
where the inhomogeneous term Ξ is given by
Ξ(t, S˜(t), v(t))
=
(
q1e
−q1tS˜(t)− q2e−q2t
)
1(A(t))
− λ˜11(A(t))
∫ b(t,S˜(t),v(t))
−∞
[
V˜ A
(
t, S˜(t)ey, v(t)
)
−
(
e−q1tS˜(t)ey − e−q2t
)]
G1(y) dy
− λ˜21(A(t))
∫ ∞
−b(t,S˜(t),v(t))
[
V˜ A
(
t, S˜(t)e−y, v(t)
)
−
(
e−q1tS˜(t)e−y − e−q2t
)]
G2(y) dy,
(30)
where G1 and G2 are the pdfs of Y1 and Y2, respectively, under Qˆ, and b(t, S˜(t), v(t)) ≡
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ln[B(t, v(t))e(q1−q2)t/S˜(t)]. This equation is to be solved for (t, S˜(t), v(t)) ∈ [0, T ]×R2+,
subject to terminal and boundary conditions (21).
Proof. Observe that for all (t, S˜(t), v(t)) ∈ [0, T ]× R2+, the equation
0 =
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(t, S˜(t), v(t))
]
−
(
∂V˜ A
∂t
+ Ls˜,v
[
V˜ A(t, S˜(t), v(t))
])
1(A(t))
holds. Equation (30) is obtained by expanding the negative term in the above equa-
tion, as was done to obtain equation (25) and using the G1 and G2 to rewrite the
expectations as integrals.
5. Limit of the Early Exercise Boundary at Maturity
Of particular interest is the behavior of the unknown early exercise boundary near
the maturity of the option and the conditions on model parameters under which the
boundary is continuous at maturity. The next proposition presents the limit of the
early exercise boundary, which we obtain following the method of Chiarella and Ziogas
(2009).
Proposition 5.1. The limit B(T−, v) ≡ limt→T− B(t, v) is a solution of the equation
B(T−, v) = max
1, q2 + λ˜1
∫ − lnB(T−,v)
−∞ G1(y) dy + λ˜2
∫∞
lnB(T−,v)G2(y) dy
q1 + λ˜1
∫ − lnB(T−,v)
−∞ e
yG1(y) dy + λ˜2
∫∞
lnB(T−,v) e
−yG2(y) dy
 .
(31)
Proof. The method of Chiarella and Ziogas (2009), adapted to our situation, is as
follows.12 First, we set the inhomogeneous term Ξ(t, S˜, v) (given by equation (30))
to zero and evaluate the result at t = T and S˜ = B(T−, v)e(q1−q2)T . The resulting
expression is then rearranged to yield equation (31).
Performing the first step yields the equation
0 = e−q2T
(
q1B(T
−, v)− q2
)
− λ˜1
∫ − ln[ B(T,v)e(q1−q2)T
B(T−,v)e(q1−q2)T
]
−∞
[
V˜ A
(
T,B(T−, v)e(q1−q2)T ey, v(T )
)
−e−q2T
(
B(T−, v)ey − 1
)]
G1(y) dy
− λ˜2
∫ ∞
ln
[
B(T,v)e(q1−q2)T
B(T−,v)e(q1−q2)T
]
[
V˜ A
(
T,B(T−, v)e(q1−q2)T e−y, v(T )
)
−e−q2T
(
B(T−, v)e−y − 1
)]
G2(y) dy.
(32)
12Chiarella and Ziogas (2009) proposed this method as an alternative to the local analysis of the option PDE
for small time-to-maturity options as was done by Wilmott, Dewynne, and Howison (1993) in the pure diffusion
case.
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At maturity t = T , the option will be exercised if S˜(T ) ≥ e(q1−q2)T , and so B(T, v) = 1.
Thus in the above calculation, setting S˜ = B(T−, v)e(q1−q2)T induces the stopping
criterion in equation (18) for S(T ) since B(T−, v) ≥ 1. This implies that 1(A(T )) = 1
in the inhomogeneous term (30). Furthermore, terminal condition (21) implies that
V˜ A
(
T,B(T−, v)e(q1−q2)T ey, v(T )
)
= max
{
0, e−q2T
(
B(T−, v)ey − 1
)}
V˜ A
(
T,B(T−, v)e(q1−q2)T e−y, v(T )
)
= max
{
0, e−q2T
(
B(T−, v)e−y − 1
)}
.
Thus, the first integral in equation (32) will be zero if B(T−, v)ey − 1 ≥ 0 or if
y ≥ − lnB(T−, v). Likewise, the second integral will be zero if B(T−, v)e−y − 1 ≥ 0
or if y ≤ lnB(T−, v). In other words, the integral terms will vanish if the maximum
functions yield the nonzero alternative. Following this analysis, equation (32) simplifies
to
0 = q1B(T
−, v)− q2 + λ˜1
∫ − lnB(T−,v)
−∞
[
B(T−, v)ey − 1
]
G1(y) dy
+ λ˜2
∫ ∞
lnB(T−,v)
[
B(T−, v)e−y − 1
]
G2(y) dy.
Rearranging the terms yields the equation
B(T−, v) =
q2 + λ˜1
∫ − lnB(T−,v)
−∞ G1(y) dy + λ˜2
∫∞
lnB(T−,v)G2(y) dy
q1 + λ˜1
∫ − lnB(T−,v)
−∞ e
yG1(y) dy + λ˜2
∫∞
lnB(T−,v) e
−yG2(y) dy
.
We note lastly from Broadie and Detemple (1997) that B(t, v) ≥ 1 for any t ∈ [0, T ]
and v ∈ (0,∞). Therefore, we must enforce a lower bound of 1 on B(T−, v) via the
maximum function. The result stated in the proposition thus holds.
Equation (31) must be solved implicitly for B(T−, v), which can be done using
standard root-finding techniques. From our analysis, we find that the limit is dependent
on the asset dividend yields q1 and q2, the jump intensities λ˜1 and λ˜2, and the jump
size densities G1 and G2. These dependencies highlight the influence of jumps in asset
prices on the limiting behavior of the early exercise boundary.13 In the succeeding
discussion, we investigate the more specific effects of these parameters on the limit
of the early exercise boundary. We note further that equation (31) does not depend
on the instantaneous variance v since the option payoff is independent of v. However,
equation (31) is true for all v ∈ (0,∞).
In the absence of jumps (i.e. when λ˜1 = λ˜2 = 0), the limit reduces to max{1, q2/q1}.
This is consistent with the result of Broadie and Detemple (1997) for American ex-
change options in the pure diffusion case. In the pure diffusion case, B(T−, v) =
q2/q1 > 1 if q2 > q1, implying that the early exercise boundary many not be continu-
ous in t at maturity. When jumps are present, the analysis of continuity becomes more
complicated, as shown below.
First, we present some conditions under which equation (31) has a solution.
13This is in contrast to the proposition of Carr and Hirsa (2003), in their analysis of the one-asset American
put option where the log-price is driven by a Le´vy process, that the limit of the early exercise boundary is only
dependent on the dividend yield and the risk-free rate.
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Proposition 5.2. Suppose q1, q2 ≥ 0 and λ˜1, λ˜2 > 0 are given and let G1 and G2 be
continious probability density functions. The equation
x =
q2 + λ˜1
∫ − lnx
−∞ G1(y) dy + λ˜2
∫∞
lnxG2(y) dy
q1 + λ˜1
∫ − lnx
−∞ e
yG1(y) dy + λ˜2
∫∞
lnx e
−yG2(y) dy
(33)
has a unique solution x∗ ∈ (0,∞) if q1 > 0. Furthermore, x∗ > 1 if and only if
q2 − q1 + λ˜1
∫ 0
−∞
(1− ey)G1(y) dy + λ˜2
∫ ∞
0
(1− e−y)G2(y) dy > 0.
Proof. Our proof adapts the arguments made by Chiarella, Kang, and Meyer (2015,
pp. 34-35). For x ∈ (0,∞), define the function
f(x) = q2 + λ˜1
∫ − lnx
−∞
G1(y) dy + λ˜2
∫ ∞
lnx
G2(y) dy
− x
(
q1 + λ˜1
∫ − lnx
−∞
eyG1(y) dy + λ˜2
∫ ∞
lnx
e−yG2(y) dy
)
.
Denote by x∗ a zero of f (i.e. f(x∗) = 0) on (0,∞), if any exist.
Differentiating f with respect to x yields
f ′(x) = −
(
q1 + λ˜1
∫ − lnx
−∞
eyG1(y) dy + λ˜2
∫ ∞
lnx
e−yG2(y) dy
)
.
The integrals above are nonnegative. Hence, f is strictly decreasing on (0,∞) if q1 > 0.
We also observe that
lim
x→0+
f(x) = q2 + λ˜1
∫ ∞
−∞
G1(y) dy + λ˜2
∫ ∞
−∞
G2(y) dy = q2 + λ˜1 + λ˜2 > 0
and
lim
x→∞ f(x) = q1 + λ˜ limx→∞
∫ − lnx
−∞
G1(y) dy + λ˜2 lim
x→∞
∫ ∞
lnx
G2(y) dy
− lim
x→∞x
(
q1 + λ˜1
∫ − lnx
−∞
eyG1(y) dy + λ˜2
∫ ∞
lnx
e−yG2(y) dy
)
= q2 − lim
x→∞xq1.
Thus, if q1 > 0, then limx→∞ f(x) < 0 and so f strictly decreases from positive to
negative values as x increases on (0,∞). Therefore, there exists a unique x∗ ∈ (0,∞)
such that f(x∗) = 0.
Now suppose q1 > 0. Evaluating f at x = 1 gives us
f(1) = q2 − q1 + λ˜1
∫ 0
−∞
(1− ey)G1(y) dy + λ˜2
∫ ∞
0
(1− e−y)G2(y) dy.
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If f(1) ≤ 0, then x∗ must be in the interval (0, 1] since f is strictly decreasing. Other-
wise, x∗ > 1 if and only if f(1) > 0, which is the condition stated in the proposition.
If a solution x∗ of equation (33) exists, then the limit of the early exercise boundary
is B(T−, v) = max{1, x∗}.
Remark 3. If q1 = 0 and q2 > 0, then f
′(x) ≤ 0 for all x ∈ (0,∞) and limx→∞ f(x) =
q2 > 0. That is, f is non-increasing and remains positive as x increases in (0,∞). Thus,
f does not have any zeros on (0,∞) and hence it is not optimal to exercise the option
prior to maturity.
An immediate result from Proposition 5.2 is a condition for the continuity of B(t, v)
at maturity.
Proposition 5.3. Suppose q1 > 0. For any fixed v ∈ (0,∞), B(t, v) is continuous at
maturity t = T if
q1 ≥ q2 + λ˜1
∫ 0
−∞
(1− ey)G1(y) dy + λ˜2
∫ ∞
0
(1− e−y)G2(y) dy. (34)
Proof. Suppose q1 > 0 and condition (34) holds. Then from the discussion at the end
of the proof of Proposition 5.2, the solution x∗ to equation (33) lies in the interval
(0, 1]. It follows that B(T−, v) = 1, which is also the value of B(T, v). Thus, B(t, v) is
continuous at the option maturity.
We briefly discuss the behavior of B(T−, v) with respect to changes in q1. Note
that ∂f/∂q1 = −x < 0, so when q1 decreases, f(x) increases. In particular, for a
given q1 > 0, there exists x
∗ ∈ (0,∞) such that f(x∗) = 0. If q1 decreases, then
f(x∗) increases away from zero, thereby moving the unique zero of f to some other
number x′ ∈ (0,∞) such that x′ > x∗. In other words, the solution x∗ of equation
(33) increases without bound, and consequently B(T−, v) → ∞, as q1 → 0+. Thus,
when the first asset bears no dividend yield, it is not optimal to exercise the American
exchange option early or at least immediately prior to the option maturity.
6. The Transition Density Function
To determine the price of the American exchange option using equation (22), we need
to solve for the price of the European exchange option V˜ and evaluate the early exercise
premium V˜ P in equation (24). To do so, we need to solve for the joint transition density
function of the asset yield ratio process S˜ and the variance process v under Q. With
the joint transition density function, we may evaluate the expectations in equations
(10) and (22).
Let Q(T, u, b; t, s, v) denote the joint transition density function of (S˜, v) under the
probability measure Qˆ:
Q(T, s˜T , vT ; t, s˜, v) = Qˆ
(
S˜(T ) = s˜T , v(T ) = vT
∣∣∣ S˜(t) = s˜, v(t) = v) .
This denotes the probability of passage from (S˜(t), v(t)) = (s˜, v) at time t to (s˜T , vT )
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at time T . The Kolmogorov backward equation associated to Q is given by
∂Q
∂t
+ Ls˜,v
[
Q(T, s˜T , vT ; t, s˜, v)
]
= 0, (35)
which is to be solved for t ∈ [0, T ] and (s˜, v) ∈ R2+ subject to the terminal condition
Q(T, s˜T , vT ;T, s˜, v) = δ(s˜− s˜T )δ(v− vT ), where δ(·) is the Dirac-delta function. Since
T , s˜T , and vT are specific constants, we will denote Q by Q(t, s˜, v) in the succeeding
calculations for notational brevity.
To solve equation (35), let x = ln s˜ and define the function H by
H(T, xT , vT ; t, x, v) = Q(T, e
xT , vt; t, e
x, v). (36)
Thus, when written in terms of H and its partial derivatives, equation (35) becomes
0 =
∂H
∂t
−
(
λ˜1κ˜1 + λ˜2κ˜
−
2 +
1
2
σ2v
)
∂H
∂x
+
[
ξη − (ξ + Λ)v] ∂H
∂v
+
1
2
σ2v
∂2H
∂x2
+
1
2
ω2v
∂2H
∂v2
+ ω (σ1ρ1 − σ2ρ2) v ∂
2H
∂x∂v
+ λ˜1EY1Qˆ
[
H(t, x+ Y1, v)−H(t, x, v)
]
+ λ˜2EY2Qˆ
[
H(t, x− Y2, v)−H(t, x, v)
]
.
(37)
The associated terminal condition is H(T, xT , vT ;T, x, v) = δ(x−xT )δ(v−vT ). Moving
forward, we shall denote H by H(t, x, v) to emphasize that we are solving equation
(37) in t, x, and v and that xT and vT are given terminal values of these variables.
The function H(t, x, v) may be interpreted as the joint transition density function
of the process (X(t), v(t)) indicating the probability of passage from (x, v) at time t
to (xT , vT ) at time t = T . In symbols, we have
H(T, xT , vT ; t, x, v) = Qˆ
(
X(T ) = xT , v(T ) = vT
∣∣X(t) = x, v(t) = v) .
Since the coefficients of equation (37) no longer contain x, we can take its Fourier
transform with respect to x to further simplify the equation. The following technical
assumption is required to be able to take the Fourier transform of the partial derivatives
ofH. This assumption is reasonable to impose onH as it is a transition density function
and is expected to vanish in the extremities of its domain (Chiarella, Ziogas, and Ziveyi
2010; Cheang, Chiarella, and Ziogas 2013).
Assumption 6.1. As x→ ±∞, H(t, x, v)→ 0, ∂H/∂x→ 0, and ∂H/∂v → 0.
Given this assumption on H, we now take the Fourier transform of equation (37)
in x.
Proposition 6.2. Let Hˆ(t, φ, v) denote the Fourier transform of H(t, x, v) with re-
spect to x,
Hˆ(t, φ, v) = Fx
{
H(t, x, v)
}
(φ) =
∫ ∞
−∞
eiφxH(t, x, v) dx. (38)
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Then Hˆ satisfies the equation
0 =
∂Hˆ
∂t
+
(
1
2
εv − iφΨ
)
Hˆ + (α−Θv) ∂Hˆ
∂v
+
1
2
ω2v
∂2Hˆ
∂v2
, (39)
where
α ≡ ξη
Θ = Θ(φ) ≡ ξ + Λ + iφω (σ1ρ1 − σ2ρ2)
ε = ε(φ) ≡ σ2
(
iφ− φ2
)
Ψ = Ψ(φ) ≡ −λ˜1κ˜1 − λ˜2κ˜−2 −
λ˜1
iφ
(
ϕ1(φ)− 1
)− λ˜2
iφ
(
ϕ2(−φ)− 1
)
,
(40)
and ϕj(φ) =
∫
R e
−iφyGj(y) dy is the characteristic function of Yj under Qˆ, j = 1, 2.
The associated terminal condition is
Hˆ(T, φ, v) = eiφxT δ(v − vT ). (41)
Proof. See Appendix A.
Save for some minor notational differences, PDE (39) is identical to the PDE pre-
sented in Cheang, Chiarella, and Ziogas (2013, Proposition 4.1) for the transition
density function of a single-asset stochastic volatility jump-diffusion model. This re-
semblance is expected since the underlying asset yield ratio process S˜(t) is modelled
similarly with a Heston-type stochastic volatility process but with two jump compo-
nents. The notational difference is pronounced in the definition of Ψ(φ) in equation
(40) where we have two terms corresponding to the jump size variables Y1 and Y2,
in contrast to that of Cheang, Chiarella, and Ziogas (2013) who only have one jump
term. Due to these similarities, we follow the method of Cheang, Chiarella, and Ziogas
(2013) in the succeeding calculations to determine the solution of equation (39).
At this point, we have reduced IPDE (37) to a second-order PDE (39) in t and v.
Solutions of second-order PDEs such as equation (39) have been obtained by Feller
(1951) using a Laplace transform with respect to v. Thus we may further simplify
equation (39) by taking its Laplace transform with respect to v. First, additional
technical assumptions must be imposed on Hˆ(t, φ, v) to ensure that all required Laplace
transforms are well-defined.
Assumption 6.3. As v → +∞, e−ϑvHˆ(t, φ, v)→ 0 and e−ϑv∂Hˆ/∂v → 0.
As before, these technical conditions can be reasonably assumed since H is a transi-
tion density function. In particular, the Fourier transform Hˆ defined in equation (38)
and its partial derivative in v both decay to zero since H(t, x, v) decays to zero as
v → ∞. Assumption 6.3 also implies that the growth of Hˆ and ∂Hˆ/∂v is dominated
by the growth of the exponential term eϑv as v →∞ for any ϑ > 0. Taking Assump-
tion 6.3 to be true, we now reduce equation (39) to a first-order PDE in the following
proposition.
Proposition 6.4. Let H¯(t, φ, ϑ) be the Laplace transform of Hˆ(t, φ, v) with respect to
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v,
H¯(t, φ, ϑ) = Lv
{
Hˆ(t, φ, v)
}
(ϑ) =
∫ ∞
0
e−ϑvHˆ(t, φ, v) dv. (42)
Then H¯ satisfies the equation
− ∂H¯
∂t
+
[
1
2
ω2ϑ2 −Θϑ+ 1
2
ε
]
∂H¯
∂ϑ
=
[
(α− ω2) + Θ− iφΨ
]
H¯ + f(t), (43)
where f(t) ≡ (ω2/2− α)Hˆ(t, φ, 0) must be determined such that
lim
ϑ→∞
H¯(t, φ, ϑ) = 0. (44)
Equation (43) has terminal condition
H¯(T, φ, ϑ) = exp {iφxT − ϑvT } . (45)
Proof. See Appendix B.
In the next proposition, we present the solution of equation (43).
Proposition 6.5. The solution H¯(t, φ, ϑ) of equation (43) is given by
H¯(t, φ, ϑ) = exp

[
(α− ω2)(Θ−z)
ω2
+ Θ− iφΨ
]
(T − t)

×
[
2z
(ω2ϑ−Θ +z)(ez(T−t) − 1) + 2z
]2− 2α
ω2
× exp
{
iφxT −
(
Θ−z
ω2
)
vT
}
× exp
{
−2zvT (ω2ϑ−Θ +z)ez(T−t)
ω2
[
(ω2ϑ−Θ +z)(ez(T−t) − 1) + 2z]
}
× Γ
(
2α
ω2
− 1;β(φ, ϑ; vT )
)
,
(46)
where
z = z(φ) ≡
√
Θ2(φ)− ω2ε(φ)
β(φ, ϑ; vT ) ≡ 2zvT e
z(T−t)
ω2(ez(T−t) − 1) ×
2z
(ω2ϑ−Θ +z)(ez(T−t) − 1) + 2z ,
(47)
Γ(u;β) is the (lower) incomplete gamma function Γ(u;β) = 1Γ(u)
∫ β
0 e
−xxu−1 dx, and
Γ(u) is the gamma function Γ(u) =
∫∞
0 e
−xxu−1 dx.
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Equation (43) [CZZ-2010] [CCZ-2013]
ω2 σ2 σ2
ε Λ Λ
ϑ s s
−iφΨ −iφ(r − q) −iφΨ
T − t τ T − t
Table 1. Comparison of notation and coefficients of equation (43), Chiarella, Ziogas, and Ziveyi (2010, equa-
tion 29) [CZZ-2010] and Cheang, Chiarella, and Ziogas (2013, equation 46) [CCZ-2013].
Proof. PDE (43) is an inhomogeneous first-order equation which can be solved via the
method of characteristics and the method of variation of parameters. This procedure
yields a solution H¯ in terms of the unknown function f(t). Condition (44) is then
applied to determine f(t) and characterize H¯ completely in terms of the parameters
introduced in Propositions 6.2 and 6.4.
Due to close resemblances in the form of the PDE, the derivation of equation (46)
follows the proof presented in Chiarella, Ziogas, and Ziveyi (2010, Appendix 4).14 For
easy comparison between our analysis and the proofs presented in Chiarella, Ziogas,
and Ziveyi (2010) and Cheang, Chiarella, and Ziogas (2013), we show in Table 1 the
equivalence of notations used in the PDE.
At this point, we now recover the original transition density function Q(t, s˜, v) by
inverting the Laplace and Fourier transforms on H¯(t, φ, ϑ) given in equation (46). To
this end, we first solve for the inverse Laplace transform of H¯.
Proposition 6.6. The inverse Laplace transform of H¯(t, φ, ϑ) in equation (46) is
Hˆ(t, φ, v) = exp
{
(Θ−z)
ω2
(v − vT + α(T − t))
}
exp
{
iφxT − iφΨ(T − t)
}
× 2ze
z(T−t)
ω2(ez(T−t) − 1)
[
vT e
z(T−t)
v
] α
ω2
− 1
2
exp
{
−2z(vT e
z(T−t) + v)
ω2(ez(T−t) − 1)
}
× I 2α
ω2
−1
(
4z
√
vT vez(T−t)
ω2(ez(T−t) − 1)
)
,
(48)
where Ik(u) is the modified Bessel function of the first kind
Ik(u) =
∞∑
n=0
(u/2)2n+k
n!Γ(n+ k + 1)
. (49)
Proof. Refer to Chiarella, Ziogas, and Ziveyi (2010, Appendix 5), keeping in mind
the notational equivalence established in Table 1.
14Note however that Chiarella, Ziogas, and Ziveyi (2010) uses time-to-maturity τ ≡ T − t instead of calendar
time t, as what was done in our analysis and by Cheang, Chiarella, and Ziogas (2013).
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Having determined Hˆ(t, φ, v), we now invert the Fourier transform to recover
H(t, x, v) using the inversion formula
H(t, x, v) = F−1x
{
Hˆ(t, φ, v)
}
(x) =
1
2pi
∫ ∞
−∞
e−iφxHˆ(t, φ, v) dφ (50)
that corresponds to the Fourier transform defined by equation (38). The original tran-
sition density function Q(t, s˜, v) is then obtained by reversing the substitution x = ln s˜
made in equation (36). The result is presented in the proposition below.
Proposition 6.7. The transition density function Q(t, s˜, v) ≡ Q(T, s˜T , vT ; t, s˜, v) is
given by
Q(t, s˜, v) =
∞∑
m=0
∞∑
n=0
(λ˜1(T − t))m(λ˜2(T − t))ne−(λ˜1+λ˜2)(T−t)
m!n!
× E(m,n)Qˆ
[
1
2pi
∫ ∞
−∞
exp
{
−iφ ln
(
s˜
s˜T
e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(T−t)eΥ1,m−Υ2,n
)}
× h(T − t, φ, v; vT ) dφ
]
,
(51)
where
h(τ, φ, v; vT ) = exp
{
(Θ−z)
ω2
(v − vT + ατ)
}
2zezτ
ω2(ezτ − 1)
[
vT e
zτ
v
] α
ω2
− 1
2
× exp
{
−2z(vT e
zτ + v)
ω2(ezτ − 1)
}
× I 2α
ω2
−1
(
4z
√
vT vezτ
ω2(ezτ − 1)
)
.
(52)
Here, Υ1,m and Υ1,n are given by
Υ1,m =
m∑
k=1
Y1,k and Υ2,n =
n∑
l=1
Y2,l,
where {Y1,1, . . . , Y1,m} and {Y2,1, . . . , Y2,n} are collections of i.i.d. random variables
sampled from populations with Qˆ-density functions G1(y) and G2(y), respectively, of
Y1 and Y2, and E
(m,n)
Qˆ [·] is the expectation operator with respect to Υ1,m and Υ2,n only.
Proof. See Appendix C.
7. The European Exchange Option Price
Given the transition density function Q(T, s˜T , vT ; t, s˜, v), we can now compute the
price of any European-style option on the two assets which matures at time T and
whose payoff, when discounted by the second asset yield process, can be written as
a function F˜ (T, s˜T , vT ) of the terminal asset yield ratio S˜(T ) = s˜T and the terminal
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instantaneous variance v(T ) = vT . Following equation (9) and the results stated in
Proposition 3.2, the no-arbitrage price at time t ∈ [0, T ) of such a claim is given by
P (t, s˜, v) = S2(t)e
q2t
∫ ∞
0
∫ ∞
0
F˜ (T, s˜T , vT )Q(T, s˜T , vT ; t, s˜, v) dvT dxT .
In this section, we calculate the price of the European exchange option following the
valuation formula stated above.
For our calculations, it is more convenient to use the log-price variable xT = ln s˜T
and the corresponding transition density function H(T, xT , vT ; t, s˜T , vT ). This implies
that the option price V˜ (t, s˜, v), as given by equation (10), can be written as15
V˜ (t, s˜, v) = e−q1T
∫ ∞
−∞
∫ ∞
0
(
exT − e(q1−q2)T
)+
H(T, xT , vT ; t, ln s˜, v) dvT dxT . (53)
Since the payoff is independent of the terminal variance level vT , we may evaluate the
integral with respect to vT by evaluating
∫∞
0 H(T, xT , vT ; t, x, v) dvT . We present this
integral in the following lemma.
Lemma 7.1. The integral
∫∞
0 H(T, xT , vT ; t, ln s˜, v) dvT is given by∫ ∞
0
H(T, xT , vT ; t, ln s˜, v) dvT
=
∞∑
m=0
∞∑
n=0
(λ˜1(T − t))m(λ˜2(T − t))ne−(λ˜1+λ˜2)(T−t)
m!n!
× E(m,n)Qˆ
[
1
2pi
∫ ∞
−∞
eiφxT f
(
T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v;−φ
)
dφ
]
,
(54)
where
f(τ, z, v;φ) = exp
{
iφ ln z +B(τ,−φ) +D(τ,−φ)v}
B(τ, φ) =
α
ω2
(Θ +z)τ − 2 ln
(
1− χezτ
1− χ
)
D(τ, φ) =
Θ +z
ω2
(
1− ezτ
1− χezτ
)
,
(55)
with χ = (Θ +z)/(Θ−z), α and Θ as defined in Proposition 6.2, and z as defined
in Proposition 6.5.
Proof. Most of the proof deals with the evaluation of
∫∞
0 h(T − t, φ, v; vT ) dvT , where
h is given by equation (52). The steps in this integration closely follow those discussed
in Chiarella, Ziogas, and Ziveyi (2010, Appendix 6).
15From this point forward, we make the simplifying notation S˜(t) = s˜ and v(t) = v to be consistent with our
notation for the transition density function.
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We are now ready to solve for the European exchange option price. Our results are
shown in the next proposition.
Proposition 7.2. The discounted price V˜ (t, s˜, v) of the European exchange option at
time t is given by
V˜ (t, s˜, v)
=
∞∑
m=0
∞∑
n=0
(λ˜1(T − t))m(λ˜2(T − t))ne−(λ˜1+λ˜2)(T−t)
m!n!
× E(m,n)Qˆ
[
e−q1T s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(T−t)eΥ1,m−Υ2,n
× PE1
(
T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v; (q1 − q2)T
)
− e−q2TPE2
(
T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v; (q1 − q2)T
)]
(56)
where PE1 and P
E
2 are defined as
PE1 (τ, z, v;K) =
1
2
+
1
2pi
∫ ∞
0
f1(τ, z, v;φ)e
−iφK − f1(τ, z, v;−φ)eiφK
iφ
dφ
PE2 (τ, z, v;K) =
1
2
+
1
2pi
∫ ∞
0
f(τ, z, v;φ)e−iφK − f(τ, z, v;−φ)eiφK
iφ
dφ,
(57)
with f(τ, z, v;φ) given in equation (55), f1(τ, z, v;φ) given by
f1(τ, z, v;φ) = exp
{
iφ ln z +B1(τ,−φ) +D1(τ,−φ)
}
B1(τ, φ) =
α
ω2
{
(Θ1 +z1)τ − 2 ln
[
1− χ1ez1τ
1− χ1
]}
D1(τ, φ) =
Θ1 +z1
ω2
[
1− ez1τ
1− χ1ez1τ
]
,
(58)
Θ1(φ) ≡ Θ(φ− i), z1(φ) ≡ z(φ− i), and χ1(φ) = χ(φ− i).
Proof. See Appendix D.
The integrals that appear in equations (56) and (57) can be evaluated using stan-
dard numerical integration schemes. Details of this implementation will no longer be
discussed in this paper.
Equation (56) expresses the discounted European exchange option price as a sum of
Poisson-weighted expectations of Heston-Bates-type formulas which arise when asset
price dynamics have stochastic volatility. Our results are similar to those of Cheang,
Chiarella, and Ziogas (2013), except that in the present analysis, there are two jump
components considered. Equation (56) may also be read as an expected value of these
Heston-Bates-type expressions conditional on the number of jumps in the prices of
the two assets (denoted by m and n) observed over the remaining life of the option.
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Given the number of jumps m and n, the Heston-Bates expressions are then averaged
with respect to the accumulated jump sizes Υ1,m and Υ2,n in the prices of stocks 1
and 2, respectively. Our representation for the discounted European exchange option
price depends on the current asset yield ratio s˜, the dividend yields of the two assets,
the jump parameters under Qˆ, the accumulation of jumps Υ1,m and Υ2,n, and the
instantaneous variance level v. Notably absent is the risk-free rate r, which is consistent
with the original result of Margrabe (1978). The expectation E(m,n)Qˆ may be evaluated
further by specifying the jump-size distribution (e.g. a log-normal distribution as in
Merton (1976) or an asymmetric double exponential distribution a` la Kou (2002)),
but we leave this unspecified for now.
The time t price of the European exchange option price C(t, S1, S2, v) may be ob-
tained by multiplying V˜ (t, s˜, v) by S2e
q2t. Doing so, we can write
C(t, S1, S2, v) = S1e
−q1(T−t)Qˆ1 − S2e−q2(T−t)Qˆ2, (59)
where
Qˆ1 =
∞∑
m=0
∞∑
n=0
(λ˜1(T − t))m(λ˜2(T − t))ne−(λ˜1+λ˜2)(T−t)
m!n!
× E(m,n)Qˆ
[
e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(T−t)eΥ1,m−Υ2,n
× PE1
(
T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v; (q1 − q2)T
)]
Qˆ2 =
∞∑
m=0
∞∑
n=0
(λ˜1(T − t))m(λ˜2(T − t))ne−(λ˜1+λ˜2)(T−t)
m!n!
× E(m,n)Qˆ
[
PE2
(
T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v; (q1 − q2)T
)]
.
(60)
This form emphasizes the similarity of our result to the original Margrabe (1978)
result and to the Cheang and Chiarella (2011) extension to the jump-diffusion case.
Furthermore, this representation is also consistent with the form obtained in Cheang
and Garces (2020, equation 27) which was obtained using the change-of-nume´raire
techniqueof Geman, El Karoui, and Rochet (1995). In their analysis, Qˆ1 and Qˆ2 were
interpreted as probabilities that the exchange option is in-the-money at maturity,
taken under probability measures Q1 and Q2 equivalent to the risk-neutral proba-
bility measure Q (corresponding to the choice of the money-market account as the
nume´raire). The alternative measures Q1 and Q2 were obtained by taking the processes
{S1(t)e−(r−q1)t/S1(0)} and {S2(t)e−(r−q2)t/S2(0)}, respectively, as the nume´raire pro-
cess.16
16We refer to the process {Si(t)e−(r−qi)t} as the discounted yield process of stock i, i = 1, 2. As such, the
probability measure Qˆ used in this analysis is different from Q2 as the former corresponds to the asset yield
process S2(t)eq2t as the nume´raire. However, Qˆ, Q1, and Q2 are equivalent probability measures as they are
all equivalent to the objective market measure P. In this paper, we chose to perform our calculations under Qˆ
as it reduces the exchange option pricing problem to the pricing of an ordinary call option on the asset yield
process S˜(t).
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8. The American Exchange Option Price
Knowledge of the transition density function also allows us to evaluate the expectations
occurring in the early exercise premium V˜ P (t, s˜, v) given in equation (24). The starting
point of our calculations is equation (28) which expresses the early exercise premium in
terms of the jump size density functions. In the succeeding calculations, let S˜(u) = s˜u,
v(u) = vu, and xu = ln s˜u, u ∈ [t, T ]. The following proposition provides an integral
representation for the early exercise premium.
Proposition 8.1. The discounted American exchange option price is given by
V˜ A(t, s˜, v) = V˜ (t, s˜v) + V˜ P (t, s˜, v),
where V˜ is the European exchange option price given in Proposition 7.2 and V˜ P is the
early exercise premium given by
V˜ P (t, s˜, v) = V˜ PD (t, s˜, v)− λ˜1V˜ PJ1 (t, s˜, v)− λ˜2V˜ PJ2 (t, s˜, v). (61)
Here, V˜ PD is given by
V˜ PD (t, s˜, v)
=
∞∑
m=0
∞∑
n=0
λ˜m1 λ˜
n
2
m!n!
E(m,n)Qˆ
[∫ T
0
∫ ∞
0
(u− t)m+ne−(λ˜1+λ˜2)(u−t)
×
(
q1e
−q1us˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(u−t)eΥ1,m−Υ2,n
× PA1
(
u− t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(u−t)eΥ1,m−Υ2,n , v; vu, A(u, vu)
)
− q2e−q2u
× PA2
(
u− t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(u−t)eΥ1,m−Υ2,n , v; vu, A(u, vu)
))
dvu du
]
,
(62)
where A(u, vu) ≡ B(u, vu)e(q1−q2)u is the critical asset yield ratio associated to the
stopping region S(u) (see equation (18)), and PA1 and PA2 are defined as
PA1 (τ, z, v; vu,K) =
1
2
+
1
2pi
∫ ∞
0
f21(τ, z, v;φ, vu)e
−iφ lnK − f21(τ, z, v;−φ, vu)eiφ lnK
iφ
dφ
PA2 (τ, z, v; vu,K) =
1
2
+
1
2pi
∫ ∞
0
f2(τ, z, v;φ, vu)e
−iφ lnK − f2(τ, z, v;−φ, vu)eiφ lnK
iφ
dφ,
(63)
with f2(τ, z, v;φ, vu) = e
iφ ln zh(τ,−φ, v; vu), f21 given by
f21(τ, z, v;φ, vu) = e
iφ ln zh(τ,−(φ− i), v; vu),
and h(τ, φ, v; vu) given by equation (52). Furthermore, V˜
P
J1
(t, s˜, v) and V˜ PJ1 (t, s˜, v) are
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given by
V˜ PJ1 (t, s˜, v)
=
∞∑
m=0
∞∑
n=0
λ˜m1 λ˜
n
2
m!n!
E(m,n)Qˆ
[
1
2pi
∫ T
0
∫ ∞
0
(u− t)m+ne−(λ˜1+λ˜2)(u−t)
×
∫ 0
−∞
G1(y)
∫ lnA(u,vu)−y
lnA(u,vu)
(
V A(u, exu+y, vu)−
(
e−q1uexu+y − e−q2u
))
×
∫ ∞
−∞
eiφxu exp
{
−iφ ln
(
s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(u−t)eΥ1,m−Υ2,n
)}
× h(u− t, φ, v; vu) dφ dxu dy dvu du
]
,
(64)
and
V˜ PJ2 (t, s˜, v)
=
∞∑
m=0
∞∑
n=0
λ˜m1 λ˜
n
2
m!n!
E(m,n)Qˆ
[
1
2pi
∫ T
0
∫ ∞
0
(u− t)m+ne−(λ˜1+λ˜2)(u−t)
×
∫ ∞
0
G2(y)
∫ lnA(u,vu)+y
lnA(u,vu)
(
V A(u, exu−y, vu)−
(
e−q1uexu−y − e−q2u
))
×
∫ ∞
−∞
eiφxu exp
{
−iφ ln
(
s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(u−t)eΥ1,m−Υ2,n
)}
× h(u− t, φ, v; vu) dφ dxu dy dvu du
]
.
(65)
Proof. See Appendix E.
Because of the possibility of jumps in the prices of the two underlying assets, the
early exercise premium, as seen from its jump components, remains dependent on
the (yet unknown) discounted American exchange option price V˜ A(t, s˜, v). The early
exercise premium components also require knowledge of the unknown critical asset
yield ratio B(t, v) for the term A(t, v) = B(t, v)e(q1−q2)t that appears in equations
(62), (64), and (65). In this regard, we require another equation that, when coupled
with equation (22), characterizes both V˜ A and B(t, v).
Proposition 8.2. The discounted American exchange option V˜ A(t, s˜, v) and the crit-
ical asset yield ratio B(t, v) are the solution of the linked system of integral equations
V˜ A(t, s˜, v) = V˜ (t, s˜, v) + V˜ P (t, s˜, v)
e−q1t
(
A(t, v)− e(q1−q2)t
)
= V˜ (t, A(t, v), v) + V˜ P (t, A(t, v), v),
(66)
where A(t, v) = B(t, v)e(q1−q2)t, V˜ (t, s˜, v) is the price of the European exchange op-
tion given in Proposition 7.2, and V˜ P (t, s˜, v) is the early exercise premium given in
Proposition 8.1.
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Proof. The first equation is the early exercise representation for V˜ A(t, s˜, v) whereas
the second equation is obtained by evaluating the first equation at s˜ = A(t, v) and
invoking the value-matching condition (19) to rewrite the left-hand side. The linked
system is supplemented with expressions for V˜ (t, s˜, v) and V˜ P (t, s˜, v) given in Propo-
sitions 7.2 and 8.1, respectively.
The discounted American exchange option price V˜ A(t, s˜, v), once determined, is
measured in units of the second asset yield process. To obtain the nominal price,
V˜ A(t, s˜, v) is simply multipled by S2(t)e
−q2t.
While our analysis covers only the application of the change-of-nume´raire technique
to reduce the dimensionality of the problem and producing integral representations of
the option prices and the early exercise premium, our results may be linked to existing
literature that grapple with the numerical aspects of the option pricing problem. Most
notably, the method-of-lines (MOL) and the component-wise splitting approaches used
by Chiarella et al. (2009) may be used to solve the IPDE obtained in Proposition 3.2
and the corresponding free-boundary problem (19) to (21) for the American exchange
option since the structure of the IPDE operator we defined in our analysis is similar
to that tackled by Chiarella et al. (2009). Our IPDE, however, slightly differs due to
the presence of a second integral component corresponding to the jumps in the second
asset price. One may also extend the numerical methods explored by Adolfsson et al.
(2013) who priced single-asset American options under stochastic volatility dynamics
and by Kang and Meyer (2014) who priced American calls under stochastic volatility
and interest rates. Moreover, the transition density function that we obtained may also
be used in Monte Carlo simulation schemes to price options for which an analytical
representation may not be readily available. Lastly, numerical integration schemes may
be used to obtain option prices from our integral representations, provided that values
for the model parameters are available.
9. Summary and Conclusion
We considered the problem of pricing European and American exchange options when
the underlying asset prices are modelled with jump-diffusion dynamics and a common
Heston-type stochastic volatility process. Our results are thus extensions of those ob-
tained by Margrabe (1978) and Bjerskund and Stensland (1993) for European and
American exchange options under pure diffusion dynamics and those by Cheang and
Chiarella (2011) who analyzed exchange options under jump-diffusion dynamics.
The results of this paper complement those presented by Cheang and Garces (2020).
In the SVJD model of Cheang and Garces (2020), the assumption that asset prices
were uncorrelated (among other simplifying assumptions on the correlation structure
of the model) had to be enforced to obtain analytical representation of exchange option
prices. In this paper, we used a proportional stochastic volatility jump-diffusion model
to include the possibility of correlation between asset returns in our representation
of exchange option prices. We showed that the representations we obtained in this
analysis are of similar form to those obtained by Cheang and Garces (2020), as well
as those obtained in earlier studies by Margrabe (1978), Fischer (1978), and Cheang
and Chiarella (2011).
Given the proportional SVJD model specification, the two-dimensional exchange
option pricing problem was reduced to a one-dimensional call option pricing prob-
lem by taking the second asset yield process as the nume´raire, following the put-call
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transformation method described by Bjerskund and Stensland (1993). We defined the
equivalent martingale measure Qˆ, corresponding to our choice of nume´raire, which was
then used to express the exchange option prices as expectations under Qˆ. Then, with
usual martingale arguments, we derived the IPDE for the European option price and
the Kolmogorov backward equation for the joint transition density function of S˜(t)
and v(t).
Having reduced the problem to pricing a call option on the asset yield ratio S˜(t),
which also has stochastic volatility and jump-diffusion dynamics, we then adapted the
methodology of Cheang, Chiarella, and Ziogas (2013) to obtain an early exercise rep-
resentation for the American exchange option via probabilistic arguments and to solve
for the joint transition density function via Fourier and Laplace transforms. Equipped
with the joint transition density function, we then obtained integral representations
for the price of the European exchange option and the early exercise premium and a
linked system of integral equations for the American exchange option price and the
unknown early exercise boundary associated to the American option. We also analyzed
the limiting behavior of the early exercise boundary immediately before maturity and
how the dividend yields and the jump parameters affected this limit.
With the simplification of the exchange option pricing problem, our results can then
be linked to a number of existing numerical and simulation techniques for single-asset
options (see e.g. Adolfsson et al. 2013; Chiarella et al. 2009) to obtain option prices
given the model parameters.
Acknowledgments
The first author is supported by a Research Training Program International (RPTi)
scholarship awarded by the Australian Commonwealth Government and by a Faculty
Development Grant from the Loyola Schools of Ateneo de Manila University.
Disclosure Statement
The authors report no potential conflict of interest arising from the results of this
paper.
References
Adolfsson, Thomas, Carl Chiarella, Andrew Ziogas, and Jonathan Ziveyi. 2013. “Represen-
tation and Numerical Approximation of American Option Prices under Heston Stochastic
Volatility Dynamics.” Quantitative Finance Research Center Research Paper 327, Univer-
sity of Technology Sydney .
Alo`s, Elisa, and Thorstein Rheinlander. 2017. “Pricing and hedging Margrabe options with
stochastic volatilities.” Economic Working Papers 1475, Department of Economics and
Business, Universitat Pompeu Fabra .
Andersen, Leif B. G., and Vladimir V. Piterbarg. 2007. “Moment explosions in stochastic
volatility models.” Finance and Stochastics 11: 29–50.
Andersen, Torben G., Luca Benzoni, and Jesper Lund. 2002. “An Empirical Investigation of
Continuous-Time Equity Return Models.” The Journal of Finance 57 (3): 1239–1284.
Antonelli, Fabio, and Sergio Scarlatti. 2010. “Exchange option pricing under stochastic volatil-
ity: a correlation expansion.” Finance and Stochastics 13 (2): 269–303.
32
Bakshi, Gurdip, Charles Cao, and Zhiwu Chen. 1997. “Empirical Performance of Alternative
Option Pricing Models.” The Journal of Finance 52 (5): 2003–2049.
Bates, David S. 1996. “Jumps and Stochastic Volatility: Exchange Rate Processes Implicit in
Deutsche Mark Options.” The Review of Financial Studies 9 (1): 69–107.
Benth, Fred Espen, and Hanna Zdanowicz. 2015. “Pricing energy spread options.” In Handbook
of Multi-Commodity Markets and Products: Structuring, Trading and Risk Management,
edited by Andrea Roncoroni, Gianluca Fusai, and Mark Cummins, Chap. 17, 801–825. John
Wiley & Sons, Ltd.
Bjerskund, Petter, and Gunnar Stensland. 1993. “American exchange options and a put-call
transformation: a note.” Journal of Business Finance and Accounting 20 (5): 761–764.
Black, Fischer, and Myron Scholes. 1973. “The Pricing of Options and Corporate Liabilities.”
Journal of Political Economy 81: 637–659.
Bre´maud, Pierre. 1981. Point Processes and Queues: Martingale Dynamics. Springer-Verlag.
Broadie, Mark, and Jerome Detemple. 1997. “The valuation of American options on multiple
assets.” Mathematical Finance 7 (3): 241–286.
Caldana, Ruggero, Gerald H. L. Cheang, Carl Chiarella, and Gianluca Fusai. 2015. “Correction:
Exchange Options under Jump-Diffusion Dynamics.” Applied Mathematical Finance 22 (1):
99–103.
Carr, P. 1995. “The valuation of American exchange options with application to real options.”
In Real Options in Capital Investment: Models, Strategies, and Applications, edited by Lenos
Trigeorgis, 109–120. Praeger.
Carr, Peter, and Ali Hirsa. 2003. “Why Be Backward? Forward Equations for American Op-
tions.” Risk 103–107.
Cheang, Gerald H. L., and Carl Chiarella. 2011. “Exchange Options under Jump-Diffusion
Dynamics.” Applied Mathematical Finance 18 (3): 245–276.
Cheang, Gerald H. L., Carl Chiarella, and Andrew Ziogas. 2006. “On exchange options with
jumps.” In Proceedings of the Third IASTED International Conference on Financial Engi-
neering and Applications (FEA 2006), edited by Mark Holder, Oct., 104–109. ACTA Press.
Cheang, Gerald H. L., Carl Chiarella, and Andrew Ziogas. 2013. “The representation of Amer-
ican option prices under stochastic volatility and jump-diffusion dynamics.” Quantitative
Finance 13 (2): 241–253.
Cheang, Gerald H. L., and Len Patrick Dominic M. Garces. 2020. “Representation of Exchange
Option Prices under Stochastic Volatility and Jump-Diffusion Dynamics.” Quantitative Fi-
nance 20 (2): 291–310.
Cheang, Gerald H. L., and Gim-Aik Teh. 2014. “Change of Nume´raire and a Jump-Diffusion
Option Pricing Formula.” In Nonlinear Economic Dynamics and Financial Modelling: Es-
says in Honour of Carl Chiarella, edited by Roberto Dieci, Xue-Zhong He, and Cars
Hommes, 371–389. Cham: Springer International Publishing.
Chernov, Mikhail, A. Ronald Gallant, Eric Ghysels, and George Tauchen. 2003. “Alternative
models for stock price dynamics.” Journal of Econometrics 116: 225–257.
Chiarella, Carl, Boda Kang, and Gunter H. Meyer. 2015. The Numerical Solution of the Ameri-
can Option Pricing Problem: Finite Difference and Transform Approaches. Singapore: World
Scientific.
Chiarella, Carl, Boda Kang, Gunter H. Meyer, and Andrew Ziogas. 2009. “The evaluation of
American option prices under stochastic volatility and jump-diffusion dynamics using the
method of lines.” International Journal of Theoretical and Applied Finance 13 (3): 393–425.
Chiarella, Carl, and Andrew Ziogas. 2004. “McKean’s Method applied to American Call Op-
tions on Jump-Diffusion Processes.” Quantitative Finance Research Center Research Paper
117, University of Technology Sydney .
Chiarella, Carl, and Andrew Ziogas. 2009. “American Call Options under Jump-Diffusion
Processes—A Fourier Transform Approach.” Applied Mathematical Finance 16 (1): 37–79.
Chiarella, Carl, Andrew Ziogas, and Jonathan Ziveyi. 2010. “Representation of American
Option Prices under Heston Stochastic Volatility Dynamics Using Integral Transforms.”
In Contemporary Quantitative Finance, edited by C. Chiarella and A. Novikov, 281–315.
33
Springer-Verlag.
Chiarella, Carl, and Jonathan Ziveyi. 2014. “Pricing American options written on two under-
lying assets.” Quantitative Finance 14 (3): 409–426.
Cont, Rama. 2001. “Empirical properties of asset returns: stylized facts and statistical issues.”
Quantitative Finance 1: 223–236.
Cufaro-Petroni, Nicola, and Piergiacomo Sabino. 2018. “Pricing exchange options with corre-
lated jump diffusion processes.” Quantitative Finance .
De Vallie`re, Dimitri, Yuri Kabanov, and Emmanuel Le´pinette. 2016. “Consumption-investment
problem with transaction costs for Le´vy-driven price processes.” Finance and Stochastics
20: 705–740.
Duffie, Darrell, Jun Pan, and Kenneth Singleton. 2000. “Transform analysis and asset pricing
for affine jump-diffusions.” Econometrica 68 (6): 1343–1376.
Eraker, Bjorn, Michael Johannes, and Nicholas Polson. 2003. “The Impact of Jumps in Volatil-
ity and Returns.” The Journal of Finance 58 (3): 1269–1300.
Fajardo, Jose´, and Ernesto Mordecki. 2006. “Pricing derivatives on two-dimensional Le´vy
processes.” International Journal of Theoretical and Applied Finance 9 (2): 185–197.
Feller, William. 1951. “Two Singular Diffusion Problems.” Annals of Mathematics (Second
Series) 54 (1): 173–182.
Fischer, Stanley. 1978. “Call option pricing when the exercise price is uncertain, and the
valuation of index bonds.” The Journal of Finance 33 (1): 169–176.
Geman, He´lyette, Nicole El Karoui, and Jean-Charles Rochet. 1995. “Changes of Nume´raire,
Changes of Probability Measure and Option Pricing.” Journal of Applied Probability 32 (2):
443–458.
Gukhal, Chandrasekhar Reddy. 2001. “Analytical valuation of American options on jump-
diffusion processes.” Mathematical Finance 11 (1): 97–115.
Heston, Steven L. 1993. “A Closed-Form Solution for Options with Stochastic Volatility with
Applications to Bond and Currency Options.” The Review of Financial Studies 6 (2): 327–
343.
Jamshidian, F. 1992. “An analysis of American options.” Review of Futures Markets 11 (1):
72–80.
Kang, Boda, and Gunter H. Meyer. 2014. “Pricing an American call under stochastic volatility
and interest rates.” In Nonlinear Economic Dynamics and Financial Modelling: Essays in
Honour of Carl Chiarella, edited by Roberto Dieci, Xue-Zhong He, and Cars Hommes,
291–314. Springer International Publishing.
Kensinger, John W. 1988. “The capital investment project as a set of exchange options.”
Managerial Finance 14 (2/3): 16–27.
Kim, Jeong-Hoon, and Chang-Rae Park. 2017. “A multiscale extension of the Margrabe for-
mula under stochastic volatility.” Chaos, Solitons and Fractals: Nonlinear Science, and
Nonequilibrium and Complex Phenomena 97: 59–65.
Kou, S. G. 2002. “A Jump-Diffusion Model for Option Pricing.” Management Science 48 (8):
1086–1101.
Kou, S. G. 2008. “Jump-Diffusion Models for Asset Pricing in Financial Engineering.” In
Handbooks in Operations Research and Management Science, edited by J. R. Birge and
V. Linetski, Chap. 2, 73–116. Elsevier.
Ma, Yong, Dongtao Pan, and Tianyang Wang. 2020. “Exchange options under clustered jump
dynamics.” Quantitative Finance .
Margrabe, William. 1978. “The value of an option to exchange one asset for another.” The
Journal of Finance 33 (1): 177–186.
Merton, Robert C. 1976. “Option pricing when underlying stock returns are discontinuous.”
Journal of Financial Economics 3: 125–144.
Miller, Stephen Matteo. 2012. “Booms and busts as exchange options.” Multinational Finance
Journal 16 (3/4): 189–223.
Mishura, Yuliya, and Georgiy Shevchenko. 2009. “The optimal time to exchange one asset
for another on finite interval.” In Optimality and Risk–Modern Trends in Mathematical Fi-
34
nance: The Kabanov Festschrift, edited by Freddy Delbaen, Miklo´s Ra´sonyi, and Christophe
Stricker, 197–210. Springer-Verlag Berlin Heidelberg.
Myneni, Ravi. 1992. “The pricing of the American option.” The Annals of Applied Probability
2 (1): 1–23.
Quittard-Pinon, Franc¸oise, and Rivo Randrianarivony. 2010. “Exchange options when one
underlying price can jump.” Finance 31 (1): 33–53.
Runggaldier, Wolfgang J. 2003. “Jump-Diffusion Models.” In Handbook of Heavy Tailed Distri-
butions in Finance, edited by Svetlozar T. Rachev, Vol. 1, Chap. 5, 169 – 209. North-Holland.
Shephard, N. G. 1991. “From characterstic function to distribution function: A simple frame-
work for the theory.” Econometric Theory 7: 519–528.
Siegel, Andrew F. 1995. “Measuring systematic risk using implicit beta.” Management Science
41 (1): 124–128.
Touzi, N. 1999. “American Options Exercise Boundary When the Volatility Changes Ran-
domly.” Applied Mathematics and Optimization 39: 411–422.
Villeneuve, Stephane. 1999. “Exercise regions of American options on several assets.” Finance
and Stochastics 3: 295–322.
Wilmott, Paul, Jeff Dewynne, and Sam Howison. 1993. Option Pricing: Mathematical Models
and Computation. London: Oxford Financial Press.
Appendix A. Fourier Transform of the Transition Density Function IPDE
A straightforward application of equation (38) yields
Fx
{
∂H
∂t
}
=
∂Hˆ
∂t
Fx
{
∂H
∂v
}
=
∂Hˆ
∂v
Fx
{
∂2H
∂v2
}
=
∂2Hˆ
∂v2
.
Furthermore, with Assumption 6.1, integration by parts gives us
Fx
{
∂H
∂x
}
= −iφHˆ, Fx
{
∂2H
∂x2
}
= −φ2Hˆ, Fx
{
∂2H
∂x∂v
}
= −iφ∂Hˆ
∂v
.
The Fourier transform of the first expectation in equation (37) is the Fourier transform
of a convolution-type integral and is calculated as follows:
Fx
{
EY1Qˆ
[
H(t, x+ Y1, v)
]}
=
∫ ∞
−∞
∫ ∞
−∞
eiφxH(t, x+ y, v)G1(y) dy dx
=
∫ ∞
−∞
e−iφyG1(y)
(∫ ∞
−∞
eiφzH(t, z, v) dz
)
dy
= ϕ1(φ)Hˆ(t, φ, v).
A similar calculation shows that Fx{EY2Qˆ [H(t, x− Y2, v)]} = ϕ2(−φ)Hˆ(t, φ, v).
Thus, the Fourier transform of equation (37) is
0 =
∂Hˆ
∂t
+ iφ
(
λ˜1κ˜1 + λ˜2κ˜
−
2 +
1
2
σ2v
)
Hˆ +
[
ξη − (ξ + Λ)v] ∂Hˆ
∂v
− 1
2
σ2vφ2Hˆ +
1
2
ω2v
∂2Hˆ
∂v2
− ω (σ1ρ1 − σ2ρ2) viφ∂Hˆ
∂v
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+ λ˜1
(
ϕ1(φ)− 1
)
Hˆ + λ˜2
(
ϕ2(−φ)− 1
)
Hˆ.
Factoring the above expression and using the notation introduced in equation (40)
yields equation (39).
The associated terminal condition is obtained by a straightforward application of
equation (38) and the definition of the Dirac-delta function.
Appendix B. Laplace Transform of the Transformed PDE
Given that Assumption 6.3 holds, we find that
Lv
{
∂Hˆ
∂t
}
=
∂H¯
∂t
Lv
{(
1
2
εv − iφΨ
)
Hˆ
}
= −1
2
ε
∂H¯
∂ϑ
− iφΨH¯
Lv
{
(α−Θv)∂Hˆ
∂v
}
= −αHˆ(t, φ, 0) + (αϑ+ Θ)H¯ + Θϑ∂H¯
∂ϑ
Lv
{
1
2
ω2v
∂2Hˆ
∂v2
}
=
1
2
ω2Hˆ(t, φ, 0)− 1
2
ω2ϑ2
∂H¯
∂ϑ
− ω2ϑH¯.
The Laplace transform of equation (39) is therefore
0 =
∂H¯
∂t
− 1
2
ε
∂H¯
∂ϑ
− iφΨH¯ − αHˆ(t, φ, 0) + (αϑ+ Θ)H¯ + Θϑ∂H¯
∂ϑ
+
1
2
ω2Hˆ(t, φ, 0)− 1
2
ω2ϑ2
∂H¯
∂ϑ
− ω2ϑH¯.
Factoring and defining f(t) ≡ (ω2/2− α)Hˆ(t, φ, 0) yields equation (43).
Note that, at this point, Hˆ(t, φ, 0) is unknown but it has to be determined so that
the solution H¯ to equation (43) is finite for all ϑ > 0. A sufficient condition for this is
equation (44) (Cheang, Chiarella, and Ziogas 2013).
The terminal condition (45) is a consequence of the definition (42) and the Dirac-
delta function.
Appendix C. Recovering the Transition Density Function
Using the inversion formula (50) and the expressions for Ψ and Hˆ(t, φ, v) in equations
(40) and (48), respectively, H(t, x, v) is given by
H(t, x, v) =
1
2pi
∫ ∞
−∞
exp
{
−iφ
[
x− xT − λ˜1κ˜1(T − t)− λ˜2κ˜−2 (T − t)
]}
× exp
{
λ˜1(T − t)[ϕ1(φ)− 1]
}
exp
{
λ˜2(T − t)[ϕ2(−φ)− 1]
}
× h(T − t, φ, v; vT ) dφ,
36
where h is the function given by equation (52).
We note that
eλ˜1(T−t)ϕ1(φ) =
∞∑
m=0
(λ˜1(T − t))m
m!
[ϕ1(φ)]
m.
If Y1,1, . . . , Y1,m are i.i.d. random variables with density function G1(y), then
[ϕ1(φ)]
m = E(m)Qˆ [e
−iφΥ1,m ], where Υ1,m =
∑m
k=1 Y1,k, since ϕ1(·) is the characteris-
tic function of each of the Y1,k’s. Here, the expectation operator E
(m)
Qˆ acts only on
Υ1,m. It follows that
exp
{
λ˜1(T − t)[ϕ1(φ)− 1]
}
= e−λ˜1(T−t)
∞∑
m=0
(λ˜1(T − t))m
m!
E(m)Qˆ
[
e−iφΥ1,m
]
.
A similar analysis calculation yields
exp
{
λ˜2(T − t)[ϕ2(−φ)− 1]
}
= e−λ˜2(T−t)
∞∑
n=0
(λ˜2(T − t))n
n!
E(n)Qˆ
[
eiφΥ2,n
]
,
where Υ2,n =
∑n
l=1 Y2,l, {Y2,1, . . . , Y2,n} is a sample of i.i.d. random variables from a
population with density function G2(y), and E
(n)
Qˆ is the expectation operator acting
only on Υ2,n. We then obtain
H(t, x, v) =
∞∑
m=0
∞∑
n=0
(λ˜1(T − t))m(λ˜2(T − t))ne−(λ˜1+λ˜2)(T−t)
m!n!
× E(m,n)Qˆ
[
1
2pi
∫ ∞
−∞
exp
{
−iφ
[
x− xT − λ˜1κ˜1(T − t)− λ˜2κ˜−2 (T − t)
]}
× exp
{
−iφ (Υ1,m −Υ2,n)}h(T − t, φ, v; vT ) dφ].
(C1)
Here, E(m,n)Qˆ is the expectation acting only on Υ1,m and Υ2,n.
Reversing the substitutions x = ln s˜ and xT = ln s˜T and combining the resulting
exponent under one natural logarithm yields the desired result.
Appendix D. Integral Representation of the Discounted European
Exchange Option Price
From equation (53) and Lemma 7.1, V˜ (t, s˜, v) may be written as
V˜ (t, s˜, v) = e−q1T
∞∑
m=0
∞∑
n=0
(λ˜1(T − t))m(λ˜2(T − t))ne−(λ˜1+λ˜2)(T−t)
m!n!
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× E(m,n)Qˆ
[
1
2pi
∫ ∞
−∞
∫ ∞
(q1−q2)T
(
exT − e(q1−q2)T
)
eiφxT
× f
(
T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v;−φ
)
dxT dφ
]
.
To simplify notation, temporarily set
f(−φ) ≡ f(T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v;−φ)
and K ≡ (q1 − q2)T . Furthermore, let I denote the double integral inside the above
expectation. It follows that
I =
∫ ∞
−∞
∫ ∞
K
ei(φ−i)xT f(−φ) dxT dφ− eK
∫ ∞
−∞
∫ ∞
K
eiφxT f(−φ) dxT dφ.
Denote by I1 and I2 the first and second terms, respectively, of I. Integrating with
respect to xT , we have
I1 =
∫ ∞
−∞
f(−φ)
∫ ∞
K
ei(φ−i)xT dxT dφ = lim
b→∞
∫ ∞
−∞
f(−φ)
[
ei(φ−i)b − ei(φ−i)K
i(φ− i)
]
dφ
= lim
b→∞
∫ ∞
−∞
f(−u− i)
[
eiub − eiuK
iu
]
du = lim
b→∞
∫ ∞
−∞
f(φ− i)
[
e−iφK − e−iφb
iφ
]
dφ
=
∫ ∞
0
f(φ− i)e−iφK − f(−φ− i)eiφK
iφ
dφ
− lim
b→∞
∫ ∞
0
f(φ− i)e−iφb − f(−φ− i)eiφb
iφ
dφ,
where the last equality is a result of splitting the domain of integration on φ. Observe
that
f(φ− i) = f(T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v;φ− i)
= s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(T−t)eΥ1,m−Υ2,nf1
(
T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v;φ
)
,
where f1 and its components are defined in equation (58). Thus, we may write
I1 = s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(T−t)eΥ1,m−Υ2,n
×
[∫ ∞
0
f1(φ)e
−iφK − f1(−φ)eiφK
iφ
dφ− lim
b→∞
∫ ∞
0
f1(φ)e
−iφb − f1(−φ)eiφb
iφ
dφ
]
,
where f1(φ) ≡ f1(T − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(T−t)eΥ1,m−Υ2,n , v;φ).
The limit above may be evaluated using the results in Shephard (1991). Let F1(x)
be the cumulative distribution function of a random variable whose mean exists and
whose characteristic function is f1(φ). Then by Shephard (1991, Theorem 3), we have
F1(b) =
1
2
− 1
2pi
∫ ∞
0
f1(φ)e
−iφb − f1(−φ)eiφb
iφ
dφ.
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Since F1(b)→ 1 as b→∞, it follows that
I1 = s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(T−t)eΥ1,m−Υ2,n
[
pi +
∫ ∞
0
f1(φ)e
−iφK − f1(−φ)eiφK
iφ
dφ
]
.
The same calculations apply for evaluating I2. Evaluating the integral with respect
to xT and splitting the domain of integration in φ, we have
I2 = lim
b→∞
∫ ∞
−∞
f(−φ)
[
eiφb − eiφK
iφ
]
dφ
=
∫ ∞
0
f(φ)e−iφK − f(−φ)eiφK
iφ
dφ− lim
b→∞
∫ ∞
0
f(φ)e−iφb − f(−φ)eiφb
iφ
dφ.
Using Shephard (1991, Theorem 3) to evaluate the limit, we find that
I2 = pi +
∫ ∞
0
f(φ)e−iφK − f(−φ)eiφK
iφ
dφ.
Using these results to rewrite the double integral in V˜ (t, s˜, v), putting back (q1−q2)T
in place of K, and writing the resulting expression in terms of PE1 and P
E
2 yield the
expression presented in the proposition.
Appendix E. Integral Representation of the Early Exercise Premium
Equation (61) for the early exercise premium is written such that V˜ PD , V˜
P
J1
, and V˜ PJ2
denote the first, second, and third expectations, respectively, that appear in equation
(28). These terms may be interpreted as the diffusion and jump components, respec-
tively, of the early exercise premium. In each term, the indicator function 1(A(u))
appears, where u ∈ [t, T ]. In terms of xu and vu, the event A(u) may be written as
A(u) = {xu ≥ lnA(u, vu)}.
Evaluating V˜ PD : From equation (28), V˜
P
D is given by
V˜ PD (t, s˜, v) = EQˆ
[ ∫ T
t
e−q1u
(
q1s˜u − q2e(q1−q2)u
)
1(A(u))
∣∣∣∣∣ S˜(t) = s˜, v(t) = v
]
,
and in terms of the transition density function H in equation (C1), we have
V˜ PD (t, s˜, v) =
∫ T
t
∫ ∞
0
∫ ∞
lnA(u,vu)
e−q1u
(
q1e
xu − q2eK(u)
)
H(u, xu, vu; t, ln s˜, v) dxu dvu dt,
where K(u) ≡ (q1 − q2)u. Using equation (C1), we find that
V˜ PD (t, s˜, v) =
∞∑
m=0
∞∑
n=0
λ˜m1 λ˜
n
2
m!n!
E(m,n)Qˆ
[∫ T
t
∫ ∞
0
(u− t)m+ne−(λ˜1+λ˜2)(u−t)e−q1u
× 1
2pi
∫ ∞
lnA(u,vu)
(
q1e
xu − q2eK(u)
)∫ ∞
−∞
eiφxu
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× exp
{
−iφ ln
(
s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(u−t)eΥ1,m−Υ2,n
)}
× h(u− t, φ, v; vu) dφ dxu dvu du
]
.
In terms of the function f2 introduced in the proposition, we can write
V˜ PD (t, s˜, v) =
∞∑
m=0
∞∑
n=0
λ˜m1 λ˜
n
2
m!n!
E(m,n)Qˆ
[∫ T
t
∫ ∞
0
(u− t)m+ne−(λ˜1+λ˜2)(u−t)e−q1u
× 1
2pi
∫ ∞
−∞
f2(−φ)
∫ ∞
lnA(u,vu)
(
q1e
xu − q2eK(u)
)
eiφxu dxu dφ dvu du
]
,
(E1)
where we set f2(−φ) ≡ f2(u− t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(u−t)eΥ1,m−Υ2,n , y;−φ, vu).
We next integrate the innermost double integral, which we denote by I∗, using the
techniques employed in the proof of Proposition 7.2. To this end, we make a secondary
representation I∗ = q1I∗1 − q2eK(u)I∗2, where
I∗1 =
∫ ∞
−∞
f2(−φ)
∫ ∞
lnA(u,vu)
ei(φ−i)xu dxu dφ
I∗2 =
∫ ∞
−∞
f2(−φ)
∫ ∞
lnA(u,vu)
eiφxu dxu dφ.
Evaluating the integral with respect to xu, I∗1 can be written as
I∗1 = lim
b→∞
∫ ∞
−∞
f2(−φ)
[
ei(φ−i)b − ei(φ−i) lnA(u,vu)
i(φ− i)
]
dφ
= lim
b→∞
∫ ∞
−∞
f2(φ− i)
[
e−iφ lnA(u,vu) − e−iφb
iφ
]
dφ
=
∫ ∞
0
f2(φ− i)e−iφ lnA(u,vu) − f2(−φ− i)eiφ lnA(u,vu)
iφ
dφ
− lim
b→∞
∫ ∞
0
f2(φ− i)e−iφb − f2(−φ− i)eiφb
iφ
dφ.
Note that
f2(φ− i) ≡ f2
(
u− t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(u−t)eΥ1,m−Υ2,n , y;φ− i, vu
)
= s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(u−t)eΥ1,m−Υ2,n
× f21
(
u− t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(u−t)eΥ1,m−Υ2,n , v;φ, vu
)
,
where f21 is defined in the proposition. For ease of notation, let f21(φ) be shorthand
for f21(u − t, s˜e−(λ˜1κ˜1+λ˜2κ˜−2 )(u−t)eΥ1,m−Υ2,n , v;φ, vu). With this representation, I∗1 can
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be written as
I∗1 = s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(u−t)eΥ1,m−Υ2,n
×
[∫ ∞
0
f21(φ)e
−iφ lnA(u,vu) − f21(−φ)eiφ lnA(u,vu)
iφ
dφ
− lim
b→∞
∫ ∞
0
f21(φ)e
−iφb − f21(−φ)eiφb
iφ
dφ
]
= s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(u−t)eΥ1,m−Υ2,n
×
[
pi +
∫ ∞
0
f21(φ)e
−iφ lnA(u,vu) − f21(−φ)eiφ lnA(u,vu)
iφ
dφ
]
,
where the limit was evaluated using Theorem 3 of Shephard (1991).
Similar calculations apply in simplifying I∗2. Integration with respect to xu yields
I∗2 = lim
b→∞
∫ ∞
−∞
f2(−φ)
[
eiφb − eiφ lnA(u,vu)
iφ
]
dφ
=
∫ ∞
0
f2(φ)e
−iφ lnA(u,vu) − f2(−φ)eiφ lnA(u,vu)
iφ
dφ
− lim
b→∞
∫ ∞
0
f2(φ)e
−iφb − f2(−φ)eiφb
iφ
dφ.
By Theorem 3 of Shephard (1991), the limit reduces to −pi, giving us
I∗2 = pi +
∫ ∞
0
f2(φ)e
−iφ lnA(u,vu) − f2(−φ)eiφ lnA(u,vu)
iφ
dφ.
From our calculations, we now find that I∗ is given by
I∗ = q1s˜e−(λ˜1κ˜1+λ˜2κ˜
−
2 )(u−t)eΥ1,m−Υ2,n
×
(
pi +
∫ ∞
0
f21(φ)e
−iφ lnA(u,vu) − f21(−φ)eiφ lnA(u,vu)
iφ
dφ
)
− q2e(q1−q2)u
(
pi +
∫ ∞
0
f2(φ)e
−iφ lnA(u,vu) − f2(−φ)eiφ lnA(u,vu)
iφ
dφ
)
.
Substituting this expression in place of the innermost double integral in equation (E1),
multiplying by e−q1u/(2pi), and expressing the resulting expression in terms of PA1 and
PA2 (as defined in the proposition) yields equation (62) for the diffusion component of
the early exercise premium.
Evaluating the jump components: From equation (28) and with a change of
variable from s˜u to xu, V˜
P
J1
can be expressed as
V˜ PJ1 (t, s˜, v) = EQˆ
[∫ T
t
∫ lnA(u,vu)−xu
−∞
(
V˜ A(u, exu+y, vu)−
(
e−q1uexu+y − e−q2u
))
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×G1(y)1(Au)) dy du
∣∣∣∣X(t) = ln s˜, v(t) = v
]
,
and in terms of the transition density function H, we have
V˜ PJ1(t, s˜, v) =
∫ T
t
∫ ∞
0
∫ ∞
lnA(u,vu)
∫ lnA(u,vu)−xu
−∞
(
V˜ A(u, exu+y, vu)−
(
e−q1uexu+y − e−q2u))
×G1(y)H(u, xu, vu; t, ln s˜, v) dy dxu dvu du
=
∫ T
t
∫ ∞
0
∫ 0
−∞
∫ lnA(u,vu)−y
lnA(u,vu)
(
V˜ A(u, exu+y, vu)−
(
e−q1uexu+y − e−q2u))
×G1(y)H(u, xu, vu; t, ln s˜, v) dxu dy dvu du,
where the last expression was obtained by changing the order of integration with
respect to xu and y. Substitution of equation (C1) for H in the equation above yields
equation (64) in the proposition.
We follow similar steps in evaluating the second jump component. From equation
(28) and in terms of xu, V˜
P
J1
can be written as
V˜ PJ2 (t, s˜, v) = EQˆ
[∫ T
t
∫ ∞
xu−lnA(u,vu)
(
V˜ A(u, exu+y, vu)−
(
e−q1uexu+y − e−q2u
))
×G2(y)1(Au)) dy du
∣∣∣∣X(t) = ln s˜, v(t) = v
]
.
We may equivalently write this in terms of the transition density function as
V˜ PJ2(t, s˜, v) =
∫ T
t
∫ ∞
0
∫ ∞
lnA(u,vu)
∫ ∞
xu−lnA(u,vu)
(
V˜ A(u, exu+y, vu)−
(
e−q1uexu+y − e−q2u))
×G2(y)H(u, xu, vu; t, ln s˜, v) dy dxu dvu du
=
∫ T
t
∫ ∞
0
∫ ∞
0
∫ lnA(u,vu)+y
lnA(u,vu)
(
V˜ A(u, exu+y, vu)−
(
e−q1uexu+y − e−q2u))
×G2(y)H(u, xu, vu; t, ln s˜, v) dxu dy dvu du
Here, we changed the order of integration with respect to xu and y to obtain the last
expression. Replacing H with its expression in equation (C1) gives us equation (65)
for the second jump component.
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