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ABSTRACT 
The existence and uniqueness of a bounded solution are shown for the linear equa- 
tion in infinite matrix Ax = b where A is strictly diagonally dominant and b is 
bounded. 
1. INTRODUCTION 
We are here concerned with the infinite system of linear equations 
i = 1, 2,. . . , (1.1) 
where the matrix A = (aij) is strictly diagonally dominant, i.e., 
and the sequence b = {bj} is bounded. While the existence and uniqueness 
of solutions of finite systems have been completely resolved, much remains 
unknown for infinite systems. The purpose of this paper is to establish 
a sufficient condition which guarantees the existence and uniqueness of a 
bounded solution to Eq. (1.1). 
Linear equations in infinite matrices occur in various topics of math- 
ematics, e.g., interpolation [4], sequence spaces 131, and summability [B]. 
The present problem arose from a recent study of certain boundary value 
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problems for partial differential equations in multiply connected regions. 
When the system (1.1) is finite, diagonally dominant determinants and 
matrices have been studied by many authors. For references to earlier 
literature on this subject we refer to a recent article by Beasley and 
Brenner [a]. 
In Sec. 2, we shall introduce notation and prove some preliminary 
results. The main theorems are given in Sec. 3, whereas in Sec. 4 a well- 
known result of Polya [4, p. 981 is included along with some illustrative 
examples. 
2. NOTATIONS AND PRELIMINARIES 
Throughout the paper we shall assume that the matrix A 
satisfies, in addition to Eq. (1.2), the following hypotheses: 
g1 I4 G MP for some M and all 1 
j#i 
An immediate consequence of (H.l) and (H.2) is 
by virtue of Eq. (1.2). 
Let us first consider the finite system 
n 
-&Qx$~) = b<, i = 1, 2,. . . , n. 
In matrix form we may write (2.2) as 
A(n)x(n) = b(n). 
= : (aij) 
(H.1) 
W.2) 
(2.1) 
(2.2) 
(2.3) 
If we denote the determinant of the matrix A(“) by Dn) and the cofactor 
of aij by A!;), then it is well-known that the unique solution to Eq. (2.2) 
is given by 
Xjcn) = A_ 2 AE’b,, 
D(n) k=l 
i=l,Z ,..., n. 
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In view of (1.2), we let 
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(2.5) 
j#i 
Clearly 
0 < o$n) < 1, Q) ,( ci(n+i), i= 1,2 ,..., n, 
and limlz+ao aicra) = cri. The following results are given in [I j : 
pn’/ # 0, 
n n 
(2.6) 
(2.7) 
In particular, we have 
k#i 
Following Friiberg [5, p. 681 we use the notations 
IlCll = max k jcijj, 
l&s+ j=l 
where C = (cij) is an n x n matrix, and 
/rI = max 1~~1, 
lCt<+Z 
where r = (pi, rs,. . ., In) is a column vector. 
Consider now the two finite systems 
ltfl 
g ui,xj (nfl' = b. z, i = 1, 2,. . .> 92 + 1. 
In Eq. (2.13) we eliminate xlz”++ll) and obtain 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
(2.13) 
2 (ag + 8a&+“+1) = bi + Bbi, i = 1, 2,. ., n, (2.14) 
j=l 
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where 
,jaij = _ fisa+lan+l*j 
an+b+l 
&, 
for i, i = 1, 2,. . , n. In matrix form Eqs. 
as 
=- h+l b 
an+kn+r 
n+l (2.15) 
(2.12) and (2.14) can be written 
A(n’x(n’ = b(“‘, 
(A(“’ + &Llh')x'(n+l = b’“’ + db’“‘, 
(2.16) 
(2.17) 
where x’cnfl’ is obtained from xcn+l’ by omitting A$:“‘, i.e., 
x'("+l' = 
( 
Xl(n+l' ,'. ., x,(n+l'). 
The following estimate is given in [5, p. 931: 
(2.18) 
provided that 
CC, = /I@‘“‘)-111 )l&I’“‘(I < 1. (2.19) 
We shall now show that (2.19) holds for all sufficiently large 12. Indeed, 
from (2.10), 
n IAt’ 
lI(A(n))-l(j = max c 
l<j<+%i=l p'l 
By Eqs. (2.8) and (2.9), the right side is dominated by 
(2.20) 
(2.21) 
from which it follows that 
l/(A(n))-lll < tc < co, for all n, (2.22) 
where 
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Also from (2.10) 
WA’“‘II = max la,.a+lljgl lan+l,;+ll 
[ 
IhI+ jl 
l<i<% 1 
(2.23) 
The last inequality follows from Eq. (2.5). By using Eqs. (2.6) and (H.2) 
we get 
lIdA(” e M%L+r. (2.24) 
Coupling the results (2.22) and (2.24), we obtain 
ci, < UM~,+r. (2.25) 
Since crn+r + 0 as n --) co, the inequality (2.19) holds for all large n. 
LEMMA 1. For fixed i, {xjcn)} naj is a Catchy sequence in n. 
Proof. By definition, 
lab(“) I = iak;;i, I z;$ai,n+~ I.1, 
Since {b,, b,,. . .} is bounded and 
we have 
where p : II 
i = 1,. . ., n, 
jzi 
(2.27) 
ISb'"'l < I pM / t 
%2+1,n+1 
sup,1b,l. For each fixed j 3 1, 
jXj(“fl) - Xi(n)l < Ix’(n+l) - X(n)I 
(2.28) 
(2.29) 
(2.26) 
for all n 3 j. Hence, by Eqs. (2.18) and (2.22), 
1% (n+l) - xj(“)l < rT~ (/la, + 
7E 
for all sufficiently large n. Furthermore, by Eqs. 
16b’“‘I) (2.30) 
(2.25) and (2.28), 
58 P. N. SHIVAKUMAR AND R. WONG 
1% (n+l) - dn)l < %a+~ + Ql~+~,n+~l-l, (2.31) 
for some positive constants P and Q, from which it follows that (x~(~)} is a 
Cauchy sequence. Indeed if ~5 and 4 ($ < 4) are positive integers then 
Ix?) - PI d T=$F + QZ$+,ii,, (2.32) 
The right side tends to zero as 9 + 00. This completes the proof of 
Lemma 1. n 
3. PRINCIPLE RESULTS 
THEOREM I (Existence). Under the hy$otkeses (H.1) and (H.2), tkere 
exists a bounded infinite sequence {xj} satisfying Eq. (1.1). 
Proof. Lemma 1 establishes the existence of 
lim xjcn) = xj, 
n+m 
for all j > 1. We shall now show that this sequence of limits 
x = (Xi, x2,. ) 
in fact satisfies Eq. (1.1). 
From Eq. (2.4) we have 
which on making use of (2.8) and (2.9) becomes 
Letting n + co we obtain 
I%( < Pa 
Now fix i and let n 3 i. Clearly 
I ‘x I m 
for all j. 
(3.1) 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
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Since {xj} is bounded, the last term tends to zero as n 4 co by (H.2). 
The finite sum also tends to zero since 
for all i = 1, 2,. . , , n. Consequently 
$raijx, = bi, i = 1, 2,. . . (3.3) 
This proves Theorem 1. n 
The truncation procedure given above is of practical as well as theoret- 
ical interest since it gives a constructive method for obtaining a solution 
of (1.1). An upper bound for the error in approximating the solution {xj} 
by the fzth approximation {xjtn)} is easily computed. For n sufficiently 
large, it is given by 
(3.9) 
where P and Q can be chosen to be 2a2BM and 2aM respectively. 
Returning to Eq. (2.4), if we let bi = 1 for each fixed i and 6, = 0 
(k # i) then Lemma 1 also establishes the existence of 
lim -h!l! =lim A’+?’ = A,,. 
n-m Den) n-em ” 
Furthermore, Eq. (3.7) will yield 
I& - Ajj”)I < T=$+p + c?=?+%-’ 
for all i, j = 1,. . . , n. Define 
A-1 = (IIjJ, i, i = 1, 2,. . . 
LEMMA 2. Under the hy$otheses (H.l) and (H.Z), AA-l 
I is the identity matrix. If, in addition, 
for each fixed j, 
then A-lA = I. 
= I, where 
(3.10) 
(3.11) 
(H.3) 
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Proof. Since 
(3.12) 
we have 
k=l k=n+l 
(3.13) 
for all n > i, i. Now, for fixed i and i, the first term on the right of Eq. 
(3.13) tends to zero as n -co by Eq. (3.11) and the second term also 
tends to zero since {Ajk} is bounded for all j and k. This proves AA-l = I. 
To show A-lA = I, we use, instead of Eq. (3.12), 
k*l a&$ = aji, i, j = 1,. . . , rc. (3.14) 
The argument parallels that just given. n 
THEOREM 2. Under t/ze lzypotheses (H.l), (H.2) and (H.3), the infirzite 
systewa (1.1) has only one bowded solution. 
Proof. Let x be the solution constructed in Theorem 1 and let y be 
any other bounded solution. Then Ax = Ay. Multiplying each side of this 
equation by A-r, we get A-r(Ax) = A-l(Ay). Since x and y are both 
bounded, the associativity of multiplication is guaranteed by the hypoth- 
eses. Hence x = y by Lemma 2. n 
REIMARK 1. Since it can be shown that the infinite sequence A-lb is 
bounded and satisfies Eq. (l.l), Theorem 2 implies that x = A-lb, where 
x is the solution given in Eq. (3.2). 
REMARK 2. Theorem 2 only implies the uniqueness of the bounded 
solution. Unbounded solutions may still exist; for instance, consider 
Eq. (1.1) with bi = 1 for all i, aI, = 1, a,, = 0 for j > 1 and 
I i2 i=j aij = - 1 + i-4 i = i2 
0 otherwise. 
(3.15) 
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Clearly the hypotheses (H.l), (H.2) and (H.3) are satisfied. But xi = i2 
is an unbounded solution of this system. 
4.ATHEOREM OF P6LYA 
The following well-known result, due to Polya, is given in [4, p. 981. 
(See also [3, p. 321.) 
THEOREM 3. Consider the infinite system of linear equatiom 
gl aijxj = bi, i = 1, 2,. . . , 
where b = (b3} is an arbitrary sequence and A = (aii) satisfies the conditions: 
(H.1)’ the submatrix formed from the first n YOWS of (aij) z&h the first q 
columns omitted is of rank n for any n and q ; 
(H.2)’ for j = 2, 3,. ., we have 
aj-i Ic lim d = 0. 
k+m ajk 
(4.2) 
Then there exists an infinite sequence {xj} satisfying Eq. (4.1) with all the 
left-hand side absolutely comergent. 
Although no assumptions are made in the above theorem concerning 
the hi’s and the diagonal elements aii, condition (H.1)’ is often difficult 
to verify. It should also be pointed out that again nothing has been said 
about the uniqueness of the solution. In fact, in this case, there must 
exist infinitely many solutions (see [4, p. 1021). 
EXAMPLE 1. Consider the tridiagonal matrix 
(4.3) 
Clearly it satisfies all our hypotheses (H.l), (H.2) and (H.3), but not (H.l)‘. 
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EXAMPLE 2. The symmetric matrix 
2-2 2-3 . . . 
2-2 2 2-4 . . . 
A= (4.4) 
. . . . . . . . . . . . . . . . 
also satisfies our hypotheses. But P6lya’s condition (H.2)’ does not hold. 
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